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Abstract
In this paper, for a compact manifold M with non-empty boundary
∂M , we give a Koiso-type decomposition theorem, as well as an Ebin-type
slice theorem, for the space of all Riemannian metrics on M endowed with
a fixed conformal class on ∂M . As a corollary, we give a characterization
of relative Einstein metrics.
1 Introduction
The study of the differential structure of the space M of all Riemannian
metrics on a closed manifold is one of important studies in geometry. In [13],
Ebin particularly has proved a slice theorem for the pullback action of the dif-
feomorphism group on M . In [20], Koiso has also extended it to an Inverse
Limit Hilbert (ILH for brevity)-version. Moreover, he has also studied the con-
formal action on M , and consequently has proved the following decomposition
theorem:
Theorem 1.1 (Koiso’s decomposition theorem [21, Corollary 2.9] ). Let Mn
be a closed n-manifold (n ≥ 3), M the space of all Riemannian metrics on M
and Diff(M) the diffeomorphism group of M . Set also
C∞+ (M) :=
{
f ∈ C∞(M) ∣∣ f > 0 on M},
Sˇ :=
{
g ∈M
∣∣∣∣∣ Vol(M, g) = 1, Rg = const, Rgn− 1 /∈ Spec(−∆g)
}
,
where Vol(M, g), Rg and Spec(−∆g) denote respectively the volume of (M, g),
the scalar curvature of g and the set of all non-zero eigenvalues of the (non-
negative) Laplacian −∆g of g. Note that these four spaces become naturally
ILH-manifolds. For any g = fg¯ (f ∈ C∞+ , g¯ ∈ Sˇ) and any smooth deformation
{g(t)}t∈(−,) of g for sufficiently small  > 0, then there exist uniquely smooth
deformations {f(t)}t∈(−,)(⊂ C∞+ (M)) of f , {φ(t)}t∈(−,)(⊂ Diff(M) ) of the
identity idM and {g(t)}t∈(−,)(⊂ Sˇ ) of g¯ with δg(g¯′(0)) = 0 such that
g(t) = f(t)φ(t)∗g¯(t).
Here, δg(g¯
′
(0)) denotes the divergence − ∇i(g¯′(0))i with respect to g.
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Note that the above decomposition can be replaced by
g(t) = (f(t) ◦ φ(t))φ(t)∗g¯(t) with δg
(
f
′
(0)g¯(0) + f(0)g¯
′
(0)
)
= 0.
This theorem has often played an important role in studying gemoetric struc-
tures related to several variational problems on a closed manifold. Hence, ex-
tending this to on a manifold with boundary seems to be also important.
From now on, we throughout assume that M is a compact connected oriented
smooth n-manifold (n ≥ 3) with smooth boundary ∂M . Let M be the space
of all Riemannian metrics on M. In order to obtain a corrsponding Koiso-type
decomposition theorem on M with ∂M to Theorem 1.1 on a closed manifold,
we need to fix a suitable boundary condition for each metric g on M . From the
variational view point of the Einstein-Hilbert functional, a candidate of such
boundary conditions may be the following: For a fixed metric g0 on M with
zero mean curvature Hg0 = 0 along ∂M , we fix the boundary condition for each
g on M as [g|∂M ] = [g0|∂M ] and Hg = 0 along ∂M (see Fact 2.1 and [2],[4]).
Here, [g|∂M ] denotes the conformal class of g|∂M . However, one can notice
that this boundary condition is not enough to get a Koiso-type decomposition
theorem, even more an Ebin-type slice theorem. Here, we will fix a slightly
stronger boundary condition below, which still has a naturality(see Fact 2.1(1))
We also remark that this boundary condition is very suitable for the Ricci flow
on manifolds with boundary (cf. [5]).
Fix a Riemannian metric g0 on M with Hg0 = 0 along ∂M and set its
conformal class C := [g0] on M . νg0 denotes the outer unit normal vector field
along ∂M with respect to g0. Set also
C∞+ (M)N :=
{
f ∈ C∞+ (M)
∣∣ νg0(f)|∂M = 0},
MC0 :=
{
g ∈M ∣∣ g = f · g0 on ∂M for some f ∈ C∞+ (M)N},
SC0 :=
{
g ∈MC0
∣∣ Vol(M, g) = 1, Rg = const},
SˇC0 :=
{
g ∈ SC0
∣∣∣∣∣ Rgn− 1 /∈ Spec(−∆g; Neumann)
}
,
DiffC0 :=
{
φ ∈ Diff(M) ∣∣ φ∗g0 = f · g0 on ∂M for some f ∈ C∞+ (M)N},
where Spec(−∆g; Neumann) denotes the set of all non-zero eigenvalues of −∆g
with the Neumann boundary condition. Note that Hg = 0 along ∂M for all
g ∈MC0 . Our main result is the following theorem:
Main Theorem. For any g = fg¯ (f ∈ C∞+ (M)N , g¯ ∈ SˇC0 ) and any smooth
deformation {g(t)}t∈(−,)(⊂MC0) of g for sufficiently small  > 0 , there exist
smooth deformations {f(t)}t∈(−,)(⊂ C∞+ (M)N ) of f, {φ(t)}t∈(−,)(⊂ DiffC0)
of idM and {g¯(t)}t∈(−,)(⊂ SˇC0) of g¯ with δg(g¯
′
(0)) = 0 such that
g(t) = f(t)φ(t)∗g¯(t).
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The rest of this paper is organized as follows. In Section 2, we state a
Slice theorem for a manifold with boundary with a fixed conformal class on the
boundary and prove it. In Section 3, we prepare some necessary lemmas for the
proof of Main Theorem. Finally, combining them with Slice theorem, we prove
Main Theorem. In Section 4, we give two applications of Main Theorem.
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2 Preliminaries and a slice theorem
Let M be a compact connected oriented smooth n-dimensional manifold with
non-empty smooth boundary ∂M . Fix a Riemannian metric g0 with Hg0 = 0.
Here, Hg0 denotes the mean curvature of ∂M with respect to g0. And set C :=
[g0] its conformal class on M . For a given positive definite symmetric (0,2)-type
tensor field T on M , we will write T ||∂M ∈ C||∂M when T = f · g0 for some f ∈
C∞+ (M) on ∂M . Note that this condition equivalent to ι
∗T = ι∗(fg0) for some
f ∈ C∞+ (M), where ι : ∂M →M is the natural inclusion. Moreover, we denote
T ||∂M ∈ C0||∂M when T = f ·g0 for some f ∈ C∞+ (M)N on ∂M. This condition is
also equivalent to ι∗T = ι∗(fg0) for some f ∈ C∞+ (M)N . With this understood,
we set MC :=
{
g ∈ M ∣∣ g||∂M ∈ C||∂M} and DiffC := {φ ∈ Diff(M) ∣∣
φ∗g0||∂M ∈ C||∂M
}
. Note also that MC0 :=
{
g ∈ M ∣∣ g||∂M ∈ C0||∂M} and
DiffC0 :=
{
φ ∈ Diff(M) ∣∣ φ∗g0||∂M ∈ C0||∂M}.
Remark 2.1. In the case that ∂M = ∅ (that is, M is a closed manifold), it
is well known that a Riemannian metric on M is Einstein if and only if it is a
critical point of the normalized Einstein-Hilbert functional E on the space M :
E : M → R, g 7→ E(g) :=
∫
M
Rgdvg
Volg(M)
n−2
n
,
where Rg, dvg, Volg(M) denote respectively the scalar curvature, the volume
measure of g and the volume of (M, g). However, if we consider the analogue
of the case of E on compact n-manifold M with non-empty boundary, then the
set of critical points of E on the space M is empty (see Fact 2.1 below). Hence,
in this case, we need to fix a suitable boundary condition for all metrics, and
then E must be restricted to a subspace of M .
When ∂M 6= ∅, set the several subspaces of M below:
MC|∂ :=
{
g ∈M ∣∣ [g|∂M ] = C|∂M},
MCconst|∂ :=
{
g ∈MC|∂
∣∣ ∃c ∈ R s.t. Hg = c on ∂M},
M0 :=
{
g ∈M ∣∣ Hg = 0 on ∂M},
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MC0|∂ :=MC|∂ ∩M0 =
{
g ∈MC|∂
∣∣ Hg = 0 on ∂M}.
A metric g ∈M is called a relative metric if g ∈M0. By Fact 2.1 below, it
is reasonable to restrict the functional E to the subspace MC0 as well as MC0|∂
and M0.
Fact 2.1 ([4, Remark 1, Theorem 1.1], [2, Proposition 2.1]). Let M, E , and M
be the same as the above. Then the following holds:
(1) g ∈ Crit(E|MC0 ) if and only if g is an Einstein metric with Hg = 0
(namely, a relative Einstein metric) and g||∂M ∈ C||∂M .
(2) g ∈ Crit(E|MC0|∂ ) if and only if g is a relative Einstein metric and
[g|∂M ] = C|∂M .
(3) g ∈ Crit(E|M0) if and only if g is an Einstein metric with totally geodesic
boundary.
(4) Crit(E) = ∅, Crit(E|MC ) = ∅, Crit(EMC|∂ ) = ∅, Crit(EMCconst|∂ ) = ∅.
Here, for instance, Crit(E) and Crit(E|MC ) denote respectively the set of all
critical metrics of E and the set of those of its restriction to MC .
From now on, we will consentrate on the spacesMC andMC0 . For a smooth
fibre bundle F , we denote by Hk(F ) the space of all W k,2 -sections. (Note that
L2 -norm does not depend on the choice of Riemannian metric, hence, we fix
a reference metric to define these function spaces.) The Sobolev embedding
theorem states that Hk(F ) ↪→ Cs(F ) is continuous if k > n/2 + s, see for
instance [6]. By the Sobolev embedding, if s > n/2, Hs(M ×M) (the set of
all Hs-maps from M to itself) is a Hilbert manifold. Pick s > 4 + n2 and let
CsDiff :=
{
η ∈ Cs(M×M) ∣∣ η−1 ∈ Cs(M×M)} and let Diffs := Hs(M×M)∩
C1Diff. From the Sobolev embedding, Diffs is open in Hs(M ×M) and hence
it is also a Hilbert manifold. Let DiffsC :=
{
η ∈ Diffs ∣∣ (η∗g0)||∂M ∈ C||∂M} ={
η ∈ Diffs ∣∣ η∗g0 = fg0 on ∂M for some f ∈ Hs−3/2(C∞+ (M))}. Then DiffsC is
a Hilbert submanifold of Diffs−1. And let DiffsC0 :=
{
η ∈ Diffs ∣∣ (η∗g0)||∂M ∈
C0||∂M
}
=
{
η ∈ Diffs ∣∣ η∗g0 = fg0 on ∂M for some f ∈ Hs−3/2(C∞+ (M)N )}.
Then DiffsC0 is a Hilbert submanifold of Diff
s−2. We denote by idM ∈ Diffs the
identity map.
We set M s := Hs(S2T ∗M) ∩ C0M , where S2T ∗M and C0M the tensor
field consisting of all symmetric (0,2)-tensors on M and the set of all C0 metrics
respectively. Then M s is a Hilbert manifold modeled on H2(S2T ∗M) (by the
Sobolev embedding). And we define a closed Hilbert submanifold of M s−1 as
M sC :=
{
g ∈ M s ∣∣ g||∂M ∈ C||∂M} = {g ∈ M s ∣∣ g = fg0 for some f ∈
Hs−1/2(C∞+ (M)) on ∂M
}
. Additionally, we set M sC0 :=
{
g ∈ M s ∣∣ g||∂M ∈
C0||∂M
}
=
{
g ∈M s ∣∣ g = fg0 for some f ∈ Hs−1/2(C∞+ (M)N ) on ∂M}. Then
M sC0 is a Hilbert submanifold ofM
s−2. See [13], [28] for more detail about these
spaces. Moreover, we denote the pull-back action by A : Diffs+1C ×M sC −→M sC
and for g ∈M , let Ig be the isotropy subgroup of g in DiffsC , that is,
Ig :=
{
η ∈ Diffs ∣∣ η∗g = g}.
In this section, we shall prove the following theorem:
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Theorem 2.1 (Slice theorem for manifold with boundary). Let s > n2 + 4 and
A : Diffs+1C ×M sC −→M sC
be an usual action by pullback. Then for each γ ∈MC there exsits a submani-
fold S ⊂M sC containing γ ,which is diffeomorphic to a ball in a separable real
Hilbert space, such that
(1) η ∈ Iγ ⇒ A(η,S) = S,
(2) η ∈ Diffs+1C , A(η,S) ∩ S 6= ∅ ⇒ η ∈ Iγ and
(3)There exists a local section:
χ :
(
Diffs+1C /Iγ ⊃
)
U −→ Ds+1C
defined in a neighborhood U of the identity coset such that if
F : U × S −→M sC ; (u, t) 7→ A
(
χ(u), t
)
,
then F is a homeomorphism onto a neighborhood of γ. Moreover, the same
statement holds when we replace M sC and Diff
s+1
C by M
s
C0
and Diffs+1C0 respec-
tively.
First, we get the following lemma:
Lemma 2.1. Under the identification TidMDiff
s+1 ∼= Hs+1(TM),
TidMDiff
s+1
C =
{
X ∈ Hs+1(TM) ∣∣ ∃ρ ∈ Hs(M), g0∇iXj +g0 ∇jXi = ρ · g0,
g0(X, νg0) = 0 on ∂M
}
,
where g0∇ and Xi are respectively the Levi-Civita connection with respect to g0
and the i-th component gijX
j of X = (Xj) in terms of some local coordinates.
For g ∈M sC ,
TgM
s
C =
{
h ∈ Hs(S2T ∗M) ∣∣ ∃ρ ∈ Hs−1/2(M), h = ρg on ∂M}.
Here, TidMDiff
s+1
C and TgM
s
C represent the tangent spaces respectively. More-
over,
TidMDiff
s+1
C0
=
{
X ∈ Hs+1(TM) ∣∣, g0(X, νg0) = 0 on ∂M,
∃ρ ∈ Hs(C∞(M)N ), g0∇iXj +g0 ∇jXi = ρg0
}
.
For g ∈M sC0 , we also have
TgM
s
C0 =
{
h ∈ Hs(S2T ∗M) ∣∣ ∃ρ ∈ Hs−1/2(C∞(M)N ), h = ρg on ∂M}.
Proof. From the definition, the second statement is obvious. For the first state-
ment, we note that the derivative of a diffeomorphism-action via pull-back on
metrics g at idM coincides with the Lie derivative of g under the above iden-
tification (see for instance Lemma 6.2 in [13]). Then the first condition comes
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from the conformal condition on ∂M and the second from the fact that any
diffeomorphisms map ∂M to itself.
Here, we also note that ∂M may have some connected components. (Note
that the number of components is finite since M is compact.) In fact, we
assume that ∂M =
∐k
i=1 Σi, where Σi is a connected component of ∂M and
k ∈ Z≥1. Then, under the above identification, ηt(Σi) = Σi for all t ∈ (−, )
for sufficiently small  > 0 as explained below. Here, ηt ∈ TidMDiffs+1 is the
corresponding curve to a tangent vector. Since M is compact manifold, we can
take some open neighborhoods of each Σi, Ui such that Ui∩Uj = ∅ for all i 6= j.
Consider W (∂M,U) :=
{
f ∈ C0(M,M) ∣∣ f(Σi) ⊂ Ui}, then this is an open
subset of C0(M,M) with respect to the compact-open topology. Hence, this
is an open neighborhood of idM in C
0(M,M). Since η0 = idM and t 7→ ηt is
continuous, ηt ∈ W (∂M,U) for all t with |t| << 1. In paticular, ηt(Σi) = Σi
for all i and t with |t| << 1.
The third and fourth are follow in the same way.
From [28, Section 9], Hs(TM) is linearly isomorphic to a closed subspace
of finite direct sum of Hs(Dn,R), where Dn is a closed n-dimensional disc.
Therefore we obtain the following lemma in exactly the same way as in [13,
Section 3].
Lemma 2.2 ([13, Section 3]). DiffsC and DiffC0 are topological groups. Fur-
thermore, for all η ∈ DiffC :=
⋂
s≥0 Diff
s
C and σ ∈ DiffC0 :=
⋂
s≥0 Diff
s
C0 , the
left(right) action Lη(Rη) : Diff
s
C → DiffsC , Lη(Rη) : DiffsC0 → DiffsC0 are
smooth.
Remark 2.2. It is well known that any C1-diffeomorphism, which is an isom-
etry of a smooth metric, is smooth (see [13], [19], [23]). Therefore, from the
Sobolev embedding, Iγ ⊂ DiffC and Iγ is the same for any such that s > n2 + 1.
The following lemma follows from Section 5 in [13] and the fact that DiffsC
and DiffsC0 are submanifolds of Diff
s−2.
Lemma 2.3 ([13, Section 5]). (1) The inclusion
i : Iγ −→ DiffsC
is smooth.
(2) i is embedding, that is for all g ∈ Iγ , its derivative Dgi is injective and
its image is closed in TgDiff
s
C .
(3) The composition map:
c : Iγ ×DiffsC −→ DiffsC ; (g, η) 7−→ g ◦ η
is smooth.
(4) Let S :=
⋃
η∈DiffsC TidMRη(I ) , then S is a C
∞ involutive subbundle of
TDiffsC , that is,
X,Y ∈ S ⇒ [X,Y ] ∈ S,
where I is the Lie algebra of Iγ . Moreover, the above statements hold that
DiffsC is replaced by Diff
s
C0 .
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Using lemma 2.3 and the Frobenius’s theorem(see [22, Chapter 6, Theo-
rem 2]), we obtain a Banach manifold structure on DiffsC/Iγ and Diff
s
C0/Iγ
(see [13, Proposition 5.8, 5.9]). And we can show the exsitence of a local section
by using this Banach-coordinate-charts:
Lemma 2.4 ([13, Proposition 5.10]). For any Iγη ∈ DiffsC/Iγ , there exists a
local section pi : DiffsC −→ DiffsC/Iγ defined on a neighborhood Iγη. Moreover,
the same statement holds that DiffsC is replaced by Diff
s
C0 .
Proof. Using the above Banach-coordinate-charts, we can construct a local sec-
tion exactly same as Proposition 5.10 in [13].
For any γ ∈MC , σ ∈MC0 , we define
ψγ : Diff
s+1
C −→M sC ; ψγ(η) := η∗γ
and
ψ0σ : Diff
s+1
C0
−→M sC0 ; ψσ(η) := η∗σ.
Then, by the definition of Iγ , it naturally induces φγ : Diff
s
C/Iγ −→ M sC and
φ0σ : Diff
s
C0/Iσ −→ M sC0 . Moreover, from the existence of a local section and
the definition, φ0, φγ , φ
0
σ are smooth injective maps.
Here, we will show that φγ : Diff
s+1
C /Iγ →M sC and φ0σ : Diffs+1C0 /Iσ →M sC0
are immersions (i.e., its derivation is injective and has closed image).
Remark 2.3. We can similarly define φγ : Diff(M)
s/Iγ →M s, but it is not
an immersion in general.
Next, we will show that the image of Dηψγ is closed in Tψγ(η)M
s
C and imege
of Dη(ψ
0
σ) is closed in Tψ0σ(η)M
s
C0
.
As mentioned in the proof of lemma 2.1, under the identification as in lemma
2.1, DidMψγ(X) = LX(γ) (X ∈ TidMDiffs+1C ), andDidMψ0σ(X) = LX(σ), (X ∈
TidMDiff
s+1
C0
). For simplicity, we put the Lie derivative with respect to γ as α,
that is α(•) := L•(γ).
For X ∈ Hs+ 12 (∂M), Yi ∈ Hs− 12 (∂M), Zij ∈ Hs− 32 (∂M) (i, j = 1, . . . , n−
1), we set
As+1(X,Y,Z) :=
{
u ∈ TidMDiffs+1C
∣∣ u|∂M = X,∇iu|∂M = Yi,∇2iju|∂M = Zij},
Bs(X,Y,Z) :=
{
η ∈ TγM sC
∣∣ η(•, ∗)|∂M = γ(Y (•), ∗)|∂M + γ(•, Y (∗))|∂M ,
− γTr1,2(∇η)|∂M = 4
(
δδ∗u
)|∂M},
where γTr1,2 is the (1,2)-contraction with respect to γ, δ = −γTr1,2◦∇ and δ∗ =
Sym ◦ ∇ . “ u ” in the definition of Bs(X,Y,Z) is an element of TidMDiffs+1C such
that ∇iu|∂M = Yi and ∇2iju|∂M = Zij .
(
δδ∗u
)|∂M is determined by them.
By the trace theorem ([17, Appendix B]), these are a Hilbert spaces wherever
s > 2 + n/2.
Since the composition map α∗α is elliptic, we obtain the following boundary
estimate (see [16, Theorem 6.6]):
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There exists a positive constant C such that for any u ∈ As+1(X,Y,Z),
||u||k ≤ C
(∣∣∣∣(α∗α)u∣∣∣∣
k−2 + ||u||k−2 +
∣∣∣∣X˜∣∣∣∣
k
)
where X˜ is an extension to M of X.
For u ∈ Tid.Diffs+1C and h ∈ TγM sC , from the Green’s formula,
(αu, h) = (u, α∗h) + 2
(
u[, h(ν, •))
∂M
,
where (, ) and (, )∂M are L
2-inner product with respect to γ and γ|∂M . And ν
is the outer unit normal vector along ∂M with respect to γ.
Since h ∈ Tid.Diffs+1C , from lemma 2.1, the second term vanishes. Thus we
get
(αu, h) = (u, α∗h).
Therefore for all u, v ∈ Tid.Diffs+1C ,(
(α∗α)u, v
)
=
(
u, (α∗α)v
)
. (1)
From the closed range theorem([16, Lemma 5.10]), Proposition 6.8 and 6.9
in [13], we get the following:
Lemma 2.5. α(As+1(X,Y,Z)) is a closed subspace of B
s
(X,Y,Z) and there is an or-
thogonal decomposition:
Bs(X,Y,Z) = Im
(
α|As+1
(X,Y,Z)
)⊕Ker(α∗|Bs
(X,Y,Z)
)
.
From lemma 2.5, we get that
TγM
s
C = Im
(
α|Tid.Diffs+1C
)
+ Ker
(
α∗|TγMsC
)
.
On the other hand, from the equation (1),
Im
(
α|Tid.Diffs+1C
) ⊥ Ker(α∗|TγMsC).
Hence we get an orthogonal decomposition
TγM
s
C = Im
(
α|Tid.Diffs+1C
)⊕Ker(α∗|TγMsC).
In paticular, Im Did.ψ is closed subspace of TγM sC . Therefore, for each η ∈
Diffs+1C , Im Dηψγ is a closed subspace of Tψγ(η)M
s
C .
Similarly, we also get the decomposition
TγM
s
C0 = Im
(
α|Tid.Diffs+1C0
)⊕Ker(α∗|TγMsC0 ).
and that Im Dηψ
0
σ is a closed subspace of Tψ0σ(η)M
s
C0
) for all η ∈ Diffs+1C0 .
Moreover, we can show that D[η]φγ and D[η]φ
0
σ are injective in the same way
as Proposition 6.11 in [13]. Consequently, we obtain the following:
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Lemma 2.6.
φγ : Diff
s+1
C /Iγ −→M sC and φ0σ : Diffs+1C0 /Iγ −→M sC0
are smooth injective immersions.
Moreover, we can prove the following in the same way as Proposition 6.13
in [13]:
Lemma 2.7. Let s > n2 + 4 , then
φγ : Diff
s+1
C /Iγ −→M sC
is a homeomorphism mapping Diffs+1C /Iγ onto a closed subspace ofM
s
C . There-
fore, in paticular, φγ is an embedding. The same statement also holds when we
replace respectively M sC , Diff
s+1
C and φ by M
s
C0
, Diffs+1C0 and φ
0.
Remark 2.4. The connectedness of M was used in the proof of lemma 2.7 (see
the proof of Proposition 6.13 in [13]).
Proof of the Theorem 2.1. The proof is same as in [13]. Because we can show
in the same way for MC0 , we only descrie about MC .
For γ ∈MC , we set Osγ := φγ
(
Diffs+1C /Iγ
)
the orbit of the action A through
γ (where φγ is in the lemma 2.7). From Lemma 2.7, this is a closed submanifold
of M sC . Moreover, we define its normal vector bundle:
ν :=
{
V ∈ TM sC |Osγ
∣∣ (W,V )γ = 0 , ∀W ∈ TOsγ},
where (∗, ∗)γ :=
∫
M
〈∗, ∗〉γdvγ .
Our first step is constructing the normal bundle ν of Osγ in M
s
C . As stated
in [13], this Riemannian metric is strong on H0, but is not on Hs (s ≥ 1). Thus
we do not know automatically that ν is a C∞ subbundle of TM sC |Osγ .
To show this, we shall find a C∞ surjective vector-bundle-map:
P : TM sC |Osγ −→ TOsγ
such that Ker P = ν (see [22, Chapter3, Section3]).
Since, from the proof of the lemma 2.6,
TγM
s
C = Im α⊕Ker α∗.
Hence, from the definition of Osγ ,
Im α = TγO
s
γ .
Thus
νγ(O
s
γ) = Ker
(
α∗|TγMsC
)
.
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Moreover, since the weak Riemannian metric ( , )γ is invariant under the
action of Diffs+1C ([13, Section 4]), νη∗γ(O
s
γ) = η
∗(Ker α∗). On the orbit of γ,
we define
P := α ◦ (α∗ ◦ α)−1 ◦ α∗ : TγM sC |Osγ −→ TγOsγ
Thus, as in the same way in [13, Theorem 7.1], we can show that this P satisfy
the above properties.
Next, we shall construct the slice S of γ. To do this, we consider the ex-
ponential map of ( , )γ , exp : TM sC −→ M sC . Thus we know the following
fact:
Fact 2.2 ([13, Section 4]). This is a smooth map and exp|ν : ν −→ M sC is a
diffeomorphism mapping a neighborhood of the zero section of ν to a neighbor-
hood of Osγ in M
s
C . Moreover, since A is continuous and exp and the action of
η are commutative, there are a neighborhood U of γ in Osγ and a neighborhood
V of 0 in νγ such that
ν ⊃W := {η∗(v) ∣∣ v ∈ V , η ∈ χ(U)}.
Then exp|W is a diffeomorphism mapping W onto a neighborhood of γ. More-
over, if necessary, we shall take U and V small enough so that exp(W )∩Osγ = U.
Consider the strong inner product ( , )sγ on H
s(S2T ∗), defined as at the
end of Section 4 in [13]. Now let ρs be the metric defined on M sC by ( , )
s
γ .
Let Brγ be the open ball about γ of radius r with respect to ρs. Then, for
some positive δ, exp(W ) ⊃ B2δγ . Pick U1 ⊂ U, 1 <  ( V1 ⊂ V ) so that if
W1 :=
{
η∗(v)
∣∣ v ∈ V1 , η ∈ χ(U1)}, then exp(W1) ⊂ Bδγ .
Then we set
S := exp(V1)
and this S has the three properties of a slice (These are checked in the same
way in [13, Section 7 and the proof of Theorem 7.1]).
3 Main Results
Before starting the proof of Main theorem, we shall line up some basic defini-
tions below:
Definition 3.1 ([25]). (1) A topological space E is called ILH-space if E is an
inverse limit of Hilbert spaces {Ei}i∈Z≥1 , such that Ej ⊂ Ei (i ≤ j) and each
inclusions are bounded linear operators.
(2) A topological space X is called Ck-ILH-manifold modeled on E if X has
the following (a) and (b):
(a) X is an inverse limit of Ck-Hilbert manifolds {Xi}i∈Z≥1 modeled on Ei
such that Xj ⊂ Xi (i ≤ j),
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(b) For each x ∈ X and i, there is an open neighborhood Xi ⊃ Ui(x) and
homeomorphism ψi from Ui(x) onto an open subset Vi in Ei which gives a C
k-
coordinate around x in Xi and satisfies Uj(x) ⊂ Ui(x) (i ≤ j), ψi+1(y) = ψi(y)
for all y ∈ Ui+1(x).
(3) Let X be a Ck-ILH-manifold( k ≥ 1 ) and TXi the tangent budle of Xi.
The inverse limit of {TXi} is called ILH-tangent bundle of X.
(4) Let X,Y be Ck-ILH-manifolds. A mapping φ : X → Y is called Cl-
ILH-differentiable ( l ≤ k ) if φ is an inverse limit of Cl-differentiable maping
{φi}i∈Z≥1 (that is, for each i, there exists j(i) and Cl-map φi : Xj(i) → Yi such
that φi(x) = φi+1(x) for all x ∈ Xj(i+1).)
(5) X is a ILH-manifold if X is a Ck-ILH-manifold for all k ≥ 0.
(6) Let X,Y be ILH-manifolds. A mapping φ : X → Y is called ILH-
differentiable if φ : X → Y is Ck-ILH-differentiable for all k ≥ 0.
(7) Let TxXi be the tangent space of Xi at x and TxX the inverse limit of
{TxXi}. Let
Drφi(x) :
r∏
l=1
TxXj(i) −→ Tφ(x)Yi
be the r-th (Fre´chet) derivative of φi at x. Then, {Drφi(x)}i∈Z≥1 has the inverse
limit
lim← D
rφi(x) :
r∏
l=1
TxX −→ Tφ(x)Y.
It is called r-th derivative of φ and we denote it by Drφ(x).
Let M and g0 be the same as in Section 2 and use the same notations
there. As in the closed case, M := lim←M r , Diff(M) := lim←Diffr naturally
become ILH-manifolds and the pullback-action A : Diff(M) ×M −→ M is
ILH-differentiable. Moreover, for a fixed metric g0 on M , since each M rC are
a submanifold of M r−1, MC := lim←M rC is an ILH-submanifold of M and
the inclusion MC ↪→ M is C∞-differentiable. And, DiffC := lim←DiffrC is
an ILH-submanifold of Diff(M) and the inclusion DiffC ↪→ Diff(M) is C∞-
differentiable.
Similarly, MC0 := lim←M
r
C0
is an ILH-submanifold of M and the in-
clusion MC0 ↪→ M is C∞ -differenciable. And, DiffC0 := lim←DiffrC0 is
an ILH-submanifold of Diff(M) and the inclusion DiffC0 ↪→ Diff(M) is C∞-
differentiable.
Note that the pull-back action A : DiffC0 × MC0 → MC0 is also C∞-
differentiable.
By the Sobolev embedding for fibre bundles over manifold with boundary,
we obtain the following (see [6]):
Lemma 3.1. Let E, F be vector bundles over M and let f : E → F be a
C∞-differentiable which preserves each fibers.
Let s > n2 .Then the bundle map induced by f
φ : Hs(E)→ Hs(F ) ; φ(α) := f ◦ α
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is C∞-differentiable.
Proof. Same as Lemma 1.1 in [21]. See also [28, Theorem 11.3].
Using this lemma and that M rC is a submanifold of M , the following hold
in the same as in [21]:
Lemma 3.2 ([21, Proposition1.2 , Corollary1.3 , Corollary1.4]). Let s > n2 .
(1) D : M s+1C ×Hs+1(T pq )→ Hs(T pq+1) ; (g, ξ) 7→ ∇gξ
is C∞ -differentiable, where T pq is the type (p, q) tensor bundle and ∇g is
the Levi-Civita connection with respect to g .
(2) M s+1C ×Hs+2(M)→ Hs(M) ; (g, f) 7→ ∆gf := ∇gdf.
is C∞ -differentiable.
(3) Mappings listed below are C∞ -differentiable:
M s+2C → Hs(S2T ∗) ; g 7→ Ricg (the Ricci curvature of g).
M s+2C → Hs(M) ; g 7→ Rg (the scalar curvature of g).
M s+2C → Hs+1/2(∂M) ; g 7→ Hg (the mean curvature of g along ∂M).
Remark 3.1. Since MC0 is an ILH submanifold of M , the same statements
hold in the above lemma replaced MC by MC0 .
Let r > n2 + 4. We define
M rC,1 :=
{
g ∈M rC
∣∣ Volg(M) = 1}, MC,1 := ⋂rM rC,1,
SrC0 :=
{
g ∈M rC,1
∣∣ Rg = const, Hg = 0}, SC0 := ⋂rSrC0 ,
SˇC0 :=
{
g ∈ SC0
∣∣∣∣∣ Rgn−1 /∈ Spec(−∆g; Neumann)
}
.
For g¯, g ∈M rC,1, we define
Φrg (g¯) : H
r
g¯ (M) −→ 〈(1,−1)〉⊥g¯ ⊕Hr−
3
2 (∂M)
by
f 7→ Φrg (g¯)(f) :=
(
(n− 1)(∆g)2f −Rg −∆gf −
∫
M
{
(n− 1)(∆g)2f +Rg∆gf
}
dvg¯
+
∫
∂M
νg{−(n− 1)∆gf −Rgf}dsg¯|∂M , νg{−(n− 1)∆gf −Rgf}
∣∣
∂M
, νg(f)
∣∣
∂M
)
,
where Hr(TM), Hr(T∂M) are defined by fixed g¯, νg is the outer unit normal
vector along ∂M with respect to g, Hrg¯ (M) :=
{
f ∈ Hr(M) ∣∣ ∫
M
f dvg¯ = 0
}
,
and
〈(1,−1)〉⊥g¯ := {(u, v) ∈ Hr−4(M)⊕Hr− 52 (∂M) ∣∣ ((u, v), (1,−1))
L2(g¯)
= 0
}
.
Here, dsg¯|∂M also denotes the volume measure with respect to g¯|∂M .
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From Lemma 3.2 and the trace theorem([17, Appendix B]), (g, f) 7→ Φrg(f)
is a C∞ -differentiable map from M rC,1 ×Hrg¯ (M) to Hr−4g0 (M)⊕Hr−
5
2 (∂M)⊕
Hr−
3
2 (∂M).
And we define
KrC :=
{
g ∈M rC,1
∣∣ ∃g¯ ∈MC,1 s.t. Φrg (g¯) is an isomorphism}.
Then, the following holds:
Lemma 3.3. KrC is an open subset of M rC,1.
Proof.
g 7→ Φrg
is a diffeomorphism mapping M rC,1 to L
(
Hrg¯ (M), 〈(1,−1)〉⊥g¯ ⊕Hr−
3
2 (∂M)
)
.
On the other hand, the set of all isomorphisms is open in
L(Hrg¯ (M), 〈(1,−1)〉⊥g¯ ⊕Hr− 32 (∂M))
with respect to the operator-norm. Hence KrC is an open subset of M rC,1.
Lemma 3.4. SˇC0 =MC ∩ KrC ∩SrC0 .
Proof. ( ⊂ )
Fix g ∈ SˇC0 .
surjectivity ;
Firstly, we consider the case that Rg 6= 0.
Given (F,G,H) ∈ 〈(1,−1)〉g⊕Hr− 32 (∂M) , we consider two boundary value
problem:
−∆gu = F , νg(u)
∣∣∣
∂M
= G, (2)
−∆gv − Rg
n− 1v = u , νg(v)
∣∣
∂M
= H, (3)
where u ∈ Hr−2(M), v ∈ Hrg (M).
We firstly consider (3). For a fixed positive constant α ∈ R>0, we consider
−∆gv + αv = u , νg(v)
∣∣
∂M
= H.
Thus we can show that there is a unique solution by using standard variational
argument.
Let
L˜g : H
r(M) −→ Hr−2(M)⊕Hr− 32 (∂M)
; u 7→ (−∆gu+ αu , νg(u) ∣∣∂M)
be the operatopr corresponding to the above equation, then this is an elliptic
operator in the sence of Definition 20.1.1 in [17].
Therefore, from Theorem 20.1.2 in [17], L˜g is a Fredholm operator. Hence
dim KerL˜g < ∞, dim CokerL˜g < ∞ and ImL˜g is closed. Moreover, because of
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the existence and uniqueness of the above boundary value problem, ind(L˜g) =
dim KerL˜g − dim CokerL˜g = 0 .
We shall back to (3). We consider the corresponding operator:
Lg : H
r(M) −→ Hr−2(M)⊕Hr− 32 (∂M)
; u 7→ (−∆gu− Rg
n− 1u , νg(u)
∣∣
∂M
)
,
then, this operator is also an elliptic operator. From Theorem 20.1.8 in [17],
ind(Lg) = ind(L˜g) and since g ∈ SˇC0 , KerLg = {0}. Hence dim CokerLg = 0.
Therefore Lg is surjective.
Next, we consider (2). The ellipticity only depends on its principal symbol,
thus (2) is also elliptic (Exactly speaking, the operator corresponding to (2) is
elliptic). Let
Lˇg : H
r(M) −→ Hr−2(M)⊕Hr− 32 (∂M)
; u 7→ (−∆gu , νg(u) ∣∣∂M)
be the corresponding operator, then from Theorem 20.1.8 in [17] and the above
things,
0 = ind(L˜g) = ind(Lˇg).
Since KerLˇg = R (= {constant functions}), dim KerLˇg = 1.
Thus dimCokerLˇg = 1. On the other hand, from the Green’s formula,
(F,G) ∈ Im Lˇg ⇒
∫
M
F dvg −
∫
∂M
G dsg|∂M = 0.
Hence CokerLˇg ∼= 〈(1,−1)〉. Thus ImLˇg = 〈(1,−1)〉⊥g . Therefore Φrg (g) is sur-
jective if Rg 6= 0.
Next, we consider the case that Rg = 0. The above observation implies
that (2) has a unique solution up to constants. That is, if we take a solution
u(F,G) of (2), then u(F,G) + C ( C is arbitrary constant) is also solution of
this equation. Hence, for given H, we take a constant C so that∫
M
u(F,G) + C dvg = −
∫
∂M
H dsg|∂M .
Then, from the above observation, there exists a solution v of (3). Therefore
Φrg (g) is also surjective if Rg = 0.
injectivity ;
Let Φrg(u) = 0 , then
(n− 1)(∆g)2u+Rg∆gu = 0, (4)
νg
{−(n− 1)∆gu−Rgu} ∣∣∂M= 0, (5)
νg(u)
∣∣
∂M
= 0. (6)
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Multiply the contents in { } of (5) by the left hand side of (4) and integration
it over M. Thus, by integration by parts, (4) and (5),
−(n− 1)∆gu−Rgu = const.
On the other hand,∫
M
−(n− 1)∆gu−Rgu dvg =
∫
∂M
(n− 1)νg(u) dsg|∂M −Rg
∫
M
u dvg.
Hence, from (6) and u ∈ Hrg (M), the first term of the right hand side is zero.
Thus, since u ∈ Hrg , the second term also vanish. Therefore, we have
− (n− 1)∆gu−Rgu = 0. (7)
Hence, if Rg 6= 0, then u = 0.
On the other hand, if Rg = 0, we multiply the both sides of (7) by u, integral
over M, use the integration by parts and get u = const. But, since u ∈ Hrg (M),
u ≡ 0. Therefore Φrg (g) is injective.
( ⊃ ) This inclusion is obvious.
Lemma 3.5. SˇC0 6= ∅.
Proof. Since dimM ≥ 3, we can construct a negative constant scalar curva-
ture metric g (see [11]). Thus, since the eigenvalues of −∆g are positive([6,
Theorem 4.4]), from Lemma 3.4, g ∈ SˇC0 .
Lemma 3.6. SrC0 ∩ KrC is an ILH-submanifold of M rC,1.
Proof. For each g ∈ SrC0 ∩ KrC , we define a map
Ψ : M rC,1 −→ 〈(1,−1)〉⊥g¯ ⊕Hr−
3
2 (∂M)
by
g 7→
(
−∆gRg+
∫
M
∆gRg dvg0+
∫
∂M
νg(Rg) ds
g0
∣∣
∂M
, νg(Rg)|∂M , νg0(trg0g)|∂M
)
.
From Lemma 3.2, this is a C∞-differentiable map.
First, we note that Ψ−1(0) = SrC0 . In fact, if g ∈ SrC0 , then νg0(trg0g)|∂M =
0 since g||∂M ∈ C||∂M , Hg0 = 0 and Hg = 0. And it is clear that the first two
terms are zero if g ∈ SrC0 , hence the inclusion of Ψ−1(0) ⊃ SrC0 holds.
On the other hand, for g ∈ Ψ−1(0), then, since the first and second compo-
nents are both zero,
∆gRg = const .
But, since the second component is zero and from the Green’s formula, this
constant must be zero. Thus, by multiplying ∆gRg by Rg and integrating it
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over M, from integration by parts and the fact that the second component is
zero,
0 =
∫
M
∣∣∇gRg∣∣2g dvg.
Hence Rg = const.
Since the third component is zero, Hg|∂M = 0 from g||∂M ∈ C||∂M and the
formula under the conformal change.
The derivative of Ψ at g ∈ SrC ∩ KrC is calculated as follows:
DgΨ(h) =
(
−∆g
(−∆gtrgh+ δgδgh− 〈h,Ricg〉g)
−
∫
M
∆g
(
∆gtrgh− δgδgh+ 〈h,Ricg〉g
)
dvg0 −
∫
∂M
νg
(
∆gtrgh− δgδgh+ 〈h,Ricg〉g
)
dsg0|∂M ,
νg
(−∆gtrgh+ δgδgh− 〈h,Ricg〉g)|∂M , νg0 (trg0h) |∂M
)
(see [4, Claim 3.1], [7, Theorem 1.174]).
Take the variation h = fg (f ∈ Hrg (M)). Then, since g ∈ KrC , we get DgΨ
is surjective.
Therefore, from the Inverse function theorem ([27]), SrC0 ∩KrC is a subman-
ifold of M rC,1 and the tangent space at g ∈ SrC0 ∩ KrC is KerDgΨ .
Lemma 3.7. Let Cr+(M)N :=
{
f ∈ Hr(M) ∣∣ f > 0 on M, νg0(f) = 0 on ∂M}
and be a map
χr : Cr+(M)N ×
(
SrC0 ∩ KrC
) −→M rC0 ; (f, g) 7→ f · g.
Then χr is C∞-differentiable. Moreover, if g ∈ SˇC0 , then D(f,g)χr is an iso-
morphism.
Proof. It is clear that this is a C∞-differentiable map. In fact,
D(f,g)χ
r(φ, h) = fh+ φg.
injectivity ;
Let fh+ φg = 0 ,then since KerDgΨ ∈ h = −φf g =: φ˜g, φ˜ ∈ KerΦrg. On the
other hand, since g ∈ KrC , φ˜ = 0. Hence, since f 6= 0, φ = 0 , h = 0.
surjectivity ;
We shall show it by contradiction.
If D(f,g)χ
r is not surjective, then ∃h¯ ∈ (ImD(f,g)χr)⊥g \ {0}
(since
ImD(f,g)χ
r = fTg
(
SrC0 ∩ KrC
)
+Hr(M)g
is a closed subspace in TfgM rC0 ).
We define an operator on
(
Hr(M)Ng
)⊥g
(which is a closed subspace in
TfgM rC0)
Kg(h) := −∆gtrgh+ δgδgh− 〈h,Ricg〉g,
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where Hr(M)N :=
{
f ∈ Hr(M) ∣∣ νg0(f) = 0 on ∂M}.
From the Green’s formula,(
Kgh, f
)
M
− (h,K∗gf)M = (νg(f), trgh)∂M − (f, νg(trgh))∂M
+
(−h(νg, •),∇gf)∂M + (−δgh(νg), f)∂M ,
where K∗g is the formal adjoint of Kg :
K∗gf := −
(
∆gf
)
g +∇g∇gf − fRicg.
Since Kg is defined on
(
Hr(M)Ng
)⊥g
and h ∈ TfgM rC0 , h =
trgh
n g0 = 0 on
∂M. Hence the first three terms in the right hand side of the above equation
vanish on ∂M . Also, since h ∈ TfgM rC0 , h = σg for some σ ∈ Hr−1/2(C∞(M))
with νg0(σ)|∂M = 0. But, since g||∂M ∈ C0||∂M , we can also get νg(σ)|∂M = 0.
Hence δgh(νg) = 0 on ∂M and we get(
Kgh, f
)
M
=
(
h,K∗gf
)
, ∀h ∈ (Hr(M)g)⊥g ,∀f ∈ Hr−2(M).
Thus, from the proof of Lemma 2.6 (and the fact that the principal symbol
of Kg is surjective), we can get an orthogonal decomposition(cf. the proof of
Lemma 2.4 in [21]):
TfgM
r
C = H
r(M)g ⊕KerKg ⊕ ImK∗g .
From the hypothesis fh¯ ∈
(
Tg
(
SrC0 ∩ Krg
))⊥g
, f h¯ ∈ (Hr(M)g)⊥g , and from
the above decomposition, fh¯ ∈ ImK∗g (since, if fg ∈ KerKg, then it must be
fg ∈ KerΨrg = Tg(SrC0 ∩ KrC)). Let fh¯ = K∗g (ψ) , then
fh¯ = −(∆gψ)g +∇g∇gψ − ψRicg.
But, since fh¯ ∈ (Hr(M)g)⊥g ,
0 = trg(fh¯) = −(n− 1)∆gψ −Rgψ.
Thus we can see that the image of Kg is included in H
r−2(M)N . Then, from
the above equation and g ∈ SˇC0 , ψ ≡ 0. Hence fh¯ ≡ 0. This contradicts that
fh¯ 6= 0 . Therefore D(f,g)χr is surjective.
In the following, we will show that the image of Kg is included in H
r−2(M)N .
As in the proof of lemma 2.6, there is a decomposition of TfgM rC0
TfgM
r
C0 = Im
(
α|Tid.Diffr+1C0
)⊕Ker(α∗|TgMrC0 ),
where α is the Lie derivative of g and α∗ is the divergence operator with respect
to g. Therefore, we can write that h = h1 + h2, h1 ∈ Im
(
α|Tid.Diffr+1C0
)
, h2 ∈
Ker
(
α∗|TgMrC0
)
.
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We firstly consider h1. Let h1 = LXg, X ∈ Hr+1(TM). Since Kg is the
first derivative of the functional g 7→ Rg, Rg is diffeomorphism invariant and the
derivative of the pull-back action of diffeomorphism on g is L•g (as mentioning
in the proof of lemma 2.1),
Kgh1 = 0 on M.
Hence νg0(Kgh) = 0 on ∂M .
Finally, we consider h2 ∈ Kerδg. Then δgδgh2 = 0 on M .
On the other hand, since h2 ∈ TfgM rC0 , we can write h2 = f · g0 for some f
with νg0(f) = 0 on ∂M . Then, on ∂M ,
∇νg0
(〈h,Ricg〉g) = 〈∇νg0 (fg0),Ricg〉g + 〈fg0,∇νg0 Ricg〉g,
where 〈, 〉g denote the natural inner product on the (0,2)-tensor bundle of M
induced by g. Here, as mentioning above, f = 0 on ∂M . And ∇νg0 (fg0) =
(νg0(f))g0 +f∇νg0 g0 = 0 on ∂M since νg0(f) = 0 on ∂M and ∇νg0 g0 = 0 on M
(Because g0 is parallel with respect to g0). Consequently, we obtain νg0(Kgh) =
0 on ∂M.
We get the following lemma in the same way as Lemma 2.8 in [20]:
Lemma 3.8. Let E and F be bector bundles over M associated with the frame
bundle. Any η ∈ DiffC0 defines a natural linear map (by pullback)
η∗ : Hk(E) −→ Hk(E) (k ≥ n/2 + 2).
Let r ≥ n/2 + 2, A ⊂ Hr(E) be an open subset and let φ : A → Hr(F )
be a C∞ -differentiable map which commutes with the action of DiffC . Put
As := A ∩Hs(E) (s ≥ r) . Then φ(As) ⊂ Hs(F ) and φ|As : As → Hs(F ) is
C∞ -differentiable.
Theorem 3.1. SˇC0 is an ILH-submanifold of MC0 and the map
χ : C∞+ (M)N × SˇC0 −→MC0 ; (f, g) 7→ f · g
is a local ILH-diffeomorphism into MC0 .
Proof. It can be proved exactly the same as Theorem 2.5 in [21] using lemma 3.7
and 3.8. And note that
⋂
r C
r
+(M)N = C
∞
+ (M)N .
Since DiffC0 andMC0 are submanifold of Diff(M) andM respectively, from
Lemma 3.8 and Theorem 2.1, we can obtain the following C∞-version of the
Slice theorem exactly same as in [20]:
Theorem 3.2 (C∞-version of Theorem 2.1). For all g ∈ MC0 there exists an
ILH-submanifold Sg ⊂MC0 containing γ so that the following holds:
(1) η ∈ Ig ⇒ η∗Sg = Sg,
(2) η ∈ DiffC , η∗
(Sg) ∩ Sg 6= ∅ ⇒ η ∈ Ig and
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(3) There exists a local section defined on an open neighborhood of [Ig] :
∃χ : (DiffC0/Ig ⊃)U −→ DiffC0
such that
F : U × Sg −→MC0 ; (u, t) 7→ χ(u)∗t
is an ILH-diffeomorphism mapping onto an open nighborhood of g.
Consequently, from this Slice theorem and Theorem 3.1, we can prove Main
Theorem in Section 1.
Proof of Main Theorem. From Theorem 3.1, we can decompose as
g(t) = f(t)g˜(t),
where f(t) is a deformation of f in C∞+ (M)N and g˜(t) is a deformation of g¯ in
SˇC0 . Moreover, from Theorem 3.2, g˜(t) can be decomposed as
g˜(t) = φ(t)∗g¯(t) with δg¯
′
(0) = 0.
Since the scalar curvature is invariant under the action of diffeomorphisms,
Rg˜(t) = Rg¯(t) ≡ const.
Theorem 3.3. For any g = fg¯ (f ∈ C∞+ (M)N , g¯ ∈ SˇC0) and any smooth
deformation {g(t)}t∈(−,)(⊂MC0) of g for sufficiently small  > 0, there exists
uniquely a smooth deformation {f(t)}t∈(−,)(⊂ C∞+ (M)N ) of f, a smooth one
{φ(t)}t∈(−,)(⊂ DiffC0) of idM and a smooth one {g¯(t)}t∈(−,)(⊂ SˇC0) of g¯
with δ
(
f
′
(0)g¯ + fg¯
′
(0)
)
= 0 such that
g(t) =
(
f(t) ◦ φ(t))φ(t)∗g¯(t).
Proof. Reverse the order of applying Theorem 3.1 and Theorem 3.2 in the proof
of Main Theorem.
4 Applications
We use the same notations as those in the above sections. We give two appli-
cations of the following.
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4.1 Some rigidity theorems for relative constant scalar
curvature metrics
In the case of ∂M = ∅, a metric g in a given conformal class C is called
a Yamabe metric if g is a minimizer of the restriction E|C of the normalized
Einstein-Hilbert functional E . The infimum of E|C is called the Yamabe con-
stant Y (M,C) of C. By combining the Koiso’s decomposition theorem with the
existence of a Yamabe metric in each conformal class, Bo¨hm-Wang-Ziller proved
the following (see the proof of [8, Theorem 5.1]):
Theorem 4.1. Let (Mn, g∞) be a closed Riemannian manifold of dimension
n ≥ 3. Assume that g∞ is a unique constant scalar curvature (csc metric for
brevity) in its conformal class up to rescaling with λ1(−∆g∞) > Rg∞n−1 . Here,
λ1(−∆g∞) denotes the first non-zero eigenvalue of −∆g∞ . Then each csc metric
sufficiently close to g∞ with respect to the C∞-topology is a Yamabe metric in
its conformal class.
Remark 4.1. In the above, the condition λ1(−∆g∞) > Rg∞n−1 implies that
(Mn, [g∞]) is not conformally equivalent to the standard n-sphere (Sn, [gstd]).
On the other hand, using a compactness theorem of the space of all csc
metrics in a fixed conformal class (proved by Khuri-Maqrues-Schoen [18, Theo-
rem 1.1]), one can also get the following:
Theorem 4.2. Let (Mn, g∞) be a closed Riemannian manifold of dimension
either 3 ≤ n ≤ 7, or both 8 ≤ n ≤ 24 and that M is spin. Assume that g∞ is a
unique csc metric in its conformal class up to rescaling with λ1(−∆g∞) > Rg∞n−1 .
Then each csc metric sufficiently close to g∞ with respect to the C∞-topology
is also a unique csc metric up to rescaling in its conformal class.
We can prove a similar statement below on a manifold with boundary. When
∂M 6= ∅, for g ∈M with Hg = 0 along ∂M,
Y (M, [g]0) := inf
h∈[g]0
E(h)
is called the relative Yamabe constant of [g]0. A metric h with Hh = 0 along ∂M
is called a relative Yamabe metric if Y (M, [g]0) = E(h) (see [4] for more details).
Here, [g]0 denotes the relative conformal class of g, that is, [g]0 :=
{
h ∈ [g] ∣∣
Hh = 0 along ∂M
}
=
{
u · g ∣∣ u ∈ C∞+ (M), νg(u)|∂M = 0}. Then we can prove
the following:
Theorem 4.3. Let (Mn, g∞) be a compact connected Riemannian manifold of
dimension n ≥ 3 with smooth non-empty minimal boundary ∂M (i.e., Hg∞ = 0
along ∂M). Assume that g∞ is a unique relative csc metric in [g∞]0 up to rescal-
ing with λ1(−∆g∞ ; Neumann) > Rg∞n−1 , where λ1(−∆g∞ ; Neumann) denotes the
first non-zero eigenvalue of −∆g∞ with the Neumann boundary condition (see
[30, Section 1] and [1, Proposition 2.6]) Moreover, we assume the following:
either
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(a) (Mn, g∞) has a nonumbilic point on ∂M,
or
(b) (Mn, g∞) is umbilic boundary (therefore, ∂M is totally geodesic) satis-
fying that one of the followings (b1)-(b3) holds:
(b1) the Weyl tensor does not vanish identically on ∂M and n ≥ 6,
(b2) M is locally conformally flat,
(b3) n = 3, 4, or 5.
Then each relative csc metric sufficiently close to g∞ in MC0 with respect to he
C∞-topology is a relative Yamabe metric.
Remark 4.2. Escobar [15] proved that, for any (M, g∞) satisfying either (a)
or (b) in the above, then there exists a relative Yamabe metric in [g∞]0. NOte
also that, the condition λ1(−∆g∞ ; Neumann) > Rg∞n−1 implies that (M, [g∞]0) is
not conformally equivalent to the standard hemisphere (Sn+, [gstd]0).
The following follows directly from Main Theorem.
Corollary 4.1. Assume that g∞ ∈ SC0 satisfies λ1(−∆g∞ ; Neumann) > Rg∞n−1 .
Let {gi} and {g˜i := u
4
n−2
i gi} ⊂ SC0 be sequences each of which converges to g∞
with respect to the C∞-topology. Then, except for a finite number of i, gi = g˜i.
Outline of the proof of Theorem 4.3. We can assume that (M, g∞) has unit vol-
ume. Let {gi} ⊂ SC0 be a sequence which converges to g∞ with respect to the
C∞-topology. For each i, let ui ∈ C∞+ (M)N be a solution of relative Yamabe
problem in [gi]0, that is, g˜i := u
4
n−2
i gi is a relative Yamabe metric of [gi]0 with
unit volume. Since g˜i ∈ SC0 is a relative Yamabe metric, then the following
hold:
||ui||
L
2n
n−2 (gi)
= 1, (8)
− 4n− 1
n− 2∆giui +Rgiui = Y (M, [gi]0)u
n+2
n−2
i on M, (9)
νgi(ui) = 0 on ∂M. (10)
By [15], the assumptions in Theorem 4.3 implies that
Y (M, [g∞]0) < Y (Sn+, [gstd]0).
Since g 7→ Y (M, [g]0) is continuous with respect to the C2-topology,
Y (M, [gi]0) < Y (S
n
+, [gstd]0)
for sufficiently large i. Hence, we can apply the similar argument in the proof of
Theorem 5.1 in [8] to that on a manifold with boundary after slight modifica-
tions. Then, there exists a subsequaence {uik} ⊂ {ui} and u∞ ∈ C∞+ (M)N , R˜ ∈
R such that
g˜i = u
4
n−2
ik
gik → g˜∞ := u
4
n−2∞ g∞ as k →∞
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and
||u∞||
L
2n
n−2 (g∞)
= 1, (11)
− 4n− 1
n− 2∆g∞u∞ +Rg∞u∞ = R˜u
n+2
n−2∞ on M, (12)
νg∞(u∞) = 0 on ∂M. (13)
Here, the above convergence g˜i → g˜∞(k → ∞) is the C∞-convergence with
respect to g∞. Then, from the regularity theorem([10]) and the maximum prin-
ciple, u∞ ∈ C∞+ (M)N . From (11) and (12), we have g˜∞ ∈ SC0 . Hence, from the
uniqueness assumption for g∞, g˜∞ = g∞. Therefore g˜ik = gik from Corollary
4.1, except for finite number of k.
By using a compactness theorem(proved by Discozi-Khuri [12, Theorem 1.1]),
we can also prove the following:
Theorem 4.4. Let (Mn, g∞) be a compact connected Riemannian manifold
with smooth non-empty totally geodesic boundary ∂M. Assume that either
3 ≤ n ≤ 7, or both 8 ≤ n ≤ 24 and that M is spin. Let g∞ ∈ SC0 be a unique
relative csc metric in [g∞]0 up to rescaling with λ1(−∆g∞ ; Neumann) > Rg∞n−1 .
Then each relative csc metric sufficiently close to g∞ in MC0 with respect to he
C∞-topology is also a relative unique csc metric up to rescaling in its relative
conformal class.
Proof. In the proof of Theorem 4.3, we will take g˜i := u
4
n−2
i gi as another relative
csc metric in [gi]0 with unit volume. Then, from the compactness result [12,
Theorem 1.1], there exist a subsequence {uik} ⊂ {ui} and u∞ ∈ C∞+ (M)N , R˜ ∈
R such that
g˜i = u
4
n−2
ik
gik → g˜∞ := u
4
n−2∞ g∞ as k →∞
and
||u∞||
L
2n
n−2 (g∞)
= 1,
−4n− 1
n− 2∆g∞u∞ +Rg∞u∞ = R˜u
n+2
n−2∞ on M,
νg∞(u∞) = 0 on ∂M.
Then, the same argument as that in the proof of Theorem 4.3 implies that
g˜ik = gik except for a finite number of k. This completes the proof.
4.2 A characterization of relative Einstein metrics
In the case of ∂M = ∅, we recall the Yamabe invariant Y (M) of M defined by
Y (M) := sup
C∈C(M)
Y (M,C) = sup
C∈C(M)
(
inf
g∈C
Y (M,C)
)
,
where C(M) denotes the set of all conformal classes on M. By the Koiso’s
decomposition theorem, one can get the following:
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Theorem 4.5 (cf. [6, Proposition 5.89]). Let Mn be a closed manifold of di-
mension ≥ 3 and g a unique csc metric (up to rescaling) in its conformal class
[g]. Assume that Y (M) is attained by g and that λ1(−∆g) > Rgn−1 . Then, g is
an Einstein metric.
We can prove a similar statement below on a manifold with boundary. Let
Mn be a compact connected Riemannian manifold of dimension n ≥ 3 with
non-empty smooth boundary ∂M . For each conformal class C on M, we define
an invariant Y(M ;C):
Y(M ;C) := sup
C¯∈CC
inf
g¯∈C¯0
E(g¯) = sup
g∈MC0
Y (M, [g]0),
where CC :=
{
C¯; conformal class on M
∣∣ C¯||∂M = C||∂M}. From the Aubin-
type inequality, it holds that Y(M ;C) ≤ Y(Sn+, [gstd]) (see [1] for instance).
Then, we can prove the following:
Theorem 4.6. Fix a conformal class C on M. Let g˜ be a unique relative csc
metric (up to rescaling) in [g˜]0 with g˜||∂M ∈ C0||∂M . Assume that Y(M ;C)
is attained by g˜ and that λ1(−∆g˜; Neumann) > Rg˜n−1 . Moreover, assume thatY(M ;C) < Y (Sn+, [gstd]0). Then, g˜ is a relative Einstein metric.
Proof. From Main Theorem, every critical point of E|SC0 is Einstein (cf. [7,
Proposition 4.47]). Hence, it is enough to prove that ddtE(g(t))|t=0 = 0 for any
smooth deformation g(t) of g˜ in SC0 .
We now remark that, under the condition Y (M, [g]0) < Y (S
n
+, [gstd]0), there
exists always a relative Yamabe metric in [g]0 ([10]). Hence, by Theorem 4.3,
Y (M, [g(t)]0) = E(g(t)) for sufficiently small |t| << 1. On the other hand, since
Y (M, [g(t)]) ≤ Y(M ;C) and Y (M, [g(0)]0) = Y(M ;C), we have
0 =
d
dt
Y (M, [g(t)])|t=0 = d
dt
E(g(t))|t=0.
Therefore, g˜ is a relative Einstein.
Remark 4.3. From the characterization Theorem 4.6 for relative Einstein met-
rics, we would like to suggest that the relative Yamabe invariant Y (M,∂M,C|∂M )
defined in [4, Section 1]:
Y (M,∂M,C|∂M ) := sup
g∈MC0|∂
Y (M, [g]0)
should be replaced by the above Y(M ;C) = supg∈MC0 Y (M, [g]0).
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