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Resumen
La presente tesis doctoral, que se enmarca en las ramas de conocimiento del Análisis Matemático así
como de la Matemática Aplicada, está dedicada al modelado y análisis de los efectos causados por difer-
entes tipos deperturbaciones, tanto estocásticas comoaleatorias, enmodelos dequimiostato, experimen-
tos de laboratorio realmente interesantes y útiles a la hora de entender numerosos procesos biológicos.
Gracias a considerar procesos estocásticos, es posible obtenermodelosmatemáticosmuchomás realistas,
desde el punto de vista biológico, que reflejan de una manera más fiel los experimentos que se llevan a
cabo en el laboratorio. Las técnicas basadas en lamoderna teoría de los SistemasDinámicos Aleatorios así
como los atractores pullback nos permitirán investigar el comportamiento asintótico en tiempo de los cor-
respondientes sistemas estocásticos y, por tanto, podremos obtener información detallada sobre su com-
portamientoa largoplazo. Deesta forma, podremos tomarunadecisiónacercadequé tipode ruidoesmás
adecuado a la hora demodelar diversas situaciones reales.
En el Capítulo 1, nuestro objetivo es analizar los efectos de perturbaciones estocásticas en el flujo
de entrada de losmodelos de quimiostato haciendo uso del proceso deWiener estándar. Demostraremos
algunos teoremas sobre la existencia y unicidad de solución global así como la existencia y unicidad de
un atractor pullback aleatorio. Además, mostraremos diversas simulaciones numéricas que reflejarán los
resultados teóricos probados a lo largo del capítulo. Sin embargo, podremos observar algunos inconve-
nientes debidos al usode este ruidonoacotado, por ejemplo, veremosquealgunas variables pueden llegar
a tomar valores negativos, algo completamente irrealista, aunque el análisis matemático se pueda llevar
a cabo sin ningún problema. Otro de los inconvenientes encontrados es que no es posible demostrar la
persistence de las especies debido a que el flujo de entrada del quimiostato podría tomar valores arbitrari-
amente grandes. En vista de los inconvenientes citados, tendremos que tomar una decisión para cambiar
la forma de modelar el flujo de entrada del quimiostato ya que, o bien este tipo de ruido no es realista, o
bien deberíamos introducirlo de alguna otra forma.
En el Capítulo 2, analizamos los efectos de perturbaciones aleatorias en el flujo de entrada del qui-
miostato pormedio de un proceso de Ornstein-Uhlenbeck. Tal proceso contará con un parámetro de con-
trol que nos permitirá controlar el ruido de tal forma que todas sus realizaciones permanezcan en una
banda estrictamente positiva para cualquier tiempo. Gracias a esta nueva idea, muchomás realista desde
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el puntodevistabiológico, también seremos capacesdegarantizar lapersistenciade las especies enambos
casos, con y sin pared, principal objetivo desde el punto de vista biológico. Demostraremos la existencia y
unicidad de solución global y también probaremos la existencia de conjuntos compactos absorbentes y
atrayentes para las soluciones de los correspondientes sistemas. No obstante, el aspecto más interesante
de este nuevomarcode trabajo es que tales conjuntos nodependerándel ruido y, además, se demostrarán
en sentido forward, lo cual supone una diferencia significativa con respecto al resto de capítulos de esta
tesis doctoral y, también, respecto a los resultados que podemos encontrar en la literatura. Finalmente,
mostraremos diversas simulaciones numéricas que reflejarán los resultados demostrados a lo largo del
capítulo y haremos una comparación de esta forma demodelar perturbaciones en el flujo de entrada del
quimiostato con la que se usa en el Capítulo 1. Gracias a ello, podremos observar las grandes ventajas que
tiene el uso del proceso deOrnstein-Uhlenbeck a la hora demodelar este tipo de situaciones. De hecho, en
vista de los beneficios tan interesantes que se han logrado a lo largo del desarrollo de esta nueva idea, nos
replantearemos visitar otros modelos, no necesariamente sólo los de quimiostato, ya que podrían obten-
erse resultados interesantes.
En el Capítulo 3, analizamos los efectosmedioambientales causados en losmodelos de quimiostato
por el proceso deWiener estándar. Sin embargo, en este caso introduciremos las perturbaciones estocásti-
casde tal formaquetodas las realizacionesdel ruidomantengan las solucionesdel sistemapositivas, hecho
razonable desde el punto de vista biológico. En esta ocasión, también conseguiremos ciertas mejoras re-
specto a losmodelos analizados previamentepor otros autores, no sólo enel caso estocástico sino también
enel determinista. Demostraremos algunos teoremas sobre la existencia yunicidadde soluciónglobal, así
como la existencia y unicidad de un atractor pullback aleatorio. Finalmente, mostraremos algunas simula-
ciones numéricas que reflejarán los resultados probados a lo largo del capítulo.
Porúltimo, enel Capítulo4, analizaremos los efectos causadosen losmodelosdequimiostatoporun
nuevo proceso estocástico: el movimiento Browniano fraccionario, que es una generalización del proceso
de Wiener o movimiento Browniano estándar. Gracias a esta nueva idea, seremos capaces de considerar
diferentes tipos de términos de difusión estoćastica que podrán irmuchomás allá de los términos aditivos
o lineales multiplicativos, como ocurre el caso caso en el que usamos el proceso de Wiener estándar. Sin
embargo, para poder tratar con este nuevo ruido, necesitaremos definir una nueva integral respecto del
movimiento Browniano fraccionario, que llamaremos integral fraccionaria. Demostraremos la existencia y
unicidad de solución global en ciertos espacios de Hölder, sin embargo, en este caso necesitaremos tratar
explícitamente con el ruido con lo que necesitaremos introducir una sucesión de tiempos de parada que
nos ayude a controlar el tamaño del ruido. De esta forma, probaremos también la existencia y unicidad de
un atractor pullback aleatorio discreto y, posteriormente, estableceremos la existencia y unicidaddel corre-
spondiente atractor pullback aleatorio continuo. Posteriormente, realizaremos un análisis de los tiempos
de parada que nos permitirá dar sentido a las condiciones impuestas a lo largo del estudio matemático
previo, así como realizar algunas conclusiones. Finalmente, mostraremos algunas simulaciones numéri-
cas que nos permitirán observar los efectos de este nuevo ruido con losmodelos de quimiostato.
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Thisdissertation,whichbelongs to the fieldofMathematicalAnalysisandAppliedMathematics, is dedi-
catedtomodelandanalyze theeffects causedbydifferent typesof stochasticand randomperturbationson
chemostatmodels, a laboratorydevicewhich is interestingandusefulwhenunderstanding several biolog-
ical process. Thanks to considering stochastic processes to perturb thewell-knowndeterministicmodels, it
is possible to obtainmathematical models which aremore realistic from the biological point of view and,
moreover, fit better the real chemostats displayed in laboratories. In addition, the techniques basedon the
modern theory of Random Dynamical Systems as well as pullback attractors will allow us to investigate
the long-time behavior of the corresponding stochastic systems and, therefore, very detailed information
about the asymptotic behavior of our model will be obtained. In such a way, a decision can bemade con-
cerningwhich type of noise ismore accurate to handle the situation to bemodeled.
InChapter 1ouraimis toanalyze theeffectsof stochasticdisturbancesonthe input flow inchemostat
models by means of the standard Wiener process. We provide some theorems concerning the existence
and uniqueness of global solution as well as the existence and uniqueness of a random pullback attrac-
tor. In addition, several numerical simulations will be shown to support the results proved through the
chapter. Nevertheless, fromtheprevious study, somedrawbacks canbe foundwhenusing this unbounded
noise since, for instance, some state variables can take negative values, which is totally unrealistic from the
biological point of view even though our mathematical analysis is accurate to handle the mathematical
problem. On the other hand, it is not possible to prove the persistence of the species since the disturbed
input flowcould take values arbitrary large. As a consequence, these inconveniences suggest us that either
the fact of perturbing the input flowwith such a noisemay not be a realistic situation or that we should to
use another different approachwhenmodeling disturbances on the input flow of the chemostat device.
In Chapter 2 we analyze the effects of random disturbances on the input flow in chemostat models
but, in this case, we use a suitable Ornstein-Uhlenbeck process, involving a control parameter, which will
allows us to control the noise such that every realizationwill remain in a strictly positive interval for every
time. Thanks to this new idea, which is more realistic from the biological point of view, we can guarantee
the persistence of the species in both chemostat models with and without wall growth which is, needless
to say, the main goal pursued by biologists. Some theorems concerning the existence and uniqueness of
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global solution as well as the existence of compact absorbing and attracting sets for the solution of our
systems are also provided. Themost interesting point of this new approach it that the corresponding sets
are deterministic and they are provided forwards in time, which is a significant difference with respect to
the rest of the chapters on this dissertation and, of course, the results that can be found in the literature as
well. Finally, several numerical simulations are shown to support the results in the chapter and compare
this way of modeling disturbances on the input flow with the one used in the first chapter. In view of the
previous reasons, wewill notice the big advantages ofmaking use of the corresponding suitable Ornstein-
Uhlenbeckprocesswhenmodeling this kindof situations. In fact, in viewof the interestingbenefits coming
from this new approach, wewill consider to revisit othermodels, not necessarily only the chemostat ones,
since interesting results are expected to be obtained.
In Chapter 3, we analyze the environmental effects in chemostat models by means of the standard
Wiener process. Nevertheless, differently to the analysis developed in Chapter 1, in this case we introduce
stochastic disturbances in a different way, which will be properly motivated in the corresponding chap-
ter, such that every realization of the noise keep every solution of the model in the first quadrant, which
is expected from the biological point of view. In this case, we will achieve also some improvements with
respect to chemostat models analyzed previously by other authors in a similar way and also with respect
to the results already known about the deterministic ones. Some theorems concerning the existence and
uniqueness of global solution as well as the existence and uniqueness of a random pullback attractor will
be provided. Finally, some numerical simulations will be also shown to support the results through the
chapter.
Eventually, in Chapter 4, we analyze the effects caused on the chemostat model by a new stochas-
tic process: the fractional Brownian motion, which is a generalization of the standard Brownian motion.
Thanks to this new approach, we would be able to consider different and more general stochastic diffu-
sion terms, not only additive or linearmultiplicative ones asmadewhen considering the standardWiener
process. Nevertheless, in order to deal with this new noise, we will need to define a new integral, called
the fractional integral, respect to the fractional Brownian motion. A theorem concerning the existence and
uniqueness of global solution in some damped Hölder space will be provided. However, we will need to
deal with the noise explicitly such that a sequence of stopping times, which will help us to control the size
of thenoise,will bedefined. In suchaway,wewill prove theexistenceanduniquenessof adiscretepullback
random attractor and, therefore, we will prove the existence and uniqueness of the corresponding contin-
uous one. Therefore, an analysis about the stopping times will be carried out in order to give sense to the
conditions assumed along the previous mathematical analysis. Finally, some numerical simulations will
be also shown to observe the effects of this newnoise on the chemostatmodels.
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Introduction
In this introductory chapter we will present the chemostat device, which will be the object of study
along this dissertation. Some interesting historical detailswill be providedand themainbiological aspects
to be taken into account will be carefully explained aswell. After that, wewill introduce themathematical
equations describing the dynamics of the chemostat and will present some interesting ways to consider
either stochasticity or randomness which will allow us to set up much more realistic models than the de-
terministic ones. In addition, each way will be studied in detail later in the corresponding chapter, so that
a decision canbemade concerning thewaywhich leads intomore realisticmodelswhich fit better the real
ones.
An excellent introduction about the chemostat device, not only concerning the biological aspects but
also themainmathematical ingredients necessary when beginning the study of the corresponding differ-
ential systems, can be found in the book [49]. Due to this fact, our introductory chapter is based on the one
provided there, in fact, someparagraphs from[49]will bealsomentioned in italicswhenever it is necessary
in order tomake our presentation asmuch nice as possible.

Historical outline
The chemostat is an experimental device invented in the 1950s by Monod (see [66]), and Novick and
Szilard (see [67]) at the same time. On the one hand, Monod presented the equations of the chemostat as
well as an experimental example in his first paper, whose aim was to control the microbial growth by in-
teractingwith the input flow. In addition,Monod proposed the name bactogène to refer the chemostat. On
the other hand, Novick and Szilard presented a simpler experimental device and they found some techni-
cal difficulties when designing a system capable of supplyingmaterial to small volume reactor. Moreover,
they proposed the name chemostat which comes from chemical and static. In Figure 0.1 (from Google) we
can see a photo of JacquesMonod, AaronNovick and Leo Szilard, respectively from left to right.
Figure 0.1: JacquesMonod, AaronNovick and Leo Szilard
Concerning the history of the chemostat, it was firstly used by microbiologists in order to study the
growth of some species of microorganisms but its usage greatly diversified with the passage of time, in
fact, such was the case that it became a prominent tool in microbiology laboratories in the 1960s, shortly
after its invention, to study relationships between growth and environment parameters as well as char-
acterizing all kinds of microbes. Nevertheless, the model as a mathematical object was seen as a formal
entity. After that, in the 1970s and 1980s, the chemostat became the focus of very interest inmathematical
ecology in spite of the fact that itwas slightly neglectedbymicrobiologists since theyweremore interested
in the development of molecular biology approaches for the monitoring and understanding of microbial
ecosystems. In fact, itwas in the1980swhen it enjoyed itsmomentofglorywithHansenandHubell'sworks
on competitive exclusion, see [47]. Later, studies on the competition ofmicroorganisms rekindled interest
among researchers, specially in the field of microbial ecology. Then, in the 2000s, when it took place the
adventof thepostgenomicerawhich requiredknowledgeand fine control of reactionmedia, a renewed in-
terest in the chemostat device was observed amongmicrobiologists. It was due to the fact that themodel
satisfies a number of formalization requirements expressed in the field of microbial ecology (see [52]), to
such anextent thatmicrobial ecosystemshave todaybecomemodels for general ecology (see [54]). Finally,
nowadays, the chemostat is very well understood by engineers and laboratory technicians, in such a way
that it is currentlyused in scientific areas related to theacquisitionof knowledgewhich is essential for ecol-
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ogy or evolutionary biology and for applying themodel for water treatment, biomass energy recovery and
biotechnologies, to name a few of themost interesting applications.
Atthepresentmoment, theworldofmicrobial ecology is going throughareal revolutionduetoadvances inmolec-
ular biology. That is how, fromthe research for the comprehension of evolution and cellular regulationmechanisms, a
new disciplinary field called systems biology has recently emerged. This branch of science, basicallymultidisciplinary,
seeks to understand the cellular mechanisms at the basis of the functioning of living cells. Its objective is clearly visi-
ble: to be able in the coming years to propose an ‘'in silico” cellmimicking in every aspect the functioning of a living cell.
This would be achieved by simulating its growth from reading its DNA until its division into two daughter cells. One
of the difficulties that confronts researchers is to be able to study these cells within stationary environments, which a
chemostat precisely allows. Then, new experimental devices have emerged, based on the principle of the chemostat,
homogeneous and operating continuously. They are supposed to be able to provide researchers with the set of data
that includes the necessary information for the understanding of studied phenomena. In addition, it is rather their
utilization in the context of systems biology and, as a result, the renewed interest in the chemostat that is interesting
to point out here, see [52, 81].
In the end, it is worthmentioning that the chemostat is not only subject of a large number of publica-
tions but also several books which are essential in the fields ofmathematics, in fact, many different works
Figure 0.2: LBENarbonne (France)
can be done concerning such as, in principle, simple device
since it can be considered as a main source of uncertainty
when biological processes are modeled which lies in model-
ing the growth rate of microorganisms. In addition, it is also
the subject of many studies as a mathematical object. Such
was the case that it constitutes a very active branch of ap-
pliedmathematics. Furthermore, it proposes a formal frame-
work called theory of the chemostat centered around a small
well-identified community of mathematicians. Concerning
its reputation, it is due to the fact that it is capable of fixing
the growth rate of the microorganisms that are contained at
equilibrium by means of manipulating the input flow, what
is more, the publications in the literature show that the model re-
produces the experimental reality particularly accurately by consid-
ering all or part of the present ecosystem as functional populations
(see [40, 41]), therefore it appeared legitimate tomake use of it as a
building block, so to speak, in order tomove beyond the pure simulation approach andmake it possible to address the
study ofmodels of complexbiological processes in a systematic andgenericmanner andalsoallowsus to considermore
complex situations, particularly related to the dynamics of diversity.
The reasons explained in the previous paragraph provide us with a few examples which explain why
we are so interested in studying chemostatmodels, particularly by introducing some stochastic or random
disturbances since these kinds of terms will allow us to obtainmuchmore realistic mathematical models
reflecting in a very loyal way what happens in laboratories when displaying the biological devices. Such a
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great interest in considering stochasticity and/or randomness in the chemostat model is, amongst other
motivations, due to the fact that stochastic differential equations jointlywith the recent theory of dynami-
cal systems are at its peak in the late years, for instance, because of their large number of interesting appli-
cations that can be found in every experiment concerning the real life.
Biological aspects
Abioreactor isanexperimentaldevicewhich isessentiallyanenclosurecontaininganutrientmediumconsistingof
a cocktail of variousmolecules, referred toas substrates, uponwhichoneormorepopulationsofmicroorganismsgrow,
Figure 0.3: Real bioreactors in LBE
and as such the set of thesemicroorganisms is called biomass. Since
biomass is the catalyst for reaction, the effectiveness of a biological
system will be all the more significant when the substrate neces-
sary for its growth is in an appropriate from, this is referred to as
biodegradability, and accesible, so-called accessibility. The homo-
geneity of themediumaswell as biomass and resource densitieswill
consequently play essential roles in the operation of these systems.
It may happen that the limiting resource in the feed may not be ac-
cessible to microorganisms, for example because it is found in solid
form. In this case, it is necessary to add a hydrolysis step describing
the manner how, velocity and yield depending on the conditions of
the medium, this matter compartment feeds a biodegradable and
accessible substrate compartment. In addition, we will assume
that, apart from the nutrients, the other elements which are
also essential for the growth and the development or repro-
duction of the species inside the reactor are present in excess
at all times. Keeping these general points inmind, let us now focus onmodeling a simple biological reac-
tion.
Bioreactors are used to perform operations for transformingmatter through biological pathways,most often ac-
companied, but not systematically, by the increase of biomass in the reaction medium. Attending to the way in
which the nutrient is supplied from the feed bottle to the culture vessel, engineers establish the following
classification of bioreactors:
■ Continuously-fed systems or chemostat. Themain characteristic in continuous reactors is that the
reaction volume remains constant due to the fact that both input and output flow rates are identi-
cal. It is the most commonly used operatingmode in industries aiming to process a large amount of material
arriving continuously, as it is the case, for example, in the treatment of water by biological means. It is one of
themost significant for industries in termsof quantities of processedmaterials. Thismodewill beourobject
of study in this dissertation because of its importance and applicability in the real life.
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■ Semi-continuous or fedbatch. This kind of bioreactors are mainly characterized by having no out-
put flow. In such a system, the reaction volume is thus increasing over time from a minimal to a maximal
value. This type of system is particularly suitable for the production of biomass as the amoun of substrate can
be supplied according to the specific need of microorganisms. It is also used when the risk of inhibition due to
the substrate accumulation or a metabolic intermediary in the medium is present. Depending on the physio-
logical state ofmicroorganisms, it is then possible to decrease, or on the contrary, to increase the amount of the
resource fed into the reactor.
■ Batchmodeorreactor. Finally, this typeofbioreactor refers toa closed system in the sense that there
isneither supplynorwithdrawalof thesystem. In thiskindof systems, substratesaswellasbiomassare in-
troducedat the initial time. Therefore, the reaction volumeof the system is constantover timeand the reaction
takes place up to themomentwhen it is measured, or considered, that it has completed. This operatingmode
is widely used in agri-food, pharmaceutical and chemical industries, notable for the production of molecules
with high-added value, andmore generally in cultures in which the risk of contamination through the feed is
high.
As explained before, this dissertation is dedicated to study the asymptotic behavior of the chemostat
model. Then, in order tomake the readers asmuch familiar as possible with the chemostat device, wewill
explain inmore details its functioning froma biological point of view in the sequel.
FeedBottle CollectionVesselCultureVessel
Figure 0.4: The simplest chemostat device
The simplest chemostat device consists in three different tanks called feed bottle, culture vessel and col-
lection vessel, respectively, which are interconnectedbypumps (see Figure0.4) such that thenutrient is con-
tinuously supplied from the first tank to the culture vessel, and there is also another flow being pumped
fromthe second tank to the collection vessel in order to remove excessmaterial in the culture vessel,where
the interactions between the substrate, or nutrient, and themicroorganisms take place. In addition, some
hypotheses are usually taking into account when studying chemostatmodels, for instance, the content in
the culture vessel is assumed to be perfectly homogeneous and its volume is constant. These assumptions
can be easilymanaged by using appropriate technical devices which allow us tomaintain continuous and
identical input and output flows.
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Setting up themathematicalmodel
Once presented the chemostat device as well as themain ingredients regarding its biological aspects,
in this sectionwe state the equationswhich govern its behavior. To this end,we firstly specify a fewconven-
tionsconcerningthenotationwhichwillbeusedthroughtherestof thedissertation. Sincethechemostat is
a systemconsisting in anenclosure aswell as two supply andwithdrawal devices notable, including pumps
that allow the user to set input and output rates, it then becomes possible to identify variables allowing us
to interactwith thesystem. Thesevariablesareprecisely themicrobialbiomass,microorganismsor species,
whichwill bedenotedby x and thenutrient or substrate necessary for the growthof the species, whichwill
be denoted by s. We would also like to remark that both state variables refer to the microbial biomass or
the substrate, respectively, as well as their respective concentrations which aremeasured inmass per unit
volume.
In order to establish the equations of the chemostat, we use here the usual formality of process engineering by di-
rectly applying a mass balance to x and s. Consider an enclosure of volume v equipped with an inlet, the supply of
the reactor, and an outlet throughwhich the reaction mixture can be withdrawn. To be as much formal as possible,
we assume that this facility is equippedwith all the necessary control devices so that themixture is homogeneous. In
addition, it is also assumed that from a reactive point of view, environmental conditions, such as temperature or pH
are constant, in the sense that they are not the reason for the variations observed in concentrations of interest.
From now on, si n will denote the concentration of the substrate in the feed bottle, qi n and qout the input and
output flow rates in volumeper unit of time, respectively, and y(·) the yield of the conversion of substrate andbiomass
in mass of substrate consumed per mass of biomass produced. In the greatmajority of articles available in the litera-
ture, yields are constants. Now, we will focus our work on the dynamics of the state variables x and s. Let us
achieveamass balanceaccording towhich, for aperiod of timed t , the variation in themass of an element, herex and
s, is the result between themass of that element has been brought into the systemadded to the producedmass of this
elementminus the consumed quantityminus the extracted quantity. If this principle is applied to the biomass and to
the substrate in the reaction volume v of the reactor, the following equations are obtained
d v
d t
= qi n −qout
d(sv)
d t
= qi n si n −qout s−
ρ(·)
y(·)
v,
d(xv)
d t
= ρ(·)v −qout x,
whereρ(·)denotes thevelocityor rate reactionsbymeansofwhichthesubstrate is transformedintogrowth.
Without loss of generality,wewill of course be cautious to only consider rates qi n and qout thatmaintain v pos-
itive. Noting that
d(uv)
d t
= u
d v
d t
+v
du
d t
,
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we can express the dynamics of the concentration of x and s that are more easily manipulated in chemistry than
masses inasmuch as it is desirable to reason regardless of the volume of the reactors. It thus yields
d v
d t
= qi n −qout
v
d(s)
d t
= qi n si n −qi n s−
ρ(·)
y(·)
v,
v
d(x)
d t
= ρ(·)v −qi n x,
or still
d v
d t
= qi n −qout
d s
d t
=
qi n
v
(si n − s)−
ρ(·)
y(·)
,
d x
d t
= ρ(·)−
qi n
v
x,
Letusnowdefineρ(·)=µ(·)x whereµ is called specific growthvelocity. This assumption is reasonable since, hav-
ingdefined thebiological reactionas being catalyzedby thepresence of biomass, it simply guarantees that thegrowth
velocity is zero in the absence of biomass.
Thismodel is a means to obtain the equations of the dynamics of the substrate and the microbial biomass for all
threemodelsofoperationof interestthatwehavepreviouslyoutlined.However, sincewewill consider thechemo-
stat model, by taking into account that qi n = qout 6= 0 and denoting D =
qi n
v
, which is called the dilution
rate, we obtain the following differential system
d s
d t
= D(si n − s)−
µ(·)
y(·)
x, (1)
d x
d t
= −Dx+µ(·)x. (2)
Concerning system (1)-(2), we easily recognize in each equation a term related to hydrodynamics, such
as the transportation terms−Dx and D(si n − s), and the reaction terms µ(·)x and−
µ(·)
y(·)
x. Finally, we will
make another simplification which allows us to obtain the so-called minimal model. This model is called
minimal because there would be nothing left of what characterizes a real chemostat if we tried to simplify
it slightlymore. For this model, we assume that s 7→ µ(s) is a function only of the substrate such that it is
zero at zero and that the yield y(·)= y is constant. Hence, it is not difficult to check that we can take y = 1
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in (1)-(2) since, byperforming the variable change x¯ = x/y in (1)-(2), we canobtain the following equations
d s
d t
= D(si n − s)−µ(s)x¯,
d x¯
d t
= −D yx¯+µ(s)x¯,
such that we have
d s
d t
= D(si n − s)−µ(s)x, (3)
d x
d t
= −Dx+µ(s)x. (4)
As a result, this trick allows us to remove a parameter and, therefore, to obtain a simpler model to be
studied. Henceforth,model (3)-(4) will be called the chemostatmodel.
In the previous part of the current section,we have presented a model describing the dynamics according to
which matter is transformed by biological means. However, we have not discussed the way in which the velocity, or
kinetics, of the reaction can bemodeled. The only assumption that has beenmade so far is that velocityρwaswritten
ρ(·)=µ(·)x. Monod, in hisworks on the growth ofmicroorganisms, discovered that the functionµ(·) only depended
on the concentration of the limiting substrate. In particular, he introduced the function
µ(s)=
ms
a+ s
, (5)
see [66]. This function is zero for s = 0 and tends toward m when the substrate concentration becomes large com-
pared to a. In addition, he named m the maximal consumption rate or the nutrient, and also the maximal specific
growth rate ofmicroorganisms, anda the semi-saturation constant.Whenµ=µ(s), thegrowth rate is proportional
to the population density. Nonetheless, this expression has given rise to numerous discussions. The first criticism that
can bemade of this expression is that it does not originate froma law, even if it is sometimes presented and named as
such, but fromaheuristic approach enablinga two-variable function to replicatedata in a satisfactoryway. In reality,
it is inspiredby theMichaelis-Menten expressionestablished in 1913and thatwhichdescribes thekinetics ofa reaction
catalyzedbyan enzyme, see [55]. The latter, even if it is not sufficient todescribe complex situations, is basedonmech-
anistic bases since a purely chemical formalismmakes it possible to establish it. In the case of microbial growth, the
situation is different because it is the product of a very large number of intracellular reactionswhose result is observed
at the population level. In more complex situations, the use of expressions involving a large number of parameters is
necessary.Weomit here the large number of expressions of the literature that have been proposed sinceMonod's time
andwewillmerely identify the refinements that followed inmicrobial kinetics modeling.
It is essential to note here that in most cases, growth rate basically depends on a large number of parameters.
For example, it is absolutely intuitive to consider that temperature and pHwill play crucial roles inmicrobial growth:
maintaining our refrigerator at four degrees makes it possible to limit the development velocity of microorganisms
and as a result to preserve our food longer. In order to concentrate on the role of one or more limiting substrates, we
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will consider here situationswhere these environmental variableswill be, if not optimal, at least constantwith values
somehow ideal formicroorganisms.
Up to nowwe have just mentioned the simplest deterministic chemostat model given by (3)-(4). Nev-
ertheless, it is well known from biology that some species in the chemostat device tend to adhere to the
walls of the culture vessel during thebiological process. In order tomodel this natural situationand, there-
fore, to analyzemore realistic chemostatmodels, whichwill be called fromnowon chemostatmodel with
wall growth, we also state in this section the differential equations describing its dynamics. To this end,
we firstly remark that they can be obtained in a similar way to themodel without taking into account the
wall growth, thenwe just focus on the terms which are new or different from the simplest case previously
presented.
The deterministic chemostatmodel withwall growth is given by the following differential system
d s
d t
= D(si n − s)−
ms
a+ s
x1−
ms
a+ s
x2+bνx1, (6)
d x1
d t
= −(ν+D)x1+
cs
a+ s
x1− r1x1+ r2x2, (7)
d x2
d t
= −νx2+
cs
a+ s
x2+ r1x1− r2x2, (8)
where s, x1, x2 denote concentration of the nutrient, themicroorganisms in the liquidmedia and the ones
sticked on the walls of the culture vessel, respectively. In addition, b ∈ (0,1) describes the fraction of dead
biomasswhich is recycled,ν> 0 is the collective death rate coefficient of themicrobial biomass represent-
ing all the aforementioned factors such as diseases, aging, etc. Apart from that, 0 < c ≤ m is the growth
rate coefficient of the consumer species. Finally, r1 > 0 and r2 > 0 represent the rates at which the species
stick on to and shear off from thewalls of the culture vessel, respectively.
We would like to mention here that this chemostat model with wall growth can be set up similarly to
the case without taking into account the wall growth. The main difference is clearly that, in this case, we
have two different species: the ones in the liquidmedia, denoted by x1, and the ones sticked on the walls
of the culture vessel, denoted by x2. Because of this reason, we need a differential system of three equa-
tions. Concerning the equations describing the dynamics of the nutrient or susbtrate, (6), it is quite logical
that we need here two terms concerning the consumption of the two different species. In addition, the
term bνx1 describes themicrobial biomasswhich is recycled and hence can be considered as substrate. In
(7), the term−νx1 reflects the quantity of species which dies, −Dx1 denotes the concentration of micro-
bial biomasswhich is removed from the culture vessel to the collection vessel and, eventually, the last two
terms just refer the quantity ofmicroorganismswhich stick on to and shear off thewalls of the culture ves-
sel. Finally, regarding (8), the only term which deserves to be mentioned, since the rest can be explained
similarly as before, is the first one. In this case, we can observe that species are sticked on the walls of the
culture vessel so they cannot be removed to the collection vessel hencewe justwrite−νx2 to take into con-
sideration themicrobial biomass death as a consequence of the biological process.
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In the rest of thedissertation,wewill analyzeboth chemostatmodels, the simplest one (3)-(4) and that
which takes intoaccount thewall growth (6)-(8), by introducingdifferentkindofdisturbances ineachchap-
ter. Thiswill allowus to lead intonewandmore realisticmodelswhichwill fit better the chemostat devices
displayed in laboratories in the real life.
Some aspects already knownabout the simplest deterministicmodel
In this section some basic results concerning the simplest deterministic chemostat model will be pre-
sented in order to compare the differences between thismodel (3)-(4) and the ones studied along this dis-
sertation when considering both stochastic or random terms. It will also make us easier to realize which
ways ofmodeling stochasticity and/or randomness aremore realistic.
On the other hand, the aim of this section is also to allow every reader to become comfortable with
the results and knowledge already developed in the literature about the simplest deterministic chemostat
such that it is easier to realize the achievements and contributions provided in this dissertation.
The following aspects are already known about system (3)-(4). We refer the interesting readers to [15,
49] for amore detailed information.
■ Existence and uniqueness theorem. The theorem of existence and uniqueness of global solution
can be easily proved by making use of the classical results concerning the theory of ordinary differ-
ential equations and thanks to the fact that the consumption function is continuouslydifferentiable.
■ Thehorizontal axisdefinesan invariant set. It canbe trivially verified that for any initial value s0 for
the nutrient, themapping
t 7→ (s(t ),x(t ))= (si n + (s0− si n)e
−Dt ,0)
defines a solution of system (3)-(4).
■ Positivenessofsolutions.Weshouldremindthatx and s denotequantities, orconcentrations,which
are positive or equal to zero. Thus, it is essential to be sure that every solution startingwith positive
initial conditions remains positive or equal to zero. In order to check this property, we just have to
notice that, provided s = 0, we obtain
d s
d t
=Dsi n > 0
whence we deduce that no trajectory can leave the positive quadrant R2+ := {(x, y) : x ≥ 0, y ≥ 0}
since, otherwise, it should cross the horizontal semi-axis which would contradict the uniqueness of
solutions.
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■ Another invariant set. By defining the new state variable z = s+x, it is not difficult to check that
d z
d t
=D(si n − s)−Dx =D(si n − (s+x))=D(si n − z)
holds, whencewe can obtain its solution by integrating, which is given by
z(t )= si n + ((s0+x0)− si n)e
−Dt
for any initial pair (s0,x0) ∈R2+. Then, one can easily observe that z is approaching to si n asymptot-
ically whichmeans that the segment
I = {(s,x) ∈R2+ : s+x = si n}
is an attractive positively invariant set. Hence, ifwe restrict thedynamics of system (3)-(4) to this seg-
ment, we can replace s by si n−x such that equation (4) becomes the followingdifferential equation
d x
d t
= (µ(si n −x)−D)x,
whose behavior is completely known as soon as the graph of themapping x 7→ γ(x)= (µ(si n −x)−
D)x is known. In addition, the equality si n = s + x reflects the fact that the amount of consumed
substrate is transformed into an equal amount of biomass as long as the yield is equal to one.
■ Boundedness of solutions. It is automatically fulfilled by taking into account that mapping t 7→
z(t ) = s(t )+ x(t ) is bounded and the fact that both state variables s and x take positive values or
zero.
■ Equilibria. It is easy to check that there exists a constant solution (si n ,0), which is called washout
orwashed out equilibrium and corresponds to a reactor without any microbial biomass. The rest of
equilibria are given by (s∗ ,x∗), where s∗ is a value such thatµ(s∗)=D and x∗ = si n − s∗ hold.
In the rest of the section,wewill assume that our growth functionµ(·) isMonodor, in otherwords, it
ismonotonic andbounded. Then, the first thingwewould like to remark is the fact that, concerning
the deterministic chemostat model (3)-(4), the term µ(s) in the equation for the substrate is a har-
vesting rate whereas the one appearing in the equation describing the dynamics of the species is a
growth rate. In addition,we remark fromthedefinitionof theMonod function (5) that the larger the
substrate concentration is, themore significant the specific growth velocity ofmicroorganisms is as
well.
By considering the Monod function as explained in the previous paragraph, we know that two dif-
ferent equilibria arise. On the one hand, the washout equilibriumwhich is given by (si n ,0). On the
other hand, let us define the constant λD as the unique value of the substrate concentration such
thatµ(s)=D holds true, as longasD <m is fulfilled. Hence, it is straightforwardthat thegrowthve-
locity of themicrobial biomass is strictly negative if s<λD whereas it is strictly positivewhen s >λD
12
is fulfilled. Because of this reason, the constant λD is called the break-even concentration. Let us de-
fine now s∗ = λD and x∗ = si n − s∗. Then (s∗,x∗) is an equilibrium with positive biomass which
is globally asymptotically stable as long as D < µ(si n) holds true, which means persistence of the
microbial biomass. Nevertheless, if D ≥ µ(si n) the washout equilibrium (si n ,0) becomes globally
asymptotically stable, then the species becomes extinct.
Organization and contributions of the dissertation
Asmentioned previously, this dissertation is dedicated to model and analyze different chemostat de-
vices affected by some stochastic and/or randomperturbations. It is well-known that there existmany dif-
ferentwaysofmodeling stochasticityand/or randomness insomedeterministic system, see [5–7,42,53,74–
76,79,80]. Nevertheless, there are alsomanyquestions to be taken into account as a first step, for instance,
we could think about the following topics:
• Whichkindofstochastic/randomperturbationcanweintroduce? Therearemanydifferentstochas-
tic processes and we need to make a decision in order to set up our stochastic/randommodel. Par-
ticularly, in this dissertation we will consider the standardWiener process in the first and the third
chapters, theOrnstein-Uhlenbeckprocess in the secondchapter and the fractional Brownianmotion
in the fourth one.
• Howcanwedoit?Oncedecidedthestochasticprocess toperturb thesystem,weneedto thinkwhere
andhowwecan introduce thedisturbances. For instance, in the first twochapters of this dissertation
weperturb thedilution rate, or its corresponding input flow,motivatedbysomepersonaldiscussions
with biologists and other researchers who are experts on the chemostat model whereas, in the last
two chapters, we perturb the corresponding deterministic systems in a different way to model, for
instance, environmental effects. We remark that each different way to perturb the original deter-
ministicmodels will be properlymotivated in the corresponding chapters.
• Is it realistic from the biological point of view? After thinking about the previous questions, we
should think whether our resulting stochastic/randommodel is realistic in order to obtain models
which reflect the reality asmuch better as possible. To this end, it could be interesting tomake some
numerical simulations in order to decide if the stochastic process, and of course the way in which it
has been introduced, reproducewhatweexpect from the reality in an appropriateway. Even though
the numerical simulations are usuallymade after finishing themathematical study in order to sup-
port the results provided previously, it is also very important to try some preliminary ones when de-
ciding the kind of disturbances which can be introduced since it helps us to obtainmuchmore real-
istic systems.
• And lastbutnot least... is it tractable fromthemathematicalpoint of view?Of course,weneedour
models tobeasmuch realistic aspossiblebutwealsoneed tohave some tractability inorder tomake
calculations, sincenowork couldbemadeotherwise. Sometimesone can foundsomemodelswhich
reflect verywell the real devices in a really broad sense but themodel is so complicated to deal with
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that either it is not possible to analyze its equations or just little comments can be said. Due to this
facts, we need to find some suitable balance which will make our work both tractable and realistic
and, then, original and interesting.
After thinking carefully about these questions, we will analyze in this dissertation the effects of differ-
ent types of noise and different ways of introducing stochasticity and/or randomness in the deterministic
chemostatmodels given by (3)-(4) as well as (6)-(8).
InChapter1, theeffects causedbythestandardBrownianmotion in thechemostatmodelareanalyzed.
Particularly, we are interested in introducing some disturbances on the input flow or, equivalently, in the
dilution rate such that theparameterD is perturbedasD+αW˙ (t ),whereW (t )denotesa standardWiener
process andα≥ 0 represents the intensity of thenoise. The resulting stochastic systemwithout taking into
account thewall growth is understood in Ito¯ sense, is given by
d s =
[
(si n − s)D −
msx
a+ s
]
d t +α(si n − s)dW (t ),
d x = x
( ms
a+ s
−D
)
d t −αxdW (t ),
and has already been analyzed in [77] by using the classical techniques from stochastic analysis and some
stability results are provided there. Nevertheless, as in our opinion there are some unclear points in the
analysis carried out there, our aim in this chapter is to use an alternative approach to this problem, specif-
ically the theory of random dynamical systems, which will allow us to partially improve the results in [77].
In addition, we will provide some results which hold almost surely while those in [77] are just said to hold
in probability.
In this chapter both stochastic chemostatmodels with and without wall growth will be considered af-
ter introducing the disturbances explained in the previous paragraph. In both cases, a suitable variable
change involving the Ornstein-Uhlenbeck process (see Appendix A for its definition) will be performed in
order to transformouroriginal stochastic system intoa randomonewhichwill bemucheasier todealwith.
After that, the existence and uniqueness of global solution will be stated just like that the generation of a
randomdynamical system,whichwill be an essential ingredient henceforth. Thanks to that, the existence
of a tempered compact randomabsorbing setwill be statedwhichwill allowus to ensure the existence and
uniqueness of a random pullback attractor associated to the random chemostatmodel. Moreover, we will
go further by analyzing inmore detail the differential equationswhich govern the nutrient and themicro-
bial biomass individually, obtaining some results concerning the internal structure of the corresponding
random pullback attractor. Thanks to this deeper analysis we will provide interesting results concerning
the asymptotic dynamics of our system. Then, a conjugation lemmawill be used to obtain the randomdy-
namical systemassociated to theoriginal stochastic chemostatmodel aswell as its corresponding random
pullback attractor. Finally, several numerical simulations will be shown to support the theoretical results
proved along the whole chapter, providing also the numerical scheme used to make them, which will be
considered in the following chapters as well.
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Fromthepreviousanalysis, somedrawbacks canbe found. Ontheonehand, onecanobserve that some
state variables can take negative values which does not produce any mathematical inconsistence in our
analysis or, in other words, our mathematical analysis is accurate to handle the mathematical problem.
Nevertheless, from the biological point of view, this may reflect some troubles since it would mean that
there is some reverting flows in the pumpswhichwould be totally unrealistic. As a consequence, this prob-
lemsuggests that either the fact ofperturbing thedilution ratewithanadditivenoisemaynotbea realistic
situation, or thatwe should try touseanotherdifferent approachwhenmodelingdisturbances in the input
flow of the chemostat device.
Considerations of stochastic processes in the chemostatmodel have already been tackled in the litera-
ture, butmainlyonthegrowth function (see [9,10,13]). Thisappearsparticularly relevantwhenthenumber
of individualbacteria couldbesmall,witha riskofextinctionof thebiomasspopulations in finite time.Nev-
ertheless, sudden extinction in continuous cultures that are well supervised about a nominal regime are
quite rare in practice. On another hand, fluctuations on the input flow that brings permanently resources
to the bacterial population in continuous cultures aremuch likely to be observed. Hence, in Chapter 2we
will focus on theway tomodel these random fluctuations, taking into consideration that the effective flow
rate has to stay non-negative and taking also into account the wall growth in a second part. From the bi-
ological point of view, the fact of introducing a noisy term in the input flow of the chemostat models is a
really interesting problem found in the laboratory since, for instance, it reflects the presence of particles of
dirt inside the pumps or temporary clogs at the input or output of the chemostat. Then, it is well known
that continuous flows are often subjected to random fluctuationswith time.
Thus, in this chapterwewill consider a suitableOrnstein-Uhlenbeckprocess toperturb thedilution rate
in both chemostat models, with and without wall growth. Particularly, we are interested in perturbing D
by the random term D +αz∗
β,ν
(θtω), where z∗β,ν(θtω) denotes some suitable O-U process, which will be
carefully introduced in Section 2.1, andα > 0 represents again the amount of noise. The parameter β ap-
pearing in the O-U process will allow us to bridge a gap between a pure standard Wiener process and no
noise at all. In addition, the value of such parameter is related to the amplitude of the deviations observed
on the realizations.
In the sequel, we will just refer to the chemostat model without wall growth in order to motivate the
study carried out in this chapter since the same arguments are valid for themotivation of the onewithwall
growth, whichwill be also analyzed in this chapter as well.
In such a way, the resulting random chemostat model without wall growth is given by the following
systemof differential equations
d s
d t
= (si n − s)
[
D +αz∗β,ν(θtω)
]
−µ(s)x,
d x
d t
= −
[
D +αz∗β,ν(θtω)
]
x+µ(s)x.
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Concerning the O-U process, some essential properties will be provided in Section 2.1 which will allow
us to set up a new framework and,moreover, tomake calculations in the next sections. To sumup some of
themain ingredients to be used, for every fixed eventω, it will be possible to chooseβω ∈ R such that the
corresponding realizations of the perturbed input flow,D+αz∗
βω ,ν
(θtω), will remain for every t ∈R inside
some strictly positive band which should be previously fixed, for instance, by practitioners. In such a way,
for every fixed eventω, the resulting random chemostatmodel will be given by
d s
d t
= (si n − s)
[
D +αz∗βω,ν(θtω)
]
−µ(s)x, (9)
d x
d t
= −
[
D +αz∗βω,ν(θtω)
]
x+µ(s)x. (10)
As a consequence, since βω ∈ R depends on the event ω previously fixed, the solutions of system (9)-
(10)maynotgeneratea randomdynamical system. Nevertheless, this doesnot represent any inconvenient
for the analysis of the long time behavior of the random differential system (9)-(10), since it can be inves-
tigated for every fixed eventω. In fact, we will be able to obtain some results on forwards convergence (in
time) of solutions, instead of the pullback convergence ensuredwithin the framework of randomdynami-
cal systems.
Thisnewapproach,whicharises fromthenatureof theparticularnoise (thesuitableO-Uprocess), leads
into another unusual technique which seems to be really interesting since, for instance, allows us to guar-
antee the existence of compact and attracting sets which are strictly positive, whence we will ensure the
persistence of the species in the sense that there exists a number η > 0 such that, for any non null initial
biomass x(0), each realization satisfies
liminf
t→+∞
x(t )≥ η> 0. (11)
Needless to say that this is theprincipal goal pursuedbybiologists, differently to other several previous
works as [53], where the authors consider disturbances in the chemostatmodel by means of the standard
Wiener process, and prove some results concerning the persistence of the microbial biomass in the sense
liminft→+∞ x(t )> 0, which is clearlyweaker than (11).
Wewill also achieve some improvements comparing our results throughout this chapterwith the ones
by Xu et al in [77] since, even though they consider stochastic noise on the dilution rate in the chemostat
model, they need a condition on the parameter of the amplitude of the noise to ensure the persistence of
the species (see, for instance, Theorem 1.2 and Section 4 in [77] where the authors ensure the necessity of a
smallness condition on the amount of noiseα > 0) whereas, in our case, modeling the disturbances with
theOrnstein-Uhlenbeck process, there is no discussion neededon the amplitude of the noise to ensure the
persistence, which is in addition in the stronger sense (11). Moreover, the authors in [77] say to prove the re-
sults in probabilitywhilewewill prove all the results almost surely, i.e., for every realization in a set of events
of full measure.
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Apart from that, wewould like to remark that some improvements are also obtainedwhen comparing
ourresults (andofcoursethewayofmodeling)withtheones in [16]. Inthatpaper, theauthorsanalyzesome
similar randomdisturbancesonthe input flowinthechemostatmodel,withandwithoutwallgrowth, such
that they replace D by D(θtω) and, then, they prove the existence and uniqueness of a random pullback
attractor by assuming that D(θtω) remains bounded inside a positive interval for all t ∈ R. We highlight
that our analysis in this dissertation significantly differs from the one carried out in [16] since, there, the
resulting random systems generate a random dynamical system and, therefore, the authors can apply the
techniques involving pullback random attractors. However, we recall that our systems in Chapter 2 may
not generate a randomdynamical systembutwe can analyze the long-timebehavior of the corresponding
models without any inconvenient. In fact, this new approach allows us to prove the existence of attracting
setswhich aredeterministic and,what ismore, they are obtained in forward sense. Another significant dif-
ference between theworkmade in [16] and the one carried out in the second chapter of this dissertation is
that, in our case, we know explicitly how the realizations of the perturbed dilution rate are.
The previous reasons constitute a few representative exampleswhich support that thisway of perturb-
ing the dilution rate by using the Ornstein-Uhlenbeck process fits much better the real situations we wish
to model. Apart from the advantages described above, we will also obtain some improvements with re-
spect to results obtained when analyzing the deterministic chemostat model (3)-(4), as we will explain in
more detail in Chapter 2. To bemore precise, in the deterministic setting the washout equilibrium (si n ,0)
is attractive if D = µ(si n) whereas, in our case by using the O-U process, it is possible to prove that there
exists a deterministic attracting set (forwards in time) for the solutions of our system, which has several
points (in fact, all of themexcept to thewashout) inside the positive cone. Finally, wewill also show several
numerical simulations which will support the results previously proved. Thanks to that, we will be able to
observe again the great advantages of using theOrnstein-Uhlenbeck processwhenmodeling stochasticity
and randomness in the input flow of the chemostatmodel.
In viewof that,we are really encouraged to think about revisiting thepersistence of species under input
disturbances in case, for instance, of competition between several species. In fact, as we will explained at
the end of this introductory chapter, this research line is one of ourmain interests now.
In Chapter 3, we will perturb both chemostat models, the simplest one as well as the one with wall
growth, by means of the standard Brownian motion again. Nevertheless, differently to Chapter 1 where
some drawbacks were found, in this chapter we will use a technique based in the one carried out by Fu-
denberg andHarris in [36], by Foster and Young in [34] or in [53] by Imhof andWalcher, which ensures the
positivity of both thenutrient and themicrobial biomass, althoughdoes not preserve thewashout equilib-
rium from the deterministic to the stochasticmodel. More precisely, wewill be interested in analyzing the
following systemunderstood in Ito¯ sense
d s =
[
(si n − s)D −
msx
a+ s
]
d t −αsdW (t ), (12)
d x =
[
−Dx+
msx
a+ s
]
d t −αxdW (t ), (13)
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whereW (t ) is a standard Brownianmotion andα ≥ 0 represents the intensity of the noise.
We remark that, in order tomake the calculationsmore tractable and clear, we will consider the same
noise in both equations, even though a similar analysis could be developed by using different Brownian
motions in each equation.
Now, we would like to highlight some significant insights discovered throughout this work. We will
only refer to the casewithout wall growth since similar ones hold for the other case as well.
Concerning the deterministic chemostat model (DCM) given by (3)-(4), some authors have recently
proved (see [15–17]) the existence of a unique axial equilibrium (si n ,0), the also called washout, which is
asymptotically stable provided D > m, therefore this situation corresponds to the extinction of the mi-
croorganisms. However, ifD <m and aD/(m−D) < si n thewashout equilibriumbecomes unstable and
a unique positive globally asymptotically stable equilibriumappears inside the positive quadrant, i.e., per-
sistence of the microorganisms can be ensured. Notice that, in this case, the global attractor exists and
consists of both equilibria and the heteroclinic solutions between them. Otherwise, no more information
can be deduced related to the asymptotic behavior of the system.
Regarding the stochastic chemostat model (SCM) given by (12)-(13), we will prove in this chapter that
there exists a unique global random attractor which is given by the singleton components (si nDρ∗(ω),0)
provided D +α2/2>m, see Section 3.1.3 in Chapter 3 for more details. Otherwise, the unique global ran-
domattractor is contained in a segmentwhose intersectionwith the axes s = 0 and x = 0 is reduced to two
singleton points.
In light of the previous facts, observe that when D <m and aD/(m−D) < si n we can chooseα large
enough such that D +α2/2 > m. This means that persistence of the microorganisms holds for (DCM),
while for (SCM)we have extinction since the pullback random attractor becomes the single random point
(si nDρ
∗(ω),0). This fact is closely related to the stabilizing effect that Ito¯'s noise can produce on deter-
ministic systems. However, if we considered a Stratonovich interpretations for our perturbation at the be-
ginning of our study, thenwewould have obtained D instead of D +α2/2 in the corresponding stochastic
system; in other words, assumption D +α2/2>m in (SCM)would become D >m, the same that we had
for (DCM).Consequently, nostabilizingeffect isproducedbythenoise (see [15,20,51] andRemark3.3 in [56]
for amore detailed discussion on this topic). Thus, not only the type of noise but also its mathematical in-
terpretation can provide different results, something that has to be taken into account by the modeler. A
reference that could help tomake the appropriate choice in a specific application is [73], where the author
presents a criterion for determiningwhich interpretation of the noise is themost useful in his work.
Finally,wewould like to introduce inbothdeterministicchemostatmodels,withandwithoutwallgrowth,
anewstochasticprocesswhich is becoming latelymoreandmorepopularbetween researchers frommany
areas: the fractional Brownian motion. Even though every detail about this new noise and its several ad-
vantages will be explained in Chapter 4, where the corresponding stochastic models will be carefully in-
vestigated, wewould also like tomention in this introductory chapter some of them tomotivate its study.
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The fractional Brownianmotion (fBm) is a centeredGaussian processB H indexedby theHurst param-
eter H ∈ (0,1). This stochastic process, which is in addition self-similar and it is characterized by the sta-
tionarity of its increments, was introduced by Kolmogorov in 1940 (see [57]) to study the long term storage
capacity of reservoirs along the Nile river. This kind of noise provides us a very good candidate to model
random long-time influences in climate systems, hydrology andmedicine, betweenothers, specially in the
case H > 1/2, as will be considered in this dissertation, since it satisfies a long-memory property then. In
addition, the fBm coincides with the standard Brownianmotionwhen H = 1/2.
Differently to the standardWiener process, the fBm is neither amartingale nor aMarkov processwhen
H 6= 1/2. Because of that, we cannot use the Ito¯'s theory to define the stochastic integral with respect to
the fBm, hence it is necessary to set up a new theory to define that integral. To this end, two possibilities
are available: on the one hand, we can use the so-called rough path theory which defines the correspond-
ing integral as a point-wise limit (see [35, 64]); on the other hand, we can use the fractional calculus theory
which replaces the usual ordinary derivatives by suitable fractional derivatives using its Weyl representa-
tion(see [38,43,44,65,68,72]).Wewill focusonthis lattersituationwhichwill allowustodefinethestochas-
tic integralwith respect to the fBmasageneralizedRiemann-Stieltjes integral,which is called thepath-wise
theory. For more detailed information about this approach, we recommend every interested reader to see
the pioneerworks of Zähle (see [78]), Decreusefond andÜstünel (see [29]) and Lyons (see [63]).
We would like to note that themodern theory of random dynamical systems, which is the base of this
dissertation, still works even though the fBmand the stochastic equations driven by themdonot generate
aMarkovprocess, aswewill see in the last chapter. Inaddition,wewould like to remark thatmanypapers in
the literature treat pullback attractors for stochastic differential equations driven by a fBmwith H > 1/2.
Nevertheless, the authors usually assume that the diffusion coefficient has a very particular form, for in-
stance, it is additive (see [28, 29]), multiplicative (see [69]) or other special cases (see [32]). In the previous
cases, these particular forms allow the authors tomakeuse of a cohomologymethodwhich transforms the
original stochastic system into a random one with random parameters. However, in this dissertation we
will deal directly with the stochastic chemostats driven by fBm, even though our diffusion term is linear
(we notice that this work is an extension of the previous chapters where the samemodel, but affected by a
standardBrownianmotion,was considered). Thanks to that, wewill be able to analyze othermore sophis-
ticated systemswithmore general diffusion coefficients with no extrawork.
Once introduced the new framework to deal with the fBm, in Chapter 4 the fractional Brownian mo-
tion will be presented as well as the main concepts needed to deal with the corresponding stochastic sys-
tem such as the fractional derivative and the fractional integral. We will also provide some basic results
concerning the integral with respect to the fBmwhichwill be essential henceforth. In order to analyze this
new stochastic system,whichwill be given by
d s =
[
(si n − s)D −
msx
a+ s
]
d t +αsdB H (t ),
d x =
[
−Dx+
msx
a+ s
]
d t +αxdB H (t ),
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wewill write themodel in its abstract form
du = (Au+F (u))d t +G(u)dB H (t )
such that we will just analyze the case without taking into account the wall growth (the case with wall
growth can be studied analogously). The existence and uniqueness of global solution in some suitable
damped Hölder space will be stated as well as the generation of a random dynamical system. Our aim in
this chapter, similarly to thepreviousones, is toprove theexistenceofa temperedcompact randomabsorb-
ing set since, thanks to that, wewill be able to guarantee the existence anduniqueness of randompullback
attractor. Nevertheless, some significant differences can be found in this case since we have to deal with
the noise explicitly. Because of this fact, we will introduce a sequence of stopping times which will help us
to control, in some sense, the size of the noise and will allow us to obtain a discrete tempered absorbing
set associated to anewdiscrete randomdynamical systemwhichwill bedefined, in roughwords, as the re-
strictionof theoriginal continuousone to the sequenceof stopping times. Thanks to somesuitablediscrete
Gronwall lemma,wewill be able to guarantee the existence anduniqueness of a discrete randompullback
attractor whence we will deduce the existence and uniqueness of the continuous one as well. Finally, we
will also show some numerical simulationswhichwill allow us to observe how the realizations of the solu-
tions of our systemaffected by the fractional Brownianmotion are.
Wewould like to remark here that the results and techniques developed through this chapter are just
a first approach to the fractional Brownianmotion. Our aim is to check that the chemostatmodels treated
in this dissertation can be also perturbed by such a new noise and similar results to the ones provided in
the literature for general stochastic differential equations canbe obtained. Nevertheless, there are several
new research lines which merge from this initial work, as will be detailed at the end of this introductory
chapter.
Different appendices can also be found at the end of the dissertation concerning some basic concepts
regarding the theory of random dynamical systems as well as some preliminaries on stochastic processes
andtheirproperties. Apart fromthat, for thesakeof readability, abriefappendixcontaining sometechnical
resultswhichareusedwhen investigating thechemostatmodelsaffectedby fractionalBrownianmotion in
Chapter 4 can be found in order not tomake the arguments given in the corresponding chapter confusing.
Current and future research lines
Asalreadyexplained, therearemanyinteresting factswhichcouldbe investigatedconcerningthechemo-
statmodel because of the large variety of interesting applications that it has in the real life. This is the rea-
son which encourages us to continue working on this model and, due to that, we will summarize in the
following paragraphs some ideas that we consider really interesting, some of them are currently part of
our daily working routine.
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Chemostatwith fractionalBrownianmotion.One couldwonderwhy only one chapter is dedicated
to fractional Brownian motionwhen the title of this dissertation includes such noise. In fact, before
studying the fractional Brownian motion with H 6= 1/2, it was necessary to complete the analysis
for the case H = 1/2, which is also fractional. Thus, as explained before, Chapter 4 just consists on
a first approach tomodel stochastic chemostat bymeans of the fractional Brownianmotion. Never-
theless, there aremany works to do henceforth, for instance, it would be interesting to obtain some
detailed about the internal structure of the random pullback attractor. Another approach could be
to investigate the stability of the trivial solution of the corresponding stochastic system with frac-
tional Brownianmotion. Finally, wewould like to remark that we analyze a chemostatmodel where
the stochastic diffusion terms is givenbyG(u) =αu since it consistedonanextensionof themodels
studied in the previous chapters. However, as long as the diffusion term satisfies some properties as
in this case, other kinds of diffusion terms could be consider, in fact, this is the main advantage of
using the fractional Brownianmotion against the standardWiener process.
Competition of several species. In this dissertation we will focus on two different chemostat mod-
els, as explainedbefore. On theonehand,wewill study thegrowthof a single species ofmicroorgan-
ismsona resource. On theotherhand,wewill also focusourattention in studying the corresponding
chemostatmodel by taking into account thewall growth aswell since it is a natural fact which takes
place in the laboratory as soon as you set up a chemostat device or, in general, some devices involv-
ing biological processes. Nevertheless, when taking into account the wall growth, we consider that
both microorganisms, the ones in the liquid media and the ones sticked on the walls of the culture
vessel, have the same consumption function.
In view of this fact, it could be also very interesting to analyze a chemostatmodel with two different
species, i.e., by considering two different consumption functions. We are currently working on this
topic by using the techniques developed in Chapter 2, i.e., by perturbing the input flow by means
of the Ornstein-Uhlenbeck process and we hope to obtain again the existence and uniqueness of
a strictly positive random attractor which allows us to guarantee the persistence of the species, of
course, under some condition on the parameters involved in the system.
1
JAN Different consumption functions.Wewould like to remark that the analytic expression of the con-
sumption function, theMonod one in this dissertation, is just an approximation coming from data
in the laboratories. Nevertheless, we could consider different consumption functions involving dif-
ferent kinetics such asHaldaneor Contois functions, to name themost commonones apart fromthe
Monod. Let usmotivate the use of this new functions as follows.
If a substrate is limiting at low concentration, it can also prove toxic when its concentration becomes signifi-
cant in themedium. In 1968, see [2], Andrews suggested an expression forµ(s) involving three parameters to
describe the growth rate of a microorganism limited by a low concentration of substrate but inhibited when
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the concentration becomes significant (see [46]). This function is written
µ(s)=µ0
s
s+Ks +
s2
Ki
,
whereµ0 andKs are, respectively, themaximumgrowth rateand the semi-saturation constant in theabsence
of inhibition andKi the inhibition constant.Wewill see that the choice of this kinetics leads to very significant
changes in the qualitative properties of biological models. It is particularly interesting to note here that this
functionactually describes an indirect inhibitionphenomenon. Similarly to theMonodequation, this equation
is not a law of nature but expresses the fact that at high concentrations, the complexmechanisms involved in
fact cause a change of pH and that it is this variation of pHwhich has, in fine, a consequence on growth. The
Haldane function thus perfectly illustrates the manner in which very complex phenomena can be reduced to
simplemodeling by adopting amacroscopic point of viewat the population level.
It is not difficult to observe that theprevious consumption functions just dependedon the substrate
density. Nevertheless, some authors propose another one depending not only on the substrate den-
sity but also on the biomass one, motivated by the fact that data coming from complex microbial
ecosystems inmixedculturesaremuchbetter reproducedbyusing thiskindofkinetics. Theso-called
Contois function is defined as
µ(s,x)=µmax
s
s+Ks x
,
whose main characteristic is that it decreases as soon as the biomass density increases. This con-
sumption function is also called ratio-dependent since it can bewritten as
µ
( s
x
)
=µmax
s
x
s
x
+Ks
.
Similarly to the previous case of inhibition, this function is very helpful when it comes to account for complex
aggregation phenomena such as biomass structuring in flocs. In effect, in this case, the part of biomass that is
located in the core of the flocs receives the substrate by diffusion only, hence a strong limitation of growth. It
follows that at a givenmicrobial population, the overall growth is lower in comparison to a situation inwhich
biomasswould not be structured into flocs, see [45, 48, 59].
1
JAN Flocculation. It is well-known that microorganisms tend naturally to agglomerate in biofilms and
flocs. Then, instead of studying the chemostat model by considering just planktonic microorgan-
isms, an interesting approach could be to take into account the flocculation or, in other words, the
structuring of themicrobial biomass into flocs.
1
JAN Spacialization. Up tonowwe just consideredbioreactorswhichwereperfectly homogeneous. How-
ever, it is totally logical to question this homogeneity property specially whenworkingwith reactors
whose volume is considerably large. In addition, if we broaden the formalization field of the chemostat
to the description of natural ecosystems, then there are many situations in which the structuring of the nat-
ural space can be seen as more or less large volumes connecting each others by flows of matter and/or energy.
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If we have a perfect knowledge of the dynamic behavior of each individual entity, the interest in formalizing
this natural space as a network of interconnected chemostats is immediately understood.Note that ifwe con-
sider flows of matter whose intensity can be varied going from a reactor A to a reactor B and vice-versa, we
are confrontedwith a situation inwhich diffusion phenomena can be studied. The first configurations involv-
ing interconnected chemostats are knownunder the name of gradostat and have been proposed as early as the
1970s to simulate an environmentwhere gradients of concentration of a limiting substrate can be observed as
is often the case in a natural space (see [26, 61]). By adopting this approach, it is possible to represent numer-
ous non-homogeneous situations by a network of interconnected reactors.The originality of these approaches
is to avoid having to write partial derivative equations, which are more difficult to manipulate than a differ-
ential systemeven if the latter is of large dimension. It is also interesting to point out that if the biological part
is forgotten, these approaches that consist of considering networks of reactors (these are then essentially cas-
cades of reactors in which the output of one is the input of the other, which are studied) have been used in the
1950s to study flows in chemical reactors. In particular, these networks have been addressed precisely to ap-
proximate the hydrodynamic behavior of non-homogeneous reactors, also called plugflow reactors, which is
one of the ideal reactors of process engineering (see [23–25]). In addition, such configurations have been pro-
posed tobring forward ratio-dependentgrowths (see [3]) or still tomodel biofilmreactors (see [31]). In all these
situations, the flow rates between the different chemostats of the networks under consideration are a priori
constant. Already very rich in terms of dynamics, considering the chemostat or a network of chemostats in a
contextwhere flows that connect them vary opens very interesting new perspectives.
Applications to othermodels. Once finished this dissertation, we would also like to apply some of
the techniques usedhere to othermathematicalmodels, not necessary related to the chemostat de-
vice. Particularly, we are really interested in applying the idea developed in Chapter 2 to introduce
randomness in other biologicalmodels bymeans of theOrnstein-Uhlenbeck process sincewe could
obtain, as in the case of the chemostat,muchmore realistic systemswhich fit better the realmodels.
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Modeling andanalysis of stochastic disturbances
on the input flow in chemostatmodels
In this first chapter, the simplest deterministic chemostat model will be considered and the input
flow will be perturbed by means of the classical standard Wiener process, which is also called Brownian
motion orwhite noise, in order tomodel and analyze the environmental effects caused by a non-bounded
noise. The existence and uniqueness of global solution of the corresponding stochastic models will be
proved. After that, the positiveness of the unique global solution will be stated for every initial value in
the upper-half plane. Furthermore, a randomdynamical systemwill be definedby using the unique global
solution such that the techniques and results of the theory of random dynamical systems will be used to
guarantee the existence of anabsorbing setwhichwill allowus to ensure the existence anduniqueness of a
randompullbackattractor. Inaddition,wewill be really interested inanalyzing the internal structureof the
so-called random pullback attractor since it will provide us further and more detailed information about
the long-time behavior of our system and, therefore, the qualitative asymptotic behavior of the dynamics
of both the nutrient and the species. Finally, we will show a Milstein scheme which will help us to obtain
several numerical simulations to support the provided results through thewhole chapter.
The results and explanations concerning the contributions of this chapter can be found in [9, 13, 60].
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1.1 Stochastic chemostatmodel
Let us first recall the simplest deterministic chemostatmodel withMonod kinetics
d s
d t
= (si n − s)D −
msx
a+ s
, (1.1)
d x
d t
= x
( ms
a+ s
−D
)
, (1.2)
where s(t ) and x(t )denote concentrations of the nutrient and themicrobial biomass, respectively; si n de-
notes the volumetric dilution rate, a is the half-saturation constant, D is the dilution rate and m is the
maximal consumption rate of the nutrient and also the maximal specific growth rate of microorganisms.
We notice that all parameters are positive andwe use a functionHolling type-II, which is defined asµ(s)=
ms/(a+ s), as functional response of themicroorganism describing how the nutrient is consumed by the
species (see [71] formore details and biological explanations about thismodel).
In order to obtain a more realistic model we will perturb the dilution rate, or its corresponding input
flow, in (1.1)-(1.2) by means of a white noise. Let us recall that D = qi n/v , as explain in the introductory
chapter, where qi n denotes the input flow rate and v the volume of the culture vessel. As v is constant in
the chemostat device, it is equivalent to have disturbances on the dilution rate D instead of considering
them on the input flow qi n To this end, we will replace D by D +αW˙ (t ), whereW (t ) is a white noise and
α≥ 0 represents the intensity of noise. Then, system (1.1)-(1.2) becomes the following systemof stochastic
differential equations understood in the Ito¯ sense
d s =
[
(si n − s)D −
msx
a+ s
]
d t +α(si n − s)dW (t ), (1.3)
d x = x
( ms
a+ s
−D
)
d t −αxdW (t ). (1.4)
System (1.3)-(1.4) has been analyzed in [77] by using the classical techniques from stochastic analysis
and some stability results are provided there. However, as in our opinion there are some unclear points
in the analysis carried out there, our aim in this chapter is to use an alternative approach to this problem,
specifically the theory of random dynamical systems, which will allow us to partially improve the results
in [77]. In addition, wewill provide some results which hold almost surelywhile those from [77] are said to
hold in probability.
Note that, thanks to the well-known conversion rule between Ito¯ and Stratonovich formulations, we
obtain from (1.3)-(1.4) its equivalent Stratonovich one given by
dS =
[
(si n − s)D¯−
msx
a+ s
]
d t +α(si n − s)◦dW (t ), (1.5)
d x =
[
−D¯x+
msx
a+ s
]
d t −αx ◦dW (t ), (1.6)
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where D¯ :=D + α
2
2
.
1.1.1 Stochastic chemostat becomes a randomchemostat
In this sectionwe investigate the stochastic system (1.5)-(1.6). To this end, we first transform it into dif-
ferential equations with random coefficients and without white noise by means of the following variable
changewhich involves the stationaryOrnstein-Uhlenbeck process denoted by z∗ (see Appendix A).
σ(t ) = (s(t )− si n)e
αz∗(θtω), (1.7)
κ(t ) = x(t )eαz
∗(θtω), (1.8)
whereωdenotes a standardBrownianmotion and andθtωdenotes theWiener shift flow (seeAppendix A
formore information).
For the sake of simplicitywewill write z∗ instead of z∗(θtω), andσ andκ instead ofσ(t ) andκ(t ).
On the one hand, by differentiation, we have
dσ = eαz
∗(θtω)d s+α(s− si n)e
αz∗(θtω)[−z∗d t +dW ]
= −D¯σd t −
m(si n +σe
−αz∗(θtω))
a+ si n +σe−αz
∗(θtω)
κd t −αz∗σd t .
On the other hand, we obtain
dκ = eαz
∗(θtω)d x+αxeαz
∗(θtω)[−z∗d t +dW ]
=
m(si n +σe
−αz∗(θtω))
a+ si n +e−αz
∗(θtω)
κd t − D¯κd t −αz∗κd t .
Thus, we have the following random system
dσ
d t
= −(D¯+αz∗)σ−
m(si n +σe
−αz∗(θtω))
a+ si n +σe−αz
∗(θtω)
κ, (1.9)
dκ
d t
= −(D¯+αz∗)κ+
m(si n +σe
−αz∗(θtω))
a+ si n +σe−αz
∗(θtω)
κ. (1.10)
1.1.2 Randomchemostat generates anRDS
Next we prove that the random chemostat given by (1.9)-(1.10) generates an RDS (see Appendix B for
the definition). Fromnowon, wewill denoteX := {(x, y) ∈R2 : x ∈R, y ≥ 0}, the upper-half plane.
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Theorem1.1.1 For anyω ∈ Ω and any initial value u0 := (σ0,κ0) ∈ X , whereσ0 := σ(0;0,ω,u0) and κ0 :=
κ(0;0,ω,u0), system (1.9)-(1.10)possessesauniqueglobal solutionu(·;0,ω,u0) := (σ(·;0,ω,u0),κ(·;0,ω,u0)) ∈
C
1([0,+∞),X )withu(0;0,ω,u0)= u0. Moreover, the solutionmappinggenerates anRDSϕu :R
+×Ω×X →
X defined as
ϕu(t ,ω)u0 := u(t ;0,ω,u0), for all t ∈R
+, u0 ∈X ,ω ∈Ω,
the value at time t of the solution of system (1.9)-(1.10)with initial valueu0 at time zero.
Proof.Observe that we can rewrite one of the terms in the previous equations as
m(si n +σe
−αz∗)
a+ si n +σe−αz
∗ κ =
m(si n +σe
−αz∗ +a−a)
a+ si n +σe−αz
∗ κ=mκ−
maκ
a+ si n +σe−αz
∗
and therefore system (1.9)-(1.10) turns into
dσ
d t
= −(D¯ +αz∗)σ−mκ+
ma
a+ si n +σe−αz
∗ κ, (1.11)
dκ
d t
= −(D¯ +αz∗)κ+mκ−
ma
a+ si n +σe−αz
∗ κ. (1.12)
Denoting u(·;0,ω,u0) := (σ(·;0,ω,u0),κ(·;0,ω,u0)), system (1.11)-(1.12) can be rewritten as
du
d t
= L(θtω) u+F (u,θtω),
where
L(θtω) =
(
−(D¯+αz∗) −m
0 −(D¯+αz∗)+m
)
andF :X × [0,+∞)−→R2 is given by
F (ξ,θtω) =

ma
a+ si n +ξ1e−αz
∗(θtω)
ξ2
−ma
a+ si n +ξ1e−αz
∗(θtω)
ξ2
 ,
where ξ= (ξ1,ξ2) ∈X .
Since z∗(θtω) is continuous, L generates an evolution systemonR2 . Moreover, we notice that
∂
∂ξ2
[
±
am
a+ si n +ξ1e−αz
∗ ξ2
]
= ±
am
a+ si n +ξ1e−αz
∗
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and
∂
∂ξ1
[
±
am
a+ si n +ξ1e−αz
∗ ξ2
]
= ∓
ame−αz
∗
(a+ si n +ξ1e−αz
∗
)2
ξ2,
thus F (·,θtω) ∈C 1(X × [0,+∞);R2)which implies that it is locally Lipschitz with respect to (ξ1,ξ2) ∈X .
Therefore, thanks to classical results from the theory of ordinary differential equations, system (1.9)-(1.10)
possesses aunique local solution. Now,weare going toprove that theunique local solutionof system (1.9)-
(1.10) is in fact a unique global one.
By defining q(t ) :=σ(t )+κ(t ) it is easy to check that q satisfies the differential equation
d q
d t
= −(D¯+αz∗)q,
whose solution is given by the following expression
q(t ;0,ω,q0) = q0e
−D¯t−α
∫t
0 z
∗(θsω)ds . (1.13)
The right side of (1.13) always tends to zero when t goes to infinity since D¯ is positive, thus q is clearly
bounded. Moreover, since
dσ
d t
∣∣∣∣
σ=0
=−
msi n
a+ si n
κ< 0
wededuce that, if there exists some t∗ > 0 such thatσ(t∗)= 0, wewill haveσ(t )< 0 for all t > t∗. Because
of the previous reasoning, wewill split our analysis into two different cases.
■ Case 1.σ(t )> 0 for all t ≥ 0: in this case, from (1.9) we obtain
dσ
d t
≤ −(D¯ +αz∗)σ
whose solution satisfies
σ(t ;0,ω,σ0) ≤ σ0e
−D¯t−α
∫t
0 z
∗(θsω)ds .
Since D¯ is positive, we deduce thatσ tends to zerowhen t goes to infinity, henceσ is bounded.
■ Case 2. There exists t∗ > 0 such thatσ(t∗) = 0: in this case, we already know that σ(t ) < 0 for all
t > t∗ andwe claim that the following bound forσ holds true
σ(t ;0,ω,σ0)>−(a+ si n)e
αz∗(θtω). (1.14)
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To prove (1.14), we suppose that there exists t¯ > t∗ > 0 such that
a+ si n +σ(t¯ )e
−αz∗(θt¯ω) = 0,
thenwe can find some ε(ω) > 0 small enough such thatσ(t ) is strictly decreasing and
− (D¯ +αz∗(θtω))−
m(si n +σ(t )e
−αz∗(θtω))
a+ si n +σ(t )e−αz
∗(θtω)
κ(t )> 0 (1.15)
holds for all t ∈ [t¯ −ε(ω), t¯ ). Hence, from (1.15) we have
dσ
d t
(t¯ −ε(ω))> 0,
thus there exists some δ(ω) > 0 small enough such that σ(t ) is strictly increasing for all t ∈ [t¯ −
ε(ω), t¯ −ε(ω)+δ(ω)), which clearly contradicts the uniqueness of solution. Hence, (1.14) holds true
for all t ∈R andwe can also ensure thatσ is bounded.
Sinceσ+κ andσ are bounded inboth cases,κ is also bounded. Hence, theunique local solutionof sys-
tem (1.9)-(1.10) is a unique global one. Moreover, the unique global solution of system (1.9)-(1.10) remains
inX for every initial value inX sinceκ≡ 0 solves the same system.
Finally, themappingϕu :R+×Ω×X →X given by
ϕu(t ,ω)u0 := u(t ;0,ω,u0), for all t ≥ 0, u0 ∈X , ω ∈Ω,
defines an RDS. The proof of this statement follows trivially hence we omit it.
1.1.3 Randompullback attractor for the randomsystem
Now, we study the existence of the random pullback attractor, describing explicitly its internal struc-
ture. For a short description concerning themain ingredientes involved in the theory of RDSs and the no-
tation used in the sequel, we refer the reader to Appendix B. Particularly, we would like to emphasize that
E (X ) denotes the set of all tempered sets,E (ω), ofX andwewill take initial values in a certain tempered
setE (θ−tω).
Theorem1.1.2 For any ε> 0, there exists a tempered compact random absorbing set Bε(ω) ∈ E (X ) for the RDS
{ϕu(t ,ω)}t≥0,ω∈Ω , that is, for anyE ∈ E (X ) and eachω∈Ω, there existsTE(ω,ε)> 0 such that
ϕu(t ,θ−tω)E (θ−tω)⊆Bε(ω), for all t ≥ TE (ω,ε).
Proof. Thanks to (1.13), we have
q(t ;0,θ−tω,q0) = q0e
−D¯t−α
∫0
−t z
∗(θsω)ds t→+∞−→ 0.
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Then, for any ε> 0 there existsTE (ω,ε)> 0 such that, for all t ≥ TE (ω,ε) andu0 ∈ E (θ−tω), we obtain
−ε≤ q(t ;0,θ−tω,q0)≤ ε.
If we assume thatσ(t ) ≥ 0 for all t ≥ 0, which corresponds to the Case 1 in the proof of Theorem 1.1.1,
sinceκ(t )≥ 0 for all t ≥ 0, we have that
B1ε(ω) := {(σ,κ) ∈X : σ≥ 0, σ+κ≤ ε}
is a tempered compact randomabsorbing set inX .
Otherwise, i.e., if there exists some t∗ > 0 such thatσ(t∗)= 0, which corresponds to the Case 2 in the
proof of Theorem 1.1.1, from (1.14), we can deduce that
σ(t ;0,θ−tω,u0)>−(a+ si n)e
αz∗(ω).
Hence, we obtain that
B2ε(ω) :=
{
(σ,κ) ∈X : −ε− (a+ si n)e
αz∗(ω)
≤σ≤ 0,−ε≤σ+κ≤ ε
}
is a tempered compact randomabsorbing set inX .
In conclusion, defining
Bε(ω)=B
1
ε (ω)∪B
2
ε (ω)=
{
(σ,κ) ∈X : −ε≤σ+κ≤ ε, σ≥−(a+ si n)e
αz∗(ω)
−ε
}
,
we obtain (see Figure 1.1) thatBε(ω) is a tempered compact random absorbing set inX for every ε> 0.
σ
κ
−(a+ si n)e
αz∗(ω)−ε
ε−ε
B2ε(ω)
B1ε (ω)
Figure 1.1: Absorbing setBε(ω) :=B2ε (ω)∪B
1
ε (ω)
σ
κ
−(a+ si n)e
αz∗(ω)
B0(ω)
Figure 1.2: Absorbing setB0(ω)
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Then, thanks to Proposition B.0.1 in Appendix B, it follows directly that system (1.9)-(1.10) possesses a
unique randompullback attractor given by
A (ω)⊆Bε(ω), for all ε> 0,
thus
A (ω)⊆B0(ω),
where
B0(ω) :=
{
(σ,κ)∈X : σ+κ= 0,σ≥−(a+ si n)e
αz∗(ω)
}
is a tempered compact randomabsorbing set (see Figure 1.2) inX .
The following result provides information about the internal structure of the unique random pullback
attractor.
Proposition 1.1.1 The unique random pullback attractor of system (1.9)-(1.10) consists of a singleton component
given byA (ω)= {(0,0)} as long as
D¯ >µ(si n) (1.16)
holds true.
Proof.Wewould like to note that the result in this proposition follows trivially ifσ remains always positive
(Case 1 in the proof of Theorem 1.1.1) since in that case both σ and κ are positive and σ+κ tends to zero
when t goes to infinity, thus the randompullback attractor is directly given byA (ω)= {(0,0)}.
Due to the previous reason, we only present the proof if there exists some t∗ > 0 such thatσ(t∗) = 0.
In such a case, we know thatσ(t )< 0 for all t > t∗ whence s(t )< si n for all t > t∗. Then,µ(s)≤µ(si n) for
all t > t∗ sinceµ(s)=ms/(a+ s) is an increasing function. Hence, from (1.10) we have
dκ
d t
≤ −(D¯+αz∗)κ+
msi n
a+ si n
κ,
which implies the following inequality
κ(t ; t∗,θ−tω,κ(t
∗)) ≤ κ(t∗)e
−
(
D¯−
msi n
a+si n
)
(t−t∗)−α
∫t∗
−t z
∗(θsω)ds ,
where the right-hand side tends to zero when t goes to infinity as long as (1.16) is fulfilled, therefore the
unique randompullback attractor is given byA (ω)= {(0,0)}.
1.1.4 Randompullback attractor for the stochastic system
Wehave proved that the system (1.9)-(1.10) has a unique global solutionu(t ;0,ω,u0)which remains in
X for allu0 ∈X and generates the RDS {ϕu (t ,ω)}t≥0,ω∈Ω .
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Now,we define amapping
T :Ω×X −→X
as follows
T (ω,ζ)=T (ω, (ζ1,ζ2))=
(
(ζ1− si n)e
αz∗(ω)
ζ2e
αz∗(ω)
)
whose inverse is given by
T
−1(ω,ζ)=
(
si n +ζ1e
−αz∗(ω)
ζ2e
−αz∗(ω)
)
.
We know that v(t )= (s(t ),x(t )) and u(t )= (σ(t ),κ(t )) are related by (1.7)-(1.8). Since T is a homeo-
morphism, thanks to LemmaB.0.1 in Appendix B we obtain a conjugated RDSwhich is given by
ϕv (t ,ω)v0 := T
−1(θtω,ϕu(t ,ω)T (ω,v0))
= T
−1
(
θtω,ϕu(t ,ω)
(
(s(0)− si n)e
αz∗(ω)
x(0)eαz
∗(ω)
))
= T
−1(θtω,ϕu(t ,ω)u0)
= T
−1(θtω,u(t ;0,ω,u0))
=
(
si n +σ(t )e
−αz∗(θtω)
κ(t )e−αz
∗(θtω)
)
= v(t ;0,ω,v0)
whichmeans that {ϕv (t ,ω)}t≥0,ω∈Ω is an RDS for our original stochastic system (1.5)-(1.6).
Consequently, ϕv has a unique random pullback attractor A T (ω) = T −1A (ω) (see Lemma B.0.2 in
Appendix B) which satisfies thatA T (ω)⊆BT0 (ω), where
BT0 (ω) := {(s,x) ∈X : s+x = si n , s ≥−a} . (1.17)
Inaddition, under (1.16), theunique randompullbackattractor for (1.5)-(1.6) reduces toa singleton sub-
setA T (ω)= {(si n ,0)}, whichmeans that themicroorganisms become extinct.
We remark that it is not possible to provide conditions which ensure the persistence of the microbial
biomass even though our numerical simulations will show that we can get it for many different values of
the parameters involved in the system, as we will present in Section 1.1.5. Consequently, it is not possible
to prove mathematically the persistence of the microbial biomass in our model. This drawback is owing
to the fact that the standard Wiener process is a non-bounded noise, therefore the perturbed input flow
D +αW˙ (t ) could be occasionally large, either positive or negative. By taking into account the previous
reason, it is not surprising that it is notpossible to ensure thepersistenceof the speciesdespiteofobtaining
it numerically when the realizations of the noise are not too large such that D +αW˙ (t ) remains positive
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for every time.
1.1.5 Numerical simulations and final comments
To support the results obtained in this chapter, in this sectionwewill showsomenumerical simulations
concerning the original stochastic chemostatmodel given by system (1.5)-(1.6).
First of all, we will present the numerical scheme to be used since it will be the same in the rest of
the dissertation. We firstly consider the following abstract system of stochastic differential equations in
Stratonovich sense
d X (t )= f (X (t ))d t + g (X (t ))◦dW (t ), X (0)= X0, (1.18)
where X ∈Rd , and X0 ∈Rd denotes the value of the unique global solution of the differential equation in
(1.18) at time zero. In the sequel, d = 3 and d = 2will correspond to the stochastic chemostatmodels with
andwithout wall growth, respectively.
Nowwe define a partition∆ := {0 = τ0 < τ1 < ·· · < τN = T } by splitting the time interval [0,T ] ⊂ R,
T > 0, into N subintervals and settingδt = T /N andτ j = j δt , for j = 0, . . . ,N . Our aim is to approximate
X (τ j )≈ X j by using the Euler-Maruyamamethod (see [50] formore detailed information).
In this way we integrate the differential equation in (1.18) on τ j−1 ≤ t ≤ τ j for some arbitrary j ∈
{0, . . . ,N } andwe use the following approximations of both deterministic and stochastic integrals∫τ j
τ j−1
f (X (s))d s ≈ f (X j−1)δt
and ∫τ j
τ j−1
g (X (s))dW (s)≈ g (X j−1)δW j ,
whereδW j :=W (τ j )−W (τ j−1)∼N (0,δt ) are independent normally distributed randomvariables.
Hence, we can already define the following numerical scheme given by
X j = X j−1+F (X j−1)δt +G(X j−1)δW j
for every j = 1, . . . ,N .
Concerning our stochastic chemostatmodel, it can be then discretized as follows
s j = s j−1+F1(x j−1, s j−1)∆t +G1(x j−1, s j−1) (W (τ j )−W (τ j−1)),
x j = x j−1+F2(x j−1, s j−1)∆t +G2(x j−1, s j−1) (W (τ j )−W (τ j−1)),
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for every j = 1, . . . ,N , where F1, G1, F2, G2 :Rd −→R are functions given by
F1(x j−1, s j−1) = (si n − s j−1)D¯ −
ms j−1x j−1
a+ s j−1
,
F2(x j−1, s j−1) = x j−1
(
ms j−1
a+ s j−1
− D¯
)
,
G1(x j−1, s j−1) = α(si n − s j−1),
G2(x j−1, s j−1) = αx j−1.
Having reached this point, we present different numerical simulations to show the dynamics of our
original stochastic chemostatmodel (1.5)-(1.6). Particularly, we display the phase plane (s,x) of the corre-
spondingmodel. Thebluedashed lines represent thesolutionsof thedeterministic (i.e.,withα= 0) system
(1.1)-(1.2) and the other ones are different realizations of the stochastic chemostatmodel (1.5)-(1.6). In ad-
dition, we set si n = 1, a = 0.6, m = 3 andwe consider (s(0),x(0))= (2.5,5) as initial pair. We also present
different cases where the value of the dilution rate and the amount of noise change in order to obtain dif-
ferent situations inwhich condition (1.16) is (or is not) fulfilled.
On the one hand, in Figure 1.3 we take D = 3 and we chooseα = 0.1 (left) andα = 0.5 (right). In both
cases, it is easy to check that D¯ = 1.5050 (left), D¯ = 1.6250 (right) and µ(si n) = 1.8750, thus thanks to
Proposition 1.1.1, we know that themicroorganisms become extinct, as we show in the simulations.
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Figure 1.3: Extintion.α= 0.1 (left) andα= 0.5 (right)
On the other hand, in Figure 1.4we take D = 3 but, in this case,α= 1 (left) andα= 1.5 (right). Then, it
follows that D¯ = 2 (left) and D¯ = 2.6250 (right) then, sinceµ(si n)= 1.8750 and thanks toProposition 1.1.1,
we also obtain the extinction of the species.
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Figure 1.4: Extinction.α= 1 (left) andα= 1.5 (right)
Now, in Figure 1.5 we take D = 1.5 and we choose α = 0.1 (left) and α = 0.5 (right). Then, we can
check that D¯ = 1.5050 (left), D¯ = 1.6250 (right) and µ(si n) = 1.8750 thus, although it is not possible to
ensure mathematically the persistence of the microbial biomass, we can get it for the previous values of
the parameters, as it can be observed in the simulations.
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Figure 1.5: Persistence.α= 0.1 (left) andα= 0.5 (right)
However, in Figure 1.6we takeD = 1.5,α= 1 (left) andα= 1.5 (right). Since condition (1.16) holds true,
it is not surprising to obtain the extinction of themicroorganisms.
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Figure 1.6: Extinction.α= 1 (left) andα= 1.5 (right)
Finally, in Figure 1.7 we takeD = 0.8 andwe chooseα = 0.1 (left) andα= 0.5 (right). It is easy to check
that D¯ = 0.8050 (left), D¯ = 0.9250 (right)andµ(si n)= 1.8750, thusalthough it isnotpossible toguarantee
mathematically the persistence of the species, since (1.16) is not fulfilled, we can obtain it in this case.
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Figure 1.7: Persistence.α= 0.1 (left) andα= 0.5 (right)
Wewould like tomention that the fact that the substrate s (or its corresponding state variableσ) may
take negative values does not produce anymathematical inconsistence in our analysis, in otherwords, our
mathematical analysis is accurate to handle themathematical problem. However, from a biological point
of view, thismay reflect some troubles and suggests that either the fact of perturbing thedilution ratewith
an additive noise may not be a realistic situation, or that we should try to use a some kind of switching
system tomodel our real chemostat in such away that when the dilutionmay be negative we use a differ-
ent equation tomodel the system. This will lead us to consider a different way tomodel the deterministic
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chemostats in the following chapters by introducing a different kind of randomness or stochasticity in the
input flow, as wewill make in Chapter 2, or designing a differentmodel for our problem, as it will bemade
in Chapters 3 and 4.
1.2 Stochastic chemostatmodelwithwall growth
In this section we will analyze the chemostat model with wall growth (6)-(8) influenced by a standard
Wiener process, in the sameway than in Section 1.1. Ourmain goal now is to study the effects produced by
a non-bounded noise on a chemostatmodel where thewall growth is also taken into account.
Let us recall the deterministic chemostat model with wall growth and Monod kinetics, which is given
by the following differential system
d s
d t
= D(si n − s)−
ms
a+ s
x1−
ms
a+ s
x2+bνx1, (1.19)
d x1
d t
= −(ν+D)x1+
cs
a+ s
x1− r1x1+ r2x2, (1.20)
d x2
d t
= −νx2+
cs
a+ s
x2+ r1x1− r2x2, (1.21)
where s(t ), x1(t ) and x2(t ) denote concentrations of the nutrient and the two different microorganisms,
respectively;b ∈ (0,1)describes the fractionof deadbiomasswhich is recycled,ν> 0 is the collective death
rate coefficient, r1 > 0 and r2 > 0 represent the rates atwhich the species stick on to and shear off thewalls
of the culture vessel, respectively, and 0 < c ≤m is the growth rate coefficient of the consumer species.
Our aim now is to perturb the input flow by the standard Wiener process in the same way that in the
previous section, i.e., wewill replace theparameterD byD+αW˙ (t ) in thedeterministic chemostatmodel
with wall growth (1.19)-(1.21), whereα > 0 represents the intensity of the noise and W denotes the white
noise again, such that the following stochastic systemunderstood in Ito¯ sense is obtained
d s =
[
D(si n − s)−
ms
a+ s
x1−
ms
a+ s
x2+bνx1
]
d t +α(si n − s)dW (t ),
d x1 =
[
−(ν+D)x1+
cs
a+ s
x1− r1x1+ r2x2
]
d t −αx1dW (t ),
d x2 =
[
−νx2+
cs
a+ s
x2+ r1x1− r2x2
]
d t .
After making use of the well-known conversion between Ito¯ and Stratonovich sense, we have the fol-
lowing stochastic system in Stratonovich sense
d s =
[
D¯(si n − s)−
ms
a+ s
x1−
ms
a+ s
x2+bνx1
]
d t +α(si n − s)◦dW (t ), (1.22)
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d x1 =
[
−(ν+ D¯)x1+
cs
a+ s
x1− r1x1+ r2x2
]
d t −αx1 ◦dW (t ), (1.23)
d x2 =
[
−νx2+
cs
a+ s
x2+ r1x1− r2x2
]
d t , (1.24)
where D¯ =D + α
2
2
.
1.2.1 Stochastic chemostat becomes a randomchemostat
In this section, we will analyze the stochastic chemostat model with wall growth (1.22)-(1.24) by per-
forming a variable change which involves the Ornstein-Uhlenbeck process, similarly to the case already
studied in the previous section. To this end, we firstly define the following state variables
σ(t ) = (s(t )− si n)e
αz∗(θtω), (1.25)
κ1(t ) = x1(t )e
αz∗(θtω), (1.26)
κ2(t ) = x2(t ), (1.27)
where the last variableκ2 remains as x2 due to the fact that equation (1.24) is not affectedby the stochastic
perturbation. For the sake of simplicity, we will write again z∗ instead of z∗(θtω) andσ, κ1, κ2 in place of
σ(t ),κ1(t ),κ2(t ).
From (1.25)-(1.27), by differentiation, we obtain the following differential system satisfied byσ,κ1 and
κ2, respectively,
dσ
d t
= −(D¯+αz∗)σ−
m(si n +σe
−αz∗)
a+ si n +σe−αz
∗ κ1−
m(si n +σe
−αz∗)
a+ si n +σe−αz
∗ κ2e
αz∗
+bνκ1, (1.28)
dκ1
d t
= −(ν+ D¯ +αz∗)κ1+
c(si n +σe
−αz∗)
a+ si n +σe−αz
∗ κ1− r1κ1+ r2κ2e
αz∗ , (1.29)
dκ2
d t
= −νκ2+
c(si n +σe
−αz∗)
a+ si n +σe−αz
∗ κ2+ r1κ1e
−αz∗
− r2κ2. (1.30)
Now, we will perform another variable change to transform the random system (1.28)-(1.30) into an-
other one where the total biomass and the proportion of one of the species play an important and helpful
role. To this end, we define the new state variables
κ(t ) = κ1(t )+κ2(t ), (1.31)
ξ(t ) =
κ1(t )
κ1(t )+κ2(t )
. (1.32)
We alsowrite in this caseκ and ξ instead ofκ(t ) and ξ(t ) in order tomake the readability easier.
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From (1.31)-(1.32), by differentiation, we have the following random system satisfied byσ, κ and ξ, re-
spectively,
dσ
d t
= −(D¯ +αz∗)σ−
m(si n +σe
−αz∗)
a+ si n +σe−αz
∗ ξκ−
m(si n +σe
−αz∗)
a+ si n +σe−αz
∗ e
αz∗κ(1−ξ)+bνξκ, (1.33)
dκ
d t
= −νκ− (D¯ +αz∗)κξ+
c(si n +σe
−αz∗)
a+ si n +σe−αz
∗ κ+ r1κξ(e
−αz∗
−1)+ r2(1−ξ)κ(e
αz∗
−1), (1.34)
dξ
d t
= −(D¯ +αz∗)ξ(1−ξ)− r1ξ+ r2e
αz∗(1−ξ)− r1(e
−αz∗
−1)ξ2− r2(e
αz∗
−1)ξ(1−ξ). (1.35)
Instead of analyzing now the existence and uniqueness of global solution of our random system (1.33)-
(1.35), we assume that there exists a unique global solution of the random chemostat model with wall
growthwhich generates anRDS. Particularly, from (1.33), the randomdifferential equations describing the
dynamics of the substrate, we have the following equalities
dσ
d t
∣∣∣∣
σ=0
= −
msi n
a+ si n
ξκ−
msi n
a+ si n
eαz
∗
κ(1−ξ)+bνξκ,
= −
msi n
a+ si n
κ
[
ξ+eαz
∗
(1−ξ)
]
= κ
[
−
msi n
a+ si n
(
ξ+eαz
∗
(1−ξ)
)
+bνξ
]
.
Thus,σwill remain positive as long as
msi n
a+ si n
(
ξ(t )+eαz
∗(θtω)(1−ξ(t ))
)
≤ bνξ(t )
holds true for every t ≥ 0 and anyω ∈Ω or, equivalently,
eαz
∗(θtω) ≤
(
bνξ(t )(a+ si n)
msi n
−ξ(t )
)
1
1−ξ(t )
. (1.36)
Thanks to (1.32), 0≤ ξ(t ) ≤ 1 for every t ≥ 0 since it is defined as the proportion of microorganisms in
the liquidmedia. Hence, we have to distinguish the following situations:
■ Case 1.- ξ tends to one. In this case, the quotient 1/(1− ξ(t )) tends to infinity, thus (1.36) could be
true. Nevertheless, it wouldmean thatκ2 (or its corresponding state variable x2) tends to zero. Con-
sequently, the microbial biomass sticked on the walls of the culture vessel would become extinct,
thenwewould recover the stochastic chemostatmodelwithout taking into account thewall growth
analyzed in Section 1.1.
■ Case 2.- ξ does not tend to one. In this case, the right-hand side in (1.36) is bounded for every t ≥ 0
40
Stochastic disturbances on the input flow
and anyω ∈Ω, whereas z∗ could take arbitrary large values whichmeans that (1.36) does not hold
true and thenσ can take negative values. In addition, it is not difficult to prove the following lower
bound forσ, which is given by
σ(t )>−(a+ si n)e
αz∗(θtω),
similarly to the proofmade in Section 1.1.2, that implies
s(t )>−a.
As explained in Section 1.1, it is not realistic at all from the biological point of view and this is the
main reason because we will not develop a deeper analysis of this kind of noise on the chemostat
model with wall growth. Instead, we will consider the wall growth in the chemostat model when
perturbing the system bymeans of other kinds of noise which are proved to bemuchmore realistic
and interesting from the biological point of view.
In those cases, we will present detailed proofs concerning the existence and uniqueness of global
solution, the existence of anabsorbing setwhichwill helpus to guarantee the existence andunique-
nessof randompullbackattractorandwewill alsoensure thepersistenceofbothspecies in the strong
sense (11). In addition, we will show several numerical simulations to support the results provided
through the corresponding chapters.
1.2.2 Numerical simulations and final comments
Althoughwe have not analyzed inmuch detail the chemostat model with wall growth due to the rea-
sons explained before, we will show in this section some numerical simulations to remark the drawbacks
found when using theWiener process to perturb the input flow in the chemostatmodel with wall growth
aswell.
In this case, we also consider the same numerical scheme than the one used in Section 1.1.5. In each
figure some different panels will be displayed. On the one hand, there is a big panel on the left, where
we can see the phase plane showing the dynamics of the stochastic chemostat model with wall growth in
Stratonovich sense (1.22)-(1.24). On the other hand, three different panels are stated on the right to de-
scribe thedynamics of the substrate andboth species individually, depending on the time. We remark that
these simulations aremade in thepullback sense to seemore easily the long-timebehavior of thedifferent
state variables involved in themodel. The blue dashed lines in the big panel represent the solutions of the
deterministic system (1.19)-(1.21). In addition, we set si n = 1, a = 0.6, m = 3, r1 = 0.6, r2 = 0.4 and we
consider (s(0),x1(0),x2(0)) = (5,2.5,2.5) as initial data. In this way, we present different cases where the
value of the rest of the parameters change and the intensity of the noise increases or decreases, in order to
show the effect of each one on the dynamics of ourmodel.
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On the one hand, in Figure 1.8 we take D = 3, b = 2, ν = 0.2, c = 1.5 and we choose α = 0.5. We can
see that every state variable remains in the first octant in this case, i.e., they are all positive, however both
species, the one in themediumor liquidmedia and also the one sticked on thewalls, become extinct.
Figure 1.8: Extinction of both species. α= 0.5
Similarly, in Figure 1.9 we take D = 3, b = 2, ν= 0.2, c = 1.5 and we increase the intensity of the noise
toα= 1.5. In this case, both species become extinct and, moreover, the substrate reaches negative values
for some timeswhich is totally unrealistic from the biological point of view, as explained previously.
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Figure 1.9: Extinction of both species. α= 1.5
Now, in Figure 1.10 we take D = 3, b = 0.5, ν= 1.2 andα = 0.5. In this case, it is not difficult to notice
that both species persist. Nevertheless, the dynamics of the substrate clearly cross the line s = 0which is
an important inconvenient.
Figure 1.10: Persistence of both species. α= 0.5
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Finally, in Figure 1.11 we take D = 3, b = 0.5, ν = 1.2 and α = 1.5. In this case, the species which are
sticked on the walls of the culture vessel persist whereas the ones in the liquid media become extinct. In
addition, we also find some drawbacks since the substrate reaches negative values.
Figure 1.11: Persistence and extinction. α= 1.5
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Modeling andanalysis of randomdisturbances
on the input flow in chemostatmodels
In this chapter, wewill consider both chemostatmodels, with andwithout wall growth, where the
input flow is perturbed by means of the Ornstein-Uhlenbeck process which is, differently to the standard
Wiener process, a bounded noise. In this case, wewill set up a new framework. Particularly, a parameterβ
will be introducedas drift in the Langevin equation that allows tobridge agapbetweenapureWiener pro-
cess andnonoise at all. This parameter, whose value is related to the amplitude of the deviations observed
on the realizations, acts a a control in practice. In such away, the resulting randomdifferential systemmay
not generate a random dynamical system, nevertheless this does not represent any inconvenient for the
analysis of its long-time behavior, since it can be investigated for every fixed event ω. Thanks to this new
approach, we will prove the existence and uniqueness of positive global solution of our models as well as
the existence of both deterministic absorbing and attracting sets for the solutions of our system, in order
to obtain detailed information regarding its asymptotic dynamics. However, themost interesting point is
that such sets will be deterministic andwill be obtained forwards in time, which is a relevant achievement
respect to the case when dealingwith random dynamical systems and pullback attractors. In addition, we
will ensure the previous sets to be strictly positive, whichmeans that the persistence of the species will be
ensured. That is, needless to say, themainpurpose of biologists. Finally, several numerical simulationswill
be presented to support the provided results. Apart from that, some comparisons between theway of per-
turbing the input flow in this chapter and Chapter 1 will be stated and some discussions and conclusions
concerning the use of bounded noise to perturb the input flow in the chemostat models will be also pro-
vided.
The results and explanations concerning the contributions of this chapter can be found in [12, 60].
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2.1 A new framework to dealwith theOrnstein-Uhlenbeck process
In this first section,we set anew frameworkwhichwill behighly useful andwill consist in the key to en-
sure the persistence of the species under some smallness conditions on certain parameters involved in the
chemostat model such as the dilution rate, the amplitude or intensity of the noise and also the collective
death rate of the species in the model with wall growth. This new approach, in addition, will allow us to
prove the existence of both absorbing and attracting sets forwards in time and, what is more interesting,
independently on the noise.
At first, let us considerW being a two sided standardWiener process. As explained inAppendixA, Kol-
mogorov's theorem ensures that W has a continuous version, that we will denote by ω, whose canonical
interpretation is as follows: letΩ=C0(R,R), the space of continuous functions that are zero at zero,F the
Borelσ−algebra onΩ generated by the compact open topology (see [4] for details) andP the correspond-
ingWienermeasure onF . We consider now theWiener shift flow given by
θtω(·)=ω(·+ t )−ω(t ), for all t ∈R.
Then, (Ω,F ,P, {θt }t∈R) defines ametric dynamical system (see Appendix A for details).
Now, we introduce a new suitable Ornstein-Uhlenbeck process, as a generalization of the one defined
in (A.1) in Appendix A, by considering some parameters on the drifts of the stochastic process which allow
us to control the realizations of the noise in some sense. To this end, we present the following Ornstein-
Uhlenbeckprocess on themetric dynamical system (Ω,F ,P, {θt }t∈R), which is definedas the randomvari-
able given by
z∗β,ν(θtω)=−βν
0∫
−∞
eβsθtω(s)d s, for all t ∈R, ω ∈Ω, β> 0, ν> 0, (2.1)
which solves the following Langevin equation (see [4, 18, 19])
d z+βzd t = νdω(t ), for all t ∈R. (2.2)
TheOrnstein-Uhlenbeck process given by (2.1) is a stationarymean-reverting Gaussian stochastic pro-
cess where β > 0 is the mean reversion constant that represents the strength with which the process is
attracted by the mean or, in other words, how strongly our system reacts under some perturbation, and
ν> 0 is the volatility constant which represents the variation or the size of the noise independently of the
amount of the noiseα> 0. In fact, the Ornstein-Uhlenbeck process can describe the position of some par-
ticle by taking into account the friction,which is themaindifferencewith the standardWiener process and
makes ourmodel to be abetter approach to the real ones. In addition, theOrnstein-Uhlenbeckprocess can
be understood as a kind of generalization of the standardWiener process, which would correspond to take
β= 0 andν= 1 in (2.1).
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By taking into account the definition of both parameters β and ν involved in the Langevin equation
(2.2), we highlight the following relevant observations concerning the effects caused by each of them on
the evolution of the stochastic process.
• Fixed β > 0. Then, the volatility of the process is larger if we consider a larger ν. However, the evo-
lution of the process is considerably smoother when we take a smaller value of ν. This is quite reasonable
since ν decides the amount of noise introduced to d z, whichmeasures the variation of the stochastic pro-
cess, hence the process will be subjected to suffer muchmore changes when choosing a larger value of ν.
Wecaneasilyobservethisbehavior inFigure2.1wherewesimulate twotypical realizationsof theperturbed
dilution rateD+αz∗
β,ν
(θtω)withD = 2,α= 0.8,β= 2andweconsiderν= 0.1 (blue) andν= 0.5 (orange).
Figure 2.1: Realizations of the perturbed dilution ratewithD = 2,α= 0.8 andβ= 2
• Fixedν> 0. Then, the process tends to go further away from themean value if we consider a smaller
valueofβ. However, theattractionof themean increaseswhen takinga largerβ,which is absolutely logical
since β has a huge influence on the drift of the Langevin equation (2.2). For instance, we can observe this
behavior in Figure 2.2, where we simulate two realizations of the perturbed dilution rate D +αz∗
β,ν
(θtω)
withD = 2,α= 0.8,ν= 0.5 andwe takeβ = 2 (blue) andβ= 10 (orange).
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Figure 2.2: Realizations of the perturbed dilution ratewithD = 2,α= 0.8 andν= 0.5
Weestablishbelowanimportant result involvingsomeergodicpropertiesheldbytheOrnstein-Uhlenbeck
process (2.1) whichwill be used at several places in the sequel.
Proposition 2.1.1 There exists aθt -invariant set Ω˜∈F ofΩ of fullP−measure such that forω ∈ Ω˜ andβ,ν> 0,
we have
(i) the randomvariable |z∗
β,ν
(ω)| is tempered (see Definition B.0.3 in Appendix B).
(ii) themapping
(t ,ω)→ z∗β,ν(θtω)=−βν
0∫
−∞
eβs(θtω)(s)d s
is a stationary solution of (2.2)with continuous trajectories;
(iii) for anyω∈ Ω˜ one has:
lim
t→±∞
|z∗
β,ν
(θtω)|
t
= 0;
lim
t→±∞
1
t
∫t
0
z∗β,ν(θsω)d s = 0;
lim
t→±∞
1
t
∫t
0
∣∣∣z∗β,ν(θsω)∣∣∣d s = E[z∗β,ν]<∞;
(iv) finally, for anyω∈ Ω˜,
lim
β→+∞
z∗β,ν(θtω)= 0, for all t ∈R.
Remark 2.1.1 Wenote that the proof of (iv) can be found in [1] (see Lemma4.1) andwe refer the readers to [4, 18] for
the proof of (i)-(iii).
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Then, we restrict the metric dynamical system previously introduced to Ω˜, such that we obtain a new
metric dynamical system, see [14] for details. For simplicity, we denote again this new metric dynamical
systemby the old symbols, namely (Ω,F ,P, {θt }t∈R).
Our aim in this section is to analyze both chemostat models with and without wall growth, where the
input flow is perturbed by using the O-U process as explained before. To this end, let us first fix a strictly
positive interval, namely (b1,b2) ⊂ R, where b2 > b1 > 0. Thanks to the last item in Proposition 2.1.1, for
eachω ∈Ω, it is possible to chooseβ ∈R large enough such that the corresponding realization of the per-
turbed input flow, D +αz∗
β,ν
(θtω), remains inside the interval (b1,b2) for every t ∈ R. Nevertheless, it is
not possible to ensure, from a theoretical point of view, that there exists some β ∈ R such that almost all
realizations of the perturbed input flow remains in (b1,b2), even though it seems to be true whenmaking
some numerical simulations. Because of this reason, we will analyze our random chemostatmodels, with
andwithout wall growth, for every fixedω ∈Ω.
In the sequel, let us refer only to the chemostat model without wall growth in order to motivate our
analysis, since the same arguments are valid formotivating the casewithwall growth. As stated above, we
know that it is possible to findβω ∈ R such that D +αz∗βω(θtω) ∈ (b1,b2) for every t ∈ R, thenwe need to
analyze the following random system
d s
d t
= (si n − s)
[
D +αz∗βω,ν(θtω)
]
−µ(s)x, (2.3)
d x
d t
= −
[
D +αz∗βω,ν(θtω)
]
x+µ(s)x. (2.4)
We would like to remark that the choice of β depends on ω ∈ Ω, this is the reason to write βω in the
previous system. Then,βω acts in practice as a control parameter. As a consequence, sinceβω ∈Rdepends
on the eventω previously fixed, the solutions of system (2.3)-(2.4) may not generate a random dynamical
system. Nevertheless, this does not represent any inconvenient for the analysis of the long-time behavior
of the random differential system (2.3)-(2.4) since it can be investigated, as pointed out before, for every
fixed event ω. Therefore, once fixed an event ω ∈Ω, we have that βω is also a fixed real number, thus we
will rewriteβω =β, for thesakeof clarity. The interesting fact is that theattracting sets for thesolutionswill
notdependonω, sowewill obtainanonrandomsetwhereall solutions forall realizationswill approach to.
Throughout the rest of the section, we prove the existence and uniqueness of a global solution of the
corresponding system (2.3)-(2.4) as well as the existence of a strictly positive forward attracting set for the
solutions of system (2.3)-(2.4), under some condition involving the parameters of the model, whence we
will beable toensure that themicroorganismconcentrationwill bealsoasymptotically insideastrictlypos-
itive interval or, in otherwords, wewill guarantee the persistence of the species.
As pointed out previously, the same arguments are used tomotivate the analysis of the corresponding
random chemostatmodel withwall growth, as wewill see in Section 2.3.
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Before startingwith the analysis previouslymotivated, let us define the following constants
s := µ−1(b1) and s¯ :=µ
−1(b2), (2.5)
whichwill be essential henceforth. In addition, we recall that
µ(s)=
ms
a+ s
, for all s ≥ 0,
denotes the consumption function of the species. In Figure 2.3 where we plot the mapping s 7→ µ(s) and
overlap a realization of the perturbed input flow as well, without taking into account the dependency of
time.
D
b2
b1
s s¯
m
s
Figure 2.3: Realizations of the perturbed dilution rate, s and s¯
Once presented this new framework, we will focus in the next sections on providing a careful analysis
of both random chemostatmodels, with andwithout wall growth.
2.2 Randomchemostatmodel
In this sectionweanalyze the simplest chemostatmodelwithoutwall growthwhere the input flowhas
been perturbed by using the Ornstein-Uhlenbeck process, which will lead us to deal with a random differ-
ential system in place of the stochastic one studied in Chapter 1.
Specifically, we are interested in analyzing the following random chemostatmodel
d s
d t
= −
[
D +αz∗β,ν(θtω)
]
s−µ(s)x+ si n
[
D +αz∗β,ν(θtω)
]
, (2.6)
d x
d t
= −
[
D +αz∗β,ν(θtω)
]
x+µ(s)x. (2.7)
50
Randomdisturbances on the input flow
Henceforth,ω ∈Ω is fixedandβ ∈R isalsoaparameterwhichhasbeenfixedsuchthatD+αz∗
β,ν
(θtω) ∈
(b1,b2) for all t ∈R.
2.2.1 Existence anduniqueness of global solution
In this section,X = {(x, y) ∈R2 : x ≥ 0, y ≥ 0} denotes the positive cone.
Theorem2.2.1 For any initial pair v0 := (s0,x0) ∈X , system (2.6)-(2.7) possesses a unique global solution
v(·;0,ω,v0) := (s(·;0,ω,v0),x(·;0,ω,v0)) ∈C
1([0,+∞),X )
with v(0;0,ω,v0)= v0, where s0 := s(0;0,ω,v0) and x0 := x(0;0,ω,v0).
Proof. We set v(·;0,ω,v0) := (s(·;0,ω,v0),x(·;0,ω,v0)) such that system (2.6)-(2.7) can be rewritten as
d v
d t
= L(θtω) v +F (v,θtω),
where
L(θtω) =
(
−(D +αz∗
β,ν
(θtω)) −m
0 −(D +αz∗
β,ν
(θtω))+m
)
andF :X × [0,+∞)−→R2 is given by
F (ξ,θtω) =

ma
a+ξ1
ξ2+ si nD +αsi n z
∗
β,ν(θtω)
−ma
a+ξ1
ξ2
 ,
where ξ= (ξ1,ξ2) ∈X .
Since z∗
β,ν
(θtω) is continuous,L generatesanevolutionsystemonR2. Moreover,wenotice thatF (·,θtω) ∈
C
1(X × [0,+∞);R2)which implies that it is locally Lipschitz with respect to (ξ1,ξ2) ∈X . Therefore, sys-
tem (2.6)-(2.7) possesses a unique local solution.
Now,weprove that theunique local solutionof system(2.6)-(2.7) is defined for any forward timeand is,
then, a uniqueglobal one. To this end,wedefine thenewstate variable q(t ) := s(t )+x(t )−si n. Therefore,
q satisfies the following differential equation
d q
d t
=−
[
D +αz∗β,ν(θtω)
]
q, (2.8)
whose solution is given by
q(t ;0,ω,q0)= q0e
−Dt−α
∫t
0 z
∗
β,ν
(θsω)ds . (2.9)
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It is straightforward to check that q does not blow up at any finite time, thanks to the positiveness of
thedilution rate and the ergodic properties satisfiedby theO-Uprocess (seeProposition2.2.1, (iii)), what is
more, q is bounded. In addition, after solving (2.7) we have the following upper bound for the x-equation
x(t ;0,ω,x0)≤ x0e
−(D−m)t−α
∫t
0 z
∗
β,ν
(θsω)ds ,
sinceµ(s)≤m for any s ≥ 0.
In conclusion, x is also bounded by an expressionwhich does not blowup at any finite time. Therefore,
s does not blow up either and we can conclude that the chemostat model (2.6)-(2.7) possesses a unique
global solution.
Moreover, sincex ≡ 0 solves (2.7) andevery realizationofournoise remains inastrictlypositive interval,
we conclude that
d s
d t
∣∣∣∣
s=0
=
[
D +αz∗β,ν(θtω)
]
si n > 0,
whencewe canensure theunique solutionof system (2.6)-(2.7) to be in thepositive coneX for every initial
value v0 ∈X .
2.2.2 Existence of a deterministic attracting set
Now, we are interested in proving the existence of an attracting set. From now on, F ⊂ X denotes a
bounded set in the positive cone.
Theorem2.2.2 For any ε > 0, there exists a deterministic compact absorbing set Bε ⊂X for the solutions of our
system (2.6)-(2.7), i.e., thereexistsTF (ω,ε)> 0 such that for everygiven initialpairv0∈ F , the solution correspond-
ing to v0 remains insideBε for all t ≥ TF (ω,ε).
Proof. Consider again q(t )= s(t )+x(t )− si n . Then, thanks to (2.9), we obtain
lim
t→+∞
q(t ;0,ω,q0)= 0. (2.10)
Thus, given v0 ∈ F and any ε> 0, there existsTF (ω,ε)> 0 such that
−ε≤ q(t ;0,ω,q0)≤ ε
for every t ≥ TF (ω,ε).
Then,
Bε := {(s,x) ∈X : si n −ε≤ s+x ≤ si n +ε} (2.11)
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is a compact absorbing set inX .
Therefore, thanks to Theorem2.2.2, we have that
B0 := {(s,x) ∈X : s+x = si n} (2.12)
is a deterministic attracting set for the solutions of our system (2.6)-(2.7) in forward sense, i.e.,
lim
t→+∞
sup
v0∈F
inf
b0∈B0
|v(t ;0,ω,v0)−b0| = 0
holds true.
2.2.3 Internal structure of the deterministic attracting set
In this section,weanalyzethe internal structureof thedeterministicattractingsetB0 , givenby(2.12). To
this end,we develop a deeper analysis of both equations of the nutrient andmicroorganism concentration
separately andwe also take into account the asymptotic behavior of the totalmass s+x.
Proposition 2.2.1 Assume that the following condition
D >µ(si n) (2.13)
holds. Then, the corresponding deterministic attracting set for the solutions of the chemostat model (2.6)-(2.7) is
reduced to a singleton componentwhich is given by B̂0= {(si n ,0)}.
Proof.WeknowthatBε ,which isgivenby(2.11), definesacompactabsorbingset for thesolutionsofoursys-
temfor everyε> 0. Then, thereexistsTF (ω,ε)> 0 such that for everygiven initial pair v0 ∈ F , s(t )≤ si n+ε
for all t ≥ TF (ω,ε), whence we can deduce that µ(s(t )) ≤ µ(si n + ε) since µ(·) is an increasing function.
Therefore, from (2.7) we obtain
d x
d t
≤−
[
D +αz∗β,ν(θtω)
]
x+µ(si n +ε)x,
whose solution satisfies
x(t ;0,ω,x0)≤ x0e
−(D−µ(si n+ε))t−α
∫t
0 z
∗
β,ν
(θsω)ds .
In addition, by assuming that condition (2.13) holds true, we know that there exists ε0 > 0 such that
D > µ(si n +ε) for every ε ∈ (0,ε0). Thus, we can easily deduce that x tends to zero when t goes to infinity
as long as (2.13) is satisfied.
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Therefore, the attracting set for the solutions of the chemostatmodel (2.6)-(2.7) consists of a singleton
component, which is given by B̂0 = {(si n ,0)}.
Remark 2.2.1 Wewould like to highlight that Proposition 2.2.1 can be easily proved by assuming D > m. Never-
theless, assumption (2.13) is sharper thanD >m even though it requires a bitmore of technicalities.
The next result proves that it is possible to ensure the persistence of the microorganisms under some
condition involving the parameters of themodel.
Theorem2.2.3 Assume that
s¯ < si n (2.14)
holds true,where s¯ is defined as in (2.5). Then, for any ε> 0, there exists a deterministic compact absorbing set B̂ε⊂
X , which is strictly contained in the positive coneX , for the solutions of our chemostatmodel (2.6)-(2.7).
Proof.We recall that q(t ) = s(t )+x(t )− si n satisfies the differential equation (2.8). Hence, from (2.10)we
have that, for any ε > 0, there existsTF (ω,ε)> 0 such that for every given initial pair v0 ∈ F , we obtain
−ε≤ q(t ;0,ω,q0)≤ ε (2.15)
for every t ≥ TF (ω,ε).
Now, we analyze the differential equation for the substrate independently of the dynamics of system
(2.6)-(2.7) since itwill helpus to guarantee the existence of a compact absorbing set for the substrate equa-
tion, which will be totally contained in the positive cone X . Then, from (2.6), as q(t ) = s(t )+ x(t )− si n ,
we have the following differential equation satisfied by the substrate
d s(t ;0,ω, s0)
d t
= (si n − s(t ;0,ω, s0))(D +αz
∗
β,ν(θtω))−µ(s(t ;0,ω, s0))q(t ;0,ω,q0)
−µ(s(t ;0,ω, s0))(si n − s(t ;0,ω, s0)).
Hence, from (2.15) we can obtain the following bounds for the s−equation
d s(t ;0,ω, s0)
d t
≤ (si n − s(t ;0,ω, s0))(D +αz
∗
β,ν(θtω))−µ(s(t ;0,ω, s0))(si n − s(t ;0,ω, s0))
+εm (2.16)
and
d s(t ;0,ω, s0)
d t
≥ (si n − s(t ;0,ω, s0))(D +αz
∗
β,ν(θtω))−µ(s(t ;0,ω, s0))(si n − s(t ;0,ω, s0))
−εm, (2.17)
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for every v0 ∈ F , ε> 0 and for all t ≥ TF (ω,ε), wherewe recall thatµ(s) <m for any s > 0.
We study now both differential inequalities (2.16) and (2.17) when s = s and s = s¯, respectively, where
s and s¯ are defined as in (2.5). On the one hand, thanks to (2.14), we have
d s(t ;0,ω, s0)
d t
∣∣∣∣
s=s¯
≤ (si n − s¯)(D +αz
∗
β,ν(θtω))−µ(s¯)(si n − s¯)+εm
≤ (si n − s¯)π−+εm,
for every v0 ∈ F , ε> 0 and for all t ≥ TF (ω,ε), whereπ− := supt≥0π−(t ) andπ−(t )= (D +αz
∗
β,ν
(θtω))−
µ(s¯).
In this case, as long aswe take ε ∈ (0,−(si n − s¯)π−/m), we have (si n − s¯)π−+εm < 0, and
d s(t ;0,ω, s0)
d t
∣∣∣∣
s=s¯
< 0. (2.18)
On the other hand, from (2.14) we deduce that si n > s. Then, we similarly have
d s(t ;0,ω, s0)
d t
∣∣∣∣
s=s
≥ (si n − s)(D +αz
∗
β,ν(θtω))−µ(s)(si n − s)−εm
≥ (si n − s)π
+
−εm,
for every v0 ∈ F , ε> 0 and for all t ≥ TF (ω,ε), where π+ := inft≥0π+(t ) andπ+(t ) = (D +αz∗β,ν(θtω))−
µ(s).
Now, it is enough to consider ε ∈ (0, (si n − s)π+/m) in order to have (si n − s)π+−εm > 0. Thus,
d s(t ;0,ω, s0)
d t
∣∣∣∣
s=s
> 0. (2.19)
From (2.18) and (2.19) we obtain a frame for the s variable:
s < s(t ;0,ω, s0)< s¯
for every givenε ∈ (0,min{(si n− s¯)π+/m,−(si n− s¯)π−/m}) and for all t ≥ TF (ω,ε), whichmeans that the
interval (s , s¯) is a deterministic absorbing set for equation (2.6) in forward sense.
In the sequel,weareable toguarantee thepersistenceof themicroorganismsbyproving that therealso
exists another deterministic absorbing set in forward sense, associated to the equation describing the dy-
namics of themicrobial biomass, which is also totally contained in the positive coneX .
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As a consequence of the previous reasoning, we obtain the following inequalities
−s¯+ si n −ε< x(t ;0,ω,x0)<−s+ si n +ε,
for every given ε ∈ (0,min{(si n − s¯)π+/m,−(si n − s¯)π−/m}) and for all t ≥ TF (ω,ε).
Thanks to the previous study, we can deduce that the following deterministic set
B̂ε = {(s,x) ∈X : si n −ε≤ s+x ≤ si n +ε, s ≤ s ≤ s¯, si n − s¯−ε≤ x ≤ si n − s+ε}
defines a compact absorbing set for the solutions of our chemostatmodel (2.6)-(2.7) in forward sense.
Hence, we obtain that
B̂0 = {(s,x) ∈X : s+x = si n , s ≤ s ≤ s¯, si n − s¯ ≤ x ≤ si n − s} (2.20)
is a strictlypositivedeterministic compact attracting set for the solutionsof (2.6)-(2.7) in forward sense (see
Figure 2.4).
si n − s
si n − s¯
s s¯ si n
si n
s
x
B̂0
B0
Figure 2.4: Attracting set B̂0
We notice that, as long as condition (2.14) holds true, we obtain a new deterministic attracting set
B̂0 which is clearly smaller than the initial one B0. Thus, we can ensure the persistence of the microbial
biomass. What ismore, the corresponding deterministic attracting set is obtained forwards in time,which
makes itself evenmore interesting.
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FromProposition 2.2.1, Theorem 2.2.3 and taking into account the arguments used in the correspond-
ing proofs, it is possible to analyze all the cases involving both conditions (2.13) and (2.14) which are pre-
sented in Table 2.1 as a summary concerning the internal structure of the attracting set B̂0, given by (2.20).
si n > s¯ si n = s¯ si n < s¯
Extinction (Proposition 2.2.1)
D >µ(si n) Not possible Not possible B̂0 = {(si n ,0)}
(washout equilibrium)
Persistence (Theorem2.2.3) Not possible to obtain (2.18). Not possible to obtain (2.18).
D =µ(si n) s+x = si n , s ≤ s ≤ s¯ We can prove We can prove
si n − s¯ ≤ x ≤ si n − s s ≤ s ≤ si n , 0≤ x ≤ si n − s s ≤ s ≤ si n , 0≤ x ≤ si n − s
Not possible to obtain (2.18).
D <µ(si n) Not possible Not possible We can prove
s ≤ s ≤ si n , 0≤ x ≤ si n − s
Table 2.1: Internal structure of the deterministic attracting set B̂0
In order to provide a complete description of the asymptotic behavior of the chemostat model with
random input flow, we explain Table 2.1 in more detail. Firstly, it is easy to check that some cases are not
compatible (it is enough to make a simple draw to notice it). In addition, thanks to Proposition 2.2.1 and
Theorem2.2.3, we know that the biomass becomes extinct as long as (2.13) holds true andwe deduce per-
sistence if (2.14) is fulfilled. However, there are more cases which can be analyzed. On the one hand, if
D =µ(si n) and si n = s¯ hold true, we can check that it is possible to redo the proof of Theorem 2.2.3but, in
this case, (2.18) becomes an equality implying that the attracting set, B̂0, is given by
B̂0 = {(s,x) ∈X : s+x = si n , s ≤ s ≤ si n , 0≤ x ≤ si n − s}. (2.21)
On the other hand, as long as si n < s¯ and D ≤ µ(si n) are fulfilled, we can also redo the proof of Theo-
rem2.2.3 but, in this case, we cannot obtain (2.18). Thus, the attracting set, B̂0, is also given by (2.21).
From the previous analysis, it is worthmentioning that, differently to the deterministic case, where the
washout equilibrium (si n ,0) is attractive if D = µ(si n) holds true (whence we obtain the extinction of the
microbial biomass), see e.g. [49, 70], it is possible to deduce a relevant improvement when considering
randomdisturbances on the input flow as in this section since, although it is not possible to guarantee the
persistence of the microorganisms in the strong sense (11), we are able to ensure that the corresponding
attracting set has several points (in fact, all of themexcept thewashout) inside the positive cone.
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2.2.4 Numerical simulations and final comments
In this section we would like to show some numerical simulations concerning the random chemostat
model (2.6)-(2.7) in order to support the results proved throughout this section.
We remark that we use again the Euler-Maruyamamethod (see [50] for more detailed information) to
define the numerical scheme necessary to obtain the numerical simulations, see Section 1.1.5 in Chapter 1
or [9, 10, 13].
In every simulation, the dashed lines represent the solution of the deterministic systems, i.e., the be-
havior of the stochastic/random system after taking α = 0, whereas the continuous lines correspond to
different realizations of the solution of the corresponding stochastic/random system.
Now, we show some simulations concerning the random chemostat model previously studied in Sec-
tion2.2. In eachof the following figures threepanels are displayed: the left one shows thephaseplane and
thegeneral dynamicsof the randomchemostatmodel; the twopanels on the right-handsidehelpus to see
two important zones in the phase plane. These places are said to be important due to the fact that some
notable changes can be observe in the dynamics of the systemaround these points.
InFigure2.5wesetD = 2, si n = 4,a = 0.6,m = 5,α= 0.5,β= 1,ν= 0.7andinitial values s0 = 2,x0 = 5
for the nutrient and the microorganisms, respectively. In this case (2.14) holds true and this is the reason
whywe canobserve thepersistence of the species. We canalso seehow the realizations are approaching to
the line s+x = si n , as proved in (2.12) and (2.20).
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Figure 2.5: Persistence of the species in the random chemostatmodel
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In the next two figures, we change the intensity of the noise and the parameters involved in the defini-
tionof theOrnstein-Uhlenbeckprocess. Wewill just specify thoseparameters tobe changed inordernot to
be redundant. For instance, in Figure 2.6we increase the intensity of thenoise toα = 1, themean reversion
constant toβ= 5andweslightlydecrease thevolatility constant toν= 0.2. In this casewecaneasilynotice
that the dynamics tends to the line s+x = si n , as previously proved.
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Figure 2.6: Persistence of the species in the random chemostatmodel (ii)
Furthermore, in Figure 2.7 we take α = 4 and the rest of parameters are not changed respect to the
last ones. We can also see the dynamics approaching to x + s = si n even though the quantity of noise is
considerably large. In fact, by taking intoaccount themodel perturbedbyusing thewhitenoise, asmade in
Chapter 1,we can check thehighdifferences betweenbothways ofmodeling thedisturbances on the input
flow since here we can consider large values asα= 4whereas much smaller values, such asα= 1 or even
α = 0.5, made some state variables take negative values in the case of considering the standard Wiener
process. It is basically due to the fact that, in this case where we use the Ornstein-Uhlenbeck process, the
parameterβplays anessential role in the sense that the intensity of thenoise canbe increased in exchange
for increasingβ.
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Figure 2.7: Persistence of the species in the random chemostatmodel (iii)
In Figure 2.8 we take D = 3.5, si n = 2, a = 0.8, m = 0.5, α = 0.5, β = 1, ν = 0.7 and initial values
s0 = 2.5, x0 = 5 for the nutrient and the microorganisms, respectively. Then we can see that the microor-
ganisms extinguish, what is not surprising due to the fact that condition (2.13) is fulfilled. We can also see
here how the realizations are approaching the line s+x = si n , as proved in (2.12).
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Figure 2.8: Extinction of the species in the random chemostatmodel
Asmade before, we only specify the parameters to be changed respect to the last ones considered. For
example, in Figure 2.9 we increase the intensity of the noise and themean reversion constant toα = 1 and
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β = 5, respectively. In addition, we slightly decrease the volatility constant to ν = 0.2. In this case, it is
straightforward to notice that, since (2.13) is true, the dynamics tend to (si n ,0), as proved in Proposition
2.2.1.
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Figure 2.9: Extinction of the species in the random chemostatmodel (ii)
On the other hand, we change in Figure 2.10 the intensity of the noise to α = 4 and we observe the
samebehavior, even though thequantity of noise is considerably large respect to the rest of the caseswhen
perturbing the input flow by using theOrnstein-Uhlenbeck process and, what is more interesting, respect
to the casewhen using the standard Brownianmotion, as in Chapter 1.
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Figure 2.10: Extinction of the species in the random chemostatmodel (iii)
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Next we present two figures where we overlap a typical realization of the solution of system (1.5)-(1.6)
and another one of the solution of system (2.6)-(2.7) such that we can notice much more easily the dif-
ferences between the simulations concerning the different ways ofmodeling randomness and stochastic-
ity on the input flow. In each figure we display a big panel where the general dynamics can be seen and
four smaller panels which correspond to two different zooms of two interesting places of the realizations,
specifically the dynamics around (s,x) = (2,2) and (s,x) = (2,0) in Figure 2.11 and the dynamics about
(s,x)= (0.2,5.5) and (s,x)= (0.4,3.75) in Figure 2.12.
In Figure 2.11 we plot a typical realizationwhen perturbing the dilution rate with the standardWiener
process (orange) and two different ones when perturbing with the Ornstein-Uhlenbeck process for differ-
ent values of the mean reversion constant β = 2 (red) and β = 0.5 (green). In this case, we take si n = 2,
D = 3.5, a = 0.8, m = 0.5, α = 0.8, σ = 0.8, x0 = 5 and s0 = 2.5. We can easily observe that (2.13) and
(1.16) are both fulfilled then themicroorganismsbecomeextinct, aswealreadyproved in Sections 1.1.3 (see
Proposition (1.1.1)) in Chapter 1 and 2.2.3 (see Proposition (2.2.1)) in Chapter 2.
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Figure 2.11: Comparison in case of extinction
Eventually, in Figure 2.12 we plot again a typical realizationwhen perturbing the dilution ratewith the
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standardWienerprocess (orange)andtwodifferentoneswhenperturbingbyusingtheOrnstein-Uhlenbeck
process for β = 2 (red) and β = 0.5 (green), but now we take si n = 4, D = 2, a = 0.6, m = 5, α = 0.15,
σ = 0.8, x0 = 5 and s0 = 2. In this case (1.16) does not hold true, thus it is not possible to ensure the
persistence of the species (in the chemostat model perturbed by using the standard Wiener process) al-
though numerically it can be obtained for the previous values of the parameters. In addition, D < µ(si n)
and s¯ < si n hold true, then we can ensure the persistence of the microbial biomass when perturbing the
chemostatmodel bymeans of the Ornstein-Uhlenbeck process. Moreover, we can observe that every real-
ization is approaching to the line s+ x = si n , as proved in Section 1.1.4 (see (1.17)) in Chapter 1 and Section
2.2.3 (see (2.20)) in Chapter 2.
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Figure 2.12: Comparison in case of persistence
In conclusion, we can observe that the Ornstein-Uhlenbeck process gives us a useful and interesting
toolwhenmodeling stochasticity and randomness since it allows us to set upmathematicalmodelswhich
guarantee the positiveness of the variable and therefore it better suits to represent reality. Moreover, the
absorbing andattracting sets provided in themathematical results are deterministic and forwards in time.
This new framework could also allow us to revisit the persistence of species under input disturbances, for
instance, in case of taking also into account thewall growth, as wewill develop in Section 2.3.
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2.3 Randomchemostatmodelwithwall growth
In this section, we are interested in analyzing the chemostatmodel withwall growth (6)-(8) where the
input flow is perturbed bymeans of theOrnstein-Uhlenbeck process, similarly to Section 2.2.
2.3.1 Existence anduniqueness of global solution
We are interested in analyzing the following random differential systemwith wall growth andMonod
kinetics
d s
d t
=
(
D +αz∗β,ν(θtω)
)
(si n − s)−
ms
a+ s
x1−
ms
a+ s
x2+bνx1, (2.22)
d x1
d t
= −
(
ν+D +αz∗β,ν(θtω)
)
x1+
cs
a+ s
x1− r1x1+ r2x2, (2.23)
d x2
d t
= −νx2+
cs
a+ s
x2+ r1x1− r2x2, (2.24)
where z∗
β,ν
(θtω) denotes, as in Section 2.2, the new Ornstein-Uhlenbeck process defined in (2.1). Hence-
forth, we considerω ∈Ω to be fixed and, then,β ∈ R is also a fixed parameter such that D +αz∗
β,ν
(θtω) ∈
(b1,b2) for every t ∈R.
In this section, X = {(x, y,z) ∈ R3 : x ≥ 0, y ≥ 0,z ≥ 0} will denote the positive cone in the three-
dimensional space.
Firstly, wewill state a result concerning the existence and uniqueness of global solution of the chemo-
statmodel withwall growth (2.22)-(2.24).
Theorem2.3.1 For any initial triple v0 := (s0,x10,x20) ∈X , system (2.22)-(2.24) possesses a unique global solu-
tion
v(·;0,ω,v0) := (s(·;0,ω,v0),x1(·;0,ω,v0),x2(·;0,ω,v0)) ∈C
1([0,+∞),X )
with v(0;0,ω,v0)= v0, where s0 := s(0;0,ω,v0), x10 := x1(0;0,ω,v0) and x20 := x2(0;0,ω,v0).
Proof. Let us recall that the random system (2.22)-(2.24) can be rewritten as
d v
d t
= L(θtω) v +F (v,θtω),
where
L(θtω) =

−
(
D +αz∗
β,ν
(θtω)
)
−m+bν −m
0 −
(
ν+D +αz∗
β,ν
(θtω)
)
− r1+c r2
0 r1 −ν+c− r2

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andF :X × [0,+∞)−→R3 is given by
F (η,θtω) =

(
D +αz∗
β,ν
(θtω)
)
si n +
ma
a+η1
η2+
ma
a+η1
η3
−
ca
a+η1
η2
−
ca
a+η1
η3

,
where η= (η1,η2,η3) ∈X .
Since z∗
β,ν
(θtω) is continuous,L generatesanevolutionsystemonR3. Moreover,wenotice thatF (·,θtω)
∈C 1
(
X × [0,+∞);R3
)
which implies that it is locally Lipschitzwith respect to (η1,η2,η3) ∈X . Therefore,
system (2.22)-(2.24) possesses a unique local solution.
Now,weprove that theunique local solutionof system(2.22)-(2.24) is defined for any forward timeand
is, then, a unique global one. To this end, we define the new state variable p(t ) = s(t )+ m
c
(x1(t )+ x2(t ))
and take into account thatD +αz∗
β,ν
(θtω)> b1 > 0 for every t ∈R, c ≤m and b ≤ 1. Thus we have that p
satisfies the next randomdifferential inequalities
d p
d t
=
(
D +αz∗β,ν(θtω)
)
si n −
(
D +αz∗β,ν(θtω)
)
s−
[m
c
(
ν+D +αz∗β,ν(θtω)
)
−bν
]
x1−
m
c
νx2
≤
(
D +αz∗β,ν(θtω)
)
si n −b1s−
m
c
b1x1−
m
c
νx2
≤
(
D +αz∗β,ν(θtω)
)
si n −ϑ
[
s+
m
c
x1+
m
c
x2
]
=
(
D +αz∗β,ν(θtω)
)
si n −ϑp(t ),
or, in otherwords, p verifies the following randomdifferential equation
d p
d t
≤
(
D +αz∗β,ν(θtω)
)
si n −ϑp(t ), (2.25)
whereϑ :=min{b1,ν}> 0.
By solving (2.25), we have
p(t ;0,ω,p0)≤ p0e
−ϑt
+ si n
∫t
0
(
D +αz∗β,ν(θsω)
)
e−ϑ(t−s)d s. (2.26)
We remark that the integrand in (2.26) converges to zero for every t ≥ s ≥ 0when t goes to infinity, but
not the integral. Moreover, the integral has subexponential growth.
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Therefore, p does not blow up at any finite time, thus s, x1 and x2 do not blow up at any finite time
either. Hence, the solution of system (2.22)-(2.24) is defined for any forward time,whencewe can straight-
forwardly deduce that the unique local solution of our system (2.22)-(2.24) is, in fact, a unique global one.
Now,we are going to prove that the previous unique global solution remains in the positive coneX for
every initial value v0 ∈X . To this end, we firstly consider x1 ≥ 0 and x2 ≥ 0 and we evaluate the random
differential equation for the substratewhen s = 0 such that we have
d s
d t
∣∣∣∣
s=0
=
(
D +αz∗β,ν(θtω)
)
si n +bνx1 > 0
due to the fact that the perturbed input flow is always positive. Moreover, for every s ≥ 0 and x2 ≥ 0, from
the equation of themicroorganisms in the liquidmedia, we have
d x1
d t
∣∣∣∣
x1=0
= r2x2 ≥ 0
and, for every s ≥ 0 and x1 ≥ 0, from the species which are sticked on the walls of the culture vessel, we
have
d x2
d t
∣∣∣∣
x2=0
= r1x1 ≥ 0.
Thus, the unique global solution v(t ;0,ω,v0) of our random system (2.22)-(2.24) remains in the posi-
tive coneX for every initial value v0 ∈X .
2.3.2 Existence of a deterministic attracting set
In this section,we study the existence of a deterministic compact absorbing set aswell as the existence
of a deterministic attracting set, both of them forwards in time, for the solutions of our randomchemostat
model withwall growth (2.22)-(2.24).
Theorem2.3.2 For any given ε> 0, there exists a deterministic compact absorbing setBε⊂X for the solutions of
system (2.22)-(2.24), i.e., there exists TF (ω,ε) > 0 such that for every given initial pair v0 ∈ F , the solution corre-
sponding to v0 remains insideBε for all t ≥ TF (ω,ε).
Proof.Consider again the state variable p(t ) = s(t )+ m
c
(x1(t )+x2(t )). Then, from (2.26) we obtain
p(t ;0,ω,p0) ≤ p0e
−ϑt
+ si n
∫t
0
(
D +αz∗β,ν(θsω)
)
e−ϑ(t−s)d s
≤ p0e
−ϑt
+ si n
∫t
0
b2e
−ϑ(t−s)d s
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= p0e
−ϑt
+
si nb2
ϑ
[
1−e−ϑt
]
, (2.27)
sinceD +αz∗
β,ν
(θsω)≤ b2 for every s ∈R.
As a consequence, aftermaking t go to infinity in (2.27), we have
lim
t→+∞
p(t ;0,ω,p0)≤
si nb2
ϑ
. (2.28)
From (2.28) we know that, for every initial value p0 ∈ F and any given ε > 0, there exists some time
TF (ω,ε)> 0 such that
0≤ p(t ;0,ω,p0)≤
si nb2
ϑ
+ε
for all t ≥ TF (ω,ε). Thus,
Bε =
{
(s,x1,x2) ∈X : s+
m
c
(x1+x2)≤
si nb2
ϑ
+ε
}
is, for anyε> 0, a deterministic compact absorbing set (forwards in time) for the solutionsof system(2.22)-
(2.24).
Therefore, thanks to Theorem2.3.2, it can be easily deduced that
B0 :=
{
(s,x1,x2) ∈X : s+
m
c
(x1+x2)≤
si nb2
ϑ
}
(2.29)
isadeterministicattractingset (forwards intime) for thesolutionsof thechemostatmodelwithwallgrowth
(2.22)-(2.24).
2.3.3 Internal structure of the deterministic attracting set
In this section, our aim is to analyze the internal structure of the deterministic attracting set B0, given
by (2.29). To this end,weperform theusual variable changewhen studying the chemostatmodelwithwall
growth by defining two new state variables, the total biomass and the proportion of the microorganisms
in themedium, respectively, as follows
x(t )= x1(t )+x2(t ) and ξ(t )=
x1(t )
x1(t )+x2(t )
. (2.30)
For the sake of simplicity, wewill write x and ξ instead of x(t ) and ξ(t ).
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From (2.30), by differentiation, we obtain the following randomdifferential system
d s
d t
=
(
D +αz∗β,ν(θtω)
)
(si n − s)−
ms
a+ s
x+bνξx, (2.31)
d x
d t
= −νx−
(
D +αz∗β,ν(θtω)
)
ξx+
cs
a+ s
x, (2.32)
dξ
d t
= −
(
D +αz∗β,ν(θtω)
)
ξ(1−ξ)− r1ξ+ r2(1−ξ). (2.33)
We remark that thedynamics of theproportionof the species in the liquidmedia, ξ, is uncoupledof the
rest of the system, then we first analyze its asymptotic behavior and we investigate the rest of the system
in a second step.
Thanks to (2.30), it is straightforward to prove by definition that
0≤ ξ(t ;0,ω,ξ0)≤ 1
for every t ≥ 0 and any initial value ξ0 ∈ (0,1). In addition, from (2.33), we can evaluate the corresponding
randomdifferential equationwhen ξ = 0 and ξ= 1, respectively, such that we obtain
dξ
d t
∣∣∣∣
ξ=0
= r2 > 0 and
dξ
d t
∣∣∣∣
ξ=1
=−r1 < 0,
whence we notice that the interval (0,1)⊂R defines a positively invariant set for the dynamics of the pro-
portion.
On the one hand, thanks to the fact that b1 <D+αz∗β,ν(θtω)< b2 for every t ∈R, from (2.33) we have
dξ
d t
= −
(
D +αz∗β,ν(θtω)
)
ξ(1−ξ)− r1ξ+ r2(1−ξ)
≤ −(b1+ r1+ r2)ξ+b1+ r2,
hencewe obtain the following randomdifferential equation
dξ
d t
≤−(b1+ r1+ r2)ξ+b1+ r2. (2.34)
By solving now (2.34), we obtain the following upper bound
ξ(t ;0,ω,ξ0)≤ ξ0e
−(b1+r1+r2)t +
b1+ r2
b1+ r1+ r2
[
1−e−(b1+r2+r2)t
]
for any initial value ξ0 ∈ (0,1) and for all t ≥ 0.
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On the other hand, from (2.33) we also have
dξ
d t
= −
(
D +αz∗β,ν(θtω)
)
ξ(1−ξ)− r1ξ+ r2(1−ξ)
≥ −(b2+ r1+ r2)ξ+ r2,
whencewe obtain
dξ
d t
≥−(b2+ r1+ r2)ξ+ r2. (2.35)
By solving in this case (2.35), we obtain the following lower bound
ξ(t ;0,ω,ξ0)≥ ξ0e
−(b2+r1+r2)t +
r2
b2+ r1+ r2
[
1−e−(b2+r1+r2)t
]
for any initial value ξ0 ∈ (0,1) and for all t ≥ 0.
Fromthe calculations above,wehave the followingbounds for thedynamics of theproportionξ, which
are given by
ξ(t ;0,ω,ξ0)≤ ξ0e
−(b1+r1+r2)t +
b1+ r2
b1+ r1+ r2
[
1−e−(b1+r2+r2)t
]
. (2.36)
and
ξ(t ;0,ω,ξ0)≥ ξ0e
−(b2+r1+r2)t +
r2
b2+ r1+ r2
[
1−e−(b2+r1+r2)t
]
(2.37)
for any initial value ξ0 ∈ (0,1) and for all t ≥ 0.
Then, bymaking t go to infinity in (2.36) and (2.37), respectively, we obtain
r2
b2+ r1+ r2
≤ lim
t→+∞
ξ(t ;0,ω,ξ0)≤
b1+ r2
b1+ r1+ r2
for every any initial value ξ0 ∈ (0,1).
Hence, for any given ε > 0 and any initial value ξ0 ∈ (0,1), there exists some timeT (ω,ε)> 0 such that
−ε+
r2
b2+ r1+ r2
≤ ξ(t ;0,ω,ξ0)≤
b1+ r2
b1+ r1+ r2
+ε
for all t ≥ T (ω,ε).
Thus,
B
ξ
ε =
{
ξ ∈ (0,1) : −ε+ξ∗l ≤ ξ≤ ξ
∗
u +ε
}
defines a deterministic compact absorbing set for the dynamics of the proportion, where ξ∗
l
and ξ∗u are
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both deterministic constants given by
ξ∗l :=
r2
b2+ r1+ r2
and ξ∗u :=
b1+ r2
b1+ r1+ r2
. (2.38)
As a consequence, the dynamics of the proportion remains asymptotically insideBξε for any given ε> 0
and, then, we obtain the following attracting set for the corresponding state variable describing the dy-
namics of the proportion
B
ξ
0 :=
{
ξ ∈ (0,1) : ξ∗l ≤ ξ≤ ξ
∗
u
}
. (2.39)
We remark that, since the constants defined in (2.38) are deterministic, bothBξε and B
ξ
0 are also deter-
ministic sets, i.e., they do not depend on the noise. In addition, they are absorbing sets forwards in time.
Remark 2.3.1 Werecall thatb1 ≤D+αz
∗
β,ν
(θtω)≤ b2 holds true for every t ∈R, thanks to the new framework
previously set in Section 2.1.
Now, we focus on the analysis of the dynamics of the substrate, s, and themicroorganisms concentra-
tion, x. We already proved that, for every time t large enough, the dynamics of the proportion satisfies the
following inequalities
ξ∗l ≤ ξ(t ;0,ω,ξ0)≤ ξ
∗
u (2.40)
for every initial value ξ0 ∈ (0,1).
Having reached this point, wewill define a new state variable
z(t )= cs(t )+mx(t ).
Wewill write z, instead of z(t ), for the sake of simplicity.
Hence, by differentiation, due to the fact that b ≤ 1, c ≤ m and since ξ(t ;0,ω,ξ0) ≤ 1 for every t ≥ 0
andany initial valueξ0 ∈ (0,1), thanks to (2.40),weobtainthat z satisfies thefollowingrandomdifferential
equations
d z
d t
≤−
(
D +αz∗β,ν(θtω)
)
ξ∗l z+csi n
(
D +αz∗β,ν(θtω)
)
(2.41)
and
d z
d t
≥−
[
ν+
(
D +αz∗β,ν(θtω)
)
−
cbν
m
ξ∗l
]
z+c
(
D +αz∗β,ν(θtω)
)
si n (2.42)
for every time t large enough.
By solving now (2.41) and (2.42), thanks to Remark 2.3.1, we obtain
z(t ;0,ω,z0) ≤ z0e
−Dξ∗
l
t−αξ∗
l
∫t
0 z
∗(θrω)dr
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+csi n
∫t
0
(
D +αz∗β,ν(θsω)
)
e−Dξ
∗
l
(t−s)−αξ∗
l
∫t
s z
∗(θrω)dr d s
≤ z0e
−b1ξ
∗
l
t
+
csi nb2
ξ∗
l
b1
[
1−e−ξ
∗
l
b1t
]
(2.43)
and
z(t ;0,ω,z0) ≥ z0e
−
(
ν+D− cbνm ξ
∗
l
)
t−α
∫t
0 z
∗(θrω)dr
+csi n
∫t
0
(
D +αz∗β,ν(θsω)
)
e
−
(
ν+D− cbνm ξ
∗
l
)
(t−s)−α
∫t
s z
∗(θrω)dr d s
≥ z0e
−
(
b2+ν−
cbν
m ξ
∗
l
)
t
+
csi nb1
b2+ν−
cbν
m
ξ∗
l
[
1−e
−
(
b2+ν−
cbν
m ξ
∗
l
)
t
]
, (2.44)
respectively, for every time t large enough.
Thus, aftermaking t go to infinity in (2.43) and (2.44), we have
z∗l :=
csi nb1
b2+ν−
cbν
m
ξ∗
l
≤ lim
t→+∞
z(t ;0,ω,z0)≤
csi nb2
ξ∗
l
b1
=: z∗u , (2.45)
for every initial value v0 ∈ F , wherewe used the fact that b2 +ν−
cbν
m
ξ∗
l
> 0 is fulfilled.
Wewould like to remark thatbothconstants z∗
l
and z∗u in (2.45)donotdependonthenoiseωor, inoder
words,weobtained in (2.45) upperand lowerdeterministicbounds for thedynamicsof z, what ismore, for-
wards in time.
From (2.45), we have that, for every v0 ∈ F and any ε> 0, there exists some timeTF (ω,ǫ)> 0 such that
z∗l −ε≤ z(t ;0,ω,z0)≤ z
∗
u +ε (2.46)
holds true for all t ≥ TF (ω,ε).
As a result, we deduce that, for any ε > 0,
B (s,x)ε :=
{
(s,x) ∈R2+ : z
∗
l −ε≤ cs+mx ≤ z
∗
u +ε
}
(2.47)
is a deterministic compact absorbing set (forwards in time) for the solutions of system (2.31)-(2.32).
Therefore, we obtain the following attracting set (forwards in time) for the solutions of system (2.31)-
(2.32)
B (s,x)0 :=
{
(s,x) ∈R2+ : z
∗
l ≤ cs+mx ≤ z
∗
u
}
,
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see Figure 2.13.
s
x
cs+
m
x
=
z ∗
u
cs+
m
x
=
z ∗
l
z∗u
c
z∗
l
c
z∗
l
m
z∗u
m
Figure 2.13: Attracting setB (s,x)0
Nowweanalyze the dynamics of both the nutrient and the species individually in order to obtainmore
detailed information about the long-time behavior of the random system (2.31)-(2.32). In addition, we
will provide conditions under which the persistence in the strong sense (11) of both species, the ones in the
mediumand the ones sticked on thewalls of the culture vessel, can be proved.
Proposition 2.3.1 Assume that the following condition
ν+Dξ∗l > c (2.48)
holds true. Then, theattractingset for thesolutionsof thechemostatmodelwithwallgrowth (2.22)-(2.24) is reduced
to a deterministic segment,more precisely, it is
B̂ (s,x)0 =
[
z∗
l
c
,
z∗u
c
]
× {0}× {0}.
Proof.On the one hand, from (2.32) we have that x satisfies the following randomdifferential inequality
d x
d t
≤−
[
ν+
(
D +αz∗β,ν(θtω)
)
ξ∗l −c
]
x,
for every time t large enough, whose solution is given by
x(t ;0,ω,x0)≤ x0e
−(ν+Dξ∗
l
−c)t−αξ∗
l
∫t
0 z
∗
β,ν
(θsω)ds . (2.49)
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Besides, from (2.49), we have that
lim
t→+∞
x(t ;0,ω,x0)≤ 0
as long as (2.48) is fulfilled or, in otherwords, both species become extinct if (2.48) holds true.
On the other hand, from (2.32) we also obtain the following randomdifferential inequality
d x
d t
≥−
(
Dξ∗u +ν+αz
∗
β,ν(θtω)
)
x,
for every time t large enough, whose solution is given by
x(t ;0,ω,x0)≥ x0e
−(Dξ∗u+ν)t−αξ
∗
u
∫t
0 z
∗
β,ν
(θsω)ds .
Thus, sinceDξ∗u +ν is always positive, we have
lim
t→+∞
x(t ;0,ω,x0)≥ 0
for every initial value v0 ∈ F , which does not provide us any extra information.
The next result gives us a condition under which the persistence of the microorganisms in the strong
sense (11) can be proved.
Theorem2.3.3 Assume that
ν+b2 <
z∗
l
a+
z∗u
c
(2.50)
is fulfilled and (2.48) does not hold, wherewe recall that z∗
l
and z∗u are the constants defined as
z∗l :=
csi nb1
b2+ν−
cbν
m
ξ∗
l
and z∗u :=
csi nb2
ξ∗
l
b1
.
Then, there exists a deterministic compact absorbing set, which is strictly contained in the first quadrant of the two-
dimensional space, for the solutions of system (2.31)-(2.32).
Proof. Let us recall the random differential equation describing the dynamics of themicroorganisms con-
centration, x = x1+x2, which is given by
d x
d t
=−νx−
(
D +αz∗β,ν(θtω)
)
ξx+
cs
a+ s
x,
whencewe obtain that
d x(t ;0,ω,x0)
d t
= −νx(t ;0,ω,x0)−
(
D +αz∗β,ν(θtω)
)
ξ(t ;0,ω,ξ0)x(t ;0,ω,x0)
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+
cs(t ;0,ω, s0)
a+ s(t ;0,ω, s0)
x(t ;0,ω,x0). (2.51)
On the one hand, thanks to the definition of the proportion (2.30), we have that
0≤ ξ(t ;0,ω,ξ0)≤ 1 (2.52)
for every t ≥ 0 and any initial value ξ0 ∈ (0,1).
Thus, from(2.51), thanks to theprevious calculationsandRemark2.3.1,weobtain the following random
differential inequality
d x(t ;0,ω,x0)
d t
≥ −νx(t ;0,ω,x0)−b2x(t ;0,ω,x0)
+
cs(t ;0,ω, s0)
a+ s(t ;0,ω, s0)
x(t ;0,ω,x0) (2.53)
for all t ≥ 0 and every initial value v0 ∈ F .
By definition, we know that
z(t ;0,ω,z0)= cs(t ;0,ω, s0)+mx(t ;0,ω,x0)
and, thanks to (2.46), we have that, for each v0 ∈ F and any ε> 0, there exists some timeTF (ω,ε)> 0 such
that
z∗l −ε≤ cs(t ;0,ω, s0)+mx(t ;0,ω,x0)≤ z
∗
u +ε
holds true for every t ≥ TF (ω,ε).
As a consequence, since c ≤m, we have the following inequalities
cs(t ;0,ω, s0)≥ z
∗
l −ε−mx(t ;0,ω,x0)
and
s(t ;0,ω, s0)≤
z∗u
c
+
ε
c
−x(t ;0,ω,x0)
for every initial value v0 ∈ F , any ε> 0 and for all t ≥ TF (ω,ε).
Then, from (2.53), we have
d x(t ;0,ω,x0)
d t
≥ −νx(t ;0,ω,x0)−b2x(t ;0,ω,x0)
+
z∗
l
−mx(t ;0,ω,x0)−ε
a+
z∗u
c
+
ε
c
−x(t ;0,ω,x0)
x(t ;0,ω,x0) (2.54)
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for every v0 ∈ F , any ε> 0 and for all t ≥ TF (ω,ε).
Now, we study the differential equation (2.54) when x = x˜, where x˜ is defined as
x˜ =
z∗
l
− (ν+b2)
(
a+
z∗u
c
)
m+c
. (2.55)
Then, from (2.54) and considering ε< cx˜, we obtain
d x(t ;0,ω,x0)
d t
∣∣∣∣
x=x˜
≥
[
−(ν+b2)+
z∗
l
−mx˜−ε
a+
z∗u
c
+
ε
c
− x˜
]
x˜
>
[
−(ν+b2)+
z∗
l
−mx˜−cx˜
a+
z∗u
c
+
cx˜
c
− x˜
]
x˜ = 0
for every v0 ∈ F , any ε ∈ (0,cx˜) and for all t ≥ TF (ω,ε).
Hence, as long as (2.50) is fulfilled, we have that, for any ε ∈ (0,cx˜), where x˜ is given by (2.55), for every
v0 ∈ F , there exists some timeTF (ω,ε)> 0 such that
d x(t ;0,ω,x0)
d t
∣∣∣∣
x=x˜
> 0 (2.56)
for all t ≥ TF (ω,ε).
Therefore, from (2.56)we conclude that, as long as (2.50) is fulfilled, we have the following lower deter-
ministic bound for the dynamics of the species
x(t ;0,ω,x0)> x˜,
for any ε ∈ (0,cx˜), every given v0 ∈ F and for all t ≥ TF (ω,ε).
Now, let us recall the randomdifferential equation held by the substrate
d s
d t
=
(
D +αz∗β,ν(θtω)
)
(si n − s)−
ms
a+ s
x+bνξx
for every t ≥ 0, whencewe obtain that
d s(t ;0,ω, s0)
d t
=
(
D +αz∗β,ν(θtω)
)
si n −
(
D +αz∗β,ν(θtω)
)
s(t ;0,ω, s0)
−
ms(t ;0,ω, s0)
a+ s(t ;0,ω, s0)
x(t ;0,ω,x0)
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+bνξ(t ;0,ω,ξ0)x(t ;0,ω,x0), (2.57)
for all t ≥ 0 and every initial value v0 ∈ F .
Moreover, from (2.46) and (2.52), we know that, for each v0 ∈ F and any ε> 0, there exists some time
TF (ω,ε)> 0 such that
x(t ;0,ω,x0)≤
z∗u
m
+
ε
m
holds true for every t ≥ TF (ω,ε).
Summing up, thanks to the previous calculations, from (2.57) we have
d s(t ;0,ω, s0)
d t
≥ b1si n −b2s(t ;0,ω, s0)
−
ms(t ;0,ω, s0)
a+ s(t ;0,ω, s0)
z∗u +ε
m
, (2.58)
for every v0 ∈ F , any ε> 0 and for all t ≥ TF (ω,ε).
Now, we study the differential equation (2.58) when s = s˜, where s˜ is defined as
s˜ =
b1si n
b2+2
z∗u
a
. (2.59)
Then, from (2.58) and considering ε< z∗u , we obtain
d s(t ;0,ω, s0)
d t
∣∣∣∣
s=s˜
≥ b1si n −b2 s˜−
s˜
a+ s˜
(z∗u +ε)
> b1si n −b2 s˜−
2s˜
a
z∗u = 0
for every v0 ∈ F , any ε ∈ (0,z∗u) and for all t ≥ TF (ω,ε).
Hence, we have that, for any ε ∈ (0,z∗u) and every v0 ∈ F , there exists some timeTF (ω,ε)> 0 such that
d s(t ;0,ω, s0)
d t
∣∣∣∣
s=s˜
> 0
for all t ≥ TF (ω,ε).
Thus, we obtain the following lower deterministic bound for the dynamics of the substrate
s(t ;0,ω, s0)> s˜,
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for any ε ∈ (0,z∗u), every given v0 ∈ F and for all t ≥ TF (ω,ε).
In conclusion, we obtain that, by taking any ε ∈ (0,min{cx˜,z∗u}), where x˜ is given by (2.55), for every
given v0 ∈ F , there exists some timeTF (ω,ε)> 0 such that
x(t ;0,ω,x0)> x˜ (2.60)
and
s(t ;0,ω, s0)> s˜ (2.61)
hold true for all t ≥ TF (ω,ε).
As a result, we can deduce that, for any ε ∈ (0,min{cx˜ ,z∗u}),
B̂ (s,x)ε =
{
(s,x) ∈R2+ : x ≥ x˜, s ≥ s˜, z
∗
l −ε≤ cs+mx ≤ z
∗
u +ε
}
, (2.62)
where x˜ and s˜ are defined by (2.55) and (2.59), respectively, is a deterministic compact absorbing set (for-
wards in time) for the solutions of system (2.31)-(2.32).
It is worth mentioning that we already proved the dynamics of system (2.31)-(2.32) to remain inside
B (s,x)ε , defined as in (2.47), forwards in time. In the previous result, as long as (2.50) is fulfilled, we ob-
tain in addition a smaller deterministic compact absorbing set B˜ (s,x)ε forwards in time as well, defined by
(2.62), which besides is strictly contained in the first quadrant of the two-dimensional space. This fact will
be themain key, as alreadyhappened in the casewithoutwall growth, to guarantee thepersistence of both
species, individually, in the strong sense (11).
s
x
x˜
s˜
z∗u
m
z∗
l
m
z∗
l
c
z∗u
c
Figure 2.14: Attracting set B˜ (s,x)0
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Therefore,
B˜ (s,x)0 :=
{
(s,x) ∈R2+ : x ≥ x˜, s ≥ s˜, z
∗
l ≤ cs+mx ≤ z
∗
u
}
is a deterministic attracting set (forwards in time) for the solutions of system (2.31)-(2.32), see Figure 2.14.
Remark 2.3.2 It is not difficult to check that both x˜<
z∗
l
m
and s˜ <
z∗
l
c
are satisfied.
Finally,wewill analyze thedynamics of both species, x1 and x2, individually, to prove that both of them
also persist as long as (2.50) holds true. To this end, thanks to , and the definition of the proportion, ξ =
x1/x, we obtain that
x1(t ;0,ω,x10) = ξ(t ;0,ω,ξ0)x(t ;0,ω,x0)
> ξ∗l x˜ > 0
for every t large enough and any initial value v0 ∈ F .
In addition, we also have
x2(t ;0,ω,x20) = x(t ;0,ω,x0)(1−ξ(t ;0,ω,ξ0))
> (1−ξ∗u)x˜ > 0
for every t large enough and any initial value v0 ∈ F .
Hence, we obtain that both species, the ones in the medium and also the ones sticked on to the walls
of the culture vessel, will persist as long as (2.50) holds true.
Remark 2.3.3 It is possible to improve the deterministic lower bounds obtained in (2.60) and (2.61) by considering
smaller values of ε > 0. Particularly, we could consider ε ∈
(
0, c
n
x˜
)
, for any n ∈N, instead of ε ∈ (0,cx˜) such that
we get that x > x˜n , instead of x> x˜ as in (2.60), where x˜n is given by
x˜n :=
z∗
l
− (ν+b2)
(
a+
z∗u
c
)
m+ c
n
,
which clearly satisfies
x˜n :=
z∗
l
− (ν+b2)
(
a+
z∗u
c
)
m+ c
n
>
z∗
l
− (ν+b2)
(
a+
z∗u
c
)
m+c
=: x˜ > 0,
for anyn ∈N, sincen ≥ 1.
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Similarly, we could consider ε ∈
(
0, 1
n
z∗u
)
, for any n ∈N, instead of ε ∈ (0,z∗u) such thatwe get s > s˜n instead
of s > s˜ as in (2.61), where s˜n is given by
s˜n :=
b1si n
b2+
z∗u
a
(
1+ 1
n
)
which clearly verifies
s˜n :=
b1si n
b2+
z∗u
a
(
1+ 1
n
) > b1si n
b2+
2z∗u
a
=: s˜ > 0,
for anyn ∈N, sincen ≥ 1.
Summing up, in order to ensure the persistence of both species, the ones in themedium and the ones
which are sticked on the walls of the culture vessel, the conditions to be imposed need to be the following
ones
ν< c−Dξ∗l and ν+b2 <
z∗
l
a+
z∗u
c
, (2.63)
where ξ∗
l
, z∗
l
and z∗u are deterministic constants defined by (2.38) and (2.45), respectively.
Wewould like to highlight that both conditions in (2.63) essentially represent some restrictions on the
dilution rate, on the disturbances on the input flow and also on the death collective rate, which is totally
logical from the biological point of view.
Inparticular, if thedilution rate, or its equivalent input flow,were too large, then themicrobial biomass
would not be able to have access to the nutrient which would mean the extinction of both species and,
furthermore, much more quantity of microbial biomass would be removed from the culture vessel to the
collection vessel which would also increase significantly the probability of the extinction. In addition, the
disturbanceson the input flowcannotbe too large sincewewant toavoid thedrawbacks foundwhenmod-
eling the disturbances by means of the white noise. This is also the main reason which encouraged us to
think about another kind of way to perturb the input flow in the chemostat model, particularly by using
theOrnstein-Uhlenbeck process.
Apart from that, it made also us think about introducing this kind of stochastic processes when mod-
eling other situations, such as the onewith several species and different consumption functions ormaybe
othermodels different to the chemostat. To conclude, it is not surprising the presence of the death collec-
tive rate in both conditions (2.63) since it must be difficult to prove the persistence of both species if this
parameter is too large. Therefore, the conditions required to get the persistence of both species are, as al-
ready pointed out, absolutely reasonable from the biological point of view.
2.3.4 Numerical simulations and final comments
In this section we show several numerical simulations for different values of the parameters involved
in the random chemostat model with wall growth (2.22)-(2.24) in order to support the results provided
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through this section. Asmade before, the blue dashed lines will represent the solution of the correspond-
ing deterministic chemostatmodelwhereas the other ones represent different realizations of the solution
of the random system. Moreover, we display four different panels in each figure: there is a big one on the
left-hand side showing the general dynamics of themodel and there are three smaller panels on the right-
hand sidewhere the individual dynamics of the substrate and both species will be presented.
Firstly, we present several cases in which either the persistence of both species or the extinction is ob-
tained and, eventually, we make a comparison between the random chemostat model with wall growth
(2.22)-(2.24) and the one by perturbing the input flow by means of the standard Wiener process, which
was already analyzed in Section 1.2 in Chapter 1, in order to show the differences between both ways of
modeling the disturbances on the input flow in the chemostat model and remark the important advan-
tages of using a bounded noise, in particular, the Ornstein-Uhlenbeck process.
On theonehand,we showsomenumerical simulations concerning the randomchemostatmodelwith
wall growth (2.22)-(2.24). We consider in Figure 2.15 the following values of the different parameters in-
volved in the model: si n = 4, D = 2, a = 1.6, m = 2, b = 0.5, ν = 1.2, c = 3, r1 = 0.2, r2 = 0.4, α = 0.5,
β= 1,ν= 0.2 andwewill take s0 = 2.5, x10 = 2, x20 = 2 as initial values for the substrate andboth species,
respectively. As a result, we can see that both species persist.
Figure 2.15: Persistence of the species in the random chemostatmodel withwall growth
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In the sequel, we only refer to the parameters to be changed respect to the last ones used and we sup-
pose the rest to be the same than before. For instance, in Figure 2.16 we will increase the quantity of noise
toα= 2, themean reversion constant toβ= 4 and the volatility constant toν= 0.7, respect to the param-
eters used in the last figure. We can observe that, even though the intensity of the noise is considerable
large, we can still obtain the persistence of both species and we also remark that it could be inconceivable
toconsider sucha large intensityofnoisewhenusing thestandardBrownianmotionwithoutobtaining im-
portant drawbacks which would be, as explained in Chapter 1, totally unrealistic from the biological point
of view.
Figure 2.16: Persistence of the species in the random chemostatmodel withwall growth (ii)
On another hand, in Figure 2.17 we take si n = 4, D = 1.5, a = 1.6, m = 2, b = 1, ν = 1.7, c = 2.4,
r1 = 0.6, r2 = 0.4, α = 0.5, β = 1, ν = 0.2 and we will take s0 = 2.5, x10 = 2, x20 = 2 as initial values for
the substrate and both species, respectively. Then, both species become extinct, as can be easily observed,
which is quite logical in view of the values of the parameters, specially the collective death rate and the
consumption rate of the species, which have been increased respect to the case of persistence.
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Figure 2.17: Extinction of the species in the random chemostatmodel withwall growth
Finally, in Figure 2.18 we increase the quantity of noise toα = 2, themean reversion constant to β = 4
and the volatility constant toν= 0.7 andwe remark that the rest of the parameters do not change respect
to the last ones in Figure 2.17. In this case we can also see easily that both species become extinct, which is
notsurprisingbytaking intoaccountwhathappenedinthe last figureandthenewvaluesof theparameters
involved in the disturbances.
Figure 2.18: Extinction of the species in the random chemostatmodel withwall growth (ii)
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Eventually,wepresent somenumerical simulationswherea typical realizationof thestochastic chemo-
stat model with wall growth, which was already analyzed in Section 1.2 in Chapter 1, and two typical ones
of the random chemostat model with wall growth will be plotted together in order to see easily the dif-
ferences of modeling the disturbances on the input flow in the chemostat model by using both the white
noise (orange lines) and theOrnstein-Uhlenbeck process (red and green lines).
Firstly, in Figure 2.19 we take si n = 4, D = 2, a = 1.6, m = 2, b = 0.5, ν= 1.2, c = 3, r1 = 0.2, r2 = 0.4
and we consider s0 = 2.5, x10 = 2, x20 = 2 as initial values for the substrate and both species, respectively.
We also chooseα = 0.8, ν = 0.7 and both β = 2 (red line) and β = 1 (green line). In this case, we can see
that both species persist and we remark the huge disturbances obtained in case of using the white noise
respect to theOrnstein-Uhlenbeck process, in fact, these disturbances can be also observed to affect to the
specie x2 even though it is not affectedby the random input flowdirectly (see (2.24)), whichdonot happen
when perturbing the input flowbymeans of the bounded noise.
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Figure 2.19: Comparison in case of persistence
Finally, in Figure 2.20we take si n = 4,D = 1.5, a = 1.6,m = 2,b = 1,ν= 1.7, c = 2.4, r1 = 0.6, r2 = 0.4
and we consider s0 = 2.5, x10 = 2, x20 = 2 as initial values for the substrate and both species, respectively.
In this casewe increase thequantityofnoise, respect to the last case, toα= 1.5,ν= 0.7andbothβ= 2 (red)
and β = 1 (green). We can observe that both species become extinct and we remark again the significant
disturbances when using the white noise respect to the case when considering the Ornstein-Uhlenbeck
process.
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Modeling andanalysis of environmental effects
in chemostatmodels bymeans of thewhite noise
In this chapter we will investigate both chemostat models with and without wall growth where
some stochastic disturbances are introduced, by means of the well-known standard Brownian motion, to
model environmental effects. It clearly differs from the disturbances considered in the previous chapters
whereourmaingoalwas to study theeffects of random(Chapter2) andstochastic (Chapter 1) disturbances
on the input flow of chemostat models. This way of introducing stochasticity have already been used and
motivated by several authors and, to sumup, themain, but not the only, advantage is that every state vari-
able remain positive for any realization of the noise, somethingwhich is absolutely necessary whenwork-
ing with population dynamics. The existence and uniqueness of global solution will be proved and the
theory of random dynamical systems and pullback attractors will be used to guarantee the existence and
uniqueness of random pullback attractor. Eventually, several numerical simulations will be also shown to
support the results proved through thewhole chapter.
We would like to remark that the analysis carried out in this chapter is similar to the one in Chapter 1.
Nevertheless, as in this casewe consider another differentway ofmodeling disturbances in the chemostat
model, we prefer not to omit many calculations in order to make the readability easier. In addition, even
though the analysis is similar, in this case the results clearly improve those presented in Chapter 1.
The results and explanations concerning the contributions of this chapter can be found in [10].
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3.1 Stochastic chemostatmodel
Let us first recall the simplest deterministic chemostatmodel withMonod kinetics
d s
d t
= (si n − s)D −
msx
a+ s
, (3.1)
d x
d t
= x
( ms
a+ s
−D
)
, (3.2)
where s(t ) and x(t )denote concentrations of the nutrient and themicrobial biomass, respectively; si n de-
notes the volumetric dilution rate, a is the half-saturation constant, D is the dilution rate and m is the
maximal consumption rate of the nutrient and also the maximal specific growth rate of microorganisms.
We notice that all parameters are positive andwe use a functionHolling type-II, which is defined asµ(s)=
ms/(a+ s), as functional response of themicroorganism describing how the nutrient is consumed by the
species.
Our aim in this chapter is to introduce stochasticity in system (3.1)-(3.2), bymaking use of the standard
Wiener process, tomodel environment effectswhich arenon-deterministic. In otherwords,we couldwrite
ourmodel as
d s(t )
d t
= s(t ) f1(s(t ),x(t )),
d x(t )
d t
= x(t ) f2(s(t ),x(t )),
and thenwe could add some stochastic perturbationαi W˙i to the functions fi (·, ·), for i ∈ {1,2}, instead of
adding it directly tod s/d t andd x/d t , as follows
d s(t )
d t
= s(t )
[
f1(s(t ),x(t ))+α1W˙1(t )
]
,
d x(t )
d t
= x(t )
[
f2(s(t ),x(t ))+α2W˙2(t )
]
,
or, equivalently,
d s(t ) = s(t ) f1(s(t ),x(t ))d t +α1s(t )dW1(t ),
d x(t ) = x(t ) f2(s(t ),x(t ))d t +α2x(t )dW2(t ).
In this way, the populations s and x will always remain positive for any realization of theWiener pro-
cessesWi .
Moreover, in the paper by Imhof andWalcher (see [53]) the authors justifymathematically that it could
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be reasonable to consider the following stochastic chemostatmodel
d s =
[
(si n − s)D −
msx
a+ s
]
d t +α1sdW1(t ),
d x =
[
−Dx+
msx
a+ s
]
d t +α2xdW2(t ),
where W1 and W2 are independent Wiener processes. To this end, a discrete Markov chain is considered
for some incrementδt and the convergence to the solution of the original stochastic equation is proved as
δt tends to zero, whenever it exists a unique solution (see [53] for amore detailed explanation).
Motivated by this feature, in this chapter we consider a noisy term in each equation (3.1)-(3.2) in the
same fashion as in [53], which ensures the positivity of both the nutrient and biomass, although does not
preserve the washout equilibrium from the deterministic to the stochasticmodel. More precisely, we con-
sider now the following system,which is understood in the Ito¯ sense
d s =
[
(si n − s)D −
msx
a+ s
]
d t −αsdW (t ),
d x =
[
−Dx+
msx
a+ s
]
d t −αxdW (t ),
whereW (t ) is a standard Brownianmotion, andα ≥ 0 represents the intensity of noise.
We remark that, inorder tomake the calculationsmuchmore tractable andclear,we consider the same
noise in both equations, even though a similar analysis could be developed by using different Brownian
motions in each equation. This leads tomore complicated technicalities that we prefer to avoid.
Wewould also like to note that there are not special reasons to consider the signminus (−) in front of
the stochastic terms, instead of the positive one used in [53], since the choice does not cause any effect over
the behavior of our system.
Now, byusing thewell-knownconversionbetween Ito¯ andStratonovich sensesweobtain the following
stochastic chemostat
d s =
[
−D¯s−
msx
a+ s
+ si nD
]
d t −αs ◦dW (t ), (3.3)
d x =
[
−D¯x+
msx
a+ s
]
d t −αx ◦dW (t ), (3.4)
where
D¯ :=D +
α2
2
. (3.5)
Beforeanalyzing theprevious system,wewould like tohighlight somesignificant insights.Wewill only
refer to the case without wall growth since similar ones hold for the other case aswell. Concerning the de-
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terministic chemostatmodel (DCM)givenby (3.1)-(3.2), someauthorshave recentlyproved (see [15–17]) the
existence of a unique axial equilibrium (si n ,0)which is asymptotically stable provided D > m, therefore
this situation corresponds to the extinction of themicroorganism. However, if D <m and aD/(m−D)<
si n the axial equilibrium becomes unstable and a unique positive globally asymptotically stable equilib-
rium appears inside the positive quadrant, i.e., persistence of the microorganism can be ensured. Notice
that, in this case, the global attractor exists and consists of both equilibria and the heteroclinic solutions
between them. Otherwise, nomore information can be deduced related to the asymptotic behavior of the
system.
Regarding the stochastic chemostat model (SCM) (3.3)-(3.4), we prove in this chapter that there ex-
ists a unique global random attractor which is given by singleton components (si nDρ∗(ω),0) provided
D +α2/2>m (see its definition in (3.12) in Section 3.1.3 for more details). Otherwise, the unique random
pullback attractor is contained in a segmentwhose intersectionwith the axes s = 0 and x = 0 is reduced to
two single points.
In light of the previous facts, observe that when D <m and aD/(m−D)< si n we can chooseα, large
enough, such that D +α2/2 > m. This means that persistence of the microorganism holds for (DCM),
while for (SCM)we have extinction since the random pullback attractor becomes the single random point
(si nDρ
∗(ω),0). This fact is closely related to the stabilizing effects that Ito¯'s noise can produce on deter-
ministic systems. However, if we considered a Stratonovich interpretation for our perturbation at the be-
ginningofour study, thenwewouldhaveobtainedD insteadof D¯ in (3.3)-(3.4); inotherwords, assumption
D+α2/2>m in (SCM)would becomeD >m, the same thatwehad for (DCM). Consequently, no stabiliz-
ing effect is produced by the noise (see [8, 15, 51] and Remark 3.3 in [56] for a more detailed discussion on
this topic). Thus, not only the type of noise but also its mathematical interpretation can provide different
results, something that has to be taken into account by themodeler. A reference that could help to make
the appropiate choice in a specific application is [73], where the author presents a criterion to determine
which interpretation of the noise is themost useful in his work.
3.1.1 Stochastic chemostat becomes a randomchemostat
In this section we will focus on investigating the stochastic system (3.3)-(3.4). To this end, similarly to
theanalysis carriedout inChapter 1,wewill transform it intoadifferential systemwith randomcoefficients
and without noise by using the stationary Ornstein-Uhlenbeck process z∗ (see Appendix A for more infor-
mation). Then, we first define the new variablesσ andκ as follows
σ(t )= s(t )eαz
∗(θtω) and κ(t )= x(t )eαz
∗(θtω). (3.6)
For the sake of simplicity, andwhenno confusion is possible, wewill write z∗ instead of z∗(θtω), andσ
andκ instead ofσ(t ) andκ(t ).
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Hence, by differentiation, it is straightforward that
dσ
d t
=− (D¯+αz∗)σ−
mσe−αz
∗
a+σe−αz
∗ κ+ si nDe
αz∗, (3.7)
dκ
d t
=− (D¯+αz∗)κ+
mσe−αz
∗
a+σe−αz
∗ κ. (3.8)
3.1.2 Randomchemostat generates a randomdynamical system
Next we prove that the random chemostat (3.7)-(3.8) generates a random dynamical system. Hence-
forth, we denote the first quadrant byX :=
{
(x, y) ∈R2, x ≥ 0, y ≥ 0
}
.
Theorem3.1.1 For anyω ∈ Ω and any initial value u0 := (σ0,κ0) ∈X , whereσ0 and κ0 denoteσ(0;0,ω,u0)
andκ(0;0,ω,u0) respectively, the system (3.7)-(3.8) possesses a unique global solution
u(·;0,ω,u0) := (σ(·;0,ω,u0),κ(·;0,ω,u0)) ∈C
1([0,∞),X )
with u(0;0,ω,u0) = u0. Moreover the solution mapping generates a random dynamical systemϕu : R
+×Ω×
X →X defined as
ϕu(t ,ω)u0 = u(t ;0,ω,u0), for all t ∈R
+, u0 ∈X ,ω ∈Ω,
the value at time t of the solution of system (3.7)-(3.8)with initial stateu0 at time zero.
Proof. Observe that we can rewrite one of the terms in the previous equations as
mσe−αz
∗
a+σe−αz
∗ κ=
mσe−αz
∗
+ma−ma
a+σe−αz
∗ κ=mκ−
ma
a+σe−αz
∗ κ
and therefore system (3.7)-(3.8) turns into
dσ
d t
=− (D¯ +αz∗)σ−mκ+
ma
a+σe−αz
∗ κ+ si nDe
αz∗ , (3.9)
dκ
d t
=− (D¯ +αz∗)κ+mκ−
ma
a+σe−αz
∗ κ. (3.10)
Denoting u(·;0,ω,u0) := (σ(·;0,ω,u0),κ(·;0,ω,u0)), system (3.9)-(3.10) can be rewritten as
du
d t
= L(θtω) u+F (u,θtω),
where
L(θtω)=
(
−(D¯ +αz∗) −m
0 −(D¯ +αz∗)+m
)
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andF :X ×Ω−→R2 is given by
F (η,ω)=

ma
a+η1e−αz
∗(ω)
η2+Dsi ne
αz∗(ω)
−ma
a+η1e−αz
∗(ω)
η2
 ,
where η= (η1,η2) ∈X .
Since t 7→ z∗(θtω) is continuous, L generates an evolution systemonR2 . Moreover, we notice that
∂
∂η1
[
±
ma
a+η1e−αz
∗ η2+̺
]
=∓
mae−αz
∗
(a+η1e−αz
∗
)2
η2,
and
∂
∂η2
[
±
ma
a+η1e−αz
∗ η2+̺
]
=±
ma
a+η1e−αz
∗ ,
where̺denotesaconstantwhichdoesnotdependson (η1 ,η2) ∈X , thereforeF (·,θtω) ∈C (X×[0,∞);R2)
and is continuously differentiable with respect to the variables (η1,η2), which implies that it is locally Lip-
schitz with respect to (η1,η2) ∈X .
Therefore, thanks to classical results from the theory of ordinary differential equations, system (3.9)-
(3.10) possesses a unique local solution. Let us check now that in fact this solution is a global one.
We define q(t ) :=σ(t )+κ(t ) and thanks to (3.7)-(3.8) we have
d q
d t
=− (D¯+αz∗)q+ si nDe
αz∗ .
By solving the previous differential equationwe obtain
q(t ;0,ω,q0)=q0e
−D¯t−α
∫t
0 z
∗ds
+ si nD
∫t
0
eαz
∗
e−D¯(t−s)−α
∫t
s z
∗dr d s, (3.11)
hence q is clearly bounded above by an expressionwhich does not blowup.
On the other hand, from (3.7)
dσ
d t
≤− (D¯+αz∗)σ+ si nDe
αz∗ .
Hence, similarly to previous calculations,
σ(t ;0,ω,σ0)≤σ0e
−D¯t−α
∫t
0 z
∗ds
+ si nD
∫t
0
eαz
∗
e−D¯(t−s)−α
∫t
s z
∗dr d s,
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thusσ does not blowup either.
Summingup,wehaveproved that q(t ) andσ(t )donot blowupand the samehappens toκ(t )= q(t )−
σ(t ). Therefore, the unique local solution to system (3.7)-(3.8) can be extended to a unique global one.
Nowwe would like to check that the global solution of (3.7)-(3.8) belongs to the first quadrant for any
t ≥ 0. From (3.7), ifσ(t )= 0 for some t∗ ∈R+, we have
dσ
d t
(t∗)=
[
−(D¯ +αz∗)σ−
mσe−αz
∗
a+σe−αz
∗ κ+ si nDe
αz∗
]
(t∗)= si nDe
αz∗
> 0.
Besides, given (σ0,0)withσ0 > 0, there exists a unique solution of system (3.7)-(3.8) satisfyingσ(t0)=σ0
andκ(t0)= 0 for some initial time t0 ≥ 0. Imposingκ≡ 0wededuce thatσ is given by
σ(t ; t0,ω,σ(t0))=σ(t0)e
−D¯(t−t0 )−α
∫t
t0
z∗ds
+ si nD
∫t
t0
eαz
∗
e−D¯(t−s)−α
∫t
s z
∗dr d s.
Now, let us pick (σ0,κ0) ∈ X . Thus, there exists a unique solution (σ(t ),κ(t )) such that σ(0) = σ0 and
κ(0)= κ0. If there is some first t∗ > 0 verifying κ(t∗)= 0, thenwe have that (σ(·),κ(·)) is the unique solu-
tion of system (3.7)-(3.8) withσ(t∗)=σ∗ and κ(t∗)= 0. Moreover κ(t )> 0 for all 0≤ t < t∗; however, we
already have another solution (σ(t ),0) for all t ≥ t∗−δ (for any δ > 0 small enough) for this problem, so
we obtain a contradiction. As a result, we deduce that for any initial data u0 ∈X the solution remains in
the first quadrant.
Nowwe can define themappingϕu :R+×Ω×X →X by
ϕu(t ,ω)u0 := u(t ;0,ω,u0), for all t ≥ 0, u0 ∈X ,ω ∈Ω.
Since the functionF is continuous in (u, t ), and ismeasurable inω, weobtain that thepreviousmapping is
(B[0,∞)×F ×B(X ),B(X ))−measurable. It then follows that (3.7)-(3.8) generate the continuous ran-
domdynamical system {ϕu (t ,ω)}t≥0,ω∈Ω .
3.1.3 Existence of the randompullback attractor
In this section we prove the existence and uniqueness of the random pullback attractor associated to
the random chemostat (3.7)-(3.8), describing its internal structure explicitly.
Let us remember that E (X ) denotes the set of all tempered sets inX .
Proposition 3.1.1 For any ε> 0, there exists a tempered compact randomabsorbing setBε(ω) ∈ E (X ) of the ran-
domdynamical system {ϕu(t ,ω)}t≥0,ω∈Ω.
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Proof. Remember that q =σ+κ. Then, by replacingω by θ−tω in (3.11), we have
q(t ;0,θ−tω,q0)= q0e
−D¯t−α
∫0
−t z
∗(θsω)ds + si nD
∫t
0
e
τ
[
−D¯+
αz∗(θ−τω)
τ −
α
τ
∫0
−τ z
∗(θrω)dr
]
dτ,
and therefore
lim
t→+∞
q(t ;0,θ−tω,q0)= si nDρ
∗(ω)
since D¯ is always positive, whereρ∗(ω) is defined by
ρ∗(ω) :=
∫∞
0
e
τ
[
−D¯+
αz∗(θ−τω)
τ −
α
τ
∫0
−τ z
∗(θrω)dr
]
dτ. (3.12)
Note that the above integrand converges to zero when τ goes to infinity, but not the integral. Moreover,
ρ∗(ω) has sub-exponential growth.
Therefore, for any given ε > 0 and eachu0 ∈ E (θ−tω), there existsTE (ω,ε)> 0 such that
si nDρ
∗(ω)−ε≤ q(t ;0,θ−tω,q0)≤ si nDρ
∗(ω)+ε
for all t ≥ TE (ω,ε).
We nowdefine
Bε(ω) :=
{
(σ,κ)∈X : si nDρ
∗(ω)−ε≤σ+κ≤ si nDρ
∗(ω)+ε
}
,
thusBε(ω) ∈ E (ω) is a tempered compact randomabsorbing set inX for any ε> 0.
Hence, from Proposition B.0.1 in Appendix B, the random dynamical system generated by the system
(3.7)-(3.8) possesses a unique random attractor given byA = {A(ω)}ω∈Ω ⊂ Bε(ω) for any ε> 0. ThusA =
{A(ω)}ω∈Ω ⊂B0(ω), i.e., we have the following expression for each component of the attractor
A(ω) := (si nDρ
∗(ω)−κ(ω),κ(ω)).
The following result provides information concerning the internal structureof theunique randompull-
back attractor associated to the random chemostat (3.7)-(3.8).
Proposition 3.1.2 For D¯ defined by (3.5) assume that
D¯ >m. (3.13)
Then, the random attractor associated to the random dynamical system {ϕu(t ,ω)}t≥0,ω∈Ω has the following
structure:
A = {A(ω)}ω∈Ω, where A(ω)= (si nDρ
∗(ω),0).
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Proof. Thanks to (3.8) we know that
dκ
d t
≤−(D¯−m+αz∗)κ,
whose solution, after replacingω by θ−tω andmaking t go to infinity, tends to zero provided D¯ >m, thus
the internal structureof theattractor inthis caseconsistsofsingletonsubsets A(ω) = (si nDρ∗(ω),0)which
means that there is not persistence of themicroorganism.
We would like to remark that it is not possible to ensure the persistence of the microorganism in case
D¯ ≤ m by using mathematical arguments even though our simulations show that the random attractor
in this case is totally contained inX , in other words, ourmodel seems to guarantee the persistence of the
microorganism.
3.1.4 Randompullback attractor for the stochastic system
Wehave proved that the system (3.7)-(3.8) has a unique global solutionu(t ;0,ω,u0)which remains in
X , the first quadrant, for anyu0 ∈X and generates a randomdynamical system {ϕu (t ,ω)}t≥0,ω∈Ω .
Now, we define amapping
T :Ω×X −→X
as follows
T (ω,ζ)=
(
ζ1e
αz∗(ω),ζ2e
αz∗(ω)
)
,
whose inverse is given by
T
−1(ω,ζ)=
(
ζ1e
−αz∗(ω),ζ2e
−αz∗(ω)
)
.
We know that v(t ) = (s(t ),x(t )) and u(t ) = (σ(t ),κ(t )) are related by (3.6). Since T is a homeomor-
phism, thanks to LemmaB.0.1 in Appendix B we obtain a conjugated randomdynamical system given by
ϕv (t ,ω)v0 :=T
−1(θtω,ϕu(t ,ω)T (ω,v0))
=T
−1(θtω,ϕu(t ,ω)u0)
=T
−1(θtω,u(t ;ω,u0))
=v(t ;ω,v0),
whichmeans that {ϕv (t ,ω)}t≥0,ω∈Ω is a randomdynamical system for our original stochastic system (3.3)-
(3.4).
Moreover, thanks to Lemma B.0.2 in Appendix B, the random pullback attractor of the random system
without taking into account the wall growth (3.7)-(3.8), A = {A(ω)}ω∈Ω ⊂ B0(ω), becomes into A T =
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{AT (ω)}ω∈Ω ⊂B
T
0 (ω), the randompullback attractor of the system (3.3)-(3.4), where
BT0 (ω) :=
{
(s,x) ∈X : s+x =Dsi nρ
∗(ω)e−αz
∗(ω)
}
.
In otherwords, each component of our randompullback attractor, AT (ω), can bewritten as
AT (ω) :=
(
si nDρ
∗(ω)− se−αz
∗(ω), se−αz
∗(ω)
)
.
In addition, we know that the internal structure of the attractor consists of singleton subsets AT (ω)=(
si nDρ
∗(ω)e−αz
∗(ω),0
)
as long as D¯ > m. Apart from that, it is not possible to ensure the persistence of
the microorganism otherwise even though our simulations show the persistence for several values of the
parameters (see Section 3.1.5).
3.1.5 Numerical simulations and final comments
In this section we will show some numerical simulations concerning the results provided through the
first part of this chapter byusing the Euler-Maruyama'smethodalreadydescribed inChapter 1. In addition,
in each figure thebluedashed lines represent the solutionof thedeterministic chemostatmodel (3.1)-(3.2)
whereas the rest represent different realizations of the stochastic chemostat (3.3)-(3.4).
Henceforth, we consider si n = 1, a = 0.6, m = 3 and we take s0 = 2.5 and x0 = 5 as initial pair. In ad-
dition, we specify the value of both the dilution rate and also the intensity of the noise which will help us
to obtain different situations showing either the extinction or the persistence of the species, depending on
the conditions previously given from themathematical study.
On the one hand, in Figure 3.1 we consider D = 3 and we take α = 0.1 (left) and α = 0.5 (right). It is
easy to notice that the species become extinct in both cases, which is not surprising since condition (3.13)
in Proposition 3.1.2 is fulfilled. Apart from that, the difference betweenboth pictures can be noticed due to
the effects caused by a larger quantity of noise in the second one.
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Figure 3.1: Extinction.α= 0.1 (left) andα= 0.5 (right)
Now, in Figure 3.2 we increase the intensity of the noise toα= 1 (left) andα= 1.5 (right). In this case,
sincecondition (3.13) inProposition3.1.2 is also true, thespeciesbecomeextinct inbothcasesandtheeffect
of the different values of the quantify of noise can be also easily noticed.
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Figure 3.2: Extinction. α= 1 (left) andα= 1.5 (right)
On the other hand, in Figure 3.3 we consider D = 1 and we take α = 0.1 (left) and α = 0.5 (right). In
this case, condition (3.13) in Proposition 3.1.2 does not hold true, in fact, the persistence of the microbial
biomass is obtained for the previous values of the parameters.
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Figure 3.3: Persistence. α= 0.1 (left) andα= 0.5 (right)
Finally, in Figure 3.4 we consider D = 1 again and we increase the intensity of the noise toα = 1 (left)
and α = 1.5 (right). In this case condition (3.13) in Proposition 3.1.2 is not fulfilled but, as explained when
making the mathematical analysis, it is not possible to guarantee the persistence of the microorganisms,
specially if the quantity of noise is considerable large.
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Figure 3.4: Extinction. α= 1 (left) andα= 1.5 (right)
We would like to emphasize the important differences when comparing the previous numerical sim-
ulations shown in this section with the ones presented in Chapter 1. In this case every realization of the
solution of the stochastic chemostat model remains positive, as proved from the mathematical point of
view in Theorem 3.1.1, independently of the initial values and, what is more, the intensity of the noise. It is
mainly due to the way of modeling the stochasticity now and it is also a clear proof that this way is much
more realistic from the biological point of view than the one used in Chapter 1.
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3.2 Stochastic chemostatmodelwithwall growth
In this sectionwe analyze the equivalent model with wall growth. Then, let us now introduce the sim-
plest chemostatmodel withwall growth
d s
d t
= D(si n − s)−
ms
a+ s
x1−
ms
a+ s
x2+bνx1, (3.14)
d x1
d t
= −(ν+D)x1+c
s
a+ s
x1− r1x1+ r2x2, (3.15)
d x2
d t
= −νx2+c
s
a+ s
x2+ r1x1− r2x2, (3.16)
where s(t ), x1(t ) and x2(t ) denote concentrations of the nutrient and the two different microorganisms,
respectively;b ∈ (0,1)describes the fractionof deadbiomasswhich is recycled,ν> 0 is the collective death
rate coefficient, r1 > 0 and r2 > 0 represent the rates atwhich the species stick on to and shear off from the
walls, respectively, and 0 < c ≤m is the growth rate coefficient of the consumer species.
By introducing again a white noise in each equation of (3.14)-(3.16) and using the conversion between
Ito¯ and Stratonovich interpretations, we finally obtain the following stochastic systemwithwall growth
d s =
[
−D¯s+bνx1−
ms
a+ s
x1−
ms
a+ s
x2+Dsi n
]
d t −αs ◦dW (t ), (3.17)
d x1 =
[
−
(
ν+ D¯ + r1
)
x1+c
s
a+ s
x1+ r2x2
]
d t −αx1 ◦dW (t ), (3.18)
d x2 =
[
r1x1−
(
ν+ r2+
α2
2
)
x2+c
s
a+ s
x2
]
d t −αx2 ◦dW (t ). (3.19)
3.2.1 Stochastic chemostat becomes a randomchemostat
In this section we will analyze the stochastic chemostat model with wall growth (3.17)-(3.19) by per-
forming a variable changewhich involves, as in the previous section, the well-known stationary Ornstein-
Uhlenbeck process z∗ . To this end, wewill firstly define the new variablesσ,κ1 andκ2 as follows
σ(t )= s(t )eαz
∗(θtω), κ1(t )= x1(t )e
αz∗(θtω) and κ2(t )= x2(t )e
αz∗(θtω). (3.20)
Wewill write z∗ instead of z∗(θtω) andσ,κ1 andκ2 in place ofσ(t ),κ1(t ) andκ2(t ).
From (3.17)-(3.19), by differentiation, we obtain the following random systemwithwall growth
dσ
d t
=− (D¯+αz∗)σ+bνκ1−
mσe−αz
∗
a+σe−αz
∗ (κ1+κ2)+Dsi ne
αz∗ , (3.21)
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dκ1
d t
=− (ν+ D¯ + r1+αz
∗)κ1+c
σe−αz
∗
a+σe−αz
∗ κ1+ r2κ2, (3.22)
dκ2
d t
=r1κ1−
(
ν+ r2+
α2
2
+αz∗
)
κ2+c
σe−αz
∗
a+σe−αz
∗ κ2. (3.23)
3.2.2 Randomchemostat generates a randomdynamical system
In this section we prove that the random chemostat with wall growth (3.21)-(3.23) possesses a unique
global solution which, moreover, generates a random dynamical system. In the sequel, we will denote
X :=
{
(x, y,z) ∈R3 : x ≥ 0, y ≥ 0, z ≥ 0
}
, the first octant.
Theorem3.2.1 For anyω ∈Ω and any initial value u0 := (σ0,κ10,κ20) ∈X , whereσ0,κ0,κ10 andκ20 denote
σ(0;0,ω,u0),κ(0;0,ω,u0),κ1(0;0,ω,u0)andκ2(0;0,ω,u0), respectively, the randomsystem (3.21)-(3.23)pos-
sesses a unique global solution
u(·;0,ω,u0) := (σ(·;0,ω,u0),κ1(·;0,ω,u0),κ2(·;0,ω,u0)) ∈C
1([0,+∞),X )
withu(0;0,ω,u0)= u0. In addition, the solutionmapping generates a randomdynamicalϕu :R
+×Ω×X →X
defined as
ϕu(t ,ω)u0 = u(t ;0,ω,u0), for all t ∈R
+, u0 ∈X ,ω ∈Ω,
the value at time t of the solution of system (3.21)-(3.23)with initial stateu0 at time zero.
Proof. Similarly to the proof of Theorem 3.1.1 and denoting
u(·;0,ω,u0) := (σ(·;0,ω,u0),κ1(·;0,ω,u0),κ2(·;0,ω,u0)),
system (3.21)-(3.23) can bewritten as
du
d t
= L(θtω) u+F (u,θtω),
where
L(θtω)=

−(D¯ +αz∗) bν−m −m
0 −(ν+ D¯ + r1+αz
∗)+c r2
0 r1 −
(
ν+ r2+
α2
2
+αz∗
)
+c

andF :X ×Ω−→R3 is given by
F (η,θtω)=

Dsi ne
αz∗
+
ma
a+η1e−αz
∗ (η2+η3)
−ca
a+η1e−αz
∗ η2
−ca
a+η1e−αz
∗ η3
 ,
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where η= (η1,η2,η3) ∈X .
Since t 7→ z∗(θtω) is continuous,L generatesanevolutionsystemonR3. Inaddition,F (·,θtω) ∈C (X×
[0,+∞);R3) and is continuously differentiablewith respect to the variables (η1,η2,η3), whence it is locally
Lipschitz with respect to (η1,η2,η3) ∈X .
Therefore, thanks to classical results from the theory of ordinary differential equations, system (3.21)-
(3.23) possesses a unique local solution. Let us check now that, in fact, this solution is a global one. In order
to do that, we define q(t ) :=σ(t )+κ1(t )+κ2(t ), which satisfies the following differential equation
d q
d t
≤−
(
α2
2
+αz∗
)
q+Dsi ne
αz∗ , (3.24)
since c ≤m and b < 1. By solving (3.24), we obtain
q(t ;0,ω,q0)≤ q0e
−α2
2
t−α
∫t
0 z
∗ds
+Dsi n
∫t
0
eαz
∗
e
α2
2
s+α
∫s
0 z
∗dr e−
α2
2
t−α
∫t
0 z
∗dr d s, (3.25)
thus q is clearly bounded by above by an expressionwhich does not blow up at any finite time.
Furthermore, we have the following differential inequatily
d q
d t
≥−(D¯+αz∗+m+ν)q+Dsi ne
αz∗ ,
thereforewe obtain the following bound, whichwill be further very useful
q(t ;0,ω,q0)≥q0e
−(D¯+m+ν)t−α
∫t
0 z
∗ds
+Dsi n
∫t
0
eαz
∗
e (D¯+m+ν)s+α
∫s
0 z
∗dr e−(D¯+m+ν)t−α
∫t
0 z
∗dr d s. (3.26)
It is straightforward to verify, similarly to the case without taking into account the wall growth, that the
global solution of the random system (3.21)-(3.23) belongs to the first octant for any initial data u0 ∈ X
and t ≥ 0. To this end, we will consider κ1 ≥ 0 and κ2 ≥ 0 and we will evaluate the equation (3.21) when
σ= 0 such that we obtain
dσ
d t
∣∣∣∣
σ=0
= bνκ1+Dsi ne
αz∗
> 0.
Moreover, by takingσ≥ 0 andκ2 ≥ 0 and evaluating the equation (3.22) whenκ1 = 0, we have
dκ1
d t
∣∣∣∣
κ1=0
= r2κ2 > 0.
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Finally, by takingσ≥ 0 andκ1 ≥ 0 and evaluating the equation (3.23) whenκ2 = 0, we obtain
dκ2
d t
∣∣∣∣
κ2=0
= r1κ1 > 0.
As a consequence, theuniqueglobal solutionof the randomsystem (3.21)-(3.23) remains in the first oc-
tant for any initial valueu0 ∈X .
Nowwe can define themappingϕu :R+×Ω×X →X given by
ϕu(t ,ω)u0 := u(t ;0,ω,u0), for all t ≥ 0, u0 ∈X ,ω ∈Ω.
Analogously to the case without wall growth, we obtain that the previous mapping is (B[0,∞)×F ×
B(X ),B(X ))−measurable . Hence, {ϕu(t ,ω)}t≥0,ω∈Ω is a randomdynamical system.
3.2.3 Existence of the randompullback attractor
In this sectionwe study the existence and uniqueness of a randompullback attractor associated to the
random chemostatmodel withwall growth (3.21)-(3.23), describing it explicitly whenever it is posible.
Proposition 3.2.1 For any ε > 0, there exists a tempered compact random absorbing set B̂ε(ω) ∈ E (X ) of the
randomdynamical system {ϕu(t ,ω)}t≥0,ω∈Ω.
Proof. Remember that q =σ+κ1+κ2. Then, by replacingω by θ−tω in (3.25), we have
q(t ;0,θ−tω,q0) ≤ q0e
−
α2
2
t−α
∫0
−t z
∗(θrω)dr
+Dsi n
∫t
0
e
−τ
[
α2
2
−
αz∗(θ−τω)
τ +
α
τ
∫0
−τ z
∗(θrω)dr
]
dτ,
which tends toDsi nρ∗u(ω)when t goes to infinity, where
ρ∗u(ω) :=
∫∞
0
e
−τ
[
α2
2
−
αz∗(θ−τω)
τ +
α
τ
∫0
−τ z
∗(θrω)dr
]
dτ.
Now, after replacingω by θ−tω in (3.26), we obtain
q(t ;0,θ−tω,q0) ≥ q0e
−(D¯+m+ν)t−α
∫0
−t z
∗(θrω)dr
+Dsi n
∫t
0
e
−τ
[
(D¯+m+ν)−αz
∗ (θ−τω)
τ +
α
τ
∫0
−τ z
∗(θrω)dr
]
dτ.
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The first termon the right hand in the last inequality tends to zero since D¯+m+ν> 0. The secondone
tends toDsi nρ∗l (ω), where
ρ∗l (ω) :=
∫∞
0
e
−τ
[
(D¯+m+ν)−
αz∗ (θ−τω)
τ +
α
τ
∫0
−τ z
∗(θrω)dr
]
dτ.
Wewould like to note that the integrands defining ρ∗u(ω) and ρ
∗
l
(ω) converge to zero when τ goes to
infinity, but not the integrals. Moreover,ρ∗u(ω) andρ
∗
l
(ω) have sub-exponential growth.
Therefore, for every given ε > 0 and any initial valueu0 ∈ E (θ−tω), there existsTE (ω,ε)> 0 such that
−ε+Dsi nρ
∗
l (ω)≤ q(t ;0,θ−tω,q0)≤Dsi nρ
∗
u(ω)+ε
for all t ≥ TE (ω,ε).
Now, we define
B̂ε(ω) :=
{
(σ,κ1,κ2) ∈X :−ε+Dsi nρ
∗
l (ω)≤σ+κ1+κ2 ≤Dsi nρ
∗
u(ω)+ε
}
,
thus B̂ε(ω) ∈ E (ω) is a tempered compact randomabsorbing set inX .
Hence, it follows directly fromPropositionB.0.1 in Appendix B that the randomdynamical systemgen-
erated by the random system (3.21)-(3.23) possesses a unique random pullback attractor given by Â =
{Â(ω)}ω∈Ω ⊂ B̂ε(ω), for all ε> 0. Thus, Â = {Â(ω)}ω∈Ω ⊂ B̂0(ω).
Nowwe will investigate the random differential system (3.21)-(3.23) in more detail to obtain informa-
tion concerning the internal structure of the corresponding randompullback attractor. To this end, we de-
fine the new variables
κ(t )= κ1(t )+κ2(t ) and ξ(t )=
κ1(t )
κ1(t )+κ2(t )
=
x1(t )
x1(t )+x2(t )
(3.27)
in order to transformour randomsystem (3.21)-(3.23) into another systemwhichwill bemore useful to un-
derstand the dynamics of the model. For the sake of simplicity we will write κ and ξ instead of κ(t ) and
ξ(t ), asmade previously.
Taking into account (3.27), the random system (3.21)-(3.23) becomes into the following randomone
dσ
d t
=− (D¯+αz∗)σ+bνξκ−
mσe−αz
∗
a+σe−αz
∗ κ+Dsi ne
αz∗ , (3.28)
dκ
d t
=−
(
ν+αz∗+
α2
2
)
κ+c
σe−αz
∗
a+σe−αz
∗ κ−Dξκ, (3.29)
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dξ
d t
=−Dξ(1−ξ)− r1ξ+ r2(1−ξ). (3.30)
Wewill firstly study theRiccati equation (3.30) held by ξ(t ) since its dynamics is uncoupledwith the rest of
the system.
Defining the functionFξ : [0,∞)× [0,1]−→R as
Fξ(t ,ξ)=−Dξ(1−ξ)− r1ξ+ r2(1−ξ)=−Dξ+Dξ
2
− r1ξ+ r2− r2ξ,
it is straightforward to check that Fξ is continuous (since it is a polynomial function) and locally Lipschitz
respect toξ, hence there exists a unique local solutionof (3.30)which canbe extended to aglobal one since
ξ is bounded.
Moreover, by solving explicitly (3.30) we obtain
ξ(t ;0,ω,ξ0) := ξ
∗
+
1[
1
ξ0−ξ∗
+
D
D+r1+r2−2Dξ∗
]
e (D+r1+r2−2Dξ
∗)t −
D
D+r1+r2−2Dξ∗
, (3.31)
where
ξ∗ :=
D + r1+ r2−
√
(D + r1+ r2)2−4Dr2
2D
, (3.32)
so thatD + r1+ r2−2Dξ∗ > 0.
By replacing nowω by θ−tω in (3.31), we have
ξ(t ;0,θ−tω,ξ0) = ξ
∗
+
1[
1
ξ0−ξ∗
+
D
D+r1+r2−2Dξ∗
]
e (D+r1+r2−2Dξ
∗)t −
D
D+r1+r2−2Dξ∗
.
Hence, sinceD + r1+ r2−2Dξ∗ > 0, we obtain
lim
t→+∞
ξ(t ;0,θ−tω,ξ0)=ξ
∗.
Now,we are interested in studying the random system
dσ
d t
=− (D¯ +αz∗)σ+bνξ∗κ−
mσe−αz
∗
a+σe−αz
∗ κ+Dsi ne
αz∗ , (3.33)
dκ
d t
=−
(
ν+αz∗+
α2
2
)
κ+c
σe−αz
∗
a+σe−αz
∗ κ−Dξ
∗κ, (3.34)
in order to obtain extra information about the internal structure of the randompullback attractor.
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On the one hand, from (3.34) we obtain
dκ
d t
≤−
(
ν+αz∗+
α2
2
−c
)
κ
whose solution is given by
κ(t ;0,ω,κ0)≤ κ0e
−
(
ν+α
2
2 −c
)
t−α
∫t
0 z
∗ds
. (3.35)
Now, after replacingω by θ−tω in (3.35), we know that
lim
t→+∞
κ(t ;0,θ−tω,κ0)≤ ε,
for any ε> 0, provided
ν+
α2
2
> c. (3.36)
On the contrary, as long as ν+ α
2
2
< c, (3.35) does not provide any extra information about the asymp-
totic dynamics of themicrobial biomass.
On the other hand, from (3.29) we obtain the following inequalities
−
(
ν+
α2
2
+D +αz∗
)
κ≤
dκ
d t
≤−
(
ν+
α2
2
−c+αz∗
)
κ. (3.37)
In addition, we can easily obtain the next lower bound from (3.28) for the equation describing the dy-
namics of the substrate
dσ
d t
≥−(D¯+αz∗)σ+ (bνξ∗−m)κ+Dsi ne
αz∗ , (3.38)
where ξ∗ is given by (3.32). By using now (3.37) we are able to solve (3.38) whichever the sign of bνξ∗−m,
so that we split our analysis into the following cases.
• CaseA: If bνξ∗−m ≥ 0 holds, we have
lim
t→+∞
σ(t ;0,θ−tω,σ0)≥ si nDρ
∗
σ(ω)−ε,
for any ε> 0, where
ρ∗σ(ω) :=
∫∞
0
e
−τ
[
D¯−
αz∗(θ−τω)
τ +
α
τ
∫0
−τ z
∗(θrω)dr
]
dτ.
Wenote thatρ∗σ(ω) is well-defined and has sub-exponential growth. Hence, we analyze the follow-
ing cases
• CaseA-1. Ifν+ α
2
2
> c, we obtain
lim
t→+∞
σ(t ;0,θ−tω,σ0)≥ si nDρ
∗
σ(ω)−ε and limt→+∞
κ(t ;0,θ−tω,κ0)≤ ε
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for any ε > 0. In this case, we obtain the following compact tempered random absorbing set
for the system (σ,κ), which is given by
B1(ω)=
{
(σ,0) ∈X : si nDρ
∗
σ(ω)≤σ≤ si nDρ
∗
u(ω)
}
,
whichmeans that there is not persistence of themicroorganisms since the absorbing set is re-
duced to a linewhich is totally contained inside the axisκ = 0.
• CaseA-2. Ifν+ α
2
2
< c, we obtain
lim
t→+∞
σ(t ;0,θ−tω,σ0)≥ si nDρ
∗
σ(ω)−ε and limt→+∞
κ(t ;0,θ−tω,κ0)≤ ε
for any ε > 0. In this case, we have the following tempered compact random absorbing set
associated to the random system (σ,κ), which is given by
B2(ω)=
{
(σ,κ) ∈X : σ+κ≤ si nDρ
∗
u(ω), σ≥ si nDρ
∗
σ(ω)
}
.
In that case we are not able to establish conditions to ensure the persistence of bothmicroor-
ganisms. Nevertheless, the numerical simulationswill show that we can obtain persistence in
the current case formany different values of the parameters involved in themodel.
• CaseB: If bνξ∗−m < 0 holds, we need to distinguish two cases again:
• CaseB-1. Ifν+ α
∗
2
> c, we have
lim
t→+∞
σ(t ;0,θ−tω,σ0)≥ si nDρ
∗
σ(ω)−ε and lim
t→+∞
κ(t ;0,θ−tω,κ0)≤ ε
for any ε > 0. In this case, B1(ω) is again a tempered compact random absorbing set for the
random system (σ,κ). It means that both microorganisms, the ones in the medium and also
the ones sticked on thewalls of the culture vessel, will become extinct.
• CaseB-2. Ifν+ α
2
2
< c, we have
lim
t→+∞
σ(t ;0,θ−tω,σ0)≥−∞ and lim
t→+∞
κ(t ;0,θ−tω,κ0)≤∞.
In this case it is not possible to get extra information from the dynamics of the nutrient and
the species. As a result, B̂0(ω) is a compact tempered compact random absorbing set for the
randomsystem (σ,κ). Wewouldalso like to remark that it is notpossible toguarantee theper-
sistence of the microorganisms even though the numerical simulations show the persistence
formany values of the parameters, as shown in Section 3.2.5.
Finally, we state Table 3.1 to summarize the results of the previous study.
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ASYMPTOTIC BOUNDS ABSORBING SET SYSTEM (3.33)-(3.34)
Ca
se
A
:
b
ν
ξ
∗
−
m
≥
0
(A
-1
)
ν
+
α
2 2
>
c
lim
t→+∞
σ(t )≥ si nDρ
∗
σ(ω)−ε
si nDρ
∗
σ(ω)
si nDρ
∗
l
(ω) si nDρ
∗
u(ω)
σ
κ
lim
t→+∞
κ(t )≤ ε
(A
-2
)
ν
+
α
2 2
<
c limt→+∞
σ(t )≥ si nDρ
∗
σ(ω)−ε
si nDρ
∗
σ(ω)
si nDρ
∗
l
(ω) si nDρ
∗
u(ω)
σ
κ
κ(t ) does not provide
any extra information
Ca
se
B
:
b
ν
ξ
∗
−
m
<
0
(B
-1
)
ν
+
α
2 2
>
c
lim
t→+∞
σ(t )≥ si nDρ
∗
σ(ω)−ε
si nDρ
∗
σ(ω)
si nDρ
∗
l
(ω) si nDρ
∗
u(ω)
σ
κ
lim
t→+∞
κ(t )≤ ε
(B
-2
)
ν
+
α
2 2
<
c
si nDρ
∗
σ(ω)
si nDρ
∗
l
(ω) si nDρ
∗
u(ω)
σ
κ
σ(t ) does not provide
any extra information
κ(t ) does not provide
any extra information
Table 3.1: Absorbing sets for the random system (3.33)-(3.34)
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3.2.4 Randompullback attractor for the stochastic chemostat
In this section, we define a random dynamical system associated to the original stochastic chemostat
model withwall growth by using the conjugation Lemma B.0.1 in Appendix B. In addition, we will provide
information about the pullback randomattractor associated to the original stochastic systemaswell as its
internal structure.
Hence, we define amapping
T :Ω×X −→X ,
similarly to the one in Section 3.1, as follows
T (ω,ζ)=
(
ζ1e
αz∗(ω),ζ2e
αz∗(ω),ζ3e
αz∗(ω)
)
,
whose inverse is given by
T
−1(ω,ζ)=
(
ζ1e
−αz∗(ω),ζ2e
−αz∗(ω),ζ3e
−αz∗(ω)
)
.
Since v(t ) = (s(t ),x1(t ),x2(t )) and u(t ) = (σ(t ),κ1(t ),κ2(t )) are both related by (3.20) and T is a
homeomorphism, thanks to Lemma B.0.1 in Appendix Bwe obtain again a conjugated randomdynamical
systemgiven by
ϕv (t ,ω)v0 :=T
−1(θtω,ϕu(t ,ω)T (ω,v0))
=T
−1(θtω,ϕu(t ,ω)u0)
=T
−1(θtω,u(t ;ω,u0))
=v(t ;ω,v0),
whichmeans that {ϕv (t ,ω)}t≥0,ω∈Ω is a randomdynamical systemforouroriginal stochastic system(3.17)-
(3.19).
Inaddition, thanks to LemmaB.0.2 inAppendixB, the randompullbackattractorof the randomsystem
withwall growth (3.21)-(3.23), Â = {Â(ω)}ω∈Ω ⊂ B̂0(ω), becomes now into Â T = {ÂT (ω)}ω∈Ω ⊂ B̂T0 (ω),
the random pullback attractor associated to the original stochastic system with wall growth (3.17)-(3.19),
where
B̂T0 (ω)=
{
(s,x1,x2) ∈X : Dsi nρ
∗
l (ω)e
−αz∗(ω)
≤s+x1+x2≤Dsi nρ
∗
u(ω)e
−αz∗(ω)
}
.
Table 3.2 in the next page shows information on the random pullback attractor Â T = {ÂT (ω)}ω∈Ω,
taking into account the analysis carried out at the end of Section 3.2.3.
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ASYMPTOTIC BOUNDS ATTRACTOR INTERNAL STRUCTURE
Ca
se
A
:
b
ν
c ξ
−
m
≥
0
(A
-1
)
ν
+
α
2 2
>
c limt→+∞
S(t )≥ si nDρ
∗
σ(ω)e
−αz∗(ω)
−ε
si nDρ
∗
σ(ω)e
−αz∗(ω)
S
x1
x2
si nDρ
∗
l
(ω)e−αz
∗(ω)si nDρ
∗
u(ω)e
−αz∗(ω)lim
t→+∞
[x1(t )+x2(t )]≤ ε
(A
-2
)
ν
+
α
2 2
<
c limt→+∞
S(t )≥ si nDρ
∗
σ(ω)e
−αz∗(ω)
−ε
si nDρ
∗
l
(ω)e−αz
∗(ω)si nDρ
∗
u(ω)e
−αz∗(ω)
S
x1
x2
si nDρ
∗
σ(ω)e
−αz∗(ω)
x1+x2 does not provide
any extra information
Ca
se
B
:
b
ν
c ξ
−
m
<
0 (B
-1
)
ν
+
α
2 2
>
c limt→+∞
S(t )≥ si nDρ
∗
σ(ω)e
−αz∗(ω)
−ε
si nDρ
∗
σ(ω)e
−αz∗(ω)
S
x1
x2
si nDρ
∗
l
(ω)e−αz
∗(ω)si nDρ
∗
u(ω)e
−αz∗(ω)lim
t→+∞
[x1(t )+x2(t )]≤ ε
(B
-2
)
ν
+
α
2 2
<
c
S
x1
x2
si nDρ
∗
l
(ω)e−αz
∗(ω)si nDρ
∗
u(ω)e
−αz∗(ω)
S does not provide
any extra information
x1+x2 does not provide
any extra information
Table 3.2: Internal structure of the randomattractor - Stochastic chemostatmodel withwall growth
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3.2.5 Numerical simulations and final comments
In this section we show some numerical simulations concerning the stochastic chemostat model with
wall growth (3.17)-(3.19) analyzed in Section 3.2. In each figure we display four different panels: there is a
bigoneon the left showing thephaseplanewith thegeneral dynamicsof thenutrient and themicroorgan-
isms; ontheotherhand, threesmallerpanels canbeseenonthe right to showthedynamicsof thesubstrate
and thedifferent species individually, depending on the time. In thisway,we caneasily observe the asymp-
totic behavior of every state variable involved in our chemostat. We also recall that the blue dashed lines
represent the solution of the deterministic chemostat with wall growth (3.14)-(3.16) whereas the rest rep-
resent different realizations of the stochastic one given by (3.17)-(3.19). Moreover, the thick black asterisk
denotes the initial value (s0,x10,x20).
On the one hand, in Figure 3.5 we consider si n = 1, D = 2, a = 0.6, m = 5, b = 0.5, ν = 2, c = 1.2,
r1 = 0.2, r2 = 0.8 and we take s0 = 5, x10 = 10 and x20 = 10 as initial triple. In addition, we consider
α= 0.1 as intensity of the noise. As a result, we can observe that both species, the ones in themediumand
also the ones sticked on the walls of the culture vessel, become extinct, which is not surprising due to the
fact that condition (3.36) holds true.
Figure 3.5: Extinction.α= 0.1
In Figure 3.6we increase thequantityof thenoise toα= 0.5. In this case condition (3.36) is also fulfilled,
thuswe obtain the extinction of the species.
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Figure 3.6: Extinction.α= 0.5
On the other hand, in Figure 3.7 we consider si n = 1, D = 2, a = 0.6, m = 5, b = 0.5, ν = 0.3, c = 3,
r1 = 0.2, r2 = 0.8, we take s0 = 5, x10 = 10 and x20 = 10 as initial triple and we consider α = 0.1. In this
casecondition (3.36)doesnothold true, in fact, themicrobialbiomasspersists eventhough it isnotpossible
to ensure the persistence from themathematical point of view.
Figure 3.7: Persistence.α= 0.1
Finally, in Figure 3.8 we increase the quantity of the noise to α = 0.5. In this case, condition (3.36) is
not fulfilled either but, although the persistence cannot be guaranteed aswepreviously deduced from the
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mathematical study, both species, the ones in the medium and also the ones sticked on the walls of the
culture vessel, persists, as can be easily observed in the last two panels. Apart from that, in this figure we
can also notice the increment of the quantity of the noisewhen looking at the different realizations, which
aremore disturbed that the ones in the previous figurewithα = 0.1.
Figure 3.8: Persistence.α= 0.5
Wewould like to highlight that every realization in each figure of this section remains positive for any
initial value and every value of the parameters involved in the system, as proved in Theorem 3.2.1. In addi-
tion, it is not strange the fact of having extinction in Figures 3.5 and 3.6 whereas we obtain the persistence
in Figures 3.7 and 3.8. Themost important reason, apart from the intensity of the noise, is the value of the
collectivedeath coefficientwhich ismuch smaller in the last two figures and it directlyhas ahuge influence
on the condition (3.36), thanks towhich the extinction can be (or not) ensured, independently of the other
parameters.
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Modeling andanalysis of environmental effects
causedby the fractional Brownianmotion in
chemostatmodels
In this last chapter we analyze the chemostat model after introducing a stochastic perturbation
given bymeans of a new kind of noise: the fractional Brownian motion B H indexed by theHurst parame-
ter H . Firstly, wewill introduce this newnoise andwewillmention itsmainproperties. Since the fractional
Brownianmotion for H 6= 1/2 is not a semimartingale, we cannot use the Ito¯ integral in this setting, hence
we need to introduce a new integral against B H . To be more precise, we define the stochastic integral by
using fractional calculus tools, for what the main ingredient is the use of fractional derivatives. The main
advantage of using this definition is that it is a pathwise integral and, therefore, it does not produce ex-
ceptional sets which are against the generation of a cocycle. Then, we will establish a result concerning
the existence and uniqueness of a global solution of our stochastic system and will provide some condi-
tions under which our system generates a semigroup operator, which allows us to define the solution in
a mild sense. Since we do not transform the stochastic chemostat model perturbed by B H into a random
system (as we already did in the previous chapters when dealing with B
1
2 ), this means that the norm of
the solution depends in particular of the norm of the noise, which prevents us to use a suitable version of
Gronwall's lemma to conclude, for instance, the existence of an absorbing ball. This is themain reason for
whichwewill introduce a sequenceof stopping times,whichwill allowus to control the contributionof the
noise, and, therefore, to ensure inparticular the existence of a (discrete) temperedabsorbing setwhichwill
be determinant to establish the existence and uniqueness of a (discrete) random pullback attractor. We
would like to emphasize that, in a first step, we discretize the random dynamical system, in a way that we
only consider it acting on the sequenceof stopping times. Indeed,whenwe lookat the cocyclemapping on
the stopping times we can handle the estimates of the solution. In a second step, we will obtain the exis-
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tence and uniqueness of the continuous random pullback attractor associated to the continuous random
dynamical system, which rests upon the relationship between the discrete and continuous tempered sets
and the properties of the stopping times. Finally, we will show some numerical simulations to observe the
effects of the fractional Brownianmotion in the chemostatmodels previously studied.
The results and explanations concerning this chapter can be found in [11].
4.1 Chemostatmodels and fractional noise
In this section we will consider the simplest deterministic chemostatmodel (3)-(4), which was already
presented in the introductory chapter, andwewill introduce stochasticity by using a different kind of noise
which significantly differs from the standard Brownian motion used in Chapters 1 and 3. This new noise,
that is becoming progressively more andmore popular between researchers of several branches of scien-
tific knowledge, is the fractional Brownian motion, fBm for short, that was introduced originally by Kol-
mogorov in 1940 (see [57]) to study the long term storage capacity of reservoirs along the Nile river. The
fBm consists of a generalization of the standard Brownian motion, as we will see in Section 4.2. Themain
reason to introduce this newnoise in ourmodel is due to the fact that it has been proved to be a good can-
didate tomodel random long-time influences in climate systems, hydrology andmedicine, to name a few
applications.
Similarly to the way of modeling in Chapter 3, when using the standard Wiener process, we will in-
troduce some disturbances in the deterministic model (3)-(4) by using the fBm such that we obtain the
following stochastic differential system
d s =
[
(si n − s)D −
msx
a+ s
]
d t +αsdB H (t ), (4.1)
d x =
[
−Dx+
msx
a+ s
]
d t +αxdB H (t ), (4.2)
where B H (·) denotes the fBmwithHurst parameter H ∈ (1/2,1) andα> 0 refers to the quantity of noise,
s(t ) and x(t ) denote concentrations of the nutrient and the microbial biomass, respectively; si n denotes
the volumetric dilution rate, a is the half-saturation constant, D is the dilution rate and m is themaximal
consumption rate of the nutrient and also themaximal specific growth rate ofmicroorganisms. We notice
that all parameters arepositive andweusea functionHolling type-II as functional response of themicroor-
ganismdescribing how the nutrient is consumed by the species.
Up to now, wehave justmentioned the chemostatmodelwithout taking into account thewall growth.
Of course thatwecanalsoconsider theequivalent stochasticmodelwithwall growth,whichwasalready in-
troduced in the introductorychapter, affectedbyan fBmaswell, givenby the followingsystemofstochastic
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differential equations
d s =
[
(si n − s)D −
ms
a+ s
x1−
ms
a+ s
x2+bνx1
]
d t +αsdB H (t ), (4.3)
d x1 =
[
−(ν+D)x1+
cs
a+ s
x1− r1x1+ r2x2
]
d t +αx1dB
H (t ), (4.4)
d x2 =
[
−νx2+
cs
a+ s
x2+ r1x1− r2x2
]
d t +αx2dB
H (t ), (4.5)
whereB H (·)denotesagain the fBmwithHurstparameterH ∈ (1/2,1)andthe restofparametersandfunc-
tions have the samemeaning than in system (6)-(8).
Fromnow on, we will focus our study just on the simplest stochastic chemostatmodel (4.1)-(4.2) since
the same analysis could bemade for themodel withwall growth (4.3)-(4.5).
4.2 The fractional Brownianmotion and the fractional integral
The fractional Brownianmotion is a centeredGaussian processB H = {B H (t )}t∈R indexed by theHurst
parameter H ∈ (0,1). In fact, it satisfies the long-memory property when H > 1/2. In addition, it is a self-
similar stochastic process characterized by the stationarity of its increments. When H = 1/2, the fBm re-
duces to the standardBrownianmotion. Moreover, it has continuous sample paths and its covariance func-
tion is given by
E
(
B H (s),B H (t )
)
=
1
2
(
t2H + s2H −|t − s|2H
)
.
Thanks toKolmogorov's Theorem, there exists a continuous versionof the fractional Brownianmotion,
whose canonical interpretation is as follows. LetΩ = C0(R,R) be the space of continuous functions on R
with values in R which are zero at zero. This set is equipped with the compact open topology. We define
F as the Borelσ−algebra and P is the probability measure, or probability distribution, of the fBm. Then,
the quadruple (Ω,F ,P, {θt }t∈R) is an ergodicmetric dynamical system,where {θt }t∈R denotes theWiener
shiftdefinedas inAppendixA. Formoredetailed information, see [39]. This canonicalprocesshasaversion,
whichwill be denoted byω, which isβ−Hölder continuous on any interval [−k,k] ⊂R forβ<H , see [58].
WhenH 6= 1/2, the fBmbehaves inaverydifferentwaythanthestandardBrownianmotion. In fact,B H
is neither amartingale nor aMarkov process hence we cannot use the Ito¯'s theory to define the stochastic
integralwith integrator the fBm. This has thedisadvantage thatweneed todefine adifferent integralwith
respect to B H , but, as a positive counterpart, the so-called pathwise integral does not produce exceptional
sets. Let us remind that, as far as the cocycle property is concerned, exceptional sets are not permitted. As it
iswell-known, the Ito¯'s integral produces exceptional sets and this is the reason forwhich inall theprevious
chapters we always transformed the stochastic systems into randomones that were handled by determin-
istic techniques. In this chapter wewill not use any transformation but insteadwe deal with the stochastic
chemostat with fBm.
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In the rest of the section,wewill introduce somebasic concepts concerning the theory of the fractional
calculus whichwill involve two essential ingredients: the fractional derivatives and the fractional integral.
From now on, T > 0 will denote a positive real time. Then, we introduce the following usual Hölder
spaces.
Definition 4.2.1 Letβ> 0 be a constant andd ∈N. Then,C β([a,b];Rd ) denotes the space of Hölder continuous
functions f : [a,b]−→Rd with values inRd equippedwith the norm
‖ f ‖β,a,b := ‖ f ‖∞,a,b +||| f |||β,a,b
= sup
t∈[a,b]
| f (t )|+ sup
a≤s<t≤b
| f (t )− f (s)|
(t − s)β
<∞.
Moreover, we present now the dampedHölder spaces which are given as in the following definition.
Definition 4.2.2 Letβ > 0 be a constant and d ∈ N. Then,C
β
β
([a,b];Rd ) denotes the space of continuous func-
tions f : [a,b]−→Rd with values inRd equippedwith the norm
‖ f ‖β,β,a,b := ‖ f ‖∞,a,b +||| f |||β,β,a,b
= sup
t∈[a,b]
| f (t )|+ sup
a≤s<t≤b
(s−a)β
| f (t )− f (s)|
(t − s)β
<∞.
Wewould like to notice that the damped Hölder spaces defined in the previous definition are Banach
spaces (see [21, 62]).
Now, we introduce the concept of fractional derivatives which will allow us to define the fractional in-
tegral. We refer every interested reader to [78] formore detailed information on fractional calculus.
Definition 4.2.3 Letα ∈ (0,1) be a constant and a < b real numbers. Then, the fractional derivatives ofK andω,
respectively, are defined as follows
Dαa+K (r ) :=
1
Γ(1−α)
(
K (r )
(r −a)α
+α
∫r
a
K (r )−K (s)
(r − s)α+1
d s
)
,
D1−αb− ωb−(r ) :=
1
Γ(α)
(
ω(r )−ω(b)
(b− r )1−α
+ (1−α)
∫b
r
ω(r )−ω(s)
(s− r )2−α
d s
)
,
whereΓ denotes the Gamma function.
It is straightforward to prove the following bound concerning the fractional derivative of the fractional
Brownianmotion.
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Lemma4.2.1 For everyβ ∈ (1/2,H) and a,b,x ∈ R such that [a,b] ⊆ [0,T ] and x ∈ [a,b], forα > 1−β the
following inequality holds true
|D1−αb− ωb−(x)| ≤ c(β)|||ω|||β,0,T (b−x)
β+α−1.
Now,we introduce the fractional integral.
Definition 4.2.4 Let K ∈ C
β
β
([a,b];Rd ) such thatβ > 1/2 and 1−β < α < β. Then, we define the fractional
integral ofK with respect to the fBmas follows∫b
a
K (r )dω(r ) := (−1)α
∫b
a
Dαa+K (r )D
1−α
b− ωb−(r )dr, (4.6)
where the fractional derivatives inside the integral on the right hand side of (4.6) are defined as in Definition 4.2.3.
For a detailed construction of the pathwise stochastic integral (4.6) as well as its main properties, we
refer the reader to [78]. In the following result, nevertheless, we collect some of these properties.
Lemma4.2.2 GivenT > 0,K ∈C
β
β
([0,T ];Rd ),ω ∈Ω an fBmwith 1−β<α<β. Then,
1) For [a,b]⊆ [0,T ], we have the following estimate of the fractional integral given by (4.6)∣∣∣∣∫b
a
K (r )dω(r )
∣∣∣∣≤ c(α,β)‖K ‖β,β,0,T |||ω|||β,0,T (b−a)β. (4.7)
2) For [a,b]⊆ [0,T ] and p ∈R such that [a−p,b−p]⊆ [0,T ], the following equality holds∫b
a
K (r )dω(r )=
∫b−p
a−p
K (r +p)dθpω(r ).
4.3 Chemostatmodel driven by the fractional Brownianmotion
As explained before, we are interested in investigating the stochastic chemostat model (4.1)-(4.2) per-
turbed by the fractional Brownian motion. To this end, we will firstly linearize our stochastic differential
system around (si n ,0), the so-calledwashout equilibrium of the deterministic chemostat model given by
(3)-(4), which allows us to rewrite the chemostatmodel (4.1)-(4.2) in the following abstract form
du = (Au+F (u))d t +G(u)dB H (t ), (4.8)
whereu = (s,x), with
A =
 −D −m+ maa+si n
0 −D +m− ma
a+si n
 , F (u)=
 Dsi n + maa+S x− maa+si n x
−
ma
a+S
x+ ma
a+si n
x
 , G(u)=
 αS
αx

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andB H (·) denotes the fBm.
Having reached this point, we state below three essential properties satisfiedby theoperators involved
in (4.8).
(P1) G is differentiable and there exists δ≤ 1 andCN > 0, for every N ≥ 0, such that the following prop-
erties are fulfilled:
– Lispchitz Continuity
|G(u)−G(û)| ≤α|u− û|, for allu, û ∈Rd and every t ∈ [0,T ].
– LocalHölder Continuity
|∂ui G(u)−∂ûi G(u)| ≤CN |u− û|
δ, for all |u|, |u˜| ≤N and every t ∈ [0,T ].
(P2) There exists b0 ∈ Lρ([0,T ];Rd ), where ρ ≥ 2, and LN > 0, for every N ≥ 0, such that the following
properties hold:
– Boundedness
|Au+F (u)| ≤ L0|u|+b0, for allu ∈R
d and every t ∈ [0,T ],
– Local Lipschitz Continuity
|(Au+F (u))− (Aû+F (û)| ≤ LN |u− û|, for all |u|, |û| ≤N and every t ∈ [0,T ],
(P3) It holds
|G(u)| ≤α(1+|u|), for allu ∈Rd and every t ∈ [0,T ],
where d = 2 or d = 3 correspond to the stochastic chemostat model without taking into account the wall
growth andwithwall growth, respectively.
4.3.1 Existence anduniqueness of solution. Generation of anRDS
The following result establishes the existence and uniqueness of global solution of system (4.8).
Theorem4.3.1 Assumethatβ∈ (1/2,H). Then, for anyω∈Ωandevery initial pairu0∈R
2, there exists aunique
global solution of system (4.8)which belongs toC β
β
([0,T ];R2).
We would like to remark that properties (P1)-(P3) are assumed in [68], where the authors consider a
general stochastic differential equations driven by an fBm with H > 1/2 and analyze the existence and
uniqueness of global solution of their system in someparticular spaces. By following similar steps to those
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carried out in [68], we can prove that there exists a unique solution u ∈ C β
β
([0,T ];R2), hence the proof is
omitted.
Remark 4.3.1 Wewould like to note that the positiveness of the solutions of system (4.1)-(4.2) can be proved in this
case bymaking use of the usual variable change
σ(t )= s(t )eαz
∗
H
(θtω) and κ(t )= x(t )eαz
∗
H
(θtω),
where z∗H denotes the stationary fractional Ornstein-Uhlenbeck process solving the Langevin equation
d z =−zd t +dB H (t ).
Since the ergodic properties arealso true for z∗H (see [22]), thenwecould transformtheoriginal stochastic system
(4.1)-(4.2) into another one with random coefficients, as made in Chapter 3. In such a way, it can be similarly prove
that the resulting randomsystempossesses aunique solutionwhich remains in thepositive cone for every initial value
there.
As pointed out, our aim in this chapter is not to performthe previous variable change but dealing directlywith the
stochastic system. Nevertheless, sincewearedealingwithapopulationmodel, even though it seemsnot tobepossible
to prove the positiveness of solutions without using this useful tool, decided to check that every solution is positive
although the variable change is necessary for that.
We state now the following result concerning the generation of aC 0−semigroup by thematrix A.
Theorem4.3.2 Assume that
D +
ma
a+ si n
>m (4.9)
holds true. Then, system (4.8)generates aC 0−semigroupoperator, denotedbyS(·),which is givenby the fundamen-
tal solution S(t )= e At , of the linear differential systemu′= Au, where thematrix A is defined as in Section 4.3. In
addition, the following estimates
|S(t )| ≤Me−λ1t and |S(t − s)− I d | ≤M |A|(t − s)e−λ1(t−s)
are fulfilled, with M ≥ 1 andλ1 :=D +
ma
a+si n
−m.
Proof. It trivially holds thatmatrix A generates aC 0−semigroup operator as long as condition (4.9) is ful-
filled by analyzing the eigenvalues of the corresponding matrix A defining the abstract system (4.8). The
rest of the statements followdirectly from the definition of the semigroup.
Thanks to Theorem4.3.2, the solution of (4.8) can be expressed by
u(t ;ω,u0)= S(t )u0+
∫t
0
S(t − s)F (u(s))d s+
∫t
0
S(t − s)G(u(s))dB H (s), (4.10)
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which is calledmild solution and has the advantage that the semigroup operator will provide us some ex-
ponential termswith negative exponents whichwill be related to the dissipative ones needed to prove the
existence and uniqueness of an absorbing set of ourmodel, as wewill see later.
Next, we prove that (4.8) generates a random dynamical system. Thanks to that, we will make use of
the techniquesalreadyknownconcerning the theoryofRDSs, asmade in theprevious chapters, andwewill
prove theexistenceanduniquenessofa randompullbackattractor. To this end,wewill define the following
mapping
ϕ : R+×Ω×R2+ −→ R
2
+,
where
ϕ(t ,ω)u0 := S(t )u0+
∫t
0
S(t − r )F (u(r ))dr +
∫t
0
S(t − r )G(u(r ))dω(r ). (4.11)
Theorem4.3.3 System (4.8) generates a randomdynamical system {ϕ(t ,ω)}t≥0,ω∈Ω defined by (4.11).
Proof. On the one hand, for every initial pair u0 ∈ R2+, themapping defined in (4.11) trivially satisfies that
ϕ(0,ω)u0 = S(0)u0= u0. On the other hand, from (4.11) and thanks to Lemma4.2.2, for every initial value
u0 ∈R
2
+ and t1, t2 ∈R
+, it is easy to prove that the following equalities hold
ϕ(t1+ t2,ω)u0
= S(t1+ t2)u0+
∫t1+t2
0
S(t1+ t2− r )F (u(r ))dr +
∫t1+t2
0
S(t1+ t2− r )G(u(r ))dω(r )
= S(t1)S(t2)u0+
∫t2
0
S(t1)S(t2− r )F (u(r ))dr +
∫t2
0
S(t1)S(t2− r )G(u(r ))dω(r )
+
∫t1+t2
t2
S(t1+ t2− r )F (u(r ))dr +
∫t1+t2
t2
S(t1+ t2− r )G(u(r ))dω(r )
= S(t1)ϕ(t2,ω)u0+
∫t1
0
S(t1− r )F (u(r + t2))dr +
∫t1
0
S(t1− r )G(u(r + t2))dθt2ω(r )
= ϕ(t1,θt2ω)ϕ(t2,ω)u0,
whencewe obtain the cocycle property. In addition, sinceϕ is (B(R+)×F×B(R2+),B(R
2
+))–measurable,
the result is proved.
4.3.2 Asymptotic dynamics of the chemostatmodelwith fBm
In this sectionwe start proving the existence of a discrete tempered compact randomabsorbing set. To
this end,we firstly need to estimate thenormof the solutionof system (4.8) forwhich the following lemma
is helpful.
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Lemma4.3.1 For everyT > 0,ω∈Ω andβ> 1/2, we have∥∥∥∥∫·
0
S(·− r )F (u(r ))dr
∥∥∥∥
β,β,0,T
≤ cS,F T
(
1+‖u‖β,β,0,T
)
,
∥∥∥∥∫·
0
S(·− r )G(u(r ))dω
∥∥∥∥
β,β,0,T
≤ cS,G T
β
‖u‖β,β,0,T |||ω|||β,0,T ,
where cS,F and cS,G refers to constants related to the semigroup operator as well as the operators F andG , respec-
tively.
Proof. The proof of the normof the deterministic integral follows trivially since the corresponding integral
is defined in the sense of Lebesgue whereas the norm of the stochastic integral can be obtained by taking
intoaccount theestimate (4.7) in Lemma4.2.2and theestimatesof the semigroupstated inTheorem4.3.2.
Thanks to Lemma 4.3.1 we can deduce the following estimate for the norm of the solution of system
(4.8).
Theorem4.3.4 For anyω∈Ω and everyT > 0, we have the following estimate
‖u‖β,β,0,T ≤ cS |u0|+cS,F T
(
1+‖u‖β,β,0,T
)
+cS,G T
β
|||ω|||β,0,T ‖u‖β,β,0,T , (4.12)
where cS denotes a constant coming from the semigroup operator and the constants cS,F and cS,G has been intro-
duced in Lemma4.3.1.
Proof. The first addendon the right side of (4.12) follows trivially by taking into account the properties sat-
isfied by the semigroup operator, stated in Theorem 4.3.2. Concerning the rest of the terms in (4.12), they
directly follows from the estimates in Lemma4.3.1.
From (4.12), it is easy to notice that it is not possible to conclude anything for ‖u‖β,β,0,T since the size
of |||ω|||β,0,T could be arbitrary large. As a consequence, it is not possible to make use of any Gronwall's
Lemma in order to obtain some bound of the norm of the solution of system (4.8). Because of this reason,
we will introduce a sequence of stopping times, which will be denoted by {Ti (ω)}i∈Z, which will allow us
to control the size of every element of the sequence {|||ω|||β,Ti (ω),Ti+1(ω)}i∈Z for any realization of the noise
and, therefore, to prove the existence of a discrete tempered compact random absorbing set. To this end,
let us consider now a real constantµ ∈ (0,1). Then, we defineT (ω)≡ T1(ω) and T̂ (ω)≡ T−1(ω) as follows
|||ω|||β,0,T (ω)T (ω)
β
+T (ω)=µ, (4.13)
|||ω|||β,T̂ (ω),0(−T̂ (ω))
β
+ (−T̂ (ω))=µ.
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From (4.13), we can consider the following sequence of stopping times {Ti (ω)}i∈Z, which can be de-
fined, for every i , j ∈Z and anyω ∈Ω, as follows
T0(ω)= 0, Ti (ω)+T j (θTi (ω)ω)= Ti+ j (ω). (4.14)
For a detailed description of the stopping times, see Section 4.3.3.
Nowwe can state the following essential result concerning an estimate of the norm of the solution of
system (4.8) in some interval given by two consecutive stopping times previously defined.
Theorem4.3.5 For everyω ∈Ω andβ > 1/2we consider {Ti (θT jω)}i∈Z, the sequence of stopping times defined
in (4.14) for the noise path θT jω, with j ∈Z. Then, the following estimate holds for the solution of (4.10)
‖u‖β,β,Tn(θT j ω),Tn+1(θT j ω) ≤ ce
−λ1Tn(θT j ω)|u0|+cµ
n∑
m=1
e
−λ1(Tn(θT j ω)−Tm (θT j ω))
+cµ
n∑
m=1
e
−λ1(Tn (θT j ω)−Tm (θT j ω))‖u‖β,β,Tm−1(θT j ω),Tm (θT j ω)
+cµ‖u‖β,β,Tn (θT j ω),Tn+1(θT j ω)
+cµ, (4.15)
where c denotes a positive constant depending on cS, cS,F and cS,G .
Proof. In order to prove (4.15) we just provide the most important calculations since a similar one can be
found in [30, 37]. To this end, for t ∈ [Tn(θT jω),Tn+1(θT jω)]wehave the following splitting
u(t ) = S(t )u0+
n∑
m=1
∫Tm (θT j ω)
Tm−1(θT j ω)
S(t − r )F (u(r ))dr +
n∑
m=1
∫Tm (θT j ω)
Tm−1(θT j ω)
S(t − r )G(u(r ))dθT jω
+
∫t
Tn(θT j ω)
S(t − r )F (u(r ))dr +
∫t
Tn(θT j ω)
S(t − r )G(u(r ))dθT jω
= S(t )u0+
n∑
m=1
∫Tm (θT j ω)−Tm−1(θT j ω)
0
S(t −Tm−1(θT jω)− r )F (u(r +Tm−1(θT jω)))dr
+
n∑
m=1
∫Tm (θT j ω)−Tm−1(θT j ω)
0
S(t −Tm−1(θT jω)− r )G(u(r +Tm−1(θT jω)))dθT j+m−1ω
+
∫t−Tn (θT j ω)
0
S(t −Tn(θT jω)− r )F (u(r +Tn(θT jω)))dr
+
∫t−Tn (θT j ω)
0
S(t −Tn(θT jω)− r )G(u+Tn(θT jω))dθT j+nω
120
Environmental effects caused by the fractional Brownianmotion
= S(t )u0+
n∑
m=1
S(t −Tm(θT jω))
∫T1(θT j+m−1ω)
0
S(T1(θT j+m−1ω)− r )F (u(r +Tm−1(θT jω)))dr
+
n∑
m=1
S(t −Tm(θT jω))
∫T1(θT j+m−1ω)
0
S(T1(θT j+m−1ω)− r )G(u(r +Tm−1(θT jω)))dθT j+m−1ω
+
∫t−Tn (θT j ω)
0
S(t −Tn(θT jω)− r )F (u(r +Tn(θT jω)))dr
+
∫t−Tn (θT j ω)
0
S(t −Tn(θT jω)− r )G(u(r +Tn(θT jω)))dθT j+nω, (4.16)
wherewewroteu(t ) instead ofu(t ;ω,u0) for the sake of space.
Then, on account of Lemma4.3.1, we can estimate the normof each term in (4.16) obtaining that
‖u‖β,β,Tn(θT j ω),Tn+1(θT j ω)
≤ ce
−λ1Tn (θT j ω)|u0|
+c
n∑
m=1
e
−λ1(Tn(θT j ω)−Tm (θT j ω))T1(θT j+m−1ω)
(
1+‖u‖β,β,Tm−1(θT j ω),Tm (θT j ω)
)
+c
n∑
m=1
e
−λ1(Tn(θT j ω)−Tm (θT j ω))T1(θT j+m−1ω)
β
‖u‖β,β,Tm−1(θT j ω),Tm (θT j ω)|||θT j+m−1ω|||β,0,T1(θT j+m−1ω)
+cT1(θT j+nω)
(
1+‖u‖β,β,Tn (θT j ω),Tn+1(θT j ω)
)
+cT1(θT j+nω)
β
‖u‖β,β,Tn(θT j ω),Tn+1(θT j ω)
|||(θT j+nω)|||β,0,T1 (θT j+nω)
,
where c is a constant depending on the semigroup and both operators F andG .
Hence, by taking into account the definition of the first stopping time given by (4.13), the inequality
(4.15) easily follows.
As a result, defining
k0 =
c
1−cµ
and k1 =
cµ
1−cµ
,
from (4.15) we obtain
‖u‖β,β,Tn (θT j ω),Tn+1(θT j ω)
≤ k0e
−λ1Tn(θT j ω)|u0|+k1
n∑
m=1
e
−λ1(Tn(θT j ω)−Tm (θT j ω))‖u‖β,β,Tm−1(θT j ω),Tm (θT j ω)
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+k1
n∑
m=1
e
−λ1(Tn(θT j ω)−Tm (θT j ω))+k1. (4.17)
The followingnatural stepconsists in introducingadiscrete randomdynamical systemwhich isdefined
as the restriction of the original continuous random dynamical system to the sequence of stopping times
{Ti (ω)}i∈Z given by (4.14). More precisely, we firstly introduce the new discrete shift, which is given by the
mapping
θ˜ : Z×Z −→Z
(i , j ) 7−→ θ˜(i , j )≡ θ˜i j := i + j
that satisfies the following properties: on the one hand, themapping θ˜0 is trivially the identity operator in
Z; on another hand, the cocycle property
θ˜i1+i2 j = (θ˜i1 ◦ θ˜i2) j
also holds. Now,we introduce the followingmapping
Φ : Z+×Z×Ω×R2+ −→ R
2
+,
defined by
Φ(i , j ,ω,u0) :=ϕ(Ti (θT j (ω)ω),θT j (ω)ω,u0), (4.18)
the solution given by (4.10) at timeTi (θT j (ω)ω) for the noise path θT j (ω)ω.
We would like to emphasize thatω only acts as a parameter in (4.18). Apart from that, for the sake of
simplicity, wewrite θT j ω instead of θT j (ω)ωwhen no confusion is possible.
It is not difficult to prove that themapping given by (4.18) is actually a discrete dynamical system. The
proof of this statement follows trivially from its definition since the property is inherited from the original
continuous randomdynamical system {ϕ(t ,ω)}t≥0,ω∈Ω .
Now, wemake use of the estimate (4.17) to prove the existence of a discrete absorbing setwhich allows
us to conclude that there exists a unique discrete random pullback attractor associate to the discrete dy-
namical systemdefined by (4.18).
Henceforth, we will denote the discrete tempered sets by E (i ,ω), where i ∈ Z andω ∈Ω acts as a pa-
rameter. In addition, ρ(i ,ω)will denote the radius of the corresponding discrete tempered set previously
mentioned.
Theorem4.3.6 Assume that forω∈Ω, there existsD > 0 such that
λ1D > k1e
λ1µ (4.19)
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and
liminf
q→−∞
|Tq (θT jω)|
|q |
>D (4.20)
hold true for the noise path θT j (ω), where j ∈ Z. Then, there exists a tempered discrete absorbing set associated to
the discrete dynamical system (4.18), which is given by the ball centered at the originwith radius
R( j ,ω) := 2k1
0∑
q=−∞
e
λ1Tq (θT j ω)e−k1qe
λ1µ
, (4.21)
whereTq(·) denotes the q−stopping time for q ∈Z.
Proof.Aftermultiplying (4.17) by the factor e
λ1Tn(θT j ω), we have
e
λ1Tn(θT j ω)‖u‖β,β,Tn (θT j ω),Tn+1(θT j ω)
≤ k0|u0|+k1
n∑
m=1
e
λ1Tm (θT j ω)e
−λ1Tm−1(θT j ω)e
λ1Tm−1(θT j ω)‖u‖β,β,Tm−1(θT j ω),Tm (θT j ω)
+k1
n∑
m=1
e
λ1Tm (θT j ω)+k1e
λ1Tn (θT j ω),
= k0|u0|+k1
n−1∑
m=0
e
λ1T1(θTm+ j ω)e
λ1Tm (θT j ω)‖u‖β,β,Tm (θT j ω),Tm+1(θT j ω)
+k1
n−1∑
m=0
e
λ1Tm+1(θT j ω)+k1e
λ1Tn(θT j ω),
whence, considering yk defined as yk := e
λ1Tk (θT j ω)‖u‖β,β,Tk (θT j ω),Tk+1(θT j ω)
, we have
yn ≤ k0|u0|+k1
n−1∑
m=0
e
λ1T1(θTm+ j ω)ym +2k1
n−1∑
m=0
e
λ1Tm+1(θT j ω).
Now,we define the positive functions
fn := k0|u0|+2k1
n∑
m=1
e
λ1Tm (θT j ω) and gk := k1e
λ1T1(θTk+ j ω), (4.22)
and consider
ψ0 := k0|u0| and ψq := 2k1e
λ1Tq (θT j ω). (4.23)
Hence, thanks to (4.22) and (4.23), applying the discrete Gronwall lemma C.0.4 (see Appendix C), we
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obtain that
yn ≤ k0|u0|
n−1∏
l=0
(
1+k1e
λ1T1(θTl+ j ω)
)
+2k1
n∑
q=1
e
λ1Tq (θT j ω)
n−1∏
l=q
(
1+k1e
λ1T1(θTl+ j ω)
)
≤ k0|u0|
n−1∏
l=0
ek1e
λ1T1(θTl+ j
ω)
+2k1
n∑
q=1
e
λ1Tq (θT j ω)
n−1∏
l=q
ek1e
λ1T1(θTl+ j
ω)
= k0|u0|e
k1
∑n−1
l=0
e
λ1T1(θTl+ j
ω)
+2k1
n∑
q=1
e
λ1Tq (θT j ω)e
k1
∑n−1
l=q
e
λ1T1(θTl+ j
ω)
≤ k0|u0|e
k1ne
λ1µ
+2k1
n∑
q=1
e
λ1Tq (θT j ω)ek1(n−q)e
λ1µ
,
where the last inequality holds sinceT1(θTl+ jω)≤µ, then
n−1∑
l=0
e
λ1T1(θTl+ j ω) ≤
n−1∑
l=0
eλ1µ = neλ1µ and
n−1∑
l=q
e
λ1T1(θTl+ j ω) ≤ (n−q)eλ1µ.
Hence, we obtain the final bound for the normof our solution, which is given by
‖u‖β,β,Tn(θT j ω),Tn+1(θT j ω)
≤ k0|u0|e
k1ne
λ1µ
e
−λ1Tn(θT j ω)
+2k1
n∑
q=1
e
λ1Tq (θT j ω)e
−λ1Tn (θT j ω)ek1(n−q)e
λ1µ
.
Now, thanks to the definition of the discrete dynamical system (4.18), we have that
|Φ(n, j ,ω,u0)| ≤ ‖u‖β,β,Tn (θT j ω),Tn+1(θT j ω)
≤ k0|u0|e
k1ne
λ1µ
e
−λ1Tn (θT j ω)+2k1
n∑
q=1
e
λ1Tq (θT j ω)e
−λ1Tn(θT j ω)ek1(n−q)e
λ1µ
.(4.24)
By replacing j by θ˜−n j = j −n in (4.24) and taking supremum,we obtain
sup
u0∈E( j−n,ω)
|Φ(n, j −n,ω,u0)|
≤ k0ρ( j −n,ω)e
k1ne
λ1µ
e
−λ1Tn(θT j−nω)+2k1
0∑
q=1−n
e
λ1Tq+n(θT j−nω)−λ1Tn(θT j−nω)e−k1qe
λ1µ
= k0ρ( j −n,ω)e
k1ne
λ1µ
e
−λ1Tn(θT j−nω)+2k1
0∑
q=1−n
e
λ1Tq (θT j ω)e−k1qe
λ1µ
, (4.25)
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whereρ( j −n,ω) denotes the radius of the discrete tempered setE ( j −n,ω).
Now, by taking limit whenn tends to infinity in (4.25), we have
lim
n→+∞
sup
u0∈E( j−n,ω)
|Φ(n, j −n,ω,u0)|
≤ lim
n→+∞
k0ρ( j −n,ω)e
k1ne
λ1µ
e
−λ1Tn(θT j−nω)+2k1
0∑
q=−∞
e
λ1Tq (θT j ω)e−k1qe
λ1µ
. (4.26)
Before analyzing the addends in (4.26) inmore detail, wewould like to notice that, thanks to (4.20), for
every ε> 0 there exists qε > 0 such that for |q | > qε, we have thatTq (θT jω)< q(D−ε). Hence, sinceλ1 is
a positive constant, we have
λ1Tq (θT jω)−k1qe
λ1µ < q
[
λ1D −k1e
λ1µ−λ1ε
]
.
Now,we analyze the addends in (4.26). On the one hand, by taking into account (4.20), for M̂ > 0 large
enoughwe obtain that
R( j ,ω) := 2k1
0∑
q=−∞
e
λ1Tq (θT j ω)e−k1qe
λ1µ
< 2k1
 0∑
q=−M̂
e
λ1Tq (θT j ω)−k1qe
λ1µ
+
−M̂−1∑
q=−∞
eq[λ1D−k1e
λ1µ−λ1ε]
 , (4.27)
where the last term in (4.27) is well defined thanks to (4.19).
On the other hand,we analyze the termgivenby the limit in (4.26). To this end, for ε> 0 small enough,
ζ := Dλ1−k1e
λ1µ−ελ1 > 0. Then, thanks to (4.19), (4.20) and the fact that−Tn(θT j−nω) = T−n(θT jω),
we have that
lim
n→+∞
k0ρ( j −n,ω)e
k1ne
λ1µ
e
−λ1Tn (θT j−nω) = lim
n→+∞
k0ρ( j −n,ω)e
k1ne
λ1µ
e
λ1T−n (θT j ω)
≤ lim
n→+∞
k0ρ( j −n,ω)e
k1ne
λ1µ
e−Dnλ1+εnλ1
= k0e
−ζ j lim
n→+∞
ρ( j −n,ω)eζ( j−n) = 0.
Summing up, from the previous calculations, we deduce that
lim
n→+∞
sup
u0∈E( j−n,ω)
|Φ(n, j −n,ω,u0)| ≤ 2k1
0∑
q=−∞
e
λ1Tq (θT j ω)e−k1qe
λ1µ
=R( j ,ω).
Having reached this point, it remains to check that the radiusR( j ,ω)givenby (4.21) is tempered,which
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means that
lim
j→−∞
eδ j R( j ,ω)= 0.
We omit the proof of the temperedness of R( j ,ω) since it can be easily made by using similar argu-
ments to the ones shownbefore.
In conclusion, we deduce that the ball centered at the origin with radius given by (4.21) is a tempered
discrete absorbing set whichwill be denoted by
{
B( j ,ω)
}
j∈Z,ω∈Ω.
From Theorem 4.3.6, thanks to Proposition B.0.1 in Appendix B, we deduce that there exists a unique
discrete random pullback attractor, which will be denoted by {A (i ,ω)}i∈Z,ω∈Ω, associated to the discrete
dynamical system {Φ(i , j )}i , j∈Z given by (4.18), as presented in the following result.
Proposition 4.3.1 Thediscretedynamical system (4.18)hasadiscreterandompullbackattractor {A (i ,ω)}i∈Z,ω∈Ω
given by
A (i ,ω)=
⋂
n∈N
⋃
m≥n
Φ (m,−m+ i ,ω,B(−m+ i ,ω)), (4.28)
whereB denotes the absorbing ball obtained in Theorem4.3.6.
Wealso remark that themeasurabilityof thediscrete randompullbackattractorgivenby (4.28) follows
trivially since the stopping times aremeasurable.
To finish the section,we prove a result concerning the existence anduniqueness of continuous random
pullback attractor, whichwill coincidewith the component {A (0,ω)}ω∈Ω of the discrete one, associated to
the continuous RDS (4.11).
Theorem4.3.7 There exists a unique continuous random pullback attractor associated to the continuous random
dynamical system {ϕ(t ,ω)}t≥0,ω∈Ω, which is given by {A (ω)}ω∈Ω, whereA (ω) is defined as the component
{A (0,ω)}ω∈Ω of the discrete randomattractor associated to the discrete randomdynamical system (4.18).
Proof. The proof of this result is omitted since it is exactly the same that the one in [37]. Wewould like just
tonote that oneof themain ingredients is the relationbetween the continuousanddiscrete temperedsets.
In fact, if J be a continuous tempered set, then
E J (i ,ω)=
⋃
−τ∈[Tˆ (θTi ω),0]
⋃
u0∈E(θ−τθTi ω)
{ϕ(τ,θ−τθTiω,u0)}
defines discrete tempered set. Moreover,
EH (i ,ω)=
⋃
τ∈[0,T (θTi ω)]
⋃
u0∈E(i ,ω)
{ϕ(τ,θTiω,u0)}
is a discrete tempered set as long as H is a discrete tempered set as well. Once taken that into account,
the proof basically consists on checking that {A (0,ω)}ω∈Ω is compact, invariant and attracting or, in other
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words, every property in Definition B.0.5 in Appendix B holds.
4.3.3 Analysis of stopping times
In this section, we develop a deeper analysis of the sequence of stopping times given by (4.14). Wewill
firstly state an estimation of the random number of stopping times on the interval (0,µ], which allows us
to prove a result concerning the distribution of those stopping times on thewhole real line. Thanks to this,
wewill deduce that the sequence of stopping times {Ti (ω)}i∈Z has no accumulation points and, therefore,
it completely covers the real line. In addition, this last result will guarantee that condition (4.19) in Lemma
4.3.6 can be assumed by taking small enough noise.
Firstly, for H > 1/2, we set 1/2<β<β′ <H . Thus, let us considerΩ the {θt }t∈R−invariant set of paths
ω :R→Rwhich areβ′−Hölder continuous onany compact subinterval of the real line andare zero at zero.
Then,Ω is {θt }t∈R−invariant (see [21]).
Lemma4.3.2 Letω ∈Ω. Themapping t 7→ |||ω|||β′ ,0,t is continuous onR
+, and the mapping t 7→ |||ω|||β′ ,t ,0 is
continuous onR−.
Proof.We only prove the continuity of the first mapping since the second one can be treated similarly. To
this end, if t ≥ t0, let us defineωt0 as follows
ωt0 (s)=
 ω(s), for s < t0,ω(t0), for s ≥ t0.
Thus, for t ≥ t0 wehave∣∣|||ω|||β,0,t −|||ω|||β,0,t0 ∣∣= ∣∣|||ω|||β,0,t −|||ωt0 |||β,0,t ∣∣≤ |||ω−ωt0 |||β,0,t = |||ω|||β,t0 ,t ,
whence
limsup
t→t0
∣∣|||ω|||β,0,t −|||ω|||β,0,t0 ∣∣ ≤ limsup
t→t0
(
|||ω|||β′ ,t0 ,t (t − t0)
β′−β
)
≤ limsup
t→t0
|||ω|||β′ ,0,t lim
t→t0
(t − t0)
β′−β
= 0,
then, by the same argument, we can deduce that
liminf
t→t0
∣∣|||ω|||β,0,t −|||ω|||β,0,t0 ∣∣= 0.
Hence,
lim
t→t0
|||ω|||β,0,t = |||ω|||β,0,t0 .
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Wenote that the case t ≤ t0 can be proved similarly.
Wewould like to remark that the stopping time T (ω) given by (4.13) is well defined and, in addition, it
satisfiesT (ω) ∈ (0,µ].
Asweexplained in the last paragraph,webeginproviding anestimate of thenumber of stopping times
on the interval (0,µ]which is stated in the next result.
Proposition 4.3.2 Let N (ω) ∈N be the randomnumber of stopping times in (0,µ]. Then, forω∈Ω, we have
N (ω)≤µ
(
|||ω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
. (4.29)
In addition,
limsup
n→+∞
1
µn
n−1∑
i=0
N (θiµω)≤ E
 sup
r∈[−µ,0]
(
|||θrω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
=: 1
µd
(4.30)
for allω in a {θt }t∈R−invariant set of full measurewhered = d(µ,ω) ∈ (0,1].
Proof. For everyω ∈Ω, sinceT (ω)<µ, thanks to (4.13) we have
µ = sup
0≤s<t≤T (ω)
|ω(t )−ω(s)|
|t − s|β
′
|t − s|β
′−βT (ω)β+T (ω)
≤ |||ω|||β′ ,0,T (ω)T (ω)
β′−βT (ω)β+T (ω)
= T (ω)β
′
[
|||ω|||β′ ,0,T (ω)+T (ω)
1−β′
]
< T (ω)β
′
[
|||ω|||β′ ,0,µ+µ
1−β′
]
whencewe obtain
T (ω)≥
(
µ
|||ω|||β′ ,0,µ+µ1−β
′
) 1
β′
.
The same bound can be proved for T (θTi (ω)ω) as long asTi+1(ω)≤µ, as follows
µ = |||θTi (ω)ω|||β,0,T (θTi (ω)ω)
T (θTi (ω)ω)
β
+T (θTi (ω)ω)
≤ |||ω|||β′ ,Ti (ω),Ti+1(ω)T (θTi (ω)ω)
β′−βT (θTi (ω)ω)
β
+T (θTi (ω)ω)
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≤ T (θTi (ω)ω)
β′
[
|||ω|||β′ ,0,µ+T (θTi (ω)ω)
1−β′
]
,
thus, we have
T (θTi (ω)ω)≥
(
µ
|||ω|||β′ ,0,µ+µ
1−β′
) 1
β′
.
Bydefinition, N (ω) is the largest number such thatTN(ω)(ω)≤µ. Then, thanks to the definition of the
stopping times (4.14) we obtain
µ≥ TN(ω)(ω)=
N(ω)−1∑
i=0
T (θTi (ω)(ω))≥N (ω)
(
µ
|||ω|||β′ ,0,µ+µ
1−β′
) 1
β′
,
whencewe can easily deduce (4.29).
Now, let us note that supr∈[−µ,0] |||θrω|||β′ ,0,µ ≤ |||ω|||β′ ,−µ,µ and the right side of the last equality has
finitemoments, then (see [58]) we have
E
 sup
r∈[−µ,0]
(
|||θrω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
<+∞.
In fact, since
N (θiµω)≤µ
(
|||θiµω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
≤
∫µ
0
sup
r∈[−µ,0]
(
|||θr+q+iµω|||β′,0,µ+µ
1−β′
µ
) 1
β′
d q
and thanks to Lemma4.2.2, we have
n−1∑
i=0
N (θiµω) ≤
n−1∑
i=0
∫µ
0
sup
r∈[−µ,0]
(
|||θr+q+iµω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
d q
=
∫µn
0
sup
r∈[−µ,0]
(
|||θr+qω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
d q,
whencewe can deduce (4.30) since
limsup
n→+∞
1
µn
n−1∑
j=0
N (θiµω) ≤ lim
n→+∞
1
µn
∫µn
0
sup
r∈[−µ,0]
(
|||θr+qω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
d q
= E
 sup
r∈[−µ,0]
(
|||θrω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
 .
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Thanks totheergodic theoremforcontinuoustime(see [4]),weknowthat thereexistsa {θt }t∈R−invariant
set of full measurewhere this convergence is verified. In addition, we obtain that
1
d
:= µE
 sup
r∈[−µ,0]
(
|||θrω|||β′ ,0,µ+µ
1−β′
µ
) 1
β′
≥µE(µ1−β′
µ
) 1
β′
= 1.
Now,westate twotechnical lemmaswhoseproofs canbe found in [30]. Hence,weomit thecorrespond-
ing proofs.
Lemma4.3.3 For anyω ∈Ω and i ∈N, let us denote Mi (ω) the random number of stopping times in the interval
(iµ, (i +1)µ]. Then,
Mi (ω) ∈ {N (θiµω),N (θiµω)+1},
where N (·)was defined in Proposition 4.3.2.
Lemma4.3.4 Letµ ∈ (0,1). For any smallδ> 0 such that |||ω|||β,0,µ < δ, there exists a {θt }t∈R−invariant set of
full measureΩ′ and d¯ = d¯(µ,ω) such that, forω∈Ω′,
limsup
n→+∞
1
n
n−1∑
i=0
1M j (·)>N(θiµ ·)(ω)≤ d¯ .
Now, we establish the following result which will allow us to make some conclusions concerning the
workmade through the chapter.
Proposition 4.3.3 Under the assumptions of Lemma4.3.4, we have
liminf
k→+∞
Tk(ω)
k
>D,
on a {θt }t∈R−invariant set of full measure, where
D =D(µ,ω)=
µd
1+dd¯
∈ (0,µ]
such that
lim
µ→0
D(µ,ω)= 0, lim
ω→0
D(µ,ω)=µ. (4.31)
Proof. Let M j (ω) ∈ N be the random number of stopping times in ( jµ, ( j + 1)µ] for some j ∈ Z. Then,
given k ∈N, we can taken = n(k,ω)∈N such that
n−1∑
j=0
M j (ω)< k ≤
n∑
j=0
M j (ω).
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Then, thanks to the order or the stopping timeswe know that
Tk(ω)> T∑n−1
j=0
M j (ω)
(ω),
whencewe obtain
liminf
k→+∞
Tk(ω)
k
≥ liminf
n→+∞
T∑n−1
i=0
Mi (ω)
(ω)∑n
i=0 Mi (ω)
≥ liminf
n→+∞
(n−1)µ∑n
i=0 N (θiµω)+
∑n
i=01Mi (·)>N(θiµ ·)(ω)
,
where the last inequality can be deduced from the fact that T∑n−1
i=0
M j (ω)
(ω) is the last stopping time in
((n−1)µ,nµ] and Lemma4.3.3.
On the other hand, by taking into account (4.30) and Lemma4.3.4, we have that
limsup
n→+∞
∑n
j=0
N (θiµω)+
∑n
j=0
1M j (·)>N(θiµ ·)(ω)
(n−1)µ
=
1
µ
limsup
n→+∞
∑n
j=0
N (θiµω)+
∑n
j=0
1M j (·)>N(θiµ ·)(ω)
(n+1)µ
≤
1
µd
+
1
µ
d¯ ,
holds on a {θt }t∈R−invariant set of full measure. Then, by defining
D =
µd
1+dd¯
,
both properties in (4.31) are verified as long as the contribution of |||ω|||β,0,µ is small, since in this case,
d → 1 and d¯ → 0.
We would like to remark that, thanks to Proposition 4.3.3, it is possible to consider a small noise such
that condition (4.19) is Theorem 4.3.6 is clearly justified. Let us remember that condition (4.19) played
an important role when obtaining the radius of the discrete absorbing set which allowed us to conclude
the existence and uniqueness of the discrete random pullback attractor and, consequently, the existence
anduniqueness of the continuous one. In addition, Proposition 4.3.3 also guarantees assumption (4.20) in
Theorem4.3.6which,moreover,means that there are no accumulation points in the sequence of stopping
times given by (4.14).
Remark 4.3.2 We note that, as pointed out at the beginning of the chapter, the same analysis could be carried out
for the corresponding stochastic chemostatmodel with wall growth affected by a fractional Brownianmotion. To be
more precise,we recall that it is also possible to rewrite themodelwithwall growth in the abstract formulation given
by (4.8) such that Properties (P1)-(P3) are held in this case as well. In this way, we could redo the chapter again for
the model with wall growth and the same results that the ones provided for the case without wall growth could be
proved.
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4.3.4 Numerical simulations
In this sectionwewill show somenumerical simulationswhich allowus to see easily the effects caused
by the fractional Brownian motion in the chemostat models for different values of the Hurst parameter.
Even though only the model without taking into account the wall growth was analyzed, since the other
one can be rewritten under the same abstract formulations and the same analysis could bemade, we will
state in this section some numerical simulations concerning both stochastic chemostat models. As in the
previous chapters, the blue dashed lines represent the solution of the deterministic systems and the rest
represent different realizations of the stochastic ones. In addition, a single panel with the phase plane is
displayed in the case without wall growth whereas, when considering the case with wall growth, four dif-
ferent panels will be shown: there is a big one with the phase plane showing the general dynamics of our
system and, apart from that, other three smaller ones are displayed in order to show the dynamics of the
substrate and the different species individually. Moreover, the thick black asterisk denotes the initial value
(s0,x10,x20).
On the one hand, we show the following numerical simulations for themodel without taking into ac-
count the wall growth. In Figure 4.1 we consider si n = 1, D = 1, a = 0.6, m = 3 and we take s0 = 2.5 and
x0 = 5 as initial pair. In addition, we consider α = 0.1 as intensity of the noise and the Hurst parameter is
given by H = 0.7 (left) and H = 0.9 (right). It is not difficult to observe that we obtain persistence.
s(t)
0 0.5 1 1.5 2 2.5 3
x(t
)
0
1
2
3
4
5
6
7
Phase plane
s(t)
0 0.5 1 1.5 2 2.5
x(t
)
0
1
2
3
4
5
6
7
Phase plane
Figure 4.1: Persistence. H = 0.7 (left) and H = 0.9 (right)
Henceforth, we onlymention those parameters which change respect to the ones used in the previous
figure. In Figure 4.2 we increase the dilution rate to D = 2 and decrease m = 1.5. In this case, we consider
H = 0.7 (left) and H = 0.9 (right) as theHurst parameters. As a result, we can observe that the realizations
obtained in the case of H = 0.9 seem to be more regular, which is not surprising due to the fact that the
higher theHurst parameter is, then themore regular the fractional Brownianmotion is.
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Figure 4.2: Extinction. H = 0.7 (left) and H = 0.9 (right)
On the other hand, regarding the stochastic chemostat model with wall growth, in Figure 4.3 we con-
sider si n = 1, D = 2, a = 0.6, m = 5, b = 0.5, ν= 2, c = 1.2, r1 = 0.2, r2 = 0.8 andwe take s0 = 5, x10 = 10
and x20 = 10 as initial triple. In addition, we consider α = 0.1 as intensity of the noise and the Hurst pa-
rameter is given by H = 0.7. Therefore, we obtain the extinction of bothmicroorganisms.
Figure 4.3: Extinction. H = 0.7
133
Environmental effects caused by the fractional Brownianmotion
In Figure 4.4 we increase the Hurst parameter to H = 0.9. Therefore, we can also observe in this figure
that the realizationsof the solutionsof the correspondingmodel seemtobemore regularwhencomparing
themwith the ones obtained in Figure 4.3. As pointed out before, it is quite logical by taking into account
the properties concerning the fractional Brownian motion which were introduced at the beginning of the
chapter.
Figure 4.4: Extinction. H = 0.9
In Figure 4.5 we consider again H = 0.7 as the Hurst parameter. In this case, we decrease the collective
death rate toν= 0.3 and increase the growth rate of the species to c = 3. Therefore, by taking into account
that ν represents the collective death rate of the species and c denotes the corresponding consumption
rate, it is logical that we obtain persistence.
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Figure 4.5: Extinction.α= 0.1
Eventually, in Figure4.6we increase theHurst parameter toH = 0.9and, then,wecanalsoobserve that
we have persistence.
Figure 4.6: Extinction. α= 0.1
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Finally, wewould like to note that it does not seem to be an important difference when comparing the
numerical simulations shown in this chapterwith the ones in Chapter 3, speciallywhen theHurst parame-
ter is closed to H = 0.5which is quite logical since, as we know, the fBm is the standard onewhen H = 0.5.
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Preliminaries on stochastic processes
In this chapter wewill introduce some basic preliminaries on stochastic process, paying special at-
tention to thewell-known standardWiener process andalso to theOrnstein-Uhlenbeck process, which are
theonesused in this dissertation, apart fromthe fractional Brownianmotionwhich is presented inChapter
4 for convenience in order tomake our presentation asmuch clear as possible.
DefinitionA.0.1 Let be (Ω,F ,P) a probability space. Then, a standardWiener process is a family of random vari-
ables W (t )(·) : ω ∈ Ω→ W (t )(ω) ∈ R, where t > 0, such that the following properties are fulfilled P−almost
surely:
• It holdsW (0)= 0.
• Themapping
t ∈R+→W (ω) ∈R
has continuous, but not bounded variation, paths.
• It has independent increments, i.e., for 0< t1 < ·· · < tn , the randomvariables
W (t1), W (t2)−W (t1), . . . ,W (tn)−W (tn−1)
are independent.
• It is stationary, i.e., the joint distribution of
{W (t1+ t ), . . . ,W (tk + t )}
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does not depend on t .
• The randomvariableW (t )−W (s), 0≤ s ≤ t , is Gaussianwithmean zero and variance t− s.
LetW bea two sidedWiener process. Kolmogorov's theoremensures thatW has a continuous version,
that wewill denote byω, whose canonical interpretation is as follows: letΩ be defined by
Ω= {ω ∈C (R,R) :ω(0)= 0}=C0(R,R),
F be the Borel σ−algebra onΩ generated by the compact open topology (see [4] for details) and P the
correspondingWienermeasure onF . We consider theWiener shift flow given by
θtω(·)=ω(·+ t )−ω(t ), t ∈R,
then (Ω,F ,P, {θt }t∈R) is ametric dynamical system.
Now let us introduce the followingOrnstein-Uhlenbeck process on (Ω,F ,P, {θt }t∈R)
z∗(θtω)=−
0∫
−∞
e sθtω(s)d s, t ∈R, ω ∈Ω, (A.1)
which solves the following Langevin equation (see [4, 19])
d z+ zd t = dω(t ), t ∈R. (A.2)
PropositionA.0.1 (see [4, 19]) There exists a θt -invariant set Ω˜ ∈F ofΩ of fullPmeasure such that forω ∈ Ω˜,
wehave
(i) the randomvariable |z∗(ω)| is tempered.
(ii) themapping
(t ,ω)→ z∗(θtω)=−
0∫
−∞
e sω(t + s)ds+ω(t )
is a stationary solution of (A.2)with continuous trajectories;
(iii) in addition, for anyω∈ Ω˜:
lim
t→±∞
|z∗(θtω)|
t
= 0;
lim
t→±∞
1
t
∫t
0
z∗(θsω)d s = 0;
lim
t→±∞
1
t
∫t
0
|z∗(θsω)|d s = E[z
∗]<∞.
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Inwhat followswewill consider the restrictionof theWiener shiftθ to the set Ω˜, andwe restrict accord-
ingly themetricdynamical systemto this set, that is alsoametricdynamical system, see [14]. For simplicity,
wewill still denote the restrictedmetric dynamical system by the old symbols (Ω,F ,P, {θt }t∈R).
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Preliminaries on randomdynamical systems
In this sectionwe present some basic preliminaries related to randomdynamical systems and ran-
dom attractors which are necessary for our analysis along the whole dissertation. For more detailed infor-
mation about randomdynamical systems and their importance, we refer the readers to [4].
Let (X ,‖ · ‖X ) be a separable Banach space and let (Ω,F ,P) be a probability space where F is the
σ−algebra of measurable subsets ofΩ (called “events") and P is the probability measure. To connect the
state ω in the probability space Ω at time 0 with its state after a time of t elapses, we define a flow θ =
{θt }t∈R onΩwith each θt being amapping θt :Ω→Ω that satisfies
(1) θ0 = IdΩ,
(2) θs ◦θt = θs+t for all s, t ∈R,
(3) themapping (t ,ω) 7→ θtω ismeasurable,
(4) the probabilitymeasureP is preserved by θt , i.e., θtP=P.
This set-up establishes a time-dependent family θ that tracks the noise, and (Ω,F ,P,θ) is called ametric
dynamical system (see [4]).
DefinitionB.0.1 A stochastic process {ϕ(t ,ω)}t≥0,ω∈Ω is said to be a continuous RDS over (Ω,F ,P, {θt }t∈R)
with state space X ifϕ : [0,+∞)×Ω×X →X is (B[0,+∞)× F ×B(X ), B(X ))- measurable, and for
eachω ∈Ω,
(i) themappingϕ(t ,ω) :X →X , x 7→ϕ(t ,ω)x is continuous for every t ≥ 0,
(ii) ϕ(0,ω) is the identity operator onX ,
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(iii) (cocycle property)ϕ(t+ s,ω)=ϕ(t ,θsω)ϕ(s,ω) for all s, t ≥ 0.
DefinitionB.0.2 Let (Ω,F ,P) be a probability space. A random set K is a measurable subset of X ×Ωwith re-
spect to the productσ−algebraB(X )×F .
Theω−section of a random setK is defined by
K (ω)= {x : (x,ω) ∈K }, ω ∈Ω.
In the case that a set K ⊂X ×Ω has closed or compactω−sections it is a random set as soon as the mappingω 7→
d(x,K (ω)) ismeasurable (fromΩ to [0,∞)) foreveryx ∈X , see [27]. ThenK willbesaidtobeaclosedoracompact,
respectively, random set. Itwill be assumed that closed random sets satisfyK (ω) 6= ; for all or at least forP−almost
allω ∈Ω.
RemarkB.0.1 Wenote that in the literature very often random sets are defined provided thatω 7→ d(x,K (ω)) is
measurable for every x ∈ X . Obviously this is satisfied, for instance, when K (ω) = N for allω, where N is some
non-measurable subset ofX , and alsowhenK = (U×F )∪(U ×F c ) for someopen setU ⊂X andF ∉F . In both
casesω 7→ d(x,K (ω)) is constant, hencemeasurable, for every x ∈X . However, both cases giveK ⊂X ×Ωwhich
is not an element of the productσ−algebraB(X )×F .
DefinitionB.0.3 A bounded random set K (ω) ⊂ X is said to be tempered with respect to {θt }t∈R if for a.e.
ω ∈Ω,
lim
t→∞
e−βt sup
x∈K (θ−tω)
‖x‖X = 0, for allβ> 0;
a randomvariableω 7→ r (ω) ∈R is said to be tempered with respect to {θt }t∈R if for a.e.ω ∈Ω,
lim
t→∞
e−βt sup
t∈R
|r (θ−tω)| = 0, for allβ> 0.
Inwhat followswe use E (X ) to denote the set of all tempered random sets ofX .
DefinitionB.0.4 A random setB(ω)⊂X is called a random absorbing set inE (X ) if for anyE ∈ E (X ) and
a.e.ω ∈Ω, there existsTE(ω)> 0 such that
ϕ(t ,θ−tω)E (θ−tω)⊂B(ω), ∀t ≥ TE (ω).
DefinitionB.0.5 Let {ϕ(t ,ω)}t≥0,ω∈Ω be anRDSover (Ω,F ,P, {θt}t∈R)with state spaceX and let A(ω)(⊂X )
bea randomset. ThenA = {A(ω)}ω∈Ω is calledaglobal random E−attractor (or pullback E−attractor) for
{ϕ(t ,ω)}t≥0,ω∈Ω if
(i) (compactness) A(ω) is a compact set ofX for anyω∈Ω;
(ii) (invariance) for anyω∈Ω and all t ≥ 0, it holds
ϕ(t ,ω)A(ω)= A(θtω);
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(iii) (attracting property) for anyE ∈ E (X ) and a.e.ω ∈Ω,
lim
t→∞
distX (ϕ(t ,θ−tω)E (θ−tω), A(ω))= 0,
where
distX (G ,H)= sup
g∈G
inf
h∈H
‖g −h‖X
is theHausdorff semi-metric forG ,H ⊆X .
PropositionB.0.1 (See [20, 33]) Let B ∈ E (X ) be a closed absorbing set for the continuous random dynamical
system {ϕ(t ,ω)}t≥0,ω∈Ω that satisfies theasymptotic compactness condition fora.e.ω∈Ω, i.e., each sequencexn ∈
ϕ(tn ,θ−tnω)B(θ−tnω) has a convergent subsequence in X when tn →∞. Thenϕ has a unique global random
attractorA = {A(ω)}ω∈Ωwith component subsets
A(ω)=
⋂
τ≥TB (ω)
⋃
t≥τ
ϕ(t ,θ−tω)B(θ−tω).
If the pullback absorbing set is positively invariant, i.e.,ϕ(t ,ω)B(ω)⊂B(θtω) for all t ≥ 0, then
A(ω)=
⋂
t≥0
ϕ(t ,θ−tω)B(θ−tω).
RemarkB.0.2 When the state spaceX =Rd as in this paper, the asymptotic compactness follows trivially. Note
that the randomattractor is path-wise attracting in the pullback sense, but does not need to be path-wise attracting
in the forward sense, although it is forwardattracting inprobability, dueto somepossible largedeviations, seee.g. [4].
The next result ensures when two randomdynamical systems are conjugated (see also [14, 15, 18]).
LemmaB.0.1 (See [14]) Letϕu bea randomdynamical systemonX . Suppose that themappingT :Ω×X →X
possesses the followingproperties: for fixedω∈Ω,T (ω, ·) is ahomeomorphismonX , and forx ∈X , themappings
T (·,x),T −1(·,x) aremeasurable. Then themapping
(t ,ω,x)→ϕv (t ,ω)x :=T
−1(θtω,ϕu(t ,ω)T (ω,x))
is a (conjugated) randomdynamical system.
Eventually, the next result stablished the connection between both attractors when applying the con-
jugation LemmaB.0.1.
LemmaB.0.2 There is a one-to-one corresponding between the attractors ofϕu andϕv . In particular, ifA (ω) is a
randompullbackattractor ofϕu , thenA
T (ω) :=T −1(ω)A (ω) is a randompullbackattractor ofϕv . Conversely,
ifA T (ω) is a randompullbackattractor ofϕv , thenA (ω) :=T (ω)A
T (ω) is a randompullbackattractor ofϕu.
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AnewdiscreteGronwall Lemma
In this section, we prove some technical results whichwill lead into a discrete Gronwall Lemma.
LemmaC.0.1 The following formula is true
1+
n−1∑
k=q
gk
n−1∏
j=k+1
(1+ g j )=
n−1∏
j=q
(1+ g j ).
Proof. It is straightforward to check that
1+
n−1∑
k=q
gk
n−1∏
j=k+1
(1+ g j )
= 1+ gn−1+ gn−2(1+ gn−1)+ gn−3(1+ gn−1)(1+ gn−2)+·· ·+ gq (1+ gn−1)(1+ gn−2) · · ·(1+ gq+1)
= (1+ gn−1)(1+ gn−2+ gn−3(1+ gn−2)+·· ·+ gq(1+ gn−2)(1+ gn−3) · · ·(1+ gq+1))
= (1+ gn−1)(1+ gn−2)(1+ gn−3+·· ·+ gq (1+ gn−3) · · · (1+ gq+1))
=
n−1∏
j=q
(1+ g j ),
is fulfilled, by repeating the process till the last factor.
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LemmaC.0.2 Let {gn}n≥0 be a sequence. Forn ≥ 0we define
Gn :=
n−1∏
j=0
(1+ g j ) (C.1)
Then, forn≥ 0 and 0≤ k ≤ n, we have
Gn = 1+
n−1∑
j=0
g j G j and Gn =Gk +
n−1∑
j=k
g j G j . (C.2)
Proof. The result follows easily by induction, so the proof is omitted.
LemmaC.0.3 Assume {yn}n≥0, { fn}n≥0 and {gn}n≥0 are non-negative sequences such that
yn ≤ fn +
n−1∑
k=0
gk yk (C.3)
is fulfilled. Then, forn ≥ 0, we have
yn ≤ fn +
∑
0≤k<n
fk gk
∏
k< j<n
(1+ g j ). (C.4)
Proof. We will prove this result by using an induction argument. From (C.3) we know that y0 ≤ f0, then
(C.4) follows directly forn = 0. Suppose now that (C.4) holds true for 0≤ n <m whencewe have
ym ≤ fm +
m−1∑
k=0
gk yk
≤ fm +
m−1∑
k=0
{
fk +
k−1∑
l=0
fl gl
k−1∏
j=l+1
(1+ g j )
}
gk
= fm + gm−1 fm−1+
m−2∑
k=0
gk fk +
m−2∑
k=0
m−1∑
l=k+1
gl fk gk
Gl
Gk+1
= fm + gm−1 fm−1+
m−2∑
k=0
fk gk
1
Gk+1
{
Gk+1+
m−1∑
l=k+1
glGl
}
= fm +
m−1∑
k=0
fk gk
m−1∏
j=k+1
(1+ g j ).
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Now, let us define, for k ∈N+, the following sum
fk :=
k∑
q=0
ψq . (C.5)
Thanks to the previous technical results, we can prove the followingDiscrete Gronwall Lemma.
LemmaC.0.4 (DiscreteGronwall Lemma) Assumethat {yn}n≥0, { fn}n≥0 and {gn}n≥0 arenon-negativesequences.
Then, provided
yn ≤ fn +
n−1∑
k=0
gk yk , (C.6)
wehave
yn ≤ψ0
n−1∏
j=1
(1+ g j )+
n∑
q=1
ψq
n−1∏
j=q+1
(1+ g j ).
Proof. Thanks to LemmaC.0.1, LemmaC.0.3 and taking into account thedefinition (C.5), from (C.6)we can
deduce the following calculations
yn ≤ fn +
n−1∑
k=0
fk gk
n−1∏
j=k+1
(1+ g j )
=
n∑
q=0
ψq +
n−1∑
k=0
(
k∑
q=0
ψq
)
gk
n−1∏
j=k+1
(1+ g j )
= ψn +
n−1∑
q=0
ψq
(
1+
n−1∑
k=q
gk
n−1∏
j=k+1
(1+ g j )
)
= ψn +
n−1∑
q=0
ψq
n−1∏
j=q
(1+ g j )
= ψ0
n−1∏
j=0
(1+ g j )+
n∑
q=1
n−1∏
j=q
(1+ g j ),
whencewe can conclude the proof.
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