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THE GENERALIZED KORTEWEG-DE VRIES
EQUATION ON THE HALF LINE
J. E. Colliander
1
and C. E. Kenig
2
Abstract. The initial-boundary value problem for the generalized
Korteweg-de Vries equation on a half-line is studied by adapting the
initial value techniques developed by Kenig, Ponce and Vega and
Bourgain to the initial-boundary setting. The approach consists
of replacing the initial-boundary problem by a forced initial value
problem. The forcing is selected to satisfy the boundary condition
by inverting a Riemann-Liouville fractional integral.
§1 Introduction
This paper introduces a method to solve initial-boundary value problems for non-
linear dispersive partial differential equations by recasting these problems as initial
value problems with an appropriate forcing term. This reformulation transports the
robust theory of initial value problems to the initial-boundary value setting. The
procedure is applied here to solve the initial-boundary value problem for the gener-
alized Korteweg-de Vries equation on the half-line. We expect that generalizations
of the ideas described below will be useful in solving problems in higher dimensions,
such as the nonlinear Schro¨dinger equation posed on a spatial domain under Dirichlet
boundary conditions. The methods introduced here may be viewed as a dispersive
generalization of the classical Caldero´n Projector method [6] used in elliptic and
parabolic problems.
Consider the initial-boundary value problem for the generalized Korteweg-de Vries
equation on the right half-line,
∂tu+ ∂
3
xu+
1
k+1
∂xu
k+1 = 0, x > 0, t ∈ [0, T ] and k ∈ N
u(x, 0) = φ(x), x ≥ 0
u(0, t) = f(t), t ∈ [0, T ]
(1.1)
with φ and f satisfying certain regularity hypotheses, and T > 0. This problem will
be solved using a forced initial value problem for the generalized Korteweg-de Vries
equation on the line,{
∂tu˜+ ∂
3
xu˜+
1
k+1
∂xu˜
k+1 = δ0(x)g(t), x ∈ R and t ∈ [0, T ]
u˜(x, 0) = φ˜(x), x ∈ R,
(1.2)
where δ0 denotes the Dirac mass at x = 0 and φ˜ is a nice extension of φ. The boundary
forcing function g is selected to ensure that
u˜(0, t) = f˜(t), t ∈ [0, T ],(1.3)
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where f˜ is a nice extension of f . We will sometimes refer to (1.3) as a boundary
condition, even though {x = 0} is not a boundary for the u˜ problem (1.2). Upon
constructing the solution u˜ of (1.2), we obtain the solution u of (1.1) by restriction,
as
u = u˜
∣∣
{x≥0}×{t:t∈[0,T ]}
.(1.4)
The solution of (1.2) satisfying (1.3) is constructed using the initial value machinery in
[5], [19] and [20] and the inversion of a Riemann-Liouville fractional integration oper-
ator. First, an explicit solution of the linearization of (1.1), using the linearization of
(1.2) satisfying (1.3), is constructed. This reveals the natural regularity relationships
among φ, f and g. We verify that the space-time norms (used in [5] and [19]) of the
linear solution u˜ are bounded by related norms of φ˜ and f˜ . Next, we consider (1.2)
with the nonlinear term replaced by a given function h of space-time. The solution of
the resulting inhomogeneous analogue of (1.2) satisfying (1.3) is explicitly constructed
in terms of φ˜, f˜ and h, and the natural inhomogeneous estimates from [5] and [19]
are established. Finally, the nonlinear term is treated as an inhomogeneity and a
multilinear estimate exploiting time localization and/or scaling proves the required
contraction estimate.
The linearization of (1.2), obtained by removing the nonlinear term 1
k+1
∂xu
k+1, is
solved using Duhamel’s formula,
u(x, t) = S(t)φ˜(x) +
∫ t
0
S(t− t′)δ0(x)g(t
′)dt′,(1.5)
where S is the linear solution operator given by
S(t)φ(x) =
∫
ei(xξ+tξ
3) ˆ˜φ(ξ)dξ =
∫
t−1/3A
(
x− x′
t1/3
)
φ˜(x′)dx′,(1.6)
where A is the Airy function. We describe how to select the boundary forcing g in
this context and reveal the natural regularity relationships among φ˜, f˜ and g. The
condition (1.3) determines the boundary forcing function if we can solve∫ t
0
S(t− t′)δ0(x)g(t
′)dt′
∣∣∣
{x=0}
= f˜(t)− S(t)φ˜(x)
∣∣∣
{x=0}
(1.7)
for g. The right-hand side of (1.7) suggests that the regularity properties of f˜ should
be the same as those expressed by S(t)φ˜
∣∣
{x=0}
. For φ˜ ∈ H˙s(Rx) =
{
f : |ξ|sfˆ(ξ) ∈
L2(Rξ)
}
, the change of variables argument used to prove the local smoothing property
shows that S(t)φ˜
∣∣
{x=0}
∈ H˙(s+1)/3(Rt). The convolution representation of S(t) allows
the left-hand side of (1.7) to be reexpressed as∫ t
0
1
(t− t′)1/3
A
(
x
(t− t′)1/3
)
g(t′)dt′.
2
Since the Airy function A is continuous and A(0) 6= 0, we can evaluate at x = 0 and
rewrite (1.7) as
A(0)
∫ t
0
1
(t− t′)1/3
g(t′)dt′ = f˜1(t),
where we have introduced the notation f˜1(t) = f˜(t) − S(t)φ˜
∣∣
{x=0}
∈ H˙
(s+1)/3
0 (Rt).
Recalling the theory in [24] (see also §3 below) of the Riemann-Liouville fractional
integral
Iα(h)(t) =
1
Γ(α)
∫ t
0
(t− s)α−1h(s)ds,(1.8)
we reexpress (1.7) as
I2/3(g) =
1
A(0)Γ(2/3)
f˜1.(1.9)
This equation is solved for g by applying I−2/3. Moreover, the operator Iα is smoothing
of order −α, so the boundary forcing function g is seen to have 2/3 fewer derivatives
in L2 than f˜1. These remarks reveal that, for φ˜ ∈ H
s(Rx), it is natural to assume
that f˜ ∈ H(s+1)/3(Rt) and to look for g ∈ H
(s−1)/3(Rt). Certain technical distinctions
among the spaces Hσ(Rt) and H˙
σ(Rt) will be clarified below using time localization.
We apply this basic idea – apply boundary forcing to ensure that the {x = 0} con-
dition u(0, t) = f(t) holds with the forcing g selected by inverting a certain fractional
integral – in the nonlinear setting using a contraction mapping argument to obtain
the following results for the initial-boundary value problem (1.1). Let R+y denote the
open right half-line {y : y > 0}.
Theorem 1.1. Consider (1.1) in the cases k ∈ N and set s1 = 0, s2 = 1/4, s3 =
1/12 and sk =
1
2
− 2
k
(for k ≥ 4). For any φ ∈ Hsk(R+x ) and f ∈ H
(sk+1)/3(R+t ),
there exists a T = T (φ, f) > 0 and a solution u ∈ C
(
[0, T ];Hsk(R+x )
)
of the initial-
boundary value problem (1.1). When k < 4, T = T (||φ||Hsk , ||f ||H(sk+1)/3). The map
(φ, f) 7→ u taking the initial and boundary data to the solution is Lipschitz-continuous
from Hsk(R+x )×H
(sk+1)/3(R+t ) to C
(
[0, T ];Hsk(R+x )
)
.
The cases where k ≥ 2 are proved using the selected boundary forcing procedure
outlined above in the function space framework introduced by Kenig, Ponce and Vega
in [19] to treat the corresponding initial value problems. The proof in the case k = 1
uses the forcing procedure and a contraction mapping argument in a modification of
a function space introduced by Bougain in [5]. The need for the modified spaces is
explained in Remark 5.2. An optimization of the approach in [5], carried out in [20],
established local well-posedness of the initial value problem for the standard (i.e.,
k = 1) KdV equation in Hs(R) for s > −3/4. An improvement in the k = 1 case of
Theorem 1.1 to s1 > −3/4 is likely to be true, but we have chosen not to carry it out
in the present paper3. In particular, the selected forcing procedure extends the theory
3This improvement was completed by Justin Holmer while this paper was under review.
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of the initial value problem for the generalized KdV equations to the initial-boundary
value setting.
Our local (in time) results can be combined with integration by parts to yield
global (in time) results. For instance, we have:
Theorem 1.2.
i. When k = 1, φ ∈ L2(R+) and f ∈ H7/12(R+), the results of Theorem 1.1 extend
to any interval [0, T ].
ii. When k = 2, φ ∈ H1(R+), f ∈ H11/12(R+) and φ(0) = f(0), we have well-
posedness of (1.1) in H1 ×H2/3 (in the sense of Theorem 1.1) on any interval
[0, T ], provided that ||f ||L2(R+) is sufficiently small.
iii. When k = 3, the result in (ii) holds for f ∈ H5/4(R+), provided that ||f ||L2(R+)
is sufficiently small.
iv. For k ≥ 4, the result in (ii) holds for f ∈ H11/12(R+), provided that ||f ||L2(R+)
and ||φ||L2(R+) are sufficiently small.
(See §7.) Note that 7/12 > 1/3; 11/12 > 2/3; and 5/4 > 2/3. This is because
“conservation laws” are not “exact” in the quarter-plane setting. (Again, see §7 and
[3].)
The boundary forcing method is flexible. In particular, Theorem 1.1 applies to the
initial-boundary value problem obtained by replacing ∂3x by ∂
3
x + c∂x for some c ∈ R
in (1.1). See Remarks 6.4 and 7.5. (Transport terms arise naturally in physical
models.) The method also constructs solutions to the analogous initial value problem
on the left half-line {x < 0}. (Uniqueness in the linear problem in the left half-line
is not established here, and indeed does not hold. See [11], [13]. Also, the global (in
time) results of Theorem 1.2 do not apply to the left half-line.) We plan to apply this
approach to the generalized KdV problem on a finite interval with Dirichlet boundary
conditions in a future publication. Recent work of Colin and Ghidaglia on the problem
on a finite interval has just appeared [8]. Initial-boundary value problems for other
dispersive equations in one spatial dimension may also be studied using the method
and the estimates obtained in [17]. We plan to extend these ideas to treat higher-
dimensional initial-boundary value problems, such as NLS on a domain Ω ⊆ R2 with
Dirichlet boundary conditions (see [12] and the references therein). We believe that
this paper is the first application of a general method for treating initial-boundary
value problems for nonlinear dispersive PDEs.
The initial-boundary value problem (1.1) (with a first-order transport term) phys-
ically models the evolution of small-amplitude shallow water long waves propagating
in a channel with forcing applied at the left end (see [15]). Bona and Winther (in
[2] and [4]), employing energy methods, treated the right half-line problem (1.1) with
a transport term in the case k = 1 with more regular initial and boundary data
((φ, f) ∈ Hs(Rx) × H
1+[s/3](R+t )). Polynomial generalizations of the standard KdV
equation were studied by Bona and Luo in [3] under higher regularity assumptions
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on the data. A recent preprint of Bona, Sun and Zhang ([1]) uses a Laplace trans-
form technique in the framework of function spaces developed in [19] to treat the
k = 1 version of the right half-line problem (1.1) with transport term for initial data
φ ∈ Hs(R+) and boundary data f ∈ H(s+1)/3(R+) provided s > 3/4. The half-line
problem for KdV (and generalizations) has also been considered by Faminski˘ı [9],
[10], [11].
We outline the rest of the paper. The next two sections present background
material required for the proof of Theorem 1.1. §2 develops the theory of L2-based
Sobolev spaces on half-lines and intervals. §3 recalls the Riemann-Liouville fractional
integral and establishes its mapping properties between L2-based Sobolev spaces. §4
provides estimates in space-time mixed-norm spaces for the linear solution operator
and the inhomogeneous and boundary forcing Duhamel terms. §5 establishes similar
space-time estimates in Bourgain spaces. In §6, we construct and estimate solutions
of homogeneous and inhomogeneous linear analogues of (1.2); §6 also contains a
uniqueness result. The nonlinear problems are addressed in §7.
§2 Sobolev Spaces on Half-Lines and Intervals
This section develops the L2-based Sobolev spaces on half-lines and intervals required
for our treatment of certain initial-boundary value problems in later sections.
Definition 2.1. For s ≥ 0, we write
Hs(R+) =
{
f = F
∣∣
R+
: F ∈ Hs(R)
}
and ||f ||Hs(R+) = inf ||F ||Hs(R). Similarly, for s ≥ 0,
H˙s(R+) =
{
f = F
∣∣
R+
: F ∈ H˙s(R)
}
and ||f ||H˙s(R+) = inf ||F ||H˙s(R). For −∞ < s < +∞,
Hs0(R
+) =
{
f ∈ Hs(R) : supp f ⊆ [0,∞)
}
and
H˙s0(R
+) =
{
f ∈ H˙s(R) : supp f ⊆ [0,∞)
}
.
Recall that Hs(R) is the set of distributions satisfying (1 + |ξ|)sfˆ(ξ) ∈ L2ξ , where
fˆ denotes the Fourier transform in x. The space H˙s(R) is the homogeneous analogue
consisting of distributions satisfying |ξ|sfˆ(ξ) ∈ L2ξ .
Remark 2.1. For k = 0, 1, 2, . . . , define
W 2,k(R+) =
{
f : Dαxf ∈ L
2(R+) = H0(R+) for |α| ≤ k
}
.
There is a bounded extension operator Ek : W
2,k(R+)→ W 2,k(R). Hence Hk(R+) =
W 2,k(R+). (In fact, the operator Ek can be defined independently of k, so that we
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have a single operator E : W 2,k(R+) → W 2,k(R) for each k.) Note that this implies
that ||f ||Hk(R+) ∼ ||f ||W 2,k(R+) for k = 0, 1, 2, . . . . Consequently, the spaces H
s(R+)
interpolate by the complex method
[
L2(R+),W 2,k(R+)
]
θ
= Hθk(R+) for 0 ≤ θ ≤ 1.
By reiteration, similar results hold for Hs(R+), and we see that Hs(R+) is a complex
interpolation scale for s ≥ 0. (See, for instance, [16].)
Remark 2.2. The space C∞0 (R
+) is dense in Hs0(R
+) for −∞ < s < +∞.
Definition 2.2. For 0 < α < +∞, H−α(R+) is the space of linear functionals on
C∞0 (R
+), with the norm
||g||H−α(R+) = sup{|g(f)| : f ∈ C
∞
0 (R
+) and ||f ||Hα(R) ≤ 1}.
Let S(R+) = {f = F
∣∣
R+
: F ∈ S(R)} and define, for s > 0,
H˙−s(R+) =
{
g ∈ S ′(R) : sup |g(f)| < +∞
}
,
where the sup in the definition above is taken over f ∈ C∞0 (R
+) satisfying ||f ||H˙s(R+) ≤
1.
Proposition 2.1. For α ≥ 0, H−α(R+) is the dual space of Hα0 (R
+), and H−α0 (R
+)
is the dual space of Hα(R+). Also, S(R+) is dense in Hα(R+) for −∞ < α < +∞.
Proof. The first assertion follows from Remark 2.2. Now suppose that f ∈ H−α0 (R
+)
and define a linear functional on Hα(R+) by u 7→ f(u1), where u1 ∈ H
α(R) satisfies
u1
∣∣
R+
= u. Such a functional is well-defined because, if u2 is another extension of
u, then u1 − u2 ∈ H
α
0 (R
−), so u1 − u2 is the limit in the H
α norm of functions in
C∞0 (R
−) by Remark 2.2, and f kills such functions. Thus, we have a natural mapping
H−α0 (R
+) →
(
Hα(R+)
)∗
. This map has an inverse given by restriction, as follows:
If f ∈
(
Hα(R+)
)∗
, then we define f˜ ∈ H−α0 (R
+) by f˜(F ) = f
(
F
∣∣
R+
)
. Clearly,
f˜ ∈ H−α0 (R
+); and f 7→ f˜ is the inverse of the previous map.
The fact that S(R+) is dense in Hα(R+) for α ≥ 0 follows from the density
of S(R) in Hα(R). It is easy to see that Hα0 (R
+) is reflexive, since it is a closed
subspace of Hα(R) for −∞ < α < +∞. Hence H−α(R+) is reflexive for α > 0.
If S(R+) were not dense, by the Hahn-Banach theorem there would exist f 6= 0
in
(
H−α(R+)
)∗
= Hα0 (R
+) such that
∫
fφdx = 0 for all φ ∈ S(R+), which is a
contradiction.
Corollary 2.1. For α ≥ 0, H−α0 (R
+) is a complex interpolation scale.
Proof. Remark 2.1 showed that Hα(R+) is a complex interpolation scale, and Propo-
sition 2.1 established that H−α0 (R
+) is the dual space of Hα(R+). The dual space of
a complex interpolation scale is a complex interpolation scale.
Proposition 2.2. For α ≥ 0, Hα0 (R
+) is a complex interpolation scale.
Proof. See Proposition 2.11 in [16].
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Note that, if F ∈ Hα(R) for some α > 1/2, then F is uniformly continuous, and
hence F (0) is well-defined. If f ∈ Hα(R+) and F
∣∣
R+
= f , then we set Tr(f) = F (0).
For f ∈ S(R+), we have Tr(f) = f(0).
Proposition 2.3. If α > 1/2, then Tr is a well-defined bounded linear operator from
Hα(R+) to R.
Proposition 2.4. If 1/2 < α < 3/2, then
Hα0 (R
+) = {f ∈ Hα(R+) : Tr(f) = 0}.
Proof. Since C∞0 (R
+) is dense in Hα0 (R
+), it is clear that, if f ∈ Hα0 (R
+), then
Tr(f) = 0. For the converse direction, we use two lemmas from [16]:
Lemma 2.1. (3.7 from [16].) If 1/2 < α < 3/2, then∫ ∞
0
|f(x)− f(0)|2
dx
x2α
≤ C||f ||2Hα(R).
Lemma 2.2. (3.8 from [16].) If 1/2 < α < 3/2, then
||χ(0,+∞)f ||Hα(R) ≤ C
[
||f ||Hα(R) +
(∫ ∞
0
|f(x)|2
dx
x2α
)1/2]
.
We now complete the proof of the proposition by showing that, if f ∈ Hα(R+)
satisfies Tr(f) = 0, then ||χ(0,+∞)f ||Hα(R) ≤ C||f ||Hα(R+). This is a direct consequence
of the lemmas above.
Lemma 2.3. (3.5 from [16].) For 0 ≤ α < 1/2,
||χ(0,+∞)f ||Hα(R) ≤ C||f ||Hα(R).
Proposition 2.5. Let µ ∈ C∞(R) be such that ∂jxµ is bounded. Then, for f ∈
Hα0 (R
+), with −∞ < α < +∞,
||µf ||Hα0 (R+) ≤ C||f ||Hα0 (R+).
Proof. We need only prove this for f ∈ C∞0 (R
+). First, consider the case where
0 ≤ α < +∞. By complex interpolation, it suffices to treat the case where α = k,
where k is an integer, which follows by the Leibniz rule since, for f ∈ C∞0 (R
+),
||f ||Hk0 (R+) = ||f ||W 2,k(R+). Note that, by taking f ∈ S(R
+), we see that the same
result applies to Hα(R+) for α ≥ 0 since ||f ||Hk(R+) ∼ ||f ||W 2,k(R+). Therefore, to
treat the case α < 0, we use duality and Proposition 2.1.
Proposition 2.6. For 0 ≤ α < 3/2 and α 6= 1/2, we have that
||f ||Hα0 (R+) ∼ ||f ||Hα(R+)
for f ∈ Hα0 (R
+).
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Proof. By density of C∞0 (R
+) in Hα0 (R
+), it is enough to do this for f ∈ C∞0 (R
+).
Then we clearly have ||f ||Hα(R+) ≤ ||f ||Hα0 (R+). For the other inequality, assume first
that 0 ≤ α < 1/2. Let F ∈ Hα(R) satisfy F
∣∣
R+
= f and ||F ||Hα(R) ≤ 2||f ||Hα(R+).
Then, by Lemma 2.3,
||f ||Hα(R) = ||χ(0,+∞)F ||Hα(R) ≤ C||F ||Hα(R) ≤ 2C||f ||Hα(R+).
For 1/2 < α ≤ 3/2, a similar proof works by noting that the inequality
||χ(0,+∞)F ||Hα(R) ≤ C||F ||Hα(R)
holds for all F ∈ Hα(R) satisfying F (0) = 0.
Proposition 2.7. For 0 < α < 1/2 and f ∈ H−α0 (R
+), we have
||f ||H−α0 (R+) ∼ ||f ||H
−α(R+).
Proof. Let h ∈ C∞0 (R
+) satisfy ||h||Hα(R) ≤ 1. Consider now that
|f(h)| ≤ ||f ||H−α(R)||h||Hα(R) ≤ ||f ||H−α(R) = ||f ||H−α0 (R+).
Thus, ||f ||H−α(R) ≤ ||f ||H−α0 (R+). We need to show that ||f ||H
−α
0 (R
+) ≤ C||f ||H−α(R+).
Again, it suffices to assume that f ∈ C∞0 (R
+). Let now g ∈ C∞0 (R) satisfy ||g||Hα(R) ≤
1. Then
||f ||H−α0 (R+) = ||f ||H
−α(R) = sup
g
|f(g)| = sup
g
|f(χ(0,+∞)g)|.
Now, ||χ(0,+∞)g||Hα(R) ≤ C||g||Hα(R) ≤ 1, and so χ(0,+∞)g ∈ H
α
0 (R
+) satisfies ||g||Hα0 (R)
≤ C. By Proposition 2.1,
sup
g
|f(g)| ≤ ||f ||H−α(R+)||χ(0,+∞)g||Hα(R),
and the proposition follows.
Proposition 2.8. Suppose that f ∈ Hα0 (R
+) for some −1/2 < α < 1/2 and that
supp f ⊆ [0, 1]. Then
||f ||H˙α0 (R+) ∼ ||f ||H
α
0 (R
+).
Proof. It is enough to show the result for f ∈ C∞0
(
(0, 1)
)
. Note that, for α ≥ 0,
||f ||H˙α(R) ≤ ||f ||Hα(R), and, for α < 0, ||f ||Hα(R) ≤ ||f ||H˙α(R). Suppose that 0 ≤ α <
1/2. We need to show that ||f ||Hα(R) ≤ C||f ||H˙α(R). Since
||f ||Hα(R) ∼ ||f ||L2(R) + ||D
αf ||L2(R) = ||f ||L2(R) + ||f ||H˙α(R),
we only need to show that ||f ||L2(R) ≤ C||D
αf ||L2(R). We know, however, that f =
IαD
αf , where Iα is the standard fractional integral operator; so, by the fractional
integration theorem,
||f ||Lq(R) ≤ C||D
αf ||L2(R),
1
q
=
1
2
− α.
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Since f has compact support, Ho¨lder’s inequality gives the desired bound. Next, we
wish to show that
||f ||H˙−α(R) ≤ C||f ||H−α(R), 0 < α <
1
2
.
Choose µ ∈ C∞0 (R) satisfying suppµ ⊆ (−2, 2) and µ ≡ 1 on [0, 1], so that g = µf =
f . We will show that |fˆ(τ)| ≤ C||f ||H−α(R) for |τ | ≤ 1. In fact,
|fˆ(τ)| = |µˆ ∗ fˆ(τ)| =
∣∣∣∫ µˆ(τ − η)fˆ(η)dη∣∣∣
=
∣∣∣∣∫ µˆ(τ − η)(1 + |η|)α fˆ(η)(1 + |η|)αdη
∣∣∣∣ ≤ C||f ||H−α
for |τ | ≤ 1, since µˆ ∈ S(R).
Remark 2.3. The conclusion of Proposition 2.8 also holds for 0 ≤ α ≤ 1. We need
to show that, for f ∈ Hα0
(
(0, 1)
)
, ||f ||L2 ≤ C||D
αf ||L2 for 1/2 ≤ α ≤ 1. The result
clearly holds for α = 1. For 1/2 < α < 1, note that |f(x) − f(y)| ≤ C|x − y|α−1/2,
where C ≤ C||Dαf ||L2. In fact, if
u(x, t) =
∫
eixξe−t|ξ|fˆ(ξ)dξ
is the harmonic extension of f , then
∣∣∂u
∂t
(x, t)
∣∣ ≤ C
t1/2t1−α
by a simple use of Cauchy-
Schwarz, and hence the result follows from the proof of Proposition 7, Chapter V in
[23]. (For α = 1/2, we can instead obtain a BMO estimate for f .) Taking y = 0, we
see that |f(x)| ≤ C||Dαf ||L2, as desired.
Remark 2.4. With f as in Proposition 2.8 and −1/2 < α ≤ 1 with α 6= 1/2, we have
||f ||H˙α0 (R+) ≃ ||f ||H
α(R+). This is because of Propositions 2.6, 2.7 and 2.8 and Remark
2.3.
§3 The Riemann-Liouville Fractional Integral
Our method for constructing solutions of certain initial-boundary value problems
below exploits properties of a fractional integration operator whose properties are
described in this section.
Definition 3.1. For h ∈ C∞0 (R
+) and ℜα > 0, let
Iα(h)(t) =
1
Γ(α)
∫ t
0
(t− s)α−1h(s)ds.
The operator Iα is the Riemann-Liouville fractional integration operator (of order
α). It is shown in [24] that Iα(h)(t) extends to an analytic function of α ∈ C with
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the following properties:
I−k(h)(t) =
dkh
dtk
(t), k ∈ N,
I1(h)(t) =
∫ t
0
h(s)ds,
I0(h) = h
and
IαIβ(h) = Iα+β(h).
The rest of this section establishes mapping properties of the family {Iα} on the
Hs0(R
+) spaces.
Proposition 3.1. The estimate
||Iiγ(h)||L2(R+) ≤ C||h||L2(R+)
holds for all h ∈ C∞0 (R
+) and γ ∈ R.
We postpone the proof of Proposition 3.1 until later in this section.
Corollary 3.1. For 0 ≤ ℜα ≤ 1, we have that
||I−α(h)||L2(R+) ≤ C||h||Hα0 (R+).
Proof. Take h ∈ C∞0 (R
+). Since I−1(h) =
dh
dt
,
I−1+iγ(h) = IiγI−1(h) = Iiγ
(
dh
dt
)
and, since I0(h) = h, the result follows from complex interpolation using Propositions
2.2 and 3.1.
Proposition 3.2. For 0 < r ≤ α and 0 ≤ α ≤ 1, we have
||I−α(h)||Hr−α0 (R+) ≤ C||h||H
r
0(R
+).
Proof. We will prove the inequality by complex interpolation. Note that r−α ≤ 0 < r,
so both sides are complex interpolation scales. Thus, it suffices to prove this when
ℜα = r and when ℜα = 1. When ℜα = r, this is Corollary 3.1. When ℜα = 1, write
α = 1 − iγ with γ ∈ R, so that I−α(h) = Iiγ
(
dh
dt
)
. We need to prove the following
facts:
Fact 3.1. For 0 ≤ r ≤ 1, d
dt
: Hr0(R
+)→ Hr−10 (R
+).
Fact 3.2. For |α| ≤ 1 and γ ∈ R, Iiγ : H
α
0 (R
+)→ Hα0 (R
+).
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If Facts 3.1 and 3.2 hold, then the proof is finished. First we prove Fact 3.1. If
r = 1, then the fact is clear. Next, we need to check the case r = 0. Note that
r − 1 ≤ 0 ≤ r, so both sides are complex interpolation scales. We need to show
that, if h ∈ L2(R+), then dh
dt
∈ H−10 (R
+). By density, it suffices to consider the case
h ∈ C∞0 (R
+). Then, however, supp dh
dt
⊆ (0,+∞), so we only need to verify that∣∣∣∣dh
dt
∣∣∣∣
H−1(R)
≤ C||h||L2(R), which is obvious.
We turn our attention to proving Fact 3.2. For ℜα = 0, this is Proposition 3.1.
For ℜα = 1, we must verify that Iiγ : H
1
0 (R
+) → H10 (R
+). It suffices to consider the
case h ∈ C∞0 (R
+). We have that
||Iiγ(h)||H1(R+) ∼ ||Iiγ(h)||L2(R+) +
∣∣∣∣∣∣∣∣ ddtIiγ(h)
∣∣∣∣∣∣∣∣
L2(R+)
= ||Iiγ(h)||L2(R+) +
∣∣∣∣∣∣∣∣Iiγ dhdt
∣∣∣∣∣∣∣∣
L2(R+)
≤ ||h||L2(R+) +
∣∣∣∣∣∣∣∣dhdt
∣∣∣∣∣∣∣∣
L2(R+)
.
Therefore, Iiγ(h) ∈ H
1(R+). To show that Iiγ(h) ∈ H
1
0 (R
+), in light of Proposition
2.4, all we need to show is that Iiγ(h)(0) = 0.
Let Mα(h)(t) = t−αIα(h)(t). Then
Mα(h)(t) = t−α
1
Γ(α)
∫ t
0
(t− s)α−1h(s)ds =
1
Γ(α)
∫ 1
0
(1− s)α−1h(st)ds.
We break the last expression into two pieces by writing
Mα(h)(t) =
1
Γ(α)
∫ 1/2
0
(1− s)α−1h(st)ds+
1
Γ(α)
∫ 1
1/2
(1− s)α−1h(st)ds =: I + II.
The first piece is bounded and the second piece may be rewritten as
II =
1
Γ(α + 1)
∫ 1
1/2
(1− s)α
d
ds
h(st)ds+
1
Γ(α + 1)
(
1
2
)α
h
(
1
2
t
)
.
In this form, it is clear that
lim
ℜα→0+
lim
t→0+
tαMα(h)(t) = 0
and so Iiγ(h)(0) = 0. Thus Iiγ : H
1
0 (R
+)→ H10 (R
+) and Fact 3.2 holds for 0 ≤ ℜα ≤
1.
We next need to check that Iiγ : H
−1
0 (R
+)→ H−10 (R
+). Since H−10 (R
+) is dual to
H1(R+), we need only verify that, for f ∈ H1(R+) and h ∈ H−10 (R
+),
1
Γ(iγ)
∫ ∞
0
(∫ t
0
(t− s)iγ−1h(s)ds
)
f(t)dt =
1
Γ(iγ)
∫ ∞
0
h(s)
(∫ ∞
s
f(t)(t− s)iγ−1dt
)
ds
is bounded – i.e., we need to show that, for f ∈ H1(R+), Γ(iγ)−1
∫∞
s
f(t)(t−s)iγ−1dt ∈
H1(R+).
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The H1(R+) norm is comparable to the sum of the L2(R+) norm and the H˙1(R+)
norm. Proposition 3.1 will imply that the L2 contribution is appropriately bounded.
The following integration by parts argument essentially reduces our consideration of
the remaining contribution to Proposition 3.1 as well. Replace iγ by an α ∈ C with
ℜα > 0. The object under examination satisfies
1
Γ(α)
∫ ∞
s
f(t)(t− s)α−1dt =
∫ ∞
s
f(t)
1
αΓ(α)
d
dt
(t− s)αdt.
Integrating by parts, we find that this equals −
(
αΓ(α)
)−1 ∫∞
s
f ′(t)(t − s)αdt. The
boundary term vanishes since ℜα > 0. Therefore, we observe that
d
dt
(
1
Γ(α)
∫ ∞
s
f(t)(t− s)α−1dt
)
=
1
Γ(α)
∫ ∞
s
f ′(t)(t− s)α−1dt,
where we have again used the fact that ℜα > 0. Taking the L2s norm of both sides,
we obtain what we want, provided that∣∣∣∣∣∣ lim
ℜα→0+
∫ ∞
s
g(t)(t− s)α−1dt
∣∣∣∣∣∣
L2s
≤ C||g||L2s.(3.1)
Note that, by a Fourier transform computation (see 6.12 of Chapter II in [23]),
Γ(iγ)−1
∫∞
0
f(t)(t− s)iγ−1dt is L2-bounded, so (3.1) follows from Proposition 3.1.
Proposition 3.3. For 0 ≤ θ ≤ α, 0 ≤ α ≤ 1 and µ ∈ C∞0 (R),
||µIα(h)||Hα−θ0 (R+)
≤ C||h||H−θ0 (R+)
.
Proof. Note that −θ ≤ 0 ≤ α − θ, so we have complex interpolation scales on both
sides of the inequality. We prove the result in the cases ℜα = θ and ℜα = 1; the
result then follows by complex interpolation.
First we consider the case where ℜα = θ. We wish then to show that
||µIθ+iγ(h)||L2(R+) ≤ C||h||H−θ0 (R+)
.
When θ = 0, this is Proposition 3.1. When θ = 1 and γ = 0, we see by duality that we
need to show that
∫∞
s
µ(t)f(t)dt ∈ H1(R+) for f ∈ L2. Since µ has compact support,
the integral is zero for s large, and hence the integral is in L2(R+). Its derivative
clearly is in L2, and the proof of this case follows. When γ 6= 0 but θ = 1, we have
that I1+iγ(h) = I1Iiγ(h); by Fact 3.2 above, ||Iiγ(h)||H−10 (R+) ∼ ||h||H
−1
0 (R
+), so we are
done with this case.
Next we consider the case where ℜα = 1. Here we want to verify that
||µI1+iγ(h)||H1−θ0 (R+)
≤ C||h||H−θ0 (R+)
.
We checked the case θ = 1 above, so we need only to check the case θ = 0. By writing
I1+iγ(h) = I1Iiγ(h), we see that Proposition 3.1 shows that we only need to check
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γ = 0. Thus, we need to check that, if h ∈ L2(R+), then µ(t)
∫ t
0
h(s)ds ∈ H10 (R
+).
The quantity µ(t)
∫ t
0
h(s)ds is zero at t = 0, so, by Proposition 2.4, it is enough
to check that it belongs to H1(R+). The L2 contribution is bounded since µ has
compact support. The derivative is in L2 since µ has compact support, µ and µ′ are
bounded and h ∈ L2. This completes the proof of Proposition 3.3, modulo the proof
of Proposition 3.1.
Proof of Proposition 3.1. Our task is to estimate Iiγ(h)(t) =
Γ(iγ)−1
∫ t
0
(t − s)iγ−1h(s)ds in L2(R+). We interpret this singular expression as the
limit as α→ 0+ of Iα+iγ(h)(t). We change variables by writing s = tu (so ds = t du)
to see that
Iiγ(h)(t) =
tiγ
Γ(iγ)
∫ 1
0
(1− u)iγ−1h(tu)du.
We change variables again by writing t = e−y and u = ex for −∞ < x < 0 (so that
du = exdx) to see that
Iiγ(h)(e
−y) =
e−iyγ
Γ(iγ)
∫ 0
−∞
(1− ex)iγ−1h(ex−y)exdx
=
e−iyγ
Γ(iγ)
ey/2
∫ 0
−∞
(1− ex)iγ−1ex/2h(ex−y)e(x−y)/2dx.
Suppose that A and B are two functions satisfying A(x) = B(e±x)e±x/2. Then a
simple calculation shows that B ∈ L2(R+) if and only if A ∈ L2(R). Therefore,
Iiγ(h)(t) ∈ L
2(R+t ) if and only if Iiγ(h)(e
−y)e−y/2 ∈ L2(Ry), which in turn is true if
and only if
1
Γ(iγ)
∫ 0
−∞
(1− ex)iγ−1ex/2h(ex−y)e(x−y)/2dx ∈ L2(Ry).
The same simple calculation suggests writing h(ex)ex = f(x), so that what we wish
to show becomes∣∣∣∣∣∣∣∣ 1Γ(iγ)
∫ 0
−∞
(1− ex)iγ−1ex/2f(x− y)dx
∣∣∣∣∣∣∣∣
L2(Ry)
≤ C||f ||L2(R).
Let
k(x) =
{
Γ(iγ)−1(1− ex)iγ−1ex/2 x < 0
0 x ≥ 0.
It suffices to show that |kˆ(ξ)| ≤ C – but
kˆ(ξ) =
∫ 0
−∞
(1− ex)iγ−1
Γ(iγ)
ex/2eixξdx
=
∫ −1/2
−∞
(1− ex)iγ−1
Γ(iγ)
ex/2eixξdx+
∫ 0
−1/2
(1− ex)iγ−1
Γ(iγ)
ex/2eixξdx
=: I(ξ) + II(ξ).
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The integrand in I(ξ) is integrable, so this contribution is bounded. The remaining
piece is rewritten as
II(ξ) =
∫ 0
−1/2
eixξ
{
(1− ex)iγ−1
Γ(iγ)
}
(ex/2 − 1)dx+
∫ 0
−1/2
eixξ
(1− ex)iγ−1
Γ(iγ)
dx.
Since |ex/2− 1| ≤ C|x| and |(1− ex)iγ−1| ∼ |x|−1, the first piece above has a bounded
integrand. For the second piece of II(ξ), write
1− ex = −x+ (1 + x− ex).
Then we can take the Taylor expansion of the function g(y) = yiγ−1 and write
(1− ex)iγ−1 = (−x)iγ−1 +O
(
1
|x|2
)
(1 + x− ex).
Since 1 + x− ex vanishes to the second order at x = 0, we can ignore the error term.
Finally, ∣∣∣∣ 1Γ(iγ)
∫ 0
−1/2
eixξ(−x)iγ−1dx
∣∣∣∣ ≤ C
by a classical calculation (see 6.12 of Chapter II in [23]). This completes the proof
of Proposition 3.1 and our discussion of the properties of the Riemann-Liouville frac-
tional integral.
§4 Some estimates for the group and its associated
Duhamel terms, in mixed norm spaces
This section begins by recalling the Airy function and its relationship to the linearized
KdV equation. Next, we prove estimates on the three terms arising in the Duhamel
representation of solutions of the linearization of (1.2). In particular, we establish
bounds for the linear solution group, the Duhamel forcing term containing the function
g and the inhomogeneous Duhamel term.
The Airy function and KdV
Definition 4.1. Define the Airy function A by the property
Aˆ(ξ) = eiξ
3
.
Similary, define Aα by
Aˆα(ξ) = |ξ|
αeiξ
3
.
Proposition 4.1. The Airy function A is bounded and continuous on R. The value
A(0) = CA 6= 0.
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Proof. Lemma 2.7 in [17] shows that Aα is bounded for 0 ≤ α ≤
1
2
. This proves that
A is bounded, and Sobolev inequalities imply that A is continuous. Since
A(x) =
∫
eixξeiξ
3
dξ,
we know that
CA = A(0) = lim
ε→0
∫
|ξ|<1/ε
eiξ
3
dξ = lim
ε→0
∫
|η|<ε−1/3
eiη
1
3
η−2/3dη = cF−1(η−2/3)(1) 6= 0.
Remark 4.1. The solution of the initial value problem{
∂tw + ∂
3
xw = 0
w(x, 0) = φ(x), x ∈ R,
is given as a convolution of the initial data and a time-rescaled Airy function. Indeed,
the solution is
w(x, t) = S(t)φ(x) =
∫
ei(xξ+tξ
3)φˆ(ξ)dξ =
∫
t−1/3A
(
x− x′
t1/3
)
φ(x′)dx′.(4.1)
Group estimates
Lemma 4.1. The function w defined above satisfies the following estimates:
sup
t
||w(−, t)||Hs(R) ≤ C||φ||Hs(R), −∞ < s < +∞,(4.2)
sup
γ∈R
||Diγx D
s+1
x w||L∞x L2t ≤ C||φ||H˙s(R), −∞ < s < +∞,(4.3)
||Dsx∂xw||L∞x L2t ≤ C||φ||H˙s(R), −∞ < s < +∞,(4.4)
||w||L∞x L2T ≤ CT ||φ||H−1(R)(4.5)
and
||w||L∞x H˙(s+1)/3(Rt) ≤ C||φ||H˙s(R), −∞ < s < +∞.(4.6)
If Ψ ∈ C∞0 (R), then
||Ψ(t)w(x, t)||C((−∞,+∞);H(s+1)/3(Rt)) ≤ C||φ||Hs(R), −1 ≤ s ≤ 1(4.7)
(here C depends on Ψ and its support). If 1 ≥ s > 1/2, then w(0,−) is continuous,
and w(0, 0) = φ(0).
Also
sup
γ∈R
e−C|γ|||Diγx D
s−1/4
x w||L4xL∞t ≤ C||φ||H˙s(R), −∞ < s < +∞,(4.8)
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||Dsxw||L5xL10t ≤ C||D
s
xφ||L2(R),(4.9)
||w||L2xL∞T ≤ C||φ||Hs(R), s > 3/4, T < 1(4.10)
and
||∂xw||L4tL∞x ≤ C||φ||H3/4(R).(4.11)
Proof. (4.2) follows from the group property of S. (4.3) follows from Theorem 3.5(i) in
[19], and its proof. To establish (4.5), write φ = φ1+φ2, where supp φˆ1 ⊆ {ξ : |ξ| ≤ 1}.
Note that ||φ2||H˙−1(R) ≤ ||φ||H−1(R), and hence the estimate for φ2 follows from (4.3).
For the other term, we have
||S(t)φ1||L∞x L2T ≤ C
{
||S(t)φ1||L2xL2T + ||∂xS(t)φ1||L2xL2T
}
≤ CT 1/2||φ1||L2 + CT
1/2||∂xφ1||L2 ≤ CT
1/2||φ||H−1.
To establish (4.6), note that
w(x, t) =
∫
eixξeitξ
3
φˆ(ξ)dξ =
1
3
∫
eixη
1/3
eitηφˆ(η1/3)
dη
η2/3
,
so that, for a fixed x,
||w(x,−)||2
H˙(s+1)/3(Rt)
=
1
9
∫
|η|2(s+1)/3|φˆ(η1/3)|2
dη
η4/3
=
1
3
||φ||2Hs.
Next, note that the decomposition φ = φ1 + φ2, as above, corresponding to w =
w1+w2, together with the previous estimate, yields ||D
(s+1)/3
t w2(x,−)||L2 ≤ C||φ||Hs.
Moreover, ||φ1||H−1 ≤ ||φ||Hs, and hence ||w1(x,−)||L2T ≤ C||φ||Hs. Also, ∂tw1(x, t) =
−S(t)∂3xφ1 and ||∂
3
xφ1||H−1 ≤ C||φ||Hs, so that ||Ψw1(x,−)||H1t ≤ C||φ||Hs and hence
||Ψw1(x,−)||H(s+1)/3t
≤ C||φ||Hs. Next, if we use the Leibniz rule (Theorem A.12 in
[19]) and the bound |DαΨ| ≤
∫
|ξ|α|Ψˆ(ξ)|dξ, we see that, for a fixed x, we have∣∣∣∣D(s+1)/3t (Ψ(t)w2(x, t))−Ψ(t)D(s+1)/3t w2(x, t)−D(s+1)/3t Ψ(t)w2(x, t)∣∣∣∣L2t
≤ C||Ψ||∞||D
(s+1)/3
t w2(x, t)||L2.
Using the bound above for D
(s+1)/3
t w2 and these bounds, we see that∣∣∣∣D(s+1)/3t (Ψ(t)w2(x, t))∣∣∣∣L2 ≤ C||φ||Hs
and ||Ψ(t)w2(x, t)||L2 ≤ C||φ||Hs. To obtain the continuity into H
(s+1)/3, note that,
for φ ∈ H∞, all t and x derivatives of w are continuous; this, together with the
previous bound, gives the desired continuity. The fact that, for s > 1/2, w(0,−) is
continuous follows from Sobolev embedding and the fact that (s+ 1)/3 > 1/2. That
w(0, 0) = φ(0) for s > 1/2 is an elementary computation. (4.8) is (3.9) (and its
proof) and (3.11); (4.10) is (3.38); and (4.11) follows from the proof of (3.36), where
the latter references are to [19].
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Remark 4.2. The proof of (4.7) given above uses properties of the cut-off function Ψ.
We quantify the dependence of the constant C on Ψ. The proof given above relies on
the boundedness of ||Ψ||L∞ and ||D
(s+1)/3
t Ψ||L3. The L
3 norm emerges from the last
term in the Leibniz rule using the fact that w2 ∈ L
6 from fractional integration. By
interpolation,
||D
(s+1)/3
t Ψ||L3 ≤ sup
γ
||DiγD(s+1)/3+1/6Ψ||L2 · sup
γ
||DiγΨ||L∞.
Since s+1
3
+ 1
6
< 1, Sobolev’s inequality shows that
C ≤ c{||Ψ||L2 + ||Ψ
′||L2}.
Duhamel forcing term estimates
We now turn our attention to corresponding Duhamel terms of the form∫ t
0
S(t− t′)δ0(x)g(t
′)dt′ = w(x, t),(4.12)
for suitable g.
Lemma 4.2. For h ∈ C∞0 (R), define
w(x, t) =
∫ t
0
S(t− t′)δ0(x)h(t
′)dt′ =
∫ t
0
A
(
x
(t− t′)1/3
)
1
(t− t′)1/3
h(t′)dt′.
Then w(x,−) and w(−, t) are continuous for each fixed x and t. Moreover, w solves
∂tw + ∂
3
xw = δ0(x)h(t)(4.13)
in S ′(R2), w(x, 0) = 0 and
w(0, t) =
1
CAΓ(2/3)
I2/3(h)(t),
where CA is as defined in Proposition 4.1 and I2/3 is as defined in Definition 3.1.
Proof. By Proposition 4.1,
|w(x, t)| ≤ C
∫ t
0
1
(t− t′)1/3
|h(t′)|dt′,
which shows that w is well-defined and that |w(x, 0)| = 0. To check the continuity
statements, recall from the proof of Proposition 4.1 that Aα is bounded for 0 ≤
α ≤ 1/2, and hence that A is Ho¨lder continuous of order 1/2. (See, for instance
Proposition 7 of Chapter 5 in [23].) From this and the formula defining w, the
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continuity statements follow easily. From them and the fact that CA 6= 0, the formula
for w(0, t) follows. Finally, (4.13) follows from the fact that
∂t
(
1
t1/3
A
(
x
t1/3
))
+ ∂3x
(
1
t1/3
A
(
x
t1/3
))
= δ(0,0)(x, t)
in S ′(R2).
Lemma 4.3. Let w be as in Lemma 4.2, with h ∈ C∞0 (R
+). Then the following
estimates hold:
(4.3.1) We have
sup
x
||w(x,−)||H˙(s+1)/3(Rt) ≤ C||h||H˙(s−1)/3(R), −1 ≤ s ≤ 1,
ess sup
x
sup
γ∈R
e−C|γ|||Diγx D
s+1
x w(x,−)||L2(Rt) ≤ C||h||H˙(s−1)/3(R), −1 ≤ s ≤ 1,
and
ess sup
x
||Dsx∂xw(x,−)||L2(Rt) ≤ C||h||H˙(s−1)/3(R), −1 ≤ s < 1.
(4.3.2) Suppose that supp h ⊆ (0, 1) and Ψ ∈ C∞0
(
(−2, 2)
)
is a cut-off function
in t. Then
Ψw(x,−) ∈ C
(
(−∞,+∞);H
(s+1)/3
0 (R
+
t )
)
, −1 ≤ s ≤ 1,
Ψw(x,−) ∈ C
(
(−∞,+∞);H(s+1)/3(Rt)
)
, −1 ≤ s ≤ 1,
sup
x
||Ψw(x,−)||
H
(s+1)/3
0 (R
+
t )
≤ C||h||
H
(s−1)/3
0 (R
+)
and
sup
x
||Ψw(x,−)||H(s+1)/3(R) ≤ C||h||H(s−1)/3(R+).
(4.3.3) Suppose that h, Ψ are as in (4.3.2), and that −1/2 < s ≤ 1. Then
sup
t
||Ψ(t)w(−, t)||H˙s(Rx) ≤ C||h||H˙(s−1)/3
and Ψ(t)w(−, t) ∈ C
(
(−∞,+∞);Hs(Rx)
)
, with
sup
t
||Ψ(t)w(−, t)||Hs(Rx) ≤ C||h||H(s−1)/30 (R+)
.
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(4.3.4) The operation h 7→ Ψ(t)w(x, t) has a natural extension (defined by den-
sity) to H
(s−1)/3
0 (R
+) ∩ {h : supp h ⊆ [0, 1]}. If s > 1/2, then w(x, 0) = 0
and
Ψ(t)w(0, t) =
Ψ(t)
CAΓ(2/3)
I2/3(h)(t)
pointwise. For other values of s this is valid in the sense of (4.3.2) and (4.3.3).
(4.3.5) We have
sup
γ
e−C|γ|||Diγx D
3/4
x w||L4xL∞t ≤ C||h||L2t
sup
γ
e−C|γ|||Diγx w||L4xL∞t ≤ C||h||H˙−1/4t
||D
1/4
t w||L4xL∞t ≤ C||h||L2t .
For 1/4 ≤ s ≤ 1,
sup
γ
e−C|γ|||Ds−1/4x D
iγ
x w||L4xL∞t ≤ C||h||H˙(s−1)/3t
.
(4.3.6) For 0 ≤ s ≤ 1,
||Dsxw||L5xL10t ≤ C||h||H˙(s−1)/3.
Proof. We start out with (4.3.1). We prove the first statement by interpolation be-
tween the cases s = 1 and s = −1. Let I be an interval. We claim that∣∣∣∣∣∣∣∣∫ t
0
S(t− t′)
(
χI
|I|
)
h(t′)dt′
∣∣∣∣∣∣∣∣
L∞x H˙
2/3
t
≤ C||h||L2(4.14)
with C independent of I. In fact, (4.6) shows that ||D
1/3
t S(t)φ||L∞x L2t ≤ C||φ||L2.
From this estimate, duality gives∣∣∣∣∣∣∫ +∞
−∞
S(−t)D
1/3
t g(−, t)dt
∣∣∣∣∣∣
L2x
≤ C||g||L1xL2t .
In turn, arguing as on page 554 of [19], this implies that∣∣∣∣∣∣D1/3t ∫ +∞
−∞
S(t− t′)D
1/3
t′ g(−, t
′)dt′
∣∣∣∣∣∣
L∞x L
2
t
≤ C||g||L1xL2t ,
which is the same as∣∣∣∣∣∣D2/3t ∫ +∞
−∞
S(t− t′)g(−, t′)dt′
∣∣∣∣∣∣
L∞x L
2
t
≤ C||g||L1xL2t .(4.15)
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Finally, using Lemma 3.4 in [19], we have
(4.16) lim
ε→0
∫∫
ε<|ξ3−τ |<1/ε
ei(xξ+tτ)
1
ξ3 − τ
gˆ(ξ, τ)dξ dτ = 2
∫ t
0
S(t− t′)g(−, t′)dt′
−
∫ +∞
−∞
S(t− t′)g(−, t′)dt′ + 2
∫ 0
−∞
S(t− t′)g(−, t′)dt′.
Let
A(g) = lim
ε→0
∫∫
ε<|ξ3−τ |<1/ε
ei(xξ+tτ)
1
ξ3 − τ
gˆ(ξ, τ)dξ dτ.(4.17)
Then (3.26) in [19] gives
||D
2/3
t A(g)||L∞x L2t ≤ C||g||L1xL2t ,
whcih, combined with (4.15) and (4.16), yields (4.14). Note that (4.15) and (4.14)
also give ∣∣∣∣∣∣D2/3t ∫ ∞
t
S(t− t′)g(−, t′)dt′
∣∣∣∣∣∣
L∞x L
2
t
≤ C||g||L1xL2t .(4.18)
Now, to establish the first estimate in (4.3.1) for s = 1, fix x0 ∈ R and let φ ∈
C∞0 (R) ∩ H˙
−2/3(Rt). We use duality to obtain
(4.19)
∫ +∞
−∞
(∫ t
0
A
(
x0
(t− t′)1/3
)
h(t′)
(t− t′)1/3
dt′
)
φ(t)dt
=
∫ +∞
−∞
h(t′)
(∫ +∞
t′
φ(t)A
(
x0
(t− t′)1/3
)
1
(t− t′)1/3
dt
)
dt′.
The boundedness and continuity of A, together with the dominated convergence the-
orem, show that this equals
(4.20)
∫ +∞
−∞
h(t′) lim
|I|→0
∫ +∞
t′
φ(t)S(t− t′)
(
1
|I|
χI−x0
)
(x0)dt dt
′
= lim
|I|→0
∫ +∞
−∞
h(t′)
∫ +∞
t′
φ(t)S(t− t′)
(
1
|I|
χI−x0
)
(x0)dt dt
′.
Changing the order of integration and applying (4.14) establishes the first estimate
in (4.3.1) for s = 1.
For the case s = −1, similar arguments reduce matters to proving that∣∣∣∣∣∣∣∣∫ t
0
S(t− t′)
(
1
|I|
χI
)
(x)h(t′)dt′
∣∣∣∣∣∣∣∣
L∞x L
2
t
≤ C||h||H˙−2/3(Rt).(4.21)
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To do this, we again proceed by duality to see that we need to show that∣∣∣∣∣∣∣∣D2/3t′ ∫ ∞
t′
S(t− t′)
(
1
|I|
χI
)
(x)f(t)dt
∣∣∣∣∣∣∣∣
L∞x L
2
t′
≤ C||f ||L2t(4.22)
for f ∈ C∞0 (R). This follows from (4.18). Thus, interpolation now establishes the
first estimate in (4.3.1).
For the second estimate, note that, even though Ds+1x A need not be continuous
when s > −1/2, since we are interested in the ess sup over x, a duality and limit
argument similar to the one given above reduces matters to the estimate
sup
γ∈R
e−C|γ|
∣∣∣∣∣∣∣∣Diγx Ds+1x ∫ t
0
S(t− t′)
(
χI
|I|
)
(x)h(t′)dt′
∣∣∣∣∣∣∣∣
L∞x L
2
t
≤ C||h||H˙(s−1)/3(Rt).(4.23)
In order to show (4.23), we proceed as in the proof of (4.14). We first note that
||Diγ/2x D
(s+1)/2
x D
(1−s)/6
t S(t)φ||L∞x L2t ≤ C||φ||L2.
In fact,
Diγ/2x D
(s+1)/2
x D
(1−s)/6
t S(t)φ = D
(1−s)/6
t
∫
eixξeitξ
3
|ξ|iγ/2|ξ|(s+1)/2φˆ(ξ)dξ
=
1
3
D
(1−s)/6
t
∫
eixη
1/3
eitη|η|iγ/6|η|(s+1)/6φˆ(η1/3)
dη
η2/3
=
1
3
∫
eixη
1/3
eitη|η|iγ/6|η|(s+1)/6|η|(1−s)/6φˆ(η1/3)
dη
η2/3
=
1
3
∫
eixη
1/3
eitη|η|iγ/6|η|1/3φˆ(η1/3)
dη
η2/3
,
so that, by Plancherel, the L2 norm in t, squared, equals
1
9
∫
|φˆ(η1/3)|2|η|2/3
dη
η4/3
=
1
3
∫
|φ|2.
Once more, duality and the argument on page 554 of [19] give∣∣∣∣∣∣Diγx Ds+1x D(1−s)/3t ∫ +∞
−∞
S(t− t′)g(−, t′)dt′
∣∣∣∣∣∣
L∞x L
2
t
≤ C||g||L1xL2t .(4.24)
From (4.24) and the fact that supp h ⊆ (0,∞), we see that, in view of (4.16), (4.23)
will follow from
||Diγx D
s+1
x D
(1−s)/3
t A(g)||L∞x L2t ≤ Ce
C|γ|||g||L1xL2t .(4.25)
If one follows then the proofs of Theorem 3.5, (3.8) and (3.26) in [19], we see that
this reduces to showing that∣∣∣∣∫ eixξ |ξ|iγ|ξ|s+1λ− ξ3 dξ
∣∣∣∣·|λ|(1−s)/3 ≤ CeC|γ|,(4.26)
21
where C is independent of x, λ. Scaling reduces matters to showing that∣∣∣∣∫ eixξ |ξ|iγ|ξ|s+1ξ3 − 1 dξ
∣∣∣∣ ≤ CeC|γ|.(4.27)
To establish (4.27), we write 1 = φ1(ξ) + φ2(ξ) + φ3(ξ), where each φi is even and
smooth and supp φ1 ⊆ {ξ : |ξ| <
1
2
}, supp φ2 ⊆ {ξ :
1
4
< |ξ| < 5
4
} and suppφ3 ⊆ {ξ :
|ξ| ≥ 1 + 1
8
}. The piece corresponding to φ1 is the Fourier transform of a bounded
function with compact support, and hence is bounded. For the second piece, we write
ξ3 − 1 = (ξ − 1)(ξ2 + ξ + 1) and note that ξ2 + ξ + 1 has no real zeroes. Thus, the
piece corresponding to φ2 corresponds to∫
eixξ
1
ξ − 1
θ(ξ)dξ,
where θ ∈ C∞0
(
{ξ : 1
4
< |ξ| < 5
4
}
)
. The Fourier transform of 1
ξ−1
is eix sgn x, so this
last integral equals ∫
eiy(sgn y)θˆ(x− y)dy,
which is bounded. Finally, for the third piece we have∫
eixξ
|ξ|iγ|ξ|s+1
ξ3 − 1
φ3(ξ)dξ
=
∫
eixξ|ξ|iγ|ξ|s+1
{
1
ξ3 − 1
−
1
ξ3
}
φ3(ξ)dξ +
∫
eixξ
|ξ|iγ|ξ|s+1
ξ3
φ3(ξ)dξ
Since
∣∣ 1
ξ3−1
− 1
ξ3
∣∣ = ∣∣ 1
ξ3(ξ3−1)
∣∣ ≤ C
|ξ|6
on the support of φ3, the first integral is clearly
bounded. So is the second one, as long as s < 1. When s = 1, we are left with∫
eixξ |ξ|
iγ
ξ
φ3(ξ)dξ, which is bounded by Ce
C|γ|.
Finally, note that the third inequality in (4.3.1) is proved in a similar manner. The
restriction to s < 1 comes from the fact that, when γ = 0, the integral
∫
eixξφ3(ξ)
dξ
|ξ|
is not bounded.
To establish (4.3.2), note that, since supp h ⊆ (0,∞), (4.16) implies that w =
w1 + w2, where
w1(x, t) =
1
2
A(δ0 ⊗ h)(x, t)
and
w2(x, t) =
1
2
∫ +∞
−∞
S(t− t′)(δ0)(x)h(t
′)dt′.
Note also that, in obtaining the bounds in (4.3.2), since (s − 1)/3 ≤ 0 ≤ (s + 1)/3,
for each fixed x, the norms on both sides of the inequalities are complex interpolation
scales (by Corollary 2.1 and Proposition 2.2). Thus, it is enough to establish the
bounds for s 6= 1/2. Next, note that, since, by Lemma 4.2, w(x, 0) = 0, Proposition
2.6 shows that, for s 6= 1/2, we have
||Ψw(x,−)||
H
(s+1)/3
0 (R
+
t )
≈ ||Ψw(x,−)||H(s+1)/3(R+t ) ≤ ||Ψw(x,−)||H(s+1)/3(R).
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Thus, to establish the estimates in (4.3.2), it suffices to show that
||Ψwi(x,−)||H(s+1)/3(R) ≤ C||h||H(s−1)/3(R), i = 1, 2.(4.28)
In order to establish (4.28), write h = h1 + h2, where hi ∈ S(R) and supp hˆ1 ⊆ {τ :
|τ | < 2} and supp hˆ2 ⊆ {τ : |τ | > 1}. We first estimate
Ψ(t)A(h1)(x, t) = Ψ(t)
∫∫
eixξeitτ
hˆ1(τ)
τ − ξ3
dτ dξ
= Ψ(t)
∫
eitτ hˆ1(τ)
(∫
eixξ
dξ
τ − ξ3
)
dτ = Ψ(t)
∫
eitτ
hˆ1(τ)
τ 2/3
K(x, τ)dτ,
where |K(x, τ)| ≤ C. (See the proof of (3.26) in [19].) Next, we claim that |hˆ(τ)| ≤
C||h||H(s−1)/3 for |τ | ≤ 2. In fact, since supp h ⊆ (0, 1), we may choose µ ∈ C
∞
0 s.t.
µ ≡ 1 on (0, 1) and h = µh. From this we compute that
hˆ(τ) =
∫
µˆ(τ − λ)hˆ(λ)dλ =
∫
µˆ(τ − λ)(1 + |λ|)(1−s)/3
hˆ(λ)
(1 + |λ|)(1−s)/3
dλ,
so that
|hˆ(τ)| ≤
(∫
|µˆ(τ − λ)|2(1 + |λ|)2(1−s)/3dλ
)1/2
||h||H(s−1)/3.
Since µˆ ∈ S and |τ | ≤ 2, the claim follows; but then |Ψ(t)A(h1)(x, t)| ≤ CΨ(t)||h||H(1−s)/3,
and hence ΨA(h1)(x,−) ∈ L
2(Rt), uniformly in x. A similar argument gives us that
∂
∂t
(
ΨA(h1)(x,−)
)
∈ L2(Rt) uniformly in x, and hence we have the estimate
||ΨA(h1)(x,−)||H(1+s)/3 ≤ C||h||H(1−s)/3.
For the corresponding term in w2, we have
Ψ(t)
∫∫
eixξei(t−t
′)ξ3h1(t
′)dt′ dξ = Ψ(t)
∫∫
eixξeitτ hˆ1(τ)δ0(τ + ξ
3)dτ dξ
= Ψ(t)
∫
eitτ hˆ1(τ)
(∫
eixξδ0(τ + ξ
3)dξ
)
dτ
= Ψ(t)
∫
eitτ hˆ1(τ)
(∫
eixη
1/3
δ0(τ + η)
dη
η2/3
)
dτ = Ψ(t)
∫
eitτ
hˆ1(τ)
τ 2/3
e−ixτ
1/3
dτ,
which is handled in the same way.
Finally, we turn to the terms corresponding to h2. Note that ||h2||H˙(s−1)/3 ≤
||h||H(s−1)/3, and that ||h2||H˙−1 ≤ ||h||H(s−1)/3. We then use the proof of the first
estimate in (4.3.1) to obtain the bounds
||D
(s+1)/3
t A(h2)(x,−)||L2t ≤ C||h||H(s−1)/3,∣∣∣∣∣∣D(s+1)/3t ∫ +∞
−∞
S(t− t′)(x)h2(t
′)dt′
∣∣∣∣∣∣
L2t
≤ C||h||H(s−1)/3,
||A(h2)(x,−)||L2t ≤ C||h||H(s−1)/3
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and ∣∣∣∣∣∣∫ +∞
−∞
S(t− t′)(x)h2(t
′)dt′
∣∣∣∣∣∣
L2t
≤ C||h||H(s−1)/3.
These bounds, combined with the Leibniz rule and the bound |DαΨ| ≤ C, give us
(4.28). Finally, the continuity statement follows from Lemma 4.2 and the estimates
already proved.
We now turn to (4.3.3). In view of (4.16), we are again reduced to studying two
terms. For the term corresponding to
A(δ0 ⊗ h)(x, t) =
∫∫
eixξeitλ
hˆ(λ)
λ− ξ3
dξ dλ,
we have
DsxA(δ0 ⊗ h)(x, t) =
∫
eixξ
(
|ξ|s
∫
eitλ
hˆ(λ)
λ− ξ3
dλ
)
dξ.
By Plancherel, we are reduced to bounding (with H the Hilbert transform)∣∣∣∣∣∣∣∣|ξ|s ∫ eitλ hˆ(λ)λ− ξ3dλ
∣∣∣∣∣∣∣∣
L2ξ
=
∣∣∣∣∣∣∣∣|ξ|sH(eit−hˆ)(ξ3)∣∣∣∣∣∣∣∣
L2ξ
=
(∫
|η|2s/3|H(eit−hˆ)|2(η)
dη
η2/3
)1/2
.
Now, since −1 < 2s/3−2/3 (because s > −1/2) and 2s/3−2/3 ≤ 0 (because s ≤ 1),
the weight |η|2s/3−2/3 is an A2 weight (see, for instance, Chapter V of [25]), and hence
the Hilbert transform is bounded in L2 with this weight. Thus we get that the last
expression is bounded by
C
(∫
|η|2s/3|eitηhˆ(η)|2
dη
η2/3
)1/2
= ||h||H˙(s−1)/3.
To estimate the term Dsx
∫ +∞
−∞
S(t − t′)(δ0)(x)h(t
′)dt′, we are reduced by the group
property to estimating∣∣∣∣∣∣Dsx∫ +∞
−∞
S(−t′)(δ0)(x)h(t
′)dt′
∣∣∣∣∣∣
L2
≤ C||h||H˙(s−1)/3.(4.29)
We will establish (4.29) by duality. Let f ∈ C∞0 (R) ∩ L
2(R), and consider∫
Dsx
∫ +∞
−∞
S(−t′)(δ0)(x)h(t
′)dt′ f(x)dx =
∫ +∞
−∞
∫
δ0(x)h(t
′)DsxS(t
′)f(x)dx dt′.
Note that DsxS(t
′)f is a continuous function of x, since Dsxf ∈ H
ℓ for all ℓ ≥ 0 (here
we use −1/2 < s). Hence, this expression equals
∫ +∞
−∞
h(t′)DsxS(t
′)f(x)
∣∣
x=0
dt′. We
thus need to show that
||DsxS(t)f ||L∞x H˙(1−s)/3(Rt) ≤ C||f ||L2,(4.30)
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but this is contained in the inequality after (4.23).
To establish the second inequality in (4.3.3), note first that, since s > −1/2,
−1/2 < (s− 1)/3 ≤ 0, and hence, since supp h ⊆ (0, 1), Remark 2.4 and Proposition
2.7 show that ||h||H˙α0 (R+) ≃ ||h||H
α(R+) ≃ ||h||Hα0 (R+), where α = (s − 1)/3. Next, we
distinguish two cases: −1/2 < s ≤ 0, and 0 ≤ s ≤ 1. In the second case, by the first
inequality,
||Dsxw(−, t)||L2 ≤ C||h||H˙(s−1)/3 ≃ C||h||H(s−1)/30 (R+)
.
Also
||w(−, t)||L2 ≤ C||h||H˙−1/3 ≃ C||h||H−1/3(R+) ≤ C||h||H(s−1)/3(R+) ≤ C||h||H(s−1)/30 (R+)
,
which gives the estimate. In the first case, we simply note that
||w(−, t)||Hs ≤ ||w(−, t)||H˙s ≤ C||h||H˙(s−1)/3 ≃ C||h||H(s−1)/30
.
Finally, the continutity statement follows from the estimate, together with Lemma
4.2.
Next, note that (4.3.4) is a direct consequence of (4.3.2), (4.3.3) and Lemma 4.2.
We turn to (4.3.5). The first estimate there is constained in Proposition 3.5(3) of
[14] and also in Proposition 2.3 of [21]. We will present an alternate proof, using the
method in [7]. The first part of the proof consists in establishing the inequality∣∣∣∣∣∣Diγx D3/4x ∫ +∞
−∞
S(t− t′)(δ0)(x)h(t
′)dt′
∣∣∣∣∣∣
L4xL
∞
t
≤ C||h||L2.(4.31)
To prove (4.31), we use the ‘T ∗T method’. Thus, testing against an f in L
4/3
x L1t , we
see that (4.31) follows from∣∣∣∣∣∣Diγx D3/4x ∫ +∞
−∞
S(t− t′)f(x, t)dt
∣∣∣∣∣∣
L∞x L
2
t′
≤ C||f ||
L
4/3
x L
1
t
.(4.32)
Fix x0, and compute the L
2
t′ norm squared; we obtain∫∫
f(x, t)
(∫∫
Kx0(x, y, t, s)f(y, s)dy ds
)
dx dt,(4.33)
where
Kx0(x, y, t, s) =
∫
Diγx D
3/4
x A(x0 − x, t− t
′)D−iγy D
3/4
y A(y − x0, t
′ − s)dt′
and A(x, t) = 1
t1/3
A(x/t1/3), where A is as defined in Definition 4.1. We now proceed
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to compute Kx0, using the fact that A(x, t) =
∫
eixξeitξ
3
dξ. We obtain
Kx0(x, y, t, s)
=
∫∫
ei(x0−x)ξei(t−t
′)ξ3|ξ|iγ|ξ|3/4dξ ·
∫
ei(y−x0)ηei(t
′−s)η3 |η|−iγ|η|3/4dη dt′
=
∫∫
ei(x0−x)ξeitξ
3
e−isη
3
|ξ|iγ|ξ|3/4ei(y−x0)η|η|−iγ|η|3/4 ·
∫
eit
′(η3−ξ3)dt′ dξ dη
=
∫∫
ei(x0−x)ξeitξ
3
e−isη
3
|ξ|iγ|ξ|3/4ei(y−x0)η|η|−iγ|η|3/4δ0(η
3 − ξ3)dη dξ.
Making the change of variables η3 = α and computing the integral over η, we obtain
Kx0(x, y, t, s) =
1
3
∫
e−i(x−y)ξei(t−s)ξ
3 |ξ|3/2
|ξ|2
dξ =
1
3
∫
e−i(x−y)ξei(t−s)ξ
3 dξ
|ξ|1/2
.
A well-known bound (see, for instance, Lemma 3.6 in [19]) now gives
|Kx0(x, y, t, s)| ≤
C
|x− y|1/2
,(4.34)
with C independent of x0, t and s, which, combined with (4.33) and the theorem
on fractional integration, yields (4.32). We will now use the proof in [7] to deduce
our estimate from (4.31). This is a general procedure. First, it is easy to see that it
suffices to prove
|| sup
n
w(x, tn)||L4x ≤ C||h||L2
for any sequence 0 < t1 < t2 < · · · < tn < tn+1 < · · · , with a bound which does not
depend on the particular sequence. Next, note that it suffices to show that, for any
measurable function N : R → N with finite range, the linear operator T (N) defined
by
T (N)(h)(x) = w(x, tN(x))
satisfies the estimate
||T (N)(h)||L4x ≤ C||h||L2,(4.35)
with C independent of N and {tn}. Assume that ||h||L2 = 1, and define a probability
measure λ on (0,∞) by λ(S) =
∫
S
|h|2dt. The main tool is Lemma 2.1 in [7]: Define
Yn = [0, tn], so that Yn ⊆ Yn+1. Then there exists a collection {B
m
j } of measurable
subsets of (0,∞), indexed by m ∈ {0, 1, 2, · · · } and 1 ≤ j ≤ 2m, satisfying:
i. For each m, {Bmj : 1 ≤ j ≤ 2
m} is a partition of (0,∞) into disjoint measurable
subsets.
ii. Each Bmj is a union of precisely two sets B
m+1
j1
, Bm+1j2 .
iii. λ(Bmj ) = 2
−m for all m, j.
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iv. Each set Yn may be decomposed, modulo λ-null sets, as an empty, finite or
countably infinite union
Yn =
⋃
i≥1
Bmiji ,
with m1 < m2 < · · · . This decomposition may not be unique, but we fix one
such decomposition for each n.
Next, define
T ∗(h)(x) = sup
t
∣∣∣∫ ∞
0
Diγx D
3/4
x S(t− t
′)(δ0)(x)h(t
′)dt′
∣∣∣,
and note that, for h satisfying supp h ⊆ (0,∞), (4.31) implies that ||T ∗(h)||L4x ≤
C||h||L2. Also note that we can write
T (N)(h)(x) =
∫ tN(x)
0
Diγx D
3/4
x S(tN(x) − t
′)(δ0)(x)h(t
′)dt′.
Define now An = {x : N(x) = n}. Let
R = {(m, j, n) : Bmj is one of the sets in the decomposition of Yn}
and Dmj =
⋃
(m,j,n)∈R
An. Note that, for a fixed m, the sets D
m
j are disjoint. In
fact, if Dmj ∩ D
m
i 6= ∅, then, since the Ans are disjoint, there exists an n such
that An intersects, and hence is contained in, both D
m
j and D
m
i . Hence, since
(m, j, n), (m, i, n) ∈ R, Bmj and B
m
i both occur in the decomposition of Yn – but
then, by construction, i = j. Define now hmj = hχBmj , so that hχYn =
∑
(m,j,n)∈R
hmj .
We then have∫ tN(x)
0
Diγx D
3/4
x S(tN(x) − t
′)(δ0)(x)h(t
′)dt′
=
∑
n
χAn(x)
∫ tn
0
Diγx D
3/4
x S(tn − t
′)(δ0)(x)h(t
′)dt′
=
∑
n
χAn(x)
∫ ∞
0
Diγx D
3/4
x S(tn − t
′)(δ0)(x)χ(0,tn)(t
′)h(t′)dt′
=
∑
n
∑
(m,j,n)∈R
χAn(x)
∫ ∞
0
Diγx D
3/4
x S(tn − t
′)(δ0)(x)h
m
j (t
′)dt′
– but then
|T (N)(h)(x)| ≤
∑
n
∑
(m,j,n)∈R
χAn(x)T
∗(hmj )(x) =
∑
m
∑
j
χDmj (x)T
∗(hmj )(x).
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Now fix m, and compute (recalling that the Dmj are disjoint) that∣∣∣∣∣∣∑
j
χDmj (x)T
∗(hmj )
∣∣∣∣∣∣4
L4x
=
∑
j
∫
Dmj
|T ∗(hmj )|
4
≤ C
∑
j
(∫
|hmj |
2
)2
= C
∑
j
2−m
∫
Bmj
|h|2 ≤ C2−m,
since the Bmj are disjoint. Thus
||T (N)(h)||L4 ≤
∑
m
2−m/4 ≤ C,
as desired. Unfortunately, this elegant general method does not seem to apply to
the proof of the other two inequalities in (4.3.5), due to the presence of t (fractional)
derivatives. We will therefore give a different type of proof. We use formula (4.16)
to reduce matters to the corresponding two estimates. The first one, for the second
inequality in (4.3.5), is∣∣∣∣∣∣Diγx∫ +∞
−∞
S(t− t′)(δ0)(x)h(t
′)dt′
∣∣∣∣∣∣
L4xL
∞
t
≤ C||h||H˙−1/4.(4.36)
Since this is a convolution in the t variable and Diγx S(t − t
′)(δ0)(x)
= D
iγ/3
t S(t − t
′)(δ0)(x), the D
iγ
x can be moved to h, and, since the H˙
−1/4 norm
is not changed by the action of D
iγ/3
t , we can take γ = 0. Writing h = D
1/4
t g for
g ∈ L2, we see that (4.36) becomes∣∣∣∣∣∣D1/4t ∫ +∞
−∞
S(t− t′)(δ0)(x)g(t
′)dt′
∣∣∣∣∣∣
L4xL
∞
t
≤ C||g||L2.(4.37)
Following the argument used in the proof of (4.31), matters are reduced to estimating
the kernel
Hx0(x, y, t, s) =
∫
D
1/4
t A(x0 − x, t− t
′)D1/4s A(y − x0, t
′ − s)dt′.
Recall that
A(x, t) =
∫
eixξeitξ
3
dξ =
1
3
∫
eixη
1/3
eitη
dη
η2/3
,
so that
D
1/4
t A(x, t) =
1
3
∫
eixη
1/3
eitη|η|1/4
dη
|η|2/3
=
1
3
∫
eixξeitξ
3
|ξ|3/4dξ,
and Hx0 is just the kernel Kx0 studied before. We next need an estimate for A(δ0⊗h).
We will first treat the case γ = 0. Writing h = D
1/4
t g for g ∈ L
2, we see that this
boils down to the estimate
||D
1/4
t A(δ0 ⊗ g)||L4xL∞t ≤ C||g||L2.(4.38)
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Now,
D
1/4
t A(δ0 ⊗ g)(x, t) =
∫∫
eixξeitτ
|τ |1/4
τ − ξ3
gˆ(τ)dξ dτ.
We first compute
∫
eixξ dξ
τ−ξ3
. This has been carried out on page 562 of [19], where it
is shown that∫
eixξ
dξ
ξ3 − 1
= α1e
−ix sgn x+ α2e
ix/2e−a1|x| + α3e
ix/2(sgn x)e−a1|x|
with αi ∈ C and a1 > 0. Moreover, since∫
eixξ
dξ
τ − ξ3
=
∫
ei(xτ
1/3)η dη
1− η3
·
1
τ 2/3
,
we see that we have a sum of three terms, which we will label T1, T2 and T3. We start
out with
T1(g)(x, t) = C1
∫
eitτ |τ |1/4e−ixτ
1/3
sgn(xτ 1/3)gˆ(τ)
dτ
τ 2/3
= C1(sgn x)
∫
eitτe−ixτ
1/3
(sgn τ 1/3)gˆ(τ)
dτ
|τ |5/12
.
Since g ∈ L2, we are left with estimating
T˜1(h)(x, t) =
∫
eitτe−ixτ
1/3
hˆ(τ)
dτ
|τ |5/12
in the L4xL
∞
t norm, in terms of the L
2 norm of h. This follows from Theorem 2.5 in
[17].
The remaining two terms are similar. We turn to T2:
T2(g)(x, t) = C2
∫
eitτeixτ
1/3/2e−a1|x| |τ
1/3|gˆ(τ)
dτ
|τ |5/12
.
Following the proof of Theorem 2.5 in [17], we see that, to obtain the desired estimate
for T2, we need merely to use the estimate mentioned on page 564 of [19] (see also
Corollary 2.9 of [17]). Let f ∈ L
4/3
x L1t . Then∫∫
f(x, t)T2(g)(x, t)dx dt = C2
∫
gˆ(τ)
∫∫
e−itτe−ixτ1/3/2e−a1|x| |τ |1/3
|τ |5/12
f(x, t)dxdt dτ.
Thus, we need to estimate∣∣∣∣∣∣∣∣∫∫ e−itτe−xτ1/3/2e−a1|x| |τ |1/3 f(x, t)|τ |5/12 dx dt
∣∣∣∣∣∣∣∣
L2τ
≤ C||f ||
L
4/3
x L1t
.
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If we write out the L2 norm, we obtain∫ ∫∫
e−itτe−ixτ
1/3/2e−a1|x| |τ |
1/3 f(x, t)dx dt
|τ |5/12
×
∫∫
e−isτeiyτ
1/3/2e−a1|y| |τ |
1/3 f(y, s)dy ds
|τ |5/12
dτ
=
∫∫
f(x, t)
∫∫
K(x, y, s, t)f(y, s)dyds dxdt
where
K(x, y, s, t) =
∫
eiτ(s−t)ei(y−x)τ
1/3/2e−a1|x| |τ |
1/3
e−a1|y| |τ |
1/3 dτ
|τ |5/6
.
The estimates mentioned above give the bound
|K(x, y, s, t)| ≤
C
|x− y|1/2
,
from which our estimate follows easily.
Finally, note that, given (4.16), the third estimate in (4.3.5) follows from (4.37)
and (4.38). To conclude the proof of (4.3.5), we are left with showing that
||Diγx D
1/4
t A(δ0 ⊗ g)||L4xL∞t ≤ Ce
C|γ|||g||L2, γ 6= 0(4.39)
The proof of this is a variant of the proof already given. We start out by introducing
an operator Sη, given by
Sηg(x, t) =
∫ +∞
−∞
eitτeixτ
1/3η |τ |
1/4
τ 2/3
gˆ(τ)dτ.(4.40)
We claim that
||Sηg||L4xL∞t ≤
C
|η|1/4
||g||L2.(4.41)
This follows from scaling, and the bound for T˜1 sketched above. Now, in order to
obtain (4.39), write
Diγx D
1/4
t A(δ0 ⊗ g) =
∫
eitτ gˆ(τ)|τ |iγ/3
|τ |1/4
τ 2/3
(∫
eixτ
1/3η|η|iγ
dη
1− η3
)
dτ.
Writing 1− η3 = (1− η)(1 + η + η2), we see that
K(xτ 1/3, η) = eixτ
1/3η|η|iγ
1
1− η3
= eixτ
1/3η |η|
iγ
(1− η)(1 + η + η2)
.
30
Let now ϕj ∈ C
∞(R) satisfy 1 = ϕ1(η) + ϕ2(η) + ϕ3(η) and suppϕ1 ⊆ {η : |η| <
3
4
},
suppϕ2 ⊆ {η :
1
2
< η < 3
2
} and suppϕ3 ⊆ {η : η < −
1
2
} ∪ {η : η > 5
4
}, and consider
the corresponding kernels Kj , so that our operator is L1(g) + L2(g) + L3(g), where
Lj(g)(x, t) =
∫
eitτ gˆ(τ)
|τ |iγ/3
|τ |5/12
Kj(xτ
1/3, η)dτ dη.(4.42)
Let us consider
L1(g) =
∫
|η|iγ
ϕ1(η)
(1− η)(1 + η + η2)
Sη(D
iγ/3
t g)(x, t)dη.
Using the bound (4.41), the fact that
||D
iγ/3
t g||L2 = ||g||L2
and the fact that, on suppϕ1, we have that
∣∣ 1
(1−η)(1+η+η2)
∣∣ ≤ C, we see that
||L1(g)||L4xL∞t ≤ C
∫
|η|<3/4
1
|η|1/4
||g||L2dη ≤ C||g||L2,
as desired. For L3, we have
L3(g) =
∫
|η|iγ
ϕ3(η)
(1− η)(1 + η + η2)
Sη(D
iγ/3
t g)(x, t)dη,
and, on suppϕ3,
∣∣ 1
(1−η)(1+η+η2 )
∣∣ ≤ C
(1+|η|)3
, thus yielding a similar bound. We next
turn to L2. We have
L2(g) =
∫
|η|iγ
ϕ2(η)
(1− η)(1 + η + η2)
Sη(D
iγ/3
t g)(x, t)dη
=
∫
(|η|iγ − 1)
ϕ2(η)
(1− η)(1 + η + η2)
Sη(D
iγ/3
t g)(x, t)dη
+
∫
ϕ2(η)
(1− η)(1 + η + η2)
Sη(D
iγ/3
t g)(x, t)dη
=
∫
|η|iγ − 1
(1− η)(1 + η + η2)
ϕ2(η)Sη(D
iγ/3
t g)(x, t)dη
+
∫
ϕ2(η)− 1
(1− η)(1 + η + η2)
Sη(D
iγ/3
t g)(x, t)dη
+
∫
1
1− η3
Sη(D
iγ/3
t g)(x, t)dη
For the first term, note that, on suppϕ2, we have that
∣∣ |η|iγ−1
(1−η)(1+η+η2)
∣∣ ≤ C|γ|, and
hence the argument used for L1 applies. For the second one, note that, on supp(ϕ2−1),∣∣ 1
(1−η)(1+η+η2 )
∣∣ ≤ C
(1+|η|)3
, and hence the argument we used for L3 applies. Finally, the
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third term is identical to the one handled for the case γ = 0, and thus (4.39) follows.
Finally, to obtain the last estimate in (4.3.5), we estimate it by a well-known variant
of the three lines theorem (see Lemma 4.2 in Chapter V of [26], for instance), using
the first two bounds. To establish (4.3.6), we use a similar argument, this time using
the last estimate in (4.3.5) and the second estimate in (4.3.1). Thus, we consider the
analytic family
{Dz(s−1/4)+(1−z)(s+1)x w(x, t)}.
When ℜz = 0, we use the estimate in (4.3.1), while, when ℜz = 1, we use the one in
(4.3.5). Since s = 4
5
(
s− 1
4
)
+ 1
5
(s+1), and 1
5
= 4
5
·1
4
+ 1
5
·0, 1
10
= 4
5
·0+ 1
5
·1
2
, the estimate
follows.
Inhomogeneous Duhamel term estimates
Lemma 4.4. Let
w(x, t) =
∫ t
0
S(t− t′)h(x, t′)dt′.
Then the following estimates hold:
||∂xw||L∞t L2x ≤ C||h||L1xL2t ,(4.43)
sup
γ
||Diγx ∂
2
xw||L∞x L2t ≤ Ce
C|γ|||h||L1xL2t ,(4.44)
||w||
L∞x H˙
2/3
t
≤ C||h||L1xL2t ,(4.45)
||D−1/2x D
iγ
x w||L4xL∞t ≤ C||h||L4/3x L1t
(4.46)
and
||w||L5xL10t ≤ C||h||L5/4x L10/9t
.(4.47)
Proof. (4.43) is (3.7) in [19]. (4.44) is (3.8) in [19] when γ = 0. The general case is
contained in the proof of the second inequality in (4.3.1) (for s = 1). (4.45) follows
from the proof of the case s = 1 of the first inequality in (4.3.1). (4.46) is (3.10) in
[19], while (4.47) is (3.12) in [19].
Lemma 4.5. Let w be as in Lemma 4.4. Then the following estimates hold (for
h ∈ C∞0
(
R× [−T, T ]
)
:
For 0 ≤ s ≤ 1 and Ψ satisfying suppΨ ⊆ [−T, T ] and |Ψ′(t)| ≤ C/T , we have
(for T < 1, with β(s) = 1
3
− s
6
)
||Ψw(0,−)||
H
(s+1)/3
0 (R
+)
≤ CT β(s)||h||L2THsx
||Ψw(0,−)||H(s+1)/3(R) ≤ CT
β(s)||h||L2THsx ,
(4.48)
||w(0,−)||H˙2/3(Rt) ≤ C||h||L1xL2t ,(4.49)
||w(0,−)||H˙1/4(Rt) ≤ C||h||L4/3x L1t
(4.50)
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and
||w(0,−)||H˙1/3(Rt) ≤ C||h||L5/4x L10/9t
.(4.51)
Proof. For the estimates in (4.48), first note that, for h ∈ C∞0
(
R× [−T, T ]
)
, it is easy
to see that w satisfies
sup
t∈[−T,T ]
||w(−, t)||Hs(Rx) < +∞
for all s, and hence w ∈ C∞
(
R× (−T, T )
)
and w(−, 0) ≡ 0. Next, note that, because
of this, if the second estimate in (4.48) is established for s 6= 1/2, then the first will
follow by Propositions 2.4 and 2.6, and hence, by Corollary 2.1, this will be the case
for all 0 ≤ s ≤ 1. Note also that, by Remark 2.3 (applied to the interval [−T, T ]), it
suffices to estimate ||Ψw(0,−)||H˙(s+1)/3(R). Thus we will show that∣∣∣∣∣∣∣∣Ψ(t)∫ t
0
S(t− t′)h(x, t′)dt′
∣∣∣
x=0
∣∣∣∣∣∣∣∣
H˙
(s+1)/3
t (R)
≤ CT β(s)||h||L2THsx .(4.52)
We first consider the left-hand side of (4.52) for s = −1. By Minkowski’s integral
inequality, we can bound it by∫ T
−T
||S(t)S(−t′)h(x, t′)||L∞x L2T dt
′ ≤ CT 1/2||h||L2TH−1(R),(4.53)
where the second inequality follows from (4.5).
Next, consider the left-hand side in (4.52) when s = 2. From the Leibniz rule, we
have that
∂t
(
Ψ(t)
∫ t
0
S(t− t′)h(x, t′)dt′
)
= ∂tΨ(t)
∫ t
0
S(t− t′)h(x, t′)dt′ +Ψ(t)h(x, t)
−Ψ(t)
∫ t
0
∂3xS(t− t
′)h(x, t′)dt′,
and each of these terms is to be controlled in L∞x L
2
T . For the first term, we have the
estimate
C
T
∣∣∣∣∣∣∫ t
0
S(t− t′)h(x, t′)dt′
∣∣∣∣∣∣
L∞x L
2
T
≤
C
T
∣∣∣∣∣∣∫ t
0
S(t− t′)h(x, t′)dt′
∣∣∣∣∣∣
L2xL
2
T
+
C
T
∣∣∣∣∣∣∂x∫ t
0
S(t− t′)h(x, t′)dt′
∣∣∣∣∣∣
L2xL
2
T
≤
C
T
·CT ||h||L2TL2x +
C
T
·CT ||∂xh||L2TL2x ≤ C||h||L2TH2x .
For the second term we use the bound
||h||L∞x L2T ≤ C||h||L2TH2x
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to obtain a similar bound.
Finally, for the third term, using Minkowski’s integral inequality and (4.3), we
obtain ∫ T
−T
||S(−t′)∂2xh(x, t
′)||L2xdt
′ ≤ CT 1/2||h||L2TH2x ,
so that ∣∣∣∣∣∣∣∣Ψ(t)∫ t
0
S(t− t′)h(x, t′)dt′
∣∣∣
x=0
∣∣∣∣∣∣∣∣
H˙1t (R)
≤ C||h||L2TH2x .(4.54)
Hence, (4.52) follows by interpolation of (4.53) and (4.54).
In the proofs of (4.49)–(4.51), we use (4.16) and the observation that χ(−∞,0)h is
in the same space as h to reduce matters to the corresponding estimates for A(h) and∫ +∞
−∞
S(t− t′)h(x, t′)dt′. In the case of (4.49), this is contained in the proof of the first
inequality in (4.3.1). In the case of (4.51), duality reduces matters to the estimates
proved in establishing the third inequality in (4.3.5). Finally, (4.50) can be obtained
either by interpolation of (4.49) and (4.51) or by duality from the proof of (4.3.6).
Remark 4.3. The restriction to x = 0 in the right-hand sides of (4.48)–(4.51) is not
significant. In fact, if X is the space of functions in t in which the estimate has been
made, the left-hand side can be replaced by C(R;X). This is because of translation
invariance and the first remark in the proof of Lemma 4.5.
§5 Some estimates for the group and its associated
Duhamel terms in Bourgain’s spaces
This section introduces a modification of the spaces introduced by Bourgain in [5]. We
also establish useful estimates for the linear solution group, the Duhamel forcing term
and the inhomogeneous Duhamel term in these spaces. The results of this section
are combined with a bilinear estimate in §7 to prove local well-posedness of (1.2) for
data (φ, f) ∈ L2x ×H
1/3
t in the standard KdV setting, k = 1.
Bourgain’s spaces with a low frequency modification
Definition 5.1. Let f ∈ S ′(R2). We say that f ∈ Xb if ||f ||Xb <∞, where ||·||Xb is
defined by
(5.1) ||f ||Xb =
(∫∫
(1 + |λ− ξ3|)2b|fˆ(ξ, λ)|2dξ dλ
)1/2
+
(∫∫
|ξ|<1
(1 + |λ|)2αfˆ(ξ, λ)|2dξ dλ
)1/2
,
where 1
2
< α < 2
3
is fixed, and 0 < b < 1
2
.
34
Remark 5.1. The space Xb also depends upon the parameter α, but we have chosen
to suppress this dependence in the notation. This space and the space Yb below are
introduced for studying the case k = 1 of (1.2) for data (φ, f) ∈ L2x×H
1/3
t . A natural
extension of Xb for problems with data in H
s
x×H
(s+1)/3
t may be defined by including
the spatial Sobolev weight (1 + |ξ|)2s in the two integrals in (5.1). We shall refer to
this extension as Xs,b. Similar comments apply to the space we define next.
Definition 5.2. Let f ∈ S ′(R2). We say that f ∈ Yb if ||f ||Yb < +∞, where ||·||Yb is
defined by
(5.2) ||f ||Yb =
(∫∫ |fˆ(ξ, λ)|2
(1 + |λ− ξ3|)2b
dξ dλ
)1/2
+
(∫∫
|ξ|<1
|fˆ(ξ, λ)|2
(1 + |λ|)2(1−α)
dξ dλ
)1/2
+
(∫ (∫
|fˆ(ξ, λ)|
1 + |λ− ξ3|
dλ
)2
dξ
)1/2
,
where 0 < b < 1
2
.
We start off with a useful property of the space Xb: stability under multiplication
by smooth time cutoffs.
Lemma 5.1. Let θ ∈ C∞0 (R) and f ∈ Xb. Then, for b ∈ (0, 1), we have θ(t)f(x, t) ∈
Xb and
||θf ||Xb ≤ C||f ||Xb.(5.3)
Proof. There are two terms in (5.1) that we must control. We first consider the low
frequency term. Note that
∫∫
|ξ|≤1
|fˆ(ξ, λ)|2dξ dλ ≤ ||f ||2Xb. Next,∫∫
|ξ|≤1
|λ|2α|θ̂f |2 =
∫∫
|ξ|≤1
∣∣Dαt (θ · f˜(ξ, t))∣∣2dξ dt,
where f˜ denotes the spatial Fourier transform of f . We now use
||Ds(θv)||L2 ≤ C(||v||L2 + ||D
sv||L2)
to get∫∫
|ξ|≤1
|λ|2α|θ̂f |2 ≤ C
∫∫
|ξ|≤1
(|f˜(ξ, t)|2 + |Dαf˜(ξ, t)|)dt dξ
≤ C
∫∫
|ξ|≤1
(1 + |λ|)2α|fˆ(ξ, λ)|2dξ dλ.
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We have shown that∫∫
|ξ|≤1
(1 + |λ|)2α|θ̂f(ξ, λ)|2dξ dλ ≤ C
∫∫
|ξ|≤1
(1 + |λ|)2α|fˆ(ξ, λ)|2dξ dλ.
It remains to estimate the other term in (5.1). Note that θ̂f = θˆ ∗λ fˆ and that we
have to show that, ∀a ∈ R,∫
|fˆ ∗λ θˆ|
2(1 + |λ− a|)2bdλ ≤ C
∫
|fˆ |2(1 + |λ− a|)2bdλ,
uniformly in a. Since
∫
|θˆ|dλ ≤ C, we have∫
|fˆ ∗λ θˆ|
2 ≤ C
∫
|fˆ |2(1 + |λ− a|)2bdλ,
so we need to handle∫
|λ− a|2b|fˆ ∗λ θˆ|
2dλ =
∫
|Dbt (e
ia−θf˜)|2dt.
The Leibniz rule for fractional derivatives [19] gives
||Dbt (e
ia−f˜ θ)− θDbt (e
ia−f˜)−Dbt (θ)e
ia−f˜ ||L2 ≤ C||θ||L∞||D
b
t(e
ia−f˜)||L2.
Since ||Dbt(θ)||L∞ ≤ C and ||f˜ ||L2 is in the right-hand side of (5.3), we are done.
Group estimates
The following result supplements Lemma 4.1.
Lemma 5.2. Let θ ∈ C∞0 (R) be a cutoff function adapted to [−T, T ], with T < 1.
For φ ∈ L2(R), we have
||θ(t)S(t)φ||Xb ≤ C
(∫
(1 + |λ|)2α|θˆ(λ)|2dλ
)1/2
||φ||L2.(5.4)
Proof. We write (θ(t)S(t)φ)̂(ξ, λ) = θˆ(λ − ξ3)φˆ(ξ), and use this expression in the
two terms of the Xb norm. For the low-frequency term, we have∫∫
|ξ|≤1
|λ|2α|θˆ(λ− ξ3)|2|φˆ(ξ)|2dξ dλ =
∫
|ξ|≤1
|φˆ(ξ)|2
(∫
|λ|2α|θˆ(λ− ξ3)|2dλ
)
dξ.
We change variables to see that the above expression is equal to∫
|ξ|≤1
|φˆ(ξ)|2
(∫
|λ+ ξ3|2α|θˆ(λ)|2dλ
)
dξ
≤ C
∫
|ξ|≤1
|φˆ(ξ)|2
(∫
(1 + |λ|)2α|θˆ(λ)|2dλ
)
dξ,
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so the low-frequency term is fine. The remaining term in (5.1) is∫∫
(1 + |λ− ξ3|)2b|θˆ(λ− ξ3)|2|φˆ(ξ)|2dλ dξ
=
∫
|φˆ(ξ)|2
(∫
(1 + |λ− ξ3|)2b|θˆ(λ− ξ3)|2dλ
)
dξ,
and we are done since b < 1
2
.
Duhamel forcing term estimate
We supplement Lemmas 4.2 and 4.3 concerning the Duhamel forcing term with the
following estimate.
Lemma 5.3. Let g ∈ H−1/3(R) and let θ ∈ C∞0 (R) be a cutoff function. We have∣∣∣∣∣∣θ(t)∫ t
0
S(t− t′)δ0(x)g(t
′)dt′
∣∣∣∣∣∣
Xb
≤ C||g||H−1/3.(5.5)
Proof. Let wˆ(ξ, λ) denote the space-time Fourier transform of δ0(x)g(t). The multi-
plier representation of the operator S(t) (see (1.6)) allows one to show that the object
to be estimated may be written as
u(x, t) = θ(t)
∫∫
eixξ
eitλ − eitξ
3
λ− ξ3
wˆ(ξ, λ)dξ dλ.(5.6)
We make a useful decomposition of this function. Let ψ ∈ C∞0 (R) satisfy ψ = 1 near
x = 0 and suppψ ⊆ {x : |x| < 1}. We first break up (5.6) into two pieces, one near
λ− ξ3 = 0 and the other far from λ− ξ3 = 0, by writing u = u1 + u2, where
u1(x, t) = θ(t)
∫∫
eixξ
eitλ − eitξ
3
λ− ξ3
ψ(λ− ξ3)wˆ(ξ, λ)dξ dλ(5.7)
and
u2(x, t) = θ(t)
∫∫
eixξ
eitλ − eitξ
3
λ− ξ3
[
1− ψ(λ− ξ3)
]
wˆ(ξ, λ)dξ dλ.(5.8)
Next, we take the Taylor expansion of the exponential to observe that
u1(x, t) = θ(t)
∞∑
k=1
iktk
k!
∫∫
eixξeitξ
3
ψ(λ− ξ3)(λ− ξ3)k−1wˆ(ξ, λ)dξ dλ.(5.9)
Let θk(t) = t
kθ(t), so that ||θk||L2 ≤ ||θ||L2 for all k; then θ
′
k(t) = kt
k−1θ(t) + tkθ′(t),
so that ||θk||L2 + ||θ
′
k||L2 ≤ C(1 + |k|). Let φˆk(ξ) =
∫
ψ(λ− ξ3)(λ− ξ3)k−1wˆ(ξ, λ)dλ.
This notation allows us to reexpress u1 as
u1(x, t) =
∞∑
k=1
ik
k!
θk(t)
∫
eixξeitξ
3
φˆk(ξ)dξ.(5.10)
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In light of Lemma 5.2, to control u1 as claimed, it suffices to verify that
||φˆk(ξ)||L2ξ =
∣∣∣∣∣∣∫ ψ(λ− ξ3)(λ− ξ3)k−1gˆ(λ)dλ∣∣∣∣∣∣
L2ξ
≤ C||g||H−1/3,(5.11)
where we have used wˆ(ξ, λ) = gˆ(λ). The support property of ψ shows that |φˆk(ξ)| is
controlled by
∫
|λ−ξ3|≤1
gˆ(λ)dλ. We break the L2ξ norm into a low- and a high-frequency
piece. Consider first∫
|ξ|≤2
(∫
|λ−ξ3|≤1
|gˆ(λ)|dλ
)2
dξ =
∫
|ξ|≤2
(∫
|λ−ξ3|≤1
|λ|≤9
|gˆ(λ)|dλ
)2
dξ
≤
∫
|ξ|≤2
(∫
|λ|≤9
|gˆ(λ)|
(1 + |λ|)1/3
(1 + |λ|)1/3dλ
)2
dξ ≤ C||g||2H−1/3.
Next, we consider∫
|ξ|≥2
(∫
|λ−ξ3|≤1
|gˆ(λ)|dλ
)2
dξ =
∫
|ξ|≥2
(∫
|λ−ξ3|≤1
|λ|≥1
|gˆ(λ)|dλ
)2
dξ.
Write η = ξ3 and change variables to find that the above expression is equal to∫
|η|≥8
(∫
|λ−η|≤1
|λ|≤1
|gˆ(λ)|dλ
)2 dη
η2/3
.(5.12)
Now, by Ho¨lder,(∫
|λ−η|≤1
|λ|≥1
|gˆ(λ)|dλ
)2
≤
{∫
|λ−η|≤1
[
|gˆ(λ)|
(1 + |λ|)1/3
]3/2
dλ
}4/3{∫
|λ−η|≤1
|λ|≥1
(1 + |λ|)dλ
}2/3
.
The last expression on the preceding line is comparable to (1 + |η|)2/3. Going back
to (5.10) leaves ∫
|η|≥8
{∫
|λ−η|≤1
[
|gˆ(λ)|
(1 + |λ|)1/3
]3/2
dλ
}4/3
dη.
Another application of Ho¨lder, using the constraint on the λ-integration, proves (5.11)
and therefore
||u1||Xb ≤ C||g||H−1/3.
We turn our attention to the term u2. There are two pieces,
u2,1(x, t) = θ(t)
∫∫
eixξeitλ
1− ψ(λ− ξ3)
λ− ξ3
wˆ(ξ, λ)dξ dλ(5.13)
and
u2,2(x, t) = θ(t)
∫∫
eixξeitξ
3 1− ψ(λ− ξ3)
λ− ξ3
wˆ(ξ, λ)dξ dλ,(5.14)
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satisfying u2 = u2,1 − u2,2. The term u2,2 may be handled using Lemma 5.2 once we
establish that ∣∣∣∣∣∣∣∣∫ 1− ψ(λ− ξ3)λ− ξ3 gˆ(λ)dλ
∣∣∣∣∣∣∣∣
L2ξ
≤ C||g||H−1/3.(5.15)
The (square of the) |ξ| ≤ 1 contribution to the L2ξ norm appearing in (5.15) is con-
trolled by∫
|ξ|≤1
(∫
|λ−ξ3|≥1/2
1
1 + |λ− ξ3|
|gˆ(λ)|dλ
)2
dξ
≤
∫
|ξ|≤1
(∫
|λ|≤2
|gˆ(λ)|dλ
)2
dξ +
∫
|ξ|≤1
(∫
|λ|≥2
1
1 + |λ|
|gˆ(λ)|dλ
)2
dξ
≤ C||g||2H−1/3.
When |ξ| ≥ 1 and |λ| ≤ 1
2
, |λ− ξ3| ∼ |ξ3| and we get∫
|ξ|≥1
1
|ξ|6
(∫
|λ|≤1/2
|gˆ(λ)|dλ
)2
dξ ≤ ||g||2H−1/3.
When |ξ| ≥ 1 and |λ| ≥ 1
2
, we are left with∫
|ξ|≥1
(∫
|λ|≥1/2
1− ψ(λ− ξ3)
λ− ξ3
gˆ(λ)dλ
)
dξ
=
∫
|η|≥1
(∫
|λ|≥1/2
1− ψ(λ− η)
λ− η
gˆ(λ)dλ
)2 dη
η2/3
.
We now use the fact that 1
η2/3
is an A2 weight [25] to get that the above expression is
no greater than
C
∫
|λ|≥1/2
|gˆ(λ)|2
|λ|2/3
dλ ≤ C||g||2H−1/3.
This completes the treatment of u2,2; all that remains to be considered is u2,1. Lemma
5.1 shows that we may ignore the time cutoff θ(t) in (5.13). We shall consider the
low-frequency term in (5.1) first. We therefore look at the expression∫∫
|ξ|≤1
|λ|2α
(1 + |λ− ξ3|)2
|gˆ(λ)2dλ dξ.(5.16)
Note that
∫
|ξ|≤1
dξ
(1+|λ−ξ3|)2
≤ C
1+|λ|2
and (5.16) is bounded by∫
1
(1 + |λ|)2(1−α)
|gˆ(λ)|2dλ,
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which is fine as long as 1−α > 1
3
, i.e., α < 2
3
, which we have assumed in the definition
of Xb. The other part of the Xb norm is controlled as follows. We look at
(5.17)
∫∫
(1 + |λ− ξ3|)2b
1
(1 + |λ− ξ3|)2
|gˆ(λ)|2dλ dξ
=
∫
|gˆ(λ)|2
(∫
dξ
(1 + |λ− ξ3|)2(1−b)
)
dλ.
Claim 5.18. Assuming b < 1
2
, we have∫
dξ
(1 + |λ− ξ3|)2(1−b)
≤
C
(1 + |λ|)2/3
.
Proof of (5.18). Note that our assumption b < 1
2
guarantees that 2(1− b) = 1+ ε for
some ε > 0. Therefore, the claim is fine in case |λ| ≤ 2. For |λ| ≥ 2, we write η = ξ3
and change variables to get∫
dξ
(1 + |λ− ξ3|)2(1−b)
=
∫
dη
|η|2/3(1 + |λ− η|)1+ε
.
The η-integral is split into three regions.
I. |η| < 1
2
|λ|.
Here we have (1 + |λ− η|) ∼ (1 + |λ|), so we write∫
dη
|η|2/3(1 + |λ− η|)1+ε
≤
1
(1 + |λ|)(2/3)+(ε/2)
∫
dη
|η|2/3(1 + |η|)(1/3)+(ε/2)
to observe the claim.
II. |η| ∼ |λ|.
Here we get
1
|λ|2/3
∫
|λ|/2≤|η|≤2|λ|
dη
(1 + |λ− η|)1+ε
≤
C
|λ|2/3
.
III. 2|λ| < |η|.
In this region, (1 + |λ− η|) ∼ (1 + |η|), so we get∫
|η|≥2|λ|
dη
|η|2/3(1 + |η|)1+ε
≤
∫
|η|≥2|λ|
dη
(1 + |η|)1+ε+(2/3)
≤
C
(1 + |λ|)(2/3)+ε
.
This completes the proof of the claim.
Returning to (5.17) and using the claim finishes off our estimate of u2,1, and with
it the proof of Lemma 5.3.
Remark 5.2. The assumption b < 1
2
is crucial in the proof of the second case of the
claim. It was this that forced us to introduce these modified Bourgain spaces.
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Inhomogeneous Duhamel term estimates
This subsection contains two lemmas concerning the inhomogeneous Duhamel term∫ t
0
S(t − t′)w(x, t′)dt′. We begin by showing that, for θ ∈ C∞0 (R), the formula
w(x, t) 7→ θ(t)
∫ t
0
S(t− t′)w(x, t′)dt′ defines a bounded map Yb → Xb. Then we show
that a (time-localized) inhomogeneous Duhamel term may be restricted to {x = 0}
as an H1/3(Rt) function when the inhomogeneity w ∈ Yb.
Lemma 5.4. For w ∈ Yb and θ ∈ C
∞
0 , we have that∣∣∣∣∣∣θ(t) ∫ t
0
S(t− t′)w(x, t′)dt′
∣∣∣∣∣∣
Xb
≤ C||w||Yb.(5.19)
Proof. The expression to be controlled in Xb was considered in (5.6) during the proof
of Lemma 5.3. As in the discussion there, we decompose u into u1 + u2,1 − u2,2 and
estimate the terms separately. The u1 term was reexpressed in (5.10), from which we
see that, to control it appropriately, it suffices to show that
||φk||L2 ≤ ||w||Yb.
The definition of φˆk(ξ), which appeared between (5.9) and (5.10), shows that we may
consider
||φk||L2 ≤
(∫ (∫
|λ−ξ3|≤1
|wˆ(ξ, λ)|dλ
)2
dξ
)1/2
,
and this is bounded by
C
(∫ (∫
|wˆ(ξ, λ)|
1 + |λ− ξ3|
dλ
)2
dξ
)1/2
,
which is a part of the Yb norm.
We next focus on the first term in (5.1) for u2,1 and u2,2.
For u2,2, we use Lemma 5.2 and the fact that
φˆ(ξ) =
∫
1− ψ(λ− ξ3)
λ− ξ3
wˆ(ξ, λ)dλ
satisfies
|φˆ(ξ)| ≤
∫
1
1 + |λ− ξ3|
|wˆ(ξ, λ)|dλ,
so that ||φ||L2 ≤ ||w||Yb. For u2,1, we use Lemma 5.1 to ignore the time cutoff θ(t) in
(5.13) and reduce matters to controlling∫∫
[1− ψ(λ− ξ3)]2
|λ− ξ3|2
(1 + |λ− ξ3|)2b|wˆ(ξ, λ)|2dξ dλ.
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The support properties of ψ tell us that the above quantity is no greater than
C
∫∫
1
(1 + |λ− ξ3|)2(1−b)
|wˆ(ξ, λ)|2dξ dλ
= C
∫∫
1
(1 + |λ− ξ3|)2(1−2b)
|wˆ(ξ, λ)|2
(1 + |λ− ξ3|)2b
dξ dλ.
Since 1− 2b > 0, (1 + |λ− ξ3|)2(1−2b) ≥ 1, so we bound by ||w||Yb.
It remains to estimate the low-frequency part of (5.1),∫
|ξ|≤1
∫
|λ|2α
[1− ψ(λ− ξ3)]2
|λ− ξ3|2
|wˆ(ξ, λ)|2dξ dλ
≤ C
∫
|ξ|≤1
∫
|λ|2α
(1 + |λ|)2
|wˆ(ξ, λ)|2dξ dλ
≤ C
∫
|ξ|≤1
1
(1 + |λ|)2(1−α)
|wˆ(ξ, λ)|2dξ dλ ≤ C||w||Yb.
The inhomogeneous Duhamel term defines “boundary values”.
Lemma 5.5. Let h ∈ Yb and θ ∈ C
∞
0 (R). We have that∣∣∣∣∣∣θ(t) ∫ t
0
S(t− t′)h(x, t′)dt′
∣∣∣
{x=0}
∣∣∣∣∣∣
H
1/3
t
≤ C||h||Yb.
Proof. We decompose the object under consideration into u1, u2,1 and u2,2. As before,
u1 and u2,2 rely on the estimate for a term of the form θ(t)S(t)φ which we established
in Lemma 4.1 (see (4.7) and Remark 4.2). It remains to estimate
u2,1(0, t) = θ(t)
∫∫
eitλhˆ(ξ, λ)
1− ψ(λ− ξ3)
λ− ξ3
dλ dξ = θ(t)β(t).
By Proposition 2.8,
||θβ||H1/3 ∼ ||θβ||H˙1/3 = ||D
1/3
t (θβ)||L2.
By the Leibniz rule from [19],
||D
1/3
t (θβ)− θD
1/3
t (β)−D
1/3
t (θ)β||L2 ≤ C||θ||L∞||D
1/3
t (β)||L2.
Also, ||β||L6 ≤ C||D
1/3
t (β)||L2 and ||D
1/3
t (θ)||L3 ≤ C, so it suffices to show that
||D
1/3
t (β)||L2 ≤ C||w||Yb.
We have
D
1/3
t (β) =
∫
eitλ|λ|1/3
∫
hˆ(ξ, λ)
1− ψ(λ− ξ3)
λ− ξ3
dξ dλ,
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so
||D
1/3
t (β)||L2 =
∫
|λ|2/3
∣∣∣∣∫ hˆ(ξ, λ)1− ψ(λ− ξ3)λ− ξ3 dξ
∣∣∣∣2dλ.
The ξ-integral is controlled by∣∣∣∣∫ hˆ(ξ, λ)1− ψ(λ− ξ3)λ− ξ3 dξ
∣∣∣∣ ≤ ∫ |hˆ(ξ, λ)| 11 + |λ− ξ3|dξ
≤
∫
hˆ(ξ, λ)
1
(1 + |λ− ξ3|)b
1
1 + |λ− ξ3|)1−b
dξ
≤
(∫
|hˆ(ξ, λ)|2
(1 + |λ− ξ3|)2b
dξ
)1/2(∫
1
(1 + |λ− ξ3|)2(1−b)
dξ
)1/2
.
We apply (5.18), cancel |λ|2/3 and bound by ||h||Yb as desired.
§6 Existence and uniqueness results for the ho-
mogeneous and inhomogeneous linear quarter-
plane problems, with data in Sobolev spaces
We begin by discussing some spaces of functions of space-time which will be used in
our study of the nonlinear problems. Next, we construct and prove estimates on the
solutions of the linear homogeneous analogue of (1.2). The corresponding construc-
tion and estimation of solutions of the linear inhomogeneous problem concludes the
section.
Our construction of solutions of (1.1) relies on a contraction mapping argument for
solving the forced initial value problem (1.2). This procedure requires us to interpret
the traces along {t = 0} and {x = 0} of the solution of (1.2) in order to validate
the boundary conditions in (7.1). The time-localized solutions w of (1.2) that we
construct will have good Hsx ×H
(s+1)/3
t traces in the sense that, for some T > 0,
w ∈ C
(
(−T, T );Hs(Rx)
)
∩ C
(
(−∞,∞);H(s+1)/3(Rt)
)
.(Good Traces)
The contraction estimate is established in a space closely related to the linearization
of (1.2). For the general case k ≥ 2 (with optimizations presented in the modified
KdV k = 2 and L2 critical k = 4 settings), we employ the mixed-norm spaces used
in [19]. These spaces are based on the local smoothing effect
||∂xS(t)φ||L∞x L2t ≤ C||φ||L2x
and the maximal function estimate
||S(t)φ||L4xL∞t ≤ C||D
1/4φ||L2x.
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Recall from the introduction that the local smoothing effect is closely related to the
good traces property (Good Traces), above. In the standard KdV setting k = 1, we
establish the contraction estimate in the space Xb defined in §5.
In this section, we use the results in the previous sections to construct solutions
of the homogeneous and inhomogeneous linear analogues of (1.2). We also prove a
uniqueness result.
Homogeneous solution operator
We consider the linear homogeneous initial-boundary value problem
∂tw + ∂
3
xw = 0, x > 0, t ∈ (0, T0)
w(x, 0) = φ(x), x > 0
w(0, t) = f(t), t ∈ [0, T0],
(6.1)
where φ ∈ Hs(R+), f ∈ H(s+1)/3(R+), 0 ≤ s ≤ 1, w ∈ C
(
[0,+∞);H(s+1)/3((0, T0))
)
∩
C
(
[0, T0];H
s(R+x )
)
. The equation holds in the sense of D′
(
R+ × (0, T0)
)
and the
initial value φ is taken in the sense of C
(
[0,+∞);Hs(R+x )
)
, while the ‘lateral value’ f
is taken in the sense of C
(
[0,+∞);H(s+1)/3((0, T0))
)
. We will split our considerations
into the cases 1/2 < s ≤ 1 and 0 ≤ s < 1/2.
Theorem 6.1. Let 1/2 < s ≤ 1. Given T0 > 0, there exists a linear operator HS =
HST0 (the homogeneous solution operator) on the subspace of H
(s+1)/3(R+)×Hs(R+)
of functions with the property that f(0) = φ(0) (in the sense of Proposition 2.3) such
that
w = HS(f, φ) ∈ C
(
(−∞,+∞);H(s+1)/3(Rt)
)
∩ C
(
(−∞,+∞);Hs(Rx)
)
and w solves (6.1) in the sense described above. Moreover, w(x,−) and w(−, t) are
continuous for each x and t and w(x, 0) = φ(x) and w(0, t) = f(t) in the sense of
Proposition 2.3 for x ≥ 0 and 0 ≤ t ≤ T0. In addition, w satisfies the following
estimates:
sup
γ∈R
e−C|γ|||Diγx D
s+1
x w||L∞x L2t ≤ C||(f, φ)||H(s+1)/3×Hs
||Dsx∂xw||L∞x L2t ≤ C||(f, φ)||H(s+1)/3×Hs , s < 1
(6.2)
sup
γ∈R
e−C|γ|||Ds−1/4x D
iγ
x w||L4xL∞t ≤ C||(f, φ)||H(s+1)/3×Hs(6.3)
||Dsxw||L5xL10t ≤ C||(f, φ)||H(s+1)/3×Hs(6.4)
|||w|||Xs,b ≤ C||(f, φ)||H(s+1)/3×Hs .(6.5)
(Recall that the space Xs,b was defined in Remark 5.1.) The constants in all the
estimates above depend only on s and T0.
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Proof. We start out with the construction of w. Let Ψ1, Ψ2 and Ψ3 be cut-off func-
tions, all supported on [−2T0, 2T0] and identically 1 on [−T0, T0], satisfying Ψ1.Ψ2 =
Ψ1 and Ψ2.Ψ3 = Ψ2. Let φ˜ denote an extension of φ to all of R satisfying ||φ˜||Hs(R) ≤
C||φ||Hs(R+) (see Remark 2.1, for instance, for the existence of a linear extension
operator). Let α(t) = S(t)φ˜
∣∣
x=0
and α˜ = Ψ1.α. By (4.6), α˜ ∈ H
(s+1)/3(Rt) and
α˜(0) = φ˜(0) = φ(0). Let f˜ be an extension of f to all of R satisfying ||f˜ ||H(s+1)/3(R) ≤
C||f ||H(s+1)/3(R+) and let f1 = Ψ1.f˜ − α˜. Then, by Propositions 2.4 and 2.6, we have
that
||f1||H(s+1)/3(R) ≤ C||(f, φ)||H(s+1)/3×Hs,
and, given our compatibility condition, we also have
||f1||H(s+1)/30 (R+)
≤ C||(f, φ)||H(s+1)/3×Hs.(6.6)
Let now CA be the constant in Proposition 4.1, and Iα the Riemann-Liouville frac-
tional integral studied in §3. We define
h˜(t) =
1
CAΓ(2/3)
I−2/3(f˜1)(t), t ∈ R
+(6.7)
By Propositions 3.1 and 3.2, we have that
||h˜||
H
(s−1)/3
0 (R
+)
≤ C||f˜1||H(s+1)/30 (R+)
≤ C||(f, φ)||H(s+1)/3×Hs.(6.8)
Finally, let h = Ψ3.h˜. By Propositions 2.5, 2.6 and 2.8, we have (setting h(t) = 0 for
t < 0)
||h||
H˙
(s−1)/3
0 (R
+)
≃ ||h||H(s−1)/3(R+) ≃ ||h||H(s−1)/30 (R)
≤ C||(f, φ)||H(s+1)/3×Hs .(6.9)
We claim that
Ψ2.I2/3(h) =
1
CAΓ(2/3)
f˜1(6.10)
In fact, we know that I2/3(h˜) =
1
CAΓ(2/3)
f˜1 from the remarks after Definition 3.1 and
density considerations. Hence Ψ2.I2/3(h˜) =
1
CAΓ(2/3)
f˜1, and so, to verify the claim, all
that we need to show is that Ψ2I2/3(h˜) = Ψ2I2/3(h). This is true, by the definition
of I2/3 and the properties of Ψ2 and Ψ3, for h ∈ C
∞
0 (R
+), and hence in our case by
density considerations.
We now define
w(x, t) = Ψ2(t)
{∫ t
0
S(t− t′)(δ0)(x)h(t
′)dt′ + S(t)φ˜(x)
}
.(6.11)
In view of (6.9) and Lemmas 4.1 and 4.3, we see that (6.2)–(6.4) hold. (6.5) holds be-
cause of Lemma 5.2 and Remark 5.1. The fact that w ∈ C
(
(−∞,+∞);H(s+1)/3(Rt)
)
∩
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C
(
(−∞,+∞);Hs(Rx)
)
follows also from (6.9) and Lemmas 4.1 and 4.3. The same is
true about the continuity statements. The fact that w(x, 0) = φ(x) for x ≥ 0 follows
from (4.3.2) and Proposition 2.4, while the fact that w(0, t) = f(t) for 0 ≤ t ≤ T0
follows from Lemma 4.2, density, (6.10), our definition of f1 and the fact that Ψi ≡ 1
on [0, T0]. Finally, the fact that the equations in (6.1) hold follows from (4.3.1) and
density.
Theorem 6.2. Let 0 ≤ s < 1/2. Given T0 > 0, there exists a linear operator
HS = HST0 on H
(s+1)/3(R+)×Hs(R+) such that
w = HS(f, φ) ∈ C
(
(−∞,+∞);H(s+1)/3(Rt)
)
∩ C
(
(−∞,+∞);Hs(Rx)
)
,
and w solves (6.1) in the sense described above. Moreover, w satisfies the estimates
(6.2), (6.4) and (6.5) (and (6.3) if s ≥ 1/4).
Proof. The construction and proof are identical to that of Theorem 6.1, once one
invokes Lemma 2.3 and Proposition 2.6, so that Hα0 (R
+) = Hα(R+) for 0 ≤ α < 1/2.
This explains the fact that there is no compatibility condition in this range.
Remark 6.1. Global (in time) versions of the results in Theorem 6.2 can be obtained
by using the homogeneous Sobolev spaces H˙(s+1)/3(R+) and H˙
(s+1)/3
0 (R
+), the fact
that, for 0 ≤ s < 1/2, H˙(s+1)/3(R+) = H˙
(s+1)/3
0 (R
+) and the fact that the oper-
ators Iα act well on these homogeneous global spaces. For instance, when s = 0,
given (f, φ) ∈ H˙1/3(R+t ) × L
2(R+x ), we can find w in C
(
(−∞,+∞); H˙1/3(Rt)
)
∩
C
(
(−∞,+∞);L2(Rx)
)
such that w(x, 0) = φ(x) and w(0, t) = f(t) for x, t > 0,
∂tw + ∂
3
xw = 0 in D
′(R+ × R+) and w satisfies the estimate:
sup
γ
e−C|γ|||Diγx Dxw||L∞x L2t + ||∂xw||L∞x L2t + ||w||L5xL10t ≤ C||(f, φ)||H˙1/3×L2.(6.12)
This follows as in the proof of Theorem 6.2, leaving out the cut-off functions. Similar
results hold on H˙(s+1)/3(R+t )× H˙
s(R+x ) for 0 ≤ s < 1/2.
We will now turn to our uniqueness theorem, which will imply that the solutions
constructed in Theorems 6.1 and 6.2 and Remark 6.1 are unique (when restricted to
R+x × [0, T0]).
Theorem 6.3. Let w be a solution to (6.1), with s = 0 and φ and f identically 0.
Then w ≡ 0 on R+x × [0, T0].
Proof. We begin by regularizing our solutions, so that certain identities can be estab-
lished. First, let
w˜(x, t) =
{
w(x, t) (x, t) ∈ R+ × [0, T0]
0 (x, t) 6∈ R+ × [0, T0]
and fix θ ∈ C∞0 (R) satisfying θ ≥ 0,
∫
θ = 1 and supp θ ⊆ [−1,−1/2]. For ε, δ > 0,
define
wε,δ(x, t) =
∫∫
w˜(y, t′)
θ
ε
(
x− y
ε
)
·
θ
δ
(
t− t′
δ
)
dy dt′.(6.13)
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We start out by making a few observations about wε,δ. Fix 0 < T < T0, and consider
only δ < T0 − T . Suppose that (x, t) ∈ R
+ × (0, T ). Then, the integration in the
definition of wε,δ takes place on {y :
ε
2
+ x < y < x + ε} × {t′ : δ
2
+ t < t′ <
t + δ}, and hence, for such (x, t), w˜(y, t′) = w(y, t′). Thus, since wε,δ ∈ C
∞(R× R),
∂twε,δ + ∂
3
xwε,δ ≡ 0 on R
+ × (0, T ). Notice also that wε,δ ∈ C
(
[0,∞);H1/3((0, T ))
)
∩
C
(
[0, T ];L2(R+)
)
, uniformly in (ε, δ). We will now establish the identity
∂t
∫
x>x0
w2ε,δ(x, t)dx = 2∂
2
xwε,δ(x0, t)·wε,δ(x0, t)−
(
∂xwε,δ(x0, t)
)2
(6.14)
for x0 ≥ 0 and 0 ≤ t ≤ T . In fact, for ε, δ fixed, ∂twε,δ, ∂
3
xwε,δ ∈ L
2(R+) for each such
fixed t, and hence the left-hand side of (6.14) equals
2
∫
x>x0
∂twε,δ(x, t)·wε,δ(x, t)dx = −2
∫
x>x0
∂3xwε,δ(x, t)·wε,δ(x, t)dx.
Note that, since ∂3xwε,δ, ∂
2
xwε,δ, ∂xwε,δ, wε,δ ∈ L
2(R+), we can certainly find xn → +∞
so that ∂jxwε,δ(xn, t) → 0 for all j = 0, 1, 2, 3. Then we see that the right-hand side
above equals
2∂2xwε,δ(x0, t)·wε,δ(x0, t) + 2
∫
x>x0
∂2xwε,δ(x, t)·∂xwε,δ(x, t)dx
= 2∂2xwε,δ(x0, t)·wε,δ(x0, t)−
(
∂xwε,δ(x0, t)
)2
,
as claimed. Fix 0 < t0 ≤ T , and integrate (6.14) between 0 and t0 to obtain
(6.15)
∫
x>x0
w2ε,δ(x, t0)dx−
∫
x>x0
w2ε,δ(x, 0)dx
= 2
∫ t0
0
∂2xwε,δ(x0, t)·wε,δ(x0, t)dt−
∫ t0
0
(
∂xwε,δ(x0, t)
)2
dt
≤ 2
∫ t0
0
∂2xwε,δ(x0, t)·wε,δ(x0, t)dt.
Fix now 0 < δ < T0 − T , and define wδ(x, t) =
∫
w˜(x, t′) θ
δ
(
t−t′
δ
)
dt′.
Claim 6.16. wε,δ, ∂xwε,δ, ∂
2
xwε,δ ∈ C
(
[0, 1];L2([0, T ])
)
, uniformly in ε > 0, for δ > 0
fixed. In fact, since w ∈ C
(
[0, 2];H1/3((0, T0))
)
, this easily follows for wε,δ, and for
∂twε,δ. By the equation, this also follows for ∂
3
xwε,δ. Next, it is easy to check that
∂2xwε,δ ∈ L
∞
(
[0, 1];L2([0, T ])
)
, uniformly in ε. In fact, let f ∈ L2
(
[0, T ]
)
satisfy
||f ||L2 = 1, and consider F (x) =
∫ T
0
wε,δ(x, t)f(t)dt. Then, as is well-known,
F (x0 + h) + F (x0 − h)− 2F (x0) = F
′′(x)h2
for some x ∈ (x0 − h, x0 + h), for each h > 0. Choose x0 = 1/2 and h = 1/4 to
conclude that ∣∣∣∫ T
0
∂2xwε,δ(x, t)f(t)dt
∣∣∣ ≤ Cδ
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since wε,δ ∈ C
(
[0, 1];L2([0, T ])
)
– but, if we consider any fixed x ∈ [0, 1],∫ T
0
∂2xwε,δ(x, t)f(t)dt =
∫ T
0
[
∂2xwε,δ(x, t)− ∂
2
xwε,δ(x, t)
]
f(t)dt
+
∫ T
0
∂2xwε,δ(x, t)f(t)dt,
and, using the fact that ∂3xwε,δ ∈ C
(
[0, 1];L2([0, T ])
)
, our claim follows. Once we know
this, our estimate on ∂3xwε,δ shows that ∂
2
xwε,δ ∈ C
(
[0, 1];L2([0, T ])
)
, uniformly in ε,
and in fact they are equicontinuous in ε. The statement for ∂xwε,δ follows similarly.
Claim 6.17. For any fixed 0 ≤ x0 ≤ 1, wε,δ(x0,−)
ε→0
−−→ wδ(x0,−) in L
2
(
[0, T ]
)
. Note
that this is immediate from the definitions and the fact that wδ ∈ C
(
[0, 1];L2([0, T ])
)
since w is in C
(
[0, 1];L2([0, T0])
)
.
Claim 6.18. For any fixed 0 ≤ x0 ≤ 1 and 0 ≤ t0 ≤ T ,∫
x>x0
w2ε,δ(x, t0)dx
ε→0
−−→
∫
x>x0
w2δ(x, t0)dx.
This follows easily from the fact that wδ ∈ C
(
[0, T ];L2(R+)
)
. Now, using (6.15)–
(6.17), we see that, for x0 ∈ [0, 1],∫
x>x0
w2δ(x, t0)dx−
∫
x>x0
w2δ(x, 0)dx ≤ Cδ||wδ(x0,−)||L2([0,T ]).(6.19)
Next, note that, as x0 → 0, ||wδ(x0,−)||L2([0,T ]) → ||wδ(0,−)||L2([0,T ]) since wδ ∈
C
(
[0, 1];L2([0, T ])
)
, which follows from w ∈ C
(
[0, 1];L2([0, T ])
)
. By our assumption
and the definition of wδ, however, wδ(0,−) ≡ 0 on [0, T ]. Thus, it is easy to see that
(6.19) yields ∫
x>0
w2δ(x, t0)dx ≤
∫
x>0
w2δ(x, 0)dx.(6.20)
Since, however, w ∈ C
(
[0, T ];L2(R+)
)
, as δ → 0 we obtain∫
x>0
w2(x, t0)dx ≤
∫
x>0
w2(x, 0)dx = 0,
and hence w ≡ 0 on R+ × [0, T ] as desired.
Inhomogeneous linear solution operator
Next, we turn our attention to constructing solutions to the inhomogeneous linear
quarter-plane problem 
∂tw + ∂
3
xw = h, x > 0, t ∈ (0, T0)
w(x, 0) = 0, x > 0
w(0, t) = 0, t ∈ [0, T0].
(6.21)
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Theorem 6.4. Assume that 0 ≤ s ≤ 1, s 6= 1/2 and h ∈ L2T0H
s(R+x ). Given T0,
there exists a linear operator IHS = IHST0 (the inhomogeneous solution operator) such
that
w = IHS(h) ∈ C
(
(−∞,+∞);H(s+1)/3(Rt)
)
∩ C
(
(−∞,+∞);Hs(Rx)
)
,
and w solves (6.21) in the sense that the equation holds in D′
(
R
+ × (0, T0)
)
, and
the ‘lateral values’ are taken in the sense of C
(
(−∞,+∞);H(s+1)/3((0, T0))
)
and the
initial ones in the sense of C
(
[0, T0];H
s(R+x )
)
. (If s > 1/2, this also holds in the
pointwise sense.) In addition, for T0 ≤ 1, w satisfies the following estimates:
(6.4.1) We have
sup
t
||w(−, t)||Hs(Rx) ≤ CT
β(s)
0 ||h||L2T0H
s(R+x )
.
(6.4.2) We have
sup
x
||w(x,−)||H(s+1)/3(Rt) ≤ CT
β(s)
0 ||h||L2T0H
s(R+x )
.
(6.4.3) We have
sup
x
||w(x,−)||
H
(s+1)/3
0 (R
+
t )
≤ CT
β(s)
0 ||h||L2T0H
s(R+x )
.
(6.4.4) The quantities on the left-hand sides of (6.2), (6.3) and (6.4), in case
s ≥ 1/4, are controlled by CT
β(s)
0 ||h||L2T0H
s(R+x )
,
where β(s) = 1
3
− s
6
.
Proof. Let
w1(x, t) =
∫ t
0
S(t− t′)h˜(x, t′)dt′,
where h˜ ∈ L2
(
(−∞,+∞);Hs(Rx)
)
and h˜ satisfies
h˜(x, t) =
{
h(x, t), (x, t) ∈ R+ × [0, T0]
0, t > T0 or t < 0
and ||h˜||L2tHs(R) ≤ C||h||L2T0H
s(R+x )
. (Moreover, by Remark 2.1, we can take h˜ =
E(h), where E is a linear extension operator in the x variable.) We know that
∂tw1+ ∂
3
xw1 = h˜ in D
′(R×R). We next consider the estimates (6.4.1)–(6.4.4) for w1.
Minkowski’s integral inequality and the corresponding estimates for the group ((4.2),
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(4.3), (4.8)) show that (in the case of (6.4.1), for instance), with Ψ ≡ 1 on [−T0, T0]
and suppΨ ⊆ [−2T0, 2T0],
(6.22)
∣∣∣∣∣∣Ψ(t)∫ t
0
S(t− t′)h˜(x, t′)dt′
∣∣∣∣∣∣
Hs(Rx)
≤
∫ 2T0
−2T0
||S(t− t′)h˜(x, t′)||Hs(Rx)dt
′
≤ C
∫ T0
0
||h(−, t′)||Hs(R+x )dt
′ ≤ CT
1/2
0 ||h||L2T0H
s(R+x )
and, since β(s) ≤ 1/2, Ψ(t)w1(x, t) satisfies the estimates (6.4.1) and (6.4.4). Fi-
nally, translation invariance and (4.48) give (6.4.2) and (6.4.3) for Ψ(t)w1(x, t), as
well as the correct continuity and trace statements (see Remark 4.3). Next, let
f(t) = Ψ(t)w1(0, t), T = max{2T0, 1} and w2 = HST (f, 0), where HST is the operator
constructed in Theorems 6.1 and 6.2. (Note that (4.48) shows that f ∈ H
(s+1)/3
0 (R
+),
and hence, for s > 1/2, the compatibility condition in Theorem 6.1 is satisfied.) Fi-
nally, let w(x, t) = Ψ(t)w1(x, t)− w2(x, t). Estimate (4.48), together with Theorems
6.1 and 6.2 and the above estimates for w1, now gives the desired result.
Theorem 6.5. Let w = IHST0(h). Then, if h ∈ L
5/4
x L
10/9
t , then
w ∈ C
(
(−∞,+∞);L2(Rx)
)
∩ C
(
(−∞,+∞);H1/3(Rt)
)
,
∂w
∂x
∈ L∞x L
2
t , w ∈ L
5
xL
10
t (all with norm control) and w solves (6.21) in the sense of
Theorem 6.4, with s = 0.
Proof. Clearly, it suffices to establish the estimates. Let w1(x, t) =
∫ t
0
S(t−t′)h(x, t′)dt′.
Then, by (4.47),
||w1||L5xL10t ≤ C||h||L5/4x L10/9t
.
To show that ∂w
∂x
∈ L∞x L
2
t , we first note that
∂w
∂x
= HDxw = Dx
∫ t
0
S(t− t′)H(h)(x, t′)dt′,
with H the Hilbert transform on functions in the x-variable. Since H is bounded on
L
5/4
x L
10/9
t (see [23]), it suffices to show that Dxw ∈ L
∞
x L
2
t . Using (4.16) and duality
reduces matters to checking that each one of the terms in (4.16) maps L1xL
2
t into L
5
xL
10
t .
This, in turn, follows by complex interpolation between the second inequality for s = 1
in (4.3.1) and the first inequality in (4.3.5), together with translation invariance (to
pass from δ0 ⊗ h to δx0 ⊗ h) and Minkowski’s integral inequality. (The proof also
follows from Proposition 2.3 in [21].) The fact that w1 ∈ C
(
(−∞,+∞); H˙1/3(Rt)
)
follows from a familiar density argument, together with the inequality
||w1||L∞x H˙
1/3
t
≤ C||h||
L
5/4
x L
10/9
t
.(6.23)
Once again, (6.23) follows from (4.16), duality and the first inequality in (4.3.1),
together with translation invariance and Minkowski’s integral equality. The fact that
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w1 ∈ C
(
(−∞,+∞);L2(Rx)
)
follows by duality from (4.8) with s = 0, in the same
manner as (4.43) is established in (3.7) of [19]. The fact that H1/3(R+t ) = H
1/3
0 (R
+
t )
(see Proposition 2.6) and the Hardy-Littlewood-Sobolev inequality
||f ||L6(R) ≤ C||D
1/3
t f ||L2(R),(6.24)
together with the Leibniz rule (Theorem A.12 in [19]), now allow us to establish the
desired bounds for Ψ.w1. Finally, since f = Ψw1(0,−) ∈ H
1/3
0 (R
+
t ), the corresponding
bounds for w2 follow from Theorem 6.2.
Remark 6.2. A global (in time) version of Theorem 6.5 can be established by using
the homogeneous Sobolev space H˙1/3, together with Remark 6.1 and the proof above,
and omitting the cut-off function. We obtain a solution w defined on R+×R+ which
lies in
C
(
(−∞,+∞);L2(Rx)
)
∩ C
(
(−∞,+∞); H˙1/3(Rt)
)
∩ L5xL
10
t (R× R)
and satisfies ∂w
∂x
∈ L∞x L
2
t .
The final result of this section is a Bourgain space analogue of Theorem 6.4. We
show that the inhomogeneous solution operator IHS sends the inhomgeneity w ∈ Yb
into Xb functions with well-defined traces along {x = 0} and {t = 0} as H
1/3
t and L
2
x
functions.
Theorem 6.6. Suppose that h = h˜
∣∣
R
+
x×[0,T0]
, with h˜ ∈ Ys,b for some 0 ≤ s ≤ 1, s 6=
1
2
.
Then w = IHST0(h˜) belongs to C
(
(−∞,∞);H(s+1)/3(Rt)
)
∩ C
(
(−∞,∞);Hs(Rx)
)
,
and w solves (6.21) in the sense of Theorem 6.4. Moreover, w satisfies the following
estimates:
sup
t
||w(−, t)||Hs(Rx) ≤ CT0 ||h||Ys,b(6.25)
sup
x
||w(x,−)||H(s+1)/3(Rt) ≤ CT0||h||Ys,b(6.26)
sup
x
||w(x,−)||
H
(s+1)/3
0 (Rt)
≤ CT0||h||Ys,b(6.27)
and
||w||Xs,b ≤ CT0||h||Ys,b.(6.28)
Proof. Lemma 5.4 implies (6.28). Lemma 5.5 and the results of §2 imply (6.25)–
(6.27).
Remark 6.3. Theorem 6.3 implies the uniqueness of the restriction to R+ × [0, T0] of
the solutions constructed in Theorems 6.4–6.6.
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Remark 6.4. The methods in the previous section also apply, with minor modifica-
tions, to the homogeneous and inhomogeneous problems with a transport term c∂xu,
c 6= 0. For example, for the homogeneous problem,
∂tw + ∂
3
xw + c∂xw = 0, x > 0, t ∈ (0, T0)
w(x, 0) = φ(x), x > 0
w(0, t) = f(t),
one still introduces the forced initial value problem{
∂tw˜ + ∂
3
xw˜ + c∂xw˜ = δ0(x)g(t), x ∈ R, t ∈ (0, T0)
w˜(x, 0) = φ˜(x),
where the forcing function g is selected to ensure that w˜(0, t) = f˜(t), t ∈ (0, T0). To
see that this can be done (for T0 small), let
S˜(t)φ(x) =
∫
ei(xξ+t(ξ
3+cξ))φˆ(ξ)dξ
and consider the integral equation∫ t
0
S˜(t− t′)δ0(x)g(t
′)dt′
∣∣∣
{x=0}
= f˜(t)− S˜(t)φ(x)
∣∣
x=0
= ˜˜f(t).
Using the notation of §2, §3 and §4, the left-hand side becomes∫ t
0
1
(t− t′)1/3
A
(
(t− t′)2/3c
)
g(t′)dt′ = Ac(g)(t).
Note that A(0) 6= 0, and A is differentiable at 0, since
∫
eiξ
3
ξ dξ =
∫
eiη η
1/3
η2/3
dη. Thus,
it is easy to see that Ac(g)−A(0)
∫ t
0
g(t′)dt′
(t−t′)1/3
maps H−10 (R
+) into H
1/3
0 (R
+) and L2(R+)
into H10
(
(0, T0]
)
, with norm small in T0. This, combined with the results in §2, §3
and §4, gives the invertibility of Ac(g) from H
(s−1)/3
0
(
(0, T0]
)
onto H
(s+1)/3
0
(
(0, T0]
)
for
small T0. The oscillatory integral estimates in §4 (for small time) for the multipliers
eitξ
3
and eit(ξ
3+cξ) are identical, while the estimates in §5, in the Bourgain spaces
X˜b =
{
f ∈ S ′(R2) :
(∫∫
(1 + |λ− (ξ3 + cξ)|)2b|fˆ(ξ, λ)|2dξ dλ
)1/2
+
(∫∫
|ξ|<1
(1 + |λ|)2α|fˆ(ξ, λ)|2dξ dλ
)1/2}
,
are also identical. Thus, the results in Theorems 6.1, 6.2, 6.4, 6.5 and 6.6 extend to
this setting. The uniqueness result Theorem 6.3 does hold too (with similar proof).
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§7 Well-posedness results for the nonlinear prob-
lems
In this section we will deal with well-posedness results for the nonlinear quarter-plane
problem 
∂tu+ ∂
3
xu+ u
k∂xu, x > 0, t ∈ [0, T ], k ∈ N
u(x, 0) = φ(x), x > 0
u(0, t) = f(t), t ∈ [0, T ].
(7.1)
Using the solutions to the corresponding linear problems and their estimates, as
presented in §6, our results will follow from the methods in [5] and [19], yielding
identical results. To avoid a lengthy discussion, we have decided to detail only certain
“highlight” results. The techniques presented in §6 and the ones in this section do,
however, yield in full the results in [5] and [19].
Well-posedness of generalized KdV in mixed-norm spaces
We start out by discussing the case k ≥ 2, first presenting a relatively straightforward
result which gives the local well-posedness for φ ∈ Hs(R+), f ∈ H(s+1)/3(R+), 1/2 <
s ≤ 1 and k ≥ 2.
Theorem 7.1. If k ≥ 2 and 1/2 < s ≤ 1, then, given (f, φ) ∈ H(s+1)/3(R+)×Hs(R+)
satisfying the compatibility condition f(0) = φ(0), there exists
T = T (||(f, φ)||H(s+1)/3(R+)×Hs(R+))
such that the ‘integral equation’
w = HS1(f, φ) + IHS2T (Ψ.w
k.∂xw),(7.2)
where Ψ ≡ 1 on [−T, T ] and suppΨ ⊆ [−2T, 2T ], has a unique fixed point in the
space
B =
{
w ∈ C
(
(−∞,+∞);Hs(R)
)
∩ C
(
(−∞,+∞);H(s+1)/3(R)
)
: Λ(w) <∞},
where Λ(w) = max1≤i≤6 λi(w) for
λ1(w) = sup
x
||w(x,−)||H(s+1)/3(R),
λ2(w) = sup
t
||w(−, t)||Hs(R),
λ3(w) = sup
γ
e−C|γ|||Diγx D
s+1
x w||L∞x L2t + ||D
s
x∂xw||L∞x L2t
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(where the second term is added only when s < 1),
λ4(w) = sup
γ
e−C|γ|||Diγx Dxw||L∞x L2t + ||∂xw||L∞x L2t ,
λ5(w) = sup
γ
e−C|γ|||Ds−1/4x D
iγ
x w||L4xL∞t
and
λ6(w) = sup
γ
e−C|γ|||Diγx w||L4xL∞t .
The resulting w solves (7.1) in R+ × [0, T ].
Proof. We will show that, for T small, the mapping
M(f,φ)(w) = HS1(f, φ) + IHS2T (Ψ.w
k.∂xw)
is a contraction on Ba = {w ∈ B : Λ(w) ≤ a} for suitable a. First note that Theorems
6.1 and 6.2 show that HS1(f, φ) ∈ B and
Λ
(
HS1(f, φ)
)
≤ C||(f, φ)||H(s+1)/3×Hs .
Now Theorem 6.4 reduces matters to the ‘non-linear estimate’
||Ψ.wk.∂xw||L22THs(R) ≤ CΛ(w)
k+1,(7.3)
which we proceed to establish. The left-hand side of (7.3) is controlled by
||Ψ.wk.∂xw||L22TL2x + ||Ψ.D
s
x(w
k.∂xw)||L22TL2x = I + II.
For I, we use the bound ||wk−2||L∞x ≤ C||w||
k−2
Hsx
, which follows from Sobolev embed-
ding and the fact that s > 1/2, to estimate
I ≤ Cλ2(w)
k−2||Ψ.w2.∂xw||L22TL2x ≤ Cλ2(w)
k−2λ6(w)
2λ4(w) ≤ CΛ(w)
k+1.
In order to bound II, we use the Leibniz rule, Theorem A.8 of [19], and the chain
rule, Theorem A.6 of [19], to find that
II ≤ ||Dsx(w
k.∂xw)||L2tL2x ≤ ||D
s
x(w
k.∂xw)− w
k.Dsx∂xw −D
s
x(w
k)∂xw||L2xL2t
+ ||wkDsx∂xw||L2xL2t + ||D
s
x(w
k)∂xw||L2xL2T =: II1 + II2 + II3.
We have
II2 ≤ Cλ2(w)
k−2||w2.Dsx∂xw||L2xL2t ≤ Cλ2(w)
k−2λ6(w)
2λ3(w).
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For II3, we use Ho¨lder’s inequality to see that
II3 ≤ ||∂xw||L4(s+1)/sx L2(s+1)t
||Dsx(w
k)||
L
4(s+1)/(s+2)
x L
2(s+1)/s
t
∗
≤ C||∂xw||L4(s+1)/sx L2(s+1)t
||Dsx(w)||L4(s+1)x L2(s+1)/st
||wk−1||L4xL∞t
Cλ2(w)
k−2λ6(w)||∂xw||L4(s+1)/sx L2(s+1)t
||Dsxw||L4(s+1)x L2(s+1)/st
.
We have used Theorem A.6 of [19] to justify the inequality marked with a ∗. Note,
however, that
||∂xw||L4(s+1)/sx L2(s+1)t
≤ Cλ3(w)
θλ6(w)
1−θ,
where θ = 1/(s+ 1), and
||Dsx(w)||L4(s+1)x L2(s+1)/st
≤ Cλ3(w)
θ′λ6(w)
1−θ′,
where θ′ = s/(s + 1), by a well-known variant of the three-lines theorem (see, for
instance, Lemma 4.2 in Chapter V of [26]). (In the case of the first inequality, we
also need to pass from Dxw to ∂xw, which involves the boundedness of the Hilbert
transform in mixed-norm spaces.) The end result of all this is that II3 ≤ CΛ(w)
k+1.
Finally, Theorem A.8 of [19] shows that
II1 ≤ C||D
s
x(w
k)||
L
4(s+1)/(s+2)
x L
2(s+1)/s
t
||∂xw||L4(s+1)/sx L2(s+1)t
,
and, proceeding as in the proof of the bound for II3, we arrive at (7.3).
We now give, for each k ≥ 2, a precise result, following [19]. We will carry out
the details only in the cases k = 2 and k = 4.
The case k = 2, modified KdV
Theorem 7.2. For k = 2 and 1/4 ≤ s < 1/2, given (f, φ) ∈ H(s+1)/3(R+)×Hs(R+),
there exists
T = T (||(f, φ)||H(s+1)/3(R+)×Hs(R+))
such that the ‘integral equation’ (7.2) (for k = 2) has a unique fixed point in the space
B defined in Theorem 7.1. The resulting w solves (7.1) in R+ × [0, T ].
The proof is identical to that of Theorem 7.1. The only place where s > 1/2
played a role there was in the bound ||wk−2||L∞x L∞T ≤ Cλ2(w)
k−2, which, when k = 2,
is not needed. Note that, even in the half-plane case, it is known that one cannot
take s < 1/4 ([22]). In our proof, this is reflected in the exponent s− 1/4 in (4.8).
Remark 7.1. One can construct solutions in Theorems 7.1 and 7.2 for arbitrarily large
T by making ||(f, φ)||H(s+1)/3×Hs small. We need only replace, for T > 1, HS1 by HS2T .
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The case k = 4
We have chosen to do in detail the case k = 4 because its proof is slightly simpler,
since it does not involve fractional derivatives. (See [19] and [21] for proofs in the
half-plane case.)
Definition 7.1. We define HS∞ and IHS∞ to be the operators arising in Remarks
6.1 and 6.2, respectively.
Theorem 7.3. For k = 4, given (f, φ) ∈ H˙1/3(R+)× L2(R+) such that
||(f, φ)||H˙1/3×L2 ≤ δ
(with δ > 0 an absolute constant), the integral equation
w = HS∞(f, φ) + IHS∞(w
4∂xw)(7.4)
has a unique fixed point in the space
B =
{
w ∈ C
(
(−∞,+∞); H˙1/3(R)
)
∩ C
(
(−∞,+∞);L2(R)
)
: Λ(w) <∞},
where Λ(w) = max1≤i≤4 λi(w) for
λ1(w) = sup
x
||w(x,−)||H˙1/3(R),
λ2(w) = sup
t
||w(−, t)||L2(R),
λ3(w) = ||∂xw||L∞x L2t
and
λ4(w) = ||w||L5xL10t .
The resulting w solves (7.1) (for k = 4) in R+ × (0,∞).
Proof. Note that (6.12) shows that Λ
(
HS∞(f, φ)
)
≤ Cδ. Moreover, note that, if
w ∈ B, then Ho¨lder’s inequality shows that w4∂xw ∈ L
5/4
x L
10/9
t . Thus, Remark 6.2
shows that Λ
(
IHS∞(w
4∂xw)
)
≤ CΛ(w)5, and so, if Ba = {w ∈ B : Λ(w) ≤ a} and
w ∈ Ba, we have that
Λ
(
HS∞(f, φ) + IHS∞(w
4∂xw)
)
≤ Cδ + Ca5 ≤ Cδ +
1
2
a
whenever Ca4 < 1/2. If we now choose δ so that Cδ ≤ 1
2
a, our mapping sends Ba
into Ba. Similar reasoning gives that it is a contraction, and this establishes the
theorem.
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Theorem 7.4. For k = 4, given (f, φ) ∈ H1/3(R+) × L2(R+), there exists T =
T (f, φ) < 1 such that the ‘integral equation’ (7.5) below has a unique fixed point in
the space BT defined below. The resulting w solves (7.1) in R
+ × (0, T ). Here,
w(x, t) = Ψ(t) HS1(f, φ)(x, t) + IHS1(Ψ.w
4∂xw)(x, t),(7.5)
where Ψ(t) = 1 for |t| ≤ T and suppΨ ⊆ {t : |t| < 2T}, and
BT =
{
w ∈ C
(
[−2T, 2T ];L2(R)
)
∩ C
(
(−∞,+∞);H1/3((−2T, 2T ))
)
: ΛT (w) <∞},
where ΛT (w) = maxi≤4 λi(w) for
λ1(w) = sup
x
||w −Ψ.HS1(f, φ)||H1/3((−2T,2T )),
λ2(w) = sup
t
||w −Ψ.HS1(f, φ)||L2,
λ3(w) = ||∂xw||L∞x L22T
and
λ4(w) = ||w||L5xL102T .
Proof. The extra ingredients in this proof are the following estimates: Given (f0, φ0) ∈
H1/3(R+) × L2(R+), for any ε > 0 there exists T = T (f0, φ0) and δ = δ(f0, φ0) such
that, if ||(f, φ)− (f0, φ0)||H1/3×L2 ≤ δ, then
||∂xHS1(f, φ)||L∞x L2T < ε(7.6)
and
||HS1(f, φ)||L5xL10T < ε.(7.7)
To establish (7.6), note that, by (6.2), it suffices to show it for (f0, φ0), with ε replaced
by ε/2. Next, note that the corresponding result for S(t)φ˜0 is (5.11) in [19]. We thus
have to show that, if h ∈ H
1/3
0 (R
+) and supp h ⊆ [0, 1], then the corresponding
estimate holds for
∫ t
0
S(t − t′)(δ0)(x)h(t
′)dt′. Pick now hj ∈ C
∞
0
(
(0, 1)
)
satisfying
hj → h in H
1/3. Because of (4.3.1) and Propositions 2.7 and 2.8, it suffices to
establish the result for
w0(x, t) =
∫ t
0
S(t− t′)(δ0)(x)hj0(t
′)dt′,
with j0 fixed large. Since, however, hj0 ∈ C
∞
0
(
(0, 1)
)
,
∂w0
∂t
(x, t) =
∫ t
0
S(t− t′)(δ0)(x)
∂hj0
∂t′
(t′)dt′,
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and so
∣∣∣∣ ∂
∂x
∂
∂t
w0
∣∣∣∣
L∞x L
2
t
≤ Cj0, by (4.3.1). Then, since w0(−, 0) ≡ 0,∫ T
0
∣∣∣∣∂w0∂x (x, t)
∣∣∣∣2dt ≤ ∫ T
0
∣∣∣∣∫ t
0
∂
∂t′
∂
∂x
w0(x, t
′)dt′
∣∣∣∣2dt ≤ Cj0T 2,
and our result follows. Next note that (7.7) follows from a similar but simpler argu-
ment.
Note that (7.6) and (7.7) imply that ΛT
(
Ψ.HS1(f, φ)
)
≤ ε, where ε is any fixed
positive number, for T sufficiently small. Also, note that
ΛT
(
IHS1(Ψ.w
4∂xw)
)
≤ C||Ψ.w4∂xw||L5/4x L10/9t
+ Cε,
by virtue of Theorem 6.5, and that Ho¨lder’s inequality shows that ||Ψ.w4∂xw||L5/4x L10/9t
≤ Λ5T (w). Thus
ΛT
(
Ψ.HS1(f, φ) + IHS1(Ψ.w
4∂xw)
)
≤ Cε+ CΛ5T (w),
so that, for a satisfying Ca4 ≤ 1/2 and Cε ≤ a/2, we have that our mapping sends
BT,a = {w : ΛT (w) ≤ a} into itself, and a similar argument yields the contraction
property. This establishes Theorem 7.4.
Remark 7.2. In a manner similar to the one used to prove Corollary 2.11 in [19],
working now with the integral equation
w = HS1(f, φ) + IHS1(Ψ.w
4∂xw),(7.8)
one can show that, for k = 4 and 0 < s < 1/2, (7.1) is well-posed in H(s+1)/3 ×Hs in
an interval [0, T ], with
T = T (||(f, φ)||H(s+1)/3×Hs).
Moreover, if ||(f, φ)||H(s+1)/3×Hs is small and 0 < s < 1/2, one can construct solutions
for all T .
Remark 7.3. Following the proof of Theorem 2.6 in [19] and the ideas used in the
proof of Theorem 7.2, one can show local well-posedness for (7.1) (for k = 3) in
H(s+1)/3 ×Hs, with 1/12 ≤ s < 1/2. Moreover, following the proofs of Theorems 7.3
and 7.4, Remark 7.2 and Theorems 2.15 and 2.17 and Corollary 2.18 in [19], we can
extend Theorems 7.3 and 7.4 and Remark 7.2 to the case of k > 4, where the role of
L2 is played by Hsk and the role of H1/3 is played by H(sk+1)/3 (where sk =
1
2
− 2
k
).
Local well-posedness of KdV using Bourgain’s spaces
We next turn our attention to the bilinear case, k = 1. Here we will obtain re-
sults analogous to Bourgain’s in [5]. We start out with the main bilinear estimate,
Appendix 2 in [5].
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Lemma 7.1. For v, w ∈ Xb, we have, for suitable b <
1
2
and α > 1
2
, the bilinear
estimate
||∂x(vw)||Yb ≤ C||v||Xb||w||Xb.(7.9)
Proof. We recall three fundamental estimates. If Fˆρ(ξ, λ) =
f(ξ,λ)
(1+|λ−ξ3|)ρ
, then, for ρ > 3
8
and 0 ≤ θ ≤ 1
8
, we have ([18])
||DθxFρ||L4xL4t ≤ C||f ||L2λ.(7.10)
If ρ > 1
4
, we have
||D1/2x Fρ||L4xL2t ≤ C||f ||L2λ.(7.11)
The estimate (7.11) is an interpolant between the local smoothing estimate and a
trivial estimate; see [5].
If Hˆρ(ξ, λ) =
f(ξ,λ)
(1+|λ|)ρ
with ρ > 1
2
, then Sobolev’s inequality implies
||Hρ||L2xL∞t ≤ C||f ||L2ξλ.(7.12)
To prove (7.9), we estimate the three pieces of the Yb norm appearing in (5.2).
Before turning to the analysis of the first piece, we introduce notation related to theXb
norm, allowing us to reexpress (7.9) with L2 norms on the right side. Let χ = χ[−1,1]
and define β(ξ, λ) = (1+ |λ− ξ3|)b+χ(ξ)|λ|α. Introduce g1(ξ, λ) = β(ξ, λ)uˆ(ξ, λ) and
g2(ξ, λ) = β(ξ, λ)vˆ(ξ, λ). Note that g1 ∈ L
2
ξλ ⇔ u ∈ Xb.
By duality, the first term in (5.2)is appropriately controlled if we show∫
ξ=ξ1+ξ2
λ=λ1+λ2
d(ξ, λ)|ξ|
(1 + |λ− ξ3|)b
gˆ1(ξ1, λ1)
β(ξ1, λ1)
gˆ2(ξ2, λ2)
β(ξ2, λ2)
≤ C||d||L2||g1||L2||g2||L2.(7.13)
Symmetry allows us to assume that |ξ2| ≥ |ξ1|. Without loss of generality, we may
assume d, g1, g2 ≥ 0.
Case A. |ξ| ≤ 1.
In this region, (7.13) is bounded by∫
ξ=ξ1+ξ2
λ=λ1+λ2
d(ξ, λ)
gˆ1(ξ1, λ1)
(1 + |λ1 − ξ31 |)
b
gˆ2(ξ2, λ2)
(1 + |λ2 − ξ32|)
b
.
Let Dˆ(ξ, λ) = d(ξ, λ) and Gˆi(ξ, λ) =
gˆi(ξ,λ)
(1+|λ−ξ3|)b
. Fourier transform properties
permit us to rewrite the above expression as
∫
D.G1.G2, which we bound using
Ho¨lder by ||D||L2xt||G1||L4xt ||G2||L4xt. We apply (7.10) with θ = 0 to the L
4
xt
norms; this requires assuming 3
8
< b. Note that this case also addresses the
second term in (5.2)
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Case B. |ξ| > 1.
The convolution constraints ξ = ξ1 + ξ2 and λ = λ1 + λ2 imply
M = max{|λ− ξ3|, |λ1 − ξ
3
1 |, |λ2 − ξ
3
2 |} > |ξ| |ξ1| |ξ2|.(7.14)
Case B1. |ξ1| ≥ 1. (Recall that we have assumed |ξ2| ≥ |ξ1|.)
In this case, |ξ| |ξ1| |ξ2| ≥
1
2
|ξ|2, so the maximum appearing in (7.14) is
powerful. We consider three subcases of this case.
Case B1a. |λ− ξ3| = M .
We bound (7.13) by
C
∫
ξ=ξ1+ξ2
λ=λ1+λ2
d(ξ, λ)
gˆ1(ξ1, λ1)
(1 + |λ1 − ξ31 |)
b
|ξ2|
1−2bgˆ2(ξ2, λ2)
(1 + |λ2 − ξ32|)
b
.
This may be rewritten as
∫
D.G1.D
1−2b
x G2, which we estimate as
||D||L2||G1||L4||D
1−2b
x G2||L4. Then (7.10) proves (7.9) in this case, pro-
vided 1 − 2b ≤ 1
8
and 3
8
< b; that is, provided b ≥ 7
16
. We require
henceforth that b ≥ 7
16
.
Case B1b. |λ1 − ξ
3
1 | = M .
We bound (7.13) by
C
∫
ξ=ξ1+ξ2
λ=λ1+λ2
|ξ|1−2bd(ξ, λ)
(1 + |λ− ξ3|)b
gˆ1(ξ1, λ1)
gˆ2(ξ2, λ2)
(1 + |λ2 − ξ
3
2|)
b
,
and this may also be estimated using (7.9).
Case B1c. |λ2 − ξ
3
2 | = M .
This case is similar.
Case B2. |ξ1| ≤ 1.
We write |ξ| = |ξ|1/2|ξ|1/2 ≤ C|ξ|1/2|ξ2|
1/2 and bound (7.13) by
C
∫
ξ=ξ1+ξ2
λ=λ1+λ2
|ξ|1/2d(ξ, λ)
(1 + |λ− ξ3|)b
gˆ1(ξ1, λ1)χ(ξ1)
1 + χ(ξ1)|λ1|α
|ξ2|
1/2gˆ2(ξ2, λ2)
(1 + |λ2 − ξ32 |)
b
.
This may be reexpressed as
∫∫
D
1/2
x D.Hα.D
1/2
x G2, where Hˆα(ξ, λ) =
gˆ1(ξ,λ)
(1+|λ|)α
.
Applying Ho¨lder, we bound by C||D
1/2
x D||L4xL2t ||Hα||L2xL∞t ||D
1/2
x G2||L4xL2t ,
which is controlled using (7.11) and (7.12), since α > 1
2
and b > 1
4
.
All that remains is the third piece of the Yb norm appearing in (5.2). Observe that∫ (∫
fˆ(ξ, λ)
1 + |λ− ξ3|
dλ
)2
dξ =
∫ (∫
fˆ(ξ, λ)
(1 + |λ− ξ3|)b
1
(1 + |λ− ξ3|)1−b
dλ
)2
dξ.
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By Cauchy-Schwarz, this is bounded by∫ (∫
|fˆ(ξ, λ)|2
(1 + |λ− ξ3|)2b
dλ
)(∫
1
(1 + |λ− ξ3|)2(1−b)
dλ
)
dξ.
Since 2(1 − b) > 1, the second λ-integral is bounded and we reduce matters to
controlling the first term in (5.2).
The next result establishes a local well-posedness result for the k = 1 case of (1.1)
when the data (f, φ) ∈ H
1/3
t × L
2
x are sufficiently small.
Theorem 7.5. There exists a δ0 > 0 such that, if (f, φ) ∈ H
1/3
t × L
2
x satisfies
||(f, φ)||
H
1/3
t ×L
2
x
≤ δ0,(7.15)
then the “integral equation”
w = HS1(f, φ) + IHS1
(
∂x(w
2/2)
)
(7.16)
has a unique fixed point in the space
C
(
(−∞,∞);Hsx) ∩ C
(
(−∞,∞);H
(s+1)/3
t ) ∩Xb(7.17)
(for suitable b < 1
2
and α > 1
2
). The resulting w solves (7.1) in R+ × (0, 1).
Proof. Theorem 6.1 and Lemmas 5.2 and 5.3 show that HS1(φ, f) satisfies (7.17).
Lemmas 5.4 and 7.1 allow us to prove the contraction estimate under the condition
(7.15).
Note that the above Theorem extends, with almost identical proof, to the case
of data (f, φ) in H(s+1)/3(R+) × Hs(R+), 0 < s ≤ 1, s ≤ 1
2
(with the compatibility
condition f(0) = φ(0) when s > 1
2
), and ||(f, φ)||H(s+1)/3(R+)×Hs(R+) ≤ δs. We just
need to use the Xs,b spaces in Remark 5.1, and show the corresponding estimates.
Remark 7.4. There are two possible approaches to eliminating the restriction on the
size of (f, φ). The first one, as in [5], leads to considering functions on [−T, T ] and
seeing that, as T is small, a power of T is gained in the above estimates. The other
approach is simply to scale things down: u solves
∂tu+ ∂
3
xu+ u∂xu = 0
if and only if uλ(x, t) = λ
2u(λx, λ3t) does. One can then choose a small λ so that
the datum (fλ, φλ) corresponding to uλ has norm smaller than δs. (The resulting λ
depends only on s and ||(f, φ)||H(s+1)/3×Hs .) Once this is done, one uses the fact that
uλ is defined for 0 < t < 1, and hence that u is defined for 0 < t < 1/λ
3, to obtain a
solution to (7.1) in R+ × (0, T ), with
T = T (||(f, φ)||H(s+1)/3×Hs).
Remark 7.5. The results just explained easily extend to equations with drift terms
c∂x by simply noting that the estimate in Lemma 7.1 also holds in the spaces X˜b
introduced in Remark 6.4. This is because the key estimate (7.14) remains unchanged
if we replace ξ3, ξ31 and ξ
3
2 by ξ
3 + cξ, ξ31 + cξ1 and ξ
3
2 + cξ2, respectively, under the
convolution constraint ξ = ξ1 + ξ2.
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Global well-posedness for 1 ≤ k ≤ 4
When f ≡ 0, it is easy to see from Theorem 7.5 and Remark 7.4 (using the argument
in the proof of (6.15) to obtain the a priori bound
||u(−, t)||L2(R+) ≤ ||u(−, 0)||L2(R+)
for sufficiently smooth solutions u, and an approximation argument using the solutions
constructed in Theorem 7.5) that, for each 0 < T < ∞, one can construct solutions
as in Theorem 7.5 (for s = 0) for (7.1) (for k = 1) with φ ∈ L2(R). In general, we
have:
Theorem 7.6. Given φ ∈ L2(R+), f ∈ H7/12(R+) and T > 0, the solutions con-
structed in Remark 7.4 (for s = 0) can be extended to the interval (0, T ).
To obtain the theorem, it suffices to establish the a priori estimate
sup
0≤t≤T
||u(−, t)||L2(R+) ≤ CT (||(f, φ)||H7/12(R+)×L2(R+)).(7.18)
To obtain this estimate, we use a device used in Proposition 5.4 of [1]. In fact, let v
be the solution to the linear problem
∂tv + ∂
3
xv = 0 in R
+ × (0, T )
v|x=0 = f
v|t=0 = φ0.
(7.19)
where φ0 is chosen so that φ0(0) = f(0) and ||φ0||H3/4(R) ≤ C||f ||H7/12, and v is
constructed in Theorem 6.1 (for s = 3/4). We will presently show that v satisfies, in
addition to the estimates in Theorem 6.1, the inequality
||∂xv||L4TL∞x ≤ C||(f, φ0)||H7/12×H3/4(7.20)
(here we see the reason for the exponent 7
12
= 3/4+1
3
). Let w = u − v, so that w
satisfies 
∂tw + ∂
3
xw + ∂x(w
2/2) + ∂x(wv) + ∂x(v
2/2) = 0
w|x=0 = 0
w|t=0 = φ− φ0.
(7.21)
It clearly suffices, in view of Theorem 6.1, to establish the analogue of (7.18) for w.
Multiplying the equation in (7.21) by 2w and integrating by parts in a manner similar
to the proof of (6.15), and using the boundary conditions in (7.21), we obtain:
(7.22)
∫
x>0
w2(x, t)dx+
∫ t
0
∂xw(0, t
′)2dt′
≤
∫
x≥0
(φ− φ0)
2dx− 2
∫ t
0
∫
x>0
∂x(wv)w −
∫ t
0
∫
x>0
v∂xv.w.
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Since 2
∫ t
0
∫
x>0
∂x(wv)w =
∫ t
0
∫
x>0
w2.∂xv, it is easy to see that the right-hand side of
(7.22) is bounded (in view of Theorem 6.1 and (7.20)) by
1
2
sup
0<t<T
||w(−, t)||2L2(R+) + ||φ− φ0||
2
L2 + CT (||(f, φ0)||H7/12×H3/4)
+ CT (||(f, φ0)||H7/12×H3/4)
(∫ t
0
||w(−, t′)||
8/3
L2(R+x )
dt′
)3/4
,
which (upon raising both sides of (7.22) to the power 4/3), combined with Gronwall’s
inequality, gives the desired bound. To finish the proof, we sketch the argument
leading to (7.20). In view of Theorem 6.1 and its proof, and Theorem 2.1 in [17], it
suffices to show that, if h ∈ C∞0
(
(0, 1)
)
and w(x, t) =
∫ t
0
S(t− t′)(δ0)(x)h(t
′)dt′, then
we have
||∂xw||L4tL∞x ≤ C||h||H˙−1/12.(7.23)
We establish (7.23) by means of the well-known variant of the three-lines theorem in
Lemma 4.2 of Chapter V of [26], from the estimates
||HDiγx D
1+1/4
x w||L4tL∞x ≤ Ce
C|γ|||h||L2(7.24)
and
||HDiγx w||L4tL∞x ≤ Ce
C|γ|||h||H˙−1/12−1/3 .(7.25)
(7.24) follows from Proposition 3.5(2) in [14].
To establish (7.25), we need, in view of (4.16), to establish the estimate for
HDiγx D
1/12+1/3
t A(δ0 ⊗ g) and for
HDiγx D
1/12+1/3
t
∫ +∞
−∞
S(t− t′)(δ0)(x)g(t
′)dt′
with g ∈ L2. For the second estimate, it suffices to establish it for
HDiγx D
1/4
x D
1
x
∫ +∞
−∞
S(t− t′)(δ0)(x)g(t
′)dt′.
This, in turn, using the argument in the proof of (4.31), reduces to the ‘kernel esti-
mate’
|Hx0(x, y, t, s)| ≤
C
|t− s|1/2
,(7.26)
where
Hx0(x, y, t, s) =
∫
Diγx HD
1+1/4
x A(x0 − x, t− t
′)D−iγy D
1+1/4
y A(y − x0, t
′ − s)dt′.
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Note that a calculation like the one preceding (4.33) gives the formula
Hx0(x, y, t, s) =
1
3
∫
e−i(x−y)ξei(t−s)ξ
3
|ξ|1/2dξ,
and the estimate now follows from Lemma 2.7 in [17]. In order to estimate
HDiγx D
1/12+1/3
t A(δ0 ⊗ g), we first estimate
D
1/12+1/3
t A(δ0 ⊗ g) =
∫∫
eixξeitτ
|τ |1/12+1/3
τ − ξ3
gˆ(τ)dτ dξ.
As in the proof of (4.38), we first calculate the integral over ξ, and we are reduced to
three terms, the first of which is
C1
∫
eitτ |τ |1/12+1/3 sgn(xτ 1/3)e−ixτ
1/3
gˆ(τ)
dτ
τ 2/3
= C1(sgn x)
∫
eitτe−ixτ
1/3
sgn(τ 1/3)gˆ(τ)
dτ
|τ |1/4
.
The desired estimate for this term follows from Theorem 2.5 in [17]. The remaining
two terms can be handled in a similar manner, in the spirit of the above argument
and the proof of (4.38). For the proof of the estimate for HDiγx D
1/12+1/3
t A(δ0⊗g), we
again introduce a family of operators
Tη(g)(x, t) =
∫ +∞
−∞
eitτeixτ
1/3ηgˆ(τ)
dτ
|τ |1/4
,
which we easily check satisfies
||Tη(g)||L4tL∞x ≤ C||g||L2,(7.27)
as a consequence of (7.26). We then split our operator, as in the proof of (4.39), into
the sum of three operators Li, i = 1, 2, 3. The bounds for L1 and L3 easily follow
from (7.27). For L2, we use the argument in (4.39), together with (7.27), to reduce
matters to estimating∫
eitτ
|τ |iγ/3 sgn(τ 1/3)gˆ(τ)
|τ |1/4
(∫
eixτ
1/3ηϕ2(η)
1− η
dη
)
dτ
=
∫
eitτ |τ |iγ/3
sgn(τ 1/3)
|τ |1/4
e−ixτ
1/3
(∫
eixτ
1/3µϕ2(1− µ)
µ
dµ
)
dτ
– but the integral in parentheses equals
∫
sgn(xτ 1/3 − z)θ(z)dz for some θ ∈ S(R),
and, if we now use Corollary 2.9 in [17] to estimate
T2(g)(x, t) =
∫
eitτe−ixτ
1/3
sgn(xτ 1/3 − z)|τ |iγ/3 sgn(τ 1/3)gˆ(τ)
dτ
|τ |1/4
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in L4tL
∞
x , uniformly in z, and Minkowski’s integral inequality, then the proof is fin-
ished.
For k > 1, it is well-known (see [3]) that global well-posedness for φ in H1 does
not follow readily from Theorem 7.1 when f 6≡ 0. (When f ≡ 0, the results are
completely analogous to the ones obtained in [19] for the whole upper half-plane,
namely, for k = 2, 3 there is global well-posedness, and also for k ≥ 4, provided the
L2 norms of the initial data are small enough.) When f 6≡ 0, we can establish:
Theorem 7.7. Given T > 0 and φ ∈ H1(R+), we have:
i. If f ∈ H11/12(R+) and ||f ||L2(R+) is sufficiently small, the solution given in
Theorem 7.1 (for k = 2 and s = 1) extends to the interval (0, T ).
ii. If f ∈ H5/4(R+) and ||f ||L2(R+) is sufficiently small, the solution given in The-
orem 7.1 (for k = 3 and s = 1) extends to the interval (0, T ).
iii. If f ∈ H11/12(R+) and ||f ||L2(R+) and ||φ||L2(R+) are sufficiently small, the so-
lution given in Theorem 7.1 (for k ≥ 4 and s = 1) extends to the interval
(0, T ).
We will limit ourselves to a sketch of the proof of this result. We start from the
following two identities, readily obtained by integration by parts for sufficiently nice
solutions (here w = u− v, where v solves (7.19)):
(7.28)
∫
x>0
u2(x, t)dx+
∫ t
0
∂xu(0, t
′)2dt′ + 2
∫ t
0
∂2xu(0, t
′)f(t′)dt′
−
2
k + 2
∫ t
0
f(t′)k+2dt′ =
∫
x>0
φ2(x)dx
and
(7.29)
∫
x>0
(
∂xw(x, t)
)2
dx+
∫ t
0
(
∂2xw(0, t
′)
)2
dt′ +
∫ t
0
f 2k+2(t′)
(k + 1)2
dt′
+
2
k + 1
∫ t
0
∂2xw(0, t
′)·fk+1(t′)dt′
− 2
∫ t
0
∫
x>0
∂3xv
uk+1
k + 1
−
2
(k + 1)(k + 2)
∫
x>0
uk+2(x, t)dx
+
2
(k + 1)(k + 2)
∫
x>0
φk+2(x)dx =
∫
x>0
(∂xφ)
2(x)dx.
From (7.28) and (7.29), together with estimates on v, one obtains, under the condi-
tions of Theorem 7.7, the a priori bound
sup
0<t<T
||u(−, t)||H1(R+) ≤ CT (f, φ),(7.30)
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from which Theorem 7.7 easily follows. In fact, to obtain (7.30) in case (i), one notes
that
2
∫ t
0
∫
x>0
∂3xv
u3
3
= −2
∫ t
0
∂2xv(0, t
′)
f 3(t′)
3
dt′ − 2
∫ t
0
∫
x>0
∂2xv.∂xu.u
2,
and that an extension of the argument used to prove (7.20) gives (with φ0 chosen so
that ||φ0||H7/4 ≤ C||f ||H11/12) the estimate
||∂2xv||L4TL∞x ≤ C||(f, φ0)||H11/12×H7/4 .
Applying now simple manipulations to these facts and (7.28) and (7.29) yields the
estimate
(7.31) sup
0<t<T
||u(−, t)||2L2(R+) + sup
0<t<T
||∂xu(−, t)||
2
L2(R+) +
∫ T
0
(
∂2xu(0, t)
)2
dt
≤ C + C sup
0<t<T
∫
x>0
u4(x, t)dx+ C
∫ T
0
|∂2xu(0, t)| |f(t)|dt,
where C = C
(
T, (f, φ)
)
. Recall now the elementary estimate
||w||L∞(R+) ≤ ||w||
1/2
L2(R+)||∂xw||
1/2
L2(R+)
(w(0) = 0) and use it, together with the estimates on v, to conclude that
sup
0<t<T
||u(−, t)||2L2(R+) + sup
0<t<T
||∂xu(−, t)||
2
L2(R+) +
∫ T
0
(
∂2xu(0, t)
)2
dt
≤ C + C
(∫ T
0
|∂2xu(0, t)|
2
)1/2
||f ||L2 + C
(
sup
0<t<T
∫
x>0
u2
)3
.
Let now h(t) =
∫ T
0
(
∂2xu(0, t)
)2
dt and insert (7.28) into the right-hand side of it. We
then obtain that
h(T ) ≤ C + Ch(T )1/2||f ||L2 + Ch(T )
3/2||f ||3L2.
Since h(0) = 0 and h is continuous, if ||f ||3L2 is small enough, then we obtain an a
priori bound for h(T ). This in turn yields a bound for sup0<t<T ||u(−, t)||
2
L2(R+), and
from this our a priori bound follows.
The cases dealt with in (ii) and (iii) are treated similarly. The key difference is
that, when the non-linearity is of a higher power, the integration by parts after (7.30)
is not useful, since then ∂xu appears and forces too high a power on u, and hence on
∂xu. This is avoided by using the fact that, when f ∈ H
5/4(R+), we have the estimate
||∂3xv||L4TL∞x <∞, which allows the previous argument to be carried out without this
integration by parts. This is actually only of interest in case (ii), since, in case (iii),
we are assuming that ||φ||L2(R+) is small, which allows us to revert to the method used
in (i). The details are omitted.
66
References
[1] J. Bona, S. Sun, and B.-Y. Zhang, A non-homogeneous boundary value problem
for the Korteweg-de Vries equation in a quarter-plane, Preprint, 2000.
[2] J. Bona and R. Winther, The Korteweg-de Vries equation, posed in a quarter-
plane, SIAM J. Math. Anal. 14 (1983), no. 6, 1056–1106.
[3] J. L. Bona and L. Luo, A generalized Korteweg-de Vries equation in a quarter-
plane, Applied analysis (Baton Rouge, LA, 1996), Amer. Math. Soc., 1999,
pp. 59–65.
[4] J. L. Bona and R. Winther, The Korteweg-de Vries equation in a quarter-plane,
continuous dependence results, Differential Integral Equations 2 (1989), no. 2,
228–250.
[5] J. Bourgain, Fourier transform restriction phenomena for certain lattice subsets
and applications to nonlinear evolution equations I, II, Geom. Funct. Anal. 3
(1993), 107–156, 209–262.
[6] A. P. Caldero´n, Boundary value problems for elliptic equations, Outlines of the
Joint Soviet-American Symposium on Partial Differential Equations (Novosi-
birsk), August 1963, pp. 303–304.
[7] M. Christ and A. Kiselev, Maximal functions associated to filtrations, J. Funct.
Anal. 179 (2001), 409–425.
[8] T. Colin and J.-M. Ghidaglia, An initial-boundary-value problem for the
Korteweg-de Vries equation posed on a finite interval, Advances in Diff. Eqs.,
6 (2001), 1463–1492.
[9] A. V Faminski˘ı, A mixed problem in a semistrip for the Korteweg-de Vries equa-
tion and its generalizations, Trudy Moskov. Math. Obshch. 51 (1988), 54–94.
(English translation in Trans. Moscow Math. Soc. (1989), 53–91.)
[10] A. V. Faminski˘ı, Nonlocal well-posedness of a mixed problem in a half-strip for
the Korteweg-de Vries equation, Vestnik RUDN Ser. Mat. 3 (1996), 156–176
(Russian).
[11] A. V. Faminski˘ı, Mixed problems for the Korteweg-de Vries equation, Sbornik
Math. 190 (1999), 903–935.
[12] G. Fibich and F. Merle, Self-focusing on bounded domains, Physica D. 155
(2001), no. 1–2, 132–158.
[13] A. S. Fokas and L. Y. Sung, Initial-boundary value problems for linear dispersive
evolution equations on the half-line, Preprint, 2001.
67
[14] J. Ginibre and G. Velo, Smoothing properties of retarded estimates for some
dispersive evolution equations, Comm. Math. Phys. 144 (1992), 163–188.
[15] J. L. Hammack and H. Segur, The Korteweg-de Vries equation and water waves
II. Comparison with experiments, J. Fluid Mech. 65 (1974), 289–313.
[16] D. Jerison and C. Kenig, The inhomogeneous Dirichlet problem in Lipschitz do-
mains, J. Funct. Anal. 130 (1995), no. 1, 161–219.
[17] C. Kenig, G. Ponce, and L. Vega, Oscillatory integrals and regularity of dispersive
equations, Indiana Univ. Math. J. 40 (1991), no. 1, 33–69.
[18] , The Cauchy problem for the Korteweg-de Vries equation in Sobolev
spaces of negative indices, Duke Math. J. 71 (1993), 1–21.
[19] , Well-posedness and scattering results for the generalized Korteweg-de
Vries equation, via the contraction principle, Communications on Pure and Ap-
plied Mathematics XLVI (1993), 527–560.
[20] , A bilinear estimate with applications to the KdV equation, J. Amer.
Math. Soc. 9 (1996), 573–603.
[21] , On the concentration of blow-up solutions for the generalized KdV equa-
tion critical in L2, Contemp. Math. 263 (2000), 131–156.
[22] , On the ill-posedness of some canonical dispersive equations, Duke Math.
J. 106 (2001), 617–633.
[23] E. M. Stein, Singular integrals and differentiability properties of functions,
Princeton University Press, Princeton, NJ, 1970.
[24] , Topics in harmonic analysis related to the Littlewood-Paley theory, An-
nals of Mathematical Studies, no. 60, Princeton University Press, Princeton, NJ,
1970.
[25] , Harmonic analysis: Real variable methods, orthogonality and oscillatory
integrals, Princeton University Press, Princeton, NJ, 1993.
[26] E. M. Stein and G. Weiss, Introduction to Fourier analysis on Euclidean spaces,
Princeton University Press, Princeton, NJ, 1971.
University of Toronto
University of Chicago
68
