Abstract-This paper presents the identification of clause boundary for the Urdu language. We have used Conditional Random Field as the classification method and the clause markers. The clause markers play the role to detect the type of sub-ordinate clause, which is with or within the main clause. If there is any misclassification after testing with different sentences then more rules are identified to get high recall and precision. Obtained results show that this approach efficiently determines the type of sub-ordinate clause and its boundary.
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CRF based statistical techniques are used to identify the type of clauses. The clause identification system gives the precision as 73%.
A basic clause identification system has been developed [Ejerhed 1988 ] for improving American Telephone & Telegraph (AT&T) text to speech system. This was used in English/Portuguese machine translation system. Clause spitting is also needed for the text to speech, which can be done by using conditional random fields' technique [Nguyen et.al. 2007 ]. In Korean language, analysis of dependency relation among clauses is very critical part. Kernel method [Kim et. al. 2007 ] is used to detect the clause boundaries. In Japanese language, there is no distinct boundary information to detect clauses; ambiguity can be minimized using rule based system [Fujisaki et.al. 1990 ].
In our present work, a hybrid approach is proposed that uses both techniques i.e. rule based and machine learning to build an identifier for different clause boundaries of Urdu language. We have applied the Conditional Random Fields (CRF). We have categorized the different types of sub ordinate clauses on the basis of clause markers. The POS tagger and Chunker [Pradeep et. al. 2007 ] are used to prepare the parts of speech and chunked tagged data as the inputs, where linguistic rules are taken as features. To the best of our knowledge, no work on identification of clauses for Urdu language is reported.
Henceforth presented details are divided into the following sections. We have given the introduction with related work in section 1. The methodology with clause markers, Clause Boundary Annotation Convention, Preprocessing, classification with features and rules are discussed in section 2. In the example sets, the Urdu sentences are translated in English for the easiness of the readers who are not familiar in Urdu. The algorithms for different phases are given in section 3. Section 4 shows the result of clause identification for Urdu language using this algorithm. Section 5 comprises the conclusion and finally reference section is included at the end.
II. METHODOLOGY
We have prepared the corpus for Urdu language. POS tagging and chunking are the preprocessing steps which have been done manually here, so contain a great accuracy. The POS and chunked tagged corpus has been considered as input data. Initially machine learning approach is applied, within which linguistic rules are used. Through this, clause boundary
Clause Boundary Identification using Classifier and Clause Markers in Urdu Language
Daraksha Parveen, Ratna Sanyal, and Afreen Ansari C is recognized from input Urdu corpus. Now, if there is any misclassification, correction is done through additional linguistic rules. The work flow of identification of clauses is shown in Fig. 1 . We have used the CRF techniques as modeling in the learning phase and inference in the classification. This is a sequential classification technique which is taking care of many correlated features like in Maximum-entropy and a variety of other linear classifiers including winnow, AdaBoost, and support-vector machines [Sha et.al. 2003 ]. CRF gives more beneficial results than HMMs on a part-of-speech tagging task [Lafferty et.al. 2003 ]. Hidden Markov Model (HMM) needs to enumerate all possible observation sequences. This is not practical to represent multiple interacting features or long-range dependencies of the observations. Also it has very strict independence assumptions on the observations [Kelly et.al. 2009 ]. CRF uses the conditional probability P (label sequence y | observation sequence x) rather than the joint probability P(y, x) as in case of HMM. It specifies the probability of possible label sequences y for a given observation sequence x. CRF allows arbitrary, non-independent features on x while HMM does not. Probability of transitions between labels may depend on past and future observations.
The shallow parsing uses special kind of CRF technique where all the nodes in the graph form a linear chain. In this type of graph, the set of cliques C (a graph in which every two subset of vertices are connected to each other) is just the set of all cliques of size 1 (i.e. the nodes) and the set of all cliques of size 2 (the edges). This technique has two phases for clause boundary identification:
1. Learning: Given a sample set X containing features { , … , } along with the set of values for hidden labels Y i.e. clause boundaries{ , ... , }, learn the best possible potential functions. 2. Inference: For a given word there is some new observable x, find the most likely clause boundary y* for x, i.e. compute (exactly or approximately):
For this, an undirected and acyclic graph formed which contains the set of nodes { } ( ϵ X), adopts the properties by Markov, is called conditional random fields (CRFs). Clause Boundary Detection is a shallow parsing technique so, CRF is used for this.
A. Clause Markers
Clause markers are words or a group of words, like now and well in English, which helps in making the relation between the sentences. They are also used in combining two Urdu sentences as shown below. 
C. Preprocessing
In the preprocessing stage, at first tagger is applied on the tokenized corpus to get tagged data and then chunker is applied to obtain chunked and tagged data (see Fig. 9 ). Further processing will be done on these tagged and chunked data. Sentence Boundaries are not given in the preprocessed data.
POS and Chunked tagged data are shown in Table I . There are three columns where first column comprises of tokens, second of tags for corresponding token and third contains chunking information. Here 'B' corresponds the beginning of phrase and 'I' to the words which are in a phrase. 
RULE_1:
If the current word is any relative clause marker and next word is any of the POS tags verb, pronoun, adjective, noun then the next word is marked as beginning of clause boundary as shown below Where position 0 indicates the current word and position 1 is the next word.
RULE_2:
If the current word is any verb auxiliary and next word is any symbol then current word is end of corresponding subordinate clause boundary as shown below Position 0: Verb phrase or Verb auxiliary Position 1: any symbol or phrase Then 0 should be marked as end of above subordinate clause.
2) Handling Misclassification
There is a chance of misclassification in the clause boundary ending. If there is any misclassification then correction is done through linguistic rule, which means priority is given higher to the linguistic rules.
III. ALGORITHM FOR DIFFERENT PHASES

A. Preparation of the Training Corpus
Step 1: First check whether a word W coming is a clause marker or not. If it is, then detect which type of clause it is.
Step 2: Implement those rules (defined as in sec.2.4.1) which is related to above type of clause which is detected in step 1. Then through these rules find the clause beginning and ending of that clause.
B. CRF Modeling (Learning Phase)
Step 1: Parse the prepared training corpus and assign , , ,…, to those words which follows rule 1, rule 2, and rule 3… respectively.
Step 2 another word follows the same.
C. CRF Testing
Step 1: Make a matrix J of size M×1 for each word where, M = no. of features. = 1, if a word follows rule i = 0, if it does not follow
Step 2: Find matrix C of size 1×N × (2)
Step 3: Assign that class to a word which has a maximum value in matrix C.
IV. RESULTS AND DISCUSSION
The system is tested upon a corpus which consists of Urdu language dataset. The dataset comprises of different types of subordinate clause which is POS tagged and chunked. Results are shown in Table II which contains the information of clause boundary beginning and ending where B-SUB indicates the beginning of sub-ordinate clause while E-SUB is for ending of sub-ordinate clause. We have obtained the result using clause markers through which we can easily detect the type of subordinate clause. Evaluation of our system's performance is done by calculating the precision and recall as shown in Table III . Table III shows the comparison between different ratios of corpus taken for training and testing purpose. In the corpus (developed for this work only), there are 139 different sentences with POS and Chunked tagged related to tourism domain. It is a 3-fold cross Validation represented by set-1, set-2 and set-3. The problem for detecting the clause ending is coming for the following types of sentences.
