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Abstract—In this paper, we consider the cellular Internet of
unmanned aerial vehicles (UAVs), where UAVs sense data for
multiple tasks and transmit the data to the base station (BS). To
quantify the “freshness” of the data at the BS, we bring in the
concept of the age of information (AoI). The AoI is determined
by the time for UAV sensing and that for UAV transmission,
and gives rise to a trade-off within a given period. To minimize
the AoI, we formulate a joint sensing time, transmission time,
UAV trajectory, and task scheduling optimization problem. To
solve this problem, we first propose an iterative algorithm
to optimize the sensing time, transmission time, and UAV
trajectory for completing a specific task. Afterwards, we design
the order in which the UAV performs data updates for multiple
sensing tasks. The convergence and complexity of the proposed
algorithm, together with the trade-off between UAV sensing and
UAV transmission, are analyzed. Simulation results verify the
effectiveness of our proposed algorithm.
I. INTRODUCTION
Owing to the advantages of high mobility and large ser-
vice coverage, unmanned aerial vehicles (UAVs) comprise a
facility that can be effectively applied in real-time sensing
applications [1], such as air quality index monitoring [2],
and precision agriculture [3]. In these applications, UAVs
sense various data from different locations, and transmit the
sensory data to base stations (BSs) for further processing,
which comprises a cellular Internet of UAVs [4].
In most of the applications in the cellular Internet of UAVs,
the sensory data changes rapidly [2], [3]. Therefore, UAVs
have to maintain the “freshness” of the sensory data at the BS
by frequent data sensing and data transmission. To measure
the performance of data freshness at the BS, we bring in a new
metric, i.e., Age of Information (AoI), as proposed in [5]. The
AoI is defined as the time elapsed since the most recent data
update occurred, and quantifies the freshness of the sensory
data, thereby converting the obscure data freshness pursuing
problem into a mathematical problem that can be solved with
optimization methods.
In this paper, we study a cellular Internet of UAVs, where
a UAV performs data sensing and transmits the data to the
BS. To keep the freshness of the data received at the BS, the
UAV needs to update the sensory data frequently in a given
period to minimize the total AoI of the system. Note that the
success of data update is a random event and determined by
the time that the UAV performs sensing and transmission.
A longer time for UAV sensing increases the successful
sensing probability, while a longer time for UAV transmission
provides a better quality of service for communication. Given
a fixed length of time, there is a trade-off between the cost
of time for UAV sensing and that for UAV transmission to
achieve the minimum AoI.
To minimize the total AoI of the system within a given
period, it is not trivial to address the following issues. First,
as the cost of time for UAV sensing and transmission involves
a trade-off. The length of time that the UAV performs sensing
and transmission for each task should be designed. Moreover,
given the location of different tasks and their current AoI,
the task scheduling, i.e., the selection of sensing task to be
updated by the UAV, needs to be designed.
Sensing and transmission optimization in the cellular In-
ternet of UAVs has been studied previously. The authors
optimized the trajectory and sensing location for a set of coop-
erative UAVs in a cellular Internet of UAVs in [6] to minimize
the completion time for multiple tasks. In [7], a proactive
UAV path design algorithm was proposed to minimize the
task completion time for the cellular Internet of UAVs. Unlike
most of the existing works that consider the sensing and
transmission for one task as a unit optimization objective,
we further study the time consumption trade-off between the
sensing and communication in the cellular Internet of UAVs.
The main contributions of this paper are summarized as
follows. First, we propose a model of the cellular Internet of
UAVs, where a UAV updates the data for the sensing tasks
frequently in a given period. Second, we formulate a joint
sensing and transmission optimization problem to minimize
the total AoI of the system, and solve the NP-hard problem
with gradient descent and dynamic programming (DP) algo-
rithms. Third, we prove that there exists only one optimal
trade-off between the time for UAV sensing and that for UAV
transmission, and verify the effectiveness of our proposed
algorithm with simulations.
The rest of this paper is organized as follows. In Section II,
we present the system model of the Internet of UAVs. In
Section III, we formulate the AoI minimization problem. The
sensing and transmission optimization for one update and
multiple updates are proposed in Section IV and Section V,
respectively. Simulation results are presented in Section VI,
and finally, we conclude the paper in Section VII.
II. SYSTEM MODEL
In this section, we first give a brief introduction to the cel-
lular Internet of UAVs. Afterwards, we introduce the sensing
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Fig. 1. System model of a cellular Internet of UAVs.
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Fig. 2. UAV sensing and transmission procedures.
and transmission procedures of the UAV, together with the
AoI of the tasks.
A. Scenario Description
We consider a cellular Internet of UAVs as shown in Fig. 1,
which consists of one BS and one UAV. The UAV senses
data of N different tasks within the cell coverage, denoted by
N = {1, 2, ...N}, and transmits the sensory data to the BS for
further processing. We assume that each sensing task contains
one target to be sensed by the UAV. Note that the condition
of a sensing target may vary frequently in time dimension.
Therefore, to keep the freshness of the sensory data, the UAV
needs to perform data sensing and transmission for the N
sensing tasks repeatedly. The UAV is required to support this
sensing and transmission system for T time slots.
Without loss of generality, we denote the location of the
BS by (0, 0, H), and the location of task n’s sensing target by
xn = (xn, yn, 0). In time slot t, let x(t) = (x(t), y(t), z(t))
be the location of the UAV. Due to the space and mechanical
limitations, the speed and height of the UAV satisfies
‖v(t)‖ ≤ vmax, hmin ≤ z(t) ≤ hmax. (1)
Fig. 2 illustrates the working procedure of the UAV with
the time axis. We define the process that the UAV senses the
data of a task and transmits the data to the BS as an update
cycle. Each update cycle consists of two steps: UAV sensing
and UAV transmission.
1) UAV Sensing: In UAV sensing, the UAV first moves to
the location that is suitable to perform data sensing, and
then senses the data of the task.
2) UAV Transmission: In UAV transmission, the UAV first
moves to the area where the communication constraints
are satisfied, and then transmits the sensory data to the
BS. The UAV needs to transmit the data of a task to the
BS before sensing the next one.
B. UAV Sensing
In this subsection, we describe the UAV sensing process
for data update. When sensing a task, the UAV senses data
with a rate of Rs in each time slot. We assume that it takes
the UAV t0 time slots to senses the data of a task for once.
According to the probabilistic sensing model in [8], when the
UAV performs data sensing for task n’s i-th update for one
time, the successful sensing probability is
pin(t) = e
−ξdin(t), (2)
where ξ is a parameter evaluating the sensing performance,
and din(t) is the distance between the UAV and the task.
Note that an unsuccessful data sensing severely delays the
data update at the BS1. Therefore, the UAV may repeatedly
sense the data of a task for multiple times to achieve a higher
successful sensing probability. Let ωin be the number of times
that the UAV senses task n’s data for the i-th update, and the
successful sensing probability of this update can be shown as
P
i
n = 1− (1− p
i
n(t))
ωin . (3)
We denote the start time of the UAV sensing for the i-th
update of task n by F in. After the sensing flight, the UAV
starts the data sensing in Sin, and the time to complete the
data sensing can be expressed as Sin + ω
i
nt0. For the sake
of the sensing quality, we set a minimum successful sensing
probability threshold pth for the UAV. The successful sensing
probability should satisfy
P
i
n ≥ pth, ∀n ∈ N . (4)
C. UAV Transmission
After UAV sensing, the UAV needs to transmit the sensory
data to the BS. It is assumed that the UAV is assigned to
a dedicated subchannel in the system, and thus, there is
no interference in the UAV transmission process. For UAV
transmission, we utilize the air-to-ground propagation model
proposed in [9]. In time slot t, the line-of-sight (LoS) and non-
line-of-sight (NLoS) pathloss models from the UAV to the BS
are given by PLL(t) = LFS(t)+20 log(dUAV,BS(t))+ηLoS ,
and PLN(t) = LFS(t) + 20 log(dUAV,BS(t)) + ηNLoS ,
where LFS(t) is the free space pathloss given by LFS(t) =
20 log(f)+20 log(4pic ), f is the system carrier frequency, and
dUAV,BS(t) is the distance between the UAV and the BS.
ηLoS and ηNLoS are additional attenuation factors due to the
LoS and NLoS connections. Considering the antennas on the
UAV and the BS placed vertically, the probability of LoS con-
nection is given by PrL(t) = (1 + α exp(−β(φ(t) − α)))
−1
,
where α and β are environmental parameters, and φ(t) =
sin−1((z(t) − H)/dUAV,BS(t)) is the elevation angle. The
average pathloss in dB can then be expressed as
PLa(t) = PrL(t)× PLL(t) + PrN (t)× PLN(t), (5)
where PrN (t) = 1−PrL(t). The average received power of
the BS from the UAV is given by
PR(t) = PT /10
PLa(t)/10, (6)
1The success of data sensing cannot be judged by the UAV immediately,
and it needs to be verified by the BS with further data processing.
3where PT is the transmission power of the UAV, which is
considered as a fixed value in this paper2. The signal-to-noise
ratio (SNR) of the transmission link in time slot t is shown
as γ(t) = PR(t)/σ
2, where σ2 is the variance of additive
white Gaussian noise with zero mean. The data rate can be
expressed as
R(t) =WB log2 (1 + γ(t)) , (7)
where WB is the bandwidth of the subchannel.
For the sake of transmission quality, we set an SNR
threshold for the cellular link, which can be expressed as
γ(t) ≥ γth, T
i
n ≤ t ≤ T
i
n + λ
i
n − 1, ∀n ∈ N . (8)
Let T in be the time slot that the UAV starts to transmit the
sensory data of task n for the i-th update, and λin be the
duration of this transmission. The received SNR constraint
can be written as γ(t) ≥ γth, T in ≤ t ≤ T
i
n+λ
i
n−1, ∀n ∈ N .
To complete the data transmission for a task, the transmitted
data should be no less than the sensory data, i.e.,
T in+λ
i
n−1∑
t=T in
R(t) ≥ Rsω
i
nt0. (9)
D. Age of Information
In this network, the sensory data of each task varies with
time, and the validity of the data is significantly related to
the timeliness of sensing and transmission. Therefore, we
introduce the concept of AoI that describes the freshness of
the received data at the BS, to measure the performance of
the system.
We consider the i-th data update of task n is successful at
the BS side when the following two conditions are satisfied:
1) the sensing is successfully performed by the UAV, 2) the
UAV has finished the transmission of the update data. The
AoI of task n is defined as the time expectation since the
latest successful sensing for task n is completed by the UAV.
To be specific, if the data transmission for task n for the i-
th update is completed in time slot t, i.e., t = T in + λ
i
n, it
has a possibility of Pin to be updated successfully, and the
corresponding AoI is denoted by An(t)|s = t−(S
i
n+ω
i
nt0). It
also has a possibility of 1−Pin to meet with an update failure,
with which the AoI is given by An(t)|f = An(t − 1) + 1.
Therefore, the AoI of task n in time slot t is given as
An(t)=
{
Pin ×An(t)|s+(1−P
i
n)×An(t)|f , ∀t=T
i
n+λ
i
n,
An(t− 1) + 1, otherwise,
(10)
with An(0) = 0, ∀n ∈ N . The total AoI of task n for T time
slots can be expressed as ATn =
∑T
i=1 An(t).
III. PROBLEM FORMULATION AND DECOMPOSITION
To keep the data freshness at the BS, we aim to minimize
the total AoI of the N tasks. Given the total time being T
time slots, the time for UAV sensing and UAV transmission
has a trade-off. Therefore, we optimize the sensing time,
2The transmission power design is independent from the proposed problem,
which does not affect the optimization in this paper.
transmission time, UAV trajectory, and task scheduling. The
problem can be formulated as
min
{Sin}, {ω
i
n}
{T in}, {λ
i
n}
{v(t)}
N∑
n=1
ATn ,
s.t. (1), (4), (8), and (9).
(11)
Problem (11) contains both discrete variables
Sin, ω
i
n, T
i
n, λ
i
n and continuous variable v(t), which is
NP-hard. To solve it efficiently, we decompose problem (11)
into two subproblems: 1) UAV sensing and transmission
trade-off optimization in one update cycle, and 2) UAV
sensing and transmission optimization in multiple update
cycles.
Subproblem 1: Sensing and Transmission Trade-off
Optimization in One Update Cycle. Given the total length
of time, the minimization of total AoI for the N tasks is
equivalent to the maximization of AoI reduction. In time slot
t, when the UAV completes UAV sensing and transmission
to update the sensory data of task n for the i-th time,
the reduction of AoI can be written as Pin × An(t). The
expression of An(t) can be expanded as
An(t) =(S
i
n + ω
i
nt0 − S
i−1
n − ω
i−1
n t0) + (1−P
i−1
n )
×(Si−1n + ω
i−1
n t0 − S
i−2
n − ω
i−2
n t0)
+ · · ·+ (1−Pi−1n )
i−1 × (S1n + ω
1
nt0).
(12)
Given that the value of Pi−1n is close to 1, the AoI can
be approximated as An(t) ≃ Sin + ω
i
nt0 − S
i−1
n − ω
i−1
n t0.
Because of the data update, the AoI of this task decrease
for Pin × (S
i
n + ω
i
nt0 − S
i−1
n − ω
i−1
n t0) in all the time
slots after t. For simplicity, we define the value of the total
reduction of AoI as the AoI gain, denoted by Gin(t) =(
Pin × (S
i
n + ω
i
nt0 − S
i−1
n − ω
i−1
n t0)
)
× (T − t).
In one update cycle, we cannot only focus on the AoI gain
regardless of the length of time, since the AoI reduction and
time consumption has a trade-off3. Given the total length of
time being T time slots, the maximum total AoI reduction
equals to the maximum average AoI gain in each time slot,
denoted by Giavg,n(t) =
Gin(t)
T in+λ
i
n−F
i
n
. In this subproblem, we
study the trade-off between UAV sensing and transmission to
maximize the average AoI gain in one update cycle, which is
written as
max
{Sin}, {ω
i
n}
{T in}, {λ
i
n}
{v(t)}
Giavg,n(t),
s.t. (1), (4), (8), and (9).
(13)
Subproblem 2: Sensing and Transmission Optimization
in Multiple Update Cycles. Based on the solution to sub-
problem 1, we aim to maximize the total AoI reduction in
3A larger AoI reduction can be obtained when the UAV moves close to
the sensing target or perform more times of data sensing, which cost a larger
time consumption.
4multiple update cycles by task scheduling in subproblem 2,
and the problem can be expressed as
max
{Sin},{v(t)}
T∑
t=1
Giavg,n(t),
s.t. (1).
(14)
The sensing and transmission constraints are not considered
in this subproblem, since they can be satisfied with the
solution to subproblem 1. In the following, we solve the two
subproblems in Sections IV and V, respectively.
IV. UAV SENSING AND TRANSMISSION TRADE-OFF
OPTIMIZATION IN ONE UPDATE CYCLE
In this section, we design the sensing time, transmission
time, and UAV trajectory for a given task. Since problem (13)
is still NP-hard, in the following, we decouple it into sens-
ing optimization and transmission optimization subproblems.
Note that the sensing and transmission processes are coupled,
i.e., the trajectory in UAV sensing and UAV transmission
processes are connected. Therefore, we propose an iterative
algorithm and optimize UAV sensing and UAV transmission
processes jointly.
Sensing Subproblem: When substituting (2) and (3)
into (13), the UAV sensing optimization problem is written
as
min
T fs ,Ts
Giavg,n(t) =
[
1− (1 − e−ξ(d
i
n(t)−v¯T
f
s ))|
Ts−T
f
s
t0
|
]
×
(An(t) + Ts + Tt)(T − t− Ts − Tt)
Ts + Tt
,
s.t. (1) and (4).
(15)
where Ts = S
i
n + ω
i
nt0 − t is the length of time for UAV
sensing, Tt = T
i
n + λ
i
n − S
i
n − ω
i
nt0 is the length of time
for UAV transmission. T fs = S
i
n − t is the length of time
for sensing flight, and v¯ is the average UAV speed during the
sensing flight.
Transmission Subproblem: When the UAV completes sens-
ing for a task, it transmits the sensory data to the BS with
minimum time consumption. The transmission optimization
subproblem can be written as
min
{v(t)}
T in + λ
i
n,
s.t. (1), (8), and (9).
(16)
A. Sensing Optimization
In this part, we solve the sensing optimization subproblem
in (15), and consider the UAV transmission parameters T in and
λin as constants. We first give a proposition for the relation
between T fs and Ts in the UAV sensing step, and then design
the length of Ts.
1) Optimization for T fs : As shown in (2), the successful
sensing probability is negatively related to the distance be-
tween the UAV and sensing target of the task. Therefore, the
UAV will move towards the location of the sensing target
directly with the maximum speed vmax during the flight time
in UAV sensing as long as constraint (1) can be satisfied.
Given the value of t, Ts, and Tt, the extremum value of
Giavg,n(t) can be obtained when
∂Giavg,n(t)
∂T fs
= 0, Therefore,
when substituting
∂Giavg,n(t)
∂T fs
= 0 into (15), we have
m lnm−(1−m) ln(1−m)=(1−m)(din(t)ξ−Tsξvmax), (17)
where m = 1−e−ξ(d
i
n(t)−vmaxT
f
s ), (0 < m < 1). The numer-
ical solution of the optimal T fs in this transcendental equation
can be solved with mathematical processing software, such as
MATLAB, which is denoted by T f,opts .
2) Optimization for Ts: After finding the relation between
T fs and Ts, problem (15) becomes a function with only
one variable Ts. For simplicity, we denote the value of
T f,opts by f(Ts). The objective function is written as
Giavg,n(t) = (1 − (1 − e
−ξ(din(t)−vmaxf(Ts)))|
Ts−f(Ts)
t0
|) ×
(An(t)+Ts+Tt)(T−t−Ts−Tt)
Ts+Tt
. By analysing the convexity
of 1 − (1 − e−ξ(d
i
n(t)−vmaxf(Ts)))
|Ts−f(Ts)
t0
|
and
(An(t)+Ts+Tt)(T−t−Ts−Tt)
Ts+Tt
, we verify that the value of
Giavg,n(t) first increases with Ts, and then decreases with
Ts. Therefore, there exists only one optimal solution of Ts
when Tt is given. In other words, given the total length
of time, the time for UAV sensing and UAV transmission
that corresponds to the minimum AoI has only one optimal
solution, which can be summarized as the following Remark.
Remark 1: There exists only one optimal trade-off between
the time for UAV sensing and that for UAV transmission.
The optimal value can be found efficiently with the enu-
merating method, with the complexity of O(T ).
B. Transmission Optimization
In this part, we solve the transmission optimization sub-
problem in (16), and consider the UAV sensing parameters
Ts and T
f
s as constants.
To minimize the transmission time, the UAV moves towards
the direction with the fastest uplink rate increment, i.e., the
gradient of the uplink rate ∇R(t) = (∂R(t)∂x ,
∂R(t)
∂y ,
∂R(t)
∂z ), as
long as the height constraint (1) can be satisfied. The speed
of the UAV is set as the maximum value, i.e., vmax during
the flight. The transmission starts when the SNR threshold (8)
can be satisfied, and terminates when the transmission require-
ment (9) is satisfied.
C. Algorithm Summary
In this part, we summarize the iterative UAV sensing and
transmission optimization algorithm for one update cycle,
which contains iterations of sensing optimization and trans-
mission optimization. In the sensing optimization, we first
solve the relation between the UAV flight time in UAV
sensing T fs and the UAV sensing time Ts as introduced in
5Section IV-A1. Afterwards, we solve the optimal time con-
sumption of UAV sensing Ts as described in Section IV-A2.
In transmission optimization, we solve the transmission time
as given in Section IV-B. The trajectory in UAV transmission
can then be obtained. Iterations of sensing optimization and
transmission optimization terminates when the average AoI
gain Giavg,n between two consecutive iterations is below a
threshold ω.
D. Algorithm Analysis
In this part, we analyse the properties of the proposed
algorithm. The convergency of the algorithm is proved below.
Proposition 1: The iterative sensing and transmission op-
timization algorithm is convergent.
Proof. Given the UAV transmission variables, we can obtain
the optimal value of Ts and T
f
s as proposed in Section IV-A.
Afterwards, we utilize the gradient method to solve the opti-
mal solution for UAV transmission as given in Section IV-B.
The average AoI gain increases with the sensing optimization
and transmission optimization in each iteration. It can be
known that the average AoI gain in this system has an
upper bound, and cannot increase infinitely. Therefore, the
iterative sensing and transmission optimization algorithm is
convergent.
In the following, we elaborate the impact of the sensing
and transmission thresholds on the corresponding time con-
sumptions.
Proposition 2: The time for UAV sensing Ts increases log-
arithmically with the successful sensing probability threshold
pth. The time for UAV transmission Tt increases lower than
logarithmic with pth.
Proof. As shown in (3), the successful sensing probability
Pin is an exponential function of the number of times for
data sensing, i.e., ωin increases logarithmically with pth. Sec-
tion IV-A1 shows that the length of flight time in UAV sensing
T fs is not affected by the value of pth. Therefore, the time
for UAV sensing Ts = T
f
s +ω
i
n× t0 increases logarithmically
with pth. The time for UAV transmission Tt is affected by the
data to be transmitted ωinRs, and the transmission rate R(t).
The value of ωinRs increases logarithmically with pth, while
the average transmission rate increases with Tt. Therefore,
the rate of change of Tt to pth is lower than the logarithm
one.
V. UAV SENSING AND TRANSMISSION OPTIMIZATION IN
MULTIPLE UPDATE CYCLES
In this section, we design the order of the tasks that the
UAV chooses to update in multiple update cycles to solve
problem (14). The problem is first converted into a knapsack
problem, and then solved with the DP algorithm.
The time consumption of one update cycle is affected by its
initial location, i.e., the location that the UAV completes UAV
transmission for the previous task. According to the air-to-
ground transmission model in Section II-C, the transmission
pathloss reduces rapidly when the elevation angle is at a
high level. Therefore, the locations that the UAV completes
transmission for different tasks are similar. As a result, we
assume that the UAV sensing and transmission in different
update cycles are independent, i.e., the time consumption of
each update cycle is not affected by the previous one.
The reward of UAV sensing and transmission for task n
for the i-th time can be defined as the AoI gain, which is
given as
(
Pin × (S
i
n + ω
i
nt0 − S
i−1
n − ω
i−1
n t0)
)
× (T − t). In
a specific time slot, the value of T − t is the same for all
the tasks, and the reward of a task is its corresponding AoI
gain. The cost of the UAV sensing and transmission is the
time consumption. The total time T is the maximum value
of the time consumption. Note that this problem is more
complicated than the conventional knapsack problem since
the reward value is a function of the remaining time, i.e., it
varies in different time slots even for the same task.
Let τi be the time consumption that the UAV performs
sensing and transmission for task i. ui(t) is the action that
the UAV starts to perform sensing and transmission for task
i in time slot t, and gi(t) is the corresponding reward.
We denote the ordered set of all the possible actions by
U = {u1(1), · · · , u1(T ), · · ·uN(1) · · ·uN(T )}. We define the
subset of U with all the elements before ui(t) as its preamble
set, denoted by Pi(t). Since the UAV updates the data of
at most one task in each time slot, some of the elements in
U cannot be selected simultaneously. In the following, we
propose the concept of contradictory action.
Definition 1: Action ui1(t1) is a contradictory action of
action ui2(t2) if ui1(t1) ∈ Pi2(t2) and t1 + τi > t2. In other
words, if action ui1(t1) is performed, the data update cannot
be completed in time slot t2, and action ui2(t2) cannot be
performed.
We denote the set of contradictory actions of ui(t) by Ci(t),
with Ci(t) = {u′i(t−τi+1), u
′
i(t−τi+2), · · · , u
′
i(t−1)}, ∀i
′ ∈
N . The maximum achievable reward with the action set
A is denoted by G(A). The relation between G(Pi(t)) and
G(Pi(t+ 1)) can be expressed as
G(Pi(t+ 1))=max{G(Pi(t)),G(Pi(t)\Ci(t)) + gi(t+ 1)}.
(18)
The optimal solution to the task assignment problem corre-
sponds to the maximum achievable reward of set U , i.e., G(U).
Given that G(P1(1)) = g1(1), the value of G(U) can be solved
with the DP algorithm.
Proposition 3: The complexity of the task scheduling
algorithm is O(NT ).
Proof. For each task, the number of actions is determined by
the number of tasks N and the total given time T . The number
of actions in set U can be expressed as O(NT ). The value
of G(Pi(t+1)) can be obtained within a constant time if the
value of G(Pi(t)) and G(Pi(t)\Ci(t)) + gi(t+1) are already
solved. Each time the recursion is performed, the set of actions
to be considered is subtracted to a subset of the previous one,
and it will be subtracted to P1(1)) within NT recursions. In
conclusion, the complexity of the task scheduling algorithm
is O(NT ).
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SIMULATION PARAMETERS
Parameter Value
UAV maximum height hmax 100 m
UAV minimum height hmax 25 m
UAV maximum velocity vmax 20 m/s
Length of a time slot 10 ms
Time for one data sensing t0 2
Number of sensing tasks N 5
Height of the BS H 25 m
Sensing parameter ξ 0.01
Sensory data for one data sensing 20 Mb
Bandwidth WB 1 MHz
Total time T (time slots) ×104
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Fig. 3. Total time T vs. total AoI of the tasks with different algorithms.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed
algorithm. The simulation parameters are selected based on
the 3GPP specifications [10] and existing works [11]. The
simulation parameters are listed in Table I.
Fig. 3 depicts the AoI of the system with different task
scheduling algorithms. We compare the performance of our
proposed algorithm with a random algorithm and a greedy
algorithm. In the random algorithm, the UAV updates the
data of the tasks in a random order. In the greedy algorithm,
the UAV always select the sensing task with the maximum
Giavg,n to update its sensory data. The UAV sensing and
transmission optimization method in the random algorithm
and the greedy algorithm are the same as the proposed one,
which is described in Section IV. The AoI obtained by the
proposed task scheduling algorithm is about 15% lower than
that obtained by the greedy one, and over 40% lower than
that obtained by the random one.
In Fig. 4, we plot the ratio of the UAV sensing time to
the UAV transmission time with different successful sensing
thresholds pth and transmission SNR thresholds γth. When
the successful sensing threshold pth is less than 1−10−2, the
UAV spends more time in transmission than that in sensing,
and the ratio of the UAV sensing time to the UAV transmission
time is mostly determined by the value of pth. When the
successful sensing threshold pth is larger than 1 − 10−2,
the change of pth has little impact on the ratio of the UAV
sensing time to the UAV transmission time. The value of the
transmission SNR threshold γth influences the ratio of the
UAV sensing time to the UAV transmission time prominently.
VII. CONCLUSION
In this paper, we have studied a cellular Internet of UAVs,
where a UAV senses and transmits data from multiple tasks
Sensing threshold 
pth dominates
Transmission threshold 
dominates
Fig. 4. Successful sensing probability threshold pth vs. sensing time-
transmission time ratio.
to the BS repeatedly for data update. We have formulated
a joint sensing time, transmission time, UAV trajectory, and
task scheduling optimization problem to minimize the AoI of
this system within a given length of time. We have proved
that there exists only one optimal trade-off between the time
for UAV sensing and that for UAV transmission. Simulation
results have shown that the AoI with the proposed task
scheduling algorithm is about 15% lower than that of the
greedy one, and over 40% lower than that of the random one.
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