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Abstract
Speaker verification is an established yet challenging task in
speech processing and a very vibrant research area. Recent
speaker verification (SV) systems rely on deep neural networks
to extract high-level embeddings which are able to character-
ize the users’ voices. Most of the studies have investigated on
improving the discriminability of the networks to extract bet-
ter embeddings for performances improvement. However, only
few research focus on improving the generalization. In this pa-
per, we propose to apply the ladder network framework in the
SV systems, which combines the supervised and unsupervised
learning fashions. The ladder network can make the system to
have better high-level embedding by balancing the trade-off to
keep/discard as much useful/useless information as possible.
We evaluated the framework on two state-of-the-art SV sys-
tems, d-vector and x-vector, which can be used for different
use cases. The experiments showed that the proposed approach
relatively improved the performance by 10% at most without
adding parameters and augmented data.
Index Terms: speaker verification, ladder networks, deep
learning, artificial intelligence, speaker processing
1. Introduction
Speaker verification (SV) aims to verify a speaker using the
speech signal. As an open set recognition problem, speaker
verification performs the task where testing labels are not seen
during training, and most probably, there is large mismatch be-
tween testing and training data (different environments, lan-
guages, and devices) [1, 2, 3, 4, 5, 6, 7]. A standard pipeline is
extracting a speaker embedding relying on some trained model
and comparing the similarity between the registered and test-
ing embeddings. One key problem in this task is extracting a
good embedding which can capture characteristics of the input
voice to discriminate speakers. Recently, the deep neural net-
work (DNN) approaches are widely used since they were proved
to be able to extract better high-level embeddings [4, 5, 6, 7].
The DNN approaches don’t have presumption of the data dis-
tribution, in contrast, they can learn the data distribution in a
data-driven fashion in manifold space [8, 9, 10].
Research has also been done to improve the capability of
DNN to output better embeddings. Previous work has either
focused on improving the capability of modeling the hidden
representation from the input, e.g. convolutional neural net-
work (CNN), time-delay neural network (TDNN), or focused
on designing more discriminative loss functions for classifica-
tion task during the neural networking training, e.g. siamese
neural network (SNN) and triplet loss. Only few efforts have
investigated training strategies to maintain more original infor-
mation in inputs. This is important, because supervised learning
essentially discards input information regarding the targeting
task within the DNN framework. We don’t know what informa-
tion will affect the performance on testing data during training
in the open set recognition problem, like SV, it is necessary to
keep input information as much as possible when we train the
embedding extraction model in supervised learning fashion. In
this paper, we propose to apply ladder network framework to the
SV system training. Ladder networks combine supervised and
unsupervised learning fashions together. On one hand, super-
vised learning makes the network discard useless information
regarding the classification task (capture the speaker’s charac-
teristics); on the other hand, unsupervised learning makes the
network keep useful information regarding the reconstruction
task (improve the system generalization). Ladder network per-
forms these two learning fashions simultaneously during train-
ing, so it guarantees to keep balance in the trade-off of keeping
and discarding information.
The remaining of the paper is organized in this way: Section
2 reviews previous related work; Section 3 describes the details
of our proposed SV system; Section 4.1 introduces the corpus
we used and the features we extracted in this study; Section 4
introduce our experiments and the results; at last, we will draw
conclusions in Section 5.
2. Related Work
SV systems involve parts of speaker embedding extraction and
classification. For classification, vector similarity [4] or Proba-
bilistic linear discriminant analysis (PLDA) [11] is adopted as
embedding classifier for verifying whether they are from same
speaker or not. Choice of speaker embedding becomes the key
problem mainly affecting the performance in the SV systems.
Recently, deep learning (DL) techniques have been emerging
as a powerful model which is able to model complicated distri-
bution in manifold space [8, 12]. Different types of DNN have
been proposed for different purposes and proved to be success-
ful in many areas [13, 14, 15]. The key advantage of the DNN
is that it does not have any assumption on the input distribution,
and model the input data in a data-driven fashion [16, 17].
Snyder et al. used a TDNN to model the input acoustic
feature [5]. They did statistics over a fixed duration to capture
the temporal information and represent the speaker’s embed-
ding (named as x-vector), while Nagrani et al. [6] proposed to
use CNN to capture high-level embedding from acoustic fea-
tures. Chen and Salman also proposed a system which process
frame by frame under SNN framework to improve the discrim-
inability of DNN [18]. Varani et al. [4] adopted a small footprint
DNN taking contextual input and outputting speaker ID. The
embedding (named as d-vector) extracted before the classifica-
tion layer was used for verification. The x-vector is the state-
of-the-art speaker verification system, which was designed to
deal with long duration input and normally deployed on server,
while the d-vector is a light weight system, which was designed
to deal with short duration input (shorter than 1 sec) and can be
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deployed on portable devices.
Most of the previous work were focusing on either better
network structure or more discriminative loss for extracting bet-
ter embedding. Recently, Li et al. [19] proposed a end-to-end
fashion DNN-based SV system, which takes registered and test-
ing audios as inputs and directly output whether the testing au-
dio belongs to the registered speaker. Though the system does
not have embedding extraction phase, the study is still following
the idea that improve the network architecture for better perfor-
mance.
Only few studies have been done on changing training strat-
egy to maintain more original information in inputs. Previously,
Denoising autoencoder (DAE) was used to pretrain DNN by re-
constructing the clean version of the signal from the noisy ver-
sion of the signal [8, 20]. DAE can keep most essential and
robust information in the input in unsupervised learning fashion
[21]. After pretraining, DNN was trained in supervised learning
fashion. The trained DNN tends to discard some information in
inputs, which the network learned to be useless with respect to
the targeting task [22]. Therefore, the final system will bias to
the training domain, which is not wanted in SV systems since
it is open set recognition problem, even though DAE is used
for pre-training. An ideal embedding extractor should discard
information regarding the loss for speaker classification task,
meanwhile it can keep those original information as much as
possible, which does not affect the speaker classification task
loss. Valpola [22] proposed ladder network framework to in-
corporate DAE training approach to DNN training at each layer
during supervised learning. The parameters were updated from
the cost of DAE reconstruction and targeting classification si-
multaneously [23].
3. Proposed Approach
3.1. Speaker Verification with DNN
We adopted d-vector and x-vector frameworks as our baseline
in this paper, considering large scale use case and light weight
use case.
The d-vector framework [4] consisted of 4 fully connected
(FC) rectified linear units (ReLUs) layers, with 512 neurons per
layer; and 1 softmax layer on top of the FC layers. It is suit-
able to tackle with audios of short duration. We concatenate
the historical and future feature frames to the current frame to
construct the contextual input. We set 51 frames as the input
window considering that it should be long enough to contain
sufficient temporal information, and short enough to fit the ap-
plication like wakeword detection. To perform quick training,
the input window moves in non-overlap fashion. On top of the
network, a classification layer is employed to perform speaker
identity (SID) task. The label is given corresponding to each
input central frame (the current frame mentioned above).
The x-vector framework [5] was a TDNN consisting of 9
layers. The first 5 layers were time-delay layer at frame level.
The 6th layer was the statistics pooling layer, which aggregated
the frame-level inputs and compute the statistics over segments.
The 2 layers following the statistics pooling layer were fully
connected layer, which were segment-level layer, and the last
layer was the softmax layer for SID classification task. We
adopted the parameters setting in [5] and skip the description
for simplicity. The x-vector is the state-of-the-art framework
for speaker verification, which is suitable for audios of long du-
ration. It can have better performance than d-vector since it will
model the temporal information from the statistics over the in-
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Figure 1: The diagram of the ladder network framework. The
dashed line represent passing the hidden value at lth layer from
encoder to decoder for denoising process.
put segment.
We extracted the sequence of embedding from aforemen-
tioned networks, which were trained for SID. Averaging the
embedding over the utterance form the final utterance-based
speaker embedding. Length normalization over the embedding
is then performed. For the d-vector framework, we compute
cosine similarity between the registered and testing embedding,
while we use PLDA as backend to compute similarity for x-
vector framework. The threshold of the computed similarity
can be determined by finding the equal error rate (EER) point.
3.2. Ladder Network
The ladder network is employed with both of the d-vector and
x-vector frameworks. It is illustrated in Figure 1, which consists
of classification network and corresponding DAE.
The classification network for classification task is a normal
network (e.g. DNN for d-vector and TDNN for x-vector). The
DAE for reconstruction task has two parts, encoder and decoder.
The encoder shares the same parameters with the classification
network, while the decoder tries to reconstruct the clean ver-
sion of the noised input. Unlike conventional DAE, the ladder
network adds Gaussian noise and performs denoising at each
layer. Equation 1 shows how to add the noise, where h˜ repre-
sents the noisy version of the hidden value, l is the lth layer,
and N is the Gaussian noise with zero mean and σ standard
deviation (we set σ = 0.3 in this study). Equation 2 shows
the denoising process relying on parameters of 3 and 4, where
the 10 parameters (a1 to a10) are learnable parameters, u(l) is
batch normalized preactivation value propagated from l + 1th
layer in decoder, and hˆ(l) is the reconstructed hidden value at
the lth layer in decoder. The denoising process performs recon-
struction depending on two things, one is the batch normalized
preactivation value from higher layer in decoder, and the other
is the noisy version of the hidden value from the counterpart at
the current layer in encoder.
h˜(l) = h(l) + N(0, σ) (1)
hˆ(l) = (h˜(l) − µ(u(l)))ν(u(l)) + µ(u(l)) (2)
µ(u(l)) = a
(l)
1 sigmoid(a
(l)
2 u
(l) + a
(l)
3 ) + a
(l)
4 u
(l) + a
(l)
5 (3)
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The cost function for reconstruction is defined in Equation
5, equal to the weighted summation of the square error be-
tween the reconstructed and original hidden values. The λ(l)
is a scalar weighting the reconstruction loss at lth layer. In this
study, we set λ(0) to 1000, λ(1) to 10 and λ(l), l > 1 to 0.1. It
can be noticed that if we set λ(l) = 0, l >= 1, the autoencoder
is equivalent to a conventional DAE.
denoising cost =
∑
l
λ(l)
∥∥∥h(l) − hˆ(l)∥∥∥2 (5)
During training, the network will be updated with respect
to the loss, which is the summation of the cross entropy loss
of the SID task and the denoising cost. The proposed approach
can therefore train a network distinguishing speakers’ acoustic
characteristics and maintain (and denoise) original input infor-
mation as much as possible at each layer.
For d-vector framework, the classification network has 4 FC
layers and 1 softmax layers. The encoder shares the weights of
the FC layers with the classification network. The decoder has
the mirrored architecture of the encoder. The proposed archi-
tecture (d-vector with ladder network) is plotted in Figure 2(a).
For x-vector framework, the classification network has 9 lay-
ers (5 frame-level time-delay layers, 1 statistics pooling layer,
2 FC layers and 1 softmax layer). The encoder only shares the
weights of the first 5 frame-level layers (all the layers before
the statistics pooling layer), while the decoder has the mirrored
architecture of the encoder. We did not do the reconstruction
on the layers after the statistics layer because the statistics layer
breaks the frame details and makes it impossible to reconstruct
the original input segment. The proposed architecture (x-vector
with ladder network) is plotted in Figure 2(b).
After training, we only use the classification network for
embedding extractor. For d-vector, we extracted the hidden
value from the layer right before the softmax layer. For x-
vector, we extracted the hidden value from the first segment-
level layer, which was the first FC layer right after the statistics
pooling layer. This proposed approach did not introduce param-
eters compared with the baselines.
4. Experiments and Results
4.1. Data and Features
Though we targeted at two practical use cases, we used public
corpus for training and testing for fair comparison. We used
VoxCeleb corpus (including Phase 1 and 2) [6, 7], which is an
audio-visual dataset consisting of short clips of human speech
downloaded from YouTube. The human speech was mainly
made during interviews, so the scenarios were natural and the
background was not controlled. It includes 7363 speakers in to-
tal, where 39% are females and 61% are males. Each speaker
spoke several segments of speeches. Duration of each segment
varies from 3 to 20 seconds. The total duration is longer than
2000 hours. The corpus was originally separated into two sets
”develop” and ”test” in both phases. We used all the data from
Phase 2 and the ”develop” set from Phase 1 to train the model,
and used ”test” set from Phase 1 to evaluate the system, where
there was 40 speakers. In this paper we focus on the speech
based SV system, so we only used the speech part and ignored
the videos.
We replicated the feature preparation described in [4] for
d-vector framework and [5] for x-vector framework. A minor
...
...
P(spkr)
Input
...
...
...
...
...
...
...
...
...
...
...
...
d-vector
DAE
(a)
...P(spkr)
x-vector
DAE
...
...
...
...
...
...Input
Static Pooling
...
...
frame
level
segment
level
(b)
Figure 2: (a) Diagram of the d-vector system with the ladder
network. We name it as “d-ladder”. (b) Diagram of the x-vector
system with the ladder network. The ladder framework is only
applied on the frame-level layers. We name it as “x-ladder”.
The dashed line between the DAE (denoising autoencoder) and
the classification network (d-vector and x-vector in this case)
represents the denoising cost. We did not plot the complete neu-
ral network for simplicity.
modification is made for d-vector is the input window was set
to 51 frames, including 25 historic and 25 future frames. All
features extraction and voice activity detection (VAD) were per-
formed by Kaldi [24].
4.2. Experiment Settings
For baselines, we used aforementioned d-vector [4] and x-
vector [5] frameworks without ladder network, and name them
as “d-vector” and “x-vector” in the following. We used different
training approaches for the two approaches. For d-vector train-
ing, the optimizer was Adam [25]. Each network was trained
by running 15 epochs. After the first 5 epochs, the learning rate
was halved every 2 epochs. For x-vector training, we replicated
the Kaldi recipe in Tensorflow [26]. The training ran for 15
epochs so the results were comparable to the ones of the “d-
vector” systems. For the proposed approach, we use the same
settings and training approaches, except we name them as “d-
ladder” and “x-ladder” correspondingly. Across all the experi-
ments, we did not use data augmentation. For final testing with
the ladder networks, we only use the classification networks so
that all the parameters number are the same.
4.3. Experiment Results
Table 1 is the summary of the EER from the experiments, in-
cluding the two baselines (“x-vector” and “d-vector”) and the
proposed approach deployed on the baselines (“x-ladder” and
“d-ladder”).
The results show that the “x-vector” framework can signif-
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Approach EER [%]
d-vector 20.1
d-ladder 18.1
x-vector 3.86
x-ladder 3.78
Table 1: Summary of the experiment result. The “EER” is the
equal-error-rate. The font in bold stands for the best perfor-
mance in corresponding categories.
icantly outperform the “d-vector” framework. The gain was
mainly from the long-term information on the segment level,
because “d-vector” only took around 0.5 sec input, while “x-
vector” was modeled on the segments longer than 2 secs.
The proposed approach can outperform the baseline in both
cases. The “d-ladder” outperformed the “d-vector” by 10%
relative difference, while the “x-ladder” outperformed the “x-
vector” by 2% relative difference. The improvement in the
“x-vector” framework was smaller, because the baseline, “x-
vector” has already been well developed. There was limited
space for improvement. It should be noticed that the improve-
ment was from no extra data, no augmentation and no extra
parameters.
The ladder network looks similar to multi-task learning
with the secondary task of reconstructing the original input. To
verify the capability of the ladder network further, we compared
the proposed framework with the multi-task learning approach.
The evaluating result is shown in Table 2, where the “x-multi”
approach stands for the x-vector with multi-task learning. We
performed the comparison under the x-vector framework, be-
cause this was the framework with the best performance in our
study. The x-multi consisted of two tasks, speaker identification
and original input reconstruction. The x-multi architecture was
similar to the “x-ladder” (shown in Figure 2(b)). The speaker
identification task was performed on top the of the x-vector net-
work, while the original input reconstruction was performed on
the frame-level layers. We built a DAE for the frame-level lay-
ers, and kept its parameters number same as the DAE’s in x-
ladder. The results show that the “x-ladder” can outperformed
the x-multi, indicating the capability of the proposed approach.
It should be noticed that the x-multi had worse performance
than the x-vector, which means brutally adding reconstruction
task to the network for speaker identification may not be help-
ful. It can be explained that the regularization from the recon-
struction task was not imposed much on to the frame-level lay-
ers, because the error back-propagated from the reconstruction
task may mainly apply on the tuning of the decoding side in
DAE (the mirrored part of the frame-level layers). In contrast,
the ladder network forced each layer in the classification net-
work to be tuned regarding with the reconstruction errors, which
was a strong regularization.
We also observe that the training process for the ladder net-
work took longer. The training time of the “d-vector” system
was about 40 hrs on the Nvidia RTX 2080 ti, while the “d-
ladder” system took 45 hrs. The training time of the “x-vector”
system was about 106 hrs, while the “x-ladder” system took 180
hrs. We analyzed the training process for the “x-vector” frame-
work in details (because it was the best system in our study). We
evaluated the performance from the intermediate models (mod-
els per 3 epochs) during training and plot the results in Figure
3. It can be seen that the performance curve of the “x-vector”
system vibrated along the epochs, indicating it had over-fitting
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Figure 3: The EER (evaluated on testing data) every 3 epochs
from the intermediate models in the training of the “x-vector”
and “x-ladder” systems. The performance at the 15th epoch
was reported as the final result.
Approach EER [%]
x-vector 3.86
x-multi 4.25
x-ladder 3.78
Table 2: Comparison between ladder network and multi-task
learning. “x-multi” stands for x-vector framework with multi-
task learning; “x-ladder” stands for x-vector framework with
the ladder network approach.
problem. But the curve of the “x-ladder” system was more sta-
ble and always went down. It implies the system had better
generalization, since the results did not show any clue of over-
fitting. We did not continue the training process, because we
set 15 epochs as a global limit for all systems’ training. We
could expect better performance when the training continued.
Future work is needed to investigate how much improvement
the “x-ladder” system can achieve. This proved that the ladder
network can improve the system generalization in the speaker
verification task.
5. Conclusions
In this paper, we propose to apply a new approach to train
the neural network for extracting better speaker embeddings.
The proposed approach consisted of a modified DAE and a
feed forward classification network. During training, the super-
vised and unsupervised learning were both applied to balance
keeping and discarding information. The unsupervised learning
helped the network not to bias to the task in the training data
domain, therefore it is especially suitable for the speaker ver-
ification problem which is an open set problem. We evaluate
our approach on Voxceleb corpus with d-vector and x-vector
frameworks, which are the state-of-the-art approaches respec-
tively tackling with short and long duration audios. The re-
sults showed that our approach can have at most 10% relative
improvement without data augmentation and extra parameters,
which proves the advantage of the proposed approach. We also
further analyzed the ladder network under the x-vector frame-
work. The analysis indicates the ladder network can help regu-
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larize and generalize the speaker identification network.
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