Abstract: This paper studies output statistics of an adaptive line enhancer that is based on an affine combination of two NLMS adaptive filters. Combination of adaptive filters is a new interesting way of improving the performance of adaptive algorithms. The structure consists of two adaptive filters that adapt on the same input signal, one with a large and the other one with a small step size. Such a combination is capable of achieving fast initial convergence and small steady state error at the same time. In this paper we investigate the second order statistics of the output signal of adaptive line enhancer based on the combination in steady state. The result is given in terms of the parameters of the adaptive combination, input process statistics, and the optimal Wiener filter weights for the problem at hands.
Introduction
Adaptive filters are algorithms that can perform satisfactory filtering of signals in conditions where the complete knowledge of the signal characteristics is not available. The adaptive filters adjust their weights step by step, in pace with incoming data, with the aim of minimizing some measure of the error. The usual measure of error is the mean square value of the error signal [1, 2] .
When designing an adaptive algorithm, one faces a tradeoff between the initial convergence speed and the meansquare error in steady state. In case of algorithms belonging to the Least Mean Square (LMS) family this trade-off is controlled by the step size parameter. Large step sizes lead to a fast initial convergence but the algorithm also exhibits a large mean-square error in the steady state and conversely, small step sizes slow down the convergence but result in a small steady state error [1, 2] . Variable step size adaptive schemes offer a possible solution allowing to achieve both fast initial convergence and low steady state misadjustment [3] [4] [5] [6] . How successful these schemes are depends on how well the algorithm is able to estimate the distance of the adaptive filter weights from the optimal solution. The variable step size algorithms use different criteria for calculating the proper step size at any given time instance. For example squared instantaneous errors have been used in ref. [4] and the squared autocorrelation of errors at adjacent time instances have been used in ref. [6] . Reference [5] investigates an algorithm that changes the time-varying convergence parameters in such a way that the change is proportional to the negative of gradient of the squared estimation error with respect to the convergence parameter. Recently, a variable step size scheme for frequency domain adaptive filters has been proposed, see the ref [7] . This method adjusts step sizes at individual frequency bins separately and provides a good performance with non-white input signals.
Recently, there has been an interest in a combination scheme that is able to optimize this trade-off [8] . The scheme consists of two adaptive filters that are simultaneously applied to the same inputs as depicted in Figure  1 . One of the filters has a large step size allowing fast initial convergence and the other one has a small step size for a small steady state error. The outputs of the filters are combined through a combination parameter λ The performance of this scheme has been studied for some parameter update strategies [9] [10] [11] [12] . References [9] and [10] use the ratio of time averages of the instantaneous errors of the filters. The error function of the ratio is then computed to obtain λ. References [11] and [12] take another approach. The parameter λ is there found using an LMS type adaptive scheme and possibly computing the sigmoidal function of the result.
In this paper we use a combination of two normalized LMS (NLMS) adaptive filters that compute the combination parameter λ from the output signals of the individual filters as proposed in ref. [13] . The scheme has been subsequently analysed in refs. [14] and [15] . This way of calculating the combination parameter is optimal in the sense that it results from minimization of the mean-squared error of the combined filter.
An adaptive line enhancer is a device that is able to separate the input signal into two components. One of the components consists of the narrowband signals and the other one of the broadband noise [1, 16] . The device is often used to improve the conditions for narrow band signal detection, if the signal is buried in strong noise. In this paper we investigate a line enhancer based on the combination of two adaptive filters. The output statistics of the line enhancer based on a single LMS adaptive filter have been investigated in [16, 17] . We derive expressions for autocorrelation function and power spectrum of the signal at the output of the line enhancer that is based on the combination of two adaptive filters. The result is expressed in terms of the enhancer parameters, the second order statistics of the input process and the optimum Wiener filter weights.
We will assume throughout the paper that the signals are complex-valued and that the combination scheme uses two NLMS adaptive filters. The italic, bold face lower case, and bold face upper case letters will be used for scalars, column vectors and matrices respectively. The superscript * denotes complex conjugate and the superscripts T and H denote ordinary and Hermitian transposition of a matrix respectively. The operator E[·] stands for mathematical expectation and Tr{·} is the trace of a matrix. I denotes the unit matrix.
Combination of two adaptive filters
Let us first investigate the combination of two adaptive filters we are going to use in this paper. Consider two adaptive filters, as shown in Figure 1 , each of them updated using the NLMS adaptation rule
where
In the above equations the w ( ) is the N vector of coefficients of the -th adaptive filter, with = 1 2. The
is the weight vector of the optimal Wiener filter for the problem and x( ) is the known N input vector, common for both of the adaptive filters. The desired signal ( ) is a sum of the output of the Wiener filter for the problem and the Gaussian, zero mean i.i.d. measurement noise ( ) that is statistically independent of all the other signals. µ is the step size of -th adaptive filter. We assume without loss of generality, that µ 1 > µ 2 The case µ 1 = µ 2 is not interesting as in this case the two filters are equal and their combination results in a single filter. The outputs of the two adaptive filters are combined according to
where ( ) = w H ( − 1)x( ) and the mixing parameter λ can be any real number. We define the a priori system error signal as the difference between the output signal of the Wiener filter at time given by ( ) = w H x( ) = ( ) − ( ) and the output signal of our adaptive scheme ( )
Let us now find λ( ) by minimizing the mean square of the a priori system error. with respect to λ( ) reads
Setting the derivative to zero results in
where we have replaced the true system output signal ( ) by its observable noisy version ( ). Note however, that because we have made the standard assumption that the input signal x( ) and measurement noise ( ) are independent random processes, this can be done without introducing any error into our calculations. The denominator of equation (7) comprises the expectation of the squared difference of the two filter output signals. This quantity can be very small or even zero, particularly in the beginning of adaptation if the two step sizes are close to each other. Correspondingly, λ computed directly from (7) may be large. To avoid this from happening we add a small regularization constant to the denominator of (7).
Adaptive Line Enhancer
Adaptive line enhancer is a device that is able to separate the input into two components. One of them consists mostly of the narrow-band signals that are present at the input and the other one consists mostly of the broadband noise. In the context of this paper the signal is considered to be of narrow band if its bandwidth is small as compared to the sampling frequency of the system. We assume that the broadband noise is zero mean, white and Gaussian and that the narrow band component is centred. One is usually interested in the narrow band components and the device is often used to clean narrow band signals from noise before any further processing. The line enhancer is shown in Figure 2 . Note that the input signal to the adaptive filter of the line enhancer is delayed by ∆ sample times and the input vector is thus x( −∆) and that the desired signal is ( ) = ( ) The line enhancer is in fact a ∆ step predictor. The device is able to predict the narrow band components that have long correlation times but it cannot predict the white noise and hence, only a prediction of narrow band components appears in the filter output signal ( ) The signal ( ) is also the output of the system.
Let us now find the autocorrelation function of the enhancer output signal ( ) We make the standard assumption from independence theory which state that the filter weights and the input signal are independent [1] . The -th autocorrelation lag of the filter output process ( )
The input signal ( ) consists of two uncorrelated components ( ), the sum of narrow band signals, and ( ), the additive noise. Mathematically we write:
We can decompose the impulse response of the adaptive filter into two components. One of them is the optimal Wiener filter for the problem
and the other one,w( ) represents the estimation errors.
The output signal can hence be expressed as
Substituting (9) and (11) into (8) and noticing that the cross-correlation between the Wiener filter output and that of the filter defined by weight errors is
because of the adopted independence assumption and because
Developing and grouping terms in the above equation results in
Using the fact that w o is deterministic and the properties of the trace operator we further obtain
We now invoke the independence assumption saying that the weight vectorw 
To proceed we need to find the matrix
Weight error correlation matrix
In this Section we investigate the combination of two adaptive filters and derive the expressions for the crosscorrelation matrix between the output signals of the individual filters ( ) and ( ). The autocorrelation matrices of the individual filter output signals follow directly using only one signal in the formulae. Subtracting both sides of (1) from w and using (11) we havẽ
Expressing the error signal through the error of the optimal Wiener filter as ( ) =w H ( − 1)x( − ∆) + ( ) the above can be rewritten as
At this point we make two approximations. First we approximate the outer product of input signal vectors by its correlation matrix x( − ∆)x H ( − ∆) ≈ R Second, we approximate the inner product of the input signal vectors by N times of its power x
With those approximations we are left with
This means in fact that we apply the small step size theory [1] even if the assumption of small step size is not really true for the fast adapting filter. In our simulation study we will see, however, that the assumption works in practice rather well. For the weight error correlation matrix we then have
The second and third terms of the above equal zero because we have made the usual independence theory assumptions which state, that the weight errorsw ( ) are independent of the input signal x( − ∆) To evaluate the last term we assume that the adaptive filters are long enough to remove all the correlation between ( ) and x( − ∆). In this case we can rewrite the above as
is the minimum mean square error produced by the corresponding Wiener filter. We now assume that the signal to noise ratio is low so that the input signal is dominated by the white noise process ( ) In this case we can approximate the correlation matrix of the input process by unit matrix as
where σ 2 is the noise variance. Later in the simulation study we will see that the theory developed this way actually works well with quite moderate signal to noise ratios. Then substituting (22) into (21) yields
(23) In steady state, when → ∞ we have
(24) Solving the above for K (∞) we have
Second order statistics of line enhancer output signal
As we see from the previous discussion, the correlation matrix of the weight error vector is diagonal. We therefore have that the matrix
)] has in steady state, when → ∞ elements different form zero only alongside the main diagonal and the elements at this diagonal equal to
Substituting K ( ) into (17) we now have that the -th correlation lag of the output signal is equal to
where ( ) is the -th autocorrelation lag of the input signal ( ) As the noise has assumed to be white, the matrix
] has nonzero elements σ 2 only along theth diagonal and the rest of the matrix is filled with zeroes. Then (4) we see that the autocorrelation lags of the combination output signal ( ) can be composed from its components ( ) as follows
The autocorrelation matrix of is a Toeplitz matrix R having the autocorrleation lags ( ) along its first row. Thus far we have evaluated the terms E[ ( )
Simulation results
A simulation study was carried out with the aim of verifying the approximations made in the previous Section. In particular we are interested in how well the small step-size theory applies to our combination scheme of two adaptive filters.
In order to obtain a practical algorithm, the expectation operators in both numerator and denominator of (7) have been replaced by exponential averaging of the type
where ( ) is the signal to be averaged, P ( ) is the averaged quantity and γ = 0 005. The averaged quantities were then used in (7) to obtain λ. We have used length M = 32 correlation sequences to form M × M correlation matrices for the Capon method.
The narrow band signals were just sine waves in the simulation study.
In the first simulation example we have used two sine waves with unity amplitude and normalized frequencies 0.1 and 0.4 as the deterministic component of the input signal. The noise variance is σ 2 = 0 1 The adaptive filter is N = 8 taps long and the delay ∆ = 10 The step sizes of the individual filters in the combined structure are µ 1 = 0 5 and µ 2 = 0 05 The corresponding power spectra of the input signal ( ) and the theoretical and simulated output signal ( ) are shown in Figure 3 . We observe a good match between the theoretical and simulated spectra of ( ) In the second simulation example we increased the number of sine waves to three. We also increased the noise variance to unity. The sine waves with frequencies 0.1 and 0.4 have amplitudes equal to one and the third sine wave with normalized frequency 0.25 has amplitude equal to 0.5. The spectra of the input signal ( ) and the output signal ( ) are shown in Figure 4 . The step sizes used were µ 1 = 0 5 and µ 2 = 0 05 the filter is N = 16 taps long and the delay ∆ = 10 In Figure 5 we show the correlation functions of input and output signals in the second simulation example. We can see that the theoretical correlation matches the correlation computed from simulations well. The evolution of λ in time with the same three sine waves as in the previous example but with the noise variance equal to 0.01 is shown In Figure 6 . The curve is averaged over 100 independent trials. We see that λ equals unity in the beginning of the simulation example, when the fast adapting filter is more accurate than the slow one. Between the sample times 500 to 1500 λ gradually decreases as the slowly adapting filter catches up the fast one and eventually becomes a small negative number. The evolution of the excess mean square error of the combination together with that of the individual filters is shown in Figure 7 . The curve is again averaged over 100 independent trials. We see the fast initial convergence, which is due to the fast adapting filter. After the initial convergence there is a period of stabilization followed by a second convergence between the sample times 500 and 1500, when the error power of the slowly adapting filter bypasses that of the fast one. In our final simulation example (Figure 8 ) we use three unity amplitude sinusoids with frequencies 0.1, 0.2 and 0.4. We have increased the noise variance to 10 so that the noise power is 20 times the power of each of the individual sinusoids. The adaptive filter is N = 16 taps long and the delay ∆ = 10 The step sizes of the individual filters in the combined structure are µ 1 = 0 5 and µ 2 = 0 005 One can see that even in such noisy conditions there is still a reasonably good match between the theoretical and simulation results.
Conclusions
In this paper we have investigated the second order output statistics of an adaptive line enhancer that uses a combination of two NLMS filters as its adaptive scheme. The expressions for correlation matrix of the output signal from the line enhancer were derived. The result was expressed in terms of the enhancer parameters, the second order statistics of the input process and the optimum Wiener filter weights. The Capon method was then used to compute power spectra from the correlation matrices. In the simulation study we demonstrated a good resemblance between the theoretical and simulation results.
