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ABSTRACT
Simulations and Experiments to Understand the Manufacturing Process, Microstructure,
and Transport Properties of Porous Electrodes
Mohammad Mehdi Forouzan
Department of Chemical Engineering, BYU
Doctor of Philosophy
Battery technology is a great candidate for energy storage applications. The need for highperformance and cost-effective batteries has motivated researchers to put much effort into
improving battery performance. In this work, we attempt to understand the elements that affect the
microstructure and performance of two battery systems.
The first part of this work focuses on the investigation of transport and structural properties of
porous electrodes in an alkaline electrolyte. A DC polarization method was deployed for tortuosity
measurements. An apparatus was designed to flow specified current through and measure the
voltage drop over the porous electrodes. Using a modified Ohm’s law, effective diffusion
coefficient and associated tortuosity were determined. Multiple compositions (different types and
amounts of conductive additives) were tested to understand the effects of composition on the
transport properties. As a validation and to further understand the tests, a model was developed
and used for data analysis.
The second part of this dissertation describes simulations of the manufacturing process of a Liion electrode. LAMMPS, a particle simulator, was used for this meso-scale particle-based
simulation. The interactions between particles were understood by model-experiment comparisons
of the macroscopic properties such as viscosity of the slurry and elasticity of the dried film. The
microstructure created by this simulation was consistent with the one we observed in SEM/ FIB
images. Although the emphasis was the drying process in this part, some preliminary coating and
calendering simulations are presented.
Finally, the effects of electrode heterogeneity were investigated by a Newman-type model and
tomographic images. An electronic conductivity map was initially generated over a Li-ion cathode.
Then SEM/FIB images of specified high, middle, and low conductivity regions were taken to
confirm heterogeneity. For modeling purposes, three regions of high, middle, and low ionic
resistance were considered connected in parallel, representing the real electrode heterogeneity.
Multiple cases of heterogeneities such as non-uniform ionic resistance and active material loading
at low, middle, and high charge-discharge rates were studied. The results show that higher rates
increase non-uniformities of dependent properties such as temperature, current density, positive
and negative electrodes states of charge, and charge and discharge capacities especially in charging
cases.
Keywords: Li-ion battery, alkaline battery, tortuosity, manufacturing process, heterogeneity,
fast charging, Newman-type Model, particle simulation
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Chapter 1
Introduction
1.1

Motivation
Battery technology is the leading candidate for electronic devices such as laptops and

cellphones, stationary energy storage, and transportation applications such as plug-in, hybrid, and
electric vehicles. However, some battery technologies are not fully mature and modifications are
necessary in terms of cost, safety, life, power, and energy, depending on the battery type,
chemistry, and application. For example, the most important factors for a battery pack in an electric
vehicle are power density (charging rate), energy density (range), longevity, and safety. If one
cares about higher acceleration and higher charging rates, a battery with high power is desired.
Additionally, a vehicle with higher range-per-charge needs a high energy density battery. Last but
not least, cost of the battery remains a big challenge in all the applications, especially for massproduction in the automotive industry.
In order to improve all the factors mentioned above, several approaches have been applied.
For example, many researchers have been working on new chemistries and better materials (e.g.
better active materials and conductive additives) to improve energy density and lifetime. Some are
focusing on specific design for a given application. Some are improving the manufacturing process
for reduced cost and maximized usable capacity of a battery.
mechanisms to improve lifetime of a battery.
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Others are exploring aging

The aim of this work is to keep the material and chemistry unchanged and optimize the
microstructure to obtain improved performance and lifetime. By a combination of mathematical
modeling and systematic experimentation, we establish the manufacturing-microstructureperformance-lifetime connection for selected systems. This established knowledge is necessary
for improved design, development, characterization, and optimization of the cell. A cell is a single
unit that converts chemical energy into electrical energy while a battery is combinations of cells.

1.2

Scope of work
It is understood that the microstructure of electrodes plays a critical role in electrochemical,

mechanical, and transport properties and in turn performance of a battery in terms of energy
density, power density, and lifetime [1, 2]. The main objective of this work is therefore to
understand microstructures of different porous electrodes in different types of batteries and
establish

a

manufacturing-microstructure-performance

relationship.

Two

commercial

electrochemical systems are studied in this work. The specific focus is on porous cathodes of Liion and alkaline batteries. However, microstructural understanding of one system can be adapted
for the other system or even other electrochemical systems. The scope of this work (described in
the next chapters) is schematically shown in Figure 1-1.

Figure 1-1: Diagram of scope of work relating manufacturing, microstructure, and performance by a combination of
model and experiment.

2

The first part of this work focuses on the effects of different types and amounts of conductive
additives on the microstructure and transport properties in an alkaline system. In the second part,
we describe the effects of the manufacturing process of Li-ion batteries on the microstructure and
mechanical properties of porous electrodes. Finally, non-uniform variables such as local
temperature, current, and state of charge as results of electrode microstructure heterogeneity are
investigated.

1.2.1

The effects of conductive additives

Conductive additives have been shown to significantly affect battery performance [3-6]. In
order to optimize the performance of a cell (for maximized capacity and minimized production
cost), a detailed knowledge of additive types and shapes as well as their effects on microstructure
and transport properties is necessary. To that end, transport properties of porous electrodes with
five different graphitic additives and different compositions were explored in an alkaline
electrolyte (i.e. KCl). This study provides useful insight into the choice of conductive additive and
the composition of the electrode for optimized performance and reduced cost.

1.2.2

The effects of mixing, coating, drying, and calendering

It is believed that the manufacturing process of Li-ion batteries affects the microstructure,
lifetime, and performance of the battery. In addition, the manufacturing process is not necessarily
optimized and needs prudent modifications [1]. However, without understanding the precise
relationship between the manufacturing process, microstructure, and performance of a cell,
manufacturing process optimization is not possible. A mesoscale particle dynamic simulation can
help to understand the inter-particle interaction and particle alignments and orientations during
fabrication, leading to prediction of the microstructure under different manufacturing conditions.
3

Therefore, these physics-based simulations along with systematic experimentation are useful tools
to rapidly determine the manufacturing-microstructure-performance relationship. In this work, the
drying simulation and experimentation are emphasized since the drying conditions significantly
affect the microstructure and performance. Some important metrics such as slurry viscosity, dried
film elasticity, slurry and dried film densities are employed for model-experiment comparison.

1.2.3

The effects of non-uniform electrodes

It is proven that real electrodes are not homogeneous, and there is local internal resistance
variation [7-10]. Local heterogeneity (porosity, tortuosity, specific interfacial area) has deleterious
effects on the performance and lifetime of the batteries [9, 11]. Especially at high cycling rates and
low temperature, local heterogeneity can cause non-uniform temperature, state of charge (SOC),
voltage, and current, resulting in non-uniform aging. An effective approach to understand these
negative effects is to model a system that imitates real heterogeneity. This model represents a cell
with various internal resistance (i.e. heterogeneous microstructure) or active material loading. In
this so-called Newman-type model, it is possible to characterize the heterogeneous-electrode cells
in various processing conditions.

1.3

Outline
The rest of this dissertation is organized as follows:

Background. Chapter 2 is a brief description of the manufacturing and modeling of the two
electrochemical systems (Li-ion and alkaline batteries) studied in this work. Furthermore, transport,
electrochemical, and microstructural properties of porous electrode batteries are briefly described.
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Tortuosity of alkaline cathodes with different compositions. Chapter 3 explains effective ionic
conductivities (in terms of tortuosities and MacMullin numbers) of porous electrodes with
different types of conductive additives (different types and shapes of graphite) and compositions
in an alkaline system. This chapter mainly describes the experimental method used for tortuosity
measurement, as well as morphological study of five different graphitic additives. This chapter is
based on the work titled “Tortuosity of Composite Porous Electrodes with Various Conductive
Additives in an Alkaline System” published in the “Journal of The Electrochemical Society” [3,
12].
DC polarization interrupt model for the tortuosity validation. Chapter 4 describes a multiphysics
model of the polarization experiments for tortuosity measurements discussed in Chapter 3. The
modeling results are taken as a validation for tortuosity values obtained in Chapter 3. Furthermore,
the modeling helps us better understand the experimental polarization curves. This chapter is based
on the work titled “Tortuosity of composite porous electrodes with various conductive additives
in an alkaline system” published in the “Journal of The Electrochemical Society” [3].
Manufacturing process of a Li-ion cathode. Chapter 5 presents a detailed methodology for the Liion battery manufacturing process simulation by LAMMPS (a particle simulator). Among four
steps of the Li-ion electrode manufacturing process (mixing, coating, drying, and calendering),
drying is described in great detail. However, preliminary results for coating and calendering
simulations are also presented. Furthermore, the experimental cell fabrication and tests for model
parameterization and validation are reported. This chapter is based on the work titled “Experiment
and simulation of the fabrication process of lithium-ion battery cathodes for determining
microstructure and mechanical properties” published in the “Journal of Power Sources” [1, 13,
14].

5

Newman-type heterogeneity model of a Li-ion cell. Chapter 6 details a Newman-type model of a
system with three Li-ion cells connected in parallel. The cells are chosen to have high, middle, and
low internal resistances, representing heterogeneous microstructure (non-uniform internal
resistance) of real electrodes. In this chapter, the focus is understanding the negative effects of
local heterogeneity on the performance and degradation of a cell especially at high cycling rates
and low temperatures. This chapter is based on the manuscripts titled “Modeling the effects of
electrode microstructural heterogeneities on Li-ion battery performance and lifetime” and
“Electrode Microstructure Controls Localized Electronic Impedance in Li-ion Batteries”
submitted to the “Journal of The Electrochemical Society” and “Nature” [15-17].
Summary and future work. Chapter 7 summarizes the main lessons from this work as well as some
suggestions for additional microstructure characterizations and cell modeling in the future. This
helps for improved manufacturing process, microstructure, and performance.
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Chapter 2
Background

In this chapter, the two electrochemical systems investigated in this work are described. In
addition, the microstructural parameters of these systems are reviewed. Furthermore, imaging
techniques for porous electrodes and image processing necessary for tomographic data analysis
are presented. Finally, some general concepts behind battery modeling are discussed.

2.1

Battery fundamentals
A battery is an energy storage device, producing an electric current when its positive end,

called the cathode, and its negative end, called the anode, connect via a conductive pathway
through an external load, such as an electronic device. There are two general types of batteries:
primary batteries and secondary batteries. A primary battery is designed to be used once while a
secondary cell is rechargeable. Among several known types of batteries, alkaline batteries and
lithium-ion batteries are two commonly used battery systems we explore in this work.

2.1.1

Alkaline battery

Alkaline batteries are energy storage devices used extensively in many electronic devices like
watches, calculators, and remotes. Alkaline batteries have been playing a pivotal role in powering
electric devices for more than 100 years [18]. Compared to Li-ion batteries, alkaline batteries are
less costly and easier to use (no charging is required), so there is still a big demand for this type of
battery. Alkaline batteries represent about a fourth of the worldwide battery market (namely both
7

primary and secondary cells). It is estimated that approximately 6 × 109 alkaline and dry batteries
are consumed yearly [19]. Primary (non-rechargeable) alkaline batteries provide approximately
1.5V.
Primary alkaline batteries, which were invented in 1868 by Georges Leclanche, use Zn as the
anode, KOH as the electrolyte, and a mixture of electrolytic manganese dioxide (EMD) and
graphite as the cathode. EMD particles (active material) are not highly electronically conductive,
so a conductive additive (graphite or other types of carbon) is needed to improve electronic
conductivity [20]. The carbon additionally acts as a lubricant and binder during the manufacturing
process. However, the additive reduces the capacity of the battery because it occupies a portion of
the volume that would otherwise contain active material. In addition, carbon additives reduce the
ionic transport in the electrodes [21].
Generally, for all types of batteries there is a trade-off between ionic and electronic
conductivity, meaning there is an optimal amount of carbon additive. Therefore, the type and
amount of conductive additive are critical factors for the alkaline battery design. In fact, reduced
amounts of additives are always desired if electronic conductivity and mechanical stability are
satisfied. To optimize the composition of an alkaline cell, a deep knowledge of the effects of
composition (the type and amount of conductive additives) on the microstructure, and electronic
and ionic transport is necessary. Although much work has been done to explain kinetic,
thermodynamic and transport phenomena in porous electrodes [22, 23], still very little information
is found regarding microstructure of alkaline porous electrodes in the literature.
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2.1.2

Li-ion battery

Lithium-ion batteries are used as power sources for a wide variety of portable electronics,
electric cars (EVs), and implanted medical devices. With these increasingly growing demands for
Li-ion battery technology, especially in the EV industry and stationary energy storage systems,
enormous research efforts are required for design, development, and optimization of Li-ion cells
with the purpose of mass-production of high-performance and cost-effective energy storage
systems.
Li-ion batteries are valued for their high voltage, which allows a relatively large amount of
energy to be stored in a small volume. However, there are several technical challenges that need
to be solved for this technology to reach its potential. These include improved safety, charging
time (power density), range per charge (energy density), battery life, and price. This leads
researchers to put efforts into optimizing battery performance by improving key factors that
influence the microstructure of electrodes.
Common with other porous electrode batteries, electron and ion transport significantly affects
the performance of Li-ion batteries. In fact, the microstructure of the electrodes determines the
electron and ion transport rates inside the cell. Li-ion battery active particles, similar to the alkaline
batteries, are electronically semi-conductive and some conductive additives need to be added to
increase electronic connection, adhesion, and cohesion of the electrodes. However, for Li-ion cells,
carbon black is commonly used for improved electronic connection and some polymeric binder is
used for increased mechanical stability. However, as mentioned above, there is always a trade-off
between ionic and electronic resistances.
The manufacturing process of Li-ion cells (described below) is understood to significantly
affect the microstructure, performance, and life of the battery. A reliable model to predict the
9

microstructure could be an effective tool to establish the manufacturing-microstructureperformance relationship, which would permit manufacturing process optimization.

2.1.3

Manufacturing process of Li-ion batteries

During the manufacturing process of Li-ion battery electrodes, the dry components (carbon
black, binder, and active material) are generally mixed with the solvent (commonly Nmethylpyrollidone or NMP) to form a slurry. The slurry is applied to a metal foil (aluminum for
the cathode and copper for the anode) current collector and smoothed to a uniform film thickness
(almost 150 μm) by a coating method. Several methods of coating include slot die, knife-over-roll
or doctor blade, and reverse roll coating. Then, the wet coating is put in a dryer (hot oven in the
laboratory) for solvent evaporation. Subsequently, the film is calendered (compressed) to desired
thickness (approximately 60 μm) and porosity (30%-40%). Following these steps, the cathode
composite film, anode composite film, separator, and electrolyte are hermetically packaged to
make an electrochemical cell [24-26].
Figure 2-1 shows the manufacturing process of Li-ion battery electrodes. Manufacturing
parameters significantly affect microstructure and in turn performance of Li-ion batteries.
Generally, manufacturing factors include the mixing sequence, composition, size and shape of
particles, ratio of solvent, temperature of the slurry, coating shear rate, coating thickness, drying
procedure, and degree of calendering [5, 24, 26-37]. Based on the information in literature and our
experimentation and simulations, criteria for the optimized manufacturing process are summarized
below.
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Figure 2-1: Manufacturing process of Li-ion battery electrodes.

2.2

Microstructure
Most modern rechargeable batteries use porous high-surface-area electrodes. For such

batteries, the electrode microstructure plays a pivotal role in determining cell performance [20,
38]. This is due to the fact that effective transport parameters, namely ionic conductivity, electronic
conductivity, and diffusivity, are highly influenced by the structure of species pathways through
the porous electrode. Therefore, in order to produce high-performance and cost-effective batteries,
the microstructure of the battery needs to be optimized, i.e. for minimized internal resistance. To
that end, detailed knowledge of electrochemical properties and the way they are affected by the
microstructure of porous electrodes is required.
Figure 2-2 is a representative SEM image of a cross-section of a Li-ion battery cathode. The
cathode contains a current collector or CC (in this case aluminum foil), active material (a multimetal oxide material to which lithium is added), carbon, and binder. Generally, the carbon and
binder aggregate into distinct porous domains as seen in Figure 2-2. The arrows in this picture
show the direction of the electron transfer from current collector through active material and

11

conductive additives, and ion transfer from separator through electrolyte-filled pores during
discharge.

Figure 2-2: Schematic diagram of ion and electron transport and electrochemical reaction superimposed on a cross
section of a porous Li-ion cathode.

In all types of batteries, electron transport, ion transport, and an electrochemical reaction are
involved. In order to have an electrochemical reaction, electrons and ions must meet at the active
surface. As mentioned above, since active materials are semi-conductive, conductive additives are
added to improve electron transport [39-43]. On the other hand, the conductive additives create
highly tortuous paths for ion transport, causing decreased ionic conductivity and diffusivity [28,
12

44-47]. Accordingly, there is a trade-off between ionic and electronic transport. An optimized
microstructure is necessary for balanced ionic and electronic transport.
Moreover, if the active surface is not fully accessible for electrons and ions, some area of
active material stays unused, resulting in decreased energy density. The degree to which active
materials are coated by conductive carbon is known to improve the active surface accessibility [27,
28].

2.2.1

Porosity, tortuosity and MacMullin number of porous media

Any porous medium, such as rocks, soils, cement, foams, catalyst layers, and battery and fuel
cell electrodes, is a solid matrix containing interconnected and irregular void space filled with a
fluid or air [48]. Therefore, study of porous media is critical to a large number of disciplines.
Effective transport properties, such as

permeability, ionic conductivity, electronic

conductivity, diffusion coefficient, and thermal conductivity, in a porous material is generally
determined by key structural parameters such as porosity and tortuosity [49]. Therefore,
sophisticated methods for porosity and tortuosity measurements are necessary to understand
transport in porous media.
Porosity (ε) is defined as the ratio of void volume over the total volume of porous media and
is mainly controlled by porous media formation steps. In the battery industry, porosity is controlled
by the composition of a slurry, its drying, and subsequent compressing the electrode, called
calendering. Note that only open and connected pores contribute to transport while both closed
and open pores are counted for porosity, meaning the volume fraction available for transport is
generally less than the reported porosity.
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Porosity is a well-defined property of a porous medium, which can be readily calculated by
knowing the composition, densities, weight, and volume of the porous media [44]:

ε = 1 − ρmedia ∑𝑖

𝑤𝑖
ρ𝑖

,

( 2-1)

where ρmedia is density of porous media (weight over volume), w𝑖 and ρ𝑖 are mass fraction and
crystalline density [20] of each component of composite porous media.
Tortuosity, in contrast, is not easy to determine and usually indirect methods are used, and
definition of tortuosity ( τ ) varies in the literature [47, 49-56]. In general, tortuosity is a
dimensionless quantity that accounts for deviation of species from straight movement from one
point to another. In all porous media the presence of solid phase causes the diffusion paths to
deviate from straight lines.
In some works, tortuosity is defined as the ratio of actual species transport distance (𝐿actual )
to unit length of the porous medium (𝐿) along the diffusion axis, known as geometric tortuosity
[52, 53]:

τ=

(2-2)

𝐿actual
.
𝐿

This definition accounts for the elongation of transport paths and does not consider nonvariable cross-sectional areas as well as the surface morphology effects on the species motion [51].
The most common definition of tortuosity is expressed as a relation between effective and
liquid-phase transport properties [7, 9, 44, 45, 47, 49, 50, 57-61]:

𝑘eff =

ε𝑘
τ

(2-3)

,
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𝐷eff =

ε𝐷
τ

(2-4)

,

where 𝑘eff and 𝑘 are the effective and pure electrolyte conductivities respectively. Also, 𝐷eff and
𝐷 are the effective and pure liquid diffusivities, respectively.

Figure 2-3: Possible tortuosity modes. Only in (h) tortuosity is unity, for others tortuosity is greater than unity.

In Figure 2-3 a-g tortuosity is greater than unity because of tortuous paths and non-constant
cross-sectional area in the transport direction. Only in Figure 2-3 h, tortuosity is unity since it is
certain that there is neither tortuous path nor cross-sectional area variation (if the surface effects
are ignored).
The performance of Li-ion batteries at high rates (fast charging and acceleration of EVs) is
highly controlled by ionic resistances of anode, cathode, and separator. This resistance is
determined by the ratio of tortuosity over porosity known as MacMullin (N𝑀 ) number [51, 62-67]:

τ
𝑁𝑀 = .
ε

(2-5)
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In order to understand and predict the performance of the battery at higher rates, which is
highly critical for EVs, tortuosity needs to be measured more accurately and easily. Several
alternative methods have been proposed for tortuosity estimation to overcome tortuosity
quantification challenges. In fact, measuring tortuosity values by several methods is helpful for
comparison.

2.2.2

Microstructure heterogeneity

It has been demonstrated that there are local microstructural variations, herein referred to as
heterogeneity, in Li-ion battery electrodes [7-10]. Essentially, structural parameters such as
porosity, tortuosity, volume fraction of phases (active and carbon-binder domain), and active
material loading can be different at different locations in the electrodes. A well-mixed slurry can
guarantee a uniform distribution of active material loading; however, drying can cause nonuniform agglomeration of carbon and binder fillers, leading to non-uniform electrode thickness.
Electrode heterogeneity can be caused by a non-optimized manufacturing process, manufacturing
defects, and degradation over time [68]. As mentioned above, non-uniform properties of electrodes
negatively affect the lifetime and performance of the Li-ion cell [9, 11].
Unlike cell-level heterogeneity effects, the effects of non-uniform properties of different cells
in a battery pack, where many cells are connected in parallel and series, has been studied
extensively [69]. In order to understand the effects of local microstructural variations on the
performance of a cell, an efficient mathematical model is necessary, knowing the microstructural
parameters of regions with different properties. SEM/FIB or X-ray tomographic images can be
employed to capture local properties (such as porosity and tortuosity) of the cathode, separator,
and anode [8, 9].
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2.3

Imaging and image processing
Imaging is an efficient characterization technique capable of examining and evaluating the

quality of the microstructure of porous electrodes. In addition to porous electrode batteries,
imaging techniques have been used in a wide variety of fields for material and structural
characterization [70-80]. Particularly in batteries, 3D structural information is helpful for battery
design, development, characterization, and optimization. For example, structural properties such
as porosity, tortuosity, active particle sizes, phase volume fractions, pore size distribution, and
specific interfacial area can be captured by a stack of 2D tomographic images [81]. Further, much
detailed degradation information such as solid-electrolyte interface (SEI) growth, particle
fractures, lithium dendrite growth, and defective electrodes can be provided by microstructural
images [82].
There are several imaging techniques, among which two are more popular for porous media
study. Nanoscale X-ray computed tomography (nCT) and focused ion beam (FIB) / scanning
electron microscope (SEM) imaging are two common ways to measure the microstructure of
porous electrodes [7, 43, 59, 81, 83-86]. X-ray tomography is generally better suited for sampling
large volumes and is non-destructive. On the other hand, it is difficult to differentiate the carbon
and binder from the pores due to carbon’s relatively small amount of X-ray absorption [28, 46,
87]. Therefore, nCT is better-suited for identifying locations and shapes of the active material only.
As for FIB/SEM, it permits identification of the carbon-binder domain, but has a limited sampling
volume and is by its nature a destructive method [86, 88-90]. Figure 2-4 shows pictures of the
SEM/FIB Helios instrument available at BYU and the samples for imaging.
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Figure 2-4: An FEI Helios Nanolab 600 instrument (a), focused ion beam (FIB) / scanning electron microscope
(SEM) (b), select samples for imaging (c).

2.3.1

Applications of imaging in this work

We used SEM/ FIB images for electrode characterization in several cases. In order to obtain
the active particle size distribution, 2D SEM/FIB tomographic images were taken, as explained in
Chapter 5 in more detail. SEM images of the active material dry powder also help as a validation
for size distribution of active particles. Another application of SEM/FIB images in this work is for
heterogeneity demonstration where three distinguished spots are milled to understand local
structural variations. For the purpose of heterogeneity modeling, since structural parameters of
aforementioned spots are necessary, stacks of tomographic images are taken for 3D microstructure
modeling and tortuosity and porosity measurements [47, 91-93]. SEM/FIB images are also used
for cross-sectional views when the simulated electrode cross-section needs to be compared with
the real electrode cross-sectional view. Finally, SEM/FIB images are used to show ion pathways
18

in different directions as a validation for lower tortuosity in the direction orthogonal to the
compression (anisotropic ion transport paths) as described in the following chapters.
The size of milling (during FIB) should be commensurate with the application. For example,
for a particle-size-distribution case the size of the milled section should be large enough to include
several active particles, ranging from approximately 1μm to 20 μm in size, to be a representative
sample of the electrodes. However, for cross-sectional view as a manufacturing model validation,
the size of milling is less important. For microstructural properties calculation and 3D
reconstruction models, the resolution of images (size of pixels), the size of milling, and the
thickness of each slice are critical factors. Smaller thicknesses, higher resolution, and larger
milling size permit more accurate tortuosity and porosity measurements. For surface analysis,
SEM images suffice (no need for using FIB to mill the sample).

2.3.2

Image processing

Image processing is a method to perform some manipulation on a 2D image to improve the
quality of the image and extract useful information. Generally, the output of image processing can
be an image or some processed data. Regarding X-ray and SEM/FIB images of porous electrodes,
it is crucial to conduct detailed image processing for more precise structural analysis.
Conceptually, an image is a two-dimensional function (𝑓(𝑥, 𝑦)) that varies in the x and y (the
spatial coordinates) dimensions where 𝑓 is the intensity of the image at that coordinate. A digital
image has discrete and finite values for 𝑓 at each coordinate, and consists of a finite number of
elements called pixels having particular coordinates and values. Smaller pixels provide higher
resolution for the image.
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Segmentation, as an image processing technique, is used substantially in this work. Through
segmentation, different colors are assigned to different phases to aid the eye and even the computer
in distinguishing between the phases more accurately and easily. It is important to differentiate
between nanopores and macropores while segmenting. In our microstructure simulation we
consider three phases: active, carbon-binder domain (CBD), and macropores. The CBD phase is
considered a nano-porous domain with particular properties, which differ from those of pure
carbon and binder.
Segmentation can be performed manually with use of photo imaging software. However,
manual segmentation of many 2D images is a very time-consuming and tedious job in which a
human assigns a phase to each pixel or group of pixels. Furthermore, for the purpose of structural
analysis, manual segmentation is sometimes problematic due to the difficulty in being consistent
through the whole segmentation process. For more repeatability, therefore, automatic
segmentation is recommended for huge stacks of tomographic images. There are several
algorithms for automatic segmentation in the literature, such as Hysteresis thresholding, watershed,
top-hat, entropy, factorization, and moments segmentation methods, a discussion of which is
beyond the scope of this work [94-97].

2.4

Battery modeling
In this section three types of battery modeling and simulation are discussed. A Newman-type

model helps one to analyze the cycling performance of a cell at different operation conditions, and
is sometimes used for a cell design. 3D reconstruction models are used for porous media structure
study and analysis. Finally, particle-based simulations are great tools for prediction of
microstructure of porous media like battery electrodes.
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2.4.1

P2D Newman model

A pseudo two-dimensional (P2D) Newman model is a multiphysics model that is based on
porous electrode and concentrated solution theories [98]. The model precisely captures Li-ion
transport and electrochemical reaction to predict the behavior and electrochemical performance of
the cell under specific operation conditions. Newman-type models consider electrolyte-phase
transport only in the direction normal to the current-collectors, while solid-phase transport is
considered in radial direction of the active particles (a P2D model). Electrochemical reaction takes
place on the surface of the active particles where electrolyte-phase and solid-phase equations are
linked by a so-called pore-wall-flux boundary condition. Material balance and charge balance of
electrolyte-phase and solid-phase, as well as pore-wall flux and heat balance (thermal effects)
constitute a non-linear system of partial differential equations to be solved simultaneously under
specific initial and boundary conditions.
Generally, in a Newman model an open circuit voltage (OCV) for a given cell chemistry is
defined, then solid electronic resistance, electrolyte ionic resistance, electrochemical reaction
resistance, and solid diffusion resistance (overpotential during charge/discharge) are computed,
and the cell voltage at different states of charge (SOC) is output. Notably, OCV is a voltage when
the cell is at rest or no current is flowing. For modeling purposes, both anode and cathode OCVs,
which are functions of temperature and Li concentration in the active particles, are required. Model
discharge curves, which are voltage versus time, SOC, or depth of discharge (DOD), are usually
compared to experimental data to evaluate the accuracy of the model [99]. Figure 2-5 shows typical
charge, discharge, and OCV curves to illustrate cell voltage deviation from OCV because of the
overpotential that results from ionic, electronic, reaction, and solid diffusion resistances.
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Figure 2-5: Typical discharge (1C rate), charge (1C rate), and OCV curves of a cell with NMC cathode and graphite
anode active materials.

Newman models can be used for several cycling modes. One way to run the model is constant
current charge/discharge (galvanostatic charge/discharge). A hybrid charging/discharging cycle,
where several different currents are applied to the battery for different periods of time, is another
mode that is closer to electric vehicle charge/discharge conditions. Another way to cycle the
battery is constant power charging and discharging.
In testing Li-ion cells (experimentally or mathematically), charge/discharge current is often
expressed as a C-rate, which is a normalization against the nominal capacity of the cell. 1C rate
means a current such that the entire nominal capacity (the specific capacity when a cell discharges
at very low current or the OCV capacity) or would be charged or discharged in one hour if there
were no internal resistance in the cell. Other C rates are defined relative to this 1C rate. Due to the
fact that the actual usable capacity at finite C rates is less than the OCV capacity, because of
internal resistances, the actual charge or discharge time will be less than is suggested by the C rate.
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In other words, 1C discharge will take less than one hour and a 2C discharge will take less than 30
minutes. These time differences are especially noticeable for higher rates. Nevertheless, expressing
battery charging and discharging in terms of C rates is a useful way of normalizing battery
performance from one cell to another.

2.4.2

3D reconstruction model

In order to study a microstructure from a stack of 2D tomographic images, a 3D reconstruction
is necessary. In this approach, segmentation of 2D images is performed to define three phases:
CBD, pore, and active. Then the information from the pixels of each image is input to the xy
dimensions of a 3D array. The z dimension of the array is filled by the information of pixels of the
subsequent images in the stack. The information of each element of the 3D array is then translated
to a 3D reconstructed image as seen in Figure 2-6. A 3D version of a pixel is called a voxel. Pixel
size and milling thickness of each 2D image determine the size of voxels.

Figure 2-6: A 2D cross-sectional view of a cathode containing NMC active material (on the left), A 3D reconstructed
structure by a stack of 2D images (on the right).

A 3D reconstruction model gives a basis for structural properties computation [91]. For
example, porosity is calculated from dividing the number of pore voxels by the total number of
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voxels. Tortuosity can be computed by applying a diffusion model to the porous structure, which
is discretized by the information from each voxel [47]. In addition, other structural properties like
specific interfacial area, pore size distribution, and particle size distribution can be determined by
a 3D reconstruction model [89].

2.4.3

Particle-based simulation

As mentioned above for microstructure study, there are several imaging techniques [4,5].
Since these techniques are too expensive and time-consuming, they are not practical for detailed
optimization of microstructure for different manufacturing parameters. That is the reason we use
battery modeling to provide in-depth understanding of electrode fabrication. The particle-based
manufacturing process simulations allow manufacturers to modify the manufacturing process for
mass production of high-performance, long-lasting, and affordable batteries especially for electric
vehicles. Additionally, a model may reveal information that is difficult to obtain experimentally
due to the thinness of Li-ion electrode films (60-70 μm) involved.
Recently, particle-based simulation for microstructure prediction has received growing
attention [1, 32]. A microstructure predictive model can provide a great insight into structure
formation during manufacturing and provide valuable information regarding battery parameters,
assisting larger scale multiphasic models. There are several structure prediction techniques in the
literature, including a statistical approach, a hybrid-statistical approach, and a physics-based
approach.
In this work, a particle-based simulation based on the interaction between particles has been
developed. LAMMPS, a particle simulator, can be used for these types of simulations. It should
be noted that the parameterization of this simulation is a big challenge since the microscopic
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properties (particle-particle interactions) should be linked to macroscopic properties like viscosity
of the fluid for a realistic parameterization. Usually, an iterative method is used for
parameterization.
Particle simulations are based on Newton’s equations of motion, and because of huge numbers
of particles the simulation is computationally expensive. Different potential functions with various
parameter values are used to describe particular particle-to-particle interactions [1, 66].
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Chapter 3
Tortuosity of composite porous electrodes with various conductive additives in an alkaline system
3.1

Introduction
The performance of batteries is speculated to be strongly affected by the composition and

microstructure of the electrodes because of these variables’ connection to transport and reaction
conditions. To identify this connection, several works have focused on predicting and
understanding microstructure of porous media [1, 8, 13, 14, 20, 32, 91, 100-103]. To understand
and optimize microstructure of porous electrodes, effective ionic conductivity is an important
factor to accompany electronic conductivity. Although there has been much work regarding
transport characteristics in lithium-ion batteries, few attempts have been made to describe transport
behavior of primary alkaline batteries. This is despite the fact that alkaline batteries are hugely
consumed yearly [19]. This chapter focuses on understanding the tortuosity and effective ionic
conductivity of porous electrodes in an alkaline system.
The Wheeler group at BYU has a history of studying ion transport for lithium-ion cathodes.
Thorat et al. [49] performed both experiments and modeling to determine tortuosity in porous
electrodes of lithium-ion batteries. They used AC impedance and polarization-interrupt methods
and developed an empirical relationship to predict tortuosity as a function of porosity. Continuing
that work, Zacharias et al. [45] used the polarization-interrupt method to quantify tortuosity and
ionic conductivity for different amounts of carbon additive and porosity in lithium-ion batteries.
They showed that tortuosity increases with the amount of carbon and binder. Finally, they provided

26

a Bruggeman-type correlation relating tortuosity to porosity with both the exponent and scaling
factor as functions of composition. Stephenson and coworkers [44] performed both experiments
and modeling to connect electrode microstructure to ionic conductivity. They confirmed that
although carbon additive is necessary to improve electronic conductivity, it restricts ionic
conductivity and can therefore hurt battery performance. Hence, there is an optimal amount of
conductive additive for the cathode.
Recently our group investigated the effect of several types of carbon additives on electronic
conductivity of primary alkaline battery cathodes [20]. The additives used were identical to those
used in this work, namely Timcal BNB90, MX15, KS15, KS6, and graphene. Amongst these
conductive additives, BNB90 was shown to produce the highest electronic conductivity, correlated
with its large particle size (90 µm), low Scott density and high BET surface area. It was also shown
that the electronic conductivity of a wet cathode with concentrated KOH is reduced by around 30%
relative to the dry value. As expected, electronic conductivity decreased with increasing porosity
and rose with the amount of carbon additive. Because knowledge of both ionic and electronic
conductivity is needed to optimize the electrode, we undertook the work described in this chapter,
which is a study of ionic transport properties.
In addition to the amount and type of additives, porosity is another important factor for
evaluating the ionic and electronic resistances in porous electrodes. Previous works have shown
that electronic conductivity decreases [20] and ionic conductivity increases with porosity [44, 45,
49, 65, 104, 105]. Thus, an optimal microstructure with reduced and balanced electronic and ionic
resistances for improved capacity is quite challenging and requires detailed knowledge of the
physical and chemical behavior of porous electrodes [21].
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The only other recent work we are aware of dealing with changing additives in alkaline battery
cathodes is due to Dong et al. [19]. They investigated the effect on discharge performance of
fluorinated graphite (FG) as a cathode additive. They found that FG improves battery performance
significantly and that the optimal weight percentage of FG is 5 wt%.
The main purpose of the work described in this chapter is to understand how tortuosity (τ) of
alkaline battery cathodes changes with porosity, composition, and the direction of compression.
To that end, a common definition of tortuosity is needed. As defined in the previous chapter,
tortuosity is a geometric parameter, that accounts for irregularity and non-uniformity of pores and
can be considered a dimensionless resistance to ionic transport. In battery-related fields, the
following definition of tortuosity is commonly used [7, 9, 23, 44, 45, 47, 49, 50, 57, 58, 60, 61,
106, 107]:
𝑘eff =

𝑘ε
τ

,

(3-1)

,

(3-2)

or equivalently,
𝐷eff =

𝐷ε
τ

where 𝑘 and 𝑘eff are the intrinsic and effective ionic conductivities, and 𝐷 and 𝐷eff are intrinsic
and effective electrolyte diffusivities, respectively. Thus, one value of tortuosity can predict both
the effective conductivity and diffusivity independent of the exact electrolyte used. Likewise, an
experiment that measures either effective conductivity or effective diffusivity can determine the
tortuosity [23, 45, 47, 49, 65, 108-110]. The porosity of the cathode is represented above by ε.
The structure of the porous network, including the distribution of particles and pores,
contributes to τ in complex ways. Therefore, τ is a function of such geometrical variables,
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particularly the porosity. An empirical correlation between ε and τ is provided by a generalized
Bruggeman-type relationship [23, 45, 47, 49, 65, 108-110]:
(3-3)

τ = γε1−α ,

where α is the Bruggeman exponent, and γ is a scaling factor. In battery simulations it has been
common to assume that α ≈ 1.5 and that γ = 1 [ 6 5 , 1 1 1 , 1 1 2 ] . These parameters have been
shown to describe the tortuosity of a system composed of spherical particles of uniform size and
random distribution in a homogeneous conductive medium. However, for realistic systems with
non-ideal particle sizes and shapes, values of α and γ can differ from this convention. In particular,
values of α up to 4 have been used [110].
Some researchers have used the Archie’s Equation instead to explain conductivity in porous
electrodes [113-117], although it has historically been used to describe the conductivity of
sedimentary porous rocks. Nevertheless, when applied to battery applications, Archie’s Equation
is mathematically equivalent to the abovementioned Bruggeman Equation.
One obstacle in directly obtaining effective ionic transport properties of porous electrodes is
that such materials facilitate both ionic and electronic transport. In many cases, the electronic
conductivity is greater than the ionic conductivity [20] and in any case is convoluted with ionic
conductivity when performing electrochemical impedance spectroscopy (EIS) or similar methods
[45, 49, 118]. For this reason, we prefer other methods for determining electrode ionic conductivity.
The remainder of this chapter discusses the measurement procedure and results for tortuosity
and effective ionic conductivity of compressed composite porous electrodes (i.e. pellets)
representing alkaline battery cathodes of different compositions and porosities. In addition,
experiments for tortuosity in the direction orthogonal to the compression direction are conducted
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for one carbon additive type. In each case, empirical correlations are developed that smooth the
data and are suitable for use in cell-level performance models. Furthermore, a COMSOL iontransport model, detailed in Chapter 1, is developed to understand observed concentration
polarization and validate the experimental tests presented in this chapter.

3.2

Experimental procedure

3.2.1

Electrochemical cell

A two-compartment apparatus for measuring effective ionic conductivity of cathode pellets
was developed for this study, as shown in Figure 3-1. Additionally, galvanostatic control was used
in order to characterize transport in the porous electrodes. To that end, ionic current flows from
one reservoir, through the pellet, and into the other reservoir. A 150-mL polypropylene container
(Nalgene) was divided into two compartments with 6.35-mm-thick sheet of polyethylene, through
which a circular hole was milled to connect the two compartments. Multiple hole diameters were
used, but the most commonly diameter was 20 mm. The partition was glued in place with silicone
to form a tight seal against the container walls. The pellet was secured inside the aperture. To
provide a tight fit that would inhibit any shunt currents and assist in maintaining structural integrity,
pellets were generally placed inside an elastomeric sleeve (i.e. a thick rubber band) with a slightly
longer width than the pellet’s axial length, then inserted into the hole, leaving a flat pellet face
exposed to each compartment. The orthogonal-direction experiments differed in the means of
mounting the pellet and are discussed below.
Both compartments were filled to the same height with electrolyte solution of the same
composition. One reference electrode (RE) was placed in each compartment adjacent to the pellet.
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In addition, each compartment contained a working electrode (WE) secured to the inside wall of
the container. A constant current was then passed through the system using a potentiostat (Arbin
MSTAT). The voltage drop across the REs was measured over time (additional details below).

Figure 3-1: Experimental apparatus (not to scale) with porous electrode (pellet) secured in cylindrical aperture
between two electrolyte-filled chambers.

3.2.2

Composite electrode

Multiple cathode compositions (amounts and types of the conductive additives) and porosity
were investigated, as given by Table 3-1 and previously discussed [20]. The primary carbon
additives were the TIMCAL graphites BNB90, MX15, KS15, KS6. In addition, a mixed graphenetype material (Graphene Supermarket) was used. The composition of pellets was varied from 0 to
100 wt% carbon additive, with the remaining solid material being electrolytic manganese dioxide
(EMD TRONOX). Because BNB90 is the best-performing additive electronically [20], it is more
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attractive for commercial use. Therefore, compositions containing BNB90 and EMD received
more attention than others in this research.
Table 3-1: Evaluated properties of the pellets with varying compositions and porosities
Type
TIMCAL
BNB90
parallel
direction

TIMCAL
BNB90
orthogonal
direction

TIMCAL
MX15
TIMCAL
KS15
TIMCAL
KS6
Graphene

Composition
(graphite wt%)

Porosity (%)

100
75
50
25
10
4.5
3
2.5
2
1
0
100
10
4.5
3
2
1
0
100
10
4.5
100
10
4.5
100
10
4.5
4.5

10 — 24
15 — 25
24 — 29
24 — 30
23 — 36
27 — 32
24 — 31
25 — 30
24 — 29
24 — 26
21 — 24
8 — 18
22 — 33
25 — 29
24 — 29
21 — 25
23 — 24
24 — 26
9 — 21
21 — 26
15 — 20
10 — 19
22 — 25
21 — 25
11 — 24
14 — 17
21 — 25
26 — 29

Tortuosity

MacMullin
𝜏
number ( )
𝜀

11.3 — 19.5
10.5 — 13.7
9 — 10.4
7.9 — 9.4
4.5 — 7.8
3.2 — 6.0
3.3 — 5.0
2.9 — 4.7
2.9 — 4.2
2.5 — 3.4
1.7 — 2.4
11.4 — 16.4
4.6 — 5.9
3.3 — 4.6
3.1 — 4. 0
3.3 — 3.6
3.2 — 3.4
1.4 — 1.7
7.9 — 14.3
5.4 — 7.7
5.5 — 7.0
7.5 — 11.7
4.6 — 6.7
3.9 — 5.0
6.7 — 9.4
6.1 — 8.1
3. 6 — 4.3
3.9 — 5.5

46 — 186
42 — 90
31 — 44
26 — 39
13 — 33
10 — 22
11 — 21
10 — 19
10— 18
10 —14
7 — 11
62 — 213
14 — 27
12 — 18
11 — 16
13 — 16
13 — 15
5—7
38 — 159
21 — 36
28 — 47
41 — 115
19 — 31
16 — 24
28 — 85
35 — 60
14 — 21
14 — 21

Individual fit
(𝛾, 𝛼)
𝜏 = 𝛾𝜀 1−𝛼
4.47, 1.64
4.97, 1.54
3.57, 1.74
2.51,1.96
1.56, 2.09
0.1, 3.99
0.35, 2.92
0.17, 3.35
0.33, 2.79
0.004, 5.82
0.047, 3.54
5.67, 1.42
2.13, 1.69
0.22, 3.16
0.64, 2.26
1.21, 1.71
0.56, 2.22
0.026, 3.92
2.46, 1.74
0.64, 2.56
1.77, 1.71
2.35, 1.71
0.04, 4.34
0.70, 2.24
3.44, 1.46
1.08, 2.0
1.0, 1.94
0.03, 4.93

𝑅2 (%)
99
99
99
93
96
81
98
94
98
92
99
97
94
95
91
69
94
1
99
74
84
98
91
98
97
96
92
99

In general, EMD particles by themselves cannot hold together well as a pellet; carbon
additives act as a binder in cathodes in addition to increasing electronic conductivity. It was found
qualitatively that BNB90 functions better in this role than other carbons, with KS6 being the worst
binder. For small carbon fractions, pellets could be quite fragile when removed from the
compression die (see below), and this limited the ability to perform experiments on some
compositions at higher porosities. This difference in carbon mechanical behavior was also apparent,
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if less noticeable, when making pellets of 100% carbon. The beneficial role of graphites can be
explained by their malleability and morphology. It appears that expanded flakes like BNB90 and
graphene can hold pellets together well, while spheroidal additives like KS15 and KS6 make less
strong pellets [20].
Each sample was compressed in a cylindrical die (20-mm diameter) placed in a benchtop press
(Carver Model 3851-0). The mass of pellets varied from 1 to 4 g, depending on the composition
and type of graphite used in the pellet. Different porosities were achieved generally by using a
compression force between 16 and 107 kN for about 1 minute. However, for lower amounts of
carbon (less than 3 wt%) a compression force of 107 kN was applied for longer periods of time to
densify the porous electrodes and make them stronger. Because EMD electrodes are not able to
hold together well without a carbon additive, high-porosity samples with lower amounts of carbon
(less than 3wt%) could not be made.
The porosities of the pellets were determined using the following equation [20]:
ε=1−

𝑚

,

𝐿𝐴ρ

(3-4)

where the pellet mass, thickness, and cross-sectional area are given by m, L, and A, respectively.
The density (ρ) is the composite density of the solids, which is a mass-average density of the EMD
−1
and carbon crystalline densities: ρ−1 = 𝑤EMD ρ−1
EMD + 𝑤𝐶 ρ𝐶 , where each 𝑤 is a component dry

mass fraction. The porosity calculated this way considers all pores including intra-particle and
inter-particle pores (for instance, EMD contains approximately 25% intra-particle nanoporosity).
In previous work by Nevers et al., inter-particle porosity was used for instance in correlating
electronic conductivity [20]. Crystalline densities for EMD and the different types of graphite were
4.9 g cm-3 and 2.15 - 2.26 g cm-3 (depending on the graphite type), respectively [119, 120].
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3.2.3

Working and reference electrodes

Platinum mesh WEs were used to provide current flow through the pellet, though preliminary
work with stainless steel mesh WEs gave comparable results. Luggin-type capillary Ag/AgCl
reference electrodes were used to measure the voltage drop across the pellet, in which the open
end of the capillary was placed against each of the two exposed surfaces of the pellet. Consistent
positioning of the REs as close as possible to the pellet in all tests serves to minimize erroneous
voltage losses not taking place inside the porous electrode (what we call pellet) itself, although
voltage drops in pure electrolyte are negligible compared to voltage drop in the porous electrode,
meaning that the experiment has little sensitivity to the exact positioning of the REs.
The REs were formed from 0.5-mm diameter silver wires that a portion of surface was
oxidized to silver chloride were plated with silver chloride. To make new electrodes, a silver wire
and a small silver sheet were placed in 1M KCl. The potential between the two was set to 2 volts
with an external power supply, and the wire was oxidized for approximately 3 minutes. The
resulting AgCl-coated wire was then placed in a fresh 1M KCl solution. Silicone or hot-melt
adhesive was used to seal one end of the wire inside a glass capillary tube (1.5 mm inside diameter,
100 mm length) filled with 1M KCl. The seal ensured that the electrolyte would remain inside the
capillary tube and around the wire.
Because AgCl deteriorates in light, the electrodes were stored in the dark in a 1M KCl solution
when not being used for measurement. Nevertheless, it became necessary to remake the electrodes
periodically, using the following procedure. The silver wire from old REs was left in ammonium
hydroxide for approximately 5 minutes to strip any residual AgCl from the surface of the electrode.
Electrodes were then rinsed with distilled water. Abrasive paper was used to remove any remaining
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oxidant on the surface of the wire. The wire was again rinsed in distilled water. The stripped wire
was then recoated with AgCl and placed in a capillary as described in the previous paragraph.

3.2.4

Polarization procedure

The pellet was mounted in the divider between the two cell compartments. REs and WEs were
placed in each compartment and connected externally to the potentiostat. Immediately after adding
electrolyte to both compartments, constant current (2 mA) was passed in one direction until the
system approximately reached quasi-steady state. The required amount of time depended upon the
thickness, porosity, and composition of the pellet, with a typical time being 20 minutes. The
temperature of the electrolyte was then measured. The current was interrupted and the cell relaxed
for a modestly longer length of time (e.g. 25 minutes) until the potential across the pellet had
decayed essentially to zero. The polarization and relaxation steps were then repeated with the
direction of current flow (i.e. polarity) reversed during this second cycle.
The effective ionic conductivity of the pellet is then calculated from
𝑘eff =

𝐿𝑃 𝐼

,

Δ𝑉𝑅𝐸 𝐴

(3-5)

where I is the current, Δ𝑉𝑅𝐸 is the initial potential drop (at t ≈ τ𝐷𝐿 , see below) between the REs,
or across the cathode, 𝐿𝑃 is the thickness of pellet, and 𝐴 is cross-sectional area of the pellet . In
order to compute tortuosity from Eq. (3-1), the intrinsic conductivity of the electrolyte solution (𝑘)
is also needed. Intrinsic conductivities for the electrolytes used here, as a function of temperature,
have been determined previously [121, 122]. Note that Eq. (3-5) is a modified form of Ohm’s law
without any concentration polarization or electronic current flow. To satisfy these assumptions,
the voltage is collected around 1 s to 1.5 s after the onset of current flow.
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Figure 3-2: Effect of varying the mass of a pellet (4.5wt% BNB90) (a) on tortuosity and (b) on effective ionic
conductivity for multiple porosities. An electrolyte of 7M KOH was assumed.

As explained below, most experiments were conducted with 1M KCl electrolyte, which is
adequate for determining both 𝑘eff and tortuosity, and hence Bruggeman-type relations (Eq. (3-6)).
However, in Figure 3-2 𝑘eff is presented using the k value for 7 M KOH, to make the 𝑘eff values
more representative of what would be observed in a commercial alkaline cell.

3.2.5

Anisotropic tortuosity

Most of the work here was done with ionic conductivity determined in the same axial direction
as the cylindrical pellets were compressed (out-of-plane tortuosity). In cylindrical commercial
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cells, the annular cathode segments are likewise compressed primarily in the axial direction;
however, this is orthogonal to the radial direction of current flow. Therefore, some samples were
tested in this orthogonal current direction to assess the magnitude of this effect.
In developing the procedure for measuring conductivity in the orthogonal direction, it was
decided to keep the sample fabrication and testing processes as close to the original tests as possible.
At the same time, simply rotating the cylindrical pellet inside the cell would lead to multiple
problems. Therefore, longer pellets were made using the same die and compression process. These
longer cylindrical pellets were, as before, compressed in the axial direction. They were then
encased in Lucite acrylic resin (LECO 32 mounting press, LECO Corp). This provided mechanical
support to allow a relatively fragile pellet to be sectioned using a diamond saw (4-inch diameter,
water cooled, LECO VC-50). Two parallel cuts were made in the axial direction (the direction of
compression) on either side of the pellet central axis, leaving behind a 1- to 4-mm-thick quasirectangular section taken from the center of the pellet. This section still contained an acrylic shell
around its circumference, allowing it to be mounted in a modified cell partition using hot-melt glue
to secure it inside a rectangular aperture. Because these orthogonal sections were of similar
thickness to the previous cylindrical samples (1-4 mm), the time it took to reach equilibrium was
comparable to the previous experiments. Representative surface area A was determined using a
harmonic mean of both exposed faces of the section. The thicknesses at 5 different locations across
the pellet were averaged to obtain 𝐿𝑃 used in Eq. (3-5).
There were concerns that the encasing and slicing procedure might moderately change the
morphology of the pellet. A validation experiment was run to alleviate these concerns. This
experiment followed the above procedure for mounting and slicing the pellet but did so in a manner
that the finished sample was simply a thinner circular cross-section of the original pellet, now
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encased in the acrylic resin. It was found that there was an acceptably small difference (less than
2%) between the effective axial conductivities of the samples made by the two methods. Therefore,
it was concluded that the effect of the mounting and cutting procedures for orthogonal samples
was acceptably small.

3.2.6

Choice of electrolyte

Figure 3-3 shows polarization curves of pellets with zero, low, and high additive fractions in
1M KCl electrolyte. According to our observations, for pellets with low tortuosity or high porosity
(pure EMD pellets) the polarization curve included an initial jump followed by almost no
additional voltage increase (Figure 3-3 a). However, by increasing additive fraction, a large
transient polarization appeared (Figure 3-3 c). In order to understand this difference between
Figure 3-3 a, b, and c, a Multiphysics model was undertaken as described in Chapter 1.
Although initial polarization (Ohmic polarization) was used for tortuosity determination, all
of the experiments were performed for 15-75 minutes, depending on composition of the pellet, to
generate a more complete polarization curve. One purpose of running the experiments for
additional time was we wanted to understand what was causing the large transient polarization at
higher additive fractions. Another purpose was to confirm that tortuosities were accurate, based
on the hypothesis that the transient part was due to concentration polarization and would be subject
to the same tortuosity. In other words, the tortuosity used for effective ionic conductivity (initial
voltage increase) should be consistent with the tortuosity used for effective diffusivity, which
represents the transient part.
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Figure 3-3: Representative experimental results using an EMD/graphite pellet in 1M KCl.

Multiple electrolytes were used to measure the transport properties of cathodes in initial
experiments. Naturally, the first electrolyte chosen for the experiments was KOH, the electrolyte
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used in commercial alkaline batteries. However, it was discovered that it took the system
approximately 3 hours to reach quasi-steady state using KOH versus 5-30 minutes with other
electrolytes such as KCl and NaCl. NaOH was also investigated as an electrolyte. It behaved
similarly to KOH and offered no advantages. The observed time variations cannot be explained
solely due to transport property differences and may well be due to adsorption or wettability of the
different ions with the pellet materials.
For our subsequent experiments, KCl was the electrolyte of choice. While identical pellets in
KCl and KOH gave consistent tortuosity values, pellet tortuosities evaluated in NaCl were
approximately 15% less than those obtained while using KCl and KOH. This may be due to the
presence of nano-pores in EMD in which ion-specific surface interactions have an effect on ion
transport [123-125].
In addition, the pellets appeared to show less mechanical degradation over time when using
KCl as electrolyte. With the exception of the graphite additive, the cathodes used did not contain
any binder or other additives that would help them remain intact in a freestanding geometry.
Though all cathodes showed some crumbling or loss of material from the surface to a certain extent
over extended periods of time, the amount of pellet deterioration in KCl solution over the
experimental time scale was considered negligible.

3.2.7

Other tests

Several experiments were run to further validate our experimental design. One test was run
by placing a small capillary tube where the pellet had been, while blocking all other current paths.
Passing current through the capillary tube gave the expected tortuosity value of 1.0 and the system
reached quasi-steady state in less than 0.05 seconds. Then a metal wire was placed inside the
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capillary tube to imitate the electronic conductivity that exists in the pellet. The result was the
same: The system reached equilibrium almost instantly and the tortuosity of the tube was
calculated to be 1.0. These tests were done with multiple electrolytes. Next, a pellet was formed
from copper powder compressed in the same manner as the other pellets. The result was slightly
different. The voltage drop across the pellet stepped up initially followed by a much slower
transient increase. The pressed copper thus seemed to behave like a hybrid between the alkaline
cathode pellets used in other experiments and the glass capillary tube.
Both graphite and EMD are known for having a fairly high surface area [20]. BET surface
area tests were run on pure KS6 graphite, EMD, and EMD/graphite mixtures. The EMD and
EMD/graphite mixtures had a surface area of 31 m2 g-1, and the pure graphite had a surface area
of 18 m2.g-1. Comparable values For BET surface area are reported in work by Cericola and Spahr
[126]. For such large surface areas, the wettability of the carbon and EMD surfaces to particular
electrolytes are likely to differ, and could contribute to observed electrolyte effects.
The time constant for capacitive effects, as another possible cause of the transient polarization,
is less than a second for our electrodes, based on reasonable values for surface area, area-specific
capacitance, and conductivities [127]. On the other hand, the time constant for diffusion is from a
few minutes to a few hours. Comparing these two time constants, it appears that double-layercharging time is negligible and the time-dependent part of the polarization curve is coming from
concentration polarization, i.e. diffusion potential. In the next chapter, this conclusion is confirmed
by a COMSOL Multiphysics model.
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3.3

Tortuosity and microstructure results and discussion

3.3.1

Ionic conductivity of partially deteriorated pellet

As previously discussed, there was some concern about pellets slowly disintegrating over time
when contacted by electrolyte. We wished to know if this behavior changed with passing of current.
In order to understand the behavior of a pellet submerged in electrolyte for longer times, a pellet
with 10 wt% BNB90, 90 wt% EMD, and porosity of 22% was tested in the system for 20 hours.
During this time, voltage drop across the pellet was recorded and it was observed that, after
reaching apparent quasi-steady state (in Figure 3-4 this appears as a voltage peak on this timescale),
the voltage began slowly decreasing, indicating decreased ionic resistance. To see the possible
causes of this phenomenon, a pellet having the same composition and porosity was tested with a
3-hour delay, meaning that the pellet had been put in electrolyte for 3 hours before the current was
flowed. As shown in Figure 3-4, the two pellets showed the same electrochemical response to
current flow, after accounting for the delay on the second pellet. This suggests that pellet internal
structure is affected only by electrolyte contact and not by the passing of current.
Additionally, the electrolyte of both compartments was manually mixed at times during the
20-hour experiment and no change was seen in the voltage signal. This shows that the long-time
change in the voltage is caused by slow changes to the pellet itself, rather than diffusion limitations
in the reservoirs. As a reminder, in this work all of the effective conductivities were measured
within a few minutes of the pellet being placed in contact with electrolyte so that tortuosity values
reflect the tortuosity of the intact pellet (before any structural changes occurred due to partial
deterioration of pellet).
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Figure 3-4: Voltage vs. time curves for wet pellets showing the correspondence of the 20-hour test to the test run after
a 3-hour delay.

The increase in effective ionic conductivity of a soaked cathode is most likely due to structural
rearrangement. In order to understand this effect, the volume of a wetted sample was measured
before and after wetting and then after being left in open air for a day to completely dry. For a
typical pellet sample (10% BNB90 and weighing 3 g) soaked with electrolyte for 4 hours, thickness
increased approximately 2% (initial thickness was 3.03 mm) and calculated porosity increased
from 21.4% to 22.8%. After letting the same sample dry completely, the thickness and porosity
did not further change significantly. This illustrates that pellets swell moderately when left in the
electrolyte—permanently rearranging their microstructure. The electrolyte probably creates new
pathways for ions, increases the size of pores, and/or changes the contacts among adjacent carbon43

carbon, carbon-EMD, and EMD-EMD particles. It should be noted that these structural changes
depend on how long the pellet is in the electrolyte; a longer time results in greater changes in the
pellet. However, there may be less structural change in commercial electrodes due to confinement
in the metal can. Nevers et al. considered electronic conductivity of wet electrodes and came to
similar conclusions about the structure of soaked pellets [20]. In commercial primary alkaline
batteries, the composition appears to be chosen so that electronic conductivity, rather than ionic
conductivity, is preferred. This is most likely due to the fact that electronic conductivity decreases
and is more sensitive to small structural changes upon contact with electrolyte, meaning that the
dry electrode must be overdesigned with respect to electronic conductivity compared to ionic
conductivity.

3.3.2

Experimental variations

Varying the pellet’s mass (i.e. thickness) does not seem to systematically affect the calculated
tortuosity or effective conductivity (Figure 3-2). This suggests that contact or interfacial
resistances, not included in our calculations, are negligible. Otherwise, interfacial resistances
should affect thinner electrode transport more noticeable than that of thicker electrodes.
As seen in Figure 3-5, increasing the mass fraction of BNB90 in the pellet increased tortuosity
and caused effective ionic conductivity to decrease. Pellets with higher proportions of BNB90 held
together better under experimental conditions, likely because compression forced BNB90 into the
pores between EMD particles, clogging pores while also effectively functioning as a binder (see
Figure 3-12).
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Figure 3-5: Tortuosity of composite electrodes made of differing dry mass fraction of BNB90, as a function of porosity.
Symbols represent experimental data while lines of matching color represent fits to a modified Bruggeman-type model.

Varying the amount and type of carbon additive also significantly affected structural
properties. Pellets fabricated with BNB90 and graphene additives held together quite well under
experimental conditions while those fabricated with KS6 did not hold together well unless
compressed above 3100 bar. Pellets made with pure EMD were left under 3400 bar of pressure for
a day or two (occasional adjustment of the press was necessary to maintain pressure) in order to
ensure structural integrity. Figure 3-5 demonstrates that graphitic additives obstruct ion flow much
more than does EMD active material, because the pellets with higher amounts of graphite exhibit
higher tortuosity.
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We observed that the volume fraction of the carbon additive in the pellet plays a significant
role in pellet stability (the binder effect), as well as tortuosity (the pore-plugging effect). As seen
in Table 3-2, BNB90 and graphene exhibit comparably low densities. Pellets formed with slightly
denser KS6 additive were found to be less tortuous than pellets fabricated with graphene and
BNB90 and did not hold together as well when placed in electrolyte solution. Therefore, it is
reasonable to generalize that additives with lower densities and therefore larger volume fractions
result in pellets with higher tortuosities. Similarly, an increase in carbon mass fraction increases
the tortuosity and stability of pellets.
Table 3-2: Morphological and structural properties of various graphitic additives and EMD [20, 119, 128, 129].
Carbon additive

d90* (μm)

Shape

BNB90
85
Expanded anisometric 2D flakes
MX15
17
Anisometric flakes
KS6
6.5
Isometric, irregular spheroids
KS15
17
Isometric, irregular spheroids
Graphene
4.5
12 nm thick, 4.5 µm wide
*
10% of the particles have diameters more than reported value

As-poured (Scott) density
(g cm-3)
0.03
0.065
0.07
0.1
0.04

The volume fraction of the carbon additive, though important, is not the only factor that
determines ion transport. In order to understand the impact of the shape, structure, and particle size
of the additives, scanning electron microscope (SEM) images were taken of graphite powders
tested in this work (Figure 3-6). Most notably, in spite of the fact that TIMCAL reports spheroid
particle shapes for KS15 and KS6 (see Table 3-2), the observed shapes resemble small flakes rather
than spheroids. BNB90 looks to have large flat surfaces (around 90 µm) possibly resulting in good
electronic connection between particles, improved electronic conductivity, and very large barriers
for ion transport. On the other hand, the small flakes of KS6 (around 7 µm) seem to make weaker
electronic connection, have fewer blockages, and result in less tortuous paths. Because of the
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similar structures of MX15, KS15, and KS6, it is expected that they would exhibit similar transport
and structural properties.

Figure 3-6: SEM images of powder of graphitic additives used in this work

3.3.3

Correlations between tortuosity, porosity, and composition

Accurate battery models require accurate transport data especially at high charge/discharge
rates, as tortuosity plays a more significant role at high rate cycling. To aid in future battery models
and optimize battery performance, it is necessary to know how ionic and electronic conductivity
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change with porosity and carbon fraction. To that end, we provide a series of empirical fits to
Bruggeman-type equations. Firstly, one may use Table 3-1 and Eq. (3-3) to calculate tortuosity
from individual least-squares fits of tortuosity at various compositions. In this case the R2 values,
given in Table 3-1, are quite high.
We also endeavored to perform fits with a more generalized empirical model that accounts
for composition variations. What follows is a modified Bruggeman-type equation in which γ and
α are each polynomial functions of composition:
τ = (𝛾0 + 𝛾1 𝑤𝐶 + 𝛾2 𝑤𝐶 2 + 𝛾3 𝑤𝐶3 )ε(𝛼0+𝛼1 𝑤𝐶 ) ,

(3-6)

where ε is porosity and 𝑤𝐶 is the mass fraction of the graphite. This relation has six adjustable
parameters, which were determined by a combined least squares fit. Table 3-3 gives the parameters,
which were fit for four different types of graphite along with an orthogonal configuration (BNB90).
The lowest R2 is 0.96, which shows an acceptable fit between the data and the model. Another way
to assess the accuracy of the model is through the maximum relative residual and root mean square
(RMS) residual values, with residuals defined in a normalized fashion:

residual =

|τexp − τmodel |
τexp

.

(3-7)

As seen in Table 3-3, RMS residual is less than 11%, which can be considered the average
relative error of the model. To show how well Eq. (3-6) fits experimental data, corresponding
curves are included in Figure 3-5, 3.7-3.9.
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Table 3-3: Parameters to be used in Eq. (3-6) for tangential (to compression) tortuosity of porous electrodes with
different types of graphitic additives, and orthogonal (to compression) tortuosity for those with BNB90.
Parameters
𝛼0
𝛼1
𝛾0
𝛾1
𝛾2
𝛾3
𝑅2 (τexp/τmodel)
Max. residual
RMS residual
Fitted range for
wt%

10 wt% and below
BNB90
-1.97
5.95
0.11
9.49
0
0
0.96
14%
7%
0-10

Above 10 wt%
BNB90
-0.67
0.11
2.76
5.99
-8.60
5.18
0.99
5%
2%
11-100

Orthogonal
BNB90
-1.71
1.39
0.17
7.81
-37.95
37.26
0.99
25%
11%
0-100

MX15

KS15

KS6

-1.01
0.28
0.46
15.77
-59.67
45.95
0.99
12%
5%
0-100

-2.17
1.48
0.08
2.98
-11.44
10.81
0.99
10%
5%
0-100

-1.06
0.59
0.43
13.00
-70.99
60.94
0.99
11%
2%
0-100

Tortuosity of pellets containing BNB90, MX15, KS15, and KS6 from both experiment and
correlation are included in Figure 3-7, showing the differences between the tortuosities of various
additives for three amounts of graphitic mass fraction. KS6 exhibits the lowest tortuosity, followed
by KS15, MX15, graphene, and BNB90. Furthermore, all types of graphitic material show
increasing tortuosity with decreasing porosity and increasing additive mass fraction. With our
model it was difficult to fit the baseline case of BNB90 additive for the full (0-100%) composition
range, so the fit was divided into two ranges as shown in Table 3-3. The curves shown in Figure
3-7 b and c were for the smaller (0-10%) range, whereas the curve for BNB90 in Figure 3-7 a uses
the upper range.
Figure 3-8 illustrates how tortuosity orthogonal to the compression changes with porosity and
the amount of additive (BNB90). This shows the same trends as the baseline case of tortuosity
parallel to the compression found in Figure 3-5.
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Figure 3-7: Tortuosity versus porosity of composite electrodes with (a) 100%, (b) 10%, and (c) 4.5% graphite (BNB90,
MX15,KS15, KS6, and graphene). Symbols represent experimental data while lines of matching color represent fits
to a modified Bruggeman-type model.
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Figure 3-8: Tortuosity orthogonal to the compression for BNB90/EMD composite electrodes as a function of porosity.
Symbols represent experimental data while lines of matching color represent fits to a modified Bruggeman-type model.

Figure 3-9 compares MacMullin numbers of the pellets made with BNB90 and EMD in
orthogonal and tangential compressions. MacMullin number is defined as the ratio of tortuosity to
porosity [51, 62-67]. The results illustrate that the orthogonal MacMullin numbers are lower than
tangential MacMullin numbers. This difference is more significant at lower porosities and higher
amounts of graphite. For example, a pellet (3% BNB90) with porosity of 30% has an orthogonal
ionic conductivity 7.6% greater than that found in the parallel direction. However, a pellet with
the same composition but a porosity of 20% has an orthogonal ionic conductivity 31.3% greater
than that found in the parallel direction. This effect is even more pronounced for pellets with
greater carbon mass fraction. Pellets with 10% BNB90 show an ionic conductivity increase of 30.8%
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for 30% porosity and 47.8% for 20%. This tortuosity heterogeneity effect has been also observed
previously for calendered thin-film electrodes used in Li-ion batteries [7].
The difference between orthogonal and tangential tortuosity seems to be due to the change in
the pathways caused by compression; specifically, the pathways in the compression direction are
made more tortuous while those in the orthogonal direction are less affected. In the case of Li-ion
electrodes and in particular Li-ion anodes made with graphite, a similar anisotropy has been
attributed to particle alignment, i.e. non-spherical particles adopting a preferred orientation [20,
126]. In our work the investigation of tortuosity in the two directions is not specifically intended
to quantify the influence of particle alignment, though there is a significant degree of anisotropy
evidenced in Figure 3-9 and Figure 3-10. Even though they are fabricated by different processes
than those made here, Li-ion electrodes still follow the same trend in which calendering to create
higher density or lower porosity increases tangential tortuosity (out-of-plane tortuosity in flat Liion electrodes) [7].
Unlike Li-ion batteries, in which ions transport normal to current collector (i.e. out-of-plane
tortuosity is most critical), for alkaline batteries ion movement mainly takes place in the orthogonal
direction to the compression. For that reason, compression during electrode fabrication does not
reduce the ionic transport in alkaline batteries as much as in Li-ion batteries. Thus, for decreased
out-of-plane tortuosity in Li-ion cells (which is ideal for high-rate performance) some modification
is needed in the manufacturing process in order to produce electrodes that do not require high
levels of calendering for ideal porosity.
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Figure 3-9: MacMullin numbers of BNB90/EMD composite electrodes, comparing values for parallel and orthogonal
directions of compression. Symbols represent experimental data while lines of matching color represent fits to a
modified Bruggeman-type model.

Although only BNB90 was tested for orthogonal tortuosity in this work, it is instructive to
examine cross-sections of other compressed graphitic additives to qualitatively compare
orthogonal and tangential pathways. An FEI Helios Nanolab 600 instrument was used to mill pellet
samples by focused ion beam (FIB) and to take SEM images of cross-sections. As seen in Figure
3-10 for multiple graphite types, pore paths are more aligned to the orthogonal direction. It was
not possible to test all pellet compositions using this method due to cost and pellet fragility.
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Figure 3-10: Cross-sectional view of pellets with a) 10% BNB90, 24% porosity, b) Pure MX15, 13% porosity, c) Pure
KS15, 16% porosity, d) Pure KS6, 16% porosity. Note that the direction of compression is from the top to the bottom
of the images.

3.3.4

Pellet morphology

The results in this work together with work by Nevers et al. [20] show that various carbon
additives affect ionic and electronic conductivity differently. This behavior corresponds to the
particle shape, size, aspect ratio, surface area, Scott density, and other morphological features. As
previously mentioned, carbon additives with lower Scott density generate higher tortuosity. It can
also be seen that expanded graphite with larger flakes, like BNB90 and Graphene, increase the
restriction of ion transfer, resulting in lower ionic conductivity (higher tortuosity), while graphite
with small flakes, like KS6 and KS15, provide higher ionic conductivity (lower tortuosity). In
addition, it appears that additives with larger particle sizes tend to agglomerate to a higher degree,
reducing ionic conductivity, but graphene is an exception in this regard.
To clarify the effects of particle shape and size on ionic conductivity and tortuosity, SEM
images were taken of the surfaces of prepared pellets with pure BNB90, MX15, KS15, KS6, EMD,
10% BNB90, and 10% KS6. (Porosities were 10% for pure graphitic samples and 25% for the
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mixtures.) These images (Figure 3-11) supplement the images of the four carbon additives taken
as powders shown in Figure 3-6.
Figure 3-11 compares four types of graphite, showing a very dense and compact media for
BNB90 (image a), resulting in lower ionic conductivity (higher tortuosity) and higher electronic
conductivity due to larger flakes and smaller pores. For the other three types of graphite, one sees
smaller flakes and more obvious pores, which result in higher ionic conductivity and lower
electronic conductivity [20]. The similarity between the images of KS15 and KS6 is consistent
with their similar transport properties.

Figure 3-11: SEM images of pellet surfaces with pure (a) BNB90, (b) MX15, (c) KS15, and (d) KS6

Figure 3-12 shows the surfaces of additional pellets, with image (a) being a pellet made with
pure EMD. The macroscopic pores seen in this image can satisfactorily explain why pure EMD is
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not significantly electronically conductive, has a large ionic conductivity, and results in such a
fragile pellet. Large particle size and particular particle shapes (images (a) and (c)) create these
pores, providing convenient paths for ions to traverse and resulting in low electronic contact
between particles. This characteristic of EMD is also evident in images (b) and (c) which are pellets
with 10% BNB90 and KS6, respectively. In these images, large pores, introduced by the large
EMD particles, are creating ion paths and therefore increasing ionic conductivity (decreased
tortuosity). Further, in image (b), EMD particles are better connected and the graphite media is
denser and more compact, correlating with the lower ionic conductivity of pellets made with
BNB90.

Figure 3-12: SEM surface images of compressed pellets with (a) Pure EMD, (b) 10% BNB90, (c) 10% KS6 surface,
as well as (d) EMD powder.
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Among all carbon additives tested, BNB90 exhibits the highest electronic conductivity and
the lowest ionic conductivity. This is probably because of its large flakes (85 μm), low Scott
density, high surface area, high aspect ratio, particle shape (expanded flakes), and well-connected,
interspersed carbon pathways [20]. Since expanded graphites like BNB90 and graphene are more
expensive, it is worth studying the characteristics of cathodes with various kinds of additives in
order to apply the best composition, leading to better performance at lower cost.

3.4

Conclusions
Accurate battery models require transport properties such as effective ionic conductivity (or

tortuosity) and electronic conductivity through porous electrodes. Ionic and electronic
conductivity change in opposing ways with changes in carbon additive fraction, carbon type, and
porosity. Thus, understanding both ionic and electronic conductivity is necessary for battery
optimization. Although electronic conductivity has been explored relatively thoroughly in alkaline
cathodes, few attempts have been made to determine the corresponding ionic conductivity.
In this work, a two-compartment DC method was developed for tortuosity measurement.
Effective ionic conductivity and tortuosity of several types of graphite, namely TIMCAL BNB90
(orthogonal and parallel to the compression direction), MX15, KS15, KS6, and graphene (only
parallel to the compression direction) were measured, each at several porosities and as varying
fractions of graphitic additives in order to understand the effects of porosity, graphite type, and
composition on structural and transport properties. Calculated tortuosities were fit to a modified
Bruggeman-type relation, giving an independent correlation for each type of graphite tested.
By understanding effects of conductive additives on microstructure and transport properties,
taking into account cost and application, battery performance may be optimized. Our results reveal
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that effective ionic conductivity increases with porosity and decreases with increasing graphite
fraction. KS6, KS15, MX15, Graphene, and BNB90 were found to have decreasing ionic
conductivities in that order. Tortuosity experiments in the orthogonal direction to the direction of
compression (corresponding to in-plane tortuosity in Li-ion cells) on porous alkaline electrodes
were performed. The results showed better ionic transport in the orthogonal direction. This is
advantageous in manufactured alkaline cells because ions primarily transport in orthogonal
direction to the compression.
It was observed in the experiments that contact with electrolyte over time caused swelling or
disintegration of the pressed electrodes. This could result in improved ionic transport in real cells
over time, while at the same time harming electronic transport. On the other hand, loss of solvent
over time (i.e. drying out of the cell) would tend to inhibit ion transport.
According to our findings and previous works [20], it is best to use large-flake additives like
BNB90 to improve electronic conductivity [20], but the amount should not be so high as to block
the pores and impair pathways for ion transfer. Other avenues of research could examine a
combination of several carbon additives, the amount of carbon additives, and the amount of
compression.
The polarization method used in this work could be adapted to examine thin-film electrodes
for other types of batteries, such as Li-ion. In one manifestation, cells could be fabricated inside a
glove box with a symmetric series of layers: lithium foils as WEs, separator films between WEs
and REs, and separators between the REs and a delaminated porous electrode film. The reference
electrodes would need to be either wires or porous grids containing lithium.
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Chapter 4
Multiphysics models for DC polarization experiments
4.1

Introduction
The previous chapter described how multiple experiments helped to validate the method of

determining tortuosity for alkaline battery cathodes from the initial (Ohmic) polarization. However,
the subsequent transient polarization with increasing amounts of carbon (see Figure 3-3) was not
understood merely by the experiments. In order to further understand the polarization experiments
discussed in the previous chapter, and confirm our interpretation of the experiments, short- and
long-time models were needed for shorter and longer times analysis. Therefore, transport models
using COSMOL Multiphysics 5.3 were developed and are reported in this chapter.
Notably, the primary purposes of these models are to understand the physical basis of the
observed polarization curves including Ohmic and concentration polarization, and to validate the
method used for tortuosity measurement (using only Ohmic polarization for effective ionic
conductivity and tortuosity) described in detail in the previous chapter. Therefore, a perfectly
quantitative match between experiment and model is not required to fulfill these purposes.

4.2

Double-layer charging analysis (short-time model)
In general there are two pathways for current to flow through our sample: electronic and ionic.

Figure 4-1 shows an equivalent circuit to better explain electronic and ionic current and double
layer capacitor charging. In order for our experiment to succeed as designed, most or all of the
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current must flow through the ionic pathway during the period of voltage measurement and
application of Eq.(3-5). However, at extremely short times after current begins to flow, some will
flow through the electronic pathway (see Figure 4-1). This is well described by the analysis
performed by Gomadam et al. [130]. In the language of that work, our experiment constitutes
Configuration III, for which there is a well-developed mathematical model that will function at
short times, i.e. in the absence of concentration polarization. Once the capacitive double-layer
throughout the pellet has fully charged, all the current will flow through the ionic pathway (because
of infinitely high resistance of the capacitor after being charged) and Eq. (3-5) will be valid. On
the other hand, if one waits for much longer periods, then concentration polarization effects
become significant. Thus, there is a small window of time in which to analyze the system according
to Eq. (3-5). As mentioned in the previous chapter, our experimental times for the collection of
Δ𝑉𝑅𝐸 , namely 1-1.5 s, are within that window as demonstrated below.

Figure 4-1: A schematic of resistive circuit containing ionic resistance in the electrolyte phase, double-layer capacitor,
and electronic resistance in the solid phase at very short times when no concentration effect exists.

In order to understand double layer effects, COSMOL Multiphysics 5.3 was used to model
the system at very short times (less than 1 s), when ionic transfer and double layer charging are
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taking place (no reaction is considered due to high required driving force). Equations and boundary
conditions of double-layer charging model are as follows:

σeff

∂2 φ𝑠
∂(φ𝑠 − φ𝑒 )
= 𝑎𝐶
,
2
∂𝑥
∂𝑡

∂2 φ𝑒
∂(φ𝑠 − φ𝑒 )
𝑘eff
=
−𝑎𝐶
,
∂𝑥 2
∂𝑡

(4-1)
(4-2)

𝑖𝑠 = −σeff

𝜕φ𝑠
|
=0,
𝜕𝑥 𝑥=0,𝐿𝑝

4-3)

𝑖𝑒 = −𝑘eff

𝜕φ𝑒
|
=I,
𝜕𝑥 𝑥=0,𝐿𝑝

(4-4)

φ𝑒 |𝑡=0 = φ𝑠 |𝑡=0 ,

(4-5)

where σeff is solid-phase electronic conductivity, φs is solid-phase potential, φe is electrolytephase potential, 𝑘eff is effective ionic conductivity of electrolyte, a is specific interfacial area, C is
double-layer capacitance, 𝑖𝑠 is electronic current, 𝑖𝑒 is ionic current, 𝐼 is applied current density,
and 𝐿𝑝 is the thickness of the pellet.
Eqs. (4-1) and (4-2) (governing equations), Eqs. 4-3) and (4-4) (boundary conditions), and Eq.
(4-5) (initial condition) are solved simultaneously only in the pellet to obtain Δ𝑉𝑅𝐸 = φ𝑒 |𝑥=𝐿𝑝 −
φ𝑒 |𝑥=0 as a function of time to determine steady-state time (time constant for double-layer
charging) and steady-state Δ𝑉𝑅𝐸 . A similar model was also developed analytically by Gomadam
et al. [130]. Note that this model is only for very short times when there is no significant
concentration polarization (no diffusion is considered) while the model reported in Section 4.3 is
for long times when concentration polarization plays a role (no double layer charging is
considered).
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The result from the short-time model described above is plotted in Figure 4-2 which is exactly
the same as the results of Ref. [130]. The double-layer is essentially fully charged by 0.7 seconds,
current no longer follows the electronic pathway, and the steady-state Δ𝑉𝑅𝐸 (in the absence of
concentration variations) is approximately 32 mV. This illustrative example is consistent with the
case for 4.5% BNB90 shown in Figure 4-4. Furthermore, in this specific case the Δ𝑉𝑅𝐸 used to
determine 𝑘eff was measured at 𝑡 = 1.06 s, that is, t ≈ τ𝐷𝐿 and the measurement occurs after the
double-layer transient shown in Figure 4-2.

Figure 4-2: Double-layer charging transient for a pellet with 4.5% BNB90 at short times.
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As described by Gomadam et al. [130], the double-layer charging process is essentially
exponential with a characteristic time given by
1

1

σ

𝑘eff

τ𝐷𝐿 = 𝐿2𝑃 𝑎𝐶 ( +

),

(4-6)

where σ is the solid-phase electronic conductivity, a is specific interfacial area, and C is doublelayer areal capacitance. For purposes of estimation and example, we use the following reasonable
values obtained from prior literature: 𝐶 = 2 F m2 , σ = 150 S m−1 [20, 131]. Furthermore, based
on the experimental results given below, we take 𝑎 = 70000 m−1 , 𝑘eff = 0.5 S m−1 , and 𝐿𝑝 =
2.5 mm, again as reasonable estimates. This results in τ𝐷𝐿 = 0.9 s. The faradaic reaction rate is
also assumed to be negligible in the pellet, consistent with the use of KCl electrolyte.
Because exact τ𝐷𝐿 values could be somewhat uncertain, a further validation was performed to
ensure that the measured initial Δ𝑉𝑅𝐸 was collected as intended at t ≈ τ𝐷𝐿 . This was done by
checking that the system is not exhibiting exponential-decay-like behavior for the few Δ𝑉𝑅𝐸
values collected immediately following the initial value.

4.3

Concentration polarization model (long-time model)

4.3.1

Model assumptions

As mentioned before, the main electrolyte used in this part of the work was KCl. While this
was useful experimentally, KCl added some complexity to the model in order to account for the
reaction on the WEs and transport mechanisms. There are several possible mechanisms of ion
reaction in the experimental system. According to the observations and modeling results (described
below), it was decided to use concentrated ternary electrolyte theory [132-135].
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Figure 4-3: Schematic of the proposed ion transfer and reaction mechanism (top), reaction equations (middle), and 1D
model geometry (bottom). OH − is generated on negative working electrode (WE) and Cl− is mainly consumed on the
positive WE. Δ𝑉𝑅𝐸 is measured by 2 reference electrodes right outside the pellet. Standard potentials are given with
respect to the Standard Hydrogen Electrode (SHE). The 1D geometry shows relevant domain lengths, transport
parameters, and dependent variables. The WEs are considered to be on the extreme left and right sides of the model
geometry. Experimentally measured pH on both sides are also shown in the picture.

Figure 4-3 shows the proposed mechanism. Based on the low potential needed for K +
reduction, the most likely reaction on the negative WE is water reduction that generates hydroxide
ion (OH− ) and hydrogen gas. On the positive WE, OH − oxidation would normally occur at a lower
(thermodynamically preferred) voltage compared to Cl− oxidation reaction. However, the low
concentration of OH− (~10−7 M) compared to the concentration of Cl− (~1M) results in reaching
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the limiting flux for OH− transport quickly, while Cl− serves as the principal ion for current flow.
Thus, the large polarization potential observed for higher-graphite pellet formulations is
concentration polarization in which the system is approaching the limiting current. For model
simplicity, only OH− generation on the negative WE and Cl− consumption on the positive WE
were considered. Notably, this mechanism is consistent with experimental observations including
a faint smell of chlorine from the positive WE and a relatively high measured pH on the negative
WE (see Figure 4-3).
Another assumption in this model is axial 1D transport, which is more accurate inside the
cylindrical pellet than in the reservoirs on either side of the pellet. In order to imitate the real 3D
transport outside the pellet, ε𝑅 , τ𝑅 , and 𝑀𝑅 are defined in the model. εR and τR , respectively,
account for extra volume and extra ion pathways from WE to the pellet in the 3D reservoirs. 𝑀𝑅
is a mixing factor that increases effective diffusion coefficient of each reservoir, turning diffusivity
into a dispersion coefficient accounting for natural convection. Hence, using Eqs. (3-1) and (3-2)
effective transport parameters in the reservoir are defined as
𝑘𝑅eff =
𝐷𝑅eff =

𝑘ε𝑅

,

(4-7)

𝑀𝑅 .

(4-8)

τ𝑅

𝐷ε𝑅
τ𝑅

Note that convection term does not appear in the current equation Eq. (4-11) because of
electroneutrality, which is the reason why the effective conductivity equation (Eq. (4-7)) is not
modified by 𝑀𝑅 .
In our experience, the voltage across the pellet is relatively insensitive to any manual (i.e.
additional) stirring of the electrolyte in the reservoirs. We chose a single large coarse-grain value
for 𝑀𝑅 to reflect this and found that the model matched the experiment for a range of conditions.
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Other similar values for 𝑀𝑅 effected little change in the model, and so no further effort was
expended to fit the 𝑀𝑅 value.
The following additional assumptions were used in the model
1) The liquid junction potential for the reference electrodes is small since K + and Cl−
have similar transport properties. Furthermore, because of similar electrolyte
concentration on both sides, any junction potentials of the two reference electrodes
will tend to cancel when taking the potential difference between the two.
2) Electrochemical reaction in the pellet is not considered. The driving force for reaction
is small because of the experimental design.
3) Double layer charging and electronic conductivity are not affecting polarization
voltage in the time scale of experimental tests. This assumption is validated as
described in Section 0.
4) The concentration of KCl does not vary substantially from initial value (1M) and
concentration of KOH is close to zero, so that concentration dependence of all
transport properties can be neglected with the exception of the anion transference
numbers.
5) Alkaline electrolyte is assumed (i.e. concentration of H+ is infinitesimally small and
not considered in the equations).
Based on the above assumptions, partial differential equations (PDEs) and boundary
conditions (BCs) resulted from material and charge balances are described below. The equations
and associated BCs are solved simultaneously in the pellet and reservoir.
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4.3.2

Model equations

In this model OH − and Cl− ions are generated or consumed on WE boundaries and K + is the
counter-ion moving around to satisfy electroneutrality of the electrolyte. Therefore, two equations
for concentration of OH − and Cl− and one equation for electrolyte potential are needed.
The material balance for the electrolyte-filled pores and electrolyte in the reservoir are given
by
ε

ε

∂𝑐KCl
∂𝑡

=

∂𝑐KOH
∂𝑡

∂
∂𝑥

=

eff
(𝐷KCl

∂
∂𝑥

∂𝑐KCl
∂𝑥

eff
(𝐷KOH

(4-9)

),

∂𝑐KOH
∂𝑥

(4-10)

),

eff
eff
where 𝐷KCl
and 𝐷KOH
are effective diffusion coefficients inside the pellet or reservoir, 𝑐KCl and

𝑐KOH are concentration of KCl and KOH, respectively, and ε is porosity of the pellet (ε𝑃𝐸 < 1) or
reservoir volume correction factor (ε𝑅 > 1). Effective properties are determined from Eqs. (3-1)
and (3-2) in the pellet and Eqs. (4-7) and (4-8) in the reservoir. Note that there is no source term
in these PDEs, due to a combination of given assumptions. In addition, the migration term is zero
because no reaction is considered in the pellet.
Charge balance in the electrolyte phase is based on modified Ohm’s law and is given by
concentrated ternary electrolyte theory (with the water reduction reaction as the reference reaction)
[132, 135, 136]:
𝑖 = −𝑘eff

∂φ
∂𝑥

−

2𝑅𝑔 𝑇𝑘eff
𝐹

(1 − 𝑡OH− +

[(−𝑡Cl− +

𝑐KOH
𝑐0

) (1 +

𝑐KCl
𝑐0

) (1 +

∂ln𝑓KOH
∂ln𝑐KOH

)
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∂
∂𝑥

∂ln𝑓KCl
∂ln𝑐KCl

)

∂
∂𝑥

ln𝑐KCl +
(4-11)

ln𝑐KOH ],

∂𝑖
∂𝑥

= 0,

(4-12)

where 𝑖 is ionic current density, φ is potential in ionic phase, 𝑘eff is effective ionic conductivity
in the pellet and reservoir, 𝑇 is temperature, 𝑅𝑔 is the gas constant, 𝐹 is Faraday constant, 𝑡Cl− is
transference number of Cl− ion, 𝑡OH− is transference number of OH− ion, 𝑐0 is water
concentration (55M), 𝑓KCl and 𝑓KOH are molarity-based activity coefficients defined in
concentrated electrolyte theory. The fact that concentration polarization terms for both salts (KCl,
KOH) occur in Eq. (4-11) means that depletion of either species can lead to large overpotentials.
Note that Eqs. (4-11) and (4-12) provides a second order PDE for charge transfer.
Boundary conditions for potential and current are on the negative WE
φ = 0,

(4-13)

𝑖 = −𝐼,

(4-14)

and on the positive WE

where 𝐼 is applied current density in the experiments (based on pellet cross-sectional area).
Boundary conditions for concentration PDEs at WEs are given as
∂𝑐KCl
∂𝑥

∂𝑐KOH
∂𝑥

=

=

(𝑅Cl −𝑡Cl− )
eff
𝐹𝐷KCl

𝐼,

(1−𝑅Cl −𝑡OH− )
eff
𝐹𝐷KOH

(4-15)
𝐼,

(4-16)

−
+
where 𝑅Cl has values of 𝑅Cl
for negative WE and 𝑅Cl
for positive WE boundary conditions (see

Table 4-1). Note that no chemical-kinetic-type expression is used in the boundary conditions.
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−
+
Instead, 𝑅Cl
and 𝑅Cl
are defined as the fraction of fixed current coming from the chloride reaction

on the negative WE and positive WE, respectively (see Table 4-1 and Figure 4-3).
In the interior boundaries (at the pellet boundaries), continuity of superficial fluxes and of
concentration and potential is considered automatically in the model.
Initial conditions are given as
φ = 0,

(4-17)

𝑐KCL = 1 M,

(4-18)

𝑐KOH = 10−6 … 10−5 M.

(4-19)

Note that a range of values for 𝑐KOH was used, depending on the simulation; initial 𝑐KOH values
were kept as small as numerical stability allows (10−7 M made the model numerically unstable)
and to produce reasonable results for a system close to the limiting current.

4.3.3

Model parameters

Most of the parameters used in this model come from literature [122, 124, 134, 135, 137] or
are measured experimentally. Table 4-1 summarizes the parameters used in this model.
Note that the activity correction factor of KOH is taken to be 1. From the Debye-Huckel
electrostatic theory [134, 138] the activity coefficient of KOH is mostly determined by ionic
strength, in this case determined by the much higher concentration of KCl, close to 1M. In the
absence of a ternary activity coefficient model for this system, we examined the behavior of binary
KOH electrolyte from 0 to 1M concentration. The activity correction factor in that case is always
close to unity [134]. Therefore, we assume it is also unity for the ternary system.
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Table 4-1: Model parameters
Symbol
𝐿𝑃
𝐿𝑅

Parameter
Thickness of pellet
Reservoir length

T
F
A
I
𝜕𝑙𝑛𝑓𝐾𝐶𝑙
1+
𝜕𝑙𝑛𝑐𝐾𝐶𝑙
𝜕𝑙𝑛𝑓𝐾𝑂𝐻
1+
𝜕𝑙𝑛𝑐𝐾𝑂𝐻
𝐷𝐾𝐶𝑙
𝐷𝐾𝑂𝐻
𝑘
𝑡𝐾 +
𝑡𝑂𝐻 −
𝑡𝐶𝑙−
𝜏𝑃
𝜏𝑅
𝜀𝑃
𝜀𝑅

Temperature
Faraday constant
Pellet cross-sectional area
Applied Current
Activity coefficient correction
factor of KCl
Activity coefficient correction
factor of KOH
Diffusion coefficient of KCl
Diffusion coefficient of KOH
Ionic conductivity of KCl
Transference number of K +
Transference number of OH −
Transference number of Cl−
Tortuosity of pellet
Tortuosity of reservoir
Porosity of pellet
Reservoir volume correction
factor
Reservoir mixing factor
𝑀𝑅
−
Fraction of current coming from
𝑅𝐶𝑙
chloride on the negative WE
+
Fraction of current coming from
𝑅𝐶𝑙
chloride on the positive WE
* Experimentally measured or calculated

Value
2.5-3 mm
60−LP
mm
2
298 K
96485C mol-1
3.1416 cm2
2 mA
0.8575

Reference
*
*

*
*
[122, 134, 135]

1

[122, 134, 135]

1.89 × 10−5 cm2 s-1
2.85 × 10−5 cm2 s-1
11.1 S m-1
0.4886
1.766 × 10−6 (cKOH /M)
1 − t K+ − t OH−
3.46-7.33
1
0.23-0.27
4.5

[122]
[122, 134, 135]
*
[122, 137]
*
*
*
**
*
**

500
0

**
**

1

**

*

** Assumed in this model for simplicity or physical justification

4.3.4

Model and experiment polarization curves

Experimental and modeling results suggested larger concentration polarization and longer
quasi-steady state time for thicker and higher tortuosity electrodes (higher amounts of carbon
additives or less porous electrodes). Further, the ratio of concentration polarization to Ohmic
polarization increases with increased tortuosity and thickness as seen in Figure 4-4. Accordingly,
the quasi-steady state voltage can be considered as a further indicator of ionic resistance
(tortuosity). However, quasi-steady state voltage was not considered an accurate means to solely
determine ionic resistance due to the need for a more complicated transport model.
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Figure 4-4 shows characteristic polarization curves. The initial voltage after application of
current corresponds to the Ohmic polarization, but because of concentration variation in the pellet
and reservoirs the voltage increases with time, observed in both experimental and model results.
The design input parameters in the model include porosity, tortuosity, and pellet thickness.
The experimental procedure is that the measured voltage difference at t ≈ τ𝐷𝐿 is used for the
tortuosity calculation (Eq. (3-5)). One purpose for developing the model is to ensure this Δ𝑉𝑅𝐸
value does not erroneously include a significant degree of concentration polarization, so that the
corresponding tortuosity values are accurate.

Figure 4-4: Experimental (solid lines) and model (dotted lines) polarization curves of pellets with 10%, 4.5%, and 2%
BNB90 additive. This inset shows additional detail at short times.

As shown in Figure 4-4, the model polarization curves are shown to be in satisfactory
agreement with the experiment, particularly the magnitude of the transient region. The
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concentration polarization is strongly affected by tortuosity, just as is Ohmic polarization.
Therefore, the substantial agreement between model and experiment implies that the tortuosity
values used in the model are realistic. However, there is a brief delay in the modeled concentration
polarization at small times (see Figure 4-4 inset). The causes of this are the approximations in the
model boundary conditions and 1D treatment of the reservoir, but these do not affect the
tortuosities determined by comparing model to experiment for Ohmic polarization values.
From the OH− concentrations predicted in the model, pH of the negative WE reservoir is
approximately 9.5 and pH of the positive WE reservoir is approximately 7.5, which are in
satisfactory agreement with experimental values (see Figure 4-3 for experimental pHs). In addition,
the model assumption that concentration of KCl electrolyte remains close to 1M throughout the
test was confirmed by the model results.
Another possible approach to compute tortuosity would be analyzing the relaxation part of the
polarization curve after the current is set to zero (i.e. interrupted), as studied by the Wheeler group
in two prior publications [45, 49]. However, in the present ternary electrolyte system with two ions
reacting (compared to Li-ion batteries where only Li+ reacts), and with the complication of the
reservoirs being part of the relaxation process, obtaining an accurate tortuosity on this basis alone
was considered less reliable. Nevertheless, as discussed above, our use of a model to compare to
the concentration polarization part of the experimental curve is an effort to use effective diffusivity
of the electrolyte to validate the tortuosity determined from 𝑘eff at short time. Again, getting
tortuosity from 𝑘eff is considered more reliable than from 𝐷eff for this system. Furthermore,
because the information contained in the concentration polarization process and a possible
subsequent relaxation process are essentially the same, there is no need to additionally compare
the model to such a relaxation event at the conclusion of the experiment.
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4.4

Conclusion
In order to understand the polarization curves and validate the tortuosity values calculated by

effective ionic conductivity in Chapter 3, Multiphysics models were developed and reported in
this chapter.
The modeling chapter contained two parts: a short-time model and a long-time model. The
short-time model helped to explore the effects of double-layer charging on the polarization curves
and our calculations of tortuosity. It was understood that there was a time window between the
double-layer charging process and concentration polarization when the Δ𝑉𝑅𝐸 values can be
collected to be used for effective ionic conductivities and associated tortuosity values calculations.
For our system that time span was 1s-1.5s when concentration polarization has not significantly
stablished and double-layer is fully charged.
The long-time model mostly considered diffusion and the generation of concentration
differences across the cell (ignoring double-layer charging). The modeling results were in semiquantitative agreement with experimental polarization data. According to the observations and
modeling results, an ion transfer and reaction mechanism was proposed so that OH − is generated
on the negative working electrode and Cl− is consumed on the positive working electrode.
However, for model simplicity detailed kinetic expressions on the working electrodes were
replaced by a term (𝑅Cl ) defined as the fraction of current coming from the chloride reaction. Since
there are three relevant ions in the experimental system, concentrated ternary electrolyte theory
was used in the model.
In terms of applicability outside the present study, it should be noted that the long-time model
can be adapted for full alkaline battery models where a ternary concentrated electrolyte is involved.
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The short-time model can likewise help to understand capacitance effects and double layer
charging in other electrochemical systems.
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Chapter 5
Effects of the manufacturing process of Li-ion electrodes on microstructure
5.1

Introduction

5.1.1

Why microstructure is important

For batteries that contain porous electrodes, the electrode microstructure plays a pivotal role
in determining cell performance [20, 38]. This is due to the fact that effective transport parameters,
namely ionic conductivity, electronic conductivity, and diffusivity, are determined by the structure
of species pathways through the porous electrode. Ions are generally transported through the
electrolyte-filled pores, so the porosity and tortuosity are key variables that determine the ionic
conductivity and diffusivity [49]. Likewise, active materials frequently are electronically
semiconducting, so that a conductive additive (usually carbon) is often included to improve
electronic conductivity [39-41]. Unfortunately, such additives can increase tortuosity and decrease
porosity of the electrodes, resulting in reduction of the ionic conductivity [28, 44-46]. Likewise,
the degree to which active materials are coated by conductive carbon is known to affect cell
performance [27, 28].All of these factors illustrate how electrochemical performance is influenced
by microstructure, which in turn is dependent on the manufacturing process.
Commercial lithium-ion battery electrodes are fabricated through four main steps: mixing,
coating, drying, and calendering. During the mixing step, the dry components of an electrode
(carbon black, binder, and active material) are generally mixed with solvent (commonly Nmethylpyrollidone or NMP) to form a slurry. In the coating step, the slurry is applied to a metal
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foil current collector and smoothed to a uniform film thickness. The resulting film is then heated
to evaporate the solvent. Subsequently the film is calendered (compressed between metal rollers)
to a desired thickness and density to achieve desired porosity and to enhance electronic contacts.
Following these steps, the cathode composite film, anode composite film, separator, and
electrolyte are hermetically packaged to make an electrochemical cell [24-26].
Specific instances of the above general manufacturing process are not necessarily optimal,
and prudent modifications could increase cell performance even with existing materials [1]. Many
manufacturing factors affect electrode microstructure including the composition (type and amount
of active and carbon particles and binder), mixing sequence, ratio of solvent, temperature of the
slurry, coating rate, coating thickness, drying procedure, and degree of calendering [5, 24, 26-37].
An optimization process on these variables is aided by knowledge of the relationships between the
manufacturing process, microstructure, and performance of the battery. Understanding the
electrode microstructure is key to making such connections between fabrication steps and battery
performance. Microstructures can be produced both by experiment and by modeling.
5.1.1.1 Ideal manufacturing process
With the increased demand of Li-ion battery for transportation and stationary applications,
five essential issues should be targeted to gain an optimized manufacturing process: cost (electric
vehicle mass production), power (fast charging and discharging), energy density (range per charge),
longevity, and safety. According to the literature and some of the results of this work the following
actions to promote these five essential factors by improved manufacturing conditions are suggested.
However, there are always trade-offs in manufacturing process optimization. Further research is
necessary to fully understand the relationship between the manufacturing process and performance
of a Li-ion cell.
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Cost. Production cost plays an important role in improvement of mass-production of electric
vehicles. A high production rate, resulting from high drying and coating rates, can reduce labor
and processing cost per cell (more production per time).
Another thing that can reduce the cost is to use lower amounts of solvent. Also choice of
solvent (e.g. water-base solvents) is important for a cost-effective cell [139].
Minimizing the energy needed for the drying process (can also be linked to the choice of
solvent) is an important factor that should be considered for less costly batteries. The solvent
should be chosen so that the evaporation energy is not high. Also by developing new dryer
technology, the energy for drying can be reduced significantly [140].
Power. For fast charging-discharging applications like electric vehicles, a high-power battery is
required. Tortuosity is the main factor that significantly reduces the power of a cell, especially at
high rates and low temperatures (See Chapter 6).
By using lower amounts of solvent, the dried film is less porous and needs less calendering,
resulting in lowered tortuosity in the direction normal to the current collectors compared to the
calendered electrodes (favoring transport in that direction) [1]. This is most important for the anode
that generally includes anisotropic active particles with higher aspect ratios, which during drying
and calendering tend to reorient perpendicular to the primary direction of Li-ion transport [141].
One other factor that helps create electrodes with low tortuosity is to use spherical active particles.
Furthermore, using lower amounts of carbon and binder decreases tortuosity, which in turn boosts
power. However, reduced carbon and binder content decreases electronic contact and mechanical
stability that can be compensated by calendering to some extent [142]. In addition, using spherical
additives as opposed to expanded flake-shape additives can decrease tortuosity [3, 12]. Still, as
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mentioned in Chapter 6, for high power applications the electrode should be homogeneous on the
cell and pack scales for improved lifetime.
Finally, thinner electrodes can provide higher power because of shorter ionic transport
pathways. Notably, the need for components like current collectors, separator, and other inactive
materials makes thin electrodes costlier. Thinner cells also provide lower energy density compared
to thicker electrodes because of inactive components.
Energy density. Using all available active material for electrochemical reaction (all available
capacity) is the main idea of increasing the energy density of a cell. Active particle coating with
additives is suggested to increase the usage of active material since additive coating increases
electronic conductivity of active particles and makes the entire active particle usable for the
electrochemical reaction [143].
In addition, using lower amounts of filler (conductive additive and binder) and having lower
porosity, improve the specific capacity. Generally, a portion of inactive materials can be replaced
with active materials for increased energy density.
In general, by designing thicker electrodes a cell can have higher energy density but may not
deliver the required power. As mentioned above, inactive material increases the cost and weight
of a specific cell. Thick electrodes, however, include more active material per cell, leading to lower
cost and higher capacity per cell.
Finally, by using silicon in the anode or even metallic lithium as an anode, a cell with higher
energy density can be produced because of higher site capacity (capacity per mass loading) of the
anode. However, because of lithium dendrite formation over the anode lithium foil (which reduces
the cycle life), there are life and safety issues with lithium batteries. Large expansion and
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contraction of silicon during lithium intercalation and deintercalation also gives rise to life and
degradation issues [82].
Life. Heterogeneity of the electrode microstructure is one of the factors that negatively affects the
lifetime of a battery, especially during high-rate cycling and at low temperatures [11, 69]. It is
understood that the evaporation rate during drying can play a role in additive and binder
distribution in the electrode since the heterogeneity is essentially rooted in the carbon and binder
tendency to agglomerate during drying in a non-uniform way. Two-step drying with a low
evaporation rate following a high-rate drying is ideal for electrode homogeneity [144].
In addition, the sequence of mixing can come into play for uniform structure and better
performance. The ideal mixing sequence is to first dry mix the additive itself to break
agglomerates. The next step is dry mixing of the active material with the mixed additive to coat
the low-electronic-conductive active particles with the additive to increase electronic conductivity.
Finally, an already-mixed solvent and binder is mixed with the active-additive powder resulting in
the slurry [27]. It is important to understand that another duty of additive coating over active
particles is to prevent solid electrolyte interface (SEI) from growing [145].
Furthermore, we speculate that reduced viscosity of slurry can help better coating and particle
distribution, leading to a more homogenous structure (potential area for future research). Increased
temperature and shear rate during mixing and coating can decrease viscosity. However, applying
too much shear and energy to the slurry during mixing and even coating results in reduced longrange electronic connection and can increase solid-phase resistivity up to 50% [146].
Another issue that causes lower lifespan is exfoliated and cracked active particles as a
consequence of high calendering pressure and Li-ion intercalation and deintercalation during
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processing. The cracked and exfoliated active particles lead to an unstable SEI layer and in turn an
expedited SEI layer formation. One of the things we can do during the manufacturing process is
to apply moderate pressure during calendering. The exact design pressure in calendering is
important because low pressure calendering can result in decreased electronic conductivity (since
conductive pathways are broken), and increasing calendering to above a typical degree can result
in cracking. However, reasonable calendering pressure can decrease resistivity significantly [146].
Safety. In addition to the negative effects of heterogeneity mentioned above, safety is another
concern resulting from non-uniform microstructure. Non-uniform temperature within a cell,
sometimes leading to thermal runaway, fire, and explosion, is rooted in inhomogeneous structure
(see Chapter 6).
Furthermore, at high-rates and low temperatures, lithium plating at some parts of the
heterogeneous electrode (where the overpotential of the Li-plating reaction becomes negative) is
possible to take place [9, 68, 147-150]. Therefore, all the points made above about ideal
manufacturing conditions for homogeneous microstructure can be applied here too.

5.1.2

Microstructure measurement

X-ray computed tomography (XCT) and scanning electron microscope (SEM) / focused ion
beam (FIB) imaging are increasingly common techniques to determine 3D microstructure of
porous electrodes [7, 43, 59, 81, 83, 84, 86, 151, 152]. Generally, a wide range of resolutions for
XCT are possible, depending on the energy of the X-rays. For instance, so-called CT with
resolution around 1-2 μm and transmission X-ray microscopy (TXM) with resolution around 50
nm are possible. Although XCT is a non-destructive method, it is generally challenging to
differentiate the carbon and binder from the pores by CT due to carbon’s relatively small amount
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of X-ray absorption [28, 46, 87]. Therefore, CT is better-suited to identifying locations and
shapes of the active material only. However, a few works have used TXM or synchrotron X-ray
nano-tomography to distinguish between carbon, binder, and pores with high resolution (sub-50
nm) [151, 152]. As for SEM/FIB, it permits identification of the carbon-binder domain, but
imaging a large-enough reconstruction volume to be representative (e.g. 50 μm ×50 μm ×50 μm)
is time-consuming, not to mention SEM/FIB tomography is by its nature a destructive method [43,
86, 88-90, 153]. While much progress has been made in using both of these imaging techniques,
they remain expensive for routine use. Nor can they be used for iterative optimization of the
microstructure. Therefore, we seek a computational model that can accurately predict the
microstructure of typical particle-based battery electrodes.

5.1.3

Microstructure prediction

A realistic microstructure-prediction model could reduce reliance on experiments, allow
exploration of as-yet-unrealized materials and processes, and yield physical insight during the
optimization process. Additionally, realistic microstructures are needed as inputs to other battery
models that simulate cell cycling and degradation.
Statistical approaches have been previously used to predict and reconstruct the microstructure
of porous electrodes [46, 93, 154]. Such methods are based on reproducing experimental structures
or parameters in a statistical sense, without regard for the process by which those structures were
made in the real world. Stephenson et al. devised the stochastic grid (SG) model to understand the
microstructure and transport properties of Li-ion electrodes based on a limited amount of
experimental input data [44]. One of the key advances of this approach, which was based on
experimental observations and simulation need, was to combine nanoscale carbon, binder, and
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pores into what is termed the carbon-binder domain (CBD). The CBD is distinct from the active
material and 𝜇m-scale pores, such that complete porous electrodes can be modeled as a threephase system.
In a hybrid-statistical approach, Zielke et al. employed synchrotron-based nCT to image the
active phase. Then they tried two statistical models, a random-cluster model and a fiber model, in
one work [28] and the SG model in another work [46] to predict the locations and structure of the
CBD. In more recent work, SEM/FIB was used to analyze the nanostructure of the CBD [153].
These novel combinations of experiment and model demonstrate the considerable effect of carbonbinder domain morphology and composition on transport parameters.
The main objective of this chapter is to improve and continue the particle-based simulation
tool previously introduced by M.S. student Chien-Wei Chao [155], to better understand the
connection between the manufacturing process and microstructure. The model is intended to
reproduce the physics of particle-to-particle interactions while using a targeted amount of coarsegraining to make the model computationally feasible. LAMMPS, a freely available particle
simulator, is used. In addition to predicting microstructure for a given set of conditions, mechanical
and structural properties like viscosity of slurry, elasticity of the dried film, and volume fraction
of each phase are computed. Notably, this part of the dissertation mainly focuses on method
development and on the characteristics of the film before and after the drying process. The film
experiences a large volume change and dislocation of solid materials during drying, making this
change a key factor in the resulting microstructure and electrochemical parameters [37]. It should
be mentioned that drying simulation parameterization, preliminary coating and calendering
simulations, additional experimental results, and SEM/FIB imaging were performed as significant
improvements of the prior Chien-Wei Chao work [155].
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The model development was divided into two parts for more robust parameterization. First, a
pure-carbon (no active material included) model was developed, parameterized, and validated.
Then, active particles were added and simulations and experiments were repeated in order to
determine parameters specific to active material. For both the carbon model and the active model,
regression of the parameters was performed semi-empirically by comparing to experimental results
that included slurry viscosity at shear rates ranging from 1 s-1 to 1100 s-1, shrinkage ratio during
drying, film elasticity, film density, and volume fractions of constituent phases. Finally, a 2D
image of cross-section of the real electrode was compared with one from the simulation in each
case.
The remainder of this chapter describes preliminary simulations and results of doctor blade
and slot die coating systems. Additionally, initial calendering simulation and experiments are
discussed.

5.2

Model development

5.2.1

Drying process simulation

As discussed above, the manufacturing process is key to understanding the microstructure of
pristine electrodes and initial performance of the battery. However, not much is understood about
how the particles self-organize during the slurry-making, drying and calendering processes and
how these affect cell performance. Although experimental procedures could be developed to
address these issues, they are currently lacking. In any case, techniques such as synchrotron-based
nCT are expensive and fundamental modeling methods can partially meet this need.
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Multiple researchers have studied electrode manufacturing and microstructure in fundamental
ways. Li et al. reviewed material processing techniques for fabrication of constituent of Li-ion
batteries [33]. Liu et al. studied the effect of different methods of mixing [30]. Haselrieder et al.
assessed the impact of the calendering process on the structure and performance of Li-ion batteries
in terms of surface morphology and mechanical, structural and electrochemical properties [36].
Though not specifically for battery electrodes, a drying model of nanoparticles in solvent was
developed by Cheng and coworkers [156].To the best of our knowledge, previous work does not
include a model that contains multiple manufacturing processes, including the drying process, on
the length scale of 1-100 μm.
The following subsections describe the main ideas of the particle-based manufacturing model.
Simulation details are given as well.

5.2.2

Modeling approaches

Recently Liu et al. developed a 2D coarse-grained kinetic Monte Carlo (KMC) simulation to
investigate the effect of mixing sequences, drying conditions, and active particle morphology on
microstructure and performance [13, 14, 27, 32]. Similarly, Cerbelaud et al. developed a Brownian
dynamics model for simulating the microstructure of a silicon anode from first principles [157].
Brownian dynamics, as a particle simulation technique, uses an implicit solvent and nanoscale
particles. Potential functions between pairs of particles incorporate the mediating effect of the
solvent. Cerbelaud et al. showed how individual carbon black particles (50 nm diameter) and
nanoscale silicon particles (50-150 nm diameter) form aggregates. However, due to the number of
particles feasible to simulate, the length of the simulation box accessible to this simulation is
approximately1 μm.
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Here we present a new approach to predict the microstructure of slurry and dried film for
different manufacturing conditions through a particle-based dynamic simulation. Like Brownian
dynamics, the solvent is treated implicitly and particles interact through pairwise forces. However,
our objective is to simulate a much larger length scale, namely the full thickness of the electrode
film (30-80 μm). Like all particle dynamics techniques, the simulation can make it possible to
observe evolution of the structure over time.
A preliminary version of this model was published by the Wheeler group previously [44],
which we term DPP1 (DPP = dynamic particle packing). The previous model used Lennard-Jones
forces to imitate elastic (conservative) interparticle collisions. The model was capable of
generating the microstructure of the finished electrode, but did not attempt to deal with specific
fabrication processes. Structural metrics were utilized for parametrization of the model. A key
aspect of the DPP1 model (and the present work) is to treat the carbon-binder domain by a
superposition of so-called CBD particles. One μm-scale CBD particle represents a particular mass
of carbon and binder in a particular volume.
The present model, which we term DPP2, considers additional forces on mesoscale particles
including contact friction and damping forces due to the solvent. This more realistic treatment
allows us to predict reasonable microstructures of the slurry and dried film. The required additional
force parameters are regressed in a semi-empirical fashion by comparing simulation and
experimental properties, many of which do not have standard values in the literature. Thus, a
significant part of this work is the determination of properties that have bearing on electrode
manufacturing and microstructure.
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5.2.3

Potential functions

In order to determine particle motion and configurations, pairwise potential or force functions
are necessary. Here we use the shifted-force Lennard-Jones (LJ/SF) potential function and the
granular Hertzian (GH) force, built into the LAMMPS program.
The LJ/SF potential contains both attraction and repulsion and has zero force and potential at
a particular cut-off length (rc) beyond which no interaction is computed. This potential function is
particularly needed to represent the interaction between particles in the solid when more attraction
is necessary. Because particle dynamics simulations are based on solving the Newton’s Equations
of motion and the time-consuming stage is the calculation of the forces, LJ/SF potential allows
lower computational cost compared to the traditional Lennard-Jones (LJ) potential, due to the
ability to use smaller values of rc without harming numerical stability.
Two parameters are required in the LJ potential function: σ and ɛ, which represent the size of
the particle and the attractive energy well depth, respectively. The form of this potential, 𝑈LJ , is
[44]
σ 12
σ 6
𝑈LJ (𝑟) = 4ε [( ) − ( ) ] ,
𝑟
𝑟

(5-1)

where r is the distance between particle centers. Force, 𝐹LJ , is the negative derivative of potential
energy with respect to position:

𝐹LJ (𝑟) =

24
σ 12
𝜎 6
ε [2 ( ) − ( ) ].
𝑟
𝑟
𝑟
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(5-2)

The LJ/SF interaction, however, includes one more parameter, which is cut-off distance 𝑟𝑐 :
𝑈 (𝑟) − 𝑈LJ (𝑟𝑐 ) + (𝑟 − 𝑟𝑐 )𝐹LJ (𝑟𝑐 )
𝑈LJ/SF (𝑟) = { LJ
0

𝑟 ≤ 𝑟𝑐
.
𝑟 > 𝑟𝑐

(5-3)

This formulation ensures a smooth energy/force transition at the cut-off distance. Parameters
for interaction between dissimilar particles like active-CBD and active-active (different sizes) are
calculated using standard combining rules:
1
1
1
σ𝑖𝑗 = (σ𝑖𝑖 + σ𝑗𝑗 ) , ε𝑖𝑗 = (ε𝑖𝑖 ε𝑗𝑗 )2 , 𝑟𝑐,𝑖𝑗 = (𝑟𝑐,𝑖𝑖 + 𝑟𝑐,𝑗𝑗 ),
2
2

(5-4)

where indices 𝑖 and 𝑗 represent particle identities.
The LJ/SF potential is a conservative potential that does not contain all needed physics for
mesoscale particle motion. Thus, the DPP2 model also uses the GH force field with its associated
adjustable parameters. GH consists of a repulsive force in the normal direction, frictional contact
in the tangential direction, and velocity-dependent dissipative forces that imitate solvent behavior,
as discussed in more detail in the LAMMPS documentation [158].
Figure 5-1 illustrates the general behavior of the LJ/SF and GH interactions. It shows the
liquid slurry and solid normal-force interaction energy between two CBD particles, which in both
cases is a linear combination of both LJ/SF and GH potentials. It was found that the GH interaction
generated results more characteristic of a liquid and the LJ/SF interaction generated results more
characteristic of a solid due to the strong attraction needed to hold particles in a stable configuration.
Therefore, the liquid potential is mostly GH and the solid potential is mostly LJ/SF. In order to do
the comparison in Figure 5-1, the rotation- and velocity-dependent GH forces are set to zero,
leaving the GH normal force that provides only repulsion. That normal force can be analytically
integrated to yield a potential curve as shown in Figure 5-1.
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Figure 5-1: CBD potential as a function of inter-particle distance for liquid slurry simulation (red line) and dried solid
simulation (blue line). The liquid potential is mostly granular Hertzian in shape and the solid potential is mostly
Lennard-Jones. This illustration ignores friction and other dissipative forces.

5.2.4

Carbon model

Because of the large number of adjustable parameters in the force interactions between CBD
and active particles, this can make determination of individual parameters difficult. Therefore, a
scheme was used to enable parametrization of the CBD potential from multiple experiments.
Carbon simulations and experiments, free of active material particles, were first developed and
used. Subsequently, active particles were added to the simulation and to the mixture used in
experiments for additional parameter determination. As discussed below, all CBD particles in the
system are considered to be identical.
One of the objectives of this work is to simulate a volume representative of real electrode
films. For the commercial-grade electrodes we have in mind, this means a simulation on the order
of 40 μm × 40 μm × 40 μm. At that size it would be computationally impractical to consider every
single carbon black particle (around 50 nm diameter), just as it would be impractical to consider
binder and solvent molecules individually. Along with the experimental observation that carbon
and binder tend to form distinct aggregates in the solid, this justified the use of a CBD particle in
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the DPP2 model. One CBD particle represents approximately 1000 carbon black particles and
associated binder. In the liquid state the CBD particle also includes an associated mass of solvent.
Therefore, during the drying process the mass and other characteristics of the CBD particle change.
In summary, the CBD particle is meant to represent the aggregate cohesion, adhesion, and friction
of its constituents while treating them in a coarse-grained homogenous fashion.
Nanoporosity in the dried carbon-binder domains (see Figure 5-10 c and e) highly affects
mechanical properties of the electrode. In the simulation only macropores are explicitly treated,
while CBD particles implicitly include nanoporosity. To imitate the mechanical effect of such
nanoporosity in the dried state, CBD particles are made fairly soft compared to active particles (by
choosing very soft potential functions). This homogenization of the nanoporosity would likewise
affect electrochemical properties of CBD particles, such as their effective ionic and electronic
conductivities, though such calculations are not included in this work.
The size of the CBD particles is not determined a priori. It involves tradeoffs between
computational cost, spatial resolution of the structure, and resulting liquid and solid properties. We
determined that an effective size on the order of 1 μm was appropriate. As shown in Figure 5-1,
the interactions between CBD particles are “soft” meaning the particles are intended to mutually
overlap, especially in the liquid state. While there is not a fixed volume or diameter of the CBD
particles, they do have diameter-like parameters in the granular and LJ/SF potentials, namely dc
and σc. In the liquid state dc,l =6.2 μm was selected primarily by matching simulation and
experimental viscosities. Even though this might seem like a large diameter, the significant number
of overlaps between particles means that the effective volume of the particle is greatly reduced.
A key idea in the DPP2 model is that the drying transition happens by changing some of the
parameters in the LJ/SF and GH potentials, while holding other parameters constant. Specifically
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for the CBD particle there is one potential (force field) for liquid and another for solid. During
drying, the solvent component of the CBD particle is lost and partially gets replaced with
nanopores (later to be filled with electrolyte). The loss of solvent allows the binder to better adhere
particles to each other. This is modeled by reducing the granular diameter from 6.2 μm to dc,s =1.3
μm while holding σ constant (see Table 5-1). Furthermore, energetic and friction parameters (ɛ,
Kn, Kt, and Xµ) are increased. The resulting CBD solid potential (see Figure 5-1) is more attractive
than is the liquid potential. The changed potential reduces the size and increases the rigidity of the
solid structure relative to the liquid. The resulting effect of this drying transition is illustrated in
Figure 5-4 below.
An iterative process was used to adjust liquid and solid CBD parameters in order to match
experimental mechanical and structural properties in an average sense. Figure 5-2 is an example
of the sensitivity analyses that were used to perform this parameterization process. In this case, a
series of simulations was done, each simulation having a different granular diameter dc while
holding other parameters constant including final box volume. The figure shows the substantial
effects on cell pressure, elasticity, and viscosity for the reduction in dc, meant to imitate the drying
process. The properties are especially sensitive to dc because it controls the basic particle volume
and (in combination with the LJ/SF potential) the attraction between particles. For instance, a
negative pressure (tension) is generated for smaller dc values, due to the fixed size of the box and
increased interparticle attraction (Figure 5-2 a). Similarly, the elasticity and viscosity increase
greatly ( Figure 5-2 b and c), as one would expect when the slurry is dried. One also notices that
as dc is decreased that the uncertainty in properties increases, due to increased structural rigidity
and relative lack of relaxation of the structure on the timescale sampled by these simulations. The
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interparticle parameters besides dc that are changed during drying have more subtle effects and
were viewed as a way to fine-tune the simulation behavior.

Figure 5-2: The effect of changing granular diameter of CBD particles on simulated properties, while holding other
parameters and box volume constant: (a) pressure, (b) elasticity (Young’s Modulus), and (c) viscosity. Error bars
(some smaller than symbol size) show 95% confidence intervals from multiple simulations. Lines are a guide to the
eye. σ is considered 1.1 μm.

With the loss of solvent mass during drying, the mass of the CBD particle changes as well. In
LAMMPS, the mass of granular-based particles is specified by a particle density in combination
with the granular diameter. In this case, the CBD particle densities (see Table 5-1) were picked so
that the overall simulation can match experimental liquid and solid densities. When one compares
the density of liquid CBD particles (0.105 g cm-3) to the overall slurry density (1.03 g cm-3), there
is an obvious large degree of overlapping between adjacent particles. The level of particle overlap
is lower in the dried film, but cannot be ignored since the additives tend to form aggregates as
revealed by SEM (see Figure 5-10 e and f).
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5.2.5

Active model

The active model was developed by adding the appropriate number and size of active particles
into the carbon model to create a simulation with a composition typical of a commercial film.
Obviously the ratio of active material, additives, and solvent has a large effect on the behavior of
the slurry and resulting dried film; therefore, this is a key property the simulation must match. The
relative number of CBD and active particles was determined according to the composition of the
slurry tested in the experiments, the density of the materials, and the distribution of active material
particle sizes. To begin, the total number of active particles was assumed to be 53 for the baseline
case. As discussed in the experimental section, the experimental active particle-size distribution
(Figure 5-8 c) then allows us to determine the number of particles for each of seven discrete sizes
to represent that distribution. Next, we determined the total mass of active material (e.g. 6.99 ×108

g) from the crystal density of active material (NMC-523,LiNi0.5Co0.2Mn0.3O2), which was 4.789

g cm-3 [159]. The number of CBD particles was then determined from the experimental dry mass
ratio of carbon and binder to active material, which was 0.111 as discussed in Section 5.3.15.3.1,
as well as the dried CBD granular density (0.93 g cm-3) and size (1.3 μm), obtained from the carbon
model. This resulted in a total number of 7260 CBD particles in the baseline case.
Another issue regarding the active model was the shape of active particles. It has been proven
that the shape and size of active particles has an important bearing on the microstructure and
performance of lithium-ion batteries [29, 31, 118, 160, 161]. In the samples we examined, the
active material particles are generally spheroidal (see Figure 5-8), and so we treat the simulated
active particles as spheres. Any roughness on the surface of the active particles is computed in the
granular model with tangential friction terms.
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The parameters used for the active model (as well as the carbon model) are given in Table 5-1.
Three principles were used to guide the parameterization of the active particle interactions. First,
compared to the CBD particles, active particles are considered harder. To represent this property
a stiffer potential is favored. However, this must be balanced against numerical stability and
sampling efficiency, because stiffer potentials require shorter time steps in the simulation.
Therefore, some degree of overlap is allowed between active particles. A second physically
motivated principle is that, in contrast to the carbon model, there should be minimal change to the
active potential parameters between the liquid and solid states. It turns out that under the GH model
available in the publicly-available and standard configuration of LAMMPS, only one set of Kn, Kt,
Xμ, γn, and γt values may be used in a single simulation; therefore, the active model must use the
previously derived values of these parameters for the carbon model. Lastly, because there is a
distribution of active particle sizes leading to a large number of the remaining adjustable
parameters (da, ɛa, σa, rc,a) for each size, simple relationships are designed to compute these
interaction parameters as a function of each particle size, da exp, determined from experiment.
Cross-interactions between different particle types (e.g. CBD-active) or between different particle
sizes (e.g. active-active) are computed according to the combining rules in Eq. (5-4).
Table 5-1: Interaction parameters of carbon binder domain (CBD) and
active particles. da exp is assumed to be in units μm.
Parameter

Unit

ɛ
σ
rc
d
Kn
Kt
γn
γt
Xμ
ρp

pg μm2 μs-2
μm
μm
μm
pg μm-1 μs-2
pg μm-1 μs-2
μm-1 μs-1
μm-1 μs-1
Unitless
pg μm-3

CBD
liquid
10
1.1
2.2
6.2
10
13.6
18
18
0.001
0.10

CBD
solid
300
1.1
2.2
1.3
300
408
18
18
15
0.93
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Active
liquid
300 (da exp)3
0.88 (da exp)
1.14 (da exp)
1.14 (da exp)
10
13.6
18
18
0.001
4.8

Active
solid
300 (da exp)3
0.88 (da exp)
1.14 (da exp)
1.14 (da exp)
300
408
18
18
15
4.8

The potential for the active particles is dominated by the LJ/SF potential, meaning that
parameters ɛa, σa, and rc,a are critical and the GH parameters are less influential, regardless of the
state of the simulation (liquid or solid). In particular, the interplay between the LJ/SF parameters
allows one to control the repulsive (shorter range) and attractive (longer range) parts independently.
As a general principle, elasticity and viscosity both increase with increased magnitude of potential
but to differing degrees; subtle differences can be exploited to try to match these and other
properties by adjusting the model parameters. Therefore to determine the parameters in Table 5-1,
a sensitivity analysis similar to that shown in Figure 5-2 was used for the active particles, while
holding the CBD parameters constant. For simplicity and computational efficiency, da and rc,a were
set equal to each other.

5.2.6

LAMPPS simulation details

LAMMPS is generally used for molecular dynamic simulations, but in this simulation
mesoscale particle sizes and times are used to explore the configuration space dynamically. Four
types of simulations were run for both the carbon and active models: equilibration to liquid density,
viscosity test of liquid, drying of liquid, and elasticity test of solid. Custom programs were also
used for pre- and post-processing. Details on simulation parameters are given below.
For computational cost-efficiency, periodic boundary conditions were utilized. This means
that a relatively small-size simulation can imitate the bulk slurry and bulk film behavior.
5.2.6.1 Slurry equilibration
Both carbon and active models were started by generating a well-mixed liquid representing
the slurry. For the carbon model, 5500 CBD particles were randomly placed in a cubic box of size
900 μm while rejecting positions with particle overlap. The large box size makes the zero-overlap
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possible. Particles were assigned initial random velocities corresponding to the temperature, 300
K. In this condition, the pressure of the system was close to zero since there was no interaction
between particles. In order to get to the fabrication process conditions, the simulation was run
under NPT control (fixed pressure) at 1 bar pressure, causing the box to shrink until a stable liquidlike density is achieved. The final size of the cubic box was around 41.3 μm. The simulation
required 7.1×106 time steps of size Δt=0.001 μs.
The equilibration for the active model was performed nearly identically to that for the carbon
model. The final size of the cubic box containing 53 active particles and 7260 CBD particles was
approximately 46.4 μm. The equilibration took approximately 6 to 8 hours with 24 processors on
a shared supercomputer resource. The resulting configuration was the initial point for drying and
viscosity computations (Figure 5-3 a).
For visualization purposes and to ensure model independency from simulation size, carbon
and active simulations were repeated three times with double the number of particles in a box
elongated in the z direction (the direction of shrinkage during drying) so that dried thickness in
that direction better matched experimental film thicknesses. This resulted in equilibrated liquid
slurry boxes of size 32.3 μm ×32.3 μm ×130.8 μm for the carbon model and 37.2 μm ×37.2 μm
×148.8 μm for the active model. Note that the illustrations in Figure 5-3 and subsequent figures
show results from this set of elongated-box simulations. However, no significant difference in
predicted physical properties was observed between runs initiated with elongated vs. cubic boxes.
5.2.6.2 Viscosity computation.
The viscosity of the slurry in both carbon and active simulation was computed by means of
an algorithm known as non-equilibrium MD (NEMD), in which the simulation box is deformed.
The normal periodic boundaries are modified to become what are known as Lee-Edwards
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boundary conditions [162-164]. This method has been used routinely for evaluating the viscosity
of different fluids. As shown in Figure 5-3 b, the simulated box was sheared in the x direction at a
specified rate. The viscosity is the ratio between the computed shear stress and the shear rate [165,
166]. The average shear stress was computed according to the velocities and forces between
particles. A comparison between simulation and experiment is given in Section 5.4.1 and Figure
5-9.

Figure 5-3: Rendering of sequential configurations during LAMMPS simulations: (a) equilibration, in which an
initially large box shrinks to make a stable slurry; (b) shearing, in which a constant-volume box is deformed to compute
the shear stress and hence viscosity. Blue represents active particles and the light green represents CBD particles. Part
a is meant to be illustrative and the sequential boxes have a changing size scale, with box sizes shrinking more than is
shown upon going from left to right. Shown here are elongated boxes, though most runs used a cubic box.

5.2.6.3 Drying
In this work, the drying process for both the carbon and active models is approximated as
follows. As discussed in the previous sections, in transitioning from liquid to solid models, the
attraction between particles increases and the size of the CBD particles decreases considerably.
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This replicates the effect of loss of solvent. The change in particle parameters immediately causes
a negative stress in the box in all directions (see Figure 5-2 a). The drying process is imitated by
next allowing the box to shrink in the z direction, while holding constant the dimensions in the x
and y directions. This 1-D shrinking process, shown in Figure 5-4, continues until the stress in the
z direction equilibrates to 1 bar (using NPT control). This equilibrium was found to require
1.61×107 time steps, with the same Δt as the previous steps, to get to a reasonable level of
equilibration. This exceeds the number of time steps required for the earlier liquid equilibration,
likely because particle motion is hindered in the solid state relative to the liquid state.

Figure 5-4: Drying steps (from stable slurry structure to a stable dried film structure) from LAMMPS simulation: (a)
carbon model, (b) active model. Active particles are blue and CBD particles are green.

Just as in the real system, the solid stresses in the x and y directions do not equilibrate to
atmospheric pressure because shrinkage is prevented in the plane of the electrode film. This is
observed experimentally when, due to this negative in-plane stress, occasional cracks form (see,
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for instance, Figure 5-10 e and f) and also the edges of a film dried on a current collector have a
tendency to curl upward. (This is mechanically similar to how a bimetallic strip curls when the
temperature is changed.) The ratio of box length in the z direction before and after drying is known
as the shrink ratio and is a key metric we compare between model and experiment below.
5.2.6.4 Elasticity test
The final type of LAMMPS simulation is to test the elasticity or stiffness of the solid.
Although there are several moduli for elasticity evaluation, Young’s modulus was used in this
work in both LAMMPS simulations and experiments. Young’s modulus of the dried film was
computed by incrementally and sequentially deforming the simulation box in the x, y, and z
directions. The elasticity is obtained from the ratio of stress change to strain (see experimental
section below).

5.3

Experiments

5.3.1

Electrode fabrication

The required slurries and dried films were made as follows. The materials, compositions, and
fabrication steps were designed to imitate Toda 523 cathodes made by Argonne National
Laboratory and used in our previous work [167]. The carbon slurry first was made by mixing
carbon black (TIMCAL Super C45) with 15.66 g binder solution that contained 92 wt% NMP
solvent (Sigma Aldrich) and 8 wt% polyvinylidene fluoride (PVDF, Solvay Solef 5130) binder to
maintain a carbon-binder dry weight ratio of 50:50. Likewise, the active slurry was prepared by
adding 22.5 g active material (Toda NMC-523) to the above amounts. Therefore, the dry weight
composition of active slurry is 90 wt% NMC-523, 5 wt% carbon black, and 5 wt% binder.
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The fabrication process started by mixing the binder and solvent together at 80°C for 20
minutes in a closed vessel to make the binder solution. For carbon slurries the carbon black was
added to the prepared solution and was stirred by an ultrasonic homogenizer for 15 minutes. For
the active slurry, dry active material and carbon black were mixed well and ground by hand with
a mortar and pestle. This powder mixture was then added to the binder solution and stirred by an
ultrasonic homogenizer for 15 minutes.
To make a solid film, the corresponding slurry was poured over a smoothed piece of
aluminum foil (current collector) and thinned to the final coating thickness by use of a doctor blade.
Controlling and knowing the thickness of the wet film is important for determining the shrinkage
ratio. To have a uniform and smooth coating we performed the coating process in multiple stages
from a thicker coat to the thickness of interest (200 μm) by decreasing the height of the doctor
blade and passing over the sample at an approximate rate of 1 cm/s. Finally, the wet electrodes
were placed in a vacuum oven for 30 minutes. The thickness of wet film for both carbon and active
films (excluding the aluminum current collector) was 177 μm. As a result of the drying process,
carbon and active films shrank to 20.5 μm and 53.9 μm average thickness, respectively, with
averages determined by micrometer measurements at multiple locations. The experimental
shrinkage ratio and other properties of the slurries and dried films are given in Table 5-2.

5.3.2

Drying

The drying process during which the microstructure forms is the most important step in the
manufacturing process of a Li-ion cell. If the drying mechanism is well understood, the resultant
cell performance and cost can be optimized by improving drying factors such as: energy usage
during drying, drying temperature, evaporation rate and so forth. Notably, during drying, nano-
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and macro-pores form, adhesion and cohesion force increase, electrode thickness decreases, and
particles reorient (microstructure formation) during solvent evaporation. Therefore, the drying
process has a direct bearing on the microstructure, performance, and cost of a Li-ion cell and needs
to be understood in detail.
One of the approaches that helps to understand possible drying mechanisms is
thermogravimetric analysis (TGA). TGA is a method of measuring the mass of a sample during
some chemical or physical change driven by temperature. This analysis can give an insight into
physical and chemical phenomena taking place during drying.
For TGA tests, two pure CBD and active cast slurry samples were prepared. The initial
weights of the wet samples were recorded. The samples were put on a heater at approximately 90
℃ and weighed incrementally during the drying process. Because greater changes were expected
at the beginning of the drying process, the chosen weighing time increments were shorter at the
beginning of the drying process.
Figure 5-5 shows results of simple TGA tests on carbon and active samples. Weights are given
relative to the initial film weight, after subtracting that for the substrate. As seen, there are three
linear regions of high, low, and negligible evaporation rates during the drying process, which is
consistent with the work by Stein et al. [144].
A high initial evaporation rate for both carbon and active samples indicates that the
evaporation initially takes place from the electrode/air interface. After this stage, diffusion length
of the solvent molecules (or diffusion related resistance for evaporation) increases, resulting in a
reduced evaporation rate. The last part of the evaporation process corresponds to the state that
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essentially all solvent molecules have evaporated. At this stage, carbon and active samples reach
9.6% and 50.2% of their initial weights, respectively.

Figure 5-5: TGA tests for carbon and active slurries. Carbon dried film is 9.6% and active dried film is 50.2% of their
initial weights.

In addition to the mass loss, the thickness of the coated electrode diminishes during drying.
The ratio of initial thickness (wet thickness) to the dried thickness is termed shrinkage ratio.
Shrinkage ratio is an important factor in the drying process. A higher degree of shrinkage provides
a lower amount of pores and cracks in the dried electrode. The experimental shrinkage ratio was
calculated by simply measuring the thickness of the wet and dried films (not including current
collector), while for simulations the z-length of the simulation box before and after drying gives
the shrinkage ratio.
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Figure 5-6 shows how drying takes place on the sample, which is not uniform across the
surface of the film. According to the observations, usually a dried spot forms and then start growing
during the drying step. At the final stages of the drying, a wet spot is seen, disappearing over time
as seen in Figure 5-6. This observation suggests that there is a non-uniform drying rate over the
sample. This non-uniform drying can result from non-uniform coating thickness and surface, nonuniform heat, non-uniform slurry structure, or it can originate from a specific drying mechanism
(which is beyond the scope of this work). Though we do not consider this non-uniform drying in
our simulation, it can be a factor that should be considered for more sophisticated models.

Figure 5-6: A surface view of coated active slurry during drying at 90 ℃.

5.3.3

Viscosity and elasticity measurements

Part of the prepared slurry was used for the viscosity tests. An AR2000EX Rheometer (TA
Instruments, New Castle, DE) was used to measure viscosity over a range of shear rates considered
relevant to electrode fabrication, namely values between 1 s-1 and 1100 s-1 (see Figure 5-9).
Temperature was controlled at 300 K.

102

Conducting elasticity tests was found to be more challenging. The first step was delamination
of the electrodes [45, 49, 168]. In this work liquid gallium was used to dissolve the aluminum
current collector as described by Zacharias et al. [45] The delaminated films are particularly fragile
and thin, so standard elasticity measurement tools are not satisfactory. Therefore, we devised an
apparatus better suited to this measurement.

Figure 5-7: (left) Apparatus used to measure force (stress) and strain of the delaminated electrode film; (right) stressstrain graph. Green symbols indicate carbon films and blue symbols indicate active films. Lines indicate the initial
slope of stress-strain graph (Young's modulus).

The elasticity apparatus contained a force sensor (FlexiForce Sensor-25lb, Tekscan, South
Boston, MA), a micrometer (Chicago brand P.N 50059), a digital multimeter (Agilent 34410A),
and a generic clamp as shown in Figure 5-7 a. Before performing the tests, the force sensor was
calibrated as instructed by the manufacturer and the resistance of the probe was shown to be
linearly related to the applied force. We also calibrated the Young’s modulus of the force probe
itself; this was found to be much higher than for the samples and so strain in the force probe could
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be neglected in subsequent calculations. Stress was calculated by dividing the amount of force at
each increment by the micrometer anvil surface area (23.27 × 10-5 m2). Strain was calculated by
the change of thickness divided by initial thickness of sample film(s).
The initial part of stress-strain graph is, theoretically, supposed to be linear, with the slope
being the Young’s modulus. Figure 5-7 b is the stress-strain graph obtained from 4 different tests
for each sample. The slope (elasticity) and its uncertainty are reported in Table 5-2.

5.3.4

Imaging and segmentation

In order to compare the simulated microstructure to the real microstructure, a scanning
electron microscope with focused ion beam (SEM/FIB, FEI Helios Nanolab 600) was employed
to produce a few representative 2D cross sections (e.g. Figure 5-8 a, Figure 5-10 c). One of these
was then segmented to produce the three domain types (Figure 5-10 d). The segmentation was
performed manually by use of photo imaging software. It is important to distinguish between
nanopores and macropores while segmenting. In this work pores smaller in diameter than dc (1.3
µm) were treated as part of CBD domains to be consistent with the simulations.
Another purpose of using SEM/FIB images was to obtain a size distribution of active particles
for use in the active simulation, as discussed in Section 5.2.5. An experimental particle-size
distribution was collected by measuring 249 active material particles ranging from 0.8 to 15 μm
that could be visually isolated from 85 sequential SEM/FIB image slices from a calendered Toda
523 cathode sample. Each slice was separated by 0.5 μm. The size of each active material particle
was obtained by first finding the 2D image where the particle’s cross-sectional area was greatest.
For that image the two longest-possible perpendicular lines or chords were drawn (See Figure 5-8
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a). A geometric average of these two line lengths was taken to be the effective diameter for the
particle. The resulting smoothed distribution of diameters is shown in Figure 5-8 c.

Figure 5-8: (a) A Typical cross-sectional SEM/FIB image of uncalendered cathode containing spherical Toda 523
particles for particle size distribution purposes; (b) an SEM image of active particle powder for active particle size
distribution validation purposes; (c) Experimental size distribution of Toda NMC-523 active material, showing
particle number probability vs. effective diameter.

For convenience and efficiency in the LAMMPS simulation, it is preferable to have a
relatively small number of discrete particle sizes, as discussed above. Therefore, the smoothed
particle-size distribution was divided into 7 bins with approximately 2 μm size increments. The
effective or representative diameter for each bin was chosen to as the root-mean-square diameter
for all particles in the bin. This allows the discrete model to conserve particle surface area, a key
property for electrochemical reaction modeling (though reactions are not modeled in this work).
The resulting discrete particle sizes are da exp = 2.15, 4.21, 6.17, 8.07, 9.95, 11.56, and 15.26 μm;
the corresponding particle numbers are 10, 6, 10, 14, 8, 4, and 1, respectively.
Later in the work, and as a validation step for the size distribution, an SEM image of active
material powder was taken as shown in Figure 5-8 b. This SEM image, which coincidentally
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contains 53 particles, confirms that active particles are spheroidal and gives a size distribution
consistent with Figure 5-8 c.

5.4

Results and discussion
Here we compare simulation and experimental results to determine how well the model

reproduces structural and mechanical properties. In this work, parameterization and validation of
the model cannot be cleanly separated. Even though many of the properties discussed in this
section were considered in the parameterization steps, they can also be considered part of the
validation steps. This is because the model is of a “first principles” type in which interparticle force
parameters do not directly relate to desired physical properties. Therefore, agreement between
model and experiment is not guaranteed even with careful parameterization.
The error bars in Figure 5-9 and Table 5-2 are 95% confidence intervals, which for simulations
come from independent runs with different starting points. Relatively small error bars demonstrate
that the simulations are independent of the starting points, and the simulation time and size are
sufficiently large.

5.4.1

Viscosity

The shear viscosity of a fluid is a measure of its resistance to deformation by shearing motion
and is an important parameter controlling the coating process. It has been shown that the slurry
used for Li-ion batteries exhibits substantial shear thinning (i.e. non-Newtonian behavior) [169171], as also observed here by simulation and experiment.
Viscosity was chosen as a key metric for parameterization and validation of the carbon and
active slurry models. As seen in Figure 5-9 the carbon and active models correctly predict the
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shear-thinning behavior of the slurries. As discussed in the previous sections, an iterative method
was followed by modifying the simulation parameters according to the sensitivity of the system to
the parameters (see Figure 5-2 ). It was observed that increased γn and γt values tended to increase
viscosity, more especially at the higher shear rates, causing the viscosity to have less dependence
on shear rate. Likewise, viscosity increased with some parameters like Kn, Kt, ɛ, σ. However, the
density of particles did not have a considerable effect on viscosity. Larger values of Xμ and smaller
values of granular diameter dc each tended to increase viscosity and, notably, the variability in
viscosity results. Therefore, for the liquid model Xμ was kept small and dc was kept large, as given
in Table 5-1.

Figure 5-9: Viscosity of slurry at different shear rates for pure carbon (green), and active sample (blue) from
experiment (line), and simulation (symbols). In some cases, error bars are smaller than symbol sizes. Lines are used
for experiments due to the close spacing of the data.

Figure 5-9 indicates how viscosity results from simulation (symbols with error bars) are in
quantitative agreement with experimental viscosity (lines) for the shear rates used in the coating
process. Manufacturers of Li-ion batteries are, recently, more interested in higher coating speed
(shear rates greater than 500 s-1) where our simulation shows consistent agreement with experiment.
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Our experimental results are quite similar to the rheology reported by Bauer and Notzel for a slurry
similar to that used here [172].

5.4.2

Other properties

Table 5-2 compares additional properties predicted by the carbon and active models with the
corresponding experiments. As discussed above, elasticity in the z direction was used for
parameterization of the solid carbon and active models because it is a key physical parameter and
can be rapidly computed and measured. As was done for viscosity, several parameters were
adjusted to understand their effects on the predicted elasticity. It was observed that ɛ, Kn, and Kt
each had a strong effect on the elasticity, with increased parameter values leading to higher
elasticity. Kn, and Kt were determined for the solid carbon model and not subsequently changed
for the active model. As seen in Table 5-2, elasticity results from simulations are in good agreement
with experimental elasticities.
As seen in Table 5-2 the shrinkage ratio (defined in Section 5.3.2) of the carbon model is 7%
lower and the active model is 19% lower than the corresponding experiments. This is reasonable
agreement, given that the drying procedure in the model is more rapid than in the experiments.
One would expect that different drying procedures could yield different shrinkage ratios as well as
different resulting morphologies.
Table 5-2: Comparison of key properties between simulation and experiment, with 95% confidence intervals where
repeated independent samples were collected. Volume fractions are for the solid state.
Metric
Carbon
Carbon
Active
Active
simulation
experiment
simulation
experiment
Elasticity (MPa)
9.55±0.15
9.32±0.25
11.10±0.73
11.32±0.17
Shrinkage ratio
8.11±0.04
8.70±0.59
2.67±0.05
3.29±0.08
Liquid density (g cm-3)
1.027
1.03
1.66
1.65
Solid density (g cm-3)
0.681±0.004
0.696±0.028
2.070±0.037
2.029±0.043
Active volume fraction
--0.41±0.03
0.45
CBD volume fraction
0.90
0.89
0.40±0.01
0.36
Macro-pore volume fraction
0.10
0.11
0.19±0.04
0.19
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Liquid density and film density were calculated according to the particle sizes, densities, and
numbers, as well as the size of the simulation box. The simulation results in Table 5-2 show
reasonably good agreement with experiment. As discussed above, there is considerable overlap
between CBD particles in this simulation. The simulation errors come from different simulation
box sizes in different runs (each simulation equilibrates to the same pressure, but has a slightly
different volume). Experimental liquid densities do not have error ranges—the experiments were
not repeated—but are expected to have quite low uncertainty due to the volumes and masses of
slurry used.

5.4.3

Structure determination

When the electrode coating is dried, volume or thickness decreases and the attraction increases
significantly between carbon, binder, and active material, due to loss of solvent. This leads to the
generation of macropores or cracks, as shown in Figure 5-10 e and f. In addition, carbon and binder
agglomerate and adhere to the active material. These microstructural features must be reproduced
by the model if it is to be considered accurate.
In order to compare the microstructure from the LAMMPS simulation to SEM/FIB
experiment, the final configuration from LAMMPS must be segmented as was the experiment (see
Section 5.3.4). This was done with a customized algorithm as follows. First the coordinates of the
center of each particle were obtained from the LAMMPS configuration file. The simulation
volume was divided into cubic voxels with length 0.5 µm, the same size as used experimentally.
Each voxel was assigned as active if it was within distance 0.5da,exp from the nearest active particle
center. If not active, the voxel is tested as CBD if it is within 0.5dc,eff from the nearest CBD particle
center. If neither of these conditions is met, then the voxel is assigned as pore. Because there is no
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defined experimental value of CBD size (in contrast to active material), dc,eff was empirically
adjusted to be 1.5dc, or somewhat larger than the granular diameter. The criterion for adjustment
was to approximately match the experimental ratio of CBD to pore volumes.
Finally, when the simulated structure has been turned into a grid occupied by the 3 phases,
one can examine overall volume fractions (Table 5-2) or visualize it in the same manner as
SEM/FIB images (Figure 5-10).

Figure 5-10: Microstructure comparison by randomly picked 2D cross-sections: (a) simulated slurry, (b) simulated
dried film, (c) SEM/FIB of dried film, and (d) segmentation of SEM/FIB. In the segmented images active particles
are blue, CBD is green, and macropores are white. All images have the same scale as given in (c). (e) SEM images of
dried but uncalendered carbon sample and (f) active sample, showing mesoscale pores and aggregates of CBD. FIB
planarization was used on (e), but not (f).

For the carbon model and experiment, the volume fractions of CBD and macro-pore match
well between simulation and experiment, as expected. As for the active model and experiment,
there is a modest mismatch for volume fractions. This could be caused by limited experimental
sampling (only one 2D cross-section was used), and by the fact that the simulation exhibits less
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shrinkage than the experiment. Nevertheless, the volume fractions between simulation and
experiment are reasonably consistent.
Figure 5-10 reveals the close resemblance between a representative cross-section of the
simulated dried film (part b) and an SEM/FIM image of the real electrode (parts c and d),
particularly the qualitative shape of the pore and carbon mains. Figure 5-10 also reveals the
evolution of the structure from the liquid (part a) to solid (part b) states, for which we do not yet
have experimental comparison. As expected, macropores are not present in the liquid slurry, and
form upon drying due to the increased attraction and reduction in size of the CBD particles.
Similarly, the carbon-binder aggregates are attracted to the active particles, forming an
electronically conducting bridge between them.

5.5

Preliminary coating simulation
The drying simulation, described above, was under 1bar pressure by using periodic boundaries

in all three directions. However, for other steps of the manufacturing process (mixing, coating), an
air/liquid interface is necessary.
In adapting the previous simulation, one of the challenges in the coating step was the particle
system acted like a gas. That means we saw very compressible fluid, while the slurry should not
be like that in reality. In the following, we describe our efforts to modify the simulation to have
more liquid-like cohesion characteristics.
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5.5.1

Choice of improved potential functions

5.5.1.1 Shifted-Force Lennard-Jones (LJ/SF) potential function
In order to have more control on parameterization, the granular-Hertzian (GH) potential
function defined in previous sections was turned off and the LJ/SF potential function was the only
potential function used to capture the interparticle interactions. The LJ/SF potential function is
defined in Eq. (5-3).
As a result of using only LJ/SF potential, viscosity increased significantly. This observation
is consistent with the change made to the potential functions. By removing GH potential, which is
mostly repulsive, increased attraction forces resulting in high viscosity of the slurry is expected.
The new simulations always overestimate experimental viscosity even at very small value for ε.
For example, as shown in Figure 5-11 , by changing ε to 1 pg μm2 μs −2 model viscosity became
6.27 Pa s, which was above the experimental value of 1 Pa s at 1000 s-1 shear rate. In addition to
ε, other parameters (σ and 𝑟𝑐 ) were also manipulated to capture the real interparticle forces.

Figure 5-11: The effects of the LJ/SF potential parameters such as 𝜀 (a), 𝜎 (b), and 𝑟𝑐 (c) on the viscosity. Base
parameters are σ = 1.1 μm, 𝑟𝑐 = 2.2 μm, and ε = 10 pg μm2 μs −2 according to Table 5-1. Experimental values is
around 1 Pa s.

Figure 5-11 clearly shows the effect of all three LJ/SF parameters on the slurry viscosity when
independently varied. In Figure 5-11 a viscosity increases with ε as expected. In part b of Figure
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5-11, we see that viscosity decreases when the size of the particles is increased (for higher σ). In
Figure 5-11 c, the general trend is an increase of viscosity with increasing the effective force length,
𝑟𝑐 , which is also expected since the long-range attractive forces are increased by increasing 𝑟𝑐 .
After a large number of parameterizations and iterations for LJ/SF potential, it was found that
it was impossible to imitate the real interparticle interactions with just the LJ/SF potential function.
In other words, it was not possible to simulate a particle system with low viscosity and low
compressibility (like a liquid) with the LJ/SF model. Whenever the attractive force was increased
to make the compressibility right, viscosity was too high. Due to this, we moved on to more flexible
types of potentials such as Mie and tabulated potential functions described below. The potential
functions described in the following sections, allow parameterization with higher degree of
freedom with the hope of gaining more reasonable slurry-behavior prediction.
5.5.1.2 Mie potential function
The Mie potential function was proposed by Gustav Mie in 1903 and can be expressed in
terms of three parameters that relate to a length scale, , an energy scale,  and the range or
functional form of the potential, γ:
γatt

γrep
γrep (γrep−γatt)
σ γrep
σ γatt
𝑈Mie (𝑟) = (
)(
ε [( )
− ( ) ],
)
γrep − γatt γatt
𝑟
𝑟

(5-5)

where 𝑈Mie (𝑟) is the interparticle pair potential between two particles at a distance r, ε is well
depth (energy), r is the distance between particle centers, σ is the value of r at 𝑈Mie (𝑟) = 0. Note
that when γrep = 12 and γatt = 6, the Mie potential function becomes the Lennard-Jones model.
For the Mie model, different sets of parameters were tested. In almost all of the cases, the Mie
model also overestimated viscosity. As the best result, we present Figure 5-12 that shows
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simulation viscosity is in relatively good agreement with the experimental viscosity at high shear
rates. Essentially, Figure 5-12 was chosen to be the lowest viscosity in the tested shear rates among
all of the Mie models with the different sets of parameters we examined. Despite the fact that the
viscosity of this model was reasonably good, the compressibility was still a problem. This model
showed characteristics far from a liquid, meaning high volume and viscosity changes with
changing the pressure. Therefore, another model (tabulated potential function) was necessary.

Figure 5-12: Experimental viscosity (solid line) and simulation viscosity (symbols) of pure carbon slurry. The
parameters used for the Mie simulation include: σ = 1.1 μm, ε = 10 pg μm2 μs−2 , γ𝑟𝑒𝑝 = 2, γ𝑎𝑡𝑡 = 1

As one notices, repulsion and attraction exponents of the Mie potential were chosen to be 2
and 1, respectively. These small exponents, however, minimized the attraction valley of LJ/SF
potential, resulting in a reduced attraction force between particles and therefore a small viscosity.
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However, as seen in Figure 5-13 , the Mie potential with abovementioned parameters is mainly
repulsive, causing the particles to move away from each other and act like a gas (with very low
attraction).

Figure 5-13: Mie potential with σ = 1.1 μm, ε = 10 pg μm2 μs−2 , γrep = 2, γatt = 1

5.5.1.3 Tabulated potential function
To satisfy both compressibility and viscosity of the slurry we needed to use an approach that
was even more flexible. Fortunately, LAMMPS allows for an arbitrary potential function called
the tabulated potential function. Among many tabulated potentials tested in this simulation, some
are shown in Figure 5-14 b. Here the purpose is to understand the effects of the depth, width, and
shape of the potential well on the interparticle interactions. We picked fairly crude shapes of the
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potentials to minimize the amount of adjustable parameters, while still capturing the essential
physics of a short-range repulsion and intermediate-range attraction.

Figure 5-14: Radial distribution function (RDF) (a) for arbitrary tabulated potentials (b).

Figure 5-15: Number density of the simulation box (a) and viscosity (b) at various pressures. Individual color
corresponds to the tabulated potentials shown in Figure 5-14 b.

Use of a radial distribution function (RDF) or pair correlation function is one way to
effectively characterize the microstructure of the slurry. RDF is defined as how the average density
of particles varies as a function of distance from a reference particle. According to the simulation
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results, as shown in Figure 5-14 a, at the repulsive and attractive walls, RDF peaks are observed.
When steep or vertical walls are chosen in the potential function, more of the neighboring particles
are bunched up near the central (reference) particle and that increases viscosity considerably.
Figure 5-15 indicates how number density (number of the simulation particles / volume of the
simulation box) and viscosity change in relation to pressure for defined tabulated potential
functions shown in Figure 5-14 b. After systematic parameterizations of the tabulated potential
model, again overestimated viscosity for almost all cases was observed as seen in Figure 5-15 b.
In addition, significant changes of number density and viscosity in relation to pressure (see Figure
5-15) indicate that the simulated system exhibits characteristics of a gas. Based on the results from
the tabulated potential model, the black line potential shown in Figure 5-14 b seems to be relatively
reasonable in terms of compressibility and viscosity (but still not perfect).

5.5.2

Coating simulation results

Coating is also an important part of the manufacturing process. Factors like temperature, shear
rate, coating thickness and method of coating are critical to resultant microstructure and
performance of a Li-ion cell. In this section, simulation results for two commonly used methods
of coating are reported.
The coating simulation reported here was performed only for carbon samples. Two coating
systems were simulated: a knife over roll (doctor blade), and a slot die. For these simulations, the
Mie potential function with 𝜎 = 1.1 𝜇𝑚, 𝜀 = 10 𝑝𝑔 𝜇𝑚2 𝜇𝑠 −2 , 𝛾rep = 2, 𝛾att = 1 was employed
(parameters that provide more accurate viscosity seen in Figure 5-12). The reason for choosing
this model and parameters for preliminary coating simulations was (unlike other studied potential
functions and parameters) this potential caused the model viscosity to be in semi-quantitative
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agreement with the experimental viscosity, with relatively acceptable compressibility. The
potential and resultant viscosity are shown in Figure 5-13 and Figure 5-12, respectively.
The doctor blade (i.e. knife over roll) simulation includes 784,400 slurry particles, 20,300
current collector particles, and 9,350 doctor blade particles. Likewise, the slot die simulation
includes 749,620 slurry particles 21,000 current collector particles and 44,352 moving blade
particles. For both simulations, slurry particles were laid out in a grid. The initial inter-particle
distance was chosen as approximately equal to 𝜎 = 1.1 𝜇𝑚.
It was possible to move the blade by controlled force and velocity in LAMMPS. However, we
moved the blade by velocity to control the shear rate of 250 s-1 for both simulations. Because of a
high number of particles (in 3D simulations), the simulation is computationally expensive and
some simulations required over a week to run. Therefore, to make the simulation computationally
feasible and useful, the coating gap was chosen as approximately 90-100 μm, although the real
coating is thicker (~200μm).
Figure 5-16 and Figure 5-17 indicate sequential configurations during the coating process by
doctor blade and slot die, respectively. The 3D microstructure rendered from these simulations
gives a real insight into the particle movement and orientation during the coating process. For
example, in the coating simulation, when the doctor blade moves to the left, an expansion forms
right behind the blade, which is consistent with experimental results described below (see Figure
5-16).
Figure 5-16 and Figure 5-17 show the simulation of coating process by doctor blade and slot
die methods. Note that only CBD particles are modeled and the complete model is considered for
future works.
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Figure 5-16: Rendering of sequential configurations during doctor blade coating simulation with Mie potential
function with 𝜎 = 1.1 𝜇𝑚, 𝜀 = 10 𝑝𝑔 𝜇𝑚2 𝜇𝑠 −2 , 𝛾𝑟𝑒𝑝 = 2, 𝛾𝑎𝑡𝑡 = 1 parameters. Shear rate is controlled at 250 s-1. It
is hard to see the doctor blade in these images because doctor blade in quite thin compared to the simulation box.
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Figure 5-17: Rendering of sequential configurations during slot die coating simulation with Mie potential function
with 𝜎 = 1.1 𝜇𝑚, 𝜀 = 10 𝑝𝑔 𝜇𝑚2 𝜇𝑠 −2 , 𝛾𝑟𝑒𝑝 = 2, 𝛾𝑎𝑡𝑡 = 1 parameters. Shear rate is 250 s-1.

One simple experiment to understand how coated slurry would change during coating is a
coating with two doctor blades (with the same coating thickness) moving together. By moving
both at the same time, it was seen that the second blade shaved off a small portion of the slurry.
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That observation qualitatively demonstrates that in real coating process the expansion due to
coating happens to some extent as seen in our simulation results.
However, the most accurate validation for the coating simulation is comparing modelexperiment microstructure after the coating process. To capture the microstructure after coating, a
wet sample is not allowed for SEM/FIM imaging. Freeze-drying is one way to effectively hold the
microstructure unchanged after coating. Freeze-drying is a test in which the coated samples are
frozen by liquid nitrogen or dry ice (melting point of the NMP solvent is approximately -24.2 ℃) .
A Lyophilizer can do the drying while the sample is being held completely frozen by applying an
intense vacuum. After this step, the freeze-dried sample is imaged to determine the microstructure
which is exactly equivalent to the microstructure right after coating (this is not done in this work).

5.6

Preliminary calendering simulation
To increase energy density, electronic contact, adhesion, and cohesion of an electrode, the

dried electrode is compressed to a desired porosity, a process referred to as calendering. In addition
to microstructure, calendering can affect the mechanical stability of the electrode film. For
example, elasticity and visco-elastic behavior of the electrodes are influenced by calendering. To
better understand the effects of calendaring, we report the preliminary results of a calendering
simulation in this section.
In the calendering simulation, in contrast to the coating simulation, a liquid/air interface was
not necessary because this simulation can be done under pressure. Therefore, the previous drying
simulation described in Section 5.2 (with both LJ/SF and GH potential functions) that was run
under 1 bar pressure was adapted as a preliminary calendering model.
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The resultant microstructure of the dried film from the previous drying simulation was
considered as the initial configuration for the calendering simulation. By gradually increasing the
pressure (above 1 bar) in the z direction, the calendering process was imitated. The main purpose
was to create a stress-strain curve by the simulation and compare that to the experimental one
shown in Figure 5-18.
The initial simulation revealed much higher strains in the z direction at pressures higher than
1 bar compared to the experimental stress strain behavior. In order to reduce this deviation at higher
pressures, a new set of parameters was developed. According to our parameterizations, the GH
potential function seemed to significantly affect the elasticity of the dried film, especially by
parameters like 𝑘𝑛 and 𝑘𝑡 . As previously discussed, 𝑘𝑛 and 𝑘𝑡 are elastic constant for normal and
tangential particle repulsion that account for elastic forces due to normal and tangential contact of
particles.

Figure 5-18: Stress-strain curve for active sample from calendering simulation with 𝑘𝑡 = 10𝑘𝑛 and experiment.
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Figure 5-18 shows a good agreement between model and experiment stress-strain curves.
However, the drying model deviated from the experiment above stress of approximately 0.4 MPa
below which a linear curve was observed for most of the parameters sets. To improve the nonlinear portion of the simulation stress-strain curve, the value for 𝑘𝑡 was chosen to be 10 times 𝑘𝑛
without changing other parameters listed in Table 5-1. Increasing the tangential particle elasticity
means that during compression the characteristic of the particles changes to stiffer particles.
It was hypothesized that the electrode films become stiffer by applying higher pressures. That
means the elasticity modulus of the film was expected to increase by increasing the pressure.
Figure 5-19 shows the simulation results of the elasticity of the active samples at different
pressures. The results demonstrate that the elasticity of the electrode increases after being
calendered to a typical pressure above which the film elasticity remains relatively constant.

Figure 5-19: Simulation elasticity of active sample versus calendering pressure (stress).

To see the microstructural changes during the calendering, SEM/FIB images were taken from
the cross-sections and surfaces of the carbon and active samples produced under different pressures
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(see Figure 5-21 and Figure 5-22). An MTS Instron machine as well as a dry pellet-pressing die,
shown in Figure 5-20, were used to apply typical forces (pressures) to different samples and create
carbon and active samples with different calendering degrees. Fabricated carbon and active
electrodes were prepared in the size of 1cm × 1cm to be suitable for a die with a 2cm diameter.

Figure 5-20: Dry pellet pressing die (left) and MTS Instron machine (right) for electrode calendering under controlled
pressures.

Figure 5-21 indicates the changes of the surface view of both active and carbon samples. As
seen in this figure, calendering generates a shiny surface while this shininess is higher for the active
sample. In addition, shown in SEM images in Figure 5-21, the tearing (or cracks) formed during
the drying process appear to be removed or obscured due to calendering. This may increase
electronic contact, cohesion, and adhesion of the electrode, which in turn increases electronic
conductivity and mechanical stability.
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Figure 5-21: Photographs (center) and SEM images (corners) of surfaces of the calendered and uncalendered carbon
and active samples.

During calendering, microstructural change and active particle cracking are important issues
that need to be considered. To that end, SEM/FIB images of the cross-sections of active and carbon
samples under different calendering pressures were taken as seen in Figure 5-22. During
calendering, similar to drying, shrinkage in the z direction was observed for all samples. However,
this shrinkage seems to be significantly greater for the carbon samples than for samples containing
active material, for the same calendering pressure. That is because the carbon sample is relatively
porous and deformable, so it can be compacted to a smaller volume under a given calendering
pressure.
Furthermore, as seen in Figure 5-22, at pressures greater than approximately 200 bar active
particle cracking starts and increases with pressure. Cracked active particles increase the speed and
extent of the solid electrolyte interface (SEI layer) during cycling and cause increased electronic
resistances of active materials. Further, mechanical stability is negatively affected by the cracked
particles. Therefore, the calendering pressure should be controlled at a value above which cracking
may happen.
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Figure 5-22: Cross-sectional view of active (top) and carbon (bottom) samples under different calendering pressures.

5.7

Conclusion
In chapter 5, a novel mesoscale particle-based simulation technique has been developed to

predict the microstructure of Li-ion battery electrodes produced by a traditional fabrication process.
The structures before (slurry) and after (solid film) drying were predicted. The dried film structure
was shown to be in acceptable agreement with the structure of the real electrode. There is also a
reasonable match between simulation and experiment for other physical and mechanical properties.
To make the simulation computationally feasible for this size of simulation (around100 μm),
carbon black particles (around 50 nm diameter) and polymeric binder molecules are lumped
together to form CBD particles with size around 1-6 μm. The CBD particles also include solvent
in the case of liquid simulations and nanopores in the case of solid simulations. This permits a
simulation with only two types of particles: CBD and active, though multiple sizes of active
particles were also used.

126

Several potential functions were used to describe particle interactions: shifted-force LennardJones (LJ/SF) and granular Hertzian (GH) potential functions for the drying and calendaring
simulations and Mie and tabulated potential functions for the coating simulation. Since many
parameters needed to be regressed, this was performed in two sequential steps by means of a
carbon-only model and a model with the full electrode composition.
In order to know if a particle-based simulation is reproducing the real system accurately, we
chose a number of easily measured experimental properties like viscosity, shrinkage ratio during
drying, elasticity, and volume fraction of phases, to compare to the simulation results.
Viscosity of the slurry was chosen because it plays a pivotal role in the coating process. For
instance, it is difficult to achieve a smooth and uniform coating if the viscosity is too high. While
viscosity can be lowered by adding solvent, this is undesirable because it increases porosity of the
dried film. In our simulations and experiments, the highly shear-thinning behavior of a Li-ion
slurry was shown clearly. These results suggest that coating electrodes at higher shear rates may
improve the structure of electrodes or reduce the amount of solvent needed, in addition to the
inherent economic benefit of a faster coating process. Additional work is needed to determine if
this is in fact the case.
We introduced in this work a drying metric known as the shrinkage ratio. We are not aware
of this being used previously in published work in the battery field. This property can be used in
addition to porosity and loading of the electrode to characterize the fabrication process by
manufacturers. High shrinkage ratio corresponds to a high degree of particle rearrangement during
drying. Different drying mechanisms may affect the shrinkage ratio and likewise the arrangement
of particles and electrochemical properties. Again, this is a topic that deserves further study.
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Elasticity of the dried film (and the stress-strain curve in general) was used in this work as an
indicator of the mechanical stability of the dried film, which is very important in the calendering
process, though calendering was not covered in the present work. Stress-strain properties of the
pre-calendered film have received little attention as manufacturing metrics, and will be examined
more closely in our future work.
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Chapter 6
Effects of local tortuosity, porosity, and active material loading heterogeneities on Li-ion battery
performance and lifetime
6.1

Introduction
Compared to alternative battery technologies, Li-ion batteries have received an increasingly

high interest as energy storage devices for numerous applications like portable electronic devices
(cell phones and laptop computers) due to high energy density, high operating voltage, and low
self-discharge rate. However, cost, safety, energy density, power density, and durability still
remain major challenges for electric vehicle applications (EVs) [173].
As Li-ion battery applications convert to longer-life applications like EVs, long-term cycling
ability and 10-15 year calendar life is a necessity [174]. In order to understand the factors that
shorten the lifetime of a battery, researchers have devoted extensive efforts to Li-ion battery failure
mechanisms and lifetime.
Aging mechanisms, failure modes, and lifetime of Li-ion batteries have been reviewed
multiple times [147, 175-179]. Many researchers commonly attribute the irreversible capacity loss
and failure of a Li-ion battery to the following phenomena occurring during the manufacturing and
cycling processes. Growth of solid electrolyte interphase (SEI) layer is seen as the most critical
cause of capacity and power fading due to losing active Li ions during electrolyte reduction
(parasitic side reaction) and increased ionic resistance [147, 177, 180-190]. Fracture and
decomposition of the SEI layer (unstable SEI layer) is understood to be another cause of capacity
fading [175, 177, 178, 186, 190-193]. Particle fracture due to calendering and Li ion intercalation
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and deintercalation cycles is another source of failure [147, 177, 190, 194-198]. Some researchers
have reported reduced electrode porosity (due to mechanical degradation) as another factor of a
short lifetime [147]. Lithium plating, especially at fast charging and low temperatures, also causes
capacity fade [147-150, 177, 190, 199-201]. Lithium plating uses part of the cyclable lithium of
the electrolyte and competes with the negative electrode lithium intercalation, not to mention that
dendritic growth of metallic lithium gives rise to internal shorting and overheating of the cell [147,
190]. Copper current collector dissolution, dendrite formation, cracking, and electronic contact
loss are other modes of degradation and failure [147, 190]. Other aging mechanisms include
graphite exfoliation due to solvent co-intercalation [177, 190, 193], aluminum corrosion and
contact loss [147, 190], binder decomposition and loss of contact [190, 202], holes in the separator
or closing of separator pores [147], deterioration of electronic contact resistances [203], and
external corrosion and solder cracking [147].
Battery operation conditions are demonstrated to affect the intensity of degradation and aging
[175]. For example, extreme thermal conditions are confirmed to accelerate the aging process [175,
204, 205]. High temperature can increase side reactions and growth of SEI layer and low
temperature can result in metallic lithium plating [148, 149, 175, 177, 199, 201]. Cycling rate is
another factor that can affect battery aging [206, 207]. Although capability of ultrafast charging
and discharging (for acceleration of an electric vehicle) is essential for EV applications,
unfortunately, it is suspected that high charging-discharging rates have negative impacts on battery
life and performance in the long run and lead to non-uniform aging [175, 208, 209]. However, the
main causes of deleterious effects of fast charging are not perfectly understood. One main factor
that exacerbates the degradation of the electrodes is speculated to be microstructure heterogeneity
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that leads to non-uniform current, temperature, and state of charge and in turn non-uniform aging
[11].
In agreement with Kehrwald et al. [9] and Harris and Lu [11], we believe local variations of
mechanical, electrochemical, structural, transport, and kinetic properties, referred to as
heterogeneity, can detrimentally affect battery life and performance in a number of ways,
especially at high cycling rates. Local current density distribution (non-uniform current) is one of
the consequences of electrode heterogeneity that may be highly different from the cell current
density. As a consequence, a high local charging rate (especially at local low temperature) may
lead to local lithium plating, resulting in capacity fade and shorter cycle life [9, 68, 147-150].
Additionally, deviation of local charging-discharging rate from the average rate results in variation
in local state of charge (Li concentration in active materials) or a non-uniform SOC [210-212]. For
example, Maire et al. [212] developed a fast and low-cost in-situ colorimetry method to
demonstrate that negative electrode SOC of an aged Li-ion cell is highly non-uniform. In another
work, Gogoana et al. [69] confirmed that non-uniform impedance (DCR) at hot and cold
conductivity spots throughout the cell, module, and pack lead to non-uniform current density,
SOC, and temperature. For a given chemistry and application, there is an SOC operation range
(lower and upper bounds) beyond which capacity loss and permanent damage occur [9, 190, 213218]. Therefore, highly heterogeneous electrodes may cause hot and cold spots, in terms of SOC,
leading to a non-uniform aging within the cell. Another negative effect of local inhomogeneity is
non-uniform utilization of active materials, resulting is decreased volumetric and gravimetric
energy density of a Li-ion battery [219]. Electrode local heterogeneity may also cause reaching
limiting current in some electrode regions due to very high ionic resistance, especially at higher
charging-discharging rates. Finally, inhomogeneity resulting from non-uniform distribution active
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particles, binder, and carbon can result in poor adhesion and mechanical instability, failure, and
delamination [220].
Despite the fact that Li-ion battery electrodes are heterogeneous structures [7-10], it is still
quite common for battery researchers to assume a homogenous microstructure for a battery [1, 9,
23, 49, 66, 221-223]. This assumption, however, is not always acceptable, especially in the cases
of predictive models for battery longevity. Cooper et al. [7] applied steady-state heat transfer
analogy to nano-scale X-ray tomography data of a cathode to estimate local tortuosity
(heterogeneity). They suggested that tortuosity should be vectors instead of scalars varying with
position (i.e.τ𝑥 (𝑥, 𝑦, 𝑧), τ𝑦 (𝑥, 𝑦, 𝑧), and τ𝑧 (𝑥, 𝑦, 𝑧)). Shearing et al. [8] deployed high resolution
X-ray CT to study spatial distribution of tortuosity, porosity, and specific interfacial area. They
found that all three structural properties were highly inhomogeneous. Kehrwald et al. [9] likewise
computed local tortuosity inhomogeneities for a commercial Li-ion negative electrode, using
previously segmented tomographic data. Results of this work indicated that there are large local
variations and heterogeneity in tortuosity, while porosity inhomogeneity is not as severe as that of
tortuosity. It is suspected in this work [9], along with Harris and Lu’s work [11], that heterogeneity
has detrimental effects on performance and durability of Li-ion cells as described above.
In the present work, we introduce a computationally efficient tool that is a unique hybrid of a
Newman-type model and an equivalent circuit model to further understand negative effects of local
inhomogeneities (non-uniform ionic and electronic impedance) on the performance and life of a
Li-ion battery at high rates. Furthermore, the scanning electron microscope (SEM)/ focused ion
beam (FIB) technique is deployed to demonstrate electrode heterogeneity.
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6.2

Studies of non-uniform properties
As mentioned in the previous section, any sort of inhomogeneity typically has negative

impacts on the lifetime of a battery, especially at high rates (above 1C) [11]. Gogoana et al. [69]
demonstrated that a 20% resistance mismatch of two Li-ion cells connected in parallel can reduce
lifetime by 40% at 4.5C charging-discharging rates. Therefore, understanding inhomogeneities
and their damaging effects on the battery performance and life is of the utmost importance.
However, a relatively limited number of researchers have investigated non-uniformity in
battery cells and packs for battery management system (BMS) optimization [211, 212, 224-226].
Klein and Park [224] examined two separate chemistries (known as LFP and NMC) for the battery
cathode to establish the relationship between temperature non-uniformity, SOC, and current
distribution in a cell by testing five 18650 cells electrically connected in parallel. Results of this
work indicated that the non-uniform temperature effects on current density is more powerful at
lower SOCs and average temperature of the cell. In addition, the current distribution was proven
more uniform at lower rates [224]. Liu et al. [211] and Nanda et al. [210] studied SOC distribution
in the in-plane and out-of-plane (normal to current collector or through-plane) directions of
electrodes. Zhang et al. [225] performed in-situ measurements of current density and SOC nonuniformity in a pouch cell with segmented electrodes. Robinson et al. [227] applied X-ray
tomography and electrochemical impedance spectroscopy (EIS) to 18650 cells to explore the
heterogeneous temperature distribution at cycling rates above 0.75C. Kosch et al. [228]
investigated depth of discharge (DOD) and temperature distributions of a Li-ion pouch cell,
focusing on varied geometrical parameters like current collector thickness and the position and
size of the tabs under 4C galvanostatic discharge operation.
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Furthermore, some researchers mathematically and experimentally studied parallel-connected
batteries for large battery assemblies. Brand et al. [229] theoretically investigated current
distribution within parallel-connected Li-ion cells. Wu et al. [230] simulated the discharge
behavior of batteries connected in series and parallel in a battery pack. Gogoana et al. [69]
presented experimental and modeling results to indicate the importance of resistance matching of
two parallel-connected batteries, especially at high cycling rates. Miyatake et al. [231] studied the
discharge behavior of dissimilar Li-ion batteries connected in parallel, series, and a combination
of those two by experiment and mathematical model. Bruen and Marco [232] experimentally and
computationally investigated the effects of parallel-connected cells with dissimilar properties on
temperature distribution in battery packs.
In this work, we imitate the real heterogeneity of a Li-ion cell by designing a system of three
Li-ion electrode regions, each with specific properties associated with hot (high tortuosity and low
porosity), cold (low tortuosity and high porosity), and middle (moderate tortuosity and porosity)
spots electrically connected in parallel, as seen schematically in Figure 6-1. As seen in Figure 6-1,
the three regions correspond to different and widely separated spots of the electrode, allowing
communication between regions only through the current collectors. Therefore, the three regions
are modeled equivalently to a system of three cells with current collectors electronically connected
in parallel. This approach can simplify mathematical treatments and considerably reduce intensive
computation requirements needed for 3D models, particularly for the large area of electrode
surface described in this system. The main objective of the developed model in this work is to
understand current density, SOC, charge and discharge capacity, and temperature distributions
between different regions of the heterogeneous electrode.
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Figure 6-1: SEM/FIB images of surface and cross-sections of high (hot), middle, and low (cold) ionic resistances spots
of a cathode containing NMC active material. A schematic of a system of three cells used in the heterogeneity model
is also shown on the right.

6.3

Model development
When a cell is charged or discharged very close to equilibrium (extremely low rates or high

temperatures), the losses are minimal and the cell voltage is very close to open circuit voltage
(OCV). OCV is defined as the voltage when the cell is at equilibrium (with the exception of
electrons on either side of the separator) and no current is allowed to flow between electrodes.
However, at higher current rates or lower temperatures, internal resistances cause the cell voltage
to deviate from the OCV, with the difference known as an overpotential. In this case, so-called
Newman-type models can predict performance of the cell. Theoretically, in a Newman model,
ionic, electronic, kinetic, and diffusion overpotentials are computed to predict the cell voltage
under various conditions (different rates and temperatures).
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In this chapter, we first develop a base cell model using literature parameters; then we adapt
this model by using three instances of it to represent different electrode regions in parallel, herein
referred to as the parallel-region model.
Figure 6-2 shows a 3D schematic diagram of a cell composed of a positive electrode, separator,
and negative electrode, as well as cross-sectional view of the cell for a P2D (defined in Chapter 2)
model with dependent variables shown (on the left).
According to porous electrode theory [98, 130, 136, 138, 221, 233-236], the electrode is
considered as a superposition of the electrolyte and solid phase. Commonly, the solid phase is
treated as spherical active particles. On the surface of the spherical particles, an electrochemical
reaction takes place if there exist electrons and Li+ ions. The rate of the electrochemical reaction
is determined by the Butler-Volmer (BV) kinetics, requiring the reaction rate constant, referred to
as exchange current density (𝑖0 ), electrolyte-phase potential (φ𝐸 ), solid-phase potential (φ𝑆 ), and
OCV at each domain that represents all particles for each x value. Li ions travel inside or outside
the particles in radial (r) direction, known as solid-phase diffusion. There is no electrochemical
reaction in the separator and current collectors.
In a P2D Newman model, Li-ion transport is usually considered 1D through electrolyte-filled
pores from the negative electrode (anode) to the positive electrode (cathode) during discharge and
from the positive electrode (anode) to the negative electrode (cathode) during charge. The reason
for the 1D movement assumption of Li ions (via diffusion and migration) is that there is no external
driving force for movement in the y and z dimensions (width and length of the cell) on average,
and so they are neglected. It is important to note that the y and z dimensions are considered very
large compared to the thickness of the cell which is generally less than 100 μm (x direction).
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Figure 6-2: A 3D schematic of a Li-ion cell (on the right – not to scale) consisting of negative electrode, positive
electrode, and separator. A cross-sectional view of the cell for a pseudo 2D (P2D) Newman-type model with dependent
variables shown on the picture (on the left).

The solid-phase potential difference between the current collectors determines the voltage of
the cell. It should be noted that potential φ𝑠 in the current collectors is considered uniform and not
included in the computations due to the significantly high electronic conductivity of the current
collectors.
To describe transport in the electrolyte phase, concentrated solution theory with a binary
electrolyte is used [23, 98, 127, 136, 138, 222, 234-240]. In the following, we detail all the
governing equations, boundary and initial conditions, model parameters, and numerical methods
deployed for this model. In addition, a parallel region model is described at the end of this section.
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6.3.1

Base model parameters

Electrochemical, transport, and design parameters are summarized in Table 6-1 as constant
values. However, solid-phase and electrolyte-phase transport properties are given as functions of
concentration and temperature in Appendix A.
Table 6-1: Electrochemical, transport, and design parameters used in the model [99, 241-243].
Parameter

Unit

Description

𝐿𝑖
𝑅𝑃,𝑖
𝜀𝑖
𝜀𝑓,𝑖
𝜌𝑖
𝐶𝑝,𝑖
𝜆𝑖
𝜎𝑖
𝐷𝑠,𝑖
𝑐𝑠𝑚𝑎𝑥

μm
μm
--kg m−3
J kg −1 K −1
W m−1 K −1
S m−1
m2 s-1
mol m-3

𝑐𝑠𝑖𝑛𝑡𝑖

mol m-3

𝑐𝑒𝑖𝑛𝑡𝑖

mol m-3

𝑘𝑟𝑥𝑛,𝑖

m2.5 mol−0.5 s −1

Thickness
Particle radius
Porosity
Filler fraction
Density
Specific heat
Thermal conductivity
Solid-phase conductivity
Solid-phase diffusivity
Maximum solid-phase
concentration
Initial solid-phase
concentration
Initial electrolyte-phase
concentration
Reaction rate constant

𝑘

𝐸𝑎 𝑟𝑥𝑛

6.3.2

J mol-1

𝐸𝑎 𝑠

𝐷

J mol-1

𝛾𝑖
𝛼

---

F
R
𝑡+
𝑇𝑟𝑒𝑓
ℎ

C mol-1
J mol-1 K-1
-K
W m−2 K

Reaction constant
activation energy
Solid-phase diffusion
activation energy
Bruggeman’s coefficient
Charge transfer
coefficient
Faraday’s constant
Universal gas constant
Transference number
Reference temperature
heat transfer coefficient

Negative
electrode
78
2
0.485
0.0326
2500
700
1.7
100
3.9×10-14
30555

Separator
25
-0.724
-1100
700
0.16
----

Positive
electrode
80
2
0.385
0.025
2500
700
2.1
100
3.04×10-14
51554

26128

--

25751

1000

1000

1000

5.031×10-11

--

2.334×10-11

5000

--

5000

5000

--

5000

4
0.5

4
--

4
0.5

96485
8.314
0.364
298
1

Conservation equations

As mentioned above, transport of lithium ions in the electrolyte phase is assumed to occur
only in the x direction (normal to current collector). Lithium ions are assumed to react on the
surface of spherical active particles and solid-phase diffusion only happens in the r direction. To
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model this system, material and charge balances in both electrolyte and solid phases are required.
These equations are coupled by an electrochemical reaction equation (BV kinetics) on the surface
of the active particles. To account for thermal effects, an energy balance is also coupled to the
other equations. In the following sections, model equations, boundary conditions, and the
numerical tool used in a base model, and a parallel-region model are described in great detail.
6.3.2.1 Electrolyte-phase material balance
Electrolyte-phase mass balance for the binary electrolyte is given by
ε𝑖

∂𝑐𝑒,𝑖
∂𝑡

=

∂
∂𝑥

(𝐷eff

∂𝑐𝑒,𝑖
∂𝑥

) + 𝐽𝑖 𝑎𝑖 (1 − 𝑡 + ),

(6-1)

where i represents the negative electrode (N), separator (S), and positive electrode (P), 𝐷eff is the
effective diffusivity defined below, and 𝐽𝑖 is the pore-wall flux defined in Eq. (6-14). Notably, 𝐽𝑖
is equal to zero for the separator.
𝑎𝑖 (units m−1 ) is specific interfacial area available for electrochemical reaction per unit
volume of electrode defined as

𝑎𝑖 =

3(1 − 𝜀𝑖 − ε𝑓,𝑖 )
,
𝑅𝑃,𝑖

(6-2)

where 𝜀𝑖 and ε𝑓,𝑖 are electrolyte and filler (carbon and binder) volume fractions, respectively. 𝑅𝑃,𝑖
denotes radius of active particles.
At the current collectors there is no mass flux:
∂𝑐𝑒,𝑁
|
= 0,
∂𝑥 𝑥=0

(6-3)

∂𝑐𝑒,𝑃
|
= 0.
∂𝑥 𝑥=𝐿𝑁+𝐿𝑆+𝐿𝑃

(6-4)

−𝐷eff,𝑁

−𝐷eff,𝑃
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Continuity boundary conditions are considered for concentration and flux at internal
boundaries (N/S and S/P).
6.3.2.2

Lithium intercalation in solid particles

Several models have been developed for solid-phase diffusion [99]. Here, Fick’s second law
is used to model Li-ion diffusion in the solid active particles:
∂𝑐𝑠,𝑖
1 ∂
∂𝑐𝑠,𝑖
𝑠
= 2 (𝐷eff,𝑖
𝑟2
),
∂𝑡
𝑟 ∂𝑟
∂𝑟

(6-5)

𝑠
where i=N and P (not included in the separator) and 𝐷eff,𝑖
, defined in Appendix A ,is solid

diffusivity as a function of temperature and solid-phase concentration.
The flux is zero at the center of the solid particle and is equal to pore-wall flux, defined by
electrochemical reaction taking place at the solid-liquid interface, on the surface of the particle:

−𝐷𝑠,𝑖

∂𝑐𝑠,𝑖
|
= 0,
∂𝑟 𝑟=0

(6-6)

−𝐷𝑠,𝑖

∂𝑐𝑠,𝑖
|
= 𝐽𝑖 ,
∂𝑟 𝑟=𝑅

(6-7)

6.3.2.3 Conservation of charge
The charge balance in the solid phase is given by

σeff,𝑖

∂2 φ𝑠,𝑖
= 𝐽𝑖 𝑎𝑖 𝐹,
∂𝑥 2

(6-8)

where i=N and P, σeff,𝑖 is effective electronic conductivity defined in Appendix A, φ𝑠,𝑖 is solidphase potential, and F is Faraday’s constant.
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At the current collectors, the charge fluxes are equal to the applied current density:

σeff,𝑖

∂φ𝑠,𝑖
|
= −𝐼app ,
∂𝑥 𝑥=0, 𝐿𝑁+𝐿𝑆 +𝐿𝑃

(6-9)

where i=N and P, and 𝐼app is the applied current density.
At N/S and C/S interfaces the charge flux is zero:

σeff,𝑖

∂φ𝑠,𝑖
|
= 0.
∂𝑥 𝑥= 𝐿𝑁, 𝐿𝑁+𝐿𝑆

6-10)

Finally, the cell voltage is given by
𝑉cell = φ𝑠,𝑃 |𝑥= 𝐿

𝑁 +𝐿𝑆 +𝐿𝑃

− φ𝑠,𝑁 |𝑥=0 .

(6-11)

The charge balance in the electrolyte phase for a concentrated binary electrolyte is also
expressed as

−

∂ln𝑓±𝑖 𝜕
𝜕
𝜕𝜑𝑒,𝑖
2𝑅𝑇
𝜕𝑙𝑛𝑐𝑒,𝑖
(1 − 𝑡 + ) (1 +
) (𝑘eff,𝑖
(𝑘eff,𝑖
)+
) = 𝐽𝑖 𝑎𝑖 𝐹,
𝜕𝑥
𝜕𝑥
𝐹
∂ln𝑐𝑒,𝑖 𝜕𝑥
𝜕𝑥

(6-12)

where i=N, S, and P, 𝑘eff,𝑖 is effective ionic conductivity defined in Appendix A, and 𝜑𝑒,𝑖 is
electrolyte-phase potential.
At the current collectors there is no charge flux in electrolyte:

−𝑘eff,𝑖

∂φ𝑒,𝑖
|
= 0.
∂𝑥 𝑥=0, 𝐿𝑁+𝐿𝑆+𝐿𝑃

(6-13)

Note that Eq. (6-13) is the simplified equation (because the electrolyte current is zero at
current collectors and the anion does not react).
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The electrolyte-phase potential and charge flux are continuous at internal interfaces (N/S and
S/P).
6.3.2.4 Kinetics
In the equations mentioned above, the pore-wall flux is defined based on the Butler-Volmer
Equation [99]:
α

α𝐹

rxn
α
α
𝐽𝑖 = 2𝑘eff,𝑖
(𝑐𝑠,𝑖,max − 𝑐𝑠,𝑖,surf ) 𝑐𝑠,𝑖,surf
𝑐𝑒,𝑖
sinh [

𝑅𝑇

η𝑖 ],

(6-14)

rxn
where i=N and P, 𝑘eff,𝑖
is effective reaction rate constant defined Appendix A as a function of

temperature, 𝑐𝑠,𝑖,max is maximum concentration of Li ion in the solid particles, 𝑐𝑠,𝑖,surf is
concentration of Li ion on the surface of active particles, α is charge transfer coefficient, and η𝑖 is
the electrochemical reaction overpotential defined as
η𝑖 = φ𝑠,𝑖 − φ𝑒,𝑖 − 𝑈𝑖 ,

6-15)

where 𝑈𝑖 is open circuit voltage defined in Appendix A.
6.3.2.5 Heat transfer
The energy balance is given by
ρ𝑖 𝐶𝑝,𝑖

∂𝑇
∂𝑡

= λ𝑖

∂2 𝑇
∂𝑥 2

+ 𝑄rxn,𝑖 + 𝑄Ohm,𝑖 + 𝑄rev,𝑖 ,

(6-16)

where i=N, S, and P, ρ𝑖 is density, 𝐶𝑝,𝑖 is specific heat, λ𝑖 is thermal conductivity, 𝑄rxn,𝑖 is heat
generation rate resulting from the electrochemical reaction, 𝑄Ohm,𝑖 is the heat generation rate
resulting from Ohmic resistances in both the electrolyte and solid, and 𝑄rev,𝑖 is the reversible heat
generation rate. Heat generation rates are defined below:
𝑄rxn,𝑖 = 𝐽𝑖 𝑎𝑖 𝐹η𝑖 ,
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(6-17)

𝑄Ohm,𝑖

∂φ𝑠,𝑖 2
∂φ𝑒,𝑖 2
= σeff,𝑖 (
) + 𝑘eff,𝑖 (
)
∂𝑥
∂𝑥
+ 𝑘eff,𝑖

2𝑅𝑇
∂ln𝑓± ∂ln𝑐𝑒,𝑖 ∂φ𝑒,𝑖
(1 − 𝑡 + ) (1 +
,
)
𝐹
∂ln𝑐𝑒
∂𝑥 ∂𝑥

𝑄rev,𝑖 = 𝐽𝑖 𝑎𝑖 𝐹T𝑖
where i=N, S, and P and

∂𝑈𝑖

|

∂𝑇 𝑇ref

∂𝑈𝑖

|

∂𝑇 𝑇ref

,

(6-18)
(6-19)

is defined in Appendix A. Notably, in the separator only 𝑄Ohm

exists.
At the current collectors Newton’s cooling law is applied:
𝜕𝑇𝑁
|
= ℎ(𝑇∞ − 𝑇𝑁 ),
𝜕𝑥 𝑥=0

(6-20)

𝜕𝑇𝑃
|
= ℎ(𝑇𝑃 − 𝑇∞ ),
𝜕𝑥 𝑥= 𝐿𝑁+𝐿𝑆+𝐿𝑃

(6-21)

−𝜆𝑁

−𝜆𝑃

where ℎ is the heat transfer coefficient, and 𝑇∞ is the ambient temperature.
Continuity of the temperature and heat flux are applied for internal boundary conditions (N/S
and S/P).

6.3.3

Numerical method

Commercial software packages like COMSOL [3, 66, 243-249], AutoLion [250], and Battery
Design Studio (BDS) [251] are useful for modeling of systems with highly non-linear and coupled
equations such as a Newman-type porous electrode modeling. However, some researchers created
their own code using programming software like MATLAB and Python to have more flexibility
[99, 136].
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In this model, the above equations are solved simultaneously with the certain boundary and
initial conditions using a finite element based commercial software, COMSOL Multiphysics 5.3.
The main dependent variables we are solving for include: 𝑇, φ𝑒 , 𝑐𝑒 , φ𝑠, and 𝑐𝑠 . In COMSOL, the
first four variables are defined in one component (1D component) and only 𝑐𝑠 is defined in another
component (2D component). The reason for that is the model is pseudo 2D, meaning the first four
variables are varying in only x direction (1D transport), while 𝑐𝑠 is changing in the r direction in a
spherical coordinate. In order to imitate this in COMSOL, a 2D Cartesian rectangular geometry is
defined for solid diffusion inside the particles, with the x direction matching up with that for the
other dependent variables and the y direction becoming the spherical radial direction.
One challenge in P2D Newman modeling with COMSOL is that different components per se
do not communicate with each other. A function called Linear Extrusion in Component Coupling
should be defined from one component to another to create the communication. The argument of
this function could be whatever variable (from another component) is needed in a given component.
Notably, most of the time two Linear Extrusion functions are needed, one from component 1 to
component 2 and vice versa since both components should communicate and know each other’s
variables.
For most of the runs, a time-dependent solution was generated by a direct Backward
Differentiation Formula (BDF) solver. An adaptive time step was chosen to reduce the total
computation time. However, for higher-discharge-rate runs, constant shorter time steps were
chosen to maintain model stability. The model generally runs until the cutoff cell voltage or
limiting current is hit.
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6.3.4

Parallel-region model

So far the base model of a single cell is described thoroughly. As mentioned previously, a
system of three regions with different internal resistances connected in parallel is considered a
representation of a real cell with heterogeneous electrodes in which we see varied local ionic and
electronic resistances. Notably, we assumed adjacent regions communicate electronically through
their connection to the same current collector, and not by other means (e.g. diffusion in pores) due
to the large sizes of the regions compared to the electrode thicknesses.
In order to model such a system in COMSOL, three base models were generated in separate
components. In order to control the current flow through each cell, knowing that three cell voltages
should be identical, a separate controller model is needed. Three ordinary differential equations
(ODEs) are solved to determine and control the current of each cell (region). In the following, we
provide the general form of these ODEs, such that they could be used in an arbitrary number of
parallel regions (e.g. more than the three spots used here). For this model the constraints include
𝑁

∑ 𝑆𝑗 𝑖𝑗 = 𝐼(𝑡),

(6-22)

𝑗=1

𝑉cell1 = 𝑉cell 2 = ⋯ = 𝑉cell 𝑁 .

6-23)

where 𝑆𝑗 is surface fraction of region j, 𝑖𝑗 is current density of region j, 𝐼(𝑡) is the electrodeaverage current density as a function of time, which is defined by a user for different chargedischarge modes. N is the number of regions.
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For the controller model, an equivalent circuit consisting of three resistances changing over
time in parallel is considered. The following differential equation will, when solved at the same
time as the cell equations for each region, enforce the constraint of Eq. (6-23) in an average sense,
as well as the time derivative of Eq. (6-22):
𝑁

𝑆𝑗
d𝑖𝑘
d𝐼(𝑡)
= ω (∑ 𝑉cell 𝑗 − 𝑁𝑉cell 𝑘 ) +
,
d𝑡
𝑆𝑘
d𝑡

(6-24)

𝑗=1

where ω is an integral-control coefficient which is chosen to balance numerical stability with rapid
system response. Notably, 𝑉cell is the cell voltage computed in the Newman model in a region (for
instantaneous current 𝑖𝑘 ) and provides appropriate feedback for the controller model.
For our model with three regions (e.g. low, middle, and high ionic resistance) and 𝑆1 = 𝑆2 =
𝑆3 =

1
3

(see Heterogeneity demonstration section), Eq. (6-24) expands into
d𝑖1
d𝐼(𝑡)
= ω(−2𝑉cell1 + 𝑉cell 2 + 𝑉cell 3 ) +
,
d𝑡
d𝑡

d𝑖2
d𝐼(𝑡)
= ω(𝑉cell1 − 2𝑉cell 2 + 𝑉cell 3 ) +
,
d𝑡
d𝑡
d𝑖3
d𝐼(𝑡)
= ω(𝑉cell1 + 𝑉cell 2 − 2𝑉cell 3 ) +
.
d𝑡
d𝑡

(6-25)

(6-26)

(6-27)

The initial conditions for the above ODEs are considered 𝑖1 = 𝑖2 = 𝑖3 = 0. When during
operation, for example, 𝑉cell1 is too large compared to the other region cell voltages, the controller
model continues to reduce 𝑖1 until the voltages match.
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6.4

Results and discussion

6.4.1

Base model validation

The model parameters in this work are obtained mostly from literature [99, 242, 243]. In order
to validate the base model for further investigation (to be used in a parallel-region model), the
results from our COMSOL cell model are compared with those from Torchio et al. [99] in Figure
6-3. The agreement is as expected.

Figure 6-3: COMSOL model comparison with prior results [99], including: (a) voltage, (b) solid concentration, (c)
electrolyte concentration, and (d) temperature of the cell at 1C (Iapp ≈ 34 A m-2) discharge. In (b) and (c) black, green,
blue, and red represent, the negative electrode current collector / the negative electrode (black), the negative electrode
/ the separator (green), the separator / the positive electrode (blue), and the positive electrode / the positive electrode
current collector (red), respectively. In (d) temperature of the whole cell is unchanged in the x direction and is changing
with time only, according to the COMSOL model. Solid lines are our COMSOL model results and symbols are the
literature results [99].
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Figure 6-3 a indicates the voltage of the cell (discharge curve). Figure 6-3 b and c compare
the solid- and electrolyte-phase lithium concentration at four borders of the cell containing the
negative electrode current collector/ the negative electrode, the negative electrode / the separator,
the separator/ the positive electrode, and the positive electrode / the positive electrode current
collector, and Figure 6-3 d shows temperature increase in the cell during discharge. The discharge
is processed at current density of around 34 A m-2, which is considered 1C discharge rate for this
cell chemistry and design parameters.

6.4.2

Heterogeneity demonstration

In this work, first we demonstrate that there is a heterogeneous microstructure in the positive
electrode. An electronic conductivity map captured by a 6-line probe [167] initially assisted in
finding hot, middle, and cold electronic impedance spots. A scanning electron microscope with a
focused ion beam (SEM/FIB, FEI Helios Nanolab 600) was used to generate a number of 2D crosssectional tomographic slices of each determined spot. The main objective of taking SEM/FIB
images was to validate heterogeneity and non-uniform electronic resistance. Furthermore,
tomographic data of each spot can assist in obtaining local parameters like tortuosity, porosity, and
specific interfacial area.
It is important to understand that the length scale for the heterogeneity defined in this work is
approximately 200 μm. Thus, the electrodes are considered homogeneous in the direction normal
to current collectors (the x dimension) and heterogeneous in other dimensions (the y and z
dimensions). Furthermore, the heterogeneity is categorized into three regions with high (hot spot),
middle (middle spot), and low (cold spot) ionic resistances. These regions are considered far
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enough from each other so the communication happens only electronically through the current
collectors.

Figure 6-4: SEM/FIB cross-sectional images of three hot (a), middle (b), and cold(c) spots of a heterogeneous positive
electrode with NMC active particles. In the middle, SEM images of surfaces of Hot (d), middle (e), and cold (f) spots
are shown. Furthermore, electronic resistivity map (g), and the corresponding segmented image (h) and histogram (i)
are shown. In these images, yellow and green (white in the segmented images) represents a low ionic resistance area
or cold spot (high electronic resistance area), dark blue (black in the segmented images) represents a high ionic
resistance area or hot spot (low electronic resistance area), and the rest is considered middle ionic and electronic
resistances.

Figure 6-4 a, b, and c are SEM/FIB images showing cross-sectional views of hot, middle, and
cold regions of the positive electrode. These images were taken in different spots that are far from
each other on the positive electrode samples. As previously demonstrated [3, 28, 46] the volume
fraction of phases (active, filler, void) in the SEM/FIB images can indicate the ionic and electronic
resistances. In Figure 6-4 a, one can see high filler volume fraction and low porosity leading to a
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higher tortuosity, higher electronic conductivity, and lower ionic conductivity (hot spot) [28, 46].
In Figure 6-4 c, conversely, lower filler volume fraction and higher porosity are obviously seen,
resulting in lower tortuosity, lower electronic conductivity, and higher ionic conductivity (cold
spot) [28, 46]. Figure 6-4 d, e, and f shows SEM images of the surfaces of the hot, middle, and
cold regions, respectively.
In order to study a system of the three cells electronically connected, the surface fraction of
hot, cold, and middle spots is necessary. To that end, as shown In Figure 6-4 g, an electronic
resistivity map was prepared on a scale of 0.8 mm × 1.8 mm, determining high (yellow and green),
low (dark blue), and middle (light blue) electronic resistance spots on the sample. After some
image processing, segmentation, and pixel computation the surface fraction of each phase was
1

adjusted to be 𝑆1 = 𝑆2 = 𝑆3 = . 𝑆1 , 𝑆2 , and 𝑆3 denote surface fraction of high, low, and middle
3

ionic resistance spots, respectively. Figure 6-4 h and i respectively show the corresponding coarsegrained segmentation and histogram of the measured electronic resistivity map.

6.4.3

Non-uniform transport

As mentioned before, we experimentally explored positive electrode heterogeneity. However,
in real cells there is negative electrode heterogeneity too [9]. To understand the effects of the
heterogeneity of both positive and negative electrodes internal resistances on the performance of
a cell, we studied two extreme cases. First we consider a non-uniform negative electrode with a
non-uniform positive electrode where hot spots in the negative electrode are directly opposite from
hot spots in the positive electrode (aligned resistances). The second case is a non-uniform negative
electrode with a non-uniform positive electrode where hot spots in the negative electrode are
opposite to cold spots in the positive electrode (misaligned resistances). The effects of an
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inhomogeneous separator on the cell performance were studied by Cannarella and Arnold [68]; in
this work, a uniform separator is considered.
According to our experience with the model, ionic resistance affects the performance of the
cell more significantly than electronic resistance (different values for electronic conductivity does
not affect the model results). Therefore, we mainly focus on ionic resistance. Structural properties
such as porosity and tortuosity are the main parameters that determine ionic resistance in the
porous electrodes.
For all cases, the middle tortuosity and porosity of the positive electrode are respectively taken
to be 3 and 0.35 according to our previous works [49]. Likewise, middle negative electrode
tortuosity and porosity are respectively 5 and 0.35 based on our previous work [45] and the
Kehrwald et al. work [9]. Table 6-2 lists the extreme tortuosity and porosity values we used in the
model. Notably, the extreme values are determined according to the values that Kehrwald et al. [9]
calculated in heterogeneous electrodes and are consistent with the Bruggeman relation we
developed in our previous work [49].
Table 6-2: Structural parameters (tortuosity, porosity) of three regions with low, middle, and high ionic resistances.
NM stands for MacMullin Number, and εf is volume fraction of the filler (carbon additives and binder).
Negative electrode [9, 45]

Positive electrode [8, 45]

ε𝑁
ε𝑓,𝑁
τ𝑁
𝑁𝑀,𝑁
ε𝑃
ε𝑓,𝑃
τ𝑃
𝑁𝑀,𝑃

Cold spot
0.37
0.01
2
5.4
0.37
0.01
1.5
4.1

Middle spot
0.35
0.03
5
14.3
0.35
0.03
3
8.6

Hot spot
0.33
0.05
8
24.2
0.33
0.05
4.5
13.6

As seen in Table 6-2, volume fraction of fillers and electrolyte of different spots are varied so
that the volume fraction of active material remains constant ( ε𝐴 = 0.62 ). This assumption is
consistent with the observations in SEM/FIB images of the three regions. In fact, the general cause
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of heterogeneity appears to be non-uniform distribution of carbon and binder and their tendency
to agglomerate during drying. Unlike carbon and binder, active material is understood to be more
evenly distributed (see Figure 6-4). However, the effects of varied active material loading (constant
porosity), as another case of heterogeneity, is investigated in the next section.
For a discharge run, we chose a smoothed step function for 𝐼(𝑡), defined in the Parallel-region
model section. The step function jumps from zero to the particular current (I) determined for each
C-rate in a very short time (1s-5s). Based on the information in Table 6-1 and Table 6-2 the
nominal discharge capacity and current density associated with each C-rate were determined.
Figure 6-5 shows temperature, current density, negative and positive electrode state of charge
(SOC) distributions as well as discharge curves (voltage-capacity) for the aligned resistances case
where the high ionic resistance region of the negative electrode is aligned with the high ionic
resistance region of the positive electrode (hot-hot, middle-middle, cold-cold). In the aligned
resistances case, the region with the negative electrode high ionic resistance and positive electrode
high ionic resistance (hot-hot) exhibits significantly high internal resistance (shown in red dashed
lines). Design parameters listed in Table 6-2 are used for each region. The plots are generated for
C/3, 1C, and 3C discharge rates.
As seen in Figure 6-5, there are non-uniform temperature, current density, SOC and discharge
capacity in a cell with heterogeneous positive and negative electrodes . These non-uniformities
become more significant at higher discharge rates due to the fact that internal resistances play a
more important role at higher C-rates.
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Figure 6-5: Temperature, current, and positive and negative electrodes states of charge (SOCs) distributions along
with discharge curves for the discharging aligned resistances case (hot-hot, middle-middle, and cold-cold). Hot and
cold regions are associated with high and low ionic resistances, respectively. The cold-cold region means the negative
electrode cold region is aligned with the positive electrode cold region. N and P denote negative and positive electrodes,
respectively. C/3, 1C, and 3C discharge rates are considered.

Temperature of the hot-hot region (red dashed-lines) is observed higher than the middlemiddle and cold-cold spots and the differences become more significant at higher rates. That
demonstrates that high ionic resistance spots lead to more heat, resulting in higher degradation
rates at those spots (faster solid electrolyte interface growth). This detrimental thermal effect is
more noticeable at higher rates, giving rise to potential safety problems too. However, the higher
temperature of the hot-hot region seems to reduce the degree of non-uniformity due to the fact that
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high temperature improves transport properties of the hot-hot region, making its ionic resistance
closer to that of the other regions.
Current density is associated with the internal resistance. As seen in Figure 6-5, the initial
current density of the hot-hot region is low due to the high ionic resistance of this region. After a
period of discharge, the internal resistances of the other regions increase, resulting in decreased
current flowing through those regions. Therefore, a great portion of the current density has to flow
through the hot-hot region towards the end of discharge. Notably, the higher temperature of the
hot-hot region can be partly associated with this high current at the end of discharge.
The current density distribution can give rise to non-uniform aging. Based on the modeling
results, some spots in the cell undergo higher current, resulting in non-uniform SOCs and discharge
capacity as seen in Figure 6-5. This causes non-uniform usage of different spots of the cell leading
to a non-uniform degradation. In other words, the regions with higher average current densities (in
this case the cold-cold regions) wear out faster than the average cycle lifetime of the battery leading
to a great deal of capacity loss sooner than expected.
Figure 6-6 indicates the results of another possible case in which the negative electrode and
positive electrode are both heterogeneous and the low ionic resistance region of the negative
electrode is opposite the high ionic resistance region of the positive electrode, referred to as a
misaligned resistances case (cold-hot, middle-middle, and hot-cold). Tortuosity and porosity
values provided in Table 6-2 are also used for this case. Similar to the previous case the plots are
generated for C/3, 1C, and 3C discharge rates.
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Figure 6-6: Temperature, current, and positive and negative electrodes states of charge (SOCs ) distributions along
with discharge curves for the discharging misaligned resistances case (hot-cold, middle-middle, and cold-hot). Hot
and cold regions are associated with high and low ionic resistances, respectively. The cold-hot region means the
negative electrode cold region is aligned with the positive electrode hot region. N and P denote negative and positive
electrodes, respectively. C/3, 1C, and 3C discharge rates are considered.

As seen in Figure 6-6, the properties’ non-uniformity of the misaligned resistances case is not
as significant as the aligned resistances case. In addition, the temperature increase is less severe
than that observed forthe aligned resistance case. Furthermore, the current density of different
regions varies during discharge so the SOC and discharge capacity remain uniform. These results
substantiate the fact that for misaligned resistances of heterogeneous electrodes, more uniform
aging is yielded.
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It should be noted that in all the above mentioned cases, the average of discharge capacities
of three regions is essentially similar to the middle-middle region discharge capacity. This
observation demonstrates an interesting fact that in some cases cancellation of heterogeneities
occurs and the middle region can reasonably be taken as representative of the cell as a whole.

6.4.4

Non-uniform active material loading

In addition to heterogeneous internal resistance, non-uniform active material loading is also a
possible case of heterogeneity. As mentioned above, inhomogeneity results mainly from carbon
and binder (filler) agglomeration formation during drying. However, in some conceivable cases,
non-uniform active loading can be of interest. For instance, this could occur near edges and
boundaries of films during manufacture. Non-uniform loading is understood as different active
material volume fractions or different specific interfacial areas available for electrochemical
reaction in different regions of the positive and negative electrodes.
Here two possible cases are investigated. The first case is what we call an aligned active
material loading case in which the negative electrode with high active loading is aligned with the
positive electrode with high active loading (Figure 6-7). Another possible situation is when the
negative electrode with high active loading is aligned with the positive electrode with low active
loading (Figure 6-8).
In order to understand the effects of active material loading heterogeneity on the performance,
all the regions considered for this part are chosen to be similar in terms of ionic resistances. The
tortuosity and porosity used in this section are the middle properties listed in Table 6-2. However,
the volume fractions of filler are chosen 0.01 for high, 0.06 for middle, and 0.11 for low active
material loading.
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Figure 6-7: Temperature, current, and positive and negative electrodes states of charge (SOCs) distributions along
with discharge curves for the discharging aligned active material loading case (high-high, middle-middle, and lowlow). All regions have similar internal resistances (middle tortuosity and porosity). The high-high region means the
negative electrode with a high active material loading is aligned with the positive electrode with a high active material
loading. N and P denote negative and positive electrodes, respectively. C/4, 1C, and 4C discharge rates are considered.

Figure 6-7 shows the results for the aligned active material loading case. The current density
of each region is proportional to the active loading. This results in a considerably high current for
the high-high region. However, because this current distribution is proportional to active material
loading, SOCs of the negative and positive electrodes prove completely similar as seen in Figure
6-7 c, j, and k.
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The high current passing through the high-high region can result in higher temperature
increase. As seen in Figure 6-7, higher discharge rates can worsen the thermal effects. Similar to
the hot-hot case discussed in the previous section, here we also have non-uniform degradation and
safety issues at higher rates.
We observed non-uniform discharge capacity, which is also proportional to the non-uniform
active loading. It should be noted that the average discharge capacity, shown on the bottom of
Figure 6-7, matches up with the ones of middle active material loading. This suggests that in the
case of aligned active loading, homogenous properties (middle properties) can reasonably be used
for the modeling purposes.
Figure 6-8 shows temperature, current density, and positive and negative electrode SOC
distributions as well as discharge curves for the misaligned active material loading case. The
results demonstrate that current density of low-high region (red dashed lines) is higher than the
other regions (most of the discharge time) especially at higher rates, leading to non-uniform SOCs
and discharge capacities.
The fact that the positive electrode active material loading plays an important role during
discharge is the root cause of this observation. In high-low (shown in green lines) and mid-mid
(shown in black dotted lines) regions a lower volume fraction of active material is available in the
positive electrode. Thus, higher C-rates cause more capacity loss for those regions. In Figure 6-8
l this fact is obviously demonstrated.
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Figure 6-8: Temperature, current, and positive and negative electrodes states of charge (SOCs) distributions along
with discharge curves for the discharging misaligned active material loading case (high-low, middle-middle, and lowhigh). All regions have similar internal resistances (middle tortuosity and porosity). Notably, the average discharge
curves (yellow dashed lines) are weighted averages based on the surface fraction of different spots. The high-low
region means the negative electrode with a high active material loading is aligned with the positive electrode with a
low active material loading. N and P denote negative and positive electrodes, respectively. C/4, 1C, and 4C discharge
rates are considered.

In the low-high region due to lower negative electrode active material loading, a large SOC
of the negative electrode is seen. Therefore, the negative electrode of this region is used much
more during cycling and capacity loss would more likely happen in this region.
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In addition, because of higher current density through the low-high region a higher
temperature increase is observed. As mentioned above, here we have non-uniform degradation and
safety issues especially if higher heterogeneity degrees and C-rates are involved.
Taking all the above factors into consideration, the misaligned active material loading case
has more negative effects on the cell performance and lifetime than other cases because of more
significant non-uniformities, especially for the negative electrode.

6.4.5

Ultra-fast charging and cycling

As mentioned above, ultra-fast charging and cycling are considered important for future
designs of an electric vehicle battery pack. In this section, the effects of the electrode heterogeneity
on the cell performance during ultra-fast cycling (10C) and charging (up to 5C) are studied. For
simplicity only the aligned resistances case (hot-hot, mid-mid, and cold-cold) is considered.
Figure 6-9 shows the cycling profiles starting at a fully-charged state with two discharge-rest
steps (10C rates each for 30 s) followed by four discharge-rest-charge steps (10C rates each for 30
s).
The results show that during this test the maximum temperature of 373K is reached in the hothot region. Similar to the other cases here, we see non-uniform degradation due to a non-uniform
temperature. In addition, this high temperature increase can cause thermal runaway, explosion, and
fire when the battery is overused.
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Figure 6-9: Applied current (a), cell voltage (b), temperature (b), current density distribution (d), negative electrode
state of charge (e), and positive electrode state of charge (f). Cycling at 10 C charge and discharge rates is considered
for the aligned resistances case. The cold-cold region means the negative electrode cold spot is aligned with the
positive electrode cold spot (low ionic resistance).

Figure 6-9 b shows the cumulative capacity during cycling. In this case the cold-cold region
shows more charge and discharge capacity, meaning this region is used much more than the other
regions. In addition, this observation is seen in the positive and negative electrodes’ SOCs.
Mismatching capacities and SOCs would result in non-uniform degradation and capacity loss and
shorter cycle life since the cold-cold region is over-used and deactivates sooner.
Figure 6-10 shows property distributions for C/5, 1C, and 5C charging. Similar to the
discharge aligned resistances case, the cold-cold region (low ionic resistance) initially has more
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current magnitude and over the charging period the current magnitude decreases because of
increased internal resistances. Then a larger portion of current must flow through the hot-hot region.

Figure 6-10 :Temperature, current, and positive and negative electrodes states of charge (SOCs) distributions along
with charge curves for the charging aligned resistances case (hot-hot, middle-middle, and cold-cold) . Hot and cold
spots are associated with high and low ionic resistances, respectively. The cold-cold region means the negative
electrode cold spot is aligned with the positive electrode cold spot. N and P denote negative and positive electrodes,
respectively. C/5, 1C, and 5C discharge rates are considered.

The charging results demonstrate that the properties non-uniformities are greater during
charge compared to the comparable case during discharge. SOCs and charge capacity in Figure
6-10 show that the cold-cold region is over-used, especially at higher rates. Similar to previous
cases, overusing some spots of the cell is the root cause of non-uniform degradation. However,
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compared to the discharging case, the results suggest that the degradation takes place faster and to
higher degrees during charging. Notably, at the C/5 rate not much non-uniformity is observed.
That confirms the fact that higher rate charging can expedite the degradation process and capacity
loss.
As seen in Figure 6-10 for low rate charging, we do not have large temperature non-uniformity.
However, at higher rates (5C in this case), a huge temperature increase is observed (470K in the
hot-hot region). By comparing the results of 1C charge (Figure 6-10) and discharge (Figure 6-5)
for aligned resistances cases we obviously notice higher temperature increase for charging. In
order to further understand the reason for this large temperature increase during charging, the
amounts of heat generated by different sources in the cell components during charge and discharge
at 1C are compared in Table 6-3. These results show that the Ohmic ionic heat generated during
charge is much more than that of discharge and other sources of heat, leading to a higher
temperature increase during charge.
Table 6-3: Battery operation heat in kJ m−2 in the hot-hot region at 1C rate chare and
discharge for approximately 3100 s.

Reversible heat
Reaction heat
Ohmic electronic heat
Ohmic ionic heat
Ohmic diffusion heat
Total heat

Charge
Discharge
Charge
Discharge
Charge
Discharge
Charge
Discharge
Charge
Discharge
Charge
Discharge

Negative electrode
3.99
-3.86
1.31
0.60
0.002
0.0016
26.27
5.81
8.634
4.61

Separator
0
0
0
0
0
0
2.30
1.10
1.22
0.79
48.07
29.86

Positive electrode
-11.14
11.79
0.75
1.23
0.0018
0.0016
9.25
4.77
5.477
3.006

It should be noted that the limiting current for discharge is reached at around 3C, but for
charging we can reach even above 5C for the system with the same heterogeneity (aligned
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resistances cases). The limiting current in our model usually takes place when at the hot-hot region,
with high ionic resistances, the concentration of electrolyte approaches zero at some spots. This
leads to a huge potential drop (significant capacity loss) during discharge and a substantial increase
in voltage during charge resulting in enormous heat generation and potentially lithium plating in
hot spots.

Figure 6-11: Concentration profiles for hot-hot, middle-middle, and cold-cold regions at 1C discharge (a) and charge
(c) at t=3000 s. Concentration-dependent electrolyte diffusion coefficient (b) and conductivity (d) are plotted for
comparison.

Figure 6-11 displays the concentration of the 1C charge and discharge aligned resistance cases.
Knowing that the negative electrode has high ionic resistance (higher tortuosity compared to the
positive electrode) and the concentration of the negative electrode is higher (see Figure 6-11 a)
during discharge, the diffusion coefficient in the negative electrode drops significantly at higher
rates of discharge (above 3C). However, for the charging case
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(see Figure 6-11 c) the

concentration in the negative electrode is lower, helping improve the diffusion, resulting in better
performance at higher charging rates (above 5C).
Another reason for the better performance during charge can be temperature. As mentioned
before, temperature increases more significantly during charge. Higher temperatures result in
better transport, and in turn, higher limiting current.

6.4.6

Sensitivity analysis

In this section we investigate the effect of heterogeneity degree on the non-uniformities of
properties such as temperature, current, electrode state of charge, and discharge. The heterogeneity
degree (H) is defined as

̅=
𝐻

(𝑁𝑀,𝑁 )𝐻 − (𝑁𝑀,𝑁 )

𝐶

(𝑁𝑀,𝑁 )𝑀

+

(𝑁𝑀,𝑃 )𝐻 − (𝑁𝑀,𝑃 )

𝐶

(𝑁𝑀,𝑃 )𝑀

,

(6-28)

where 𝑁𝑀,𝑁 and 𝑁𝑀,𝑃 are MacMullin numbers of negative and positive electrodes at hot, middle,
and cold spots.
For heterogeneity perturbation, tortuosity was changed from 1 to 9 with the middle value
being 5 for the negative electrode and from 1 to 6 with the middle value being 3 for the positive
electrode. Note that porosity and volume fraction of the filler were changed in a way that the
volume fraction of active material remains constant, due to the fact that non-uniform active loading
rarely happens, as mentioned above. Therefore, porosity for both electrodes was changed from
0.33 to 0.37, with a middle value of 0.35. The filler volume fraction was changed so that the
volume fraction of active material remains 0.62 for all the cases.
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The parameters that we consider for the sensitivity analysis include average temperature,
current density, SOC, and charge capacity differences between hot and cold spots normalized by
the middle properties:
̅̅̅̅
Δ𝐺 =

𝑡Tot 𝐺𝐻 (𝑡)−𝐺𝐶 (𝑡)
1
𝑑𝑡,
∫
𝑡Tot 0
𝐺𝑀 (𝑡)

(6-29)

̅̅̅̅ is the average normalized non-uniformity over the
where 𝐺 reperesents properties of interest. Δ𝐺
time of charge.
The sensitivity analysis tests were performed for the aligned resistance case at 5C charge, because
a high non-uniformity was observed under this condition. In addition, battery performance at 5C
charge is of utmost interest to the electric vehicles manufacturers.

Figure 6-12: Normalized properties non-uniformity (charge capacity, state of charge, current density, and temperature)
as functions of heterogeneity degree for aligned resistance case at 5C charge.
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Figure 6-12 shows average properties non-uniformity during 5C charge versus heterogeneity
degree defined in Eqs. (6-29) and (6-30). The results from sensitivity analysis demonstrate that
electrode heterogeneity affects the non-uniformity in charge capacity the most and in temperature
the least. These results emphasize that for high-rate charging there is a significant capacity
mismatching between hot, middle, and cold spots, resulting in non-uniform aging in different
regions (as mentioned above). Notably, for the range of MacMullin numbers for the positive and
negative electrodes considered for this analysis, the properties non-uniformities vary linearly with
the degree of heterogeneity.

6.5

Conclusion
Li-ion batteries with high energy density are the best candidates for electric vehicles.

However, lifetime, charging time, and safety remain as challenges. In this work, the effects of
heterogeneous electrodes on the performance of the cell are investigated using a combination of a
Newman-type and equivalent circuit models.
To represent the real heterogeneity of a cell we consider a system of 3 regions, modeled as if
they were distinct cells with different internal resistances. These regions are connected in parallel
and only communicate electronically though current collectors and by no other means. A coupled
model is developed to control the current following through each region based on the internal
resistances received from individual cell models. Since the internal resistances vary differently by
time for different regions, non-uniform current density of each cell, temperature and SOC
distribution along with discharge curves can have complex responses.
Several possible heterogeneity cases are considered. An aligned resistances case (hot-hot,
mid-mid, and cold-cold) is considered for 10C cycling, C/3, 1C, and 3C discharging, and C/5, 1C,
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and 5C charging. A misaligned resistances case (hot-cold, mid-mid, and cold-hot) is considered
for C/3, 1C, and 3C discharging. Aligned (high-high, mid-mid, and low-low) and misaligned
(high-low, mid-mid, and low-high) active material loading cases as other possible cases of
heterogeneity are considered for C/3, 1C, and 3C discharging.
The results demonstrate that more degradation takes place during charging and we see more
non-uniformity compared to the results from comparable discharging.
In addition, for the discharging cases, the misaligned active material loading case shows more
effects on the performance. In this case the results suggest that high degradation takes place during
discharge in the negative electrode.
Sensitivity analysis for the aligned resistances case at 5C charge, shows that structural
heterogeneity affects the charge capacity to greatest extent and temperature the least.
In order to be able to do ultra-fast charging with reasonably long cycle life, less heterogeneity
in electrodes is recommended. More uniform electrodes also help keep all parts of the cell within
SOC constraints recommended by car manufacturers. We believe that part of the reason for the
restricted states of charge used in EV batteries is to compensate for existing heterogeneity. In fact,
while the middle parts of the electrodes are at the established limits, the hot and cold spots can be
over or under the defined limits. With continuing charging or discharging beyond the defined limits
the hot or cold spots might be permanently damaged. However, when all parts of the electrodes
are at the same state of charge (improved uniform electrodes) the operation range of SOC can be
wider, resulting in higher usable capacity, energy density, and cycle life.
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Furthermore, to reduce the Ohmic loss (see Table 6-3) and temperature increase during ultrafast charging, electrodes with low tortuosity are recommended that can be achieved by
manufacturing process optimization.

Appendix A
Concentration- and temperature-dependent parameters
In addition to the parameters listed in Table 6-1, which are constant values, there are a number
of parameters being functions of concentration and temperature.
Electrolyte-phase transport parameters ( 𝐷𝑒,𝑖 and 𝑘𝑒,𝑖 ) are functions of temperature and
lithium-ion concentration [99, 242, 243, 252]:

𝐷𝑒,𝑖 = 10

−4

×

54
−3
−4.43−
−3 𝑐 −0.22×10 𝑐𝑒,𝑖
𝑇−229−5×10
𝑒,𝑖
10
,

(6-30)

2
𝑘𝑒,𝑖 = 10−4 𝑐𝑒,𝑖 [−10.5 + 0.668 × 10−3 𝑐𝑒,𝑖 + 0.494 × 10−6 𝑐𝑒,𝑖
2
+ (0.074 − 1.78 × 10−5 𝑐𝑒,𝑖 − 8.86 × 10−10 𝑐𝑒,𝑖
)𝑇

(6-31)

2

+ (−6.96 × 10−5 + 2.8 × 10−8 𝑐𝑒,𝑖 )𝑇 2 ] ,
where i represents negative electrode (N), separator (S), and positive electrode (P), 𝐷𝑒,𝑖 and 𝑘𝑒,𝑖
are electrolyte-phase diffusion coefficient in m2 s −1 and conductivity in S m−1 , respectively. 𝑐𝑒,𝑖
is electrolyte-phase concentration of lithium in mol m−3 , and 𝑇 is temperature in K. The effective
transport properties are given using the Bruggeman Equation:
γ

𝐷eff,𝑖 = 𝐷𝑒,𝑖 εi 𝑖 = 𝐷𝑒,𝑖
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ε𝑖
,
τ𝑖

(6-32)

ε𝑖
,
τ𝑖

(6-33)

σeff,𝑖 = σ𝑖 (1 − ε𝑖 − ε𝑓,𝑖 ),

(6-34)

γ

𝑘eff,𝑖 = 𝑘𝑒,𝑖 εi 𝑖 = 𝑘𝑒,𝑖

where, ε𝑖 is porosity of the electrode, and γ𝑖 is Bruggeman’s coefficient. Note that γ𝑖 , which
effectively controls τ𝑖 , is only used in the base model. For the parallel-region model, ε𝑖 and τ𝑖
are instead used so that they can be independently varied.
The activity coefficient factor is also a function of temperature and concentration given by
[253]
0.5
1.5
[1 − 0.0052(𝑇 − 𝑇ref )]
∂ln𝑓±𝑖 0.601 − 0.24𝑐𝑒,𝑖
+ 0.982𝑐𝑒,𝑖
1+
=
,
∂ln𝑐𝑒
1 − 𝑡+

(6-35)

where 𝑓± 𝑖 is the activity coefficient factor and 𝑐𝑒,𝑖 is molar concentration in mol L−1 .
Temperature dependencies of the reaction rate constant and solid-phase diffusivity are
described by Arrhenius behavior [99, 241, 253]:
𝐷

𝑠
𝐷eff,𝑖

𝐸𝑎 𝑠 1
1
𝑐𝑠
= 𝐷𝑠,𝑖 exp (
− )) (1 − 𝑚𝑎𝑥 ),
(
𝑅 𝑇ref 𝑇
𝑐𝑠

(6-36)

𝑘

rxn
𝑘eff,𝑖

𝐸𝑎 rxn 1
1
= 𝑘rxn,𝑖 exp (
− )),
(
𝑅 𝑇ref 𝑇

(6-37)

where 𝑇ref is reference temperature, which is 298.15 K, 𝐷𝑠,𝑖 is solid diffusivity at infinite dilution
𝐷

and the reference temperature, 𝑘rxn,i is reaction rate constant at the reference temperature, 𝐸𝑎 𝑠 and
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𝑘

𝐸𝑎 rxn are solid-phase diffusion activation energy and reaction constant activation energy,
𝑠
respectively. For 𝐷eff,𝑖
we used the function that Smekens et al. [241] provided.

Equilibrium potential – open circuit voltage (OCV)
The open circuit potential (OPT), or open circuit voltage (OCV), is the potential difference
between the desired electrode and a reference electrode (often lithium metal foil with potential of
zero) when no net current flows between the positive and negative electrodes (i.e. disconnected
external circuit). The OCV is a function of temperature, solid-phase lithium concentration, and the
chemistry of the active materials. Here we use the models for positive and negative electrodes
OCVs (here shown by U) and entropy change given as [99, 242, 254]

𝑈ref,𝑃 =

−4.656 + 88.669θ2 − 401.119θ4 + 342.909θ6 − 462.471θ8 + 433.43θ10
,
−1 + 18.933θ2 − 79.532θ4 + 37.311θ6 − 73.083θ8 + 95.96θ10

(6-38)

𝑈ref,𝑁 = 0.7222 + 0.1387θ + 0.029θ0.5 − 0.0172θ−1 + 0.0019θ−1.5 +

(6-39)

0.2808 exp(0.9 − 15θ) − 0.7984 exp(0.4465θ − 0.4108),
∂𝑈𝑃
−0.001(0.19952104 − 0.92837382θ + 1.364550689θ2 − 0.611544894θ3 )
|
=
,
(1 − 5.66148θ + 11.476362 − 9.824312136θ3 + 3.0487551θ4 )
∂𝑇 𝑇ref

(6-40)

∂𝑈𝑁
|
∂𝑇 𝑇ref
0.001(0.0052691 + 3.299266θ − 91.793258θ2 + 1004.91101θ3 − 5812.278127θ4 )
=
,
+ 1017.234804θ2 − 10481.80419θ3 + 59431.3θ4 −)
(1 − 48.0928723θ
19881.6488θ5 + 374577.3152θ6 − 385821.1607θ7 + 165705.8597θ8
θ=

𝑐𝑠surf,𝑖
𝑐𝑠max,𝑖

(6-41)

(6-42)

,

𝑈𝑖 = 𝑈ref,𝑖 + (𝑇 − 𝑇ref )

∂𝑈𝑖
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|

∂𝑇 𝑇ref

,

(6-43)

where i=N and P, 𝑈𝑖 is open circuit voltage in V, θ is state of charge (SOC) or stoichiometry
determined on the surface of the particles, 𝑐𝑠surf,𝑖 is solid-phase concentration of lithium on the
surface of active particles, and 𝑐𝑠max,𝑖 is maximum concentration of lithium (solid-phase lithium
capacity).
The OCV models are particularly important in the Butler-Volmer Equation. Due to the fact
that the reactions take place at electrolyte-solid interfaces, only surface concentrations are
considered for the reaction-rate modeling. According to the initial solid-phase concentrations (for
discharge) and maximum concentrations of positive and negative electrodes given in Table 6-1,
the initial discharge OCVs are: 𝑈𝑃int = 4.237 V and 𝑈𝑁int = 0.074326 V.
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Chapter 7
Summary and future work
7.1

Summary of the work
The performance of lithium-ion batteries depends on the choice of electrode materials and

electrolyte, as well as on the microstructure of the electrodes. In this work we sought to understand
and optimize the microstructure while preserving commonly used processes and materials. While
Li-ion batteries prove efficient for regular electric devices such as cell phones and laptops, several
problems remain unsolved regarding the application of Li-ion batteries to electric vehicles.
Production cost, lifetime, charging time, range per charging, and safety are the most critical issues.
We believe that the manufacturing process and, in turn, microstructure optimization is necessary
to help alleviate the problems with batteries used in electric vehicles. In the long run, highperformance and cost-effective batteries will allow a quicker transition of the world’s fleet to massproduced electric vehicles.
The manufacturing process of Li-ion cells has a great impact on the microstructure and, in
turn, on the performance, longevity, and cost of the battery. Therefore, the main objective of this
work is to understand the microstructure and performance of Li-ion batteries fabricated under
specific conditions. The knowledge of the manufacturing process-microstructure-performance
relationship is the main key for taking manufacturing design, development, and optimization
beyond empirical approaches.
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A combination of modeling and experiments has been utilized to understand the
microstructure of Li-ion cells. This work is categorized into three main parts. First, the effects of
types and amounts of conductive additives on tortuosity and porosity (ionic transport in the porous
electrode) was examined using a DC polarization interrupt method, SEM/FIM images, and a
Newman-type model. Second, the effects of manufacturing factors such as mixing, coating, drying,
and calendering on the microstructure were studied using a particle-based mesoscale simulation,
SEM/FIB images, and experimental tests. Finally, heterogeneity of the electrodes was initially
demonstrated by a resistivity distribution map and SEM/FIB images of different spots on the
electrode. Then, the effects of inhomogeneous electrodes on the performance of the cell were
explored by a Newman-type model.
The role of carbon additives in improving the electronic conductivity of composite porous
electrodes is well understood. However, there has been little work studying the effect of various
carbon additives on ionic transport in porous electrodes. Part of this work (Chaps. 3 and 4)
determines effective ionic conductivities and associated tortuosities of composite cathodes with
various types of carbon additives and porosities in an alkaline system. A two-compartment, directcurrent method was developed to make these measurements and was validated with multiple
electrolyte solutions. This experimental method was modeled mathematically in order to
understand the effect of design parameters on the polarization curve. Empirical correlations were
developed to predict the effect of porosity and various carbon additives on tortuosity. As expected,
the results show that tortuosity decreases with porosity and increases with carbon amount.
Cathodes containing BNB90 and KS6 carbon additives have the highest and lowest tortuosity,
respectively. Furthermore, for cathodes containing BNB90, tortuosity in the direction orthogonal
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to the direction of compression (in-plane tortuosity) was found to be less than tortuosity in the
direction parallel to compression (out-of-plane tortuosity).
The fabrication process of Li-ion battery electrodes plays a prominent role in the
microstructure and corresponding cell performance. In the second part of this work (Chap. 5), a
mesoscale particle dynamics simulation was developed to relate the manufacturing process of a
cathode containing Toda NMC-523 active material to physical and structural properties of the
dried film. Particle interactions were simulated with shifted-force Lennard-Jones and granular
Hertzian functions. LAMMPS, a freely available particle simulator, was used to generate particle
trajectories and resulting predicted properties. To make simulations of the full film thickness
feasible, the carbon binder domain (CBD) was approximated with μm-scale particles, each
representing about 1000 carbon black particles and associated binder. Metrics for model
parameterization and validation were measured experimentally and included the following: slurry
viscosity, elasticity of the dried film, shrinkage ratio during drying, volume fraction of phases,
slurry and dried film densities, and microstructure cross sections. Simulation results were in good
agreement with experiment, showing that the simulations reasonably reproduce the relevant
physics of particle arrangement during fabrication.
Local variations of mechanical, structural, transport, and kinetic properties, referred to as
heterogeneity (generated by a non-optimized manufacturing process and degradation), can
detrimentally affect battery life and performance. Local heterogeneity results in non-uniform
current, temperature, state of charge (SOC), and aging. In the last part of this work (Chap. 6), we
introduced a computationally efficient Newman-type model to further understand and quantify the
effects of local inhomogeneities, particularly non-uniform ionic impedance. In this model, three
cells with different internal resistances (low, middle, and high ionic) were considered so that they
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are only electrically connected (connected in parallel). A separate controller model divides the
total current into current flowing to each cell based on the impedances in the cells, which are
changing with time. Different possible combinations of anode and cathode were investigated such
as a cell with a homogeneous anode and a heterogeneous cathode and both anode and cathode
being heterogeneous. Results from the model shows that heterogeneity substantially affects the
performance at high-rate charging or discharging. A very high temperature is reached in the high
ionic resistant spots of the cells. However, in low-rate cycling (less than 1C) the non-uniformity is
considerably smaller.

7.2

Conclusion
Conductive additives play an important role in electronic connection and mechanical

properties. However, the conductive additives are inactive materials of a cell and higher amounts
of them are not desired for high-energy-density applications. The results from the first part of this
work (alkaline systems) suggest that different types of additives provide different transport
properties for porous electrodes. Therefore, for increased energy density, decreased amounts of
graphitic additives with higher aspect ratio (such as expanded graphite) are desired.
The experimental results and SEM/FIB images from this work support the idea that tortuosity
in the direction of calendaring (compression) is always higher due to the blockage of the open
pores. Particularly for the Li-ion batteries in which Li-ions transfersin the compression direction,
high pressure calendaring is not desired. However, the electrodes should be produced such that
uncalendered electrodes provide enough electronic conductivity and mechanical stability by
improved carbon and binder distributions, as well as better choice of additives.
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The microstructure model described in Chapter 5 can assist in microstructure and the
manufacturing process design, development, and optimization. This model clearly indicates the
process happening during drying (such as carbon binder agglomeration and pore formation). For
the purpose of optimization, various manufacturing parameters, such as coating and drying
methods, are examined and structural, transport, mechanical, and electrochemical properties are
determined by the model for comparison. A full-cell mathematical model whose parameters are
determined by the 3D microstructural model, may assist in understanding the performance of the
cell that is produced under different manufacturing conditions.
For higher rates of cycling (above 1C), which is desired for fast charging and acceleration of
electric vehicles, low ionic resistance and more homogeneous electrodes are necessary in order to
avoid non-uniform aging and limiting current that gives rise to significant capacity loss.
Furthermore, an adequate heat transfer system has to be designed for battery packs particularly for
use during high rate charging.
Heterogeneity also effects the non-uniformity of macroscopic properties such as SOC and
charge-discharge capacity, which essentially limits the overall cell SOC to avoid damaging some
regions of the electrodes. By producing more homogeneous electrodes, wider ranges for cell
33SOC may be considered, resulting in increased usable capacity of the cell.

7.3

Future work
All parts of this work can be continued with several considerations. In what follows, we

describe possible paths for the future endeavors.
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Although we reported useful information about the transport properties of alkaline cathodes
with different types and amounts of additives, the DC polarization procedure and the experimental
design can be adapted to measure tortuosity of thinner Li-ion electrodes.
As mentioned above, one way to efficiently improve the capacity and energy density of the
battery is to reduce the amount of additives without sacrificing electronic conductivity, cohesion,
and adhesion of the electrodes. The choice of additive and its optimal amount requires a detailed
knowledge of the effects of different additives on ionic and electronic transport. One can
investigate the types of additives and mixing sequence that allow minimized amount of additives
for the purpose of improved energy density of a cell.
As mentioned above, in order to design, develop, and optimize the manufacturing process,
independent of massive experimental tests, a model that predicts the final microstructure of an
electrode fabricated under specific mixing, coating, drying, and calendering process is necessary.
One efficient method to simulate both the slurry and the dried film at even pressures under one bar
(and still observe slurry-air interface) is the method of smoothed particle hydrodynamics (SPH)
[255]. SPH, which was initially developed for astrophysical problems, is a technique for simulating
the dynamics of a fluid, in this case battery electrode slurry [256]. Based on our experience with
previous approaches, SPH is an efficient method to simulate all the steps of the manufacturing
process in one unified model. The advantage of this model is the way one can iterate over the
manufacturing variables such as composition, size and shape of active particles, temperature
during mixing and coating, coating method, drying rate, and calendering degree for manufacturing
optimization without performing numerous costly and time-consuming experiments.
As mentioned several times in Chapter 6, local heterogeneity negatively affects the
performance and life of the battery. For this part, one can study how to reduce the degree of
178

heterogeneity. To that end, one can study the relationship between the manufacturing process or
degradation of the battery and heterogeneity. Electrode homogeneity provides several advantages
such as uniform current and temperature, resulting in longer lifetime and increased available
capacity (state of charge) allowed for a specific chemistry without damaging different regions of
the electrodes. Furthermore, the developed heterogeneity model can be adapted for more detailed
lifetime modeling. For example, SEI growth, lithium plating, increased resistance over time and
other degradation modes can be added to the parallel-region model for predicting the longevity of
the cell more accurately than existing homogeneous models.
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