In high dimensional analysis, effects of explanatory variables on responses sometimes rely on certain exposure variables, such as time or environmental factors. In this paper, to characterize the importance of each predictor, we utilize its conditional correlation given exposure variables with the empirical distribution function of response. A model-free conditional screening method is subsequently advocated based on this idea, aiming to identify significant predictors whose effects may vary with the exposure variables. The proposed screening procedure is applicable to any model form, including that with heteroscedasticity where the variance component may also vary with exposure variables. It is also robust to extreme values or outlier. Under some mild conditions, we establish the desirable sure screening and the ranking consistency properties of the screening method. The finite sample performances are illustrated by simulation studies and an application to the breast cancer dataset.
Introduction
Ultrahigh dimensional data arise in many frontier areas, such as genetics, imaging, economics and finance. In these areas, quite often tremendous amount of explanatory variables are collected, while only a few predictors are truly important to the response.
To identify these truly active predictors, a variety of variable selection methods were studied based on different models. One appealing method to select important variables and reduce the predictor dimensionality is the two-stage approach: feature screening methods are first conducted to roughly rule out the marginally unimportant predictors, and subsequent regularized regression approaches are applied to recover the final sparse models. In the screening stage, Fan and Lv (2008) first proposed a sure independent screening procedure (SIS) based on the marginal Pearson correlation in the context of linear models. Its appealing sure screening property urges statisticians to extend the idea of SIS under different settings, including the generalized linear models (Fan and Song, 2010) , semiparametric models (Li et al., 2012a) , nonparametric additive models (Fan et al., 2011; He et al., 2013) . Fan and Song (2010) stated that the validity of screening methods usually relies on the correct underlying-model specification, which motivates researchers to propose screening methods at a model-free basis, such as SIRS (Zhu et al., 2011) and DC-SIS (Li et al., 2012b) . See Liu et al. (2015) for a selective overview of the screening methods.
However, the effects of predictors on the response are sometimes dependent on certain exposure variables in an unknown pattern, such as time or some environmental indices. For instance, in human genetics research, gene effects on certain phenotype, say body mass index, may reply on the current age of people. When the predictors affect the response via one or more exposure variables, the corresponding effects are often depicted by the interactions between predictors and the exposure variables in linear models, or by the nonparametric coefficient functions in varying coefficient models. In the varying coefficient model, the dependence between predictors and response can be marginally assessed by the conditional Pearson correlation given exposure variables, due to the linearity of varying coefficient models given exposure variables. Therefore, to reduce the dimensionality of such ultrahigh dimensional varying coefficient models, Liu et al. (2014) and Fan et al. (2014) studied several conditional screening methods, based on such the partial correlation and the conditional correlation learning.
In analysis of ultrahigh dimensional data, unfortunately, we are often lack of prior information on the regression structure (Zhu et al., 2011) , and the aforementioned linearity can be easily violated. In addition, extreme values or outliers often take a non-negligible role when tremendous amount of data are collected, destroying the nice data structure for applying the methods to the well-designed varying coefficient models. Under some other circumstances, predictors might be responsible for the variance, rather than the mean of response and the exposure variables may also play a role in the effects on the variance component. To address these issues, Wen et al. (2018) developed a model-free screening method based on conditional distance correlation learning (Wang et al., 2015) . However, the performance of this method is easily influenced by the presence of extreme values or outliers in the observations. Thus, we are motivated to use a robust metric to measure the conditional association between the predictors and response given exposure variables and apply it to the feature screening procedures. We adopt the conditional correlation between the predictor and indicator function of response given the exposure variables. It employs the conditional rank instead of the original observed value of the response and thus stays invariant after strictly monotone transformation of the response. In estimation, the standard Nadaraya-Watson estimator is applied, which is easy to implement. Using the metric as a marginal score function, we further develop a model-free conditional sure independence screening procedure. The sure screening property (Fan and Lv, 2008) and ranking consistency property (Zhu et al., 2011) of the screening procedure are carefully studied. We conduct extensive simulations to illustrate our proposed method is effective to detect both linear and nonlinear conditional relations between the predictors and response given exposure variables, and ranks the important predictors above the unimportant ones with an overwhelming probability.
The rest of this paper is organized as follows. In Section 2, we propose a model-free conditional feature screening procedure based on the correlation learning, with a careful study of its theoretical properties. In Section 3, we conduct Monte Carlo simulations to evaluate the finite sample performance of our proposals, and apply the method to analyze the breast cancer data. A discussion is given in Section 4. All technical proofs are relegated to the Appendix.
Conditional Sure Independence Ranking and Screening

Some Preliminaries
Suppose Y ∈ R 1 is the response variable, x = (X 1 , . . . , X p ) T ∈ R p is the associated predictor vector and u ∈ U is the exposure variable. Given the exposure variables u,
we define the set of active predictors without model-specification:
where F (y | x, u) stands for the conditional distribution function of Y given x and u.
(2.1) indicates that the truly active predictors affect the response variable through its distribution function, which may also depend on u. The set of inactive predictors is denoted by A c , the complementary set of A. A screening method aims at removing as many predictors inactive predictors x A c as possible while retaining all the active predictors x A . Thus, we need to adopt a reasonable metric to measure the relative importance of each predictor conditioning on the exposure variables u.
We briefly review the sure independent ranking and screening procedure (Zhu et al., 2011, SIRS) , which identifies active predictors satisfying F (y | x) = F (y | x A ) for all y ∈ R 1 . For easy illustration of its rationale, assume that x follows standard multivariate normal distribution and each predictor is standardized. The conditional distribution Y given x varies with x A , and stay constant with x c A . Thus it is natural to expect that E{∂F (y | X k )/∂X k } to be non-zero for k ∈ A and zero for k ∈ A c . The When exposure variable u is involved, however, the distribution of Y , as well as its association with the predictors, may vary with u. Under this circumstance, only considering the marginal expectations in ρ k (y) may miss important u-varying information. Instances indeed exist (Liu et al., 2014) where marginal screening procedures fail to detect those predictors with varying effects of u. To address this issue, we define the conditional correlation between the predictor X k for k = 1, . . . , p and the indicator function of response Y conditioning on u as follows.
Then the marginal utility for screening becomes
To estimate ω k based on the random sample {(x i , Y i , u i ), i = 1, . . . , n}, we adopt Nadaraya-Watson estimator for each conditional mean used to compute Ω k (u, y). Sepecially,
where
is a kernel function and h is the bandwidth. Then a natural estimator ofω k iŝ
The variance term can be estimated by the similar patterns.
Based on the sample estimation ofω k , we conduct the screening criterion to identify the active set indexed by
where d is the user-specified threshold value. We refer the proposed conditional sure independent ranking and screening procedure as C-SIRS in the paper.
Theoretical Properties
We establish several appealing properties for our proposed screening procedure. Denote λ max (C) and λ min (C) for the largest and smallest eigenvalues of a matrix C, respec-
The following three conditions are required for Theorem 1.
holds uniformly for n. Theorem 1. Suppose conditions (A1), (A2) and (A3) hold, then we have
Theorem 1 illustrates that signals between the important predictors and the unimportant ones are distinguishable, which is a prerequisite for the ranking consistency property.
We assume the following regularity conditions to derive the theoretical properties
is a density function with compact support. It is symmetric about zero and Lipschitz continuous. In addition, it satisfies
It is bounded uniformly such that sup
(C2) (The Density) The probability density functions of u, denoted by f (u) has continuous second-order derivative on U.
(C3) (The Derivatives) The (m − 1)-th derivatives of both g(· | u), f (u) are locally Lipschitz-continuous with respect to u.
(C4) (The Bandwidth) The bandwidth h satisfies h = O(n −θ ), for some θ which satis-
(C5) (The Moment Condition) There exists a positive constant s 0 such that
Further assume that E(X k |u) and E(X 2 k |u), their first-order and second-order derivatives are finite uniformly in u ∈ U.
Theorem 2. (Sure Screening Property) Under the conditions (C1)-(C5), for any
where c is a generic constant and |A| is the cardinality of A.
The sure screening property (Fan and Lv, 2008 ) of the C-SIRS procedure ensures that all truly active predictors can be retained after screening with the probability approaching to one.
Theorem 3. Under the conditions (C1)-(C5), in addition to conditions (A1)-(A3), if
The ranking consistency guarantees the active predictors ranked in the top, prior to the inactive ones, with an overwhelming probability.
Numerical Studies
The Performance of Conditional Screening
In this section, we investigate the finite sample performance of our proposed screening procedure through Monte Carlo simulations, and also compare it with three screening methods including SIRS Zhu et al. (2011) , DC-SIS (Li et al., 2012b) and CC-SIS (Liu et al., 2014) and CDC-SIS (Wen et al., 2018) . Under all model settings, we draw N (0, 1) . We set the sample size n = 200 and fix p = 1000. Each experiment is repeated 1000 times. We adopt the Epanechnikov kernel K(u) = 0.75(1 − u) + in both simulations and real data analysis.
We evaluate the finite-sample performance through the following four criteria:
The average of the ranks of each important predictor out of 1000 replications.
S:
The minimum model size to ensure that all important predictors are included after screening. We expect it to be as close as the the number of truly active predictors. We report the 5%, 25%, 50%, 75% and 95% quantiles of S out of 1000 replications.
3. P a : The proportion of all active predictors selected after screening for a given model size out of 1000 replications. We consider three screened model size d = ν[n 4/5 / log(n 4/5 )] varying ν = 1, 2 and 3. The corresponding d is 16, 32 and 48, respectively. We expect it to be as close to one as possible.
4. P k : The proportion of each active predictor selected after screening for a given model size out of 1000 replications.
Example 1. We first generate the response Y from the generalized varying coefficient models respectively:
where β = {β 1 (u), . . . , β 1000 (u)} T . β j is nonzero when X j is the active predictor and remains zero otherwise. We set he active predictors index to be {2, 100, 400, 600, 1000}, with corresponding coefficient functions β 2 (u) = 2I(u > 0.4), β 100 (u) = 1+u, β 400 (u) = (2 − 3u) 2 , β 600 (u) = 2 sin(2πu), β 1000 (u) = exp{u/(u + 1)}. The first model is logistic varying coefficient model while the second one is the Poisson varying coefficient model. We report the simulation results of R k and S in Table 1 and Table 2 , respectively.
The proposed C-SIRS method outperforms other competitors under both model settings. The rank of each predictor is on the top while the median of S is close to the number of truly active predictors, indicating that our proposal achieves a high accuracy in ranking. CC-SIS also performs satisfactorily as it is designed for the varying coefficient model. Both SIRS and DC-SIS are not able to detect the predictor X 600 . This is mainly because the expectation of β 600 (u) is zero, making the predictor X 600 but marginally independent but conditional related to the response. The simulation results of selection proportions P a and P k are summarized in Table 3 . The C-SIRS method selects all important predictors with high probability, indicating its sure screening property. The P a of SIRS, DC-SIS and CDC-SIS are negligible even for the largest submodel size d = 48.
Example 2. We then consider following four models, in which the response Y depends on the predictors nonlinearly with a given u:
• Case 2 : Y = exp{x T β(u) + ε};
• Case 3 : Y = β 2 (u) exp(X 2 )+β 100 (u)X 3 100 +2β 400 (u)X 400 I(X 400 < 2)+β 600 (u)X 600 + 1.5β 1000 (u)X 1000 + ε;
• Case 4 : Y = β 2 (u)X 2 +β 100 (u)X 100 +β 400 (u)X 400 +β 1000 (u)X 1000 +2 exp{β 600 (u)X 600 }ε, where the β(u) setting remains identical as Example 1 and the error term is independently generated from t(1) for Case 1 to Case 3 and N (0, 1) for Case 4. Notice that Case 4 demonstrates the heteroscedasticity issue, where the variance component is affected by X 600 , and the effect vary with u. The simulation results are tabulated in Table 4 for R k , Table 5 for S and Table   6 , 7 for P a and P k . It can be clearly seen that C-SIRS method is still the obvious winner, and performs well in both ranking and selection. CC-SIS method is not able to capture the nonlinear conditional dependence, and the rankings are not accurate.
The performances of DC-SIS and CDC-SIS methods are still poor, because of the heavy distribution of the response. We observe that the SIRS method also fails to identify the X 600 , which is in accordance with Example 1.
Real data analysis
Breast cancer is the one of most common malignancy among women, with a high lethality rate. There is a urgent need for the early diagnosis of breast cancer and simultaneously monitoring the disease progression. In this section, we evaluate the performance of proposed C-SIRS procedure through the breast cancer data reported McPherson et al., 2000; DeSantis et al., 2017) found that age is a risk factor that influences the incidence of breast cancer. Thus, we treat age as the exposure variable u in our analysis. Furthermore, we obtain the first principal component of 136 CGH measurements as the response, and the 19672 gene expressions as predictors.
In our analysis, we first use the five screening methods SIRS, DC-SIS, CDC-SIS, CC-SIS and the proposed C-SIRS to select the most of relevant genes with top d = 2[n 4/5 / log(n 4/5 )] = 20 included, and then conduct a second-stage selection to fit a varying coefficient model with SCAD penalty. Table 8 Figure 1: The estimated coefficient functions of the selected nine genes.
A Brief Discussion
In this paper, we utilize the conditional correlation between predictors and the empirical distribution function of response given exposure variables to develop a model-free sure independence screening procedure C-SIRS. It is resistant to the heavy-tailed distribution, outliers and extreme values of the response. In addition, C-SIRS is applicable for any model involving exposure variables, including generalized varying coefficient model, and any nonlinear dependent structure. It is also powerful to detect those variables with significant effects on variance components. The ranking consistency and sure screening property of C-SIRS are rendered in both theoretical properties and simulation studies. The breast cancer dataset is systematically analyzed by C-SIRS, along with the comparison with other related methods.
Appendix: Proof of Theorems
Appendix A: Proof of Theorem 1
For easy presentation, we introduce some notations first. λ max (C) and λ min (C) denote the largest and smallest eigenvalues of a matrix C, respectively. We denote vv T by v 2 for a vector v and Ω A (u, y)
If we say that a n − b n uniformly in n, then it means lim inf
Without loss of generality, we assume that and u in (A3) and (4.2) is due to the simplified conditional linearity condition.
Then we start to deal with the first term of (4.3).
where (4.4) holds because of the fact λ max (C T BC) ≤ λ max (B)λ max (C T C), where the matrix B ≥ 0. Similarly, we can verify that
These two inequations yield that
which completes the proof.
Appendix B: Proof of Theorem 2
, and (Hoeffding's Inequality (Hoeffding, 1963) ) Let X 1 , . . . , X n be independent random variables, and Pr(a i ≤ X i ≤ b i ) = 1 for i = 1, . . . , n. Then
, for any t > 0.
Lemma 2. (Liu et al., 2014) Suppose that X is a random variable with E(e a|X| ) < ∞ for some a > 0. Then for any M > 0, there exist positive constants b and c such that
The following lemma is a sight modified version of Theorem 3.1 of Zhu (1993) and Lemma 3.2 of Zhu and Fang (1996) .
Lemma 3. Suppose that conditions (C1) to (C5) are fulfilled, and sup
Lemma 4. Suppose that conditions (C1) to (C5) are fulfilled, for any 0 < γ + θ < 1/4 and 0 < γ ≤ mθ, then we have
where a 1 , b 1 and c are some positive constants.
Proof of Lemma 4: For any M > 0,
where P 1 (u) and P 2 are defined in the obvious way. We derive the first term P 1 (u).
The following arguments are all under the condition max |X ik | ≤ M , which is omitted for notation simplicity. We expand g(X k | u) in a Taylor series with the Lagrange remainder term under Condition (C3). There exists a positive constant c 1 such that
Since the kernel function K is uniformly continuous on its compact support, we have
for some positive constant b 1 .
Then we deal with Pr {max |X ik | ≥ M for some i}. Following the assumption (C5) and Lemma 2, there exist some positive constants t 1 and t 2 such that for any M > 0,
Thus, together with (4.5), we have Pr sup
Following Liu et al. (2014) , we take M = O(n τ ), where 1/2 − 2θ − 2γ < τ < 1/4. For large n, we can see that n 1/2 /M 2 = n 1/2−2τ > 1, and M n 2θ+2γ−1/2 = n τ +2θ+2γ−1/2 > 1.
Now (4.6) becomes
Pr sup
where a 1 , b 1 and c are some positive constants. The proof is complete.
Lemma 5. Suppose that conditions (C1) to (C5) are fulfilled, for any 0 < γ + θ < 1/2 and 0 < γ ≤ mθ, then we have
where a 2 , b 2 , a 3 , b 3 and c are some positive constants.
Proof of Lemma 5:
We use the same technique as the proof for Lemma 4. According to Theorem 3.1 of Zhu (1993) and Lemma 3.1 of Zhu and Fang (1996) , for any ε n > 0, Proof of Theorem 2: We divide the proof into two steps.
Step 1. We first prove that, under conditions (C1)-(C5), for any 0 < γ + θ ≤ 1/4 and 0 < γ ≤ mθ, there exists some positive constant c such that
We define ∆ 1 and ∆ 2 as follows,
Then we have Pr (| ω k − ω k | ≥ cn −γ ) ≤ Pr (|∆ 1 | ≥ cn −γ /2) + Pr (|∆ 2 | ≥ cn −γ /2). We deal with the first part of the summation.
Pr |∆ 1 | ≥ cn −γ /2 ≤ Pr n which implies the desired conclusion.
