Abstract. We study the computational complexity of satisfiability problems for classes of simple finite height (ortho)complemented modular lattices L. For single finite L, these problems are shown to be N P-complete; for L of height at least 3, equivalent to a feasibility problem for the division ring associated with L. Moreover, it is shown that the equational theory of the class of subspace ortholattices of finite dimensional Hilbert spaces is complete for the complement of the Boolean part of the nondeterministic BlumShub-Smale model of real computation without constants.
Introduction
Given a class A of algebraic structures, the equational theory Eq(A) of A consists of all identities valid in all members of A, and so in the variety V(A) generated by A. The associated decision problem asks, for any given identity, whether or not it is in Eq(A). The triviality problem for A is to decide for each given finite presentation whether the associated freely generated member of V(A) is trivial or not.
Generalizing the well known Boolean case, in [9] the following satisfiability problems have been considered. Weak satisfiability sat A : Given terms t(x), s(x) is there A ∈ A andā in A such that A |= t(ā) = s(ā). Strong satisfiability SAT A : Given terms t i (x), s i (x), i = 1, . . . , n, is there A ∈ A andā in A such that the entries ofā generate a non-trivial subalgebra and A |= t i (ā) = s i (ā) for all i. These decision problem are p-time equivalent to the complement of the decision problem for the equational theory resp. the triviality problem for A.
For a class C of modular ortholattices, sat C and SAT C amount to the following: Given a term t(x), is there non-trivial L ∈ C and an assignmentā in L such that t(ā) = 0 respectively t(ā) = 1? Indeed, within the class of modular ortholattices any identity s = t is equivalent to (s + t ) ∩ (s ∩ t) ⊥ = 0 (we use a notation suited for ortholattices of subspaces). According to [9, Proposition 1.16 ]. SAT C is N P-hard for any non-trivial C. We write SAT L and sat L if C = {L}. Both problems are p-time equivalent if L is simple of finite height (by the proof of [9, Theorem 2.11] ).
Focus of [9] was on the class H of all finite dimensional real and complex Hilbert spaces (that is, Euclidean and unitary spaces) and the class L(H) of subspace ortholattices L(H), H ∈ H; that is, L(H) is the lattice of all linear subspaces of H, with constants 0 and V , and orthocomplementation U → U ⊥ , the orthogonal of U. Here, for any fixed H ∈ H, sat L(H) and SAT L(H) are decidable due to Tarski's decision procedure for R; for dim H ≥ 3, the complexity has been determined, in [9, Theorem 2.7] , within the Blum-Shub-Smale model of non-deterministic computation over the reals: both problems are complete for BPN P 0 R , the part of the model which allows only integer constants and binary instances. This class contains N P and is polynomial time equivalent to the problem FEAS Z,R : to decide for any finite list of multivariate polynomials p i with integer coefficients whether there is, within R, a common zero, equivalently a zero of a single p, namely i p 2 i . Polynomials are considered as lists of monomials and coefficients.
The decision problem for Eq(L(H)) was shown solvable in [2, 5] , sat L(H) ∈ BPN P 0 R in [9, Theorem 4.4] . On the other hand, SAT L(H) was shown undecidable in [10, Theorem 11] , as well as SAT C for any class of (expansions of) modular lattices containing some subspace lattice L(V F ) of a vector space V F where dim V F is infinite or containing all L(V F ) where F is of characteristic 0 and dim(V F ) finite [10] .
The purpose of the present note is to answer [9, Question 4.5] regarding the complexity of sat L(H) and to obtain results for finite height complemented modular lattices. Also, we show decidability for the equational theory of the class of * -rings (with pseudo-inverse) of endomorphisms of H, H ∈ H. As general references we refer to [17, 19] .
On the equational theory of L(H)
Fact 1. For any C ⊆ L(H), the variety V(C) either is generated by one or two members of C or it contains L(H) and is generated by any family in L(H) having unbounded dimensions.
We mention that V(L(H)) contains all projection ortholattices of finite Rickart C * -algebras [7] .
Proof. Recall that for any d there is, up to (isometric) isomorphism, just one real respectively complex Hilbert space of dimension d. Also, if H 1 , H 2 are both real respectively complex and
embeds into L(H R ) for H over C where H R is endowed with the real part of the scalar product of H.
Thus, asking for the complexity of sat C we are left to consider the case C = L(H).
(a direct p-time reduction to FEAS Z,R is sketched in 2.6, below), to prove Theorem 2 we have to provide a p-time reduction of FEAS Z,R to sat L(H) . By Fact 1, V(L(H)) is generated by the L(H), H ∈ H R , where H R denotes the class of all finite dimensional real Hilbert spaces. Thus, our task is the following.
( * ) Given a multivariate polynomial p(x) ∈ Z[x], construct (in p-time) a conjunction ϕ p (x,z) of ortholattice identities (which, of course, can be turned into a single t p (x,z) = 0) such that p(r) = 0 for allr from R if and only if L(H) |= ∀x∀z. ϕ p (x,z) for all H ∈ H R . Recall that a modular ortholattice (shortly MOL) is a modular lattice L with 0, 1 and an involutory anti-automorphism a → a ⊥ such that a ⊕ a ⊥ = 1. Reducing arithmetic to modular (ortho-)lattices is most conveniently done via von Neumann frames, in particular if generators and relations may be used on the lattice side cf. [16] . Thus, in [9, Proposition 4.9 ] the commutativity relations required by the Spectral Theorem have been encoded to prove that FEAS Z,R reduces to deciding whether ∃x, t(x) = 1 holds in L(H) for some H. The technique for dealing with reduction to validity of identities has been developed by Ralph Freese [4] (in a much more sophisticated context). Denote by F (π) the ortholattice freely generated within V(L(H)) under the presentation π = (ḡ, R), that is with systemḡ = (g 1 , . . . , g n ) of generator symbols and set R of relations. Let π + be obtained by extending R to R + , and consider the canonical homomorphism ϕ : F (π) → F (π + ). ϕ admits a retraction ρ : F (π + ) → F (π) if and only if there is a system of terms t i (x) such that t i (ḡ) = ρϕg i for i = 1, . . . , n. In other words, for any systemā = (a 1 , . . . , a n ) in any L(H), one has
• Ifā satisfies the relations R, then (t 1 (ā), . . . , t n (ā)) satisfies the relations R + .
• ifā satisfies the relations R + , then t i (ā) = a i for all i. (x) , . . .) for (π, π ′ ). Starting with no relations, we will proceed to obtain retractive terms for the intended presentation:
( * * ) Orthonormal 3-frames with a system of n commuting self-adjoint elements in the coordinate * -ring. Verification of relevant identities is a matter of Linear Algebra, due to the following.
2.2.
Frames. We start with frames, the concept basic for von Neumann's Coordinatization. A familyā = (a 1 , a 2 , a 3 , a 12 , a 13 ) in some L(H) is an orthogonal frame of order 3, shortly frame, if the following relations are satisfied where a ⊤ := i a i and where
We write ⊕ and ⊕ ⊥ for direct and orthogonal direct sum. Observe thatā is a frame if and only it is so in the section [0, a ⊤ ] with the induced orthocomplementation x → x ⊥ ∩ a ⊤ . Also, observe that with a 23 = (a 2 + a 3 ) ∩ (a 12 + a 13 ) one obtains a normalized frame in the sense of von Neumann and the "perspectivities" πā ijk (r) where
Existence of retractive terms is due to Mayet and Roddy [18] . More easily it is seen as follows. Givenā in L(H) let u = i =j (a i + a j ) and a
and a 
For each operation symbol +, −, ·, 0, 1 and λ ∈ Q in the signature of Q-algebras and term t(ȳ) defining the associated operation, there is a lattice termt(ȳ,z) such that R(ā) becomes a Q-algebra with operations defined byt(ȳ,ā) for any frameā cf. [3, 4] . Here, an important point is the following ( * * * ) Each variable y i occurs only once int(ȳ,z). We write ⊗ā and ⊖ā for multiplication and subtraction. In particular, the zero is a 1 , the unit is a 12 , and r ∈ R(ā) is invertible if and only if r + a 1 = a 1 + a 2 and r ∩ a 1 = a ⊥ . In this case, the inverse is given by the term s(x,z) = πā 231 πā 213 πā 123 (x,z). Moreover, if a ⊥ = 0 then there is a (unique) linear isomorphism εā :
In the ortholattice setting, elements of the coordinate ring can be forced via the following where #(x, y, z) is a term defining relative orthocomplementation
Observe that, by modularity, #(x, y, z)
2.4. Orthonormal frames. An ON-frameā satisfies the additional relation a
That is, εā is an isometry in case a ⊥ = 0; moreover, endowing R(ā) with the operation
ωā becomes an isomorphism of * -rings (where f * is the adjoint of f in a 1 ). Indeed, if f : a 1 → a 2 and g : a 2 → a 1 are linear maps, then f and g are adjoints of each other if {v + f v | v ∈ a 1 } is orthogonal to {w − gw | w ∈ a 2 }. Now, for f, g ∈ End(a 1 ) one has g = f * if and only if gε
Also observe that for each H 0 ∈ H one obtains a canonical ONframe in H, the orthogonal sum of 3 isometric copies a i of H 0 and a 1j = {v − ε 1j v | v ∈ a 1 } where ε ij : a 1 → a j is an isometry.
In order to construct retractive terms for passing from orthogonal frames to ON-frames we use the following fact which is well known and easy to prove. For any frameā and
Here, we have f = −id and put
Summarizing, we have retractive terms for passing fromā with no relations to ON-frames.
Proof of Theorem 2.
For any ON-frame in L(H) and element r ∈ L(H), by Lemma 5 we have
returning r if r ∈ R(ā). Thus, starting with no relations we have retractive terms to produce ON-frames with elements r 1 , . . . , r n ∈ R(ā). Now, recall that for f ∈ End(a 1 ) one has ker f = a 1 ∩ ωāf.
Thus, with r i = ωāf i , i = 1, . . . , n, and X = {r i , r †
Denoting by c the set of all v ∈ a 1 on which any two of
(f i +f * i ) wheref i is f i on u and 0 on u ⊥ . In particular, thef i are self-adjoint and commute on a 1 . Moreover, if the r i resp. f i commute and are self-adjoint then a 1 = k(r,ā), f i =f i and r i = s i .
Thus, we have achieved ( * * ): terms t i (z), t 1j (z), and s i (x,z) which are retractive from no relations to ON-framesā withr in R(ā) consisting of commuting self-adjoints. Given a multivariate polynomial p(x), letp(x,z) the associated lattice term, that is, for any frameā.
Observe that, due to observation ( * * * ) above,p(x,z) is constructed from p(x) in time polynomial in term lengths. Let the ortholattice term p(x,z) be obtained fromp(x,z) substituting first s i (x,z) for x i , then t i (z) for z i and t 1j (z) for z 1j Let p # (x,z) = 0 the ortholattice identity equivalent to the conjunction ofp(x,z) ∩ z 1 = 0 andp(x,z) + z 1 = z 1 + z 1 . Observe that this is still obtained in p-time from p(x). Then the following are equivalent
The equivalence of (i),(ii), and (iii) is obvious by the above, that of (iii) and (iv) by the Spectral Theorem: the f i have a common basis of eigenvectors. Thus, we have obtained ( * ) and finished the proof of Theorem 2 -referring to [9, Theorem 4.4] for the upper bound.
2.6. Reduction to FEAS Z,R . Reduction of SAT L(H) to FEAS Z,R can be done in p-time without employing BSS-machines. Given a term t(x), x = (x 1 , . . . , x n ), we may assume that it is built using operation symbols +, ⊥ , and 1 only. Introduce a new variable for each occurrence of a subterm which is not a variable and extend the order x 1 < t . . . < t x n to a total order < t respecting the subterm relation. Letxȳ denote these old and new variables listed in that order. Let y t denote the last variable -corresponding to t(x). Letȳ ′ denote the string of new variables except y t . Then t(x) = y t is equivalent within modular ortholattices to ∃ȳ ′ . ϕ t (x,ȳ), ϕ t (x,ȳ) a conjunction of equations y = z + u, y = z ⊥ , and y = 1 where y > t z, u.
Dealing with L(H) for fixed dim H = d < ∞, we may assume H = F d with canonical scalar product where F is R or C. We deal with the real case, first. Associate with 1 the d × d unit matrix I and with each variable y fromxȳ a d × d-matrixŷ of new variables to be interpreted in the ring R; namely,ŷ → A corresponding to y → Span(A). Now y = z + u is translated into
with d × d matrices Z, U, and Y i of new variables. On the other hand, y = z ⊥ is translated intô
again with matrices of new variables. Finally, y = 1 is translated intô y = I. Let ψ(x 1 , . . . ,x n ,ŷ t ) be the conjunction of all such formulas obtained by translating the conjuncts in ϕ t and existentially quantifying theŷ, y fromȳ ′ . As is easily seen by structural induction on t(x), for any assignmentx i → A i ,ŷ t → B, with d×d-matrices A i , B over R, and assignment t(a 1 , . . . , a n ) = b if and only if R |= ψ (A 1 , . . . , A n , B) . It follows that L(H) |= ∃x. t(x) = 1 if and only if R |= ∃x 1 . . . ∃x n . ψ(x 1 , . . . ,x n , I ).
In view of transformation in prenex form, the latter formula amounts to feasibility, within R, of a list of (at most quadratic) multivariate polynomials with integer coefficients. And for fixed d, this list is obtained in polynomial time from t(x).
The complex case follows the same pattern; though, one has to use pairs of real matrices to capture the real and imaginary parts of coordinates of vectors spanning a subspace of H. 
2-distributive modular ortholattices
Examples of such are, for any cardinal n > 0, the MO n of height 2 with n pairs a, a ⊥ of atoms. Put M 0 = 2.
Fact 7.
(
subdirectly irreducible if and only if
it is isomorphic to some M n . (iii) For any class C of 2-distributive MOLs, V(C) is generated by some MO n , n ≤ ω.
Proof. Recall that in MOLs congruence are the same as lattice congruences. Thus, if L is finite, it is isomorphic to a direct product of subspace lattices L i of finite irreducible projective spaces, and the L i are MOLs. Thus, according to Baer [1] the L i are of height ≤ 2. Now let L a 2-distributive subdirectly irreducible MOL. According to Jónsson [14] any complemented modular lattice L embeds into a direct product of subspace lattices L i of irreducible projective spaces, L i ∈ V(L).
Being a subdirectly irreducible lattice, L embeds into some L i which is of height ≤ 2 by 2-distributivity. Thus, L is of height ≤ 2 whence isomorphic to some M n . (iii) follows from the fact that MO n embeds into MO m for n ≤ m and that any variety is generated by its at most countable subdirectly irreducibles.
Proposition 8. If C consists of 2-distributive MOLs then SAT C and sat C are N P-complete.
Proof. That both are in N P is [9, Proposition 1.19] . N P-hardness of SAT C is [9, Proposition 1.16]. Now, Eq(C) = Eq(MO n ) for some n by (iii) of Fact 7 whence its decision problem is coN P-hard by [9, Theorem 1.20].
4.
On the equational theory of endomorphism * -rings 4.1. * -regular rings. A * -ring is a ring (with unit) having as additional operation an involution a → a * . If this involution is proper, that is aa * = 0 only for a = 0, then R is * -regular if for any a ∈ R, there is x ∈ R such that axa = a; equivalently, for any a ∈ R there is a [Moore-Penrose] pseudo-inverse (or Rickart relative inverse) a + ∈ R, that is a = aa + a, a
cf. [15, Lemma 4] . In this case, a + is uniquely determined by a and will be considered an additional unary fundamental operation q(a) = a + of the * -regular ring R. Thus, * -regular rings form a variety. An element e of a * -regular ring is a projection, if e = e 2 = e * . For such, one has e = e + ; also, each aa + is a projection.
* -regular rings of endomorphisms.
The endomorphisms of a finite dimensional Hilbert space H over F ∈ {R, C} form a * -regular ring End(H) where ϕ * is the adjoint of ϕ and where the projections are the orthogonal projections π U onto subspaces U. Moreover, ϕ + is given by ϕ + |W ⊥ = 0 and ψ := ϕ + | W : W → U being the inverse of ϕ| U : U → W .
Let R(H) denote the class of all End(H) where H is a finite dimensional real or complex Hilbert space. In analogy to Fact 1 we have the following.
Fact 9. For any C ⊆ R(H), the variety V(C) either is generated by one or two members of C or it contains R(H) and is generated by any family in R(H) having unbounded dimensions.
We mention that V(R(H)) contains all finite Rickart C * -algebras [7, Theorem 2] . According to [10, Theorem 22] , SAT R(H) is undecidable. Our main result is as follows.
Theorem 10. sat L(H) and sat R(H) are EXP-time equivalent; in particular, the equational theory of R(H) is decidable. In the absence of pseudo-inversion, the reduction of sat R(H) to sat L(H) is p-time.
Decidability has been shown in unpublished joint work with Marina Semenova by reduction to decidability of the reals. Here, the proof will be by back and forth translation between the relevant languages. Since some fundamental operations t(x) (join and meet in one direction, pseudo-inverse in the other) have translations with multiple occurrence of x i 's, the reductions will be exponential in term length and it remains open whether this can be improved.
Ortholattices of projections.
The projections of a * -regular ring R form an MOL L(R) where the partial order is given by e ≤ f ⇔ f e = e ⇔ ef = e, least and greatest elements as 0 and 1, join and meet
and the orthocomplement as e ⊥ = 1 − e. Moreover, for a finite dimensional Hilbert space H, e → im e is an isomorphism of L(End(H)) onto L(H). Thus, associating with each ortholattice variable x a ring variablex and replacing each occurrence of x byxx + one obtains a translation of ortholattice terms into terms in the language of * -regular rings which amounts to an EXP-time reduction of sat L to sat R .
4.4.
Capturing pseudo-inverse. Recall from Subsection 2.4 the concept of an ON-frameā in L(H) and its associated coordinate ring R(ā) with involution r → r † , isomorphic to End(a 1 ) as a * -ring via ωā. We have to capture the additional operation q of pseudo-inversion on End(H). Indeed, for any ON-frameā of L(H) such that a ⊥ = 0 and for any r = ωāf , f ∈ End(a 1 ), one has kerf = ker(r,ā) and imf = im(r,ā) where
Also, the graph of the relation inverse to εā • f is given by s(r,ā) = {εāw − f w | w ∈ a 1 }. Thus, for
we have ωā(q(f )) =q(ωā(f ),ā).
Proof of Theorem 10.
We have to establish an EXP-time reduction from sat R(H) to sat L(H) . By the above, for each fundamental R(H)-operation t(x) there is an ortholattice termt(x,z) such that for any H ∈ H and ON-frameā of L(H) such that a ⊥ = 0 one has for all f i ∈ End(a 1 ) and r i = ωāf i that End(a 1 ) |= t(f ) = 0 if and only if R(ā) |=t(r,ā) = a 1 . This then extends to all R(H)-terms t(x), by recursion and induction. Recall from Subsections 2.4 and 2.5 the retractive termsā(z) for ON-framesā and # ′′ (x,ā(z)) for elements of R(ā). Since any H 1 ∈ H occurs as a 1 for some ON-frameā of L(H), H ∈ H, one has that R(H) |= ∀x. t(x) = 0 if and only if
where # ′′ (x,ā(z)) is the string of the # ′′ (x i ,ā(z)).
N P-hardness in complemented modular lattices
We will deal with simple complemented modular lattices L of finite height d ≥ 1 (that is, L isomorphic to the subspace lattice of a d − 1-dimensional irreducible projective space) and varieties generated by such. Here, the requirement thatā generates a non-trivial sublattice amounts toā being non-constant.
Observe that, for fixed finite L, evaluating lattice terms can be done in time polynomial in length of terms. On the other hand, any ngenerated sublattice of L of height 2 is isomorphic to 2 or, for some m ≤ n, to the height 2-lattice M m with m atoms. Thus, if L is finite or of height 2 then both SAT L and sat L are in N P.
Distributive lattices.
Theorem 11. Ross Willard [20] . For the 2-element lattice 2, both SAT 2 and sat 2 are N P-complete. In particular, the decision problem for the equational theory of distributive lattices is coN P-complete.
Proof. We only include the proof for N P-hardness of sat 2 . The claim for SAT 2 follows from Proposition 13, below.
Given a stringx = (x 1 , . . . , x n ) of variables, choose new variables y i , z and putȳ = (y 1 , . . . , y n ). Define the lattice terms λ i (x,ȳ, z) by recursion: λ 0 = z, λ i+1 = λ i ∩ (x i + y i ) + x i ∩ y i . Observe that in 2 the polynomial function λ n (ā,b, z) is identity if a i = b i for all i, constant otherwise. Also observe that λ n has length linear in n and a single occurrence of z. Now, consider a boolean term t(x) without constants 0, 1 and in negation normal form. Replacing each occurrence of x ⊥ i by y i , one
Thus, ε has length linear in that of t(x). We claim that t(ā) = 1 for someā in 2 if and only if ε(ā,b) fails for someā,b in 2. Indeed, given a,b such that
5.2.
Frames. Again, a concept of frames will be the tool to be used. A d-frameā in a modular lattice is now redefined to consist of elements
It is well known that this is equivalent to the concept of (normalized) von Neumann frames of order d in modular lattice intervals.
Given a d-frameā in a modular lattice L of height d, if a i > a ⊥ for some i, then a j > a ⊥ for all j, whence [a ⊥ , a ⊤ ] has height at least d and so a ⊥ = 0 and a ⊤ = 1. In this case the frame is called spanning; the a i are independent atoms and L is simple and complemented. On the other hand, if a i = a ⊥ for one i then a j = a ⊥ for all j and a ⊥ = a ⊤ ; such frame is called trivial. To summarize, a d-frame in a height d modular lattice is either spanning or trivial. Also, if L is complemented and simple then any atom a 1 gives rise to a spanning d-frame. Indeed, the a i can be chosen so that a 1 , . . . , a d are independent atoms and the a 1j axes of perspectivity.
Retractive terms for constructing (equivalent variants of) d-frames in modular lattices have been provided by Huhn [12] and Freese [3] ; here we have a i (z), a 1j (z), a ⊥ (z), a ⊤ (z). The following is a special case of [11, Fact 5.2] . Proof. It suffices to consider t(x), s(x) such that ∀x. t(x) ≤ s(x) holds in all lattices (replace t by t ∩ s and s by t + s). Let ϕ(z) the conjunction of equations defining a d-frame. Now consider the the following conjunction ψ(x,z) of lattice equations (where x ≤ y means x + y = y)
Givenb such that t(b) < s(b), there is an atom a 1 ≤ s(b), a 1 ≤ t(b) (since L is geometric) and gives rise to a spanning d-frameā; thus L(V F ) |= ∃x∃z. ψ(x,z). Conversely, given non-constantbā in L such that L |= ψ(b,ā) one must have a ⊥ = a ⊤ whenceā spanning; it follows t(b) < s(b).
N P-hardness.
Theorem 14. sat L and SAT L are N P-hard; these problems are N Pcomplete if L is finite or of height 1 or 2.
Proof. To prove hardness, in view of Proposition 13 it remains to consider sat L for L of fixed height d. Given a lattice term t(x), let
Observe that for any assignment γ forx,z in L one has either γz trivial and γx ′ i = γz ⊥ or γz spanning and γx ′ i ∈ {0, 1}; also, in the latter case, γx
Now, consider a second term s(x). Then there is an assignment γ forx in {0, 1} such that t(γx) = s(γx) if and only if there is an assignment γ ′ forxz in L such s ′ (γ ′xz ) = t ′ (γ ′xz ). Namely, given γ choose γ ′z any spanning frame and γ ′x = γx. Conversely, given γ
We are done by N P-hardness of sat 2 shown in the proof of Theorem 11.
Relating feasibility to lattices
For a (left) F -vector space V F let L(V F ) denote its lattice of subspaces. We consider the division ring F as a ring with constants 0, 1. Similar to Subsection 2.6, a ring equation p(x) = 0 can be translated in p-time into a formula ϕ(x,ȳ) such that ∃x. p(x) = 0 is equivalent, within rings with 0, 1, to ∃x∃ȳ. ϕ(x,ȳ) where ϕ(x,ȳ) is a conjunction of equations of the form y = z + u, y = −z, y = zu, y = c with c ∈ Z. In this sense, we refer to p(x) as a polynomial. The problem FEAS Z,F is to decide for any finite list of polynomials p k (x) whether or nor it has a common zero in F . This follows from Proposition 13 and Subsections 6.2 and 6.3 below.
6.1. Coordinate rings. Within L(V F ), the coordinate ring R(ā) of a d-frame is constructed as in Subsection 2.3; here, it is isomorphic to F with a 1 → 0 F ifā is spanning, the zero ring otherwise. Also, for each p i (x) there is a corresponding lattice termp(x,z) such that for an d-frameā one has R(ā) |= ∃x. p(x) = 0 if and only ifp(x,ā) = a 1 .
6.2. Reduction of SAT to FEAS. One proceeds as in Subsection 2.6, joins being captured as there, while meets are dealt with using the idea underlying the Zassenhaus algorithm: y = z ∩ u is translated into
with 2d × 2d-matrices. Now for lattice terms t i (x) with associated formulas
which amounts to a feasibility condition within F .
6.3.
Reduction of FEAS to sat. Recall the retractive termsā = a(z) for d-frames. Recall that for any choice ofz one hasā either trivial or spanning. Also observe that Fact 4 carries over to pass from a d-frame to new one, given
). We will apply this reduction procedure to force relations. In doing so, we will either haveā =b spanning orb trivial. Also, ifā is trivial thenā =b. Thus, we may think of a fixed but arbitrary spanning d-frameā. Given polynomials p k (x) with integer coefficients, we may consider the x i as lattice variables, too. Given an assignment r i ∈ L(V F ) for the x i , put r
(This strongly relies on the fact thatā =b orb trivial. In general, reduction of frames will preserve only very special relations, as in the ingenious work of Ralph Freese [3, 4] .)
The result of the forcing process are (tuplets of) lattice termsā(x,z) andr(x,z) such that for any substitution γ in L(V F ) for the variablesx andz one hasā =ā(γx, γz) a d-frame and, with r i = r i (γx, γz), that eitherā is trivial and r i = a ⊥ for all i or thatā is spanning andr a common zero of the p k in R(ā). Moreover, if γz is a spanning d-frame and γx a common zero of the p k (x) in R(γz), thenā(γx, γz) = γz andr(γx, γz) = γr. Summarizing, the p k have a common zero in F if and only if there is a substitution γ in L(V F ) such that a ⊥ (γx, γz) = a ⊤ (γx, γz).
6.4.
Varieties generated by complemented modular lattices.
Fact 16. Given an atomic complemented modular lattice L and lattice terms s(x), t(x) such that L |= ∀x. s(x) ≤ t(x). If ∃x. s(x) < t(x) holds in L then it does so in a section [0, u] of L where the height of u is at most the number of occurrences of variables in t(x).
Observe that some variables listed inx might fail to occur in t(x). For p, p prime or 0, let L p the smallest lattice variety containing all L(V F ) over division rings of characteristic p. Observe that for a division ring F ′ embedded into F , L(V F ) is a sublattice of L(V F ′ ) if V is considered a vector space over F ′ and that L(W F ′ ) is embedded into L(V F ) if dim W F ′ = dim V F . It follows with Fact 16 that, for each F of characteristic p, L p is generated by any class of L(V F ) where dim V F is finite unbounded. For each p, the equational theory of L p is decidable [6, 13] . An upper bound on the complexity is given by the following. Though, it remains open to establish a lower bound, say N P.
Corollary 17.
(i) There is a p-time reduction of sat L 0 to FEAS Z,R . (ii) For each prime p there is a p-time reduction of sat L P to FEAS Z,Fp , F p the p-element field. In particular, sat Lp is in N P. 
