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Resumo
Neste trabalho de pesquisa, novos algoritmos de filtragem adaptativa orien-
tados a` identificac¸a˜o de sistemas esparsos sa˜o desenvolvidos. Tais algorit-
mos baseiam-se no uso de restric¸a˜o de norma aplicada ao vetor de coefi-
cientes, de forma semelhante a outros algoritmos voltados a sistemas es-
parsos, destacando-se os algoritmos baseados nas projec¸o˜es em esferas de
norma ℓ1 (ℓ1 norm ball), recentemente propostos. Em contraste com tais
algoritmos, a abordagem aqui proposta incorpora uma restric¸a˜o de norma
ao processo de otimizac¸a˜o simultaneamente a` restric¸a˜o afim, que caracteriza
o algoritmo NLMS (normalized least-mean-square algorithm). Com uma
concepc¸a˜o mais simples do que alguns importantes algoritmos da literatura,
essa nova abordagem leva a algoritmos eficazes com menor complexidade
computacional e com paraˆmetros de controle de fa´cil ajuste. Uma formulac¸a˜o
geral para obtenc¸a˜o dos algoritmos e´ proposta de maneira a permitir a uti-
lizac¸a˜o de diferentes tipos de normas em sua concepc¸a˜o. A partir de tal
formulac¸a˜o, duas famı´lias de algoritmos sa˜o derivadas, a saber: os algorit-
mos com restric¸a˜o de norma ℓ1 [ℓ1-norm constrained (ℓ1NC) algorithms]
e os algoritmos com restric¸a˜o de norma ℓ0 [ℓ0-norm constrained (ℓ0NC)
algorithms], sendo que diferentes verso˜es desses algoritmos sa˜o apresenta-
das e discutidas. Atrave´s de simulac¸o˜es nume´ricas, os algoritmos propos-
tos sa˜o avaliados, exibindo resultados promissores quando comparados com
outros algoritmos da literatura para aplicac¸o˜es em identificac¸a˜o de sistemas
esparsos. Modelos estoca´sticos para os algoritmos propostos sa˜o tambe´m de-
rivados, buscando predizer seu comportamento em diferentes condic¸o˜es de
operac¸a˜o.
Palavras-chave: Algoritmo adaptativo. Norma ℓ0. Norma ℓ1. Otimizac¸a˜o.
Restric¸o˜es. Sistemas esparsos.

Abstract
In this research work, novel adaptive algorithms for sparse system identifi-
cation are developed. Such algorithms are based on norm constraint applied
to the weight vector, similarly to other algorithms aimed at sparse systems,
especially the projection-based algorithms using ℓ1 norm ball recently pro-
posed. In contrast to such algorithms, the proposed approach incorporates
a norm constraint into the optimization process along with the affine cons-
traint, which characterizes the normalized least-mean-square (NLMS) algo-
rithm. With a simpler conception than some important algorithms from the
literature, this new approach leads to efficient algorithms with a lower com-
putational complexity and an easy adjustment of their control parameters. A
general formulation is proposed allowing the use of different weight-vector
norms in the algorithm development. From this formulation, two algorithm
families have been derived, namely: the ℓ1-norm constrained (ℓ1NC) algo-
rithm and the ℓ0-norm constrained (ℓ0NC) one. Different versions of these
algorithms are presented and discussed. Through numerical simulations, the
proposed algorithms are assessed. These algorithms have shown promising
results as compared with other algorithms from the literature for applicati-
ons in sparse system identification. Stochastic models for the proposed algo-
rithms are also derived, aiming to predict their behavior in different operating
conditions.
Keywords: Adaptive algorithm. ℓ0-norm. ℓ1-norm. Optimization. Cons-
traints. Sparse systems.
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Capı´tulo 1
Introduc¸a˜o
O fa´cil acesso a`s tecnologias de informac¸a˜o e comunicac¸a˜o que esta-
mos experimentado desde o final do se´culo passado caracteriza um perı´odo
de grandes inovac¸o˜es chamado “era da informac¸a˜o” [1]. A automatizac¸a˜o
e informatizac¸a˜o de atividades do dia-a-dia e o uso massivo de sistemas de
comunicac¸a˜o multimı´dia veˆm criando uma verdadeira revoluc¸a˜o no cotidiano
das pessoas. Fatores importantes, como a convergeˆncia da base tecnolo´gica
para a tecnologia digital; a dinaˆmica industrial da microeletroˆnica [2], que
tem disponibilizado produtos cada vez mais potentes e, ao mesmo tempo,
com menor custo; e o crescimento acelerado da internet e da infraestrutura de
redes de comunicac¸a˜o, teˆm contribuı´do para essa ra´pida mudanc¸a [3]. Nesse
contexto, o processamento digital de sinais torna-se fundamental. Desde a
gerac¸a˜o da informac¸a˜o ate´ sua utilizac¸a˜o pelo usua´rio final, o sinal digital, que
representa a informac¸a˜o, passa por diversas etapas de processamento, comu-
mente denominadas filtragem [4], [5], visando corrigir imperfeic¸o˜es ou alte-
rar caracterı´sticas dessa informac¸a˜o, disponibilizando-a ao usua´rio de acordo
com requisitos especificados. Nem sempre e´ possı´vel, no entanto, projetar um
sistema de filtragem que atenda a todas as situac¸o˜es exigidas por determinada
aplicac¸a˜o, demandando sistemas que possam se adaptar a cada condic¸a˜o. Tais
sistemas, denominados filtros adaptativos [4]-[6], sa˜o requeridos em situac¸o˜es
em que na˜o e´ possı´vel determinar completamente suas especificac¸o˜es ou elas
sa˜o variantes no tempo. Um exemplo tı´pico de aplicac¸a˜o que requer filtra-
gem adaptativa sa˜o os sistemas de telefonia mo´vel celular. Nesses sistemas,
os meios de transmissa˜o, as distaˆncias entre os interlocutores e as antenas
de recepc¸a˜o geralmente sa˜o varia´veis a cada conexa˜o, estando a conversac¸a˜o
sujeita a diferentes condic¸o˜es de comunicac¸a˜o.
1.1 Filtragem adaptativa
Filtros adaptativos sa˜o sistemas cujos paraˆmetros sa˜o adaptados itera-
tivamente por algoritmos matema´ticos de estimac¸a˜o levando em conta o sinal
que esta´ sendo tratado [4]-[6]. Aplicac¸o˜es de processamento de sinais nas
mais diversas a´reas (telecomunicac¸o˜es, multimı´dia, engenharia biome´dica,
radar, sonar, sismologia, controle de processos, dentre outras) requerem fil-
tragem adaptativa [7], podendo-se destacar sua utilizac¸a˜o em cancelamento
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de interfereˆncias, ruı´dos e eco; equalizac¸a˜o de canais; tratamento de voz
e imagens; arranjo de antenas de comunicac¸a˜o; predic¸a˜o e codificac¸a˜o da
informac¸a˜o. A caracterı´stica adaptativa desse tipo de sistema lhe confere a
flexibilidade de se ajustar a` situac¸a˜o de uso durante sua operac¸a˜o ou atrave´s
de um perı´odo de treinamento, na˜o sendo necessa´ria a especificac¸a˜o com-
pleta do filtro. No entanto, alguns aspectos fundamentais definem o sistema
de filtragem adaptativa, devendo-se considera´-los em sua implementac¸a˜o [8],
a saber:
• o sinal que esta´ sendo processado pelo filtro e o sistema no qual o filtro
esta´ inserido;
• a estrutura de filtragem, que define como o sinal de saı´da e´ calculado
em func¸a˜o do sinal de entrada;
• as varia´veis e os paraˆmetros que definem o filtro e que sa˜o modificados
pelo processo adaptativo;
• o algoritmo adaptativo que descreve como as varia´veis do filtro sa˜o
ajustadas a cada iterac¸a˜o, sendo este u´ltimo, geralmente, dependente
dos demais aspectos.
Definidas tais caracterı´sticas, a determinac¸a˜o do filtro de forma adaptativa
deve levar em conta algum tipo de paraˆmetro de comparac¸a˜o que determine
a qualidade do processo e o grau de proximidade a` soluc¸a˜o desejada. Dessa
forma, um problema geral de adaptac¸a˜o, como ilustrado pela Figura 1, tem
por objetivo obter um sinal y(n) na saı´da do filtro que se aproxime ao ma´ximo
de uma refereˆncia desejada d(n), sendo o sinal de saı´da o paraˆmetro esti-
mado, enquanto o filtro e´ seu estimador. Utilizando um sistema digital com
resposta ao impulso finita (finite impulse response - FIR) como estrutura de
filtragem adaptativa, o sinal de saı´da estara´ relacionado com o sinal de entrada
x(n) atrave´s da combinac¸a˜o linear y(n) = w T(n)x(n), sendo w(n) o vetor
de coeficientes do filtro FIR, que sera´ atualizado pelo algoritmo de adaptac¸a˜o
a cada instante n, e x(n) = [x(n), x(n− 1), . . . , x(n− N + 1)], sendo N o
nu´mero de elementos do vetor w(n). A diferenc¸a entre o sinal desejado e o
sinal estimado produz um sinal de erro
e(n) = d(n)− y(n) (1.1)
= d(n)−w T(n)x(n)
que sera´ o indicador da efica´cia do filtro, o qual e´ utilizado pelo algoritmo
como paraˆmetro de comando. Tais estruturas, que caracterizam os “siste-
mas adaptativos lineares” [7], sa˜o bastante utilizadas em filtragem adapta-
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tiva por apresentarem caracterı´sticas que tornam mais simples seu projeto e
implementac¸a˜o.
Um importante exemplo de arranjo utilizado em aplicac¸o˜es de filtra-
gem adaptativa e´ o problema de identificac¸a˜o de sistemas (veja a Figura 2),
onde wo representa o vetor de coeficientes do sistema a ser identificado. Para
esse tipo de arranjo, o sinal de erro e(n) pode ser escrito como
e(n) = [wo−w(n)]T x(n) + r(n). (1.2)
Nessa configurac¸a˜o, r(n) e´ um ruı´do de medic¸a˜o que, usualmente, e´ uma
varia´vel independente de x(n). Uma aplicac¸a˜o tı´pica de filtragem adapta-
tiva em identificac¸a˜o de sistemas e´ o cancelamento de eco em sistemas de
comunicac¸a˜o [7], na qual o filtro e´ adaptado para reproduzir a resposta ao
impulso do caminho de eco de forma a cancelar o sinal indesejado de eco que
retorna ao emissor, conforme ilustrado na Figura 3.
Definidos os aspectos relativos a` aplicac¸a˜o de filtragem adaptativa,
como os sinais envolvidos e o tipo de resposta ao impulso do sistema, e os
aspectos construtivos, como a estrutura de filtragem e as varia´veis a serem
adaptadas, busca-se, enta˜o, definir o algoritmo adaptativo que sera´ utilizado
para se obter o melhor desempenho do processo de adaptac¸a˜o. Para tal, alguns
aspectos de desempenho devem ser observados, tais como [4]:
• Velocidade de convergeˆncia. Um algoritmo possui melhor velocidade
de convergeˆncia quando o nu´mero de iterac¸o˜es necessa´rias para se atin-
gir o regime permanente e´ menor.
Filtro
Algoritmo
Σ
+−x(n)
sinal de entrada
e(n)
sinal de erro
y(n)
sinal de saı´da
d(n)
sinal
desejado
Figura 1: Diagrama representativo de um problema geral de filtragem adap-
tativa.
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• Desajuste. E´ uma medida adimensional que define o qua˜o pro´ximo o
vetor de coeficientes do filtro adaptativo esta´ de seu valor o´timo apo´s o
processo de adaptac¸a˜o, isto e´, em seu regime permanente.
• Complexidade computacional. Um algoritmo adaptativo desperta maior
interesse em suas diversas aplicac¸o˜es quando possui menor complexi-
dade computacional. Usualmente, essa complexidade esta´ relacionada
ao nu´mero de operac¸o˜es realizadas e a` quantidade de memo´ria reque-
rida a cada iterac¸a˜o.
Outros aspectos tambe´m sa˜o geralmente observados no desempenho do al-
goritmo, tais como robustez, que e´ a insensibilidade a distu´rbios, e a habili-
dade de rastreamento, caracterizada pela capacidade de realizar a adaptac¸a˜o
em ambientes na˜o estaciona´rios. A avaliac¸a˜o dos principais aspectos de de-
sempenho dos algoritmos normalmente se vale de crite´rios de medic¸a˜o que
demonstrem sua proximidade ao resultado desejado, podendo-se destacar os
crite´rios de erro quadra´tico me´dio (mean-square error) e de desalinhamento
(misalignment) [9]. Neste trabalho, a avaliac¸a˜o do desempenho dos algorit-
mos e´ realizada atrave´s do desalinhamento normalizado (em dB) [10], defi-
wo
w(n)
Algoritmo
adaptativo
Σ
+
+
Σ
+
−
x(n)
e(n)
d(n)
y(n)
r(n)
Figura 2: Diagrama de blocos de um problema de identificac¸a˜o de sistemas.
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nido por
κ(n) = 10log10
‖wo−w(n)‖22
‖wo ‖22
. (1.3)
Nas simulac¸o˜es realizadas para obter os resultados apresentados neste traba-
lho, e´ obtido um valor me´dio de w(n) atrave´s de simulac¸o˜es de Monte Carlo,
com um determinado nu´mero de realizac¸o˜es independentes.
Dois importantes algoritmos se destacam em filtragem adaptativa, ser-
vindo de base para o desenvolvimento de va´rios outros algoritmos: o algo-
ritmo LMS (least-mean-square algorithm) e o algoritmo NLMS (LMS nor-
malizado). O algoritmo LMS foi proposto em 1959 por Widrow e Hoff [11]
como uma alternativa simplificada aos me´todos do gradiente baseados na te-
oria de estimac¸a˜o de Wiener. Aproximando o gradiente do erro quadra´tico
me´dio pelo valor instantaˆneo de erro quadra´tico, a atualizac¸a˜o do vetor de
coeficientes do filtro adaptativo pelo algoritmo LMS e´ obtida por [7]
w(n + 1) = w(n) + µe(n)x(n) (1.4)
onde µ e´ o passo de adaptac¸a˜o. O algoritmo LMS tem a seu favor a reduzida
complexidade computacional; no entanto, e´ penalizado em muitas aplicac¸o˜es
Filtro
Sistema
desconhecido
Algoritmo
Σ
−
+
x(n)
d(n)
y(n)
e(n)
Caminho de eco
Figura 3: Diagrama em blocos de uma estrutura tı´pica de um sistema de
filtragem adaptativa para cancelamento de eco.
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pela baixa velocidade de adaptac¸a˜o. Sendo a atualizac¸a˜o do vetor de coe-
ficientes proporcional a` magnitude do vetor de entrada, valores elevados do
sinal de entrada podem gerar o chamado “problema da amplificac¸a˜o do ruı´do
do gradiente” [4], podendo levar o algoritmo a` divergeˆncia. Esse problema
impo˜e a reduc¸a˜o do passo de adaptac¸a˜o, controlado por µ, e, consequen-
temente, a reduc¸a˜o da velocidade de convergeˆncia. Para minimizar a de-
pendeˆncia do algoritmo LMS com respeito a` magnitude do vetor de entrada,
em 1967 uma proposta alternativa de algoritmo adaptativo e´ apresentada. Tal
algoritmo, denominado LMS normalizado (normalized LMS - NLMS) [12],
[13], e´ dado por
w(n + 1) = w(n) +
µe(n)
x T(n)x(n)
x(n) (1.5)
onde µ e´ o paraˆmetro de controle de passo. Nota-se, a partir de (1.5), que
a atualizac¸a˜o do algoritmo NLMS e´ normalizada por x T(n)x(n), que re-
presenta o quadrado da norma euclidiana (descrita na Sec¸a˜o 2.3) do vetor
de entrada. Essa normalizac¸a˜o contorna o problema gerado pela variac¸a˜o
de magnitude de x(n), na˜o sendo mais necessa´ria a reduc¸a˜o do passo de
adaptac¸a˜o para garantir a convergeˆncia. Dessa forma, o algoritmo NLMS
apresenta desempenho geralmente superior ao algoritmo LMS, tornando-se
um dos algoritmos mais utilizados em filtragem adaptativa em uma vasta
gama de aplicac¸o˜es.
1.2 Filtragem adaptativa em sistemas esparsos
Diversas aplicac¸o˜es de filtragem adaptativa possuem sistemas com res-
posta ao impulso esparsa. Um sistema e´ dito esparso quando grande parte da
energia de sua resposta ao impulso esta´ concentrada em uma pequena regia˜o,
tendo assim uma parte significativa da resposta com valores iguais a zero ou
pro´ximos de zero [14], [15]. Exemplos tı´picos de sistemas com resposta ao
impulso esparsa sa˜o os caminhos de eco em sistemas de comunicac¸a˜o [16].
A Figura 4 ilustra uma resposta ao impulso tı´pica de um caminho de eco, ob-
tida a partir da Recomendac¸a˜o ITU-T G.168, modelo #1 [17], na qual pode-se
observar a concentrac¸a˜o de valores diferentes de zero na regia˜o central da res-
posta. Os algoritmos adaptativos tradicionais (LMS e NLMS) na˜o levam em
considerac¸a˜o a esparsidade das respostas ao impulso da planta, realizando a
adaptac¸a˜o de todos os elementos do vetor de coeficientes com o mesmo grau
de importaˆncia. No entanto, estudos veˆm mostrando que e´ possı´vel explorar a
caracterı´stica de esparsidade da resposta ao impulso da planta para melhorar
o desempenho do processo adaptativo.
33
Duas linhas de pesquisa teˆm sido desenvolvidas nesse sentido. Por um
lado, verifica-se que priorizar os componentes mais significativos da planta
em detrimento daqueles pouco significativos, atualizando cada elemento do
vetor de coeficientes de forma proporcional a sua magnitude, pode aumen-
tar de forma significativa a velocidade de convergeˆncia em sistemas espar-
sos. Essa e´ a hipo´tese que fundamenta os algoritmos da classe proporcional
[16]. O algoritmo NLMS proporcional (PNLMS) [18] e´ o precursor dessa
classe, sendo seguido por diversas outras estrate´gias que visam melhorar seu
desempenho [19]-[25]. Em outra linha de pesquisa, constatando-se que al-
guns tipos de normas vetoriais se qualificam como uma me´trica adequada na
definic¸a˜o do grau de esparsidade de um vetor [15], utiliza-se tal informac¸a˜o
em estrate´gias de adaptac¸a˜o para sistemas esparsos [26]. De forma geral, os
algoritmos baseados em normas podem ser classificados em dois grupos, de-
pendendo do tipo de abordagem escolhida para a incorporac¸a˜o da informac¸a˜o
de norma do problema de otimizac¸a˜o utilizado no processo de adaptac¸a˜o. No
primeiro, a func¸a˜o representativa da norma e´ incluı´da diretamente na func¸a˜o
custo a ser minimizada, alterando ou “penalizando” tal func¸a˜o com vistas
a priorizar a esparsidade. Citando alguns representantes dessa linha, os al-
goritmos ZA-LMS (zero attracting LMS) e RZA-LMS (reweighted zero at-
tracting LMS) [27] utilizam a norma ℓ1 como penalizac¸a˜o no processo adap-
tativo, criando uma tendeˆncia de “atrac¸a˜o” para zero dos componentes do
vetor. Os algoritmos que representam o segundo grupo, por outro lado, sa˜o
baseados na estimac¸a˜o utilizando a teoria dos conjuntos [28] juntamente com
o me´todo de projec¸o˜es, conforme discutido em [29]. Os algoritmos APL1
(adaptive projection-based algorithm using ℓ1 balls) e APWL1 (adaptive
projection-based algorithm using weighted ℓ1 balls) [30], por exemplo, utili-
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Figura 4: Resposta ao impulso tı´pica de um caminho de eco em sistema de
comunicac¸a˜o.
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zam o me´todo das projec¸o˜es para projetar o vetor de coeficientes em uma de-
terminada esfera de norma ℓ1, buscando uma soluc¸a˜o que seja a mais esparsa
possı´vel. Algoritmos baseados em restric¸o˜es de norma ℓ0 tambe´m sa˜o encon-
trados na literatura [31], bem como algoritmos que combinam estrate´gias de
algoritmos proporcionais e de restric¸a˜o de norma [32], [33].
1.3 Objetivos do trabalho
Este trabalho de pesquisa tem como objetivo principal desenvolver no-
vos algoritmos de filtragem adaptativa orientados a` identificac¸a˜o de sistemas
esparsos, buscando obter melhores desempenhos com baixa complexidade
computacional e com reduzido nu´mero de paraˆmetros definidos pelo usua´rio.
De forma semelhante aos algoritmos APL1 e APWL1, a proposta aqui apre-
sentada e´ tambe´m fundamentada na teoria dos conjuntos e utiliza o me´todo de
projec¸o˜es na atualizac¸a˜o do vetor de coeficientes. No entanto, a restric¸a˜o de
erro a posteriori igual a zero (caracterı´stica do algoritmo NLMS, como sera´
visto no Capı´tulo 2) e a restric¸a˜o que limita a soluc¸a˜o a um determinado va-
lor de norma sa˜o aplicadas simultaneamente ao processo de otimizac¸a˜o, pro-
porcionando uma soluc¸a˜o que atenda a ambas as restric¸o˜es a cada iterac¸a˜o.
Tal abordagem difere da abordagem apresentada em [30], onde as restric¸o˜es
sa˜o tomadas separadamente, realizando as projec¸o˜es de forma sequencial. A
partir da estrate´gia adotada, e´ desenvolvida uma formulac¸a˜o geral que per-
mita a utilizac¸a˜o de me´tricas diferentes na definic¸a˜o do algoritmo, de acordo
com o compromisso entre desempenho e complexidade desejado. Ale´m da
apresentac¸a˜o dos novos algoritmos, este trabalho visa tambe´m a realizac¸a˜o
de uma ana´lise estoca´stica dos algoritmos propostos, buscando aprofundar o
conhecimento acerca de seu desempenho, de suas condic¸o˜es de convergeˆncia
e das limitac¸o˜es de seus paraˆmetros.
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1.4 Organizac¸a˜o do trabalho
Este trabalho esta´ organizado como segue. O Capı´tulo 2 apresenta a
fundamentac¸a˜o teo´rica sobre processos de estimac¸a˜o e filtragem adaptativa
como tambe´m uma breve revisa˜o sobre os principais algoritmos adaptativos
para sistemas esparsos descritos na literatura. A Sec¸a˜o 2.1 apresenta me´todos
de otimizac¸a˜o com e sem restric¸o˜es bastante utilizados em estimac¸a˜o de si-
nais. Na Sec¸a˜o 2.2, te´cnicas de estimac¸a˜o aplicadas a processamento de sinais
sa˜o discutidas. Considerando a utilizac¸a˜o de normas vetoriais em diversos
algoritmos voltados a sistemas esparsos, incluindo os algoritmos propostos
neste trabalho, a Sec¸a˜o 2.3 apresenta uma discussa˜o envolvendo as me´tricas
vetoriais e esparsidade. Na Sec¸a˜o 2.4, uma revisa˜o dos principais algoritmos
direcionados a` identificac¸a˜o de sistemas esparsos, abordados na literatura,
encerra esse capı´tulo. O Capı´tulo 3 discute a teoria que fundamenta este tra-
balho de pesquisa, apresentando na Sec¸a˜o 3.1 uma formulac¸a˜o geral baseada
na otimizac¸a˜o com restric¸o˜es de normas. Nas Sec¸o˜es 3.2 e 3.3, duas famı´lias
de algoritmos sa˜o desenvolvidas a partir da formulac¸a˜o geral, dando origem
aos algoritmos propostos nessa tese baseados na otimizac¸a˜o com restric¸a˜o de
norma ℓ1 e aos algoritmos com restric¸a˜o de norma ℓ0. O Capı´tulo 4 mos-
tra os resultados de simulac¸a˜o nume´rica visando a` validac¸a˜o dos algoritmos
propostos. No Capı´tulo 5, os algoritmos propostos sa˜o analisados atrave´s de
modelos estoca´sticos. A Sec¸a˜o 5.1 revisita a modelagem estoca´stica do al-
goritmo NLMS, enquanto nas Sec¸o˜es 5.2, 5.3 e 5.4 sa˜o propostos modelos
estoca´sticos para os novos algoritmos. Finalmente, no Capı´tulo 6, sa˜o apre-
sentadas as concluso˜es e comenta´rios finais do trabalho de pesquisa realizado,
como tambe´m propostas para a continuac¸a˜o deste trabalho de pesquisa.
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Capı´tulo 2
Fundamentac¸a˜o Teo´rica e Revisa˜o Bibliogra´fica
Os algoritmos para filtragem adaptativa sa˜o propostos a partir de es-
trate´gias iterativas de estimac¸a˜o de sinais, considerando sistemas cujas carac-
terı´sticas sa˜o desconhecidas a priori. O que pauta a definic¸a˜o da estrate´gia
utilizada sera´ sempre o desempenho que o algoritmo deve alcanc¸ar, consi-
derando todos os aspectos de aplicac¸a˜o e construc¸a˜o que envolvem os siste-
mas de filtragem adaptativa. Nesse sentido, duas abordagens se destacam na
definic¸a˜o das estrate´gias de estimac¸a˜o utilizadas no processo de adaptac¸a˜o.
A primeira abordagem, mais tradicional, utiliza me´todos que visam minimi-
zar uma func¸a˜o que represente o erro entre o sinal estimado e o sinal dese-
jado [4], enquanto a segunda baseia-se na teoria dos conjuntos [28], utili-
zando restric¸o˜es para reduzir o conjunto de possı´veis soluc¸o˜es para o estima-
dor. Em ambas as abordagens, o processo iterativo e´ baseado em te´cnicas de
otimizac¸a˜o nume´rica, na qual se busca a melhor soluc¸a˜o (ou soluc¸a˜o o´tima)
dentre mu´ltiplas ou infinitas possibilidades disponı´veis. Dando apoio a tais
abordagens de estimac¸a˜o, na sec¸a˜o seguinte, sa˜o apresentados me´todos de
otimizac¸a˜o nume´rica utilizados em processos de estimac¸a˜o de sinais.
2.1 Me´todos de otimizac¸a˜o nume´rica aplicados a` estimac¸a˜o
Otimizac¸a˜o nume´rica pode ser definida como o conjunto de te´cnicas
aplicadas a` determinac¸a˜o da melhor soluc¸a˜o para um problema matema´tico
que possui um conjunto de possı´veis soluc¸o˜es, que normalmente na˜o e´ unita´rio
[34]. A otimizac¸a˜o pode ser aplicada a sistemas fı´sicos, econoˆmicos, sociais
ou quaisquer outros sistemas que contenham caracterı´sticas a serem minimi-
zadas ou maximizadas. Buscar a minimizac¸a˜o de riscos em aplicac¸o˜es finan-
ceiras, a maximizac¸a˜o da eficieˆncia de uma fonte de energia, o menor ı´ndice
de erros na transmissa˜o de sinais, sa˜o todos exemplos de otimizac¸a˜o. Para
realizar a otimizac¸a˜o de um processo, e´ necessa´rio determinar um modelo
que expresse adequadamente o sistema sob ana´lise, bem como definir o obje-
tivo a ser atingido com a otimizac¸a˜o. Geralmente, o objetivo e´ representado
por uma medida a ser minimizada ou maximizada em func¸a˜o das varia´veis
do sistema que sa˜o ajustadas no processo de otimizac¸a˜o. Em muitos casos,
a func¸a˜o que representa essa medida, denominada func¸a˜o objetivo ou func¸a˜o
custo, esta´ acompanhada de uma se´rie de limites ou restric¸o˜es impostas pela
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natureza do sistema ou para orientar a soluc¸a˜o do problema. De modo geral,
o processo de otimizac¸a˜o pode ser descrito como
minimizar
x
f (x) (2.1a)
sujeito a ci(x) ≥ 0, i = 1, ...,m (2.1b)
isto e´, minimizar a func¸a˜o custo f (x), a partir de ajustes sobre o vetor x,
sujeito a m restric¸o˜es ci(x) [35], [36]. Para m = 0, o processo e´ denominado
otimizac¸a˜o sem restric¸o˜es, enquanto para m > 0, o processo e´ denominado
otimizac¸a˜o com restric¸o˜es.
2.1.1 Me´todos de otimizac¸a˜o sem restric¸o˜es
Na otimizac¸a˜o sem restric¸o˜es, deseja-se determinar o mı´nimo de uma
func¸a˜o custo f (·) : RN → R sem que qualquer restric¸a˜o seja imposta. Con-
siderando uma func¸a˜o convexa1 e continuamente diferencia´vel [35], [36], o
processo de otimizac¸a˜o
minimizar
x
f (x) (2.2)
possui uma u´nica soluc¸a˜o, em que
∇ f (x) = 0, x = x∗ (2.3)
onde ∇ f (x) e´ o gradiente de f (x) em relac¸a˜o a x e x∗ caracteriza o ponto
o´timo que minimiza f (x). Realizando uma aproximac¸a˜o iterativa na direc¸a˜o
ao ponto de mı´nimo, a atualizac¸a˜o do vetor a cada iterac¸a˜o pode ser represen-
tada pelo seguinte algoritmo:
x(n + 1) = x(n) + µ(n)d(n) (2.4)
onde µ(n) e´ o passo de adaptac¸a˜o e d(n), um vetor determinando a direc¸a˜o
da atualizac¸a˜o no instante n. O objetivo do me´todo e´ reduzir o valor da func¸a˜o
custo a cada iterac¸a˜o, fazendo com que d(n) seja direcionado de forma que
f [x(n + 1)] < f [x(n)]. (2.5)
1Uma func¸a˜o f (·) e´ convexa se o seu domı´nio S e´ um conjunto convexo e se, para quaisquer
dois pontos a,b ∈ S, a seguinte propriedade e´ satisfeita: f [αa+(1 − α)b] ≤ α f (a) + (1 −
α) f (b), para todo α ∈ [0,1]. Isso significa que uma reta ligando quaisquer dois pontos em uma
func¸a˜o convexa na˜o cortara´ o trac¸ado da func¸a˜o.
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Esses me´todos sa˜o denominados me´todos de descida (descent methods). Ex-
pandindo a func¸a˜o f (x) pela se´rie de Taylor de primeira ordem no ponto
x(n), pode-se demonstrar [36] que, para uma func¸a˜o convexa e continua-
mente diferencia´vel e considerando (2.5), a seguinte condic¸a˜o e´ sempre satis-
feita:
∇ f [x(n)]T ∆ x < 0, ∆ x = x(n + 1)− x(n). (2.6)
Uma escolha que garante tal propriedade e´ ∆ x =−∇ f [x(n)]. Assim, a partir
de (2.4), o algoritmo pode ser escrito como
x(n + 1) = x(n)− µ(n)∇ f [x(n)]. (2.7)
O algoritmo (2.7), que utiliza o gradiente como direc¸a˜o de descida, e´ deno-
minado algoritmo do gradiente. Se f (x) e´ uma func¸a˜o quadra´tica, a direc¸a˜o
contra´ria ao gradiente da func¸a˜o e´ a direc¸a˜o que proporciona maior variac¸a˜o
de descida e, portanto, o algoritmo do gradiente e´ tambe´m o algoritmo de
descida mais ı´ngreme (steepest descent algorithm) [36].
Aliando-se o me´todo do gradiente ao me´todo de Newton-Raphson
(me´todo bastante utilizado para a determinac¸a˜o de raı´zes de uma func¸a˜o),
e´ possı´vel melhorar o desempenho do algoritmo que busca o valor o´timo,
acrescentando informac¸o˜es de segunda ordem da func¸a˜o atrave´s de sua hes-
siana ∇′ f [x(n)] (matriz das derivadas segundas de f [x(n)]). Nesse caso,
a equac¸a˜o de atualizac¸a˜o obtida por esse me´todo, denominado me´todo de
Newton [37], e´ dada por
x(n + 1) = x(n)− µ(n){∇′ f [x(n)]}−1∇ f [x(n)] (2.8)
onde o termo {∇′ f [x(n)]}−1 modifica a direc¸a˜o de atualizac¸a˜o levando em
conta o grau de curvatura da func¸a˜o no ponto x(n) em cada eixo.
2.1.2 Otimizac¸a˜o com restric¸o˜es baseada no me´todo dos multiplicadores
de Lagrange
Em muitos problemas de otimizac¸a˜o, existe o interesse de se restringir
o espac¸o de busca do valor o´timo, limitando o conjunto de possı´veis soluc¸o˜es.
Isto resulta em um problema de otimizac¸a˜o com restric¸o˜es que pode enta˜o ser
formulado como
minimizar
x
f (x) (2.9a)
sujeito a ci(x) ≥ 0, i = 1, ...,m (2.9b)
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sendo que as restric¸o˜es ci(x) podem ser desigualdades (menos restritivas) ou
igualdades (mais restritivas). Uma das formas mais utilizadas para resolver o
problema (2.9) e´ transformar o problema com restric¸o˜es em um problema sem
restric¸o˜es equivalente [36], resolvendo-o, assim, atrave´s de me´todos como o
do gradiente. Tal transformac¸a˜o pode ser realizada pelo me´todo dos multi-
plicadores de Lagrange [35], [36], conforme descrito a seguir.
Considerando, por exemplo, uma func¸a˜o custo f (x) = x20 + x
2
1 com
uma u´nica restric¸a˜o de igualdade, onde c(x) = x0 − 1 = 0, a partir de um
ponto x1 que na˜o seja o ponto de mı´nimo e que atenda a` restric¸a˜o, define-
se um vetor d que aponte em uma direc¸a˜o de descida de f (x), sem deixar de
atender a` restric¸a˜o, como ilustrado na Figura 5. Para o ponto x1, considerando
(2.6), devemos ter que
∇c(x1)T d = 0 (manutenc¸a˜o da restric¸a˜o) e (2.10a)
∇ f (x1)T d < 0 (descida da func¸a˜o). (2.10b)
Sendo f (x) uma func¸a˜o convexa, para qualquer x em que a condic¸a˜o (2.10a)
e´ va´lida (a restric¸a˜o de igualdade e´ mantida), tambe´m a condic¸a˜o (2.10b) sera´
va´lida (ou seja, havera´ uma direc¸a˜o de descida), exceto em um u´nico ponto,
aquele em que ∇c(x) e ∇ f (x) sa˜o paralelos. Esse e´ o ponto de mı´nimo da
func¸a˜o com restric¸a˜o, onde x = x∗ (veja Figura 5). Estendendo tal definic¸a˜o,
pode-se demonstrar [35] que no ponto de mı´nimo de uma func¸a˜o custo con-
vexa e continuamente diferencia´vel f (x), com restric¸o˜es convexas ci(x) ≥ 0
(i = 1, ...,m), o vetor gradiente da func¸a˜o custo e´ paralelo ao vetor soma dos
gradientes das func¸o˜es de restric¸a˜o. Assim, existe um escalar λi para cada
vetor gradiente das restric¸o˜es que leva a
∇ f (x∗) =
m
∑
i=1
λi∇ci(x∗). (2.11)
Pode-se tambe´m reescrever (2.11) como
∇ f (x∗)−
m
∑
i=1
λi∇ci(x∗) =∇
[
f (x∗)−
m
∑
i=1
λici(x
∗)
]
= 0 (2.12)
onde
L(x,λ) = f (x)−
m
∑
i=1
λici(x) (2.13)
e´ denominada func¸a˜o de Lagrange, que transforma um processo de otimiza-
c¸a˜o com restric¸o˜es em um processo de otimizac¸a˜o sem restric¸o˜es.
A formulac¸a˜o consistente deste problema, no entanto, depende da de-
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terminac¸a˜o dos valores escalares λi, denominados multiplicadores de La-
grange. A obtenc¸a˜o dos multiplicadores de Lagrange pode ser realizada
atrave´s da func¸a˜o dual de Lagrange [35], [36] que, por definic¸a˜o, e´ o va-
lor de mı´nimo (ı´nfimo) da func¸a˜o de Lagrange (2.13) em func¸a˜o do vetor dos
multiplicadores λi. Assim,
q(λ) := inf
x
L(x,λ). (2.14)
Considerando que nenhum valor da func¸a˜o dual podera´ ser maior do que a
func¸a˜o de Lagrange, ja´ que ela representa seu ı´nfimo, enta˜o a otimizac¸a˜o da
func¸a˜o dual
miximizar
λ
[q(λ)] (2.15)
atendera´ ao problema de otimizac¸a˜o (2.9) e definira´ o vetor λ que caracteriza
a func¸a˜o de Lagrange.
x0
x1
x0 = 1
−∇c(x∗) ∇ f (x∗) = λ1∇c(x∗)
−∇c(x1)
∇ f (x1)
d
x∗
x1
Figura 5: Representac¸a˜o de uma func¸a˜o com restric¸a˜o, apresentando as
direc¸o˜es dos vetores de gradiente e a direc¸a˜o de descida d.
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2.2 Estimac¸a˜o de sinais
Estimac¸a˜o e´ o processo de atribuic¸a˜o de valor a determinado paraˆmetro
desconhecido a partir de observac¸o˜es relacionadas a esse paraˆmetro e/ou do
conhecimento de informac¸o˜es pre´vias sobre o paraˆmetro que se quer estimar.
Pode-se definir classicamente um estimador como
θˆ = f [x(0), x(1), · · · , x(N − 1)] (2.16)
que determina o paraˆmetro estimado θˆ a partir de observac¸o˜es x(k) [38].
Existem va´rias te´cnicas de estimac¸a˜o com resultados muito eficientes, sendo
a escolha do me´todo dependente da aplicac¸a˜o, dos paraˆmetros a serem es-
timados, dos dados observados e das informac¸o˜es pre´vias disponı´veis. No
entanto, o melhor estimador escolhido nem sempre e´ realiza´vel ou possui
implementac¸a˜o muito complexa. Dessa forma, sera˜o apresentadas a seguir
duas abordagens distintas de implementac¸a˜o de estimadores muito utilizadas
em processamento de sinais, mais especificamente em sistemas de filtragem
adaptativa, que possuem grande aceitac¸a˜o por sua simplicidade e eficieˆncia.
2.2.1 Estimac¸a˜o baseada na abordagem da minimizac¸a˜o de uma func¸a˜o
custo
O desempenho de um estimador pode ser medido utilizando-se algum
crite´rio de avaliac¸a˜o que dimensione o desvio entre o valor estimado e o valor
desejado. Pode-se minimizar tal crite´rio atrave´s da otimizac¸a˜o de uma func¸a˜o
que o caracteriza, denominada de func¸a˜o custo. Um crite´rio bastante utilizado
para a avaliac¸a˜o da efica´cia de um estimador e´ a medida do erro quadra´tico
me´dio (mean-square error - MSE) [37], [38], que determina o valor me´dio do
quadrado do desvio entre o valor estimado e o valor desejado, definido pela
seguinte func¸a˜o custo:
J(θˆ) = E[(θ − θˆ)2]. (2.17)
Considerando, no entanto, a dificuldade matema´tica e computacional de ob-
tenc¸a˜o de estimadores o´timos atrave´s desse crite´rio, e´ bastante comum a
utilizac¸a˜o de sistemas lineares de estimac¸a˜o. Dessa forma, o estimador depen-
dera´ apenas dos momentos de primeira e segunda ordens da func¸a˜o de den-
sidade de probabilidade (PDF) da varia´vel aleato´ria a ser estimada, incorpo-
rando, nesse caso, informac¸o˜es de me´dia e variaˆncia do sinal de erro. Tal es-
trate´gia caracteriza, enta˜o, os estimadores lineares de mı´nimo erro quadra´tico
me´dio [linear minimum mean-square error (LMMSE) estimators] [38].
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Em processamento de sinais, considerando aplicac¸o˜es tipicamente es-
taciona´rias, os estimadores LMMSE sa˜o comumente denominados filtros de
Wiener [4], [38]. Para sua determinac¸a˜o, considerando o problema geral de
filtragem adaptativa ilustrado na Figura 1, no qual o sinal de erro e´ dado por
(1.1), a func¸a˜o custo baseada no MSE e´ enta˜o
J = E[e2(n)] (2.18)
= E[d2(n)]− 2w T p + w T R w
onde p = E[d(n)x(n)] e´ o vetor de correlac¸a˜o cruzada entre o sinal dese-
jado d(n) e o sinal de entrada x(n) e R = E[x(n)x T(n)] e´ a matriz de
autocorrelac¸a˜o do sinal de entrada. Fazendo o gradiente de (2.18) igual a
zero, conforme (2.3), o vetor de coeficientes que minimiza a func¸a˜o custo,
definido como vetor de coeficientes o´timo (filtro de Wiener), e´
w∗ = R−1 p . (2.19)
Considerando que
∇J(n) = −2p+2R w(n) (2.20)
pode-se, alternativamente, utilizar um me´todo iterativo de otimizac¸a˜o utili-
zando o gradiente (veja Sec¸a˜o 2.1.1) que, nesse caso, e´ tambe´m o me´todo
steepest descent, obtendo-se enta˜o o algoritmo de atualizac¸a˜o dado por
w(n + 1) = w(n) + 2µ(n)[p−R w(n)]. (2.21)
Recorrendo ao me´todo de Newton e fazendo
∇′ J(n) = 2R (2.22)
pode-se obter o vetor o´timo atrave´s da recursa˜o
w(n + 1) = w(n)− 1
2
R−1[−2p+2R w(n)] (2.23)
= R−1 p
= w∗ .
Observa-se que, para uma func¸a˜o J(n) quadra´tica, o me´todo de Newton ob-
te´m o vetor o´timo em uma u´nica iterac¸a˜o.
Geralmente, no entanto, as caracterı´sticas estatı´sticas dos sinais en-
volvidos na˜o sa˜o conhecidas a priori, inviabilizando a utilizac¸a˜o de me´todos
baseados no erro quadra´tico me´dio. Como alternativa via´vel e de baixa com-
plexidade, o algoritmo LMS, mencionado no Capı´tulo 1, tornou-se o mais po-
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pular algoritmo baseado na abordagem da minimizac¸a˜o de uma func¸a˜o custo.
Pode-se interpretar sua formulac¸a˜o pela aplicac¸a˜o do me´todo do gradiente es-
toca´stico [4], no qual, a cada iterac¸a˜o, os coeficientes sa˜o adaptados proporci-
onalmente a uma estimativa instantaˆnea do gradiente da func¸a˜o custo baseada
no MSE. Outra interpretac¸a˜o para o algoritmo LMS e´ a da minimizac¸a˜o da
func¸a˜o custo de erro quadra´tico instantaˆneo, isto e´,
J(n) = e2(n). (2.24)
Minimizando iterativamente (2.24), utilizando o me´todo do gradiente, o al-
goritmo LMS e´ dado por
w(n + 1) = w(n) + µe(n)x(n). (2.25)
Contudo, a utilizac¸a˜o de uma func¸a˜o custo instantaˆnea, que se modifica a
cada iterac¸a˜o, torna o processo de otimizac¸a˜o muito ruidoso e lento, po-
dendo tornar-se insta´vel se o passo de adaptac¸a˜o µ na˜o for adequadamente
escolhido. Por outro lado, conforme mencionado no Capı´tulo 1, o algoritmo
NLMS se apresenta como uma soluc¸a˜o para esse problema, minimizando a
dependeˆncia do algoritmo a` magnitude do vetor de entrada, observada em
(2.25). Nesse sentido, o algoritmo NLMS pode ser interpretado como uma
aplicac¸a˜o do me´todo de Newton a` func¸a˜o custo instantaˆnea (2.24). Assim, ao
inve´s de simplesmente apontar na direc¸a˜o de descida mais ı´ngreme, como no
caso do LMS, pode-se obter diretamente o erro mı´nimo instantaˆneo a cada
iterac¸a˜o. Dessa forma, considerando (2.23) e acrescentando um termo de
regularizac¸a˜o ǫ I (0 < ǫ≪ 1) para evitar o mau condicionamento da matriz
a ser invertida, a equac¸a˜o de atualizac¸a˜o para o algoritmo NLMS pode enta˜o
ser expressa como
w(n + 1) = w(n) + µe(n)[ǫ I+x(n)x T(n)]−1 x(n). (2.26)
Demonstra ainda [37] que (2.26) pode ser reescrita como
w(n + 1) = w(n) +
µe(n)
ǫ+ x T(n)x(n)
x(n) (2.27)
que e´ a expressa˜o usual do algoritmo NLMS com termo de regularizac¸a˜o.
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2.2.2 Estimac¸a˜o baseada na abordagem da teoria de conjuntos
Com o objetivo de melhorar o desempenho dos algoritmos adaptati-
vos, caracterı´sticas especı´ficas relacionadas a` aplicac¸a˜o do sistema podem ser
incluı´das na forma de restric¸o˜es impostas ao processo. Cada restric¸a˜o apre-
sentada delimita um conjunto de possı´veis soluc¸o˜es Si para o problema de
estimac¸a˜o, sendo que a intersec¸a˜o de todos esses conjuntos definira´ um sub-
conjunto menor de soluc¸o˜es que atende a todas as restric¸o˜es, dado por
S =
m⋂
i=1
Si (2.28)
onde m e´ o nu´mero de restric¸o˜es. O subconjunto S e´ denominado conjunto
de soluc¸o˜es via´veis (feasibility set). Esse me´todo de delimitac¸a˜o de soluc¸o˜es
e´ denominado estimac¸a˜o baseada na abordagem da teoria de conjuntos
(set theoretic approach) [28]. Se S 6= ∅, enta˜o a formulac¸a˜o do problema
apresentada e´ consistente; se θ ∈ S, a formulac¸a˜o e´realiza´vel; e se S = θ, a
formulac¸a˜o e´ ideal e apresenta uma u´nica soluc¸a˜o. A Figura 6 ilustra um caso
no qual a formulac¸a˜o e´ consistente e realiza´vel (θ ∈ S), pore´m na˜o ideal.
S1 S2
S3
S = S1 ∩ S2 ∩ S3
S
θ
Figura 6: Representac¸a˜o gra´fica de estimac¸a˜o baseada na abordagem da teoria
de conjuntos.
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Um me´todo cla´ssico de estimac¸a˜o baseada na abordagem da teoria
dos conjuntos e´ o me´todo de projec¸o˜es sobre conjuntos convexos (projecti-
ons onto convex sets - POCS) [29]. A partir de um ponto qualquer no espac¸o
vetorial, o me´todo realiza a projec¸a˜o desse ponto na superfı´cie de soluc¸o˜es Si,
em seguida na superfı´cie Si+1 e assim sucessivamente ate´ atingir um ponto
θˆ ∈ S que atenda todas as restric¸o˜es. Esse me´todo sequencial, ilustrado na
Figura 7, foi proposto por Kaczmarz em 1937 [28], definindo o seguinte al-
goritmo:
wn+1 = Pin(wn). (2.29)
Pin(·) em (2.29) representa a func¸a˜o de projec¸a˜o na superfı´cie i na iterac¸a˜o
n. Alternativamente, uma versa˜o paralela do me´todo de projec¸o˜es, ilustrado
na Figura 8, foi proposto por Cimmino em 1938 [28], sendo
wn+1 =
2
m
[
m
∑
i=1
Pin(wn)−wn
]
. (2.30)
Ambas as formulac¸o˜es podem ser ponderadas por fatores de relaxac¸a˜o, per-
mitindo reescrever (2.29) como
wn+1 = µnPin(wn) (2.31)
e (2.30) como
wn+1 =
2µn
m
[
m
∑
i=1
Pin(wn)−wn
]
. (2.32)
A determinac¸a˜o da projec¸a˜o de um vetor em uma superfı´cie convexa,
resolvendo o problema (2.29), e´ obtida aplicando-se o princı´pio da menor
distaˆncia [5], [29], dada por
d(w0,S) = inf
w1∈S
‖w1−w0 ‖2 (2.33)
onde ‖.‖2 e´ a norma euclidiana e w1 e´ o ponto em S mais pro´ximo de w0, ou
seja, e´ a projec¸a˜o de w0 em S. A otimizac¸a˜o da func¸a˜o convexa de norma ℓ2
com restric¸a˜o
minimizar ‖wi−w0‖22 (2.34a)
sujeito a c(w) ≥ 0 (2.34b)
determinara´ a projec¸a˜o, sendo c(w) a func¸a˜o de restric¸a˜o que gera o conjunto
de soluc¸o˜es S.
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S1
S2
w∗
w0
w1
w2
w3
w4
Figura 7: Princı´pio de operac¸a˜o do me´todo sequencial de projec¸o˜es sobre
conjuntos convexos proposto por Kaczmarz [28].
S1
S2
w∗
w0
w1
w2
w3
Figura 8: Princı´pio de operac¸a˜o do me´todo paralelo de projec¸o˜es sobre con-
juntos convexos proposto por Cimmino [28].
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2.2.3 O algoritmo NLMS como um problema de otimizac¸a˜o com restric¸o˜es
Restric¸o˜es podem ser atualizadas a` medida que o processo adaptativo
evolui. Dessa forma, conjuntos diferentes de soluc¸o˜es S(n) sa˜o gerados a
cada iterac¸a˜o para uma mesma func¸a˜o de restric¸a˜o c[w(n)], obtendo-se in-
finitos conjuntos possı´veis; se, no entanto, existir um conjunto de soluc¸o˜es
via´vel S∗, gerado pela intersec¸a˜o de todos S(n), e´ possı´vel convergir para um
ponto em S∗ atrave´s de sucessivas projec¸o˜es [29], como ilustrado na Figura
9. Em filtragem adaptativa, o algoritmo NLMS pode ser obtido a partir de um
problema de otimizac¸a˜o com restric¸o˜es com soluc¸a˜o obtida pelo me´todo de
projec¸o˜es sucessivas [5]. Para esse algoritmo, a cada iterac¸a˜o, o estimador e´
adaptado de forma que o erro a posteriori seja igual a zero, isto e´,
ε(n) = d(n)−w T(n + 1)x(n) = 0 (2.35)
que representa a restric¸a˜o imposta ao processo de otimizac¸a˜o. O algoritmo
NLMS, enta˜o, e´ obtido a partir de
minimizar
1
2
‖w(n + 1)−w(n)‖22 (2.36a)
sujeito a d(n)−w T(n + 1)x(n) = 0. (2.36b)
S(0)S(1)
S(2)
S(3)
S∗ = w∗ w(0)
w(1)
w(2)
w(3)
w(4)
Figura 9: Processo iterativo de projec¸o˜es sucessivas nas superfı´cies de
soluc¸o˜es geradas por uma mesma restric¸a˜o func¸a˜o de n.
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Utilizando o me´todo dos multiplicadores de Lagrange, transforma-se o pro-
blema com restric¸o˜es em um problema sem restric¸o˜es equivalente. A func¸a˜o
de Lagrange e´, enta˜o,
L[w(n + 1)] = 1
2
[w(n + 1)−w(n)]T[w(n + 1)−w(n)] (2.37)
+ λ(n)[d(n)−w T(n + 1)x(n)].
Seu mı´nimo e´ determinado fazendo
∇L[w(n + 1)] = w(n + 1)−w(n)− λ(n)x(n) = 0 (2.38)
obtendo-se a expressa˜o recursiva
w(n + 1) = w(n) + λ(n)x(n). (2.39)
Omultiplicador de Lagrange λ(n) pode enta˜o ser obtido aplicando-se a func¸a˜o
dual de Lagrange (2.15). Assim,
λ(n) =
e(n)
x T(n)x(n)
. (2.40)
Finalmente, a equac¸a˜o de atualizac¸a˜o do algoritmo e´ dada por
w(n + 1) = w(n) +
µe(n)
x T(n)x(n)
x(n) (2.41)
onde µ e´ incluı´do para controlar o passo de adaptac¸a˜o.
E´ importante mencionar que o algoritmo NLMS pode ser definido
como um caso especial do algoritmo de projec¸o˜es afins [affine projection al-
gorithm (APA)] [5], que utiliza, a cada iterac¸a˜o, um grupo de Q hiperplanos
de erros a posteriori iguais a zero definidos pelo reuso de dados de entrada
de iterac¸o˜es anteriores. O algoritmo APA atende ao seguinte problema de
otimizac¸a˜o:
minimizar
1
2
‖w(n + 1)−w(n)‖22 (2.42a)
sujeito a d(n)− X T(n)w(n + 1) = 0 (2.42b)
sendo d(n) = [d(n) d(n− 1) . . . d(n−Q+ 1)]T e X(n) = [x(n) x(n− 1)
. . . x(n−Q + 1)]T. O algoritmo NLMS pode ser obtido a partir do algo-
ritmo APA fazendo Q = 1.
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2.3 Me´trica vetorial e esparsidade
Existem diversas maneiras de medir a esparsidade de um vetor [15].
Considerando a definic¸a˜o mais estrita de esparsidade, relacionada a` quanti-
dade de coeficientes exatamente iguais a zero, a norma ℓ0 do vetor, dada por
‖w‖0 =
N−1
∑
k=0
f (wk) (2.43)
com
f (wk) =
{
1, wk 6= 0
0, wk = 0
(2.44)
apresenta-se como a forma mais natural para efetuar tal medic¸a˜o [15], [23],
[39]. No entanto, devido principalmente a` presenc¸a de ruı´do e ao compor-
tamento na˜o contı´nuo da func¸a˜o de norma ℓ0, essa me´trica na˜o e´ eficaz na
maioria das aplicac¸o˜es em processamento de sinais. Assim, a esparsidade
de uma planta passa a ser definida pela concentrac¸a˜o de energia em uma pe-
quena regia˜o de sua resposta ao impulso. Enta˜o, a medida da esparsidade
deve considerar outras me´tricas vetoriais em sua determinac¸a˜o. Conside-
rando a definic¸a˜o geral de norma vetorial [39], na qual a norma ℓp de um
vetor w ∈RN e´ dada por
‖w‖p =
[
N−1
∑
k=0
|wk|p
]1/p
, p ≥ 1 (2.45)
duas importantes me´tricas sa˜o muito u´teis na avaliac¸a˜o da esparsidade de um
vetor. A norma ℓ2 (norma euclidiana), dada por
‖w(n)‖2 =
√√√√N−1∑
k=0
|wk(n)|2 (2.46)
que representa a medida de comprimento de um vetor (menor distaˆncia entre
dois pontos) e a norma ℓ1, dada por
‖w(n)‖1 =
N−1
∑
k=0
|wk(n)| (2.47)
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identificada pela soma das projec¸o˜es do vetor nos eixos ortogonais. Pode-se
demonstrar [40] que
‖w‖1 ≥ ‖w‖2 (2.48)
para qualquer w. A relac¸a˜o entre essas normas pode definir uma medida da
esparsidade, levando em conta os seguintes aspectos:
i) se o vetor esta´ exatamente sobre um dos eixos ortogonais, apresentando
assim seu maior grau de esparsidade, enta˜o ‖w‖1 = ‖w‖2;
ii) se todos os coeficientes do vetor tem exatamente a mesma magnitude,
o vetor apresenta a menor esparsidade possı´vel e ‖w‖1 =
√
N‖w‖2
(maior diferenc¸a entre as duas normas).
Enta˜o, uma expressa˜o bastante utilizada para quantificar o grau de esparsi-
dade de um vetor e´ dada por [14], [10]
S(w) = N
N −√N
(
1− ‖w‖1√
N‖w‖2
)
(2.49)
com 0≤ S(w) ≤ 1.
Isoladamente, apenas a norma ℓ0 determina o grau de esparsidade de
um vetor, mesmo assim, apenas para a definic¸a˜o de esparsidade mais es-
trita. Por outro lado, associada a outras informac¸o˜es, a norma ℓ1 se mos-
tra muito eficaz na determinac¸a˜o de esparsidade. Se dois vetores diferentes
possuem o mesmo comprimento (mesma norma ℓ2), por exemplo, e´ mais es-
parso aquele que apresentar a menor norma ℓ1, conforme (2.49). Processos
de otimizac¸a˜o em sistemas esparsos utilizando norma ℓ1 como paraˆmetro de
medida e adaptac¸a˜o teˆm sido foco emmuitos estudos [41], [42]. Mais recente-
mente, uma teoria denominada compressive sensing [39], [43], [44], definida
basicamente como a aquisic¸a˜o de um sinal esparso de forma comprimida, tem
explorado de forma extensiva os algoritmos baseados na norma ℓ1.
2.4 Revisa˜o sobre algoritmos adaptativos para sistemas esparsos
Os algoritmos para filtragem adaptativa convencionais, tais como o
LMS e o NLMS, na˜o consideram em seu processo de adaptac¸a˜o qualquer
informac¸a˜o que identifique o grau de esparsidade do sistema que esta´ sendo
adaptado. Verificando que essa caracterı´stica pode ser explorada para melho-
rar o desempenho dos algoritmos durante a adaptac¸a˜o, diversas estrate´gias
veˆm sendo extensivamente discutidas na literatura.
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2.4.1 Algoritmos de adaptac¸a˜o proporcional
Os algoritmos com adaptac¸a˜o proporcional teˆm como caracterı´stica
fundamental a ponderac¸a˜o individual dos elementos do vetor de coeficientes
que esta´ sendo adaptado. Um dos primeiros algoritmos propostos com tal fi-
nalidade e´ o algoritmo NLMS proporcional, PNLMS (proportionate NLMS),
introduzido por Duttweiler em 2000 [18]. Utilizando ganhos individuais, o
algoritmo PNLMS atualiza cada coeficiente do filtro adaptativo de forma pro-
porcional a` sua pro´pria magnitude, isto e´, aplicando maior peso na atualizac¸a˜o
dos elementos que teˆm maior magnitude. Essa redistribuic¸a˜o de pesos, trans-
ferindo “energia”dos coeficientes de menor magnitude para aqueles de maior
magnitude e´ proporcionada pela inserc¸a˜o, ao algoritmo NLMS, de uma ma-
triz de ganhos G(n), sendo a atualizac¸a˜o do vetor de coeficientes dada por
[9]
w(n + 1) = w(n) +
µG(n)e(n)
x T(n)G(n)x(n)
x(n) (2.50)
onde µ e´ o paraˆmetro de controle de passo. A matriz de ganhos e´ dada por
G(n) = diag[g1(n), g2(n), ..., gN(n)] (2.51)
com
gi(n) =
γi(n)
∑
N−1
k=0 γk(n)
(2.52)
sendo γi(n) uma func¸a˜o de proporcionalidade definida para cada coeficiente.
Como (2.52) e´ normalizado por ∑
N−1
k=0 γk(n), a soma de todos os ganhos e´
igual a 1. Para evitar que a atualizac¸a˜o de algum elemento do vetor de coefi-
cientes seja “congelada” quando esse elemento e´ igual a zero [24], define-se
um limiar mı´nimo de ganho a cada iterac¸a˜o, denominado fator de ativac¸a˜o.
Portanto,
γmin(n) = ̺max[δp, |w0(n)|, |w1(n)|, ..., |wN−1(n)|] (2.53)
onde ̺ e´ um paraˆmetro de proporcionalidade e δp um paraˆmetro de inicializa-
c¸a˜o. Assim, a func¸a˜o de proporcionalidade de cada coeficiente e´ dada por
γi(n) = max[γmin(n), |wi(n)|]. (2.54)
O algoritmo PNLMS e´ bem eficiente na parte inicial da convergeˆncia,
mas tem seu desempenho deteriorado a` medida que o filtro converge para
a soluc¸a˜o desejada [24]. Ale´m disso, o algoritmo apresenta desempenho
ruim quando aplicado a sistemas com baixa esparsidade (plantas dispersi-
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vas), com resultados piores do que os do algoritmo NLMS. Para reduzir
tais deficieˆncias, algoritmos alternativos teˆm sido propostos. O algoritmo
PNLMS++ [19], por exemplo, se caracteriza por comutar entre os algorit-
mos NLMS e PNLMS em esquemas de comutac¸a˜o que dependem do tipo de
aplicac¸a˜o. Dessa forma, o algoritmo PNLMS++ se vale dos benefı´cios de
cada um dos algoritmos onde eles sa˜o mais eficientes.
O algoritmo PNLMS melhorado (improved PNLMS - IPNLMS) [20],
por sua vez, mescla os algoritmos NLMS e PNLMS atrave´s de um paraˆmetro
de controle α, sendo o novo ganho para cada coeficiente dado por
gi(n) =
1− α
2N
+ (1 + α)
|wi(n)|
2‖w(n)‖1 . (2.55)
Dessa forma, quando α = 1, os ganhos ki(n) manteˆm apenas a parcela pro-
porcional, tornando o algoritmo semelhante ao PNLMS. Ja´ quando α = −1,
os ganhos passam a ser uniformes, fazendo com que o algoritmo se asseme-
lhe ao algoritmo NLMS. Valores intermedia´rios de α determinam uma mis-
tura dos dois algoritmos, sendo tı´picos os valores de α iguais a 0 ou −0,5. O
algoritmo IPNLMS tem demonstrado melhor desempenho do que o NLMS e
o PNLMS padra˜o em diversas condic¸o˜es de esparsidade.
De forma geral, as matrizes de ganho que caracterizam os algoritmos
PNLMS e seus derivados aqui citados sa˜o obtidas de forma ad-hoc, geral-
mente baseadas em crite´rios intuitivos ou experimentais. Procurando apro-
ximar a abordagem proporcional de crite´rios mais cla´ssicos de otimizac¸a˜o, e´
proposta em [45] uma estrate´gia baseada no me´todo de descida mais ı´ngreme
(steepest descent), denominado algoritmo PNLMS com lei-µ (µ-law PNLMS
- MPNLMS). Para este algoritmo, a func¸a˜o de proporcionalidade definida
para cada coeficiente e´ dada por
γi(n) = max{γmin(n),F[|wi(n)|]} (2.56)
com
γmin(n) = ̺max{δp,F[|w0(n)|],F[|w1(n)|], ...,F[|wN−1(n)|]} (2.57)
e
F[|wi(n)|] = ln[1 + |wi(n)|/ǫ]ln(1 + 1/ǫ) (2.58)
onde ǫ e´ um nu´mero pequeno positivo definido pelo usua´rio que delimita
uma faixa de proximidade dos coeficientes ao seu valor o´timo apo´s um certo
nu´mero de iterac¸o˜es. Considerando (2.58), verifica-se que a func¸a˜o de pro-
porcionalidade do algoritmo MPNLMS assemelha-se ao cla´ssico crite´rio de
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codificac¸a˜o utilizado em telecomunicac¸o˜es definido pela lei-µ [17], o que
sugere o nome do algoritmo. Apesar de demonstrar desempenho superior
a outros algoritmos da classe proporcional [9], o algoritmo MPNLMS apre-
senta complexidade computacional bastante elevada, o que pode desqualifica´-
lo como opc¸a˜o em diversas aplicac¸o˜es. Dessa forma, uma simplificac¸a˜o por
segmentos de reta e´ proposta em [45], de forma a definir um novo algoritmo,
agora denominado SPNLMS (segment PNLMS), mais competitivo. Para o
algoritmo SPNLMS
F[|wi(n)|] =
{
600|wi(n)|, |wi(n)| < 0,005
3, demais.
(2.59)
Diversos outros algoritmos de adaptac¸a˜o proporcional teˆm sido propostos e
discutidos na literatura da a´rea, visando aprimoramentos na forma de ca´lculo
dos pesos e ganhos individuais, podendo-se citar, o algoritmo IPNLMS me-
lhorado (improved IPNLMS - IIPNLMS) [22], o algoritmo IPNLMS-ℓ0 [23],
com func¸a˜o de ganho regida pela norma ℓ0, o algoritmo com fatores de
ativac¸a˜o individuais, denominado IAF-PNLMS (individual-activation-factor
PNLMS algorithm) [24] e o algoritmo com fator de proporcionalidade ̺(n)
em func¸a˜o do grau de esparsidade, SC-PNLMS (sparseness-controlled
PNLMS) [25], dentre outros, citando apenas os algoritmos baseados no
NLMS2. Sendo essa uma a´rea de pesquisa bastante rica e vasta, uma se´rie
de variac¸o˜es dos algoritmos proporcionais continua sendo discutida na litera-
tura, buscando-se melhorar seu desempenho e/ou reduzir sua complexidade
computacional, como pode-se verificar em [46]-[49].
2.4.2 Algoritmos baseados na minimizac¸a˜o de uma func¸a˜o custo com
penalizac¸a˜o de norma
Como discutido na Sec¸a˜o 2.3, podem-se utilizar determinadas me´tricas
vetoriais para a determinac¸a˜o do grau de esparsidade de um vetor. A norma
ℓ1, em especial, vem sendo utilizada em muitas aplicac¸o˜es que manipulam
vetores esparsos. Baseado no me´todo do gradiente de minimizac¸a˜o de uma
func¸a˜o custo, Chen et al [27] desenvolveram o algoritmo ZA-LMS (zero at-
tracting LMS) em que a norma ℓ1 do vetor de coeficientes e´ incorporada a`
func¸a˜o custo de erro quadra´tico instantaˆneo como uma forma de “penaliza-
c¸a˜o”, originando uma nova func¸a˜o a ser minimizada. Assim, a func¸a˜o custo
2Uma se´rie de outros algoritmos proporcionais sa˜o baseados ainda nos algoritmos de
projec¸o˜es afins (APA) e de mı´nimos quadrados recursivo [recursive least-square (RLS) algo-
rithms].
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a ser minimizada pelo algoritmo ZA-LMS sera´
L(n) =
1
2
e2(n) + γ‖w(n)‖1. (2.60)
A penalizac¸a˜o de norma ℓ1 enfatiza a func¸a˜o custo nas proximidades de
w = 0 (onde ‖w(n)‖1 = 0), determinando uma “atrac¸a˜o” para zero no pro-
cesso de descida, justificando a denominac¸a˜o do algoritmo. A atualizac¸a˜o do
vetor de coeficientes e´ enta˜o dada por
w(n + 1) = w(n) + µe(n)x(n)− ρsgn[w(n)] (2.61)
sendo sgn[w(n)] o vetor de sinais de w(n), µ o passo de adaptac¸a˜o e ρ um
paraˆmetro que controla o grau de atrac¸a˜o da norma ℓ1. Esse algoritmo apre-
senta melhor desempenho do que o algoritmo LMS para adaptac¸a˜o de siste-
mas esparsos; no entanto, mostra-se bastante sensı´vel ao valor do paraˆmetro
ρ, podendo levar a` polarizac¸a˜o da soluc¸a˜o. E´ tambe´m apresentado em [27] um
algoritmo alternativo ao algoritmo ZA-LMS, denominado ZA-LMS ponde-
rado (reweighted zero-attracting LMS - RZA-LMS). O algoritmo RZA-LMS
minimiza a seguinte func¸a˜o custo:
L(n) =
1
2
e2(n) + γ′
N−1
∑
k=0
log[1 + |wk(n)|/ε′] (2.62)
onde γ′ e ε′ sa˜o paraˆmetros de controle. A aplicac¸a˜o da norma ℓ1 em (2.60)
pondera a atualizac¸a˜o (2.61) de maneira uniforme. Ja´ a func¸a˜o custo (2.62)
gera um algoritmo com um termo de penalizac¸a˜o inversamente proporcional
a` magnitude de cada componente. Assim,
wk(n + 1) = wk(n) + µe(n)x(n− k)− ρ sgn[wk(n)]1 + ε|wk(n)|
(2.63)
com ρ = µγ
′
ε′ e ε =
1
ε′ . Tal ponderac¸a˜o melhora o desempenho do algo-
ritmo, mas lhe adiciona um significativo custo computacional em func¸a˜o da
inclusa˜o de uma operac¸a˜o de divisa˜o. Os autores citam ainda a aplicac¸a˜o
da penalizac¸a˜o tambe´m ao algoritmo NLMS (ZA-NLMS e RZA-NLMS),
buscando as vantagens que esse algoritmo pode oferecer a` abordagem. Se-
guindo essa mesma estrate´gia, Gu et al [31] apresentam o algoritmo ℓ0-LMS,
que inclui uma penalizac¸a˜o de norma ℓ0 a` func¸a˜o custo utilizando a seguinte
aproximac¸a˜o:
f [wi(n)] = 1− e−β|wi(n)| (2.64)
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com β ≥ 1. Assim, a func¸a˜o custo a ser minimizada agora e´
L(n) =
1
2
e2(n) + γ
N−1
∑
k=0
[1− e−β|wk(n+1)|] (2.65)
sendo a atualizac¸a˜o de cada coeficiente dada por
wk(n + 1) = wk(n) + µe(n)x(n− k)− κβsgn[wk(n)]e−β|wk(n+1)|.
(2.66)
Alternativamente, e´ proposta uma aproximac¸a˜o a` norma ℓ0 utilizando a se´rie
de Taylor de primeira ordem para a func¸a˜o exponencial3. Uma versa˜o do
algoritmo baseada no algoritmo NLMS, denominada ℓ0-NLMS, e´ tambe´m
discutida em [31]. A equac¸a˜o de atualizac¸a˜o para esse algoritmo e´ obtida a
partir da normalizac¸a˜o do vetor de entrada. Assim,
wk(n + 1) = wk(n) + µ
e(n)x(n− k)
x T(n)x(n)
− κβsgn[wk(n)]e−β|wk(n+1)|.
(2.67)
Pesquisas recentes teˆm apresentado variac¸o˜es dos algoritmos com pe-
nalizac¸a˜o de norma, conforme pode-se constatar em [50]-[53].
2.4.3 Algoritmos baseados nas projec¸o˜es em esferas de normas
Baseados na abordagem da teoria dos conjuntos, os algoritmos perten-
centes a esse grupo aplicam a norma vetorial como uma nova restric¸a˜o que
limita o conjunto de soluc¸o˜es. Utilizando tal estrate´gia, Kopsinis et al [30]
apresentam um algoritmo baseado em projec¸o˜es, denominado APL1 (adap-
tive projection-based algorithm using ℓ1 balls), no qual a func¸a˜o de norma
ℓ1 gera um volume de restric¸a˜o fixo onde o vetor de coeficientes e´ projetado
a cada iterac¸a˜o. A abordagem utilizada desenvolve-se em duas etapas. A
primeira e´ baseada na te´cnica de projec¸o˜es paralelas de Cimmino, conforme
(2.32), reutilizando superfı´cies de erro a posteriori de iterac¸o˜es anteriores.
Tal projec¸a˜o considera uma certa faixa de toleraˆncia para cada superfı´cie,
sendo estas denominadas hyperslabs. Cada hyperslab que compo˜e o conjunto
de soluc¸o˜es desta te´cnica e´ caracterizado por
Sε(k)(n) = {w(n + 1) ∈RN : |d(n− k)−w T(n + 1)x(n− k)| ≤ φ}
(2.68)
3A aproximac¸a˜o da norma ℓ0 pela se´rie de Taylor e´ detalhada na Sec¸a˜o 3.3.
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sendo k = 0,1, . . . , Q− 1, com Q representando o nu´mero de hyperslabs e φ
definindo a espessura de cada hyperslab. Tal te´cnica e´ apresentada em [54]
como alternativa ao algoritmo de projec¸o˜es afins (APA), com menor custo
computacional e menor sensibilidade ao ruı´do. A segunda etapa, por sua vez,
caracteriza-se por uma segunda projec¸a˜o do vetor de coeficientes, agora na
esfera delimitada pela norma considerada (norm ball), definida por
Sℓp(n) = {w(n + 1) ∈RN : ‖w(n + 1)‖p ≤ δℓp} (2.69)
com ‖w(n + 1)‖p representando a norma ℓp de w(n + 1) e δℓp o limite de
norma definido pelo usua´rio. Essa estrate´gia de projec¸o˜es sucessivas define a
seguinte equac¸a˜o de atualizac¸a˜o:
w(n + 1) = PSℓ1
[
w(n) + µ(n)
{
Q−1
∑
k=0
qkPSε(k) [w(n)]−w(n)
}]
(2.70)
com PSε(k)(·) caracterizando um mapeamento de projec¸a˜o no k-e´simo hypers-
lab Sε(k)(n) (com peso 0< qk ≤ 1 definido pelo usua´rio, sendo ∑Q−1k=0 qk = 1)
e PSℓ1
(·), o subsequente mapeamento de projec¸a˜o em Sℓ1 . Uma detalhada
descric¸a˜o desses mapeamentos, bem como da escolha de µ(n) e´ dada em [30].
No exemplo ilustrado pela Figura 10, observa-se a sequeˆncia de projec¸o˜es re-
sultante de uma iterac¸a˜o do algoritmo (2.70), considerando Q = 1.
Uma variac¸a˜o do algoritmo APL1, denominado algoritmo APL1 com
norma ponderada (adaptive projection-based algorithm using weighted ℓ1
balls - APWL1), e´ tambe´m introduzido em [30]. O algoritmo APWL1 e´
baseado na norma ℓ1 ponderada descrita por Cande`s em [55], expressa por
m
∑
i=1
pi|wi| (2.71)
onde pi e´ um peso individual dado ao elemento wi do vetor de coeficientes.
No algoritmo APWL1, os pesos individuais sa˜o proporcionais ao inverso do
valor dos elementos do vetor. Assim,
pi(n + 1) =
1
|wi(n)| . (2.72)
A ponderac¸a˜o (2.71), ilustrada pelo diamante em trac¸o contı´nuo na Figura 11,
propicia um melhor desempenho do algoritmo; no entanto, uma maior com-
plexidade computacional e´ obtida devido a` operac¸a˜o de divisa˜o considerada
em (2.72).
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Sε(0)(n)
w0
w1
Sℓ1
w(n)
w1(n)
w(n + 1)
w∗
Figura 10: Princı´pio de operac¸a˜o do algoritmo APL1.
Sε(0)(n)
w0
w1
Sℓ1
w(n)
w1(n)
w(n + 1)
w∗
Figura 11: Princı´pio de operac¸a˜o do algoritmo APWL1, apresentando
modificac¸a˜o da esfera de norma ℓ1 atrave´s de ponderac¸a˜o (2.71).
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2.5 Concluso˜es
Neste capı´tulo foram discutidos alguns to´picos importantes ao alicer-
c¸amento da proposta apresentada neste trabalho de pesquisa. As teorias de
otimizac¸a˜o e estimac¸a˜o que fundamentam a formulac¸a˜o dos algoritmos aqui
descritos sa˜o apresentadas, sendo parte essencial ao desenvolvimento das no-
vas propostas, que sera˜o abordadas no Capı´tulo 3. Tambe´m foram discutidos
alguns algoritmos orientados a sistemas esparsos oriundos da literatura, con-
siderando treˆs abordagens distintas, a saber, os algoritmos de adaptac¸a˜o pro-
porcional, os algoritmos baseados na minimizac¸a˜o de uma func¸a˜o custo com
penalizac¸a˜o de norma e os algoritmos baseados nas projec¸o˜es em esferas de
normas.
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Capı´tulo 3
Algoritmos Adaptativos com Restric¸a˜o de Norma
Propostos
No capı´tulo anterior, foram discutidos algoritmos adaptativos que ex-
ploram a esparsidade do sistema com a finalidade de melhorar seu desem-
penho. A formulac¸a˜o proposta neste trabalho de pesquisa tambe´m e´ ori-
entada a` identificac¸a˜o de sistemas esparsos, desenvolvendo-se a partir da
estimac¸a˜o baseada na teoria de conjuntos, usando otimizac¸a˜o com restric¸a˜o
de norma vetorial, de forma semelhante aos algoritmos descritos na Sec¸a˜o
2.4.3. Em contraste com os algoritmos apresentados naquela sec¸a˜o, a es-
trate´gia desenvolvida aqui propo˜e a aplicac¸a˜o simultaˆnea de restric¸o˜es no pro-
cesso de otimizac¸a˜o, de forma a obter um conjunto de soluc¸o˜es pertencente a`
intersec¸a˜o entre as superfı´cies delimitadas por tais restric¸o˜es a cada iterac¸a˜o.
A nova proposta tambe´m difere daqueles algoritmos no que diz respeito ao
reu´so de informac¸o˜es pre´vias e a` utilizac¸a˜o de hyperslabs. Neste caso, apenas
o erro a posteriori atual e´ considerado (Q = 1), considerando ainda paraˆmetro
φ igual a zero. Considerando tais caracterı´sticas, a proposta discutida neste
trabalho posiciona-se como algoritmos baseados nas projec¸o˜es em esferas de
normas, pore´m, aproxima-se tambe´m da formulac¸a˜o dos algoritmos baseados
no NLMS, buscando-se, dessa forma, um compromisso desempenho versus
complexidade computacional compatı´vel com os principais algoritmos dire-
cionados a sistemas esparsos. Uma formulac¸a˜o geral que permite a aplicac¸a˜o
de normas vetoriais diversas como restric¸a˜o para o processo de estimac¸a˜o e´
apresentado na Sec¸a˜o 3.1, sendo os algoritmos resultantes denominados al-
goritmos com restric¸a˜o de norma (norm constrained algorithms), referen-
ciados aqui por algoritmos ℓpNC, onde o ı´ndice p indica o tipo de norma
considerado. Utilizando essa formulac¸a˜o geral, dois grupos de algoritmos
com restric¸a˜o de norma sa˜o obtidos e apresentados nas Sec¸o˜es 3.2 e 3.3, a
saber, os algoritmos com restric¸a˜o de norma ℓ1 (ℓ1NC) e com restric¸a˜o de
norma ℓ0 (ℓ0NC). Verso˜es melhoradas desses algoritmos tambe´m sa˜o elabo-
radas, com o objetivo de torna´-los independentes da escolha de paraˆmetros de
restric¸a˜o de norma pelo usua´rio.
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3.1 Formulac¸a˜o geral baseada em otimizac¸a˜o com restric¸a˜o de norma
A filtragem adaptativa baseada em estimac¸a˜o utilizando a teoria de
conjuntos pode ser concebida aplicando-se o me´todo dos multiplicadores
de Lagrange para otimizac¸a˜o com mu´ltiplas restric¸o˜es, conforme tratado na
Sec¸a˜o 2.1.2 e aplicado na Sec¸a˜o 2.2.2. A partir de tais conceitos, uma for-
mulac¸a˜o geral que determina o conjunto de algoritmos baseados em otimiza-
c¸a˜o com restric¸a˜o de norma e´ detalhado a seguir.
3.1.1 Problema de otimizac¸a˜o
Neste me´todo, buscar-se-a´, a cada iterac¸a˜o, uma soluc¸a˜o que atenda
simultaneamente a`s seguintes restric¸o˜es: a) o erro instantaˆneo a posteriori
igual a zero, dado por
ε(n) = d(n)−w T(n + 1)x(n) = 0 (3.1)
que caracteriza a restric¸a˜o aplicada ao algoritmo NLMS, e b) a norma do vetor
de coeficientes limitada a um determinado valor ma´ximo, isto e´,
‖w(n + 1)‖p ≤ δℓp (3.2)
onde δℓp e´ um paraˆmetro de limitac¸a˜o de norma determinado previamente. A
restric¸a˜o (3.1) gera um hiperplano de soluc¸o˜es possı´veis dado por
Sε(n) = [w(n + 1) ∈RN : d(n)−w(n + 1)T x(n) = 0] (3.3)
enquanto a restric¸a˜o (3.2) delimita o semi-espac¸o
Sℓp(n) = [w(n + 1) ∈RN : ‖w(n + 1)‖p ≤ δℓp ]. (3.4)
Na pra´tica, tal restric¸a˜o implica uma decisa˜o a cada iterac¸a˜o, considerando se
o vetor esta´ ou na˜o dentro do semi-espac¸o delimitado em (3.4). Se o vetor ja´
se encontra dentro de tal semi-espac¸o, a restric¸a˜o esta´ inativa. Por outro lado,
pode-se forc¸ar para que o algoritmo sempre busque a intersec¸a˜o entre o hiper-
plano Sε(n) e a superfı´cie fronteiric¸a de Sℓp(n), onde ‖w(n + 1)‖p = δℓp ,
considerando que tal limitac¸a˜o e´ o valor de norma que melhor representa a
medida da soluc¸a˜o procurada. Sendo assim, o problema de otimizac¸a˜o (como
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definido na Sec¸a˜o 2.2.2), considerando essas duas restric¸o˜es, e´ descrito como
minimizar
1
2
‖w(n + 1)−w(n)‖22 (3.5a)
sujeito a
{
d(n)−w T(n + 1)x(n) = 0
‖w(n + 1)‖p = δℓp .
(3.5b)
Para que o problema de otimizac¸a˜o seja convexo, no entanto, as restric¸o˜es de
igualdade devem ser afins [36], o que geralmente na˜o e´ verdadeiro em relac¸a˜o
a` restric¸a˜o de norma. Ale´m disso, o problema muitas vezes na˜o e´ via´vel
em aplicac¸o˜es pra´ticas, devido a escolhas inadequadas de δℓp , a` presenc¸a de
ruı´dos e a` necessidade de conhecimento de informac¸o˜es que ainda na˜o esta˜o
disponı´veis. Por conseguinte, uma certa relaxac¸a˜o de (3.5) torna-se necessa´ria
visando a` obtenc¸a˜o de algoritmos adaptativos pra´ticos. Nesse contexto, o
seguinte problema de otimizac¸a˜o, com relaxac¸a˜o da restric¸a˜o de norma, e´
aqui considerado:
minimizar
1
2
‖w(n + 1)−w(n)‖22 (3.6a)
sujeito a
{
d(n)−w T(n + 1)x(n) = 0
fℓp [w(n + 1)] = δℓp
(3.6b)
onde fℓp [w(n + 1)]
∼= ‖w(n + 1)‖p e´ uma func¸a˜o afim que aproxima a
norma ℓp. Se a aproximac¸a˜o for escolhida de forma que fℓp [w(n + 1)]→
‖w(n + 1)‖p em regime permanente, pode-se dizer que a soluc¸a˜o obtida
tendera´ para a superfı´cie de norma ℓp escolhida.
A soluc¸a˜o de (3.6) pode ser obtida de forma mais simples pela trans-
formac¸a˜o do processo de otimizac¸a˜o com restric¸o˜es em otimizac¸a˜o sem res-
tric¸o˜es, utilizando-se o me´todo dos multiplicadores de Lagrange (veja Sec¸a˜o
2.1.2). Assim, a func¸a˜o de Lagrange para (3.6) e´ enta˜o
L[w(n + 1)] = 1
2
[w(n + 1)−w(n)]T[w(n + 1)−w(n)]
+ λ1(n)[d(n)−w T(n + 1)x(n)] (3.7)
+ λℓp(n){ fℓp [w(n + 1)]− δℓp}
onde λ1(n) e λℓp(n) sa˜o os multiplicadores de Lagrange correspondentes a`s
restric¸o˜es (3.1) e a` linearizac¸a˜o de (3.2), respectivamente.
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3.1.2 Atualizac¸a˜o do vetor de coeficientes
Sendo a func¸a˜o de Lagrange (3.7) uma func¸a˜o convexa e continua-
mente diferencia´vel, determina-se o ponto de mı´nimo a partir de seu gradi-
ente, dado por
∇L[w(n + 1)] = w(n + 1)−w(n)− λ1(n)x(n) + λℓp(n)gℓp(n + 1)
(3.8)
onde g
ℓp
(n + 1) = ∇ fℓp [w(n + 1)] e´ o gradiente da func¸a˜o que representa
a norma ℓp em relac¸a˜o a w(n + 1). Fazendo (3.8) igual a zero, obte´m-se o
vetor atualizado
w(n + 1) = w(n) + λ1(n)x(n)− λℓp(n)gℓp(n + 1). (3.9)
Para determinar o multiplicador de Lagrange correspondente a` restric¸a˜o de
erro a posteriori igual a zero, deve-se substituir (3.9) em (3.1), obtendo-se
d(n)−w T(n)x(n)− λ1(n)x T(n)x(n) + λℓp(n)gTℓp(n + 1)x(n) = 0
(3.10)
ou
e(n)− λ1(n)x T(n)x(n) + λℓp(n)gTℓp(n + 1)x(n) = 0. (3.11)
A partir de (3.11), pode-se enta˜o determinar λ1(n) em func¸a˜o de λℓp(n).
Assim,
λ1(n) = α1(n) + αℓp(n)λℓp(n) (3.12)
com
α1(n) =
e(n)
x T(n)x(n)
(3.13)
e
αℓp(n) =
gT
ℓp
(n + 1)x(n)
x T(n)x(n)
. (3.14)
Considerando (3.12), pode-se reescrever a equac¸a˜o de adaptac¸a˜o (3.9) em
func¸a˜o de λℓp(n), obtendo-se
w(n+ 1) = w(n)+ α1(n)x(n)+ αℓp(n)λℓp(n)x(n)−λℓp(n)gℓp(n+ 1).
(3.15)
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Omultiplicador de Lagrange λℓp(n), por sua vez, e´ determinado substituindo-
se (3.15) em fℓp [w(n + 1)] = δℓp de forma a obter
fℓp{w(n) + [α1(n) + αℓp(n)λℓp(n)]x(n)− λℓp(n)gℓp(n+ 1)}− δℓp = 0.
(3.16)
A partir de (3.16), λℓp(n) e´ calculado apo´s a substituic¸a˜o da expressa˜o apro-
priada para g
ℓp
(n + 1), definida especificamente para cada tipo de norma a
ser utilizado.
A partir das expresso˜es obtidas nesta sec¸a˜o, podemos definir a for-
mulac¸a˜o geral para derivar os algoritmos com restric¸a˜o de norma baseando-se
nos seguintes passos:
i) determinar a func¸a˜o gradiente g
ℓp
(n + 1) para a norma considerada;
ii) substituir este resultado em (3.14) para determinar αℓp(n);
iii) obter λℓp(n) para a norma considerada utilizando (3.16);
iv) substiutir a expressa˜o obtida para αℓp(n) e λℓp(n) em (3.15).
Essa formulac¸a˜o determina o padra˜o geral dos algoritmos propostos neste
trabalho baseados em normas com aplicac¸a˜o simultaˆnea das restric¸o˜es. For-
mulac¸o˜es especı´ficas com normas ℓ1 e ℓ0 sa˜o discutidas nas sec¸o˜es que se-
guem.
3.2 Algoritmos com restric¸a˜o de norma ℓ1
Considerando a importaˆncia da norma ℓ1 na determinac¸a˜o e medic¸a˜o
da esparsidade de vetores (veja Sec¸a˜o 2.3), a aplicac¸a˜o dessa me´trica tem
recebido destaque na concepc¸a˜o de algoritmos adaptativos para sistemas es-
parsos, como discutido nas Sec¸o˜es 2.4.2 e 2.4.3. Dessa forma, a aplicac¸a˜o da
norma ℓ1 a` formulac¸a˜o geral da Sec¸a˜o 3.1 e´ proposta neste trabalho, denomi-
nando-se essa formulac¸a˜o algoritmos com restric¸a˜o de norma ℓ1 (ℓ1-norm
constrained algorithms) - ℓ1NC.
Partindo da formulac¸a˜o geral descrita na sec¸a˜o anterior, pode-se des-
crever o processo de otimizac¸a˜o com restric¸a˜o de norma ℓ1 como
minimizar
1
2
‖w(n + 1)−w(n)‖22 (3.17a)
sujeito a
{
d(n)−w T(n + 1)x(n) = 0
fℓ1 [w(n + 1)] = δℓ1
(3.17b)
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onde fℓ1 [w(n + 1)]
∼= ‖w(n + 1)‖1 e´ uma func¸a˜o afim que aproxima a
norma ℓ1 do vetor de coeficientes. A partir da definic¸a˜o do problema (3.17),
pode-se escrever a func¸a˜o de Lagrange correspondente. Assim,
L[w(n + 1)] = 1
2
[w(n + 1)−w(n)]T[w(n + 1)−w(n)]
+ λ1(n)[d(n)−w T(n + 1)x(n)] (3.18)
+ λℓ1(n){ fℓ1 [w(n + 1)]− δℓ1}
sendo λ1(n) e λℓ1(n) os multiplicadores de Lagrange calculados para o al-
goritmo ℓ1NC. A norma ℓ1 do vetor de coeficientes, dada por
‖w(n)‖1 =
N−1
∑
k=0
|wk(n)| (3.19)
pode ser escrita na forma vetorial como
‖w(n)‖1 = s T(n)w(n) (3.20)
onde s(n) = [s0(n) s1(n) · · · sN−1(n)]T e´ o vetor de sinais de w(n), sendo
seu k-e´simo elemento definido como
sk(n) = sgn[wk(n)] =


1, wk(n) > 0
0, wk(n) = 0
−1, wk(n) < 0.
(3.21)
Agora, considerando (3.20), pode-se escrever a norma ℓ1 de w(n + 1) como
‖w(n + 1)‖1 = s T(n + 1)w(n + 1), que e´ uma func¸a˜o convexa, pore´m,
na˜o afim. Para tornar o problema de otimizac¸a˜o convexo e via´vel na pra´tica,
e´ adotada a seguinte aproximac¸a˜o da norma ℓ1:
s T(n + 1)w(n + 1) ∼= s T(n)w(n + 1) = fℓ1 [w(n + 1)] (3.22)
que representa a segunda restric¸a˜o afim em (3.17b). A Figura 12 ilustra o im-
pacto de tal modificac¸a˜o para o caso de um filtro com dois coeficientes cujos
valores a priori sa˜o positivos [isto e´, com w(n) correspondendo a um ponto
no primeiro quadrante do plano w0 × w1]. Pode-se observar dessa figura
que, no quadrante correspondente ao vetor w(n), Sℓ1(n) (limite de norma ℓ1
com valor δℓ1 representado pela linha tracejada) corresponde ao conjunto de
soluc¸o˜es modificado S′
ℓ1
(n) (linha so´lida cinza) que satisfaz a restric¸a˜o afim
s T(n)w(n + 1) = δℓ1 . Como consequeˆncia, apenas nas iterac¸o˜es em que
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w(n + 1) corresponde a um ponto em um quadrante diferente do quadrante
em que se encontra w(n) (veja Figura 12), w(n + 1) na˜o tera´ uma norma
igual a δℓ1 . Mesmo nesta condic¸a˜o, o erro a posteriori ainda sera´ igual a zero,
uma vez que w(n + 1) sera´ sempre pertencente a Sε(n). Assim, conside-
rando (3.22), o gradiente da func¸a˜o fℓ1 [w(n + 1)] com respeito a w(n + 1)
e´
g
ℓ1
(n + 1) = s(n). (3.23)
Dessa forma, a equac¸a˜o de atualizac¸a˜o do algoritmo ℓ1NC sera´ representada
por
w(n + 1) = w(n) + λ1(n)x(n)− λℓ1(n) s(n). (3.24)
Partindo da formulac¸a˜o geral (3.12), o multiplicador de Lagrange λ1(n) pode
ser escrito como
λ1(n) = α1(n) + αℓ1(n)λℓ1(n) (3.25)
com
α1(n) =
e(n)
x T(n)x(n)
(3.26)
e
αℓ1(n) =
s T(n)x(n)
x T(n)x(n)
. (3.27)
Sℓ1 (n)‖w‖1 = δℓ1
Sε(n)
w0
w1
S′
ℓ1
(n)
w(n + 1)
w(n)
Figura 12: Projec¸a˜o na intersec¸a˜o entre as superfı´cies Sε(n) e S′ℓ1(n).
68
Da mesma forma, a atualizac¸a˜o do vetor pode ser reescrita em func¸a˜o apenas
de λℓ1(n); portanto,
w(n + 1) = w(n) + α1(n)x(n) + αℓ1(n)λℓ1(n)x(n)− λℓ1(n) s(n).
(3.28)
Substituindo-se (3.28) em (3.22), enta˜o tem-se
fℓ1 [w(n + 1)] = s
T(n)[w(n) + α1(n)x(n)+
αℓ1(n)λℓ1(n)x(n)− λℓ1(n) s(n)]. (3.29)
Assim, fazendo fℓ1 [w(n + 1)] = δℓ1 , o multiplicador λℓ1(n) pode ser deter-
minando, obtendo-se
λℓ1(n) =
s T(n)w(n) + α1(n) s
T(n)x(n)− δℓ1
s T(n) s(n)− αℓ1(n) s T(n)x(n)
. (3.30)
Em (3.30), o termo s T(n) s(n) leva a uma soma de valores unita´rios, podendo-
se aproxima´-lo por N, que representa a dimensa˜o do vetor1.
O algoritmo desenvolvido nesta sec¸a˜o propo˜e a projec¸a˜o do vetor de
coeficientes no instante n na exata intersec¸a˜o entre as superfı´cies Sε(n) e
S′
ℓ1
(n), desprezando-se, nesse caso, a presenc¸a de ruı´dos adicionais. Na
presenc¸a de ruı´dos, no entanto, pode ser necessa´rio um certo grau de relaxac¸a˜o
na amplitude da projec¸a˜o (relaxed projection [29]) de forma a evitar possı´veis
instabilidades do algoritmo. Para tal, e´ incluı´do ao algoritmo um paraˆmetro
de controle de passo, redefinindo a equac¸a˜o de adaptac¸a˜o como
w(n + 1) = w(n) + µ{[α1(n) + αℓ1(n)λℓ1(n)]x(n)− λℓ1(n) s(n)}.
(3.31)
Um controle ainda maior pode ser acrescentado ao algoritmo, individualizan-
do-se os passos de adaptac¸a˜o a cada parcela da equac¸a˜o de adaptac¸a˜o. Dessa
forma, pode-se relativizar as ac¸o˜es de cada restric¸a˜o, conforme se fizer ne-
cessa´rio. Assim,
w(n + 1) = w(n) + [µ1α1(n) + µ2αℓ1(n)λℓ1(n)]x(n)− µ3λℓ1(n) s(n).
(3.32)
onde os paraˆmetros µ1, µ2 e µ3 representam os passos de adaptac¸a˜o para cada
etapa. Um resumo do algoritmo ℓ1NC e´ apresentado na Tabela 1.
A implementac¸a˜o do algoritmo proposto, conforme o resumo da Ta-
1Mesmo considerando um vetor esparso, devido a ruı´dos inerentes ao sistema, raramente
havera´ elementos com valores exatamente iguais a zero, tornando essa aproximac¸a˜o verdadeira
na maioria das situac¸o˜es.
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bela 1, depende da escolha do paraˆmetro de limitac¸a˜o de norma δℓ1 . Ide-
almente, esse paraˆmetro deve ser definido pro´ximo ao valor da norma ℓ1 do
vetor de coeficiente que representa o sistema a ser identificado h para se obter
o melhor desempenho em regime permanente. O problema dessa abordagem
e´ que h e´ geralmente desconhecido ou pode variar ao longo do tempo. Como
consequeˆncia, o algoritmo, muitas vezes, apresenta desempenho limitado de-
vido a valores indevidamente escolhidos de δℓ1 (veja Exemplo 3.1 na Sec¸a˜o
3.2.2). Um problema semelhante e´ encontrado em implementac¸o˜es do algo-
ritmo APL1, que tambe´m requer a definic¸a˜o de um paraˆmetro que depende
do conhecimento de ‖h‖1 [30].
Tabela 1: Suma´rio do algoritmo ℓ1NC
Inicializac¸a˜o
w(0) = [0 0 · · · 0]T
Fazer para n ≥ 0
e(n) = d(n)−w T(n)x(n)
α1(n) = e(n)/[x
T(n)x(n)]
αℓ1(n) = s
T(n)x(n)/[x T(n)x(n)]
λℓ1(n) =
s T(n)w(n) + α1(n) s
T(n)x(n)− δℓ1
N − αℓ1(n) s T(n)x(n)
w(n + 1) = w(n) + [µ1α1(n) + µ2αℓ1(n)λℓ1(n)]x(n)− µ3λℓ1(n) s(n)
3.2.1 Algoritmo ℓ1NC com paraˆmetro de limitac¸a˜o de norma varia´vel
De forma a contornar a dificuldade de escolher um valor apropriado
para δℓ1 , propomos o uso da um paraˆmetro de limitac¸a˜o de norma varia´vel
δvℓ1(n) cujo valor e´ atualizado a cada iterac¸a˜o do algoritmo. Para tanto,
a abordagem aqui proposta considera, como refereˆncia para a limitac¸a˜o de
norma, a aproximac¸a˜o da norma ℓ1 de wN(n + 1), obtido pelo algoritmo
NLMS com µ = 1 [veja (1.5)], definida como
fℓ1 [wN(n + 1)] = s
T(n)wN(n + 1) (3.33)
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mantendo o vetor resultante sobre a superfı´cie Sε(n). Assim, a ideia aqui e´
definir δvℓ1(n) com o objetivo de obter um w(n + 1) pertencente a Sε(n),
pore´m, com fℓ1 [w(n + 1)] < fℓ1 [wN(n + 1)], sendo
δvℓ1(n) = fℓ1 [wN(n + 1)]− ρ(n). (3.34)
Em (3.34), ρ(n) e´ definido como um fator de reduc¸a˜o, com valor positivo,
dado por
ρ(n) = abs{ fℓ1 [wN(n + 1)]− ‖w(n)‖1}. (3.35)
E´ importante observar que wN(n+ 1)∼=w(n)→ h, a` medida que a adaptac¸a˜o
aproxima-se do regime permanente. Como resultado, o valor de ρ(n) tende
a aproximar-se de zero [ρ(n) ∼= 0] e, de (3.34), verifica-se que δvℓ1(n) =
fℓ1 [wN(n + 1)] → ‖h‖1. Portanto, verifica-se que δvℓ1(n) tendera´ para
a norma ℓ1 da planta em regime permanente, que e´ a escolha ideal para o
paraˆmetro ligado a norma do algoritmo ℓ1NC. Tambe´m vale a pena mencionar
que, antes de chegar a ‖h‖1, δvℓ1(n) pode assumir valores que esta˜o longe
de um valor ideal, como, por exemplo, zero ou ate´ mesmo valores negativos.
Contudo, mesmo nesses casos, o problema de otimizac¸a˜o ira´ ainda ser via´vel
(devido ao uso da restric¸a˜o relaxada de norma) e o vetor w(n+ 1) continuara´
pertencendo ao hiperplano de erro a posteriori igual a zero Sε(n). Enta˜o,
como o algoritmo se aproxima do estado estaciona´rio, w(n + 1) tende a per-
tencer a ambas as superfı´cies, Sε(n) e Sℓ1(n), visto que δvℓ1(n)→ ‖h‖1.
Agora, substituindo (3.20) e (3.33) em (3.35), o fator de reduc¸a˜o ρ(n)
pode ser reescrito como
ρ(n) =abs[s T(n)w(n) + α1(n) s
T(n)x(n)− s T(n)w(n)]
=abs[α1(n) s
T(n)x(n)]. (3.36)
Assim, (3.34) pode tambe´m ser reescrita como
δvℓ1(n) = s
T(n)w(n) + α1(n) s
T(n)x(n)− abs[α1(n) s T(n)x(n)].
(3.37)
Enta˜o, substituindo δℓ1 por (3.37) em (3.30), o multiplicador de Lagrange
modificado λvℓ1(n) e´ obtido, sendo
λvℓ1(n) =
abs[α1(n) s
T(n)x(n)]
s T(n) s(n)− αℓ1(n) s T(n)x(n)
. (3.38)
Usando (3.38) ao inve´s de λℓ1(n) em (3.31), obtemos um novo algoritmo,
o qual e´ denominado algoritmo com restric¸a˜o de norma ℓ1 varia´vel (va-
riable ℓ1-norm constrained algorithm) - V-ℓ1NC, que e´ independente da es-
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colha, pelo usua´rio, de um valor apropriado para o paraˆmetro de limitac¸a˜o
de norma. Ale´m de tal vantagem, o algoritmo V-ℓ1NC ainda apresenta um
custo computacional menor do que o algoritmo ℓ1NC, o que se pode veri-
ficar comparando (3.30) com (3.38). O desempenho do algoritmo V-ℓ1NC,
quando comparado com o do algoritmo ℓ1NC com δℓ1 adequadamente esco-
lhido, tambe´m e´ promissor, como apresentado no Exemplo 3.2 (Sec¸a˜o 3.2.2).
Um suma´rio do algoritmo V-ℓ1NC e´ mostrado na Tabela 2.
Tabela 2: Suma´rio do algoritmo V-ℓ1NC
Inicializac¸a˜o
w(0) = [0 0 · · · 0]T
Fazer para n ≥ 0
e(n) = d(n)−w T(n)x(n)
α1(n) = e(n)/[x
T(n)x(n)]
αℓ1(n) = s
T(n)x(n)/[x T(n)x(n)]
λvℓ1(n) =
abs[α1(n) s
T(n)x(n)]
N − αℓ1(n) s T(n)x(n)
w(n + 1) = w(n) + [µ1α1(n) + µ2αℓ1(n)λvℓ1(n)]x(n)− µ3λvℓ1(n) s(n)
3.2.2 Exemplos
Nesta sec¸a˜o, sa˜o apresentados exemplos que ilustram a discussa˜o te-
o´rica sobre os algoritmos propostos baseados na norma ℓ1. Para tal, o de-
sempenho dos algoritmos e´ avaliado pelos valores me´dios de desalinhamento
normalizado (1.3) obtidos por simulac¸o˜es de Monte Carlo (100 realizac¸o˜es
independentes) considerando um problema de identificac¸a˜o de sistemas com
as caracterı´sticas especificadas na Tabela 3.
Exemplo 3.1. Neste exemplo, verifica-se o impacto da escolha de um va-
lor fixo para δℓ1 no desempenho do algoritmo ℓ1NC em regime permanente
(n → ∞). Um conjunto de simulac¸o˜es, para diferentes valores de δℓ1 , e´
apresentado na Figura 13. Observa-se que o melhor desempenho do algo-
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Tabela 3: Suma´rio do problema de identificac¸a˜o de sistemas utilizado nos
exemplos
Planta a ser identificada h1
comprimento do vetor: 100 coeficientes
coeficientes diferentes de zero: { 0,1 1,0 −0,5 0,1 }
posic¸o˜es dos coeficientes diferentes de zero: { 1 30 35 38 }
grau de esparsidade: S(h1) = 0,9435 (veja Sec¸a˜o 2.3)
norma ℓ1: ‖h1 ‖1 = 1,7
norma ℓ0: ‖h1 ‖0 = 4
Sinal de entrada x(n): gaussiano branco com variaˆncia σ2x = 1
Ruı´do de medic¸a˜o r(n): gaussiano branco com variaˆncia σ2r = 10
−3
ritmo ocorre com δℓ1 pro´ximo a ‖h1 ‖1, com valor de δℓ1 = 1,78, apresen-
tando ra´pida degradac¸a˜o quando os valores adotados esta˜o mais afastados. A
diferenc¸a entre o valor de ‖h1 ‖1 e o melhor δℓ1 ocorre em func¸a˜o do ruı´do
de adaptac¸a˜o, ja´ que, em regime permanente, existira˜o valores residuais cor-
respondentes aos coeficientes na˜o significativos, os quais sera˜o acrescidos
positivamente a` norma ℓ1 do vetor. Pode-se verificar que o valor do melhor
δℓ1 tende para ‖h1 ‖1 a` medida que o ruı´do de adaptac¸a˜o e´ reduzido com a
reduc¸a˜o do passo de adaptac¸a˜o µ (veja Figura 14).
Exemplo 3.2. Uma comparac¸a˜o dos desempenhos dos algoritmos ℓ1NC,
com δℓ1 fixo, e V-ℓ1NC e´ discutida nesse exemplo. Todos os algoritmos
envolvidos na simulac¸a˜o utilizam passo unita´rio, µ = 1, sendo que o algo-
ritmo ℓ1NC foi ajustado com δℓ1 = 1,78 (melhor desempenho verificado no
exemplo anterior para µ = 1). Os resultados das simulac¸o˜es sa˜o mostrados
na Figura 15, onde pode-se verificar que o algoritmo com restric¸a˜o varia´vel
(V-ℓ1NC) apresenta resultados satisfato´rios em relac¸a˜o aos demais algoritmos
da comparac¸a˜o. Observa-se ainda que sua velocidade de convergeˆncia, para
o caso em questa˜o, e´ maior do que a do algoritmo original (ℓ1NC).
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Figura 13: Exemplo 3.1. Desempenho em regime permanente do algoritmo
ℓ1NC para µ = 1 em func¸a˜o de δℓ1 .
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Figura 14: Exemplo 3.1. Desempenho em regime permanente do algoritmo
ℓ1NC para µ = 1 (linha escura), µ = 0,1 (linha intermedia´ria) e µ = 0,01
(linha clara) em func¸a˜o de δℓ1 .
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Figura 15: Exemplo 3.2. Comparac¸a˜o de desempenho entre os algoritmos
NLMS, ℓ1NC e V-ℓ1NC.
3.3 Algoritmos com restric¸a˜o de norma ℓ0
Conforme discutido na Sec¸a˜o 2.3, a norma ℓ0, dada por
‖w(n)‖0 =
N−1
∑
k=0
f [wk(n)] (3.39)
com
f [wk(n)] =
{
1, wk(n) 6= 0
0, wk(n) = 0
(3.40)
pode ser considerada a me´trica vetorial que melhor determina a esparsidade
de um vetor, levando em conta a definic¸a˜o mais estrita de esparsidade, dada
pela simples contagem do nu´mero de coeficientes diferentes de zero de um
vetor [15]. No entanto, sendo (3.40) uma func¸a˜o descontı´nua e na˜o convexa,
em sistemas que requerem processos de otimizac¸a˜o, geralmente sa˜o utilizadas
aproximac¸o˜es que guardam caracterı´sticas da norma ℓ0 e, ao mesmo tempo,
permitem sua aplicac¸a˜o pra´tica. Uma aproximac¸a˜o usual para (3.40), citada
na literatura [23], [31], [56] e utilizada em alguns algoritmos apresentados
na Sec¸a˜o 2.4, utiliza a func¸a˜o exponencial para representar cada elemento
do vetor na composic¸a˜o de sua norma ℓ0, tornando-a uma func¸a˜o convexa e
contı´nua. Tal aproximac¸a˜o e´ dada por
f
C
[wk(n)] = 1− e−β|wk(n)| . (3.41)
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Dessa forma, a norma ℓ0 aproximada por essa func¸a˜o contı´nua e´ expressa por
‖w(n)‖0C =
N−1
∑
k=0
[
1− e−β|wk(n)|
]
. (3.42)
A Figura 16 ilustra o comportamento de (3.41) considerando diferentes valo-
res de β. Para qualquer valor de β, a func¸a˜o converge assintoticamente para
f
C
(wk) = 1 quando |wk| → ∞. Para β→ ∞, a func¸a˜o e´ igual a zero apenas
para wk = 0, sendo igual a 1 para os demais valores, fazendo com que (3.42)
resulte em igualdade. A Figura 17 ilustra as curvas de nı´vel para (3.42) igual
a 1 (w ∈R2) para diferentes valores de β.
A func¸a˜o exponencial possui, no entanto, alguns inconvenientes em
relac¸a˜o a` complexidade computacional do algoritmo [31]. Para viabilizar seu
uso na pra´tica, uma soluc¸a˜o possı´vel e´ a utilizac¸a˜o de tabelas de pesquisa
(look-up tables) [23] para a obtenc¸a˜o de valores, o que, no entanto, implica
grande exigeˆncia de memo´ria. A soluc¸a˜o adotada neste trabalho, portanto, e´
a aproximac¸a˜o da exponencial utilizando a expansa˜o em se´rie de Taylor [31],
[57], limitada a` parte positiva de seu primeiro termo. Dessa forma,
e−β|wk(n)| ∼= zk(n) =

 1− β|wk(n)|, |wk(n)| ≤
1
β
0, demais.
(3.43)
Assim, (3.41) pode ser aproximada por uma func¸a˜o linearizada, dada por
f
L
[wk(n)] = 1− zk(n) (3.44)
sendo a norma ℓ0 agora aproximada por
‖w(n)‖0L =
N−1
∑
k=0
1− zk(n) = N − sTz (n) sz(n) + β sTz (n)w(n) (3.45)
onde sz(n) = [sz0(n) sz1(n) . . . sz(N−1)(n)]T e´ o vetor cujos elementos sa˜o
dados por
szk(n) =

sgn[wk(n)], |wk(n)| ≤
1
β
0, demais.
(3.46)
A Figura 18 ilustra o comportamento de (3.44) para diferentes valores de β.
Em contraste com a aproximac¸a˜o anterior, tal func¸a˜o se caracteriza pela linea-
ridade quando |wk| ≤ 1/β, o que reduz significativamente sua complexidade
matema´tica. No entanto, a na˜o suavidade apresentada em |wk|= 1/β implica
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wk(n)
f
C
[wk(n)] = 1− e−β|wk(n)|
β =
10β
=
20β
=
10
0
0,01 0,05 0,1
1
Figura 16: Comportamento da func¸a˜o (3.41), que representa cada elemento
do vetor na aproximac¸a˜o da norma ℓ0, para diferentes valores de β. Em des-
taque (linha escura), aproximac¸a˜o para β = 20.
w0
w1
0,1
0,1
β = 100
β = 20
β = 10
Figura 17: Curvas de nı´vel com valor igual a 1 da func¸a˜o (3.42), que aproxima
a norma ℓ0, para diferentes valores de β. Em destaque (linha escura), curva
de nı´vel para β = 20.
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a necessidade de tomada de decisa˜o, como verificado em (3.43). A Figura 19
ilustra as curvas de nı´vel para (3.45) igual a 1, considerando diferentes valores
de β (w ∈R2).
Considerando, no entanto, que (3.45) na˜o e´ uma func¸a˜o afim, pois
depende de (3.44), que e´ uma func¸a˜o claramente na˜o afim (veja Figura 18),
deve-se obter uma relaxac¸a˜o da restric¸a˜o de norma ℓ0 para viabilizar o algo-
ritmo. Reescrevendo (3.45) para o vetor de coeficientes a posteriori como
‖w(n+ 1)‖0L = N− sTz (n+ 1) sz(n+ 1)+ β sTz (n+ 1)w(n+ 1) (3.47)
enta˜o, analogamente ao caso do algoritmo ℓ1NC, substituimos sz(n + 1) por
sz(n) em (3.47), resultando na seguinte aproximac¸a˜o afim para a restric¸a˜o de
norma ℓ0:
fℓ0 [w(n + 1)] = N − sTz (n) sz(n) + β sTz (n)w(n + 1) (3.48)
= N − Nz(n) + β sTz (n)w(n + 1)
sendo Nz(n) = sTz (n) sz(n) uma varia´vel escalar no instante n que representa
o nu´mero de coeficientes de w(n) com valor menor do que 1/β.
Considerando as aproximac¸o˜es para norma ℓ0 definidas nesta sec¸a˜o,
podemos, enta˜o, obter o algoritmo denominado algoritmo com restric¸a˜o de
norma ℓ0 (ℓ0-norm constrained algorithm) - ℓ0NC, caracterizado pelo pro-
cesso de otimizac¸a˜o com restric¸a˜o de norma ℓ0 dado por
minimizar
1
2
‖w(n + 1)−w(n)‖22 (3.49a)
sujeito a
{
d(n)−w T(n + 1)x(n) = 0
fℓ0 [w(n + 1)] = δℓ0 .
(3.49b)
Assim, com o objetivo de desenvolver um algoritmo adaptativo com base
na formulac¸a˜o geral apresentada na Sec¸a˜o 3.1, deve-se obter o gradiente de
(3.48) em relac¸a˜o a w(n + 1), que resulta em
g
ℓ0
(n + 1) = β sz(n). (3.50)
Dessa forma, a partir de (3.9), a equac¸a˜o de atualizac¸a˜o do vetor e´ reescrita
como
w(n + 1) = w(n) + λ1(n)x(n)− βλℓ0(n) sz(n). (3.51)
Agora, considerando (3.12), o multiplicador de Lagrange λ1(n) pode ser ob-
tido por
λ1(n) = α1(n) + αℓ0(n)λℓ0(n) (3.52)
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wk(n)
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L
[wk(n)] = 1− zk(n)
β
=
10
β
=
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β
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Figura 18: Comportamento da func¸a˜o (3.44), que representa cada elemento
do vetor na aproximac¸a˜o da norma ℓ0, para diferentes valores de β. Em des-
taque (linha escura), aproximac¸a˜o para β = 20.
w0
w1
0,01 0,05 0,1
0,01
0,05
0,1
β = 100
β = 20
β = 10
Figura 19: Curvas de nı´vel com valor igual a 1 da func¸a˜o (3.45), que aproxima
a norma ℓ0, para diferentes valores de β. Em destaque (linha escura), curva
de nı´vel para β = 20.
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com
α1(n) =
e(n)
x T(n)x(n)
(3.53)
e
αℓ0(n) = β
sTz (n)x(n)
x T(n)x(n)
. (3.54)
Substituindo (3.52) em (3.51), obtem-se
w(n + 1) = w(n) + α1(n)x(n) + αℓ0(n)λℓ0(n)x(n)− βλℓ0(n) sz(n).
(3.55)
Para determinar λℓ0(n), substituimos (3.55) em (3.48), igualando a equac¸a˜o
resultante a δℓ0 , obtendo a expressa˜o
λℓ0(n) =
β sTz (n)w(n) + βα1(n) s
T
z (n)x(n) + N − Nz(n)− δℓ0
β2Nz(n)− βαℓ0(n) sTz (n)x(n)
(3.56)
que pode ser reescrita como
λℓ0(n) =
1
β
{
sTz (n)w(n) + α1(n) s
T
z (n)x(n) + [N − Nz(n)− δℓ0 ]/β
Nz(n)− αℓ0(n) sTz (n)x(n)/β
}
.
(3.57)
Incluindo-se os paraˆmetros de controle de passo a` equac¸a˜o de atualizac¸a˜o,
enta˜o,
w(n+ 1) = w(n)+ [µ1α1(n)+ µ2αℓ0(n)λℓ0(n)]x(n)− µ3βλℓ0(n) sz(n).
(3.58)
No entanto, redefinindo (3.54) e (3.57) como
αℓ0(n) =
sTz (n)x(n)
x T(n)x(n)
(3.59)
e
λℓ0(n) =
sTz (n)w(n) + α1(n) s
T
z (n)x(n) + [N − Nz(n)− δℓ0 ]/β
Nz(n)− αℓ0(n) sTz (n)x(n)/β
(3.60)
respectivamente, pode-se obter o mesmo resultado de (3.58) com
w(n + 1) = w(n) + [µ1α1(n) + µ2αℓ0(n)λℓ0(n)]x(n)− µ3λℓ0(n) sz(n)
(3.61)
tornando a formulac¸a˜o mais simples e aproximando-a da formulac¸a˜o do al-
goritmo ℓ1NC. A Tabela 4 apresenta um suma´rio do algoritmo ℓ0NC.
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Tabela 4: Suma´rio do algoritmo ℓ0NC
Inicializac¸a˜o
w(0) = [0 0 · · · 0]T
Fazer para n ≥ 0
e(n) = d(n)−w T(n)x(n)
α1(n) = e(n)/[x
T(n)x(n)]
Para k de 0 ate´ N − 1
zk(n) = max[0, (1− β|wk(n)|)]
szk(n) = sk(n)sgn[zk(n)]
αℓ0(n) = s
T
z (n)x(n)/[x
T(n)x(n)]
λℓ0(n) =
sTz (n)w(n) + α1(n) s
T
z (n)x(n) + [N − Nz(n)− δℓ0 ]/β
Nz(n)− αℓ0(n) sTz (n)x(n)
w(n + 1) = w(n) + [µ1α1(n) + µ2αℓ0(n)λℓ0(n)]x(n)− µ3λℓ0(n) sz(n)
3.3.1 Considerac¸o˜es sobre o comportamento do algoritmo ℓ0NC
E´ fa´cil verificar em (3.58), atrave´s da presenc¸a do vetor sz(n) [cu-
jos elementos esta˜o definidos em (3.46)], que a atualizac¸a˜o dos coeficientes
com valores absolutos maiores do que 1/β, definidos aqui como coeficien-
tes significativos, e´ diferente daqueles com valores absolutos menores do que
1/β, denominados coeficientes na˜o-significativos. Dessa forma, pode-se con-
siderar o comportamento do algoritmo ℓ0NC, com relac¸a˜o ao paraˆmetro β,
levando-se em conta as seguintes situac¸o˜es de convergeˆncia:
i) Se todos os coeficientes do filtro teˆm valores absolutos maiores que 1/β,
sz(n) e´ um vetor de zeros e, portanto, (3.58) torna-se igual a` equac¸a˜o de
atualizac¸a˜o do algoritmo NLMS dada por (1.5).
ii) Se, por outro lado, todos os coeficientes do filtro teˆm valores absolutos
menores ou iguais a 1/β, sz(n) e sTz (n) sz(n) sa˜o iguais a s(n) e N,
respectivamente, e o processo adaptativo utilizando o algoritmo ℓ0NC e´
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ideˆntico ao do ℓ1NC com δℓ1 = δℓ0 /β [veja (3.28), (3.27), e (3.30)].
iii) Para um vetor de coeficientes com apenas alguns valores absolutos mai-
ores do que 1/β, situac¸a˜o desejada na implementac¸a˜o do algoritmo, um
comportamento intermedia´rio entre os casos anteriores e´ obtido. Nesse
caso, especificamente em relac¸a˜o aos coeficientes na˜o-significativos [aque-
les com |wk(n)| ≤ 1/β], uma ana´lise do algoritmo (resumido na Tabela
4) revela que a atualizac¸a˜o desses coeficientes e´ equivalente a` dos coefici-
entes do algoritmo ℓ1NC com δℓ1 = [δℓ0 −N + Nz(n)]/β, observando-
se uma relac¸a˜o direta entre o paraˆmetro δℓ0 e o nu´mero de elementos do
vetor considerados na˜o-significativos a cada iterac¸a˜o.
Tais situac¸o˜es nos mostram que o algoritmo ℓ0NC apresenta caracterı´sticas
que o aproximam tanto do algoritmo NLMS quanto do algoritmo ℓ1NC, sendo
a escolha de β, bem como de δℓ0 , importantes para a obtenc¸a˜o de seu melhor
desempenho. No caso do paraˆmetro de restric¸a˜o, ale´m de uma possı´vel esco-
lha incorreta de δℓ0 , sua manutenc¸a˜o como um paraˆmetro fixo tambe´m pode
comprometer o funcionamento do algoritmo ℓ0NC. Quando a norma ℓ0 do
vetor de coeficientes no instante n e´ muito maior que a restric¸a˜o especifi-
cada na configurac¸a˜o do algoritmo, isto e´, N − Nz(n)≫ δℓ0 (situac¸a˜o co-
mum nas iterac¸o˜es iniciais do processo de adaptac¸a˜o), pode ocorrer aumento
exagerado dos valores de λℓ0(n) [veja (3.60)], produzindo grandes variac¸o˜es
nos coeficientes, o que resultaria em desalinhamentos elevados. Esse efeito,
que depende das especificac¸o˜es de δℓ0 e β, e´ discutido nos Exemplos 3.3 e
3.4 (Sec¸a˜o 3.3.5). Buscando minimizar tais problemas inerentes a δℓ0 com
valor fixo, a utilizac¸a˜o de um paraˆmetro de restric¸a˜o de norma ℓ0 varia´vel e´
discutida na sec¸a˜o seguinte.
3.3.2 Algoritmo ℓ0NC com paraˆmetro de limitac¸a˜o de norma varia´vel
A partir das discusso˜es sobre o comportamento do algoritmo ℓ0NC,
verifica-se que, se um paraˆmetro de limitac¸a˜o de norma varia´vel definido por
δvℓ0(n) = N − sTz (n) sz(n) = N − Nz(n) (3.62)
for utilizado em substituic¸a˜o a δℓ0 em (3.57), os coeficientes com valores
absolutos menores ou iguais a 1/β (na˜o-significativos) sera˜o forc¸ados para
zero. Pode-se demonstrar tal relac¸a˜o, considerando a restric¸a˜o fℓ0 [w(n +
1)] = δvℓ0(n) e a expressa˜o da aproximac¸a˜o afim para a restric¸a˜o de norma
ℓ0 (3.48). Assim,
N − Nz(n) + β sTz (n)w(n + 1) = N − Nz(n) (3.63)
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e
β sTz (n)w(n + 1) = 0. (3.64)
Observa-se ainda que tal restric¸a˜o varia´vel elimina a possibilidade de insta-
bilidade gerada por N − Nz ≫ δℓ0 , ja´ que a restric¸a˜o acompanha a norma
ℓ0 do vetor de coeficientes no instante n. Essa estrate´gia de escolha de uma
restric¸a˜o de norma varia´vel define o algoritmo denominado algoritmo com
restric¸a˜o de norma ℓ0 varia´vel (variable ℓ0-norm constrained algorithm) -
V-ℓ0NC. Enta˜o, substituindo δℓ0 em (3.57) por (3.62) e fazendo as devidas
simplificac¸o˜es, o algoritmo V-ℓ0NC e´ obtido. Assim,
w(n + 1) = w(n) + µ{[α1(n) + αvℓ0(n)λvℓ0(n)]x(n)− λvℓ0(n) sz(n)}
(3.65)
ou, utilizando passos individuais,
w(n+ 1) = w(n) + [µ1α1(n) + µ2αvℓ0(n)λvℓ0(n)]x(n)− µ3λvℓ0(n) sz(n)
(3.66)
com α1(n) dado por (3.53),
αvℓ0(n) =
sTz (n)x(n)
x T(n)x(n)
(3.67)
e
λvℓ0(n) =
sTz (n)w(n) + α1(n) s
T
z (n)x(n)
Nz(n)− αvℓ0(n) sTz (n)x(n)
. (3.68)
Vale a pena ressaltar que o uso de δvℓ0(n) ao inve´s de δℓ0 na˜o implica qual-
quer alterac¸a˜o sobre a restric¸a˜o (3.6a) do problema de otimizac¸a˜o. Assim,
o vetor de coeficientes obtido usando o algoritmo V-ℓ0NC, para µ = 1, leva
tambe´m a um erro a posteriori igual a zero, mantendo a consisteˆncia do pro-
cesso de adaptac¸a˜o. Os Exemplos 3.5 e 3.6 (Sec¸a˜o 3.3.5) ilustram o compor-
tamento do algoritmo V-ℓ0NC em func¸a˜o da variac¸a˜o de β e seu desempenho
em comparac¸a˜o com o algoritmo ℓ0NC (com δℓ0 fixo). Um suma´rio do algo-
ritmo V-ℓ0NC e´ apresentado na Tabela 5.
3.3.3 Algoritmo ℓ0NC com aproximac¸a˜o suavizada
Os algoritmos com restric¸a˜o de norma ℓ0 analisados ate´ aqui baseiam-
se em uma aproximac¸a˜o da func¸a˜o exponencial obtida por expansa˜o em se´rie
de Taylor com polinoˆmio de primeira ordem, sendo a func¸a˜o afim que repre-
senta a restric¸a˜o de norma para estes algoritmos dada por (3.48). Sendo o
gradiente de (3.48) um valor constante para todos os elementos de w(n) com
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valor menor que 1/β, na˜o ha´ distinc¸a˜o entre a atuac¸a˜o do algoritmo sobre co-
eficientes pro´ximos a zero e pro´ximos a 1/β. Tal condic¸a˜o pode causar efei-
tos indeseja´veis sobre a adaptac¸a˜o se coeficientes considerados significativos
que estiverem pro´ximos ao limiar forem levados para zero. Uma alternativa a
essa configurac¸a˜o e´ a aproximac¸a˜o da func¸a˜o exponencial definida em (3.42)
atrave´s da expansa˜o por um polinoˆmio de segunda ordem de Taylor. Tal po-
linoˆmio, no entanto, deve ser configurado de forma a apresentar valor igual
a zero quando |wk(n)| = 1/β, para qualquer k, para garantir a continuidade
da func¸a˜o. Dessa forma, uma nova func¸a˜o de aproximac¸a˜o para a norma ℓ0 e´
obtida, sendo a func¸a˜o correspondente a cada elemento do vetor definida por
f
S
[wk(n)] = 1− z′k(n) (3.69)
Tabela 5: Suma´rio do algoritmo V-ℓ0NC
Inicializac¸a˜o
w(0) = [0 0 · · · 0]T
Fazer para n ≥ 0
e(n) = d(n)−w T(n)x(n)
α1(n) = e(n)/[x
T(n)x(n)]
Para k de 0 ate´ N − 1
zk(n) = max[0, (1− β|wk(n)|)]
zsk(n) = sk(n)sgn[zk(n)]
αvℓ0(n) = s
T
z (n)x(n)/[x
T(n)x(n)]
λvℓ0(n) =
sTz (n)w(n) + α1(n) s
T
z (n)x(n)
Nz(n)− αvℓ0(n) sTz (n)x(n)
w(n + 1) = w(n) + [µ1α1(n) + µ2αvℓ0(n)λvℓ0(n)]x(n)− µ3λvℓ0(n) sz(n)
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sendo
e−β|wk(n)| ∼= z′k(n) =

 1− 2β|wk(n)|+ β
2|wk(n)|2, |wk(n)| ≤ 1β
0, demais.
(3.70)
Considerando (3.43) e (3.70), pode-se verificar que z′k(n) = z
2
k(n). Assim,
a aproximac¸a˜o da norma ℓ0 para o algoritmo com aproximac¸a˜o suavizada e´
descrita por
‖w(n)‖0S =
N−1
∑
k=0
1− z′k(n) (3.71)
= N − 1 T z′(n)
sendo
1 T z′(n) = sTz (n) sz(n)− 2β sTz (n)w(n) + β2 w T(n)Sz(n)w(n) (3.72)
com Sz(n) representando uma matriz diagonal com os elementos de sz(n)
compondo sua diagonal. Assim,
‖w(n + 1)‖0S = N − sTz (n + 1) sz(n + 1) + 2β sTz (n + 1)w(n + 1)−
β2 w T(n + 1)Sz(n + 1)w(n + 1). (3.73)
As Figuras 20 e 21 ilustram o efeito dessa nova aproximac¸a˜o. E´ possı´vel
observar a suavizac¸a˜o das curvas, tanto no comportamento da func¸a˜o que
representa cada elemento do vetor na aproximac¸a˜o da norma ℓ0 quanto nas
curvas de nı´vel para ‖w‖0S = 1. Tal comportamento confere a esses algo-
ritmos a denominac¸a˜o de algoritmos com restric¸a˜o de norma ℓ0 suavizada
(smoothed ℓ0-norm constrained algorithm) - S-ℓ0NC.
Essa nova aproximac¸a˜o, por sua caracterı´stica na˜o linear, determina
um processo de otimizac¸a˜o na˜o convexo, sendo necessa´ria uma se´rie de apro-
ximac¸o˜es que viabilizem a implantac¸a˜o do algoritmo. Inicialmente, uma
aproximac¸a˜o de (3.73) e´ realizada substituindo-se sz(n + 1) por sz(n), de
forma semelhante a` aproximac¸a˜o utilizada nos demais algoritmos ℓ0NC, ob-
tendo-se a seguinte func¸a˜o quadra´tica:
fsℓ0 [w(n + 1)] = N − sTz (n) sz(n) + 2β sTz (n)w(n + 1)−
β2 w T(n + 1)Sz(n)w(n + 1). (3.74)
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O gradiente de (3.74) com respeito a w(n + 1) sera´ enta˜o
gsℓ0(n + 1) = 2β sz(n)− 2β2 w(n + 1). (3.75)
Como (3.75) depende ainda de w(n + 1), uma nova aproximac¸a˜o deve ser
aplicada, agora substituindo w(n + 1) por w(n) apenas nessa expressa˜o.
Assim,
gsℓ0(n + 1)
∼= 2β sz(n)− 2β2 w(n) (3.76)
∼= 2β sz(n)[1−βSz(n)w(n)]
∼= 2βSz(n)z(n).
Definindo um vetor zs(n) = [zs0(n) zs1(n) . . . zs(N−1)(n)]T, sendo zsk(n)
= sk(n)zk(n), enta˜o
gsℓ0(n + 1)
∼= 2βzs(n). (3.77)
Verifica-se em (3.77) que o valor da derivada para cada elemento do ve-
tor w(n + 1) depende de zsk(n) = sk(n)zk(n) e, portanto, sera´ menor se
wk(n) for maior, como pode-se verificar atrave´s da representac¸a˜o na Figura
22. Nessa Figura, sa˜o apresentadas duas situac¸o˜es distintas, sendo w1(n)
um determinado componente do vetor de coeficientes do filtro que se encon-
tra pro´ximo a zero no instante n e w2(n) outro componente que se encon-
tra pro´ximo ao limiar 1/β no instante n. Observa-se que as inclinac¸o˜es das
retas tangentes nos dois pontos da curva da func¸a˜o f
S
[wk(n)] sa˜o diferen-
tes para cada elemento do vetor, representando diferentes derivadas. Sendo
z1(n)> z2(n), verifica-se, a partir de (3.77), que a derivada de w1(n) e´ maior
do que a de w2(n). Nesse sentido, as chances de coeficientes significativos
pro´ximos ao limiar serem atraı´dos para zero sa˜o reduzidas nessa proposta.
A derivac¸a˜o do algoritmo S-ℓ0NC segue o mesmo padra˜o do algoritmo
ℓ0NC. Assim, considerando as expresso˜es para o algoritmo ℓ0NC (3.54),
(3.57) e (3.58), ale´m da expressa˜o para o gradiente do algoritmo S-ℓ0NC
(3.77), obteˆm-se
w(n + 1) = w(n) + [α1(n) + αsℓ0(n)λsℓ0(n)x(n)]− λsℓ0(n)zs(n)
(3.78)
com o multiplicador de Lagrange da restric¸a˜o de norma ℓ0 dado por
λsℓ0(n) =
zTs (n)w(n) + α1(n)z
T
s (n)x(n) + [N − Nz(n)− δℓ0 ]/2β
Nz(n)− αsℓ0(n)zTs (n)x(n)
(3.79)
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wk(n)
f
S
[wk(n)] = 1− z′k(n) = 1− z2k(n)
β
=
10
β
=
20
β
=
10
0
0,01 0,05 0,1
1
Figura 20: Comportamento da func¸a˜o (3.69), que representa cada elemento
do vetor na aproximac¸a˜o da norma ℓ0, para diferentes valores de β. Em des-
taque (linha escura), aproximac¸a˜o para β = 20.
w0
w1
0,1
0,1
β = 100
β = 20
β = 10
Figura 21: Curvas de nı´vel com valor igual a 1 da func¸a˜o (3.73), que aproxima
a norma ℓ0, para diferentes valores de β. Em destaque (linha escura), curva
de nı´vel para β = 20.
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e
αsℓ0(n) =
zTs (n)x(n)
x T(n)x(n)
. (3.80)
Da mesma forma que o algoritmo V-ℓ0NC, uma versa˜o com restric¸a˜o varia´vel
e´ aqui desenvolvida. A equac¸a˜o de atualizac¸a˜o do algoritmo VS-ℓ0NC, ja´
incluindo-se os paraˆmetros de controle de passos individuais, e´ obtida por
w(n+ 1) = w(n)+ [µ1α1(n)+µ2αsℓ0(n)λvsℓ0(n)x(n)]−µ3λvsℓ0(n)zs(n)
(3.81)
com o multiplicador da restric¸a˜o de norma ℓ0 dado agora por
λvsℓ0(n) =
zTs (n)w(n) + α1(n)z
T
s (n)x(n)
Nz(n)− αsℓ0(n)zTs (n)x(n)
. (3.82)
A suavizac¸a˜o da aproximac¸a˜o da norma ℓ0 que define este algoritmo,
observada nas Figuras 20 e 21, tem como principal caraterı´stica o abranda-
mento do limite 1/β, permitindo que a adaptac¸a˜o de coeficientes significati-
vos pro´ximos a esse limite na˜o sejam absorvidos com tanta facilidade para o
rol de coeficientes na˜o-significativos durante o processo de adaptac¸a˜o. Isso
implica a possibilidade de ampliac¸a˜o desse limite, quando comparado com o
algoritmo V-ℓ0NC, como pode ser observado no Exemplo 3.7 (Sec¸a˜o 3.3.5).
A Tabela 6 apresenta um resumo do algoritmo com aproximac¸a˜o suavizada e
restric¸a˜o varia´vel VS-ℓ0NC.
wk(n)
f
S
[wk(n)]
w2(n)
w1(n)
0,1
1
Figura 22: Representac¸a˜o das derivadas de (3.69) em dois pontos distintos.
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Tabela 6: Suma´rio do algoritmo VS-ℓ0NC
Inicializac¸a˜o
w(0) = [0 0 · · · 0]T
Fazer para n ≥ 0
e(n) = d(n)−w T(n)x(n)
α1(n) = e(n)/[x
T(n)x(n)]
Para k de 0 ate´ N − 1
zk(n) = max[0, (1− β|wk(n)|)]
zsk(n) = sk(n)zk(n)
αsℓ0(n) = z
T
s (n)x(n)/[x
T(n)x(n)]
λvsℓ0(n) =
zTs (n)w(n) + α1(n)z
T
s (n)x(n)
Nz(n)− αsℓ0(n)zTs (n)x(n)
w(n + 1) = w(n) + [µ1α1(n) + µ2αsℓ0(n)λvsℓ0(n)x(n)]− µ3λvsℓ0(n)zs(n)
3.3.4 Algoritmo com restric¸a˜o de norma ℓ0 com coeficientes iguais a zero
Todos os algoritmos com restric¸a˜o de norma apresentados ate´ aqui
neste capı´tulo sa˜o baseados na aplicac¸a˜o simultaˆnea das restric¸o˜es linear e de
norma, realizando a projec¸a˜o na intersec¸a˜o entre as superfı´cies de soluc¸o˜es,
a cada iterac¸a˜o. Por sua vez, os algoritmos descritos na Sec¸a˜o 2.4.3, que
tambe´m se baseiam em restric¸o˜es de normas, caracterizam-se por projec¸o˜es
sequenciais sobre as superfı´cies, projetando inicialmente o vetor de coefici-
entes no hiperplano ou hyperslab de erro zero e, na sequeˆncia, essa projec¸a˜o
em uma superfı´cie de norma ℓ1 definida pelo usua´rio.
Nesta sec¸a˜o, estamos propondo um algoritmo que aplica a filosofia das
projec¸o˜es sequenciais, pore´m, utilizando a norma ℓ0 como restric¸a˜o. Com o
intuito de manter um baixo custo computacional, tambe´m na˜o sera˜o aplicadas
aqui as estruturas que oneram os algoritmos da famı´lia APL1 [30], como o
reu´so de informac¸o˜es e os hyperslabs. Pode-se verificar ainda, na sequeˆncia
de formulac¸o˜es a seguir, que na˜o sera´ necessa´ria a utilizac¸a˜o de qualquer me-
canismo de manutenc¸a˜o do hiperquadrante no processo de adaptac¸a˜o, como
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nos algoritmos propostos em [30]. Dessa forma, o algoritmo proposto aqui
pode ser representado pela seguinte expressa˜o geral:
w(n + 1) = PSℓ0 (k)
[
w(n) + µ
{
PSε(k) [w(n)]−w(n)
}]
(3.83)
onde PSε(k) e´ a projec¸a˜o do vetor de coeficientes no hiperplano de erro a pos-
teriori igual a zero no instante k e PSℓ0 (k)
(·) e´ a projec¸a˜o do vetor resultante
da projec¸a˜o anterior na superfı´cie de norma ℓ0 no instante k. Considerando a
seguinte func¸a˜o de aproximac¸a˜o para a norma ℓ0, dada por
‖w(n)‖0Z =
N−1
∑
k=0
1− zk(n) (3.84)
= N − 1 T z(n)
sendo
zk(n) =

 1, |wk(n)| ≤
1
β
0, demais
(3.85)
a equac¸a˜o de atualizac¸a˜o do algoritmo e´ obtida, sendo escrita como
w(n + 1) = w(n) + µα1(n)x(n)−Λzℓ0(n)sz(n) (3.86)
= wNLMS(n)−Λzℓ0(n)sz(n).
Em (3.86), o termo wNLMS(n) = w(n) + µα1(n)x(n) representa a primeira
projec¸a˜o, dada pela atualizac¸a˜o do vetor de coeficientes utilizando o algo-
ritmo NLMS. Ja´ o termo Λzℓ0(n)sz(n) em (3.86), representa a projec¸a˜o se-
quencial definida pela restric¸a˜o de norma ℓ0, sendo o k-e´simo elemento de
sz(n) e´ definido por
szk(n) = sk(n)zk(n) (3.87)
onde sk(n) e´ o sinal de wNLMSk(n), que e´ o k-e´simo coeficiente do vetor
wNLMS(n), e
Λzℓ0(n) =


|wNLMS0(n)| 0 0
0
. . . 0
0 0 |wNLMS(N−1)(n)|

 . (3.88)
A partir de (3.83) - (3.88), verifica-se que a projec¸a˜o do vetor de coeficientes
na superfı´cie de norma ℓ0, neste caso, pode ser efetivada simplesmente le-
vando para zero os elementos do vetor de coeficientes apo´s atualizac¸a˜o pelo
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algoritmo NLMS que possuem valor menor ou igual a 1/β. Considerando
tal caracterı´stica, o algoritmo aqui proposto e´ denominado algoritmo com
restric¸a˜o de norma ℓ0 com coeficientes iguais a zero (zeroed-coefficients
ℓ0-norm constrained algorithm) - Z-ℓ0NC. O princı´pio de operac¸a˜o do algo-
ritmo proposto e´ ilustrado na Figura 23 para w ∈R2. Nesse exemplo, apenas
um coeficiente do vetor o´timo w∗ e´ diferente de zero, sendo a superfı´cie de
norma ℓ0 coincidente com o eixo w1.
Sε(n)
w0
w1
w(n)
w1(n)
Sℓ0(n)
w(n + 1)
w∗
Figura 23: Princı´pio de operac¸a˜o do algoritmo Z-ℓ0NC.
Na pra´tica, o algoritmo Z-ℓ0NC executa os seguintes passos:
• Projeta o vetor de coeficientes atual no hiperplano de erro a posteriori
igual a zero, como o algoritmo NLMS.
• Verifica quais coeficientes do novo vetor possuem valores menores ou
iguais a 1/β, tornando-os iguais a zero.
Em termos de complexidade computacional, o algoritmo Z-ℓ0NC acrescenta
apenas N comparac¸o˜es (operac¸a˜o de baixo custo) ao algoritmo NLMS, sendo,
enta˜o, um dos algoritmos desenvolvidos para sistemas esparsos com menor
custo computacional, como pode-se verificar no suma´rio apresentado na Ta-
bela 7. No sentido de reduzir ainda mais o custo computacional do algoritmo,
pode-se prever a paralisac¸a˜o da adaptac¸a˜o de um coeficiente na˜o-significativo
a partir de um determinado nu´mero de iterac¸o˜es em que seu valor foi le-
vado para zero. Assim, ao final da adaptac¸a˜o, apenas um pequeno nu´mero
de coeficientes (definidos como significativos) continuam sendo adaptados.
O Exemplo 3.8 (Sec¸a˜o 3.3.5) mostra o comportamento da adaptac¸a˜o de um
coeficiente na˜o-significativo utilizando o algoritmo Z-ℓ0NC em comparac¸a˜o
com o algoritmo V-ℓ0NC.
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Tabela 7: Suma´rio do algoritmo Z-ℓ0NC
Inicializac¸a˜o
w(0) = [0 0 · · · 0]T
Fazer para n ≥ 0
e(n) = d(n)−w T(n)x(n)
α1(n) = e(n)/[x
T(n)x(n)]
wNLMS(n) = w(n) + µα1(n)x(n)
Para k de 0 ate´ N − 1
Se wNLMSk(n) > 1/β, enta˜o, wk(n + 1) = wNLMSk(n)
Se na˜o, wk(n + 1) = 0
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3.3.5 Exemplos
Nesta sec¸a˜o, sa˜o apresentados exemplos que ilustram a discussa˜o te-
o´rica sobre os algoritmos propostos baseados na norma ℓ0. Como no caso
dos algoritmos ℓ1NC, sa˜o realizadas aqui simulac¸o˜es de Monte Carlo con-
siderando o problema de identificac¸a˜o de sistemas da Tabela 3 (veja Sec¸a˜o
3.2.2).
Exemplo 3.3. Neste exemplo, e´ realizado um conjunto de simulac¸o˜es para
o algoritmo ℓ0NC (com µ = 1 e β = 13), considerando diferentes valores de
δℓ0 . Os resultados sa˜o mostrados na Figura 24. Verifica-se que, como no caso
do algoritmo ℓ1NC com relac¸a˜o ao paraˆmetro δℓ1 , existe uma grande sensibi-
lidade deste algoritmo ao paraˆmetro δℓ0 . No entanto, nesse caso, constata-se
a atuac¸a˜o de dois fatores distintos no desempenho do algoritmo. Por um
lado, na regia˜o determinada por a), o desempenho e´ muito ruim em func¸a˜o do
grande desalinhamento provocado pelo fator N − Nz(n)≫ δℓ0 , que ocorre
desde o inı´cio da adaptac¸a˜o e na˜o e´ recuperado ao longo do processo, de-
terminando que coeficientes considerados significativos sejam atraı´dos para
zero. Ja´ na segunda regia˜o, determinada por b), o algoritmo se comporta
como seria de se esperar, apresentando resultados piores a` medida que o va-
lor do paraˆmetro de restric¸a˜o δℓ0 se afasta de ‖h1 ‖0 = 4. Observa-se nesse
exemplo (veja Figura 24) que a desestabilizac¸a˜o do algoritmo [regia˜o identi-
ficada por a)] ocorre antes mesmo de se atingir o valor ideal da restric¸a˜o de
norma (δℓ0 = 4), obtendo-se o melhor resultado para δℓ0 = 4,4.
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Figura 24: Exemplo 3.3. Desempenho em regime permanente do algoritmo
ℓ0NC em func¸a˜o de δℓ0 .
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Exemplo 3.4. No exemplo anterior, o algoritmo ℓ0NC foi configurado com
valor de β = 13, sendo essa escolha pautada em duas caracterı´sticas, a sa-
ber. O limite 1/β deve estar abaixo dos menores coeficientes significati-
vos da planta, sob pena de serem suprimidos no filtro adaptado. No caso do
exemplo, o menor coeficiente e´ igual a 0,1, portanto, β deve ser maior do
que 10. Por outro lado, o valor de β na˜o pode ser muito elevado a ponto
de manter poucos elementos abaixo do limite 1/β durante o processo de
adaptac¸a˜o, determinando um valor de Nz(n) muito pequeno e, consequen-
temente, N − Nz ≫ δℓ0 , provocando grande desalinhamento entre o filtro
adaptado e a planta. Nesse exemplo, o algoritmo ℓ0NC e´ configurado com
δℓ0 fixo igual a 4,4 (melhor valor observado no exemplo anterior), pore´m
com valores de β variando de 1 ate´ 50 (veja Figura 25). Observa-se, nes-
sas simulac¸o˜es, que o algoritmo apresenta resultados satisfato´rios dentro de
uma faixa de valores de aproximadamente 12 ≤ β ≤ 22. Abaixo dessa faixa,
os coeficientes significativos de menor valor sa˜o identificados pelo algoritmo
como coeficientes na˜o-significativos. Ja´ acima dessa faixa, o algoritmo entra
na regia˜o de instabilidade em func¸a˜o do baixo valor de Nz (N − Nz ≫ δℓ0),
resultando em desalinhamentos muito elevados.
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Figura 25: Exemplo 3.4. Desempenho em regime permanente do algoritmo
ℓ0NC em func¸a˜o de β.
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Exemplo 3.5. Em func¸a˜o da utilizac¸a˜o da restric¸a˜o varia´vel (3.62), a escolha
de β para o algoritmo V-ℓ0NC depende de questo˜es distintas daquelas esta-
belecidas para o algoritmo ℓ0NC. Nesse caso, na˜o se corre o risco de se ter
um δℓ1 equivalente negativo, ja´ que os coeficientes na˜o significativos sem-
pre sa˜o atraı´dos para zero. Por outro lado, devido a essa mesma atrac¸a˜o para
zero, e´ importante guardar maior distaˆncia entre o limite 1/β e os coeficientes
significativos. Nesse exemplo, o algoritmo V-ℓ0NC e´ avaliado para diversos
valores de β, com os resultados mostrados na Figura 26. Observa-se que treˆs
faixas diferentes de valores de β, com diferentes caracterı´sticas de desempe-
nho, se destacam. Na primeira, indicada por a), o desempenho do algoritmo e´
prejudicado consideravelmente devido ao fato de o limite 1/β ser demasiado
grande e, por conseguinte, alguns dos coeficientes diferentes de zero do filtro
serem considerados na˜o significativa e forc¸ado a zero. A segunda faixa, que
e´ indicada por b), corresponde aos valores dentro da faixa de, aproximada-
mente, 70 ≤ β ≤ 550 para o qual um desempenho superior do algoritmo e´
obtido (considerando uma margem de 3 dB em relac¸a˜o ao valor mı´nimo de
desalinhamento normalizado obtido). Tal comportamento ocorre em func¸a˜o
da adequada identificac¸a˜o dos coeficientes significativos e na˜o significativos.
Finalmente, no terceiro intervalo, indicado por c), o limite definido por 1/β
e´ ta˜o pequeno que os elementos do filtro usados para modelar os coeficien-
tes com valor zero da planta passam a ser tratados como significativos, ate´ o
ponto em que o algoritmo na˜o mais se diferencie do NLMS.
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Figura 26: Exemplo 3.5. Desempenho em regime permanente do algoritmo
V-ℓ0NC em func¸a˜o de β.
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Exemplo 3.6. Este exemplo apresenta uma comparac¸a˜o entre os desempe-
nhos dos algoritmos ℓ0NC (δℓ0 = 4,4 e β = 13) e V-ℓ0NC (β = 120), tendo
o algoritmo NLMS como refereˆncia (veja Figura 27). Todos os algoritmos
utilizam µ= 1. O desempenho do algoritmo V-ℓ0NC, de modo geral, e´ ainda
melhor do que o desempenho do algoritmo ℓ0NC, com δℓ0 fixo, considerando
o exemplo em questa˜o. Isso ocorre, basicamente, porque no algoritmo com
restric¸a˜o fixa de norma ℓ0 a disparidade entre as normas ℓ0 do vetor de coe-
ficientes e δℓ0 e´ muito grande no inı´cio do processo de adaptac¸a˜o, forc¸ando o
algoritmo a reduzir a amplitude dos coeficientes, incluindo os significativos
que ainda teˆm valor abaixo de 1/β. No algoritmo V-ℓ0NC, como δℓ0(n) e´
tambe´m adaptado a cada iterac¸a˜o, as diferenc¸as sa˜o bem menores, mesmo no
inı´cio do processo, permitindo a adaptac¸a˜o mais adequada dos coeficientes
significativos.
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Figura 27: Exemplo 3.6. Comparac¸a˜o de desempenho entre os algoritmos
NLMS, ℓ0NC e V-ℓ0NC.
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Exemplo 3.7. Neste exemplo, os desempenhos dos algoritmos V-ℓ0NC e
VS-ℓ0NC sa˜o avaliados em regime permanente para um conjunto de simulac¸o˜es
com valores diferentes de β (veja Figura 28). Observa-se claramente o efeito
da suavizac¸a˜o da restric¸a˜o de norma proposta pelo algoritmo VS-ℓ0NC. A
faixa de valores de β para a qual o desempenho do algoritmo VS-ℓ0NC e´
considerado superior inicia com β = 26, muito antes do algoritmo V-ℓ0NC,
que tem desempenho melhor a partir de β = 70. Por outro lado, mais rapida-
mente os resultados do algoritmo VS-ℓ0NC se aproximam do NLMS com va-
lores de β maiores. Tal caracterı´stica tambe´m e´ consequeˆncia da suavizac¸a˜o,
visto que os elementos de menor valor, correspondentes aos coeficientes na˜o
significativos, sa˜o atraı´dos para zero com menor eˆnfase.
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Figura 28: Exemplo 3.7. Desempenho em regime permanente dos algoritmos
V-ℓ0NC (linha contı´nua) e VS-ℓ0NC (linha tracejada) em func¸a˜o de β.
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Exemplo 3.8. O algoritmo Z-ℓ0NC caracteriza-se, fundamentalmente, pela
reduc¸a˜o para zero dos coeficientes que esta˜o abaixo do limite 1/β. Nesse
exemplo, tal caracterı´stica e´ avaliada em comparac¸a˜o com os algoritmos da
famı´lia ℓ0NC. Na Figura 29 sa˜o apresentados os resultados de simulac¸o˜es dos
algoritmos V-ℓ0NC, VS-ℓ0NCe Z-ℓ0NC. Observa-se claramente o melhor de-
sempenho do algoritmo Z-ℓ0NC em regime permanente, considerando que a
planta utilizada tem caracterı´sticas favora´veis a esse algoritmo, com grande
quantidade de coeficientes na˜o significativos iguais a zero. A diferenc¸a de
comportamento da adaptac¸a˜o dos coeficientes na˜o significativos entre os al-
goritmos V-ℓ0NC e Z-ℓ0NC pode ser observada ao acompanhar a adaptac¸a˜o
de um u´nico coeficiente na˜o significativo (veja Figura 30, para o algoritmo
V-ℓ0NC, e Figura 31, para o algoritmo Z-ℓ0NC). Aqui, o adaptac¸a˜o do coe-
ficiente da posic¸a˜o 90 e´ observada em uma u´nica realizac¸a˜o, com os dois al-
goritmos atuando simultaneamente. Observa-se que, em regime permanente,
um pequeno ruı´do de adaptac¸a˜o e´ notado no coeficiente adaptado pelo al-
goritmo V-ℓ0NC, enquanto o coeficiente adaptado pelo algoritmo Z-ℓ0NC
permanece igual a zero apo´s a convergeˆncia.
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Figura 29: Exemplo 3.8. Comparac¸a˜o de desempenho entre os algoritmos
V-ℓ0NC, VS-ℓ0NC e Z-ℓ0NC.
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Figura 30: Exemplo 3.8. Evoluc¸a˜o da adaptac¸a˜o do coeficiente na˜o significa-
tivo da posic¸a˜o 90 para o algoritmo V-ℓ0NC.
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Figura 31: Exemplo 3.8. Evoluc¸a˜o da adaptac¸a˜o de um coeficiente na˜o signi-
ficativo da posic¸a˜o 90 para o algoritmo Z-ℓ0NC.
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3.4 Considerac¸o˜es sobre os algoritmos propostos
Os algoritmos baseados em restric¸a˜o de norma discutidos neste ca-
pı´tulo apresentam uma estrutura geral definida pela equac¸a˜o de adaptac¸a˜o
(3.9), dada por
w(n + 1) = w(n) + α1(n)x(n) + αℓp(n)λℓp(n)x(n)− λℓp(n)gℓp(n + 1)
(3.89)
com g
ℓp
(n + 1) =∇[‖w(n + 1)‖p], conforme discutido na Sec¸a˜o 3.1. Ob-
servam-se treˆs termos de atualizac¸a˜o em (3.89). O primeiro termo corres-
ponde a` projec¸a˜o ortogonal do vetor de coeficientes no hiperplano Sε(n),
como no algoritmo NLMS. O segundo, estende ou contrai essa projec¸a˜o de
forma a manter o erro a posteriori igual a zero apo´s a aplicac¸a˜o do u´ltimo
termo. O u´ltimo termo de (3.89), por sua vez, atualiza o vetor na direc¸a˜o
contra´ria ao gradiente da norma, gerando efeitos diferentes para cada grupo
de algoritmos:
• Algoritmos ℓ1NC eV-ℓ1NC. Para esses algoritmos o gradiente gℓp(n+
1)∼= s(n) impo˜e uma variac¸a˜o uniforme a todos os elementos do vetor,
independentemente da magnitude dos coeficientes (como ilustrado na
Figura 32 para w ∈R2).
• Algoritmos ℓ0NC e V-ℓ0NC. O gradiente gℓp(n + 1)
∼= sz(n) deter-
mina uma variac¸a˜o tambe´m de mesma magnitude, pore´m, atualizando
apenas os coeficientes com mo´dulos de valores menores do que 1/β
(na˜o-significativos).
• Algoritmos S-ℓ0NC e VS-ℓ0NC. Nesse caso, o gradiente gℓp(n +
1)∼= 2βzs(n) determina uma variac¸a˜o tambe´m apenas dos coeficientes
considerados na˜o-significativos, pore´m, essa variac¸a˜o na˜o e´ uniforme,
sendo os elementos atualizados de forma proporcional a 1− β|wk|.
• Algoritmo Z-ℓ0NC. Este algoritmo tem uma proposta diferenciada
em relac¸a˜o aos demais aqui representados, seguindo a abordagem das
projec¸o˜es sequenciais. Nesse caso, os elementos referentes aos coefici-
entes na˜o-significativos (menores do que 1/β) sa˜o todos levados para
zero.
A partir dessas considerac¸o˜es, verifica-se que os algoritmos baseados
em norma ℓ0 produzem efeitos diferenciados na atualizac¸a˜o dos coeficientes
significativos e na˜o-significativos, de forma ana´loga aos algoritmos propor-
cionais, como o algoritmo PNLMS e seus derivados. No entanto, tais algo-
ritmos enfatizam a atualizac¸a˜o dos coeficientes significativos em detrimento
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daqueles de menor valor. Assim, proporcionam velocidades de convergeˆncia
maiores inicialmente, pore´m, demorando a atingir nı´veis satisfato´rios em re-
gime permanente em func¸a˜o da baixa velocidade de convergeˆncia decorrente
do grande nu´mero de coeficientes pouco significativos. Por outro lado, os
algoritmos baseados em norma ℓ0 aqui propostos tendem a reduzir rapida-
mente os coeficientes na˜o-significativos sem prejudicar de maneira impor-
tante a convergeˆncia dos significativos, proporcionando velocidades de con-
vergeˆncia e nı´veis de aproximac¸a˜o ao valor o´timo em regime permanente nor-
malmente melhores que os proporcionais. Os algoritmos propostos baseados
em norma ℓ1, por sua vez, por na˜o distinguirem os coeficientes significati-
vos e na˜o-significativos na adaptac¸a˜o, podera˜o apresentar desempenho na˜o
ta˜o elevado. Como vantagem, no entanto, os algoritmos ℓ1NC apresentam
complexidade computacional menor (veja Tabela 8, aliada a` independeˆncia
de paraˆmetros a serem definidos pelo usua´rio.
Sε(n)
w0
w1
S′
ℓ1
w(n)
w(n + 1) = w2(n)− λℓ1 (n) s(n)
w1(n) = w(n) + α1(n)x(n)
w2(n) = w1(n) + αℓ1 (n)λℓ1 (n)x(n)
Figura 32: Etapas do processo de adaptac¸a˜o do algoritmo ℓ1NC.
3.4.1 Sobre a complexidade computacional dos algoritmos propostos
A complexidade computacional de um algoritmo e´ um quesito muito
importante de avaliac¸a˜o de seu desempenho. Um menor nu´mero de opera-
c¸o˜es e a menor complexidade de cada operac¸a˜o envolvida implica em me-
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nor exigeˆncia de requisitos computacionais e, portanto, maior velocidade de
execuc¸a˜o. Os algoritmos propostos neste trabalho apresentam caracterı´sticas
de complexidade computacional que os colocam em posic¸a˜o de vantagem em
comparac¸a˜o com diversos algoritmos desenvolvidos para a identificac¸a˜o de
sistemas esparsos (veja Tabela 8). Mesmo apresentando expresso˜es mais ex-
tensas que as de outros algoritmos, como se pode observar nas Tabelas 2,
5 e 6, os algoritmos aqui propostos possuem carga computacional reduzida
pelo fato de apresentarem diversas operac¸o˜es em que vetores de sinais esta˜o
presentes, definindo operac¸o˜es de simples troca de sinal. Sua complexidade
computacional, dessa forma, e´ semelhante a de algoritmos para sistemas es-
parsos com formulac¸a˜o mais simples, como o PNLMS, e menor do que a
de outros algoritmos consagrados na literatura, como IPNLMS, MPNLMS,
RZA-NLMS e APWL1. Nesses dois u´ltimos casos, a complexidade com-
putacional e´ ainda maior devido ao elevado nu´mero de diviso˜es realizadas a
cada iterac¸a˜o. Ale´m disso, os algoritmos da famı´lia ℓ0NC podem dispensar o
ca´lculo de diversos elementos do vetor que envolvem multiplicac¸a˜o por zero.
No caso do algoritmo Z-ℓ0NC, ale´m de possuir complexidade semelhante
ao do algoritmo NLMS, ainda pode ter a carga computacional reduzida ao
longo do processo adaptativo, a` medida que os coeficientes na˜o significativos
tornam-se iguais a zero e na˜o precisam mais ser adaptados.
Tabela 8: Complexidade computacional de alguns algoritmos para sistemas
esparsos, em ordem de menor para maior nu´mero de multiplicac¸o˜es
Algoritmo Multipl. Somas Div. Compar. Mod/Sgn Mem.
NLMS 3N + 1 3N 1 0 0 N
Z-ℓ0NC 3N + 1 3N 1 N 0 N
V-ℓ1NC 3N + 6 5N 3 0 2N + 1 2N
ZA-NLMS 4N + 1 4N 1 0 N 2N
PNLMS 4N + 3 4N − 1 1 2N N N
ℓ0-NLMS 4N + 4 4N 1 N N 2N
APL1 4N + 2 5N + 1 2 0 N 3N
V-ℓ0NC 4N + 6 5N + 2Nz + 2 3 N 3Nz 3N
VS-ℓ0NC 4N + 6 5N + 2Nz + 2 3 N 3Nz 3N
IPNLMS 5N + 3 4N + 4 2 0 N 2N
MPNLMS 5N + 3 4N − 1 1 3N N N
RZA-NLMS 5N + 1 5N N + 1 0 N 3N
APWL1 5N + 2 6N + 1 N + 2 0 N 3N
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3.4.2 Sobre a convergeˆncia dos algoritmos ℓpNC
Considerando (3.89) que, em situac¸a˜o de auseˆncia de ruı´do, leva a
projec¸a˜o do vetor de coeficientes para um hiperplano de erro a posteriori
igual a zero, pode-se escrever
ε(n) = d(n)− x T(n)[w(n) + ∆w] = 0 (3.90)
com ∆w representando a expressa˜o dentro dos colchetes do lado direito de
(3.89). De (1.1) e (3.90), pode-se inferir que e(n) = x T(n)∆w e assim, para
µ = 2, tem-se
ε(n) = d(n)− x T(n)[w(n) + 2∆w]
= d(n)− x T(n)[w(n) + ∆w]− x T(n)∆w (3.91)
= −e(n)
o que implica ε2(n) = e2(n). Ale´m disso, para µ = 0, w(n + 1) = w(n)
e consequentemente, ε2(n) = e2(n). Portanto, considerando que ε2(n) e´
uma func¸a˜o convexa de w(n + 1), pode-se verificar que ε2(n) ≤ e2(n) para
0 ≤ µ ≤ 2. Essa caracterı´stica e´ tı´pica dos algoritmos baseados no NLMS e,
portanto, observa-se que os algoritmos propostos teˆm semelhanc¸as importan-
tes com o NLMS em termos de convergeˆncia e estabilidade. Uma diferenc¸a
importante entre os algoritmos propostos e o NLMS, no entanto, e´ que este
u´ltimo apresenta convergeˆncia monotoˆnica, ou seja, [w(n + 1) − wo] <
[w(n) − wo] para todo n (considerando a auseˆncia de ruı´do), enquanto os
algoritmos propostos podem na˜o ter esse tipo de comportamento em todas as
iterac¸o˜es. Para ilustrar essa caracterı´stica, vamos considerar a modelagem de
um sistema desconhecido cujo vetor de coeficientes e´ representado por wo.
Nesse caso, o vetor a posteriori w(n+ 1) obtidos pelos algoritmos propostos
e´ geralmente mais pro´ximo de wo do que w(n) devido ao fato que w(n + 1)
e´ obtido por meio de uma projec¸a˜o ortogonal de w(n) em um conjunto con-
vexo que geralmente conte´m wo. No entanto, devido a`s aproximac¸o˜es de
norma consideradas, o conjunto soluc¸a˜o convexa pode na˜o conter wo em al-
gumas das iterac¸o˜es do algoritmo e, portanto, a distaˆncia euclidiana pode
na˜o ser reduzida. Como verificado atrave´s de simulac¸o˜es nume´ricas, essas
poucas iterac¸o˜es do algoritmo (em que a distaˆncia euclidiana para wo na˜o e´
reduzida), em geral, na˜o ameac¸am o processo de convergeˆncia do algoritmo.
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3.5 Concluso˜es
Este capı´tulo apresentou novas propostas de algoritmos orientados a
sistemas esparsos. Os algoritmos aqui propostos sa˜o baseados em restric¸o˜es
de norma vetorial, sendo apresentadas verso˜es baseadas em norma ℓ1 e norma
ℓ0. Uma formulac¸a˜o geral apresenta diretrizes para a aplicac¸a˜o das normas
ℓ1 e ℓ0 utilizadas, ale´m de outras me´tricas de restric¸a˜o que possam vir a ser
estabelecidas. A formulac¸a˜o proposta e´ baseada na otimizac¸a˜o com mu´ltiplas
restric¸o˜es, aplicando-se o me´todo dos multiplicadores de Lagrange para a
determinac¸a˜o dos algoritmos. O uso simultaˆneo das restric¸o˜es linear e de
norma determinada pelo me´todo e´ um diferencial da proposta com relac¸a˜o
a outras propostas baseadas em normas ja´ publicadas, procurando manter
o vetor de soluc¸o˜es sobre o hiperplano de erro a posteriori igual a zero a
cada iterac¸a˜o. Ale´m disso, em contraste com os algoritmos baseados nas
projec¸o˜es de norma apresentados no Capı´tulo 2, os algoritmos aqui propostos
se aproximam dos algoritmos baseados no NLMS em termos de complexi-
dade computacional, ale´m de apresentarem menor nu´mero de paraˆmetros a
serem definidos pelo usua´rio. Alternativamente, um novo algoritmo base-
ado na formulac¸a˜o de projec¸o˜es sequenciais foi apresentado, tendo a norma
ℓ0 como restric¸a˜o. Como caracterı´stica principal, esse algoritmo apresenta
custo computacional muito pro´ximo ao do algoritmo NLMS, com desempe-
nho semelhante aos demais algoritmos de norma ℓ0. No pro´ximo capı´tulo
sa˜o apresentadas simulac¸o˜es realizadas para avaliar os novos algoritmos em
situac¸o˜es distintas, comparando-os com outros algoritmos projetados para sis-
temas esparsos. No Capı´tulo 5 sa˜o propostos modelos estoca´sticos para os
algoritmos aqui desenvolvidos, buscando-se analisar em detalhes seu com-
portamento analı´tico.
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Capı´tulo 4
Avaliac¸a˜o de Desempenho dos Algoritmos
Propostos
Neste capı´tulo, resultados de simulac¸o˜es sa˜o apresentados com o obje-
tivo de avaliar o desempenho dos algoritmos propostos em comparac¸a˜o com
outros algoritmos adaptativos voltados para a identificac¸a˜o de sistemas espar-
sos, como os descritos na Sec¸a˜o 2.4. Cena´rios distintos sa˜o utilizados nas
simulac¸o˜es, visando obter uma ampla avaliac¸a˜o dos algoritmos.
4.1 Definic¸a˜o dos cena´rios para as simulac¸o˜es
As simulac¸o˜es sa˜o realizadas considerando a estrutura adaptativa para
identificac¸a˜o de sistemas ilustrada na Figura 2 (veja Capı´tulo 1) e utilizando
as seguintes plantas, de acordo com a aplicac¸a˜o desejada:
• Planta esparsa artificial (h1). A mesma planta utilizada nos exemplos
do Capı´tulo 3 [24], possui resposta ao impulso com 100 coeficientes,
apresentando coeficientes significativos com valores {0,1 1,0 −0,5
0,1} localizados nas posic¸o˜es {1 30 35 38} do vetor. Os demais
coeficientes possuem valores iguais a zero. O grau de esparsidade dessa
planta [dado por (2.49)] e´ S(h1) = 0,9435.
• Planta esparsa artificial com todos os coeficientes diferentes de zero
(h2). Semelhante a` planta h1, possui os mesmos coeficientes signifi-
cativos daquela planta, pore´m, nesse caso, os coeficientes considerados
como na˜o-significativos possuem valores gerados aleatoriamente, com
me´dia zero e variaˆncia igual a 1× 10−5. O grau de esparsidade dessa
planta e´ S(h2) = 0,9219.
• Planta quase-esparsa artificial (h3). Tambe´m possui vetor de coeficien-
tes de comprimento igual a 100, pore´m, com 20 coeficientes diferentes
de zero localizados entre as posic¸o˜es 30 e 49. Os valores dos coefici-
entes diferentes de zero sa˜o {−0,13 0,23 0,11 −0,47 0,18 −0,16
−0,42 −0,09 −0,13 −0,15 0,12 0,09 −0,07 0,52 −0,09 0,18
−0,22 0,12 0,08 −0,25}, resultando em um grau de esparsidade de
S(h3) = 0,6989.
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• Planta esparsa realı´stica (h4). Nesse caso, a resposta ao impulso (plan-
ta) e´ representativa de um caminho de eco padronizada pela Interna-
tional Telecommunications Union, definido pela recomendac¸a˜o ITU-T
G.168 [17] (modelo #1, 64 coeficientes), com acre´scimo de 100 coe-
ficientes de valor zero no inı´cio da resposta ao impulso e outros 348
coeficientes no final, perfazendo 512 coeficientes, como ilustrado pela
Figura 33. O grau de esparsidade dessa planta e´ S(h4) = 0,9281.
Esse modelo de planta vem sendo largamente utilizado na literatura
para avaliac¸a˜o de algoritmos dedicados a sistemas esparsos [9], [16],
[21]-[23].
• Planta quase-esparsa realı´stica (h5). Uma planta com grau de esparsi-
dade me´dio [S(h5) = 0,7253] tambe´m representativa de um caminho
de eco padronizada pela International Telecommunications Union, de-
finido pela recomendac¸a˜o ITU-T G.168 (modelo #4, 128 coeficientes),
com acre´scimo de 100 coeficientes de valor zero no inı´cio da resposta
ao impulso e outros 284 coeficientes no final, perfazendo 512 coefici-
entes, como ilustrado pela Figura 34.
O sinal de entrada x(n) utilizado nas simulac¸o˜es e´ obtido a partir de um
processo AR(2) [38] com variaˆncia σ2x = 1, dado por
x(n) = b1x(n− 1) + b2x(n− 2) + v(n) (4.1)
onde v(n) e´ um ruı´do gaussiano branco. Dois tipos de sinais de entrada sa˜o
utilizados nas simulac¸o˜es, a saber:
• Sinal de entrada gaussiano branco, com variaˆncia igual a 1, sendo b1 =
0, b2 = 0.
• Sinal de entrada gaussiano com alta dispersa˜o de autovalores da matriz
de autocorrelac¸a˜o de entrada1 (correlacionado), com σ2v = 0,29; nesse
caso b1 = 0,80, b2 = −0,80, para χ(R) = 211.
Um ruı´do branco de medic¸a˜o r(n), com variaˆncia σ2r = 10
−3 (caracterizando
uma raza˜o sinal-ruı´do de 30 dB, entre o sinal de entrada e o ruı´do de medic¸a˜o),
e´ adicionado a` saı´da do sistema a ser identificado.
Conforme especificado no Capı´tulo 1, a avaliac¸a˜o do desempenho dos
algoritmos neste trabalho de pesquisa e´ realizada atrave´s do desalinhamento
1A dispersa˜o e´ calculada por χ(R) = λmaxλmin
, onde λmax e´ o maior autovalor e λmin e´ o menor
autovalor da matriz de autocorrelac¸a˜o de entrada.
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normalizado, dado por
κ(n) = 10log10
‖wo−w(n)‖22
‖wo ‖22
(4.2)
onde w(n) e´ o vetor de coeficientes do filtro no instante n obtido atrave´s da
me´dia de simulac¸o˜es de Monte Carlo com 100 realizac¸o˜es independentes.
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Figura 33: Resposta ao impulso representativa de um caminho de eco definida
pela Recomendac¸a˜o ITU-T G.168, modelo #1, com 512 coeficientes.
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Figura 34: Resposta ao impulso representativa de um caminho de eco definida
pela Recomendac¸a˜o ITU-T G.168, modelo #4, com 512 coeficientes.
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4.2 Resultados de simulac¸o˜es
Nesta sec¸a˜o, sa˜o apresentados os resultados de simulac¸o˜es compa-
rando o desempenho dos algoritmos propostos com de outros algoritmos con-
correntes na identificac¸a˜o de sistemas esparsos, considerando tanto a classe
proporcional quanto os algoritmos baseados em normas vetoriais (veja Sec¸a˜o
2.4). Os paraˆmetros dos algoritmos concorrentes a serem definidos pelo pro-
jetista sa˜o aqui ajustados com o objetivo de alcanc¸ar um desalinhamento nor-
malizado em regime permanente com mesmo nı´vel ao dos algoritmos pro-
postos neste trabalho. Nesse contexto, alguns dos paraˆmetros, tais como ̺
e δp dos algoritmos da classe proporcional [9], sa˜o fixados com seus valo-
res tı´picos, enquanto outros paraˆmetros sa˜o ajustados atrave´s de um procedi-
mento de busca atrave´s de repetidas simulac¸o˜es de Monte Carlo. No caso dos
algoritmos APL1 e APWL1 [30], o nu´mero de hyperslabs e´ definido igual a
1 (Q = 1), com espessura φ = 0. Ale´m disso, para todos os algoritmos, sa˜o
utilizados paraˆmetros de regularizac¸a˜o [4] com valores iguais a 10−4.
4.2.1 Algoritmos baseados na norma ℓ1
Nos exemplos a seguir, o algoritmo V-ℓ1NC e´ avaliado em comparac¸a˜o
com os algoritmos ZA-NLMS [27] e APL1 [30], ambos baseados na norma
ℓ1, considerando plantas com caracterı´sticas distintas. Para todos os exem-
plos, o paraˆmetro de passo do algoritmo V-ℓ1NC e´ escolhido com valor uni-
ta´rio (µ= µ1 = µ2 = µ3 = 1), enquanto os paraˆmetros dos demais algoritmos
sa˜o obtidos por busca extensiva.
Exemplo 4.1. Nesse exemplo, os algoritmos NLMS (apresentado como re-
fereˆncia), V-ℓ1NC, ZA-NLMS eAPL1 sa˜o avaliados por simulac¸o˜es deMonte
Carlo, utilizando a planta h1 (com ‖h1 ‖1 = 1,7), tendo como entrada um si-
nal gaussiano branco. Para essa simulac¸a˜o os algoritmos sa˜o configurados
de acordo com a Tabela 9, sendo os resultados de simulac¸a˜o apresentados
na Figura 35. Observa-se um melhor desempenho obtido pelo algoritmo
V-ℓ1NC quando comparado com outros algoritmos baseados na norma ℓ1.
Deve-se destacar aqui que, no caso do algoritmo APL1, utilizou-se a mesma
configurac¸a˜o ja´ adotada para o algoritmo ℓ1NC (com δℓ1 fixo), obtendo re-
sultado semelhante a este u´ltimo algoritmo (veja Exemplo 3.2). E´ importante
lembrar que o ajuste do valor exato de δ depende do conhecimento pre´vio da
norma ℓ1 da planta.
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Tabela 9: Exemplo 4.1. Paraˆmetros de configurac¸a˜o dos algoritmos, conside-
rando a planta h1
Algoritmo µ δ ρ ε
NLMS 0,55
ZA-NLMS 0,8 1× 10−5 10
APL1 1 1,78
V-ℓ1NC 1
0 500 1000 1500 2000
Iterações
1V- NCl
NLMS
ZA-NLMS
APL1
D
es
al
in
h
am
en
to
n
o
rm
al
iz
ad
o
(d
B
)
-40
-35
-30
-20
-10
0
-5
-15
-25
Figura 35: Exemplo 4.1. Curvas de desalinhamento normalizado conside-
rando a planta h1.
Exemplo 4.2. Nessa simulac¸a˜o, utilizando a planta esparsa realı´stica h4
(sendo ‖h4 ‖1 = 1,46) e sinal de entrada gaussiano branco, os algoritmos
sa˜o configurados conforme a Tabela 10. Os resultados dessa simulac¸a˜o sa˜o
apresentados na Figura 36. Observa-se que os algoritmos baseados na norma
ℓ1 continuam com desempenho melhor do que o NLMS, sendo o desempenho
do algoritmo V-ℓ1NC ainda melhor do que o dos demais algoritmos.
Exemplo 4.3. Considera-se agora nesse exemplo uma simulac¸a˜o utilizando a
planta quase-esparsa h5 (com ‖h5 ‖1 = 4,03), sendo os algoritmos configu-
rados conforme a Tabela 11. Observa-se dos resultados obtidos (veja Figura
37) que os algoritmos V-ℓ1NC, ZA-NLMS e APL1 apresentam desempenhos
muito pro´ximos (com pequena vantagem do algoritmo V-ℓ1NC), pore´m, to-
dos ainda melhores do que o algoritmo NLMS.
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Tabela 10: Exemplo 4.2. Paraˆmetros de configurac¸a˜o dos algoritmos, consi-
derando a planta h4
Algoritmo µ δ ρ ε
NLMS 0,65
ZA-NLMS 0,85 1× 10−6 20
APL1 1 1,6
V-ℓ1NC 1
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Figura 36: Exemplo 4.2. Curvas de desalinhamento normalizado conside-
rando a planta h4.
Tabela 11: Exemplo 4.3. Paraˆmetros de configurac¸a˜o dos algoritmos, consi-
derando a planta h5
Algoritmo µ δ ρ ε
NLMS 0,75
ZA-NLMS 0,9 1× 10−6 20
APL1 1 4,2
V-ℓ1NC 1
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Figura 37: Exemplo 4.3. Curvas de desalinhamento normalizado conside-
rando a planta h5.
4.2.2 Variac¸a˜o abrupta do grau de esparsidade
No capı´tulo anterior, foram discutidos os efeitos negativos dos pa-
raˆmetros de restric¸a˜o de norma fixos no desempenho dos algoritmos ℓ1NC
e ℓ0NC (veja Exemplos 3.1 e 3.3). Tais efeitos motivaram o desenvolvimento
de algoritmos com restric¸a˜o de norma vara´vel, a saber: os algoritmos V-ℓ1NC
e V-ℓ0NC. No exemplo a seguir, o comportamento desses algoritmos e´ ava-
liado considerando alterac¸o˜es do grau de esparsidade da planta a ser identifi-
cada, comparando seu desempenho com outros algoritmos concorrentes.
Exemplo 4.4. Nesse exemplo, os algoritmos com restric¸a˜o de norma varia´vel
propostos sa˜o comparados com outros algoritmos para sistemas esparsos,
destacando-se os algoritmos APL1 e APWL1 (que possuem paraˆmetros de
restric¸a˜o de norma fixos), considerando uma variac¸a˜o abrupta no grau de es-
parsidade da planta a ser identificada. Sa˜o utilizadas nesse exemplo as plantas
h1, na primeira parte da adaptac¸a˜o, e h3, na segunda parte da adaptac¸a˜o (si-
mulando uma perturbac¸a˜o do sistema). Os paraˆmetros de configurac¸a˜o dos
algoritmos utilizados sa˜o relacionados na Tabela 12, ressaltando o uso de
paraˆmetros de passo de adaptac¸a˜o iguais para os algoritmos ℓpNC, isto e´,
µ= µ1 = µ2 = µ3. Nessa avaliac¸a˜o, os algoritmos sa˜o ajustados para obter o
mesmo desalinhamento em regime permanente daquele obtido pelo algoritmo
V-ℓ0NC com passo unita´rio (µ= 1), considerando a planta h1. Os resultados
de simulac¸a˜o sa˜o ilustrados nas Figuras 38 e 39. Na Figura 38, sa˜o mostra-
dos os algoritmos SPNLMS [45], ℓ0-NLMS [31], APL1 [30], APWL1 [30],
V-ℓ1NC e V-ℓ0NC, com a perturbac¸a˜o (substituic¸ao da planta h1 pela planta
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h3) ocorrendo na iterac¸a˜o n = 6000, enquanto na Figura 39, sa˜o apresenta-
dos os resultados para os algoritmos V-ℓ0NC, VS-ℓ0NC e Z-ℓ0NC, com a
perturbac¸a˜o ocorrendo na iterac¸a˜o n = 1000. Observa-se na Figura 38, que
os algoritmos baseados na norma ℓ0 (incluindo-se os algoritmos ℓ0-NLMS
e APWL1) exibem melhor desempenho do que os demais para a planta h1.
No entanto, com a aplicac¸a˜o da perturbac¸a˜o, os resultados obtidos para cada
algoritmo variam bastante, sendo que os algoritmos V-ℓ1NC e V-ℓ0NC apre-
sentam, apo´s a perturbac¸a˜o, um desempenho em regime permanente ligei-
ramente inferior ao apresentado antes da perturbac¸a˜o. Por outro lado, como
esperado, os desempenhos dos algoritmos com restric¸a˜o de norma fixa (APL1
e APWL1) sa˜o extremamente prejudicados com a aplicac¸a˜o da perturbac¸a˜o,
considerando que as normas ℓ1 e ℓ0 da planta h3 sa˜o diferentes dos paraˆmetros
de restric¸a˜o de norma δ previamente ajustados. Comparando agora apenas os
algoritmos baseados na norma ℓ0, na Figura 39, pode-se observar desempe-
nhos aproximados. O algoritmo Z-ℓ0NC, que possui o melhor resultado em
regime permanente na primeira parte da adaptac¸a˜o e´, no entanto, o algoritmo
que mais sofreu o efeito da perturbac¸a˜o.
Tabela 12: Exemplo 4.4. Paraˆmetros de configurac¸a˜o dos algoritmos
Algoritmo µ β δ ρ δp κ
SPNLMS 0,09 0,01 0,01
ℓ0-NLMS 1 40 8× 10−6
APL1 0,13 1,74
APWL1 1 15
V-ℓ1NC 0,15
V-ℓ0NC 1 120
VS-ℓ0NC 1 55
Z-ℓ0NC 1 120
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Figura 38: Exemplo 4.4. Curvas de desalinhamento normalizado
(perturbac¸a˜o na iterac¸a˜o n = 6000).
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Figura 39: Exemplo 4.4. Curvas de desalinhamento normalizado
(perturbac¸a˜o na iterac¸a˜o n = 1000).
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4.2.3 Identificac¸a˜o de plantas com ruı´do agregado
Conforme discutido na Sec¸a˜o 1.2, uma planta esparsa caracteriza-se
pela concentrac¸a˜o da energia em uma pequena quantidade de elementos de
sua resposta ao impulso, sendo a maior parte dos coeficientes nulos ou com
amplitude desprezı´vel. Os algoritmos propostos baseados na norma ℓ0 utili-
zam tal caracterı´stica a seu favor, forc¸ando para zero os componentes na˜o sig-
nificativos. A fim de verificar o impacto dessa estrate´gia no desempenho do
algoritmo, o Exemplo 4.5 analisa seu comportamento, em comparac¸a˜o com
outros algoritmos dedicados a` identificac¸a˜o de sistemas esparsos, utilizando
plantas com pequenas variac¸o˜es nos valores dos coeficientes na˜o significati-
vos.
Exemplo 4.5. Nesse exemplo, os algoritmos da famı´lia ℓ0NC sa˜o avalia-
dos utilizando-se duas plantas semelhantes, h1 e h2, diferenciadas pelo fato
de que a primeira possui todos os coeficientes na˜o significativos iguais a zero,
enquanto na segunda e´ adicionado um pequeno nı´vel de ruı´do aos coeficientes
na˜o significativos (veja Sec¸a˜o 4.1). Os desempenhos dos algoritmos V-ℓ0NC,
VS-ℓ0NC e Z-ℓ0NC e´ comparado ao do algoritmo NLMS (como refereˆncia
aos demais) e ao de outros algoritmos dedicados a sistemas esparsos, a saber:
os algoritmos V-ℓ1NC e APL1 [30] (representando os algoritmos baseados
em norma ℓ1), APWL1 [30] e SPNLMS [45]. Para a simulac¸a˜o considerando
a planta h1, todos os algoritmos sa˜o configurados com passos de adaptac¸a˜o
unita´rios, sendo os demais paraˆmetros ajustados por busca extensiva (veja
Tabela 13). Os resultados de simulac¸a˜o realizada com a planta h1 sa˜o apre-
sentados na Figura 40. Observa-se que os algoritmos baseados na norma ℓ0,
assim como o algoritmo APWL1 (que, por sua caracterı´stica de ponderac¸a˜o
dos coeficientes, aproxima-se dos algoritmos baseados na norma ℓ0 [30]),
possuem desempenho em regime permanente muito superiores a`s dos demais
algoritmos [veja Figura 40(a)], podendo-se destacar, dos algoritmos de norma
ℓ0 propostos, o algoritmo Z-ℓ0NC [veja Figura 40(b)].
Na simulac¸a˜o utilizando a planta h2, os mesmos algoritmos consi-
derados na simulac¸a˜o anterior sa˜o utilizados, mantendo as configurac¸o˜es da
Tabela 13. Os resultados dessa simulac¸a˜o sa˜o ilustrados na Figura 41, onde
observa-se a clara degradac¸a˜o do desempenho dos algoritmos baseados na
norma ℓ0, ao forc¸ar para zero os componentes do filtro adaptativo referentes
aos coeficientes na˜o significativos da planta (que agora na˜o sa˜o mais iguais
a zero). No entanto, na˜o apenas tais algoritmos, mas tambe´m os algoritmos
SPNLMS e APL1 sa˜o penalizados nessa situac¸a˜o. Por outro lado, e´ impor-
tante ressaltar que o algoritmo V-ℓ1NC mante´m seu desempenho com muito
pouca variac¸a˜o, sendo este u´ltimo o algoritmo que apresentou a menor sen-
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sibilidade a` variac¸a˜o dos valores dos coeficientes na˜o significativos dentre os
algoritmos avaliados.
Tabela 13: Exemplo 4.5. Paraˆmetros de configurac¸a˜o dos algoritmos
Algoritmo µ β δ ρ δp
NLMS 1
SPNLMS 1 0,01 0,01
APL1 1 1,78
APWL1 1 8
V-ℓ1NC 1
V-ℓ0NC 1 120
VS-ℓ0NC 1 55
Z-ℓ0NC 1 120
4.2.4 Identificac¸a˜o de plantas realı´sticas
Os algoritmos baseados na norma ℓ0 propostos neste trabalho (V-ℓ0NC,
VS-ℓ0NC e Z-ℓ0NC) possuem caracterı´sticas importantes que os destacam
quando comparados ao algoritmo V-ℓ1NC e outros algoritmos desenvolvidos
com a finalidade de identificar sistemas esparsos, como observado nos resul-
tados apresentados nos exemplos anteriores. Nos exemplos a seguir, esses
algoritmos sa˜o agora avaliados na identificac¸a˜o de plantas mais pro´ximas de
aplicac¸o˜es pra´ticas reais (utilizando as plantas realı´sticas h4 e h5), comparando-
os a outros algoritmos da literatura, a saber: NLMS (como refereˆncia geral
de comparac¸a˜o), IPNLMS [20] e SPNLMS [45] (representando os algorit-
mos proporcionais), ℓ0-NLMS [31] (baseado na minimizac¸a˜o de uma func¸a˜o
custo com penalizac¸a˜o de norma) e APWL1 [30] (representando os algoritmo
baseado nas projec¸o˜es em esferas de normas).
Exemplo 4.6. Nesse exemplo, os algoritmos ℓ0NC (V-ℓ0NC, VS-ℓ0NC e
Z-ℓ0NC), bem como os algoritmos NLMS, IPNLMS, SPNLMS, ℓ0-NLMS e
APWL1, sa˜o avaliados para a identificac¸a˜o de uma planta esparsa realı´stica
h4, com grau de esparsidade S(h4) = 0,9281, considerando sinais de en-
trada gaussianos branco e colorido (veja Sec¸a˜o 4.1). Os paraˆmetros de cada
algoritmo sa˜o ajustados, tendo como refereˆncia o algoritmo V-ℓ0NC com pas-
sos de adaptac¸a˜o unita´rios (veja Tabela 14, para sinal de entrada gaussiano
branco, e Tabela 15, para sinal de entrada gaussiano colorido). Aqui, apenas
o algoritmo VS-ℓ0NC utiliza passos de adaptac¸a˜o distintos (µ1 6= µ2 = µ3), o
que lhe confere melhor desempenho. Os resultados de simulac¸a˜o sa˜o mostra-
dos nas Figuras 42 (para sinal de entrada gaussiano branco) e 43 (para sinal de
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entrada gaussiano colorido). Em ambas as situac¸o˜es, todos os algoritmos tes-
tados obtiveram resultados melhores do que o algoritmo NLMS. De modo ge-
ral, o algoritmo SPNLMS e´ o que apresenta melhores resultados, em especial
na condic¸a˜o de sinal de entrada gaussiano branco. Excepcionalmente, o al-
goritmo IPNLMS apresenta resultado melhor do que os demais na simulac¸a˜o
utilizando a planta h4, com sinal de entrada gaussiano colorido [veja Figura
43(a)], desempenho que na˜o se repete nas demais simulac¸o˜es. Os algoritmos
propostos baseados na norma ℓ0 (V-ℓ0NC, VS-ℓ0NC e Z-ℓ0NC) apresentam
desempenhos muito bons em ambas as situac¸o˜es, demonstrando maior robus-
tez quanto ao tipo de sinal de entrada utilizado do que os algoritmos IPNLMS
e SPNLMS. O algoritmo VS-ℓ0NC e´ o que exibe o melhor desempenho den-
tre os algoritmos baseados na norma ℓ0, tanto com sinal de entrada gaussiano
branco quanto com sinal de entrada gaussiano colorido [veja Figuras 42(b) e
43(b)].
Tabela 14: Exemplo 4.6. Paraˆmetros de configurac¸a˜o dos algoritmos para a
planta h4 e sinal de entrada gaussiano branco
Algoritmo µ/µ1 µ2 µ3 α β δ ρ δp κ
NLMS 0,25
IPNLMS 0,25 0 0,01 0,01
SPNLMS 0,25 0,01 0,01
ℓ0-NLMS 0,3 0,3 5 10
−7
APWL1 0,75 200
V-ℓ0NC 1 1 1 2500
VS-ℓ0NC 1 0,1 0,1 500
Z-ℓ0NC 1 1 1 2500
Tabela 15: Exemplo 4.6. Paraˆmetros de configurac¸a˜o dos algoritmos para a
planta h4 e sinal de entrada gaussiano colorido
Algoritmo µ/µ1 µ2 µ3 α β δ ρ δp κ
NLMS 0,4
IPNLMS 0,4 0 0,01 0,01
SPNLMS 0,09 0,01 0,01
ℓ0-NLMS 0,7 0,7 40 10
−8
APWL1 0,8 300
V-ℓ0NC 1 1 1 3000
VS-ℓ0NC 1 0,1 0,1 1000
Z-ℓ0NC 1 1 1 3000
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Exemplo 4.7. Os mesmos algoritmos considerados no exemplo anterior sa˜o
aqui avaliados na identificac¸a˜o de sistema utilizando uma planta quase-espar-
sa realı´stica h5, com grau de esparsidade S(h5) = 0,7253, com sinal de en-
trada gaussiano branco (veja Figura 44) e sinal de entrada gaussiano colorido
(veja Figura 45). Novamente, os paraˆmetros de cada algoritmo sa˜o ajusta-
dos tendo como refereˆncia o algoritmo V-ℓ0NC com passos de adaptac¸a˜o
unita´rios (veja Tabela 16, para sinal de entrada gaussiano branco, e Tabela 17,
para sinal de entrada gaussiano colorido). Para esse tipo de planta, observa-se
que os algoritmos SPNLMS e IPNLMS ja´ na˜o se destacam dos demais algo-
ritmos, como no caso da planta h4. Aqui, o algoritmo SPNLMS ainda exibe
resultado um pouco melhor do que os demais algoritmos no caso de sinal de
entrada gaussiano branco [veja Figura 44(a)], mas ja´ e´ superado pelo algo-
ritmo V-ℓ0NC no caso de sinal de entrada gaussiano colorido [veja Figura
45(a)]. Os algoritmos propostos baseados na norma ℓ0 (V-ℓ0NC, VS-ℓ0NC
e Z-ℓ0NC), por outro lado, manteˆm um desempenho destacado dos demais,
especialmente no caso que utilizam sinais de entrada gaussianos coloridos.
Explica-se tal comportamento pelo fato de que o u´ltimo termo da equac¸a˜o de
atualizac¸a˜o dos algoritmos propostos (3.66) tem uma forte atuac¸a˜o na con-
vergeˆncia para zero dos coeficientes na˜o significativos e dependerem muito
pouco do sinal de entrada. Nas Figuras 44(b) e 45(b), observa-se que os re-
sultados obtidos pelos algoritmos V-ℓ0NC, VS-ℓ0NC e Z-ℓ0NC sa˜o bastante
pro´ximos entre si. No entanto, verifica-se que o algoritmo VS-ℓ0NC nova-
mente e´ o que apresenta resultados melhores do que os dos demais algoritmos
ℓ0 propostos.
Tabela 16: Exemplo 4.7. Paraˆmetros de configurac¸a˜o dos algoritmos para a
planta h5 e sinal de entrada gaussiano branco
Algoritmo µ/µ1 µ2 µ3 α β δ ρ δp κ
NLMS 0,3
IPNLMS 0,3 0 0,01 0,01
SPNLMS 0,3 0,01 0,01
ℓ0-NLMS 0,55 0,55 100 10
−8
APWL1 0,8 256
V-ℓ0NC 1 1 1 2300
VS-ℓ0NC 1 0,1 0,1 500
Z-ℓ0NC 1 1 1 2300
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Tabela 17: Exemplo 4.7. Paraˆmetros de configurac¸a˜o dos algoritmos para a
planta h5 e sinal de entrada gaussiano colorido
Algoritmo µ/µ1 µ2 µ3 α β δ ρ δp κ
NLMS 0,45
IPNLMS 0,5 0 0,01 0,01
SPNLMS 0,2 0,01 0,01
ℓ0-NLMS 0,6 0,6 60 10
−8
APWL1 0,8 300
V-ℓ0NC 1 1 1 3000
VS-ℓ0NC 1 0,1 0,1 1000
Z-ℓ0NC 1 1 1 4000
4.3 Concluso˜es
Este capı´tulo apresentou simulac¸o˜es realizadas com a finalidade de
avaliar os algoritmos propostos, comparando-os com outros algoritmos ori-
entados a` identificac¸a˜o de sistemas esparsos. O desempenho e a robustez
dos algoritmos foram avaliados considerando cena´rios diversos, obtendo-se
resultados que mostraram a validade e a competitividade dos algoritmos pro-
postos. Tais resultados sa˜o discutidos com mais detalhes no Capı´tulo 6. No
pro´ximo capı´tulo, modelos estoca´sticos dos algoritmos propostos sa˜o discu-
tidos e avaliados.
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Figura 40: Exemplo 4.5. Curvas de desalinhamento normalizado, conside-
rando a planta h1.
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Figura 41: Exemplo 4.5. Curvas de desalinhamento normalizado, conside-
rando a planta h2.
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Figura 42: Exemplo 4.6. Curvas de desalinhamento normalizado, conside-
rando a planta h4 e sinal de entrada gaussiano branco.
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Figura 43: Exemplo 4.6. Curvas de desalinhamento normalizado, conside-
rando a planta h4 e sinal de entrada gaussiano colorido.
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Figura 44: Exemplo 4.7. Curvas de desalinhamento normalizado, conside-
rando a planta h5 e sinal de entrada gaussiano branco.
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Figura 45: Exemplo 4.7. Curvas de desalinhamento normalizado, conside-
rando a planta h5 e sinal de entrada gaussiano colorido.
Capı´tulo 5
Modelagem Estoca´stica dos Algoritmos Propostos
Neste capı´tulo, sa˜o propostos modelos estoca´sticos para os algoritmos
baseados em projec¸o˜es com restric¸a˜o de norma desenvolvidos no presente
trabalho de pesquisa. Tais modelos visam predizer o desempenho dos algo-
ritmos frente as mais diversas condic¸o˜es de operac¸a˜o. A partir dos modelos
obtidos, e´ possı´vel determinar diretrizes para ajuste dos paraˆmetros dos algo-
ritmos de forma analı´tica, reduzindo a necessidade da realizac¸a˜o de extensivas
simulac¸o˜es de Monte Carlo (MC) durante a etapa de projeto.
5.1 Modelagem estoca´stica do algoritmo NLMS
Os algoritmos com restric¸a˜o de norma ate´ enta˜o descritos guardam
uma grande proximidade com o algoritmo NLMS, o qual tambe´m pode ser
interpretado como um algoritmo baseado em restric¸o˜es [5]. Especificamente
no NLMS existe uma u´nica restric¸a˜o (erro a posteriori igual a zero), tambe´m
presente nos algoritmos da famı´lia ℓpNC. Dessa forma, e´ evidente que os mo-
delos estoca´sticos dos algoritmos propostos possam ser desenvolvidos a partir
dos resultados obtidos na modelagem do algoritmo NLMS [58]-[60]. Nesse
contexto, a modelagem estoca´stica do algoritmo NLMS e´ brevemente revisi-
tada a seguir, assumindo o caso particular de sinal de entrada gaussiano real
e na˜o-correlacionado, bem como um problema de identificac¸a˜o de sistemas
(veja Figura 2 no Capı´tulo 1).
5.1.1 Comportamento me´dio do vetor de coeficientes
O comportamento me´dio dos coeficientes do algoritmo NLMS pode
ser determinado tomando o valor esperado de ambos os lados de (1.5), isto e´
E[w(n + 1)] = E[w(n)] + µE
[
e(n)x(n)
x T(n)x(n)
]
(5.1)
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com
e(n) = d(n)− y(n) (5.2)
= [wo−w(n)]T x(n) + r(n)
em que r(n) denota o ruı´do de medic¸a˜o com me´dia zero e variaˆncia σ2r , inde-
pendente de x(n).
Considerando a teoria da independeˆncia [4], isto e´, assumindo passo
de adaptac¸a˜o pequeno (adaptac¸a˜o lenta), pode-se estabelecer que o vetor de
coeficientes w(n) e´ estatisticamente independente do sinal de entrada x(n).
Assim, a partir de (5.2) e considerando que E[r(n)] = 0, (5.1) pode ser rees-
crita como
E[w(n + 1)] ∼= (I−µR1)E[w(n)] + µR1 wo (5.3)
onde I denota a matriz identidade e
R1 = E
[
x(n)x T(n)
x T(n)x(n)
]
. (5.4)
Aqui, a determinac¸a˜o da matriz de autocorrelac¸a˜o normalizada R1 se-
gue o desenvolvimento apresentado em [60]. Em tal trabalho, mostra-se que
R1 pode ser decomposta como
R1 = Q H Q
T (5.5)
onde Q e´ a matriz de autovetores obtida atrave´s da autodecomposic¸a˜o de
R = E[x(n)x T(n)] [4] e H uma matriz diagonal de dimensa˜o N × N cuja
determinac¸a˜o depende das caracterı´sticas do sinal de entrada. Particular-
mente, para o caso de sinal de entrada real e na˜o-correlacionado, tem-se que
H =
I
N
(5.6)
e, portanto,
R1 =
I
N
. (5.7)
5.1.2 Curva de aprendizagem
O desempenho de algoritmos adaptativos e´ usualmente avaliado atrave´s
da curva de aprendizagem, a qual define a evoluc¸a˜o do algoritmo ao longo do
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processo de adaptac¸a˜o para um dado crite´rio de interesse, a saber [4]:
• o erro quadra´tico me´dio (mean-square error - MSE), definido como
J(n) = E[e2(n)] (5.8)
• e o desvio quadra´tico me´dio (mean-square deviation - MSD), definido
como
D(n) = E[‖v(n)‖22] (5.9)
onde
v(n) = w(n)−wo (5.10)
representa o vetor de erro nos coeficientes. E´ comum ainda a utilizac¸a˜o
de uma versa˜o normalizada do desvio quadra´tico me´dio (MSD norma-
lizado), obtida como
DN(n) = 10log10
D(n)
‖wo ‖22
. (5.11)
5.1.2.1 Curva de MSE
De (5.2) e (5.10), tem-se que o MSE pode ser determinado como
J(n) = E[e2(n)] (5.12)
= Jmin + Jex(n)
onde
Jmin = E[r
2(n)] (5.13)
= σ2r
representa o MSE mı´nimo atingı´vel em regime permanente, quando w(n) =
wo, e
Jex(n) = E[v
T(n)x(n)x T(n)v(n)] (5.14)
denota o MSE em excesso. Note que Jmin depende apenas do cena´rio de
operac¸a˜o considerado, enquanto Jex(n) depende do algoritmo responsa´vel
pela adaptac¸a˜o. A partir da definic¸a˜o da matriz de correlac¸a˜o do vetor de erro
nos coeficientes
K(n) = E[v(n)v T(n)] (5.15)
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tem-se que (5.14) pode ser reescrita como
Jex(n) = tr[R K(n)] (5.16)
= tr[Λ Q T K(n)Q]
com Λ representando a matriz de autovalores de R. Finalmente, definindo
K′(n) = E[v′(n)v′ T(n)] (5.17)
= [Q T K(n)Q]
sendo v′(n) = Q T v(n), o vetor de erro nos coeficientes nas coordenadas
definidas pelos autovetores de R, (5.16) reduz-se a
Jex(n) = tr[Λ K
′(n)]
= λ T k′(n) (5.18)
=
N−1
∑
k=0
λk E[v
′ 2
k (n)]
onde λ denota um vetor contendo os autovalores de R e k′(n), um vetor com
os elementos da diagonal de K′(n). Enta˜o, para o caso particular de sinal de
entrada na˜o-correlacionado (λk = σ
2
x ∀ k), (5.18) pode ser simplificada para
Jex(n) = σ
2
x
N−1
∑
k=0
E[v′ 2k (n)]. (5.19)
5.1.2.2 Curva de MSD
Por sua vez, e´ possı´vel mostrar que o MSD pode ser expresso como
D(n) = tr[K(n)]
= tr[K′(n)] (5.20)
= 1 T k′(n)
=
N−1
∑
k=0
E[v′ 2k (n)]
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onde 1 e´ um vetor de dimensa˜o N × 1 com todos os elementos iguais a 1.
Assim, a partir de (5.18) e (5.20), e´ possı´vel inferir que
Jex(n)
λmin
≥ D(n) ≥ Jex(n)
λmax
∀ n (5.21)
sendo que, para o caso de sinal de entrada na˜o-correlacionado, considerando
agora (5.19), a relac¸a˜o entre o MSE em excesso e o MSD e´ dada por
Jex(n) = σ
2
x D(n). (5.22)
Note que, subtraindo wo de ambos os lados de (1.5) e determinando o valor
esperado de v T(n + 1)v(n + 1), obte´m-se a seguinte expressa˜o recursiva
descrevendo o MSD para o algoritmo NLMS:
D(n + 1) ∼=
[
1− µ(2− µ)
N
]
D(n) +
µ2
(N − 2)
σ2r
σ2x
. (5.23)
5.1.3 Matriz de correlac¸a˜o do vetor de erro nos coeficientes
Uma expressa˜o recursiva descrevendo a evoluc¸a˜o da matriz de correla-
c¸a˜o do vetor erro nos coeficientes pode ser obtida subtraindo wo de ambos
os lados de (1.5) e determinando o valor esperado de v(n + 1)v T(n + 1),
chegando-se enta˜o a seguinte expressa˜o:
K(n+ 1) = K(n)−µK(n)R1−µR1 K(n)+µ2 R2(n)+µ2 R3 σ2r (5.24)
onde
R2(n) = E
{
x(n)x T(n)v(n)v T(n)x(n)x T(n)
[x T(n)x(n)]2
}
(5.25)
e
R3 = E
{
x(n)x T(n)
[x T(n)x(n)]2
}
. (5.26)
Enta˜o, pre´- e po´s-multiplicando (5.24) por QT e Q, respectivamente, e to-
mando os elementos da diagonal principal da expressa˜o resultante, pode-se
definir uma equac¸a˜o recursiva para k′(n) como [60]
k′(n + 1) = B k′(n) + g m (5.27)
com
B = I−2µH+µ2(2T+P) (5.28)
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e
g = µ2 Jmin (5.29)
sendo T e P, matrizes de dimensa˜o N × N, e m, um vetor de dimensa˜o
N × 1, determinados em func¸a˜o das caraterı´sticas do sinal de entrada. Par-
ticularmente para o caso de sinal de entrada na˜o-correlacionado, T, P e m
podem ser expressos como [60]
T =
I
N(N + 2)
(5.30)
P =
1 1 T
N(N + 2)
(5.31)
e
m =
1
N(N − 2)σ2x
. (5.32)
5.1.4 Ana´lise em regime permanente
Para estudar o desempenho do algoritmo em regime permanente, faz-
se necessa´ria a determinac¸a˜o de k′(n) para n → ∞. Enta˜o, assumindo que o
algoritmo converge, isto e´,
lim
n→∞ k
′(n + 1) = lim
n→∞ k
′(n) = k′(∞) (5.33)
a partir de (5.27), obte´m-se
k′(∞) = g(I−B)−1 m . (5.34)
Ainda, considerando (5.28), (5.29), (5.30), (5.31) e (5.32), tem-se que
B =
[
I−2µ
N
I+
µ2
N(N + 2)
(2 I+1 1 T)
]
(5.35)
e, consequentemente,
k′(∞) =
[
µ
(2− µ)
1
(N − 2)
Jmin
σ2x
]
1 . (5.36)
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Finalmente, substituindo (5.36) em (5.18) e escrevendo λ = σ2x 1, o MSE em
excesso em regime permanente pode ser expresso por [60]
Jex(∞) =
µ
(2− µ)
N
(N − 2) Jmin. (5.37)
Analogamente, substituindo (5.36) em (5.20), o MSD em regime permanente
e´ obtido como [60]
D(∞) =
µ
(2− µ)
N
(N − 2)
Jmin
σ2x
. (5.38)
Note que (5.38) pode ser determinado diretamente de (5.23) fazendo
limn→∞ D(n + 1) = limn→∞ D(n) = D(∞).
5.2 Modelagem estoca´stica do algoritmo ℓpNC
Nesta sec¸a˜o, e´ proposto um modelo estoca´stico geral para os algo-
ritmos da famı´lia ℓpNC, levando em considerac¸a˜o a modelagem do algo-
ritmo NLMS revisitada na sec¸a˜o anterior. Modelos especı´ficos dos algorit-
mos ℓ1NC e ℓ0NC sa˜o derivados, a partir de tal formulac¸a˜o geral, no decorrer
das pro´ximas sec¸o˜es.
5.2.1 Comportamento me´dio do vetor de coeficientes
Acrescentando-se um passo de adaptac¸a˜o a` (3.15), obtemos a equac¸a˜o
de adaptac¸a˜o relaxada do algoritmo ℓpNC, dada por
w(n+ 1) =w(n)+µ[α1(n)x(n)+ αℓp (n)λℓp (n)x(n)−λℓp (n)gℓp (n+ 1)].
(5.39)
Tem-se, enta˜o, que o comportamento me´dio do vetor de coeficientes para essa
famı´lia de algoritmos pode ser expressa como
E[w(n + 1)] = (I−µR1)E[w(n)] + µR1 wo+
µE[αℓp(n)λℓp(n)x(n)]− µE[λℓp(n)gℓp(n + 1)]. (5.40)
Substituindo a expressa˜o de αℓp(n) [dada por (3.14)] em (5.40) e aproxi-
mando
E[λℓp(n)gℓp(n + 1)]
∼= E[λℓp(n)]E[gℓp(n + 1)] (5.41)
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e
E
[
x(n)x T(n)g
ℓp
(n + 1)
x T(n)x(n)
]
∼= R1 E[gℓp(n + 1)] (5.42)
enta˜o, (5.40) pode ser reescrita como
E[w(n + 1)] ∼= (I−µR1)E[w(n)] + µR1 wo−
µ(I−R1)E[λℓp(n)]E[gℓp(n + 1)]. (5.43)
Note, a partir de (5.3), que os dois primeiros termos a direita em (5.43) repre-
sentam o comportamento me´dio do vetor de coeficientes referente ao algo-
ritmo NLMS. Assim, substituindo esses termos por E[wNLMS(n + 1)], pode-
se reescrever (5.43) como
E[w(n + 1)] ∼= E[wNLMS(n + 1)]− µ(I−R1)E[λℓp(n)]E[gℓp(n + 1)].
(5.44)
Logo, para R1 = I /N, (5.44) e´ reescrito como
E[w(n + 1)] ∼= E[wNLMS(n + 1)]− µ(N − 1)
N
E[λℓp(n)]E[gℓp(n + 1)]
(5.45)
que, para N grande, pode ser simplificada para
E[w(n + 1)] ∼= E[wNLMS(n + 1)]− µE[λℓp(n)]E[gℓp(n + 1)]. (5.46)
5.2.2 Matriz de correlac¸a˜o do vetor de erro nos coeficientes
A partir de (5.39) e considerando (3.13) e (3.14), uma expressa˜o para
obtenc¸a˜o do vetor de erro nos coeficientes para os algoritmos ℓpNC pode ser
expressa como
v(n+ 1) =X1(n)v(n)−λℓp(n)X2(n)gℓp(n+ 1)+µ
r(n)x(n)
x T(n)x(n)
(5.47)
onde
X1(n) =
[
I−µx(n)x
T(n)
x T(n)x(n)
]
(5.48)
e
X2(n) = µ
[
I−x(n)x
T(n)
x T(n)x(n)
]
. (5.49)
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Enta˜o, determinando v(n + 1)v T(n + 1), tomando o valor esperado de am-
bos os lados e considerando a aproximac¸a˜o definida em (5.41), obte´m-se
K(n + 1) ∼=E[X1(n)v(n)v T(n)XT1 (n)]− (5.50)
E[λℓp(n)]E[X1(n)v(n)g
T
ℓp
(n + 1)XT2 (n)]−
E[λℓp(n)]E[X2(n)gℓp(n + 1)v
T(n)XT1 (n)]+
E[λ2
ℓp
(n)]E[X2(n)gℓp(n + 1)g
T
ℓp
(n + 1)XT2 (n)]+
µ2 R3 σ
2
r
com
E[X1(n)v(n)v
T(n)XT1 (n)]
∼= K(n)− µK(n)R1−µR1 K(n) + µ2 R2(n)
(5.51)
E[X1(n)v(n)g
T
ℓp
(n + 1)XT2 (n)]
∼= µKvs(n)− µKvs(n)R1−
µ2 R1 Kvs(n) + µ
2 R4(n) (5.52)
E[X2(n)gℓp(n + 1)v
T(n)XT1 (n)]
∼= µKsv(n)− µKsv(n)R1−
µ2 R1 Ksv(n) + µ
2 R5(n) (5.53)
e
E[X2(n)gℓp(n + 1)g
T
ℓp
(n + 1)XT2 (n)]
∼= µ2 Kss(n)− µ2 Kss(n)R1−
µ2 R1 Kss(n) + µ
2 R6(n) (5.54)
onde
R4(n) = E


x(n)x T(n)v(n)gT
ℓp
(n + 1)x(n)x T(n)
[x T(n)x(n)]2

 (5.55)
R5(n) = E
{
x(n)x T(n)g
ℓp
(n + 1)v T(n)x(n)x T(n)
[x T(n)x(n)]2
}
(5.56)
R6(n) = E


x(n)x T(n)g
ℓp
(n + 1)gT
ℓp
(n + 1)x(n)x T(n)
[x T(n)x(n)]2

 (5.57)
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Kvs(n) = E[v(n)g
T
ℓp
(n + 1)] (5.58)
Ksv(n) = E[gℓp(n + 1)v
T(n)] (5.59)
e
Kss(n) = E[gℓp(n + 1)g
T
ℓp
(n + 1)]. (5.60)
Finalmente, uma expressa˜o recursiva para k′(n) e´ determinada pre´- e po´s-
multiplicando (5.50) por Q T e Q, respectivamente, e tomando os elementos
da diagonal principal da expressa˜o resultante, isto e´,
k′(n + 1) = B k′(n)− 2E[λℓp (n)]Bsv k′sv(n) + E[λ2ℓp (n)]Bss k′ss(n) + g m
(5.61)
onde
Bsv = µ[I−(1 + µ)H+µ(2T+P)] (5.62)
Bss = µ
2[I−2H+(2T+P)] (5.63)
k′sv(n) = diag[Q T Ksv(n)Q] (5.64)
= diag[Q T Kvs(n)Q]
= diag{E[g′
ℓp
(n + 1)v′
T
(n)]}
e
k′ss(n) = diag[Q T Kss(n)Q] (5.65)
= diag{E[g′
ℓp
(n + 1)g′
T
ℓp
(n + 1)]}
sendo g′
ℓp
(n + 1) = Q T g
ℓp
(n + 1) o vetor gradiente nas coordenadas de-
finidas pelos autovetores de R. Note que, para o caso particular abordado
(sinal de entrada na˜o-correlacionado) tem-se que Q = I, podendo-se reescre-
ver (5.64) e (5.65) como
k′sv(n) = diag{E[gℓp(n + 1)v T(n)]} (5.66)
e
k′ss(n) = diag{E[gℓp(n + 1)gTℓp(n + 1)]}. (5.67)
Ainda, comparando (5.27) com (5.61) tem-se
k′(n+ 1) = k′NLMS(n+ 1)− 2E[λℓp(n)]Bsv k′sv(n)+E[λ2ℓp(n)]Bss k′ss(n)
(5.68)
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onde k′NLMS(n + 1) representa a equac¸a˜o recursiva para k′(n) do algoritmo
NLMS.
5.2.3 Curva de aprendizagem
E´ possı´vel determinar a curva de aprendizagem para os algoritmos
ℓpNC a partir da matriz de correlac¸a˜o do vetor de erro nos coeficientes. Para
sinal de entrada na˜o-correlacionado, tal relac¸a˜o e´ equivalente a utilizar uma
expressa˜o iterativa para o MSD (e consequentemente o MSE em excesso),
considerando o valor esperado de v T(n + 1)v(n + 1). Dessa forma, a partir
de (5.47) e levando em conta que E[r(n)] = 0, obte´m-se
D(n + 1) ∼= E[v T(n)v(n)]− 2µE[v T(n)R1 v(n)]+
µ2 E[v T(n)R1 v(n)]− 2µE[λℓp(n)]E[v T(n)gℓp(n + 1)]+
2µE[λℓp(n)]E[v
T(n)R1 gℓp(n)]+µ
2 E[λ2
ℓp
(n)]E[gT
ℓp
(n+ 1)g
ℓp
(n+ 1)]−
µ2 E[λ2
ℓp
(n)]E[v T(n)R1 gℓp(n)] + µ
2 E
[
1
x T(n)x(n)
]
E[r2(n)]. (5.69)
Considerando (5.66), (5.67) e R1 = I /N, (5.69) pode ser escrita como
D(n + 1) ∼=
[
1− µ(2− µ)
N
]
D(n)− 2µN − 1
N
E[λℓp(n)]‖k′sv(n)‖1+
µ2
N − 1
N
E[λ2
ℓp
(n)]‖k′ss(n)‖1 +
µ2
(N − 2)
σ2r
σ2x
. (5.70)
Por fim, considerando o MSD para o algoritmo NLMS em (5.23) e assumindo
N grande, (5.70) pode ser expressa por
D(n+ 1)∼= DNLMS(n)− 2µE[λℓp(n)]‖k′sv(n)‖1 +µ2 E[λ2ℓp(n)]‖k′ss(n)‖1.
(5.71)
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5.2.4 Ana´lise em regime permanente
O MSD dos algoritmos ℓpNC em regime permanente pode ser obtido
fazendo limn→∞ D(n + 1) = limn→∞ D(n) = D(∞) em (5.70). Assim,
D(∞) ∼= N
µ(2− µ)
{
−2µE[λℓp(∞)]‖k′sv(∞)‖1+
µ2 E[λ2
ℓp
(∞)]‖k′ss(∞)‖1 +
µ2
(N − 2)
σ2r
σ2x
}
. (5.72)
Ainda, considerando (5.38), (5.72) pode ser simplificada para
D(∞) ∼= DNLMS(∞)− N
(2− µ)
{
2E[λℓp(∞)]‖k′sv(∞)‖1−
µE[λ2
ℓp
(∞)]‖k′ss(∞)‖1
}
. (5.73)
Observa-se na modelagem geral apresentada para os algoritmos ℓpNC
que e´ possı´vel determinar os modelos especı´ficos para cada algoritmo de sua
famı´lia obtendo-se as expresso˜es correspondentes para E[λℓp(n)], E[gℓp(n)],
k′sv(n) e k′ss(n). Dessa forma, nas sec¸o˜es seguintes, os modelos para os
algoritmos baseados na norma ℓ1 e na norma ℓ0 sa˜o determinados.
5.3 Modelagem estoca´stica dos algoritmos ℓ1NC
A partir da modelagem geral definida na sec¸a˜o anterior, sa˜o discutidos
aqui os aspectos especı´ficos relacionados ao modelo do algoritmo ℓ1NC.
5.3.1 Considerac¸o˜es sobre E[g
ℓ1
(n)], k′sv(n) e k
′
ss(n).
Lembrando que g
ℓ1
(n + 1) = s(n) [veja (3.23)], pode-se escrever
E[g
ℓ1
(n)], k′sv(n) e k′ss(n) para o algoritmo ℓ1NC como
E[g
ℓ1
(n)] = E[s(n)] (5.74)
∼= sgn{E[w(n)]}
com
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sgn{E[w(n)]} = (sgn{E[w0(n)]}, sgn{E[w1(n)]}, . . . , sgn{E[wN−1(n)]})T,
k′ss(n) = diag{E[s(n) s T(n)]} (5.75)
= 1
e
k′sv(n) = diag{E[s(n)v T(n)]}. (5.76)
A partir de (5.75), pode-se ainda determinar que
‖k′ss(n)‖1 = E[s T(n) s(n)] (5.77)
= N.
Entretando, a determinac¸a˜o dos elementos de k′sv(n) requer algumas simpli-
ficac¸o˜es a saber:
• Assume-se que o processo de adaptac¸a˜o e´ iniciado com w(0) = 0.
Logo, para os coeficientes significativos, E[|wi(n)|] ≤ |wo,i| quando
n > 0. Por outro lado, para os coeficientes na˜o-significativos ou nulos,
E[|wi(n)|] ≥ |wo,i| quando n > 0.
• Considera-se ainda que, para N grande, os vetores w(n) e wo manteˆm-
se no mesmo hiperquadrante durante o processo de adaptac¸a˜o.
Assim, si(n)wi(n) = |wi(n)| e si(n)wo,i(n) = |wo,i|, o que implica
k′sv(n) =


E[|w0(n)|]− |wo,0|
E[|w1(n)|]− |wo,1|
...
E[|w(N−1)(n)|]− |wo,(N−1)|

 (5.78)
=


sv,0(n)E[|v0(n)|]
sv,1(n)E[|v1(n)|]
...
sv,(N−1)(n)E[|v(N−1)(n)|]


com sv i(n) = −1 para E[|wi(n)|] < |wo,i| (coeficientes significativos) e
sv i(n) = 1 para E[|wi(n)|] > |wo,i| (coeficientes na˜o-significativos). Logo,
utilizando a aproximac¸a˜o
E[|vi(n)|] ∼=
√
E[v2i (n)] (5.79)
∼=
√
k′i(n)
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em que k′i(n) representa o i-e´simo elemento do vetor k
′(n),
k′sv(n) ∼=


sv,0(n)
√
k′0(n)
sv,1(n)
√
k′1(n)
...
sv,(N−1)(n)
√
k′
(N−1)(n)


. (5.80)
Considerando os comportamentos distintos para os coeficientes sig-
nificativos e na˜o-significativos observados em (5.80), pode-se definir dois
subvetores de k′sv(n) referentes a esses dois subconjuntos de coeficientes.
Assim, √
k′i(n) =
{
us,k(n), sv,i(n) = −1
uz,j(n), sv,i(n) = 1
(5.81)
sendo us,k(n) o k-e´simo elemento de us(n) = [us,0(n) us,1(n) . . .
us,(N−Nz−1)(n)]
T, referente aos coeficientes significativos, e uz,j(n) o j-
e´simo elemento de uz(n) = [uz,0(n) uz,1(n) . . . uz,(Nz−1)(n)]
T, referente
aos coeficientes na˜o-significativos. Assim, pode-se escrever
‖k′sv(n)]‖1 = E[s T(n)v(n)] (5.82)
∼=
N−1
∑
k=0
uz,k(n)−
N−1
∑
k=0
us,k(n)
∼= ‖uz(n)‖1 − ‖us(n)‖1
∼= ∆u(n).
5.3.2 Valor esperado de λℓ1(n)
A partir de (3.30), tomando o valor esperado de ambos os lados, a
seguinte aproximac¸a˜o pode ser considerada:
E[λℓ1(n)]
∼= E[s
T(n)w(n)] + E[α1(n) s
T(n)x(n)]− δℓ1
E[s T(n) s(n)]− E[αℓ1(n) s T(n)x(n)]
. (5.83)
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Logo, considerando (5.77), o denominador de (5.83) pode ser simplificado
para
E[s T(n) s(n)]− E[αℓ1(n) s T(n)x(n)] ∼= N − E
[
s T(n)x(n)x T(n) s(n)
x T(n)x(n)
]
(5.84)
∼= N − E[s
T(n) s(n)]
N
∼= N − 1.
Assim, considerando (3.26) e
E[s T(n)w(n)] = E[s T(n)v(n)] + ‖wo ‖1 (5.85)
enta˜o, (5.83) pode ser reescrita como
E[λℓ1(n)]
∼= 1
N − 1
{
E[s T(n)v(n)]− E
[
s T(n)x(n)x T(n)v(n)
x T(n)x(n)
]
+ ‖wo ‖1 − δℓ1
}
∼= 1
N − 1
{
N − 1
N
E[s T(n)v(n)] + ‖wo ‖1 − δℓ1
}
(5.86)
∼= 1
N
E[s T(n)v(n)] +
1
N − 1 (‖wo ‖1 − δℓ1).
Considerando ainda (5.82) e N grande, enta˜o pode-se agora reescrever (5.86)
como
E[λℓ1(n)]
∼= 1
N
[
∆u(n) + ‖wo ‖1 − δℓ1
]
. (5.87)
Finalmente, fazendo
∆ℓ1(n) = ∆u(n) + ‖wo ‖1 − δℓ1 (5.88)
tem-se que
E[λℓ1(n)]
∼= ∆ℓ1(n)
N
. (5.89)
5.3.3 Valor esperado de λvℓ1(n)
Para o algoritmo V-ℓ1NC, o valor esperado de λvℓ1(n) pode ser de-
terminado a partir de (3.38), levando em conta o desenvolvimento do valor
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esperado de λℓ1(n) na sec¸a˜o anterior. Assim, tem-se que
E[λvℓ1(n)]
∼= E[|α1(n) s
T(n)x(n)|]
N − 1 (5.90)
∼= 1
N − 1 E
[∣∣∣∣ s T(n)x(n)x T(n)v(n)x T(n)x(n)
∣∣∣∣
]
∼= E[| s
T(n)v(n)|]
N(N − 1) .
Agora, aproximando E[| s T(n)v(n)|]∼= |E[s T(n)v(n)]| e assumindo N gran-
de, obte´m-se
E[λvℓ1(n)]
∼= |∆u(n)|
N2
. (5.91)
5.3.4 Suma´rio do modelo do algoritmo ℓ1NC
A partir da modelagem geral desenvolvida para ℓpNC (veja Sec¸a˜o 5.2),
considerando (5.74), (5.76), (5.77), (5.80), (5.82) e (5.89), pode-se obter as
expresso˜es do modelo do algoritmo ℓ1NC, conforme suma´rio a seguir:
• Matriz de correlac¸a˜o do vetor de erros nos coeficientes
k′(n + 1) = k′NLMS(n + 1)−
2∆ℓ1(n)
N
Bsv k
′
sv(n) +
∆2
ℓ1
(n)
N2
Bss 1
(5.92)
• Comportamento me´dio do vetor de coeficientes
E[w(n + 1)] ∼= E[wNLMS(n + 1)]− µ
∆ℓ1(n)
N
E[s(n)] (5.93)
• Curva de MSD
D(n+ 1)∼= DNLMS(n+ 1)− µ
N
[
2∆ℓ1(n)∆u(n)− µ∆2ℓ1(n)
]
(5.94)
• MSD em regime permanente
D(∞) ∼= DNLMS(∞)− 1
(2− µ)
[
2∆ℓ1(∞)∆u(∞)− µ∆2ℓ1(∞)
]
(5.95)
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5.3.5 Suma´rio do modelo do algoritmo V-ℓ1NC
Damesma forma, a partir da modelagem geral desenvolvida para ℓpNC
(veja Sec¸a˜o 5.2), considerando (5.74), (5.76), (5.75), (5.82), (5.77) e (5.91),
pode-se obter as expresso˜es do modelo do algoritmo V-ℓ1NC, conforme su-
ma´rio a seguir:
• Matriz de correlac¸a˜o do vetor de erros nos coeficientes
k′(n + 1) = k′NLMS(n)−
2|∆u(n)|
N2
Bsv k
′
sv(n) +
∆2u(n)
N4
Bss 1
(5.96)
• Comportamento me´dio do vetor de coeficientes
E[w(n + 1)] ∼= E[wNLMS(n)]− µ |∆u(n)|
N2
E[s(n)] (5.97)
• Curva de MSD
D(n + 1) ∼= DNLMS(n)− µ
N2
[
2|∆u(n)|∆u(n)− µ
N − 1 ∆
2
u(n)
]
(5.98)
• MSD em regime permanente
D(∞) ∼= DNLMS(∞)− 1
N(2− µ)
[
2|∆u(∞)|∆u(∞)− µ
N(N − 1)∆
2
u(∞)
]
(5.99)
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5.3.6 Exemplos
Nesta sec¸a˜o, sa˜o apresentados exemplos visando avaliar os modelos
propostos para os algoritmos baseados em norma ℓ1. Os exemplos aqui dis-
cutidos, da mesma forma que no capı´tulo anterior, consideram um problema
de identificac¸a˜o de sistema com as caracterı´sticas especificadas na Tabela 18.
Para verificar a precisa˜o dos modelos propostos, sa˜o realizadas comparac¸o˜es
desses modelos com os resultados obtidos por simulac¸o˜es de Monte Carlo
(100 realizac¸o˜es independentes).
Tabela 18: Suma´rio do problema de identificac¸a˜o de sistemas utilizado nos
exemplos
Planta a ser identificada h1
comprimentos do vetor: 100 coeficientes
coeficientes diferentes de zero: { 0,1 1,0 −0,5 0,1 }
posic¸o˜es dos coeficientes diferentes de zero: { 1 30 35 38 }
grau de esparsidade: S(h1) = 0,9435
norma ℓ1: ‖h1 ‖1 = 1,7
norma ℓ0: ‖h1 ‖0 = 4
Sinal de entrada x(n): gaussiano branco com variaˆncia σ2x = 1
Ruı´do de medic¸a˜o r(n): gaussiano branco com variaˆncia σ2r = 10
−3
Exemplo 5.1. Nesse exemplo, o modelo do algoritmo ℓ1NC (com µ = 1)
e´ avaliado para diferentes escolhas de restric¸a˜o de norma ℓ1, considerando
seu MSD em regime permanente para δℓ1 variando entre 1 e 2,5. Verifica-se,
atrave´s da comparac¸a˜o com simulac¸o˜es deMonte Carlo apresentada na Figura
46, uma excelente predic¸a˜o do modelo proposto para toda a faixa de valores
de δℓ1 considerada. Sobretudo, observa-se que a identificac¸a˜o do melhor valor
de δℓ1 esta´ bastante pro´ximo do valor obtido por simulac¸o˜es.
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Figura 46: Exemplo 5.1. MSD em regime permanente do algoritmo ℓ1NC,
comparando o modelo (linha escura) com simulac¸o˜es de Monte Carlo (linha
clara).
Exemplo 5.2. Nesse exemplo, os modelos dos algoritmos NLMS [60], ℓ1NC
e V-ℓ1NC sa˜o avaliados conjuntamente, considerando µ = 1 para todos os
algoritmos, sendo que o algoritmo ℓ1NC utiliza δℓ1 = 1,78 (melhor valor
de δℓ1 para esse cena´rio, conforme verificado no Capı´tulo 3). A Figura 47
ilustra o comportamento me´dio dos coeficientes para os algoritmos estudados,
focando apenas o comportamento referente aos coeficientes significativos. A
partir de tal figura, observa-se uma excelente precisa˜o dos modelos propostos
na predic¸a˜o do comportamento dos coeficientes no cena´rio considerado. O
desempenho dos algoritmos e´ tambe´m verificado atrave´s das curva de MSD.
Os resultados obtidos sa˜o ilustrados na Figura 48, da qual constata-se uma
precisa˜o muito boa na predic¸a˜o do desalinhamento em regime permanente de
todos os algoritmos avaliados. Todavia, e´ identificado um descasamento na
predic¸a˜o em regime transito´rio, que e´ comum namodelagem utilizando µ= 1,
considerando que os modelos sa˜o obtidos pressupondo passo de adaptac¸a˜o
lento.
Uma avaliac¸a˜o dos valores esperados de λℓ1(n) e λvℓ1(n) e´ tambe´m
realizada, como ilustrado na Figura 49. Observa-se nos resultados uma boa
concordaˆncia entre as curvas, principalmente quando a adaptac¸a˜o atinge o
regime permanente.
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Figura 47: Exemplo 5.2. Comportamento me´dio dos coeficientes significati-
vos para os algoritmos NLMS, ℓ1NC e V-ℓ1NC.
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Figura 48: Exemplo 5.2. MSD dos algoritmos NLMS, ℓ1NC e V-ℓ1NC.
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Figura 49: Exemplo 5.2. Comportamento me´dio dos paraˆmetros λℓ1(n) e
λvℓ1(n).
5.4 Modelagem estoca´stica do algoritmo ℓ0NC
Nesta sec¸a˜o, seguindo as mesmas orientac¸o˜es utilizadas para a mo-
delagem do algoritmo ℓ1NC, sera´ discutido o comportamento estoca´stico do
algoritmo ℓ0NC para entrada na˜o-correlacionada.
5.4.1 Considerac¸o˜es sobre E[g
ℓ0
(n + 1)], k′ss(n) e k
′
sv(n)
Sendo g
ℓ0
(n + 1) = β sz(n) [veja (3.50)], pode-se escrever seu valor
esperado como
E[g
ℓ0
(n + 1)] = βE[sz(n)] (5.100)
= β szo (5.101)
onde szo = E[sz(n)] e´ o vetor cujos elementos sa˜o dados por
szo,k = E[sz,k(n)] ∼=
{
1, wo,k = 0 (na˜o-significativos)
0, demais (significativos)
(5.102)
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com wo,k sendo o k-e´simo elemento da resposta ao impulso wo do sistema a
ser identificada. Ja´ os vetores k′sv(n) e k′ss(n) podem ser escritos como
k′ss(n) = diag{E[sz(n) sTz (n)]} (5.103)
= szo
e
k′sv(n) = diag{E[sz(n)v T(n)]}. (5.104)
A partir de (5.102), observa-se que ambos os vetores, k′sv(n) e k′ss(n), pos-
suem elementos iguais a zero nas posic¸o˜es referentes aos coeficientes signifi-
cativos. Assim, pode-se escrever
‖k′ss(n)]‖1 = E[sTz (n) sz(n)] (5.105)
∼= Nz
onde Nz e´ o nu´mero de coeficientes na˜o-significativos de wo, bem como
‖k′sv(n)]‖1 = E[sTz (n)v(n)] (5.106)
∼= ‖uz(n)‖1.
5.4.2 Valor esperado de λℓ0(n)
A partir de (3.60), pode-se obter o valor esperado de λℓ0(n). Assim,
E[λℓ0 (n)]
∼= E[s
T
z (n)w(n)] + E[α1(n) s
T
z (n)x(n)] + {N − E[sTz (n) sz(n)]− δℓ0}/β
E[sTz (n) sz(n)]− E[αℓ0 (n) sTz (n)x(n)]
.
(5.107)
Considerando (3.59) e (5.105), o denominador de (5.107) pode ser aproxi-
mado por
E[sTz (n) sz(n)]− E[αℓ0(n) sTz (n)x(n)] ∼= Nz − E
[
sTz (n)x(n)x
T(n) sz(n)
x T(n)x(n)
]
∼= Nz − E[s
T
z (n) sz(n)]
N
(5.108)
∼= Nz(N − 1)
N
.
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Assim, sabendo que E[sTz (n)wo(n)] = 0 e, portanto, E[s
T
z (n)w(n)] =
E[sTz (n)v(n)], enta˜o (5.107) pode ser reescrito como
E[λℓ0(n)]
∼= N
Nz(N − 1)
{
E[sTz (n)v(n)] + E[α1(n) s
T
z (n)x(n)]+
(N − Nz − δℓ0)/β
}
∼= N
Nz(N − 1)
{
N − 1
N
‖uz(n)‖1] + (N − Nz − δℓ0)/β
}
∼= ‖uz(n)‖1
Nz
+
N(N − Nz − δℓ0)
βNz(N − 1) (5.109)
que, para N grande, pode ainda ser simplificada para
E[λℓ0(n)]
∼= 1
Nz
[
‖uz(n)‖1 +
N − Nz − δℓ0
β
]
. (5.110)
Ainda, fazendo
∆ℓ0(n) = ‖uz(n)‖1 +
N − Nz − δℓ0
β
(5.111)
tem-se
E[λℓ0(n)]
∼= ∆ℓ0(n)
Nz
. (5.112)
5.4.3 Suma´rio do modelo do algoritmo ℓ0NC
A partir da modelagem geral desenvolvida para ℓpNC (veja Sec¸a˜o 5.2),
considerando (5.100), (5.103), (5.104), (5.105), (5.106) e (5.112), pode-se
obter as expresso˜es do modelo do algoritmo ℓ0NC, conforme suma´rio a se-
guir:
• Matriz de correlac¸a˜o do vetor de erros nos coeficientes
k′(n + 1) = k′NLMS(n + 1)−
2∆ℓ0(n)
Nz
Bsv k
′
sv(n) +
∆2
ℓ0
(n)
N2z
Bss szo
(5.113)
• Comportamento me´dio do vetor de coeficientes
E[w(n + 1)] ∼= E[wNLMS(n + 1)] (5.114)
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• Curva de MSD
D(n + 1) ∼= DNLMS(n + 1)− µ
Nz
[
2∆ℓ0(n)‖uz(n)‖1 − µ∆2ℓ0(n)
]
(5.115)
• MSD em regime permanente
D(∞) ∼= DNLMS(∞)− 1
2− µ
N − 1
Nz
[
2∆ℓ0(∞)‖uz(∞)‖1 − µ∆2ℓ0(∞)
]
(5.116)
5.4.4 Valor esperado de λvℓ0(n)
Para o algoritmo V-ℓ0NC, substituindo δℓ0 por δvℓ0 em (5.111) e fa-
zendo δvℓ0 = N − Nz, onte´m-se
∆vℓ0(n) = ‖uz(n)‖1 (5.117)
e
E[λvℓ0(n)]
∼= ‖uz(n)‖1
Nz
. (5.118)
5.4.5 Ana´lise em regime permanente para V-ℓ0NC
Considerando o processo adaptativo inicializado com todos os coefici-
entes iguais a zero, isto e´, [w(0) = 0], pode-se verificar facilmente que todos
os elementos do vetor uz(n) sa˜o iguais ao longo da convergeˆncia. Assim,
uz i(n) = uz(n) ∀ i, o que permite definir o MSD referente aos coeficientes
na˜o-significativos como
Dz(n) =
Nz−1
∑
i=0
k′z,i(n) (5.119)
= Nzk
′
z(n)
= Nzu
2
z(n).
Sendo ‖uz(n)‖21 = [Nzuz(n)]2, enta˜o,
Dz(n) =
‖uz(n)‖21
Nz
. (5.120)
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A partir de (5.116), (5.117) e (5.120), pode-se escrever que
D(∞) ∼= DNLMS(∞)− 1
2− µ
N − 1
Nz
[
2‖uz(∞)‖21 − µ‖uz(∞)‖21
]
∼= DNLMS(∞)− N − 1
Nz
‖uz(∞)‖21 (5.121)
∼= DNLMS(∞)− (N − 1)Dz(∞).
Agora, sabendo que o comportamento me´dio dos coeficientes significativos
para os algoritmos ℓ0NC e´ semelhante ao comportamento me´dio dos mesmos
coeficientes para o algoritmo NLMS [veja (5.114)], enta˜o, pode-se escrever
Ds(∞) =
N − Nz
N
DNLMS(∞) (5.122)
onde Ds(∞) corresponde ao MSD em regime permanente do algoritmo
V-ℓ0NC considerando apenas os coeficientes significativos. Assim, levando
em conta (5.121) e (5.122), e sabendo que D(∞) = Ds(∞) + Dz(∞), tem-se
DNLMS(∞)− (N − 1)Dz(∞) = N − Nz
N
DNLMS(∞) + Dz(∞). (5.123)
Dessa forma,
Dz(∞) =
Nz
N2
DNLMS(∞) (5.124)
e, portanto,
D(∞) ∼= N − Nz
N
DNLMS(∞) +
Nz
N2
DNLMS(∞) (5.125)
∼=
[
1− Nz
N
+
Nz
N2
]
DNLMS(∞).
Assim, conhecendo o nu´mero aproximado de coeficientes da planta
que possuem valor igual ou muito pro´ximo a zero, e´ possı´vel determinar
analiticamente a diferenc¸a entre os desempenhos dos algoritmos V-ℓ0NC e
NLMS em regime permanente. As curvas de aprendizagem (MSD) dos al-
goritmos ℓ0NC e V-ℓ0NC sa˜o comparadas a`s simulac¸o˜es de Monte Carlo no
Exemplo 5.4 (Sec¸a˜o 5.4.8). Ja´ o desempenho do algoritmo ℓ0NC em regime
permanente, para va´rios valores de δℓ0 , e´ avaliado no Exemplo 5.3 (Sec¸a˜o
5.4.8).
150
5.4.6 Suma´rio do modelo do algoritmo V-ℓ0NC
Agora, a partir da modelagem obtida para ℓ0NC e considerando (5.118)
e (5.125), pode-se obter as expresso˜es de modelo do algoritmo V-ℓ0NC, con-
forme suma´rio a seguir:
• Matriz de correlac¸a˜o do vetor de erros nos coeficientes
k′(n + 1) = k′NLMS(n + 1)−
2‖uz(n)‖1
Nz
Bsv k
′
sv(n) +
‖uz(n)‖21
N2z
Bss szo
(5.126)
• Comportamento me´dio do vetor de coeficientes
E[w(n + 1)] ∼= E[wNLMS(n + 1)] (5.127)
• Curva de MSD
D(n + 1) ∼= DNLMS(n + 1)− µ(2− µ)
Nz
‖uz(n)‖21 (5.128)
• MSD em regime permanente
D(∞) ∼=
[
1− Nz
N
+
Nz
N2
]
DNLMS(∞) (5.129)
5.4.7 Especificidades do modelo para o algoritmo VS-ℓ0NC
Comparando-se os algoritmos V-ℓ0NC e VS-ℓ0NC (veja Tabelas 5 e
6, Capı´tulo 3), observa-se que a diferenc¸a ba´sica entre seus equacionamentos
esta´ na substituic¸a˜o do termo sz(n) (algoritmo V-ℓ0NC) por zs(n) (algoritmo
VS-ℓ0NC) nas equac¸o˜es de obtenc¸a˜o de paraˆmetros e de adaptac¸a˜o do ve-
tor de coeficientes. Sendo zk(n) = max[0, (1− β|wk(n)|)] e zsk(n) = sk(n)zk(n),
enta˜o
zs(n) = sz(n)− βΛvsℓ0(n) sz(n) (5.130)
= sz(n)− βwz(n)
onde
Λvsℓ0(n) =


|w0(n)| 0 0
0
. . . 0
0 0 |w(N−1)(n)|

 . (5.131)
151
O vetor wz(n) = Λvsℓ0(n) sz(n) em (5.130) e´ definido aqui como um ve-
tor equivalente a w(n), pore´m, com todos os elementos que representam os
coeficientes significativos iguais a zero.
Considerando que E[sTz (n)wo] = 0, enta˜o z
T
s (n)w(n) = z
T
s (n)v(n),
assim, a partir de (5.130), pode-se obter os seguintes valores esperados a
serem utilizados na modelagem do algoritmo VS-ℓ0NC:
E[zs(n)] = E[sz(n)]− βE[wz(n)] (5.132)
= 0
E[zTs (n)v(n)] = E[s
T
z (n)v(n)]− βE[uTs (n)uz(n)] (5.133)
= ‖uz(n)‖ − βk′z(n)
e
E[zTs (n)zs(n)] = E[s
T
z (n) sz(n)]− 2βE[sTz (n)v(n)] + β2 E[uTs (n)uz(n)]
= Nz − 2β‖uz(n)‖+ β2 k′z(n). (5.134)
5.4.8 Exemplos
Nesta sec¸a˜o, sa˜o apresentados exemplos que mostram a validade dos
modelos propostos para os algoritmos baseados em norma ℓ0. Como no caso
dos algoritmos ℓ1NC, os exemplos aqui discutidos consideram um problema
de identificac¸a˜o de sistema cujas caracterı´sticas sa˜o especificadas na Tabela
18 (veja Sec¸a˜o 5.3.6). Os modelos sa˜o comparados com resultados obtidos
por simulac¸o˜es de Monte Carlo (para 100 realizac¸o˜es independentes).
Exemplo 5.3. Nesse exemplo, o modelo do algoritmo ℓ0NC (com µ = 1)
e´ avaliado para diferentes escolhas de restric¸a˜o de norma ℓ0, considerando
seu MSD em regime permanente para δℓ0 variando entre 0 e 10. Verifica-se,
atrave´s da comparac¸a˜o com simulac¸o˜es de Monte Carlo apresentada na Fi-
gura 50, uma predic¸a˜o bastante consistente do modelo a partir do valor de
δℓ0
∼= 4,3. Por outro lado, para valores de δℓ0 menores do que esse limite,
o desempenho do algoritmo e´ significativamente prejudicado em func¸a˜o da
incapacidade de distinguir coeficientes significativos de menor valor. Como
o modelo na˜o leva em conta o processo de detecc¸a˜o de coeficientes signifi-
cativos ou na˜o significativos, sua curva resultante na˜o acompanha o resultado
das simulac¸o˜es. A partir do modelo, observa-se ainda que o valor o´timo de
δℓ0 (nesse caso igual a 4) corresponde a` norma ℓ0 da planta utilizada.
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Figura 50: Exemplo 5.3. MSD em regime permanente do algoritmo ℓ0NC,
comparando o modelo (linha escura) com simulac¸o˜es de Monte Carlo (linha
clara).
Exemplo 5.4. Aqui, os modelos dos algoritmos NLMS [60], ℓ0NC e V-ℓ0NC
sa˜o mostrados conjuntamente, considerando µ = 1 para todos os algoritmos,
com δℓ0 = 4,3 e β= 15 para ℓ0NC e β= 120 para V-ℓ0NC. A Figura 51 ilus-
tra os resultados referentes ao comportamento me´dio dos coeficientes (consi-
derando apenas os coeficientes significativos), onde observa-se um casamento
perfeito de todos os modelos avaliados. No entanto, existe uma diferenc¸a sig-
nificativa entre o modelo e o resultado de simulac¸a˜o para o algoritmo ℓ0NC,
em especial durante o regime transito´rio. Essa diferenc¸a ocorre porque, no
inı´cio do processo de convergeˆncia, a norma ℓ0 do vetor de coeficientes do
filtro que esta´ sendo adaptado ainda esta´ distante do valor de δℓ0 definido
pelo projetista, em func¸a˜o da identificac¸a˜o ainda imperfeita dos coeficientes
significativos e na˜o significativos, o que dificulta a convergeˆncia inicial dos
coeficientes. Tal comportamento e´ observado tambe´m na curva de MSD, con-
forme ilustrado na Figura 52. Observando ainda os resultados nesta u´ltima
figura, verifica-se que, no caso do algoritmo V-ℓ0NC, existe uma predic¸a˜o sa-
tisfato´ria de seu desempenho, quando compara-se a curva de MSD do modelo
com a simulac¸a˜o de Monte Carlo.
Os valores esperados de λℓ0(n) e λvℓ0(n) tambe´m sa˜o avaliados neste
exemplo, com os resultados ilustrados na Figura 53. Observa-se aqui uma
concordaˆncia muito boa entre os resultados obtidos do modelo e as simulac¸o˜es
para λℓ0(n); no entanto, o mesmo resultado na˜o e´ observado no caso de
λvℓ0(n), principalmente no inı´cio do processo de adaptac¸a˜o. Essa diferenc¸a
esta´ diretamente relacionada a` dificuldade de modelar o comportamento dos
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coeficientes nos instantes iniciais da convergeˆncia, quando os coeficientes na˜o
sa˜o ainda adequadamente identificados como significativos ou na˜o significa-
tivos.
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Figura 51: Exemplo 5.4. Comportamento me´dio dos coeficientes significati-
vos para os algoritmos NLMS, ℓ0NC e V-ℓ0NC.
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Figura 52: Exemplo 5.4. MSD dos algoritmos NLMS, ℓ0NC e V-ℓ0NC.
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Figura 53: Exemplo 5.4. Valores esperados de λℓ0(n) e λvℓ0(n).
5.5 Concluso˜es
Neste capı´tulo, foram desenvolvidos modelos estoca´sticos para os al-
goritmos baseados em restric¸a˜o de norma propostos neste trabalho. Os mo-
delos discutidos utilizam a base teo´rica apresentada para o algoritmo NLMS
[60], sendo desenvolvida uma formulac¸a˜o geral para os algoritmos ℓpNC.
Modelos especı´ficos para os algoritmos baseados nas normas ℓ1 e ℓ0 tambe´m
foram apresentados e avaliados. Atrave´s de exemplos de simulac¸a˜o, e´ possı´vel
verificar que os modelos obtidos sa˜o adequados para o estudo analı´tico dos
algoritmos propostos, destacando-se a modelagem do comportamento dos al-
goritmos em regime permanente. No pro´ximo capı´tulo, os resultados obtidos
para os algoritmos e os modelos propostos sa˜o discutidos com mais detalhes
e as concluso˜es finais sobre este trabalho de pesquisa sa˜o apresentadas.
Capı´tulo 6
Comenta´rios e Concluso˜es Finais
Diversas aplicac¸o˜es de filtragem adaptativa possuem plantas com res-
posta ao impulso esparsa. Os algoritmos adaptativos tradicionais (LMS e
NLMS), por sua vez, na˜o levam em considerac¸a˜o a esparsidade dos siste-
mas a serem identificados, realizando a atualizac¸a˜o dos elementos do vetor
de coeficientes do filtro sem fazer qualquer distinc¸a˜o entre coeficientes signi-
ficativos e na˜o-significativos. Dessa forma, uma linha de pesquisa importante
vem sendo desenvolvida buscando explorar a informac¸a˜o de esparsidade dos
sistemas desconhecidos em benefı´cio do processo adaptativo. Por um lado,
os algoritmos da classe proporcional priorizam na adaptac¸a˜o os componen-
tes mais significativos do vetor de coeficientes, atualizando cada elemento de
forma proporcional a` sua magnitude. Em outra linha de pesquisa, sa˜o uti-
lizadas normas vetoriais que identificam o grau de esparsidade do vetor de
coeficientes do filtro (em especial ℓ1 e ℓ0) em estrate´gias de adaptac¸a˜o para
sistemas esparsos. Neste trabalho, foram apresentados estudos sobre novas
estruturas de filtragem adaptativa voltadas a` identificac¸a˜o de sistemas espar-
sos. A proposta e´ baseada em restric¸a˜o de norma vetorial, sendo desenvolvida
uma formulac¸a˜o geral que permite a utilizac¸a˜o de me´tricas vetoriais diferentes
na definic¸a˜o do algoritmo, de acordo com o compromisso entre desempenho
e complexidade desejado. A metodologia proposta, em contraste com ou-
tras abordagens apresentadas na literatura (tais como os algoritmos APL1 e
APWL1), incorpora a restric¸a˜o de norma vetorial simultaneamente a` restric¸a˜o
linear utilizada no algoritmo NLMS. Duas famı´lias de algoritmos baseados
em uma formulac¸a˜o geral foram propostas neste trabalho de pesquisa: os al-
goritmos com restric¸a˜o de norma ℓ1 (ℓ1NC) e os algoritmos com restric¸a˜o
de norma ℓ0 (ℓ0NC). Simulac¸o˜es nume´ricas avaliando o desempenho dos
algoritmos propostos e comparando-os com outros algoritmos apresentados
na literatura foram realizadas. Modelos estoca´sticos para esses algoritmos
tambe´m foram desenvolvidos e avaliados. Os principais resultados obtidos
nas simulac¸o˜es e na modelagem sa˜o discutidos neste capı´tulo.
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6.1 Suma´rio
Este documento de tese de doutorado foi iniciado com uma introduc¸a˜o
sobre filtragem adaptativa e filtragem adaptativa para sistemas esparsos, dis-
correndo brevemente sobre as principais linhas de pesquisa voltadas a` identi-
ficac¸a˜o de sistemas esparsos.
O Capı´tulo 2 apresentou a fundamentac¸a˜o teo´rica que da´ suporte a`
este trabalho de pesquisa, discutindo os processos de estimac¸a˜o e de filtra-
gem adaptativa, como tambe´m fazendo uma breve revisa˜o sobre os principais
algoritmos adaptativos, descritos na literatura, dedicados para a identificac¸a˜o
de sistemas esparsos. Na Sec¸a˜o 2.1, foram destacados alguns aspectos im-
portantes sobre o uso de multiplicadores de Lagrange para soluc¸a˜o de pro-
blemas com restric¸o˜es e, na Sec¸a˜o 2.2, foram apresentadas abordagens dis-
tintas de estimac¸a˜o de sinais, destacando-se as abordagens de estimac¸a˜o pela
minimizac¸a˜o de uma func¸a˜o custo e pela teoria de conjuntos. A Sec¸a˜o 2.3
discutiu alguns aspectos sobre me´tricas vetoriais e esparsidade, considerando
que normas vetoriais sa˜o utilizadas em diversos algoritmos para sistemas es-
parsos, incluindo os algoritmos propostos neste trabalho. Na Sec¸a˜o 2.4, fo-
ram apresentados os principais algoritmos para sistemas esparsos, podendo-
se classifica´-los em treˆs grupos, de acordo com a estrate´gia de adaptac¸a˜o: a)
os algoritmos de adaptac¸a˜o proporcional, como os algoritmos PNLMS [18],
IPNLMS [20] e SPNLMS [45]; b) os algoritmos com penalizac¸a˜o de norma
baseados na minimizac¸a˜o de uma func¸a˜o custo, podendo-se citar os algorit-
mos ZA-NLMS [27], RZA-NLMS [27] e ℓ0-NLMS [31]; e c) os algoritmos
baseados nas projec¸o˜es em esferas de normas, tais como os algoritmos APL1
[30] e APWL1 [30].
O Capı´tulo 3 focou sobre a teoria que fundamenta os algoritmos deri-
vados neste trabalho de pesquisa, apresentando na Sec¸a˜o 3.1 uma formulac¸a˜o
geral baseada na otimizac¸a˜o com restric¸a˜o de norma. Na Sec¸a˜o 3.2, foi desen-
volvida a formulac¸a˜o dos algoritmos ℓ1NC, tendo sido discutida uma versa˜o
V-ℓ1NC onde a restric¸a˜o de norma e´ varia´vel, na˜o exigindo o ajuste desse
paraˆmetro na fase de projeto. Na Sec¸a˜o 3.3, a formulac¸a˜o dos algoritmos
ℓ0NC foi estabelecida. Derivadas dessa formulac¸a˜o, foram tambe´m desenvol-
vidas verso˜es com paraˆmetro de restric¸a˜o de norma varia´vel, a saber: os algo-
ritmos V-ℓ0NC, VS-ℓ0NC e Z-ℓ0NC, sendo este u´ltimo baseado em projec¸o˜es
sequenciais nas superfı´cies de erro a posteriori igual a zero e norma ℓ0.
O Capı´tulo 4 apresentou os resultados de simulac¸a˜o nume´rica dos al-
goritmos propostos, comparando seu desempenho com outros algoritmos de-
dicados a` identificac¸a˜o de sistemas esparsos. As simulac¸o˜es foram realiza-
das em cena´rios distintos, incluindo plantas artificiais (com projeto especı´fico
para ressaltar caracterı´sticas de interesse nos testes) e plantas realı´sticas (mais
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pro´ximas das aplicac¸o˜es pra´ticas), bem como utilizando sinal de entrada gaus-
siano na˜o-correlacionado (branco) e sinal de entrada gaussiano correlacio-
nado (colorido).
No Capı´tulo 5, foram discutidos modelos estoca´sticos para os algo-
ritmos propostos, objetivando o estudo do comportamento me´dio dos algo-
ritmos atrave´s de uma formulac¸a˜o analı´tica, podendo-se predizer melhores
configurac¸o˜es de projeto. Na Sec¸a˜o 5.1, foi discutida a modelagem do algo-
ritmo NLMS, que fundamenta a ana´lise dos algoritmos propostos. Na Sec¸a˜o
5.2, e´ proposto um modelo estoca´stico geral, que servira´ de base a` mode-
lagem dos algoritmos baseados nas normas ℓ1 e ℓ0. A Sec¸a˜o 5.3 tratou da
modelagem especı´fica dos algoritmos ℓ1NC, enquanto na Sec¸a˜o 5.4 foram
desenvolvidos os modelos para os algoritmos ℓ0NC.
6.2 Discussa˜o dos Resultados
Os resultados de simulac¸o˜es, apresentados no Capı´tulo 4, mostraram
que os algoritmos propostos neste trabalho sa˜o bastante eficientes, destacando-
se de outros algoritmos concorrentes em diversos aspectos. Na Sec¸a˜o 4.2.1,
onde o algoritmo V-ℓ1NC e´ comparado com outros algoritmos baseados na
norma ℓ1, observou-se uma clara vantagem desse algoritmo em relac¸a˜o aos
demais, principalmente quando o grau de esparsidade da planta e´ mais ele-
vado. O algoritmo V-ℓ1NC mostrou tambe´m bastante robustez a` mudanc¸a de
esparsidade (veja Sec¸a˜o 4.2.2) pelo fato de possuir um paraˆmetro varia´vel de
restric¸a˜o de norma, o que na˜o ocorre com os algoritmos APL1 e APWL1.
Ja´ na avaliac¸a˜o dos algoritmos em um cena´rio em que os coeficientes na˜o-
significativos da planta sa˜o diferentes de zero (veja Sec¸a˜o 4.2.3), observou-se
que o algoritmo V-ℓ1NC e´ o que apresenta melhor desempenho, sendo pouco
afetado com a adic¸a˜o de ruı´do a` planta. Adicionando-se a essas qualidades,
a baixa complexidade computacional (principalmente em comparac¸a˜o com
o algoritmo APL1) e a facilidade de projeto (sendo necessa´rio o ajuste ape-
nas do passo de adaptac¸a˜o), o algoritmo V-ℓ1NC mostrou ser interessante em
aplicac¸o˜es pra´ticas para plantas exibindo alto grau de esparsidade em que a
simplicidade de implantac¸a˜o e´ uma exigeˆncia.
Os algoritmos baseados na norma ℓ0 (V-ℓ0NC, VS-ℓ0NC e Z-ℓ0NC),
por sua vez, apresentaram melhor desempenho em comparac¸a˜o com o algo-
ritmo V-ℓ1NC, como se pode observar nas Sec¸o˜es 4.2.2 [veja Figura 38] e
4.2.3 [veja Figura 40(a)]. No entanto, esses algoritmos sa˜o mais sensı´veis
a`s variac¸o˜es dos valores de coeficientes na˜o-significativos da planta a ser
identificada, ja´ que possuem a caracterı´stica de forc¸ar os coeficientes na˜o-
significativos do filtro adaptativo para zero (veja Sec¸a˜o 4.2.3). Por outro lado,
158
comparando-os com outros algoritmos voltados para sistemas esparsos, os
algoritmos V-ℓ0NC, VS-ℓ0NC e Z-ℓ0NC exibiram resultados muito signifi-
cativos, tanto no que se refere ao desempenho na adaptac¸a˜o quanto a` sua
sensibilidade a mudanc¸as de esparsidade. Na Sec¸a˜o 4.2.2, pode-se verificar
sua grande vantagem em relac¸a˜o aos algoritmos APL1 e APWL1 no que se
refere a` sensibilidade a mudanc¸a de esparsidade, como e´ ilustrado na Figura
38, sendo seu desempenho semelhante ao de outros algoritmos, como o ℓ0-
NLMS. Na comparac¸a˜o utilizando plantas mais realı´sticas (veja Sec¸a˜o 4.2.4),
os algoritmos propostos baseados na norma ℓ0 tambe´m mostraram resultados
bastante significativos. No caso do Exemplo 4.7, utilizando planta de menor
grau de esparsidade e sinal de entrada gaussiano colorido (veja Figura 45),
os algoritmos V-ℓ0NC, VS-ℓ0NC e Z-ℓ0NC se destacaram dos demais, com
resultados muito superiores.
Sendo assim, os algoritmos adaptativos baseados em projec¸o˜es com
restric¸a˜o de norma, apresentados neste trabalho, mostraram-se via´veis e bas-
tante eficientes, podendo-se destacar caracterı´sticas especı´ficas para cada al-
goritmo. O algoritmo V-ℓ1NC possui custo computacional bastante pro´ximo
ao do algoritmo NLMS, e´ de fa´cil ajuste na etapa de projeto e pouco sensı´vel
a` mudanc¸a de esparsidade e de variac¸o˜es dos valores de coeficientes na˜o sig-
nificativos, sendo bastante interessante em aplicac¸o˜es que exigem robustez e
simplicidade. Ja´ o algoritmo V-ℓ0NC apresentou destacado desempenho em
todas as avaliac¸o˜es, sempre utilizando passos de adaptac¸a˜o iguais e unita´rios
(µ1 = µ2 = µ3 = 1), mostrando-se um algoritmo de fa´cil ajuste e de desempe-
nho superior a muitos algoritmos dedicados a sistemas esparsos, em especial
quando utilizado sinal de entrada correlacionado. O algoritmo VS-ℓ0NC, por
sua vez, mesmo utilizando passos de adaptac¸a˜o diferentes (µ1 6= µ2 6= µ3)
em alguns casos, exibiu resultados ligeiramente melhores do que os demais
algoritmos baseados em norma ℓ0 para quase todos os exemplos apresenta-
dos. Por fim, o algoritmo Z-ℓ0NC, que mostrou resultados semelhantes aos
demais algoritmos da famı´lia ℓ0NC, destacou-se por apresentar o menor custo
computacional de todos os algoritmos dedicados a sistemas esparsos aqui es-
tudados.
Resultados muito bons tambe´m foram verificados na modelagem dos
algoritmos propostos, desenvolvida no Capı´tulo 5, destacando-se a estreita
relac¸a˜o entre os algoritmos propostos e o algoritmo NLMS, observada nas
equac¸o˜es de modelo obtidas. Como se poˆde constatar atrave´s dos exemplos
apresentados na Sec¸a˜o 5.3.6, os modelos desenvolvidos para os algoritmos
ℓ1NC conseguem predizer muito bem o comportamento desses algoritmos.
Avaliado para a variac¸a˜o de δℓ1 (veja Exemplo 5.1), o modelo do algoritmo
com paraˆmetro de restric¸a˜o de norma fixo estimou de forma muito precisa seu
desempenho em regime permanente, identificando claramente o valor o´timo
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a ser obtido para esse paraˆmetro. Para os algoritmos ℓ0NC, o modelo ape-
nas na˜o foi capaz de predizer precisamente o comportamento dos algoritmos
nas iterac¸o˜es iniciais do processo adaptativo, pois, nessa etapa, ainda na˜o
e´ possı´vel identificar quais coeficientes do filtro sera˜o significativos e quais
sera˜o na˜o-significativos (veja Exemplos da Sec¸a˜o 5.4.8). Pelo mesmo motivo,
a modelagem do comportamento do algoritmo ℓ0NC em regime permanente
na˜o e´ muito precisa para toda a faixa de valores de δℓ0 (veja Exemplo 5.3). Por
outro lado, a ana´lise em regime permanente do algoritmo V-ℓ0NCmostrou-se
bastante precisa (veja Exemplo 5.4) e de fa´cil obtenc¸a˜o, atrave´s de uma ex-
pressa˜o analı´tica simples e elegante (5.129) derivada do modelo do algoritmo
NLMS.
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6.3 Trabalhos publicados
Os resultados obtidos neste trabalho de pesquisa deram origem a 2
artigos cientı´ficos, sendo que outros 2 esta˜o em fase de desenvolvimento. Os
artigos publicados sa˜o:
• E. Beck, E. L. O. Batista, and R. Seara, “Norm-constrained adaptive al-
gorithms for sparse system identification based on projections onto in-
tersections of hyperplanes,” Signal Processing, vol. 118, pp. 259–271,
Jan. 2016.
• E. Beck, E. L. O. Batista e R. Seara, “Um novo algoritmo adaptativo
baseado em projec¸o˜es com restric¸a˜o de norma ℓ0,” in Anais do XXXIII
Simpo´sio Brasileiro de Telecomunicac¸o˜es (SBrT), Juiz de Fora, MG,
Brasil, Set. 2015, pp. 648-652.
6.4 Sugesto˜es para trabalhos futuros
Para a continuidade do presente trabalho, sa˜o propostos os seguintes
to´picos de pesquisa complementares:
• Formular estrate´gias de aprimoramento de projeto dos algoritmos ℓ0NC
em que o paraˆmetro de limiar β seja obtido em func¸a˜o de informac¸o˜es
conhecidas sobre o sistema a ser identificado ou atrave´s de me´todos
adaptativos.
• Aprimorar a modelagem dos algoritmos ℓ0NC de forma a melhorar a
predic¸a˜o do comportamento dos coeficientes na˜o-significativos em todo
o processo de adaptac¸a˜o.
• Desenvolver novas formulac¸o˜es de algoritmos com restric¸a˜o de norma,
utilizando outras me´tricas de esparsidade, especialmente com norma
ℓp dentro do intervalo 0 < p < 1, tendo como base a formulac¸a˜o geral
descrita na Sec¸a˜o 3.1.
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