Abstract. In multi-objective decision proplems many values must be assigned, such as the importance of the different objective and the values of the alternatives with respect to subjective objective.In this paper we propose a new construct method of multi-objective decision functions based on genetic programming algorithm, which produces more stable decision functions than the AHP arithmetic mean used ones. The theoretical expectations are validated by case studies.
Introduction
There are four objectives to solve multi-objective decision-making problems: (1) deleting the poor feasible program; (2) choosing many best options; (3) arranging the feasible programs; (4) choosing and arranging the integrated goals. The programs of deletion and choice are the most important in these programs.
In this paper, we will introduce into an overall stable index in the scope of (0, 1), and use it to measure the stability of the solution. If the index is 1, then the solution is stable. When the value of the index is closer to 1, the solution is more stable. The overall stable index is the local stable function. The overall stable index is 1 only when all the local stable indexes are 1. The function may be the average with the power  ,
, or the other average. The literature [5] lists the local stable indexes, and in our paper we put forward that the solution should be penalized when its local stable index is 0 or close to 0. If one stable index is 0, then the value of the overall stability is 0. There are two means of the average power to satisfy the condition. They are the mean (minimal function) of power  when   a , and the mean ( geometric mean) of power  when 0  a . In this paper, we hope to punish the solution of the average stable index which is close to 0. So we choose the geometric mean.
Multi-objective Decision-making Problem
Define 1: In a multi-objective decision-making problem, there are n kinds of feasible programs, A 1 ,…,A n , which is arranged by the weights In the table, a ij >0 denotes the utility value of the i-th rule and the j-th feasible program. If the utility value of the feasible program with different objective is not developed with a range of scales, the different objective may cause the different solution. How to develop this scale is not clear. There are many multi-objective decision-making methods using scaling, and the characteristics of a rule could give an appropriate tips of scale. In this paper, the scale is based on the utility function similar to the function of Promethee [2] . We maybe use other scale, and use the scale only to simple the problem. If the value of xj is larger, then the i-th rule is instead by
If the value of xj is smaller, then i-th rule is instead by
The utility value of the feasible program of different rule is designated in the scale [1] [2] [3] [4] [5] [6] [7] [8] [9] range by this way. If the utility value is larger, then the minimal value of the rule To enable the decision-making function has a practical solution, this function should satisfy some natural conditions, which is the axiom of the decision-making function (as follow the define 2).
Define 2:
If the axiom is true, the function,
, is a decision-making function.
Axiom A1: For example, the arithmetic mean is adopted in the AHP, ( 1   ). When a subjective value is applied in multi-objective decision-making, the choice of a decision-making function of a stable solution is particularly important. 
Sensitivity with Respect to Alternatives
In the sensitivity with respect to the feasible programs, when i,j  {1,2,…n}, the utility value of the i-th rule and the j-th feasible program will be in the range of ] , [ 
GP Algorithm Theory
How to find the most stable decision-making function of any given multi-objective is, in fact, the regression problem of function, i.e., how to find the stable sort of the feasible programs which could meet the axiom of the decision-making function, which is introduced previously, and a given multi-objective decision-making problem. Genetic programming is suit to resolve the precise structure of unknown function. The reason is: (1) genetic programming can produce a full range of space in the program as an evolutionary approach; (2) their individual structure evolves with their connotations; (3) if the appropriate denotation is selected, the solution, which is better than the artificial solution, is found easily. Genetic programming algorithm applies the user-defined functions and reuses the dynamic layering process, which is the expansion of genetic algorithm. As one of the most important features of a GP, the individual of the groups generally use the dynamic tree structure. The node of the tree is composed with terminal set, primitive functions set and operator. GP-searching space is the tree space including a choice function set and the terminal set.
Sensitivity with Respect to Weights
We assume that the weight of different objective is a constant previously. The utility value of the feasible program is assumed to be constant (in the interval of [1, 9] ) on the objective. found.
Experimental Results and Analysis
In the following experiment, we consider to purchase the best TV which has been given prices by 10 different suppliers. The subjective decision-making objective is in ascending order by the importance, we analyze the stability of the utility value of the feasible program. That is a multi-objective decision-making problem with 4 rules and 10 kinds of feasible programs: Assuming the changes in the utility value of the feasible program can reach 10%. In GP system, the set of experimental parameters, which includes control parameters, is shown in Table 1 . Table 2 , each line shows the characteristics of each decision-making function generated by the stability, the tree nodes, the number of generations and the species size according to the GP algorithm. The results showed that the more stable solution may be obtained from the larger species. The result is better when the number of species is 2000, rather than the species is 4000. The best indicators of stability of the decision-making function is
. This shows that a stable solution may be obtained when the average of perturbation drops to 21.6 % perturbation permitted initially. The best structure of the decision-making function is found in Figure 1 . We evaluate each internal node by using the corresponding average of power  of progeny (equal weights), and evaluate each leaf node by using the corresponding utility value of the feasible program. Then the decision-making function can be described as follow:
The solution reached is not very stable through this decision-making function (when the stability is 1 ) (   S , the solution is most stable). There are two solutions in table 3, one solution is in descending order. . Therefore, the conclusion from the evolution of decision-making function tells us purchasing TV using A 1 programs. The conclusion isn't based on aesthetic objective, but more than brand image objective. We can not distinguish between program A 1 and program A 4 through the arithmetic mean the program.
Conclusions and Discussions
This paper presents a novel method to construct multi-objective decision-making function based on genetic program algorithm (GPA). The decision-making function, which is constructed by using the method, has obvious better stability than the decision-making function constructed by the typical AHP (arithmetic mean) method. The method proposed in this paper also is the expansion of AHP method. The experimental results show that: the decision-making function by using the genetic programming algorithms is more stable than the decision-making function by using the arithmetic mean decision-making function.
In this paper, we discuss the decision-making function which only has a single decision-maker. The research on the clustering decision-making function of the group decision-making will be a very interesting. The new research will be further interesting to realize the structured decision-making program of the complex multi-objective group decision-making.
