We present three experiment design and analysis procedures that simultaneously provide indifferencezone selection and multiple-comparison inference for choosing the best among k systems. One procedure is appropriate when the systems are simulated independently; the other two are appropriate in conjunction with common random numbers. All are easy to apply.
INTRODUCTION
In this paper we consider the problem of comparing a small number of systems, say 2 to 20, in terms of the expected value of some stochastic performance measure. We assume that expected performance will be estimated via a simulation experiment. At a gross level we are interested in which system is best, where "best" is defined to be maximum or minimum expected performance.
At a more refined level we may also be interested in how much better the best is relative to each alternative, since secondary criteria not reflected in the performance parameter (such as ease of installation, cost to maintain, etc. ) may tempt us to choose an inferior system if it is not deficient by much.
Since we are estimating expected performance we can neither select the best system nor bound the differences between systems with certainty.
Instead, we present procedures that simultaneously control the error in selecting the best and bounding the differences.
These In this section we establish that MCB intervals and indifference-zone selection can be derived simultaneously from the same experiment.
We begin with a result, due to Hsu (1984) , that establishes sufficient conditions under which MCB intervals can be formed. 
for any values of the true means. 
