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Abstract. This paper deals with quasi-variational inequality problems (QVIs) in a generic
Banach space setting. We provide a theoretical framework for the analysis of such problems which
is based on two key properties: the pseudomonotonicity (in the sense of Brezis) of the variational
operator and a Mosco-type continuity of the feasible set mapping. We show that these assumptions
can be used to establish the existence of solutions and their computability via suitable approximation
techniques. In addition, we provide a practical and easily verifiable sufficient condition for the
Mosco-type continuity property in terms of suitable constraint qualifications.
Based on the theoretical framework, we construct an algorithm of augmented Lagrangian type
which reduces the QVI to a sequence of standard variational inequalities. A full convergence analysis
is provided which includes the existence of solutions of the subproblems as well as the attainment
of feasibility and optimality. Applications and numerical results are included to demonstrate the
practical viability of the method.
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1 Introduction
Let X be a real Banach space with continuous dual X∗, and let F : X → X∗, Φ : X ⇒ X
be given mappings. The purpose of this paper is to analyze the quasi-variational inequality
(QVI) which consists of finding x ∈ X such that
x ∈ Φ(x), 〈F (x), d〉 ≥ 0 ∀d ∈ TΦ(x)(x), (1)
where TΦ(x)(x) is the (Bouligand) tangent cone to Φ(x) at x, see Section 2. If Φ is convex-
valued, i.e., if Φ(x) is convex for all x, then (1) can equivalently be stated as
x ∈ Φ(x), 〈F (x), y − x〉 ≥ 0 ∀y ∈ Φ(x). (2)
The QVI was first defined in [7] and has since become a standard tool for the modeling
of various equilibrium-type scenarios in the natural sciences. The resulting applications
include game theory [25], solid and continuum mechanics [8, 26,43,50], economics [30,31],
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probability theory [41], transportation [13,20,55], biology [24], and stationary problems in
superconductivity, thermoplasticity, or electrostatics [3,27,28,44,53]. For further information,
we refer the reader to the corresponding papers, the monographs [5,43,48], and the references
therein.
Despite the abundant applications of QVIs, there is little in terms of a general theory or
algorithmic approach for these problems, particularly in infinite dimensions. The present
paper is an attempt to fill this gap. Observe that, in most applications, the feasible set
mapping Φ which governs the QVI can be cast into the general framework
Φ(x) = {y ∈ C : G(x, y) ∈ K}, (3)
where C ⊆ X and K ⊆ Y are nonempty closed convex sets, Y is a real Banach space, and
G : X2 → Y a given mapping. One can think of C as the set of “simple” or non-parametric
constraints, whereas G describes the parametric constraints which turn the problem into a
proper QVI. This decomposition is of course not unique.
In this paper, we provide a thorough analysis of QVIs in general and for the specific
case where the feasible set is given by (3). Our analysis is based on two key properties:
the pseudomonotonicity of F (in the sense of Brezis) and a weak sequential continuity of
Φ involving the notion of Mosco convergence (see Section 2). These properties provide a
general framework which includes many application examples, and they can be used to
establish multiple desirable characteristics of QVIs such as the existence of solutions and their
computability via suitable approximation techniques. In addition, we provide a systematic
approach to Karush–Kuhn–Tucker(KKT)-type optimality conditions for QVIs, and give
a sufficient condition for the Mosco-type continuity of Φ in terms of suitable constraint
qualifications. To the best of our knowledge, this is one of the first generic and practically
verifiable sufficient conditions for Mosco convergence in the QVI literature.
After the theoretical investigations, we turn our attention to an algorithmic approach
based on augmented Lagrangian techniques. Recall that the augmented Lagrangian method
(ALM) is one of the standard approaches for the solution of constrained optimization
problems and is contained in almost any textbook on optimization [9,10,19,49]. In recent
years, ALMs have seen a certain resurgence [4,11] in the form of safeguarded methods which
use a slightly different update of the Lagrange multiplier estimate and turn out to have
very strong global convergence properties [11]. A comparison of the classical ALM and
its safeguarded analogue can be found in [35]. Moreover, the safeguarded ALM has been
extended to quasi-variational inequalities in finite dimensions [32,36, 51] and to constrained
optimization problems and variational inequalities in Banach spaces [33,37,38,40].
In the present paper, we will continue these developments and present a variant of the
ALM for QVIs in the general framework described above. Using the decomposition (3) of
the feasible set, we use a combined multiplier-penalty approach to eliminate the parametric
constraint G(x, y) ∈ K and therefore reduce the QVI to a sequence of standard variational
inequalities (VIs) involving the set C. The resulting algorithm generates a primal-dual
sequence with certain asymptotic optimality properties.
The paper is organized as follows. In Section 2, we establish and recall some theoretical
background for the analysis of QVIs, including elements of convex and functional analysis.
Section 3 contains a formal approach to the KKT conditions of the QVI, and we continue
with an existence result for solutions in Section 4. Starting with Section 5, we turn our
attention to the augmented Lagrangian method. After a formal statement of the algorithm,
we continue with a global convergence analysis in Section 6 and a primal-dual convergence
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theory for the nonconvex case in Section 7. We then provide some applications of the
algorithm in Section 8 and conclude with some final remarks in Section 9.
Notation. Throughout this paper, X and Y are always real Banach spaces, and their
duals are denoted by X∗ and Y ∗, respectively. We write →, ⇀, and ⇀∗ for strong, weak,
and weak-∗ convergence, respectively, and denote by BXr the closed r-ball around zero in X
(similarly for Y , etc.). Moreover, partial derivatives are denoted by Dx, Dy, and so on.
2 Preliminaries
We begin with some preliminary definitions. If S is a nonempty closed subset of some space
Z, then S◦ := {ψ ∈ Z∗ : 〈ψ, s〉 ≤ 0 ∀s ∈ S} is the polar cone of S. Moreover, if z ∈ S is a
given point, we denote by
TS(z) :=
{
d ∈ Z : ∃ zk → z, tk ↓ 0 such that zk ∈ S and (zk − z)/tk → d
}
the tangent cone of S in z. If S is additionally convex, we also define the radial and normal
cones
RS(z) :=
{
α(s− z) : α ≥ 0, s ∈ S}, NS(z) := {ψ ∈ Z∗ : 〈ψ, s− z〉 ≤ 0 ∀s ∈ S}.
For convex sets, it is well-known that TS(z) = RS(z) and NS(z) = TS(z)◦ = RS(z)◦ =
(S − z)◦. Clearly, if Z is a Hilbert space, we may treat NS(z) and other polars of sets in Z
as subsets of Z instead of Z∗.
Throughout this paper, we will also need various notions of continuity.
Definition 2.1. Let X,Y be Banach spaces and T : X → Y an operator. We say that T is
(a) bounded if it maps bounded sets to bounded sets;
(b) weakly sequentially continuous if xk ⇀ x implies T (xk) ⇀ T (x);
(c) weak-∗ sequentially continuous if Y = W ∗ for some Banach space W , and xk ⇀ x
implies T (xk) ⇀∗ T (x) in W ∗;
(d) completely continuous if xk ⇀ x implies T (xk)→ T (x).
Clearly, complete continuity implies ordinary continuity as well as weak sequential
continuity. Moreover, the latter implies weak-∗ sequential continuity.
2.1 Weak Topologies and Mosco convergence
For the treatment of the space X, we will need some topological concepts from Banach space
theory. The weak topology on X is defined as the weakest (coarsest) topology for which all
f ∈ X∗ are continuous [17]. Accordingly, we call a set weakly closed (open, compact) if it is
closed (open, compact) in the weak topology. Note that the notion of convergence induced
by the weak topology is precisely that of weak convergence [54].
In many cases, e.g., when applying results from the literature which are formulated in
a topological framework, it is desirable to use sequential notions of closedness, continuity,
etc. instead of their topological counterparts. For instance, in the special case of the weak
topology, it is well-known that every weakly closed set is weakly sequentially closed, but the
converse is not true in general [6].
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A possible remedy to this situation is to define a slightly different topology, which we
call the weak sequential topology on X. This is the topology induced by weak convergence;
more precisely, a set is called open in this topology if its complement is weakly sequentially
closed. It is easy to see that this induces a topology (see [12, 21]). Moreover, since every
weakly closed set is weakly sequentially closed, the weak sequential topology is finer than
the weak topology, and like the latter [17, Prop. 3.3] it is also a Hausdorff topology. We will
make use of the weak sequential topology in Section 3.
For the analysis of the QVI (1), we will inevitably need certain continuity properties of
the set-valued map Φ : X ⇒ X. Since we are dealing with a possibly infinite-dimensional
space X, these properties should take into account the weak (sequential) topology on X.
An important notion in this context is that of Mosco convergence.
Definition 2.2 (Mosco convergence). Let S and Sk, k ∈ N, be subsets of X. We say that
{Sk} Mosco converges to S, and write Sk M−→S, if
(i) for every y ∈ S, there is a sequence yk ∈ Sk such that yk → y, and
(ii) whenever yk ∈ Sk for all k and y is a weak limit point of {yk}, then y ∈ S.
The concept of Mosco convergence plays a key role in multiple aspects of the analysis of
QVIs such as existence [44, 48], approximation [45], or the convergence of algorithms [27]. It
is typically used as part of a continuity property of the mapping Φ.
Definition 2.3 (Weak Mosco-continuity). Let Φ : X ⇒ X be a set-valued mapping and
x ∈ X. We say that Φ is weakly Mosco-continuous in x if xk ⇀ x implies Φ(xk) M−→Φ(x). If
this holds for every x ∈ X, we simply say that Φ is weakly Mosco-continuous.
The two conditions defining weak Mosco-continuity are occasionally referred to as
complete inner and weak outer semicontinuity. Observe moreover that, if Φ is weakly
Mosco-continuous, then Φ(x) is weakly closed for all x ∈ X.
Note that we will give a sufficient condition for the weak Mosco-continuity of the feasible
set mapping in terms of certain constraint qualifications in Section 3.
2.2 Pseudomonotone Operators
The purpose of this section is to discuss the concept of pseudomonotone operators in the
sense of Brezis [16], see also [52,60]. Note that there is another property in the literature,
introduced by Karamardian [39], which is also sometimes referred to as pseudomonotonicity.
We stress that the two concepts are distinct and that, throughout the remainder of this
paper, pseudomonotonicity will always refer to the property below.
Definition 2.4 (Pseudomonotonicity). We say that an operator T : X → X∗ is pseudomono-
tone if, for every sequence {xk} ⊆ X such that xk ⇀ x ∈ X and lim supk→∞〈T (xk), xk−x〉 ≤
0, we have 〈T (x), x− y〉 ≤ lim infk→∞〈T (xk), xk − y〉 for all y ∈ X.
Despite its peculiar appearance, pseudomonotone operators will prove immensely useful
because they provide a unified approach to monotone and nonmonotone operators. It should
be noted that, despite its name suggesting otherwise, pseudomonotonicity can also be viewed
as a rather weak kind of continuity. In fact, many operators are pseudomonotone simply by
virtue of satisfying certain continuity properties. Some important examples are summarized
in the following lemma.
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Lemma 2.5 (Sufficient conditions for pseudomonotonicity). Let X be a Banach space and
T,U : X → X∗ given operators. Then:
(a) If T is monotone and continuous, then T is pseudomonotone.
(b) If T is completely continuous, then T is pseudomonotone.
(c) If T is continuous and dim(X) < +∞, then T is pseudomonotone.
(d) If T and U are pseudomonotone, then T + U is pseudomonotone.
Proof. This is essentially [60, Prop. 27.6]. Note that [60] defines pseudomonotonicity only
on reflexive Banach spaces, but this property is not used in the proof of the result.
It follows from the lemma above that, in particular, every continuous operator T : X →
X∗ on a finite-dimensional space X is pseudomonotone, even if it is not monotone.
The following result shows that bounded pseudomonotone operators automatically enjoy
some kind of continuity. Note that the result generalizes [60, Prop. 27.7(b)] since we do not
assume the reflexivity of X.
Lemma 2.6. Let F : X → X∗ be a bounded pseudomonotone operator. Then F is
demicontinuous, i.e., it maps strongly convergent sequences to weak-∗ convergent sequences.
In particular, if dim(X) < +∞, then F is continuous.
Proof. Let {xk} ⊆ X be a sequence with xk → x for some x ∈ X. Observe that {F (xk)} is
bounded in X∗ and hence∣∣〈F (xk), xk − x〉∣∣ ≤ ‖F (xk)‖X∗‖xk − x‖X → 0.
Thus, by pseudomonotonicity, we obtain
〈F (x), x− y〉 ≤ lim inf
k→∞
〈
F (xk), xk − y〉 = lim inf
k→∞
〈
F (xk), x− y〉 (4)
for all y ∈ X, where we used the boundedness of {F (xk)} and the fact that xk → x. Inserting
y˜ := 2x− y for an arbitrary y ∈ X, we also obtain
〈F (x), y − x〉 = 〈F (x), x− y˜〉 ≤ lim inf
k→∞
〈
F (xk), xk − y˜〉 = lim inf
k→∞
〈
F (xk), y − x〉, (5)
where the last equality uses the fact that {F (xk)} is bounded and that xk− y˜ = y−x+ o(1).
Putting (4) and (5) together, it follows that 〈F (xk), x− y〉 → 〈F (x), x− y〉 for all y ∈ X.
This implies F (xk) ⇀∗ F (x), and the proof is done.
In the context of QVIs, the pseudomonotonicity of the mapping F plays a key role since
it ensures, together with the weak Mosco-continuity of Φ, that weak limit points of sequences
of approximate solutions of the QVI are exact solutions.
Proposition 2.7. Let F be a bounded pseudomonotone operator and let Φ be weakly Mosco-
continuous. Assume that {xk} ⊆ X converges weakly to x¯, that x¯ ∈ Φ(x¯), and that there are
null sequences {δk}, {εk} ⊆ R (possibly negative) such that
〈F (xk), y − xk〉 ≥ δk + εk‖y − xk‖X ∀y ∈ Φ(xk) (6)
for all k. Then x¯ is a solution of the QVI.
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Proof. By Mosco-continuity, there is a sequence x¯k ∈ Φ(xk) such that x¯k → x¯. Insert-
ing x¯k into (6) yields lim infk→∞〈F (xk), x¯k − xk〉 ≥ 0 and, since {F (xk)} is bounded,
lim infk→∞〈F (xk), x¯− xk〉 ≥ 0. The pseudomonotonicity of F therefore implies that
〈F (x¯), y − x¯〉 ≥ lim sup
k→∞
〈
F (xk), y − xk〉 for all y ∈ X. (7)
To show that x¯ solves the QVI, let y ∈ Φ(x¯). Using the Mosco-continuity of Φ, we obtain
a sequence yk ∈ Φ(xk) such that yk → y. By (6), we have lim infk→∞〈F (xk), yk − xk〉 ≥ 0,
hence lim infk→∞〈F (xk), y − xk〉 ≥ 0, and (7) implies that 〈F (x¯), y − x¯〉 ≥ 0.
The above result will play a key role in our subsequent analysis. Note that the assumption
(6) can be relaxed; in fact, we only need the right-hand side to converge to zero whenever
yk ∈ Φ(xk) and {yk} remains bounded. However, for our purposes, the formulation in (6) is
sufficient.
Let us also remark that, if Φ(x) ≡ Φ is constant, then the Mosco-continuity in Proposi-
tion 2.7 is satisfied trivially and we obtain a stability result under pseudomonotonicity alone.
In this case, it is easy to see that the boundedness of F can be omitted.
2.3 Convexity of the Feasible Set Mapping
As mentioned in the introduction, an important distinction in the context of QVIs is whether
the feasible sets Φ(x), x ∈ X, are convex or not. This question is particularly important if
the feasible set has the form (3), since we need to clarify which requirements on the mapping
G are sufficient for the convexity of Φ(x). Ideally, these conditions should be easy and also
yield some useful analytical properties.
Assume for the moment that K is a closed convex cone. Then K induces an order
relation, y ≤K z if and only if z − y ∈ K, and K itself can be regarded as the nonnegative
cone with respect to ≤K . Hence, it is natural to assume that the mapping G is concave with
respect to this ordering.
If K is not a cone, then the appropriate order relation turns out to be induced by the
recession cone K∞ := {y ∈ Y : y +K ⊆ K}. Note that K∞ is always a nonempty closed
convex cone [15] and therefore induces an order relation as outlined above.
Definition 2.8 (K∞-concavity). We say that G is K∞-concave with respect to y if the
mapping G(x, ·) is concave with respect to the order relation induced by K∞, or equivalently
G(x, (1− α)y1 + αy2)− (1− α)G(x, y1)− αG(x, y2) ∈ K∞
for all x, y1, y2 ∈ X and α ∈ [0, 1].
Some important consequences of K∞-concavity are formulated in the following lemma.
A proof can be found in [37, Lem. 2.1] for the case where Y is a Hilbert space, and the
general case is completely analogous.
Lemma 2.9 (Properties of K∞-concavity). Let G be K∞-concave with respect to y, and let
x ∈ X. Then (i) the function y 7→ 〈λ,G(x, y)〉 is convex for all λ ∈ K◦∞, (ii) the function
y 7→ dK(G(x, y)) is convex, and (iii) the set Φ(x) is convex.
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3 Regularity and Optimality Conditions
The purpose of this section is to provide a formal approach to first-order optimality conditions
involving Lagrange multipliers for the QVI. As commonly done in the context of QVIs, we
say that a point x ∈ X is feasible if x ∈ Φ(x).
The key observation for the first-order optimality conditions is the following: a point x¯
solves the QVI if and only if d¯ := 0 minimizes the function d 7→ 〈F (x¯), d〉 over d ∈ TΦ(x¯)(x¯).
Under a suitable constraint qualification (see below), one can show that TΦ(x¯)(x¯) = {d ∈
TC(x¯) : DyG(x¯, x¯)d ∈ TK(G(x¯, x¯))}. Hence, this problem reduces to
min 〈F (x¯), d〉 s.t. d ∈ TC(x¯), DyG(x¯, x¯)d ∈ TK(G(x¯, x¯)). (8)
The KKT system of the QVI is now obtained by applying the standard theory of KKT
conditions to this optimization problem in d¯ = 0. This motivates the definition
L : X × Y ∗ → X∗, L(x, λ) := F (x) +DyG(x, x)∗λ, (9)
as the Lagrange function of the QVI. The corresponding first-order optimality conditions
are given as follows.
Definition 3.1 (KKT Conditions). A tuple (x¯, λ¯) ∈ X × Y ∗ is a KKT point of (1), (3), if
− L(x¯, λ¯) ∈ NC(x¯) and λ¯ ∈ NK(G(x¯, x¯)). (10)
We call x¯ a stationary point if (x¯, λ¯) is a KKT point for some multiplier λ¯ ∈ Y ∗, and denote
by Λ(x¯) ⊆ Y ∗ the set of such multipliers.
As mentioned before, a constraint qualification is necessary to obtain the assertion that
every solution of the QVI admits a Lagrange multiplier. To this end, we apply the standard
Robinson constraint qualification to (8).
Definition 3.2 (Robinson constraint qualification). Let x ∈ X be an arbitrary point. We
say that x satisfies
(i) the extended Robinson constraint qualification (ERCQ) if
0 ∈ int[G(x, x) +DyG(x, x)(C − x)−K]. (11)
(ii) the Robinson constraint qualification (RCQ) if x is feasible and satisfies (11).
For nonlinear programming-type constraints, RCQ reduces to the Mangasarian–Fromovitz
constraint qualification (MFCQ), see [15, p. 71]. The extended RCQ is similar to the so-called
extended MFCQ which generalizes MFCQ to (possibly) infeasible points.
The connection between the QVI and its KKT conditions is much stronger than it is for
optimization problems. The reason behind this is that, in a way, the QVI itself is already a
problem formulation tailored towards “first-order optimality”.
Proposition 3.3. If (x¯, λ¯) is a KKT point, then x¯ is a solution of the QVI. Conversely, if
x¯ is a solution of the QVI and RCQ holds in x¯, then there exists a multiplier λ¯ ∈ Y ∗ such
that (x¯, λ¯) is a KKT point, and the corresponding multiplier set is bounded.
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Proof. Throughout the proof, let G(x, y) := (y,G(x, y)) and K := C ×K, so that
Φ(x) = {y ∈ C : G(x, y) ∈ K} = {y ∈ X : G(x, y) ∈ K} for all x ∈ X. (12)
An easy calculation shows that the KKT conditions remain invariant under this reformulation
of the constraint system. By [15, Lem. 2.100], the same holds for RCQ.
Now, let (x¯, λ¯) be a KKT point of the QVI. Using (12) and [37, Thm. 2.4], it follows
that x¯ is a solution of the variational inequality x¯ ∈ S, 〈F (x¯), d〉 ≥ 0 for all d ∈ TS(x¯), where
S := Φ(x¯) is considered fixed. But this means that x¯ solves the QVI.
Conversely, if x¯ solves the QVI and RCQ holds in x¯, then (12) and [15, Cor. 2.91] imply
that TΦ(x¯)(x¯) = {d ∈ TC(x¯) : DyG(x¯, x¯)d ∈ TK(G(x¯, x¯))}, so that x¯ is a solution of (8). The
(ordinary) Robinson constraint qualification [15, Def. 2.86] for this problem takes on the
form
0 ∈ int[DyG(x¯, x¯)TC(x¯)− TK(G(x¯, x¯))].
Since C − x¯ ⊆ TC(x¯) and K −G(x¯, x¯) ⊆ TK(G(x¯, x¯)), this condition is implied by (11). The
result now follows by applying a standard KKT theorem to (8), such as [15, Thm. 3.9].
We now turn to another consequence of RCQ which is a certain metric regularity of
the feasible set(s). This property can also be used to deduce the weak Mosco-continuity of
Φ (see Corollary 3.5). The main idea is that, given some reference point x¯, we can view
the parameter x in the feasible set mapping Φ(x) as a perturbation parameter and use the
following result from perturbation theory.
Lemma 3.4. Let x¯ ∈ X and y¯ ∈ Φ(x¯). Assume that G and DyG are continuous on U ×X,
where U is the space X equipped with an arbitrary topology, and that
0 ∈ int[G(x¯, y¯) +DyG(x¯, y¯)(C − y¯)−K].
Then there are c > 0 and a neighborhood N of (x¯, y¯) in U ×X such that dist(y,Φ(x)) ≤
cdist(G(x, y),K) for all (x, y) ∈ N with y ∈ C.
Proof. Similar to above, let G : U ×X → X × Y be the mapping G(x, y) := (y,G(x, y)),
and define the set K := C ×K. Observe that G is Fre´chet-differentiable with respect to y,
that both G and DyG are continuous on U ×X, and that Φ(x) = {y ∈ X : G(x, y) ∈ K}
for all x ∈ X. By [15, Lem. 2.100], we have 0 ∈ int[G(x¯, y¯) + DyG(x¯, y¯)X − K]. Hence,
by [15, Thm. 2.87], there are c > 0 and a neighborhood N of (x¯, y¯) in U ×X such that
dist
(
y,Φ(x)
) ≤ cdist(G(x, y),K)
for all (x, y) ∈ N . Clearly, if y ∈ C, then dist(G(x, y),K) = dist(G(x, y),K).
As mentioned before, we can use Lemma 3.4 to prove the weak Mosco-continuity of Φ.
To this end, we only need to apply the lemma in the special case where U is the space X
equipped with the weak sequential topology.
Corollary 3.5. Let Φ(x) = {y ∈ C : G(x, y) ∈ K} and let x¯ be a feasible point. Assume
that G is K∞-concave with respect to y, that G and DyG satisfy the continuity property
xk ⇀ x, yk → y =⇒ G(xk, yk)→ G(x, y), DyG(xk, yk)→ DyG(x, y)
for all x, y ∈ X, and that RCQ holds in x¯. Then Φ is weakly Mosco-continuous in x¯.
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Proof. Let xk ⇀ x¯ and yk ∈ Φ(xk), yk ⇀ y¯. Then {yk} ⊆ C, which implies y¯ ∈ C. Moreover,
G(xk, yk) ∈ K for all k, which implies G(x¯, y¯) ∈ K and y¯ ∈ Φ(x¯).
For the inner semicontinuity, let xk ⇀ x¯ and y¯ ∈ Φ(x¯). As in the proof of Proposition 3.3,
we may assume that C = X. By assumption, the constraint system y ∈ C, G(x¯, y) ∈ K
satisfies the (ordinary) RCQ in x¯; thus, by convexity, this constraint system satisfies RCQ
in every y ∈ Φ(x¯) (see, e.g., [15, Theorems 2.83 and 2.104]), in particular for y := y¯. Now,
let U denote the space X equipped with the weak sequential topology. Then G and DyG
are continuous on U ×X. By Lemma 3.4, there exists c > 0 such that
dist
(
y¯,Φ(xk)
) ≤ cdist(G(xk, y¯),K)
for k ∈ N sufficiently large. Since G(xk, y¯) → G(x¯, y¯) ∈ K by assumption, it follows that
the right-hand side converges to zero as k →∞. Hence, we can choose points yk ∈ Φ(xk)
with ‖yk − y¯‖X → 0. This completes the proof.
4 An Existence Result for QVIs
The existence of solutions to QVIs is a rather delicate topic. Many results, especially for
infinite-dimensional problems, either deal with specific problem settings [2, 44] or consider
general QVIs under rather long lists of assumptions, often including monotonicity [5, 23, 48].
Two interesting exceptions are the papers [42,56], which deal with quite general classes of
QVIs and prove existence results under suitable compactness and continuity assumptions.
However, the results contained in these papers actually require the complete continuity of
the mapping F . This is a very restrictive assumption which cannot be expected to hold in
many applications; for instance, it does not even hold if X is a Hilbert space and F (x) = x.
An analogous comment applies if F involves additional summands, e.g., if F arises from
the derivative of an optimal control-type objective function with a Tikhonov regularization
parameter.
In this paper, we pursue a different approach which is based on a combination of the weak
Mosco-continuity from Section 2.1 and the Brezis-type pseudomonotonicity from Section 2.2.
A particularly intuitive idea is given by Proposition 2.7, which suggests that we can tackle
the QVI by solving a sequence of approximating problems and then using a suitable limiting
argument to obtain a solution of the problem of interest. For the precise implementation of
this idea, we will need some auxiliary results.
The first result we need is a slight modification of an existence theorem of Brezis,
Nirenberg, and Stampacchia for VI-type equilibrium problems, see [18, Thm. 1]. Note that
the result in [18] is formulated in a rather general setting and uses filters instead of sequences;
however, when applied to the Banach space setting, one can dispense with filters by using,
for instance, Day’s lemma [46, Lem. 2.8.5]. We shall not demonstrate the resulting proof
here, mainly for the sake of brevity and since it is basically identical to that given in [18].
The interested reader will also find the complete proof in the dissertation [57].
Proposition 4.1 (Brezis–Nirenberg–Stampacchia). Let A ⊆ X be a nonempty, convex,
weakly compact set, and Ψ : A×A→ R a mapping such that
(i) Ψ(x, x) ≤ 0 for all x ∈ A,
(ii) for every x ∈ A, the function Ψ(x, ·) is (quasi-)concave,
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(iii) for every y ∈ A and every finite-dimensional subspace L of X, the function Ψ(·, y) is
lower semicontinuous on A ∩ L, and
(iv) whenever x, y ∈ A, {xk} ⊆ A converges weakly to x, and Ψ(xk, (1− t)x+ ty) ≤ 0 for
all t ∈ [0, 1] and k ∈ N, then Ψ(x, y) ≤ 0.
Then there exists xˆ ∈ A such that Ψ(xˆ, y) ≤ 0 for all y ∈ A.
We will mainly need Proposition 4.1 to obtain the existence of solutions to the approx-
imating problems in our existence result for QVIs. For this purpose, it will be useful to
present a slightly more tangible corollary of the result.
Corollary 4.2. Let A ⊆ X be a nonempty, convex, weakly compact set, F : X → X∗ a
bounded pseudomonotone operator, and ϕ : A2 → R a mapping such that
(i) ϕ(x, x) = 0 for all x ∈ A,
(ii) for every x ∈ A, the function ϕ(x, ·) is concave, and
(iii) for every y ∈ A, the function ϕ(·, y) is weakly sequentially lsc.
Then there exists xˆ ∈ A such that 〈F (xˆ), xˆ− y〉+ ϕ(xˆ, y) ≤ 0 for all y ∈ A.
Proof. We claim that the mapping Ψ : A2 → R, Ψ(x, y) := 〈F (x), x−y〉+ϕ(x, y), satisfies the
assumption of Proposition 4.1. Clearly, Ψ(x, x) ≤ 0 for every x ∈ A, and Ψ is (quasi-)concave
with respect to the second argument. Moreover, by the properties of pseudomonotone
operators (Lemma 2.6), Ψ is lower semicontinuous with respect to the first argument on
A ∩ L for any finite-dimensional subspace L of X. Finally, let x, y ∈ A, let {xk} ⊆ A be a
sequence converging weakly to x, and assume that
Ψ(xk, (1− t)x+ ty) ≤ 0 ∀t ∈ [0, 1], ∀k ∈ N. (13)
We need to show that Ψ(x, y) ≤ 0. By (13), we have in particular that Ψ(xk, x) ≤ 0 and
Ψ(xk, y) ≤ 0 for all k. The first of these conditions implies that
0 ≥ lim sup
k→∞
Ψ(xk, x) ≥ lim sup
k→∞
〈
F (xk), xk − x〉+ lim inf
k→∞
ϕ(xk, x)
≥ lim sup
k→∞
〈
F (xk), xk − x〉,
where we used the weak sequential lower semicontinuity of ϕ with respect to x and the fact
that ϕ(x, x) = 0. Hence, by the pseudomonotonicity of F , we obtain
Ψ(x, y) = 〈F (x), x− y〉+ ϕ(x, y)
≤ lim inf
k→∞
[〈
F (xk), xk − y〉+ ϕ(xk, y)] = lim inf
k→∞
Ψ(xk, y) ≤ 0.
Therefore, Ψ satisfies all the requirements of Proposition 4.1, and the result follows.
Apart from the above result, we will also need some information on the behavior of the
“parametric” distance function (x, y) 7→ dΦ(x)(y). Here, the weak Mosco-continuity of Φ plays
a key role and allows us to prove the following lemma.
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Lemma 4.3. Let Φ : X ⇒ X be weakly Mosco-continuous. Then, for every y ∈ X, the
distance function x 7→ dΦ(x)(y) is weakly sequentially upper semicontinuous on X.
If, in addition, there are nonempty subsets A,B ⊆ X such that Φ(A) ⊆ B and B is
weakly compact, then the function x 7→ dΦ(x)(x) is weakly sequentially lsc on A.
Proof. Let y ∈ X be a fixed point and let {xk} ⊆ X, xk ⇀ x ∈ X. If w ∈ Φ(x) is an
arbitrary point, then there is a sequence wk ∈ Φ(xk) such that wk → w. It follows that
‖y − w‖X = lim
k→∞
‖y − wk‖X ≥ lim sup
k→∞
dΦ(xk)(y).
Since w ∈ Φ(x) was arbitrary, this implies that dΦ(x)(y) ≥ lim supk→∞ dΦ(xk)(y).
We now prove the second assertion. Let {xk} ⊆ A be a sequence with xk ⇀ x ∈ A.
Without loss of generality, let dΦ(xk)(x
k)→ lim infk→∞ dΦ(xk)(xk), and let Φ(xk) be nonempty
for all k. Choose points wk ∈ Φ(xk) such that ‖xk−wk‖X ≤ dΦ(xk)(xk)+1/k. By assumption,
the sequence {wk} is contained in the weakly compact set B, and thus there is an index
set I ⊆ N such that wk ⇀I w for some w ∈ B. Since wk ∈ Φ(xk) for all k, the weak
Mosco-continuity of Φ implies w ∈ Φ(x). It follows that
dΦ(x)(x) ≤ ‖x− w‖X ≤ lim inf
k∈I
‖xk − wk‖X = lim inf
k→∞
dΦ(xk)(x
k).
This completes the proof.
We now turn to the main existence result for QVIs.
Theorem 4.4. Consider a QVI of the form (1). Assume that (i) F is bounded and
pseudomonotone, (ii) Φ is weakly Mosco-continuous, and (iii) there is a nonempty, convex,
weakly compact set A ⊆ X such that, for all x ∈ A, Φ(x) is nonempty, closed, convex, and
contained in A. Then the QVI admits a solution x¯ ∈ A.
Proof. For k ∈ N, let Ψk : A2 → R be the bifunction
Ψk(x, y) := 〈F (x), x− y〉+ k
[
dΦ(x)(x)− dΦ(x)(y)
]
.
By Lemma 4.3 and Corollary 4.2, there exist points xk ∈ A such that Ψk(xk, y) ≤ 0 for all
y ∈ A. Since A is weakly compact, the sequence {xk} admits a weak limit point x¯ ∈ A.
Moreover, by assumption, there are points yk ∈ Φ(xk) ⊆ A for all k. For these points, we
obtain
0 ≥ Ψk(xk, yk) =
〈
F (xk), xk − yk〉+ kdΦ(xk)(xk).
By the boundedness of A and F , the first term is bounded. Hence, dividing by k, we obtain
dΦ(xk)(x
k)→ 0, thus dΦ(x¯)(x¯) = 0 by Lemma 4.3, and hence x¯ ∈ Φ(x¯).
Finally, we claim that x¯ solves the QVI. Observe that, for all k and y ∈ Φ(xk),
0 ≥ Ψk(xk, y) =
〈
F (xk), xk − y〉+ kdΦ(xk)(xk) ≥ 〈F (xk), xk − y〉.
Thus, by Proposition 2.7, it follows that x¯ is a solution of the QVI.
The applicability of the above theorem depends most crucially on the weak Mosco-
continuity of Φ and the existence of the weakly compact set A. It should be possible to
modify the theorem by requiring some form of coercivity instead, but this is outside the
scope of the present paper.
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Example 4.5. This example is based on [44]. Let Ω ⊆ Rd, d ≥ 2, be a bounded domain,
let X := H10 (Ω), and consider the QVI given by the functions
F (u) := −∆u− f, Φ(u) := {v ∈ H10 (Ω) : ‖∇v‖ ≤ Ψ(u)},
where ‖ · ‖ is the Euclidean norm, f ∈ H−1(Ω), and Ψ : H10 (Ω) → L∞(Ω) is completely
continuous. Observe that F is pseudomonotone by Lemma 2.5(i). Assume now that
c1 ≤ Ψ(u) ≤ c2 for all u and some c1, c2 > 0. Then Φ is weakly Mosco-continuous
by [44, Lem. 1]. Moreover, 0 ∈ Φ(u) for all u ∈ H10 (Ω), and the Poincare´ inequality implies
that there is an R > 0 such that Φ(u) ⊆ BXR for all u ∈ H10 (Ω). We conclude that all the
requirements of Theorem 4.4 are satisfied; hence, the QVI admits a solution.
5 The Augmented Lagrangian Method
We now present the augmented Lagrangian method for the QVI (1). The main approach
is to penalize the function G and therefore reduce the QVI to a sequence of standard VIs.
Throughout the remainder of the paper, we assume that i : Y ↪→ H densely for some real
Hilbert space H, and that K is a closed convex subset of H with i−1(K) = K.
Consider the augmented Lagrangian Lρ : X ×H → X∗ given by
Lρ(x, λ) := F (x) + ρDyG(x, x)∗
[
G(x, x) +
λ
ρ
− PK
(
G(x, x) +
λ
ρ
)]
. (14)
Note that, if K is a cone, then we can simplify the above formula to Lρ(x, λ) = F (x) +
DyG(x, x)
∗PK◦(λ+ ρG(x, x)) by using Moreau’s decomposition [6, 47].
For the construction of our algorithm, we will need a means of controlling the penalty
parameters. To this end, we define the utility function
V (x, λ, ρ) :=
∥∥∥∥G(x, x)− PK(G(x, x) + λρ
)∥∥∥∥
H
. (15)
The function V is a composite measure of feasibility and complementarity; it arises from
an inherent slack variable transformation which is often used to define the augmented
Lagrangian for inequality or cone constraints.
Algorithm 5.1 (Augmented Lagrangian method). Let (x0, λ0) ∈ X ×H, ρ0 > 0, γ > 1,
τ ∈ (0, 1), let B ⊆ H be a bounded set, and set k := 0.
Step 1. If (xk, λk) satisfies a suitable termination criterion: STOP.
Step 2. Choose wk ∈ B and compute an inexact solution (see below) xk+1 of the VI
x ∈ C, 〈Lρk(x,wk), y − x〉 ≥ 0 ∀y ∈ C. (16)
Step 3. Update the vector of multipliers to
λk+1 := ρk
[
G(xk+1, xk+1) +
wk
ρk
− PK
(
G(xk+1, xk+1) +
wk
ρk
)]
. (17)
Step 4. If k = 0 or
V (xk+1, wk, ρk) ≤ τV (xk, wk−1, ρk−1) (18)
holds, set ρk+1 := ρk; otherwise, set ρk+1 := γρk.
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Step 5. Set k ← k + 1 and go to Step 1.
Let us make some simple observations. First, regardless of the primal iterates {xk},
the multipliers {λk} always lie in the polar cone K◦∞ by [37, Lem. 2.2]. Moreover, if K is
a cone, then the well-known Moreau decomposition for closed convex cones implies that
λk+1 = PK◦(wk + ρkG(xk+1, xk+1)).
Secondly, we note that Algorithm 5.1 uses a safeguarded multiplier sequence {wk} in
certain places where classical augmented Lagrangian methods use the sequence {λk}. This
bounding scheme goes back to [4, 51] and is crucial to establishing good global convergence
results for the method [4, 11, 38]. In practice, one usually tries to keep wk as “close” as
possible to λk, e.g., by defining wk := PB(λ
k), where B (the bounded set from the algorithm)
is chosen suitably to allow cheap projections.
Our final observation concerns the definition of λk+1. Regardless of the manner in which
xk+1 is computed (exactly or inexactly), we always have the equality
Lρk(xk+1, wk) = L(xk+1, λk+1) for all k ∈ N, (19)
which follows directly from the definition of Lρ and the multiplier updating scheme (17).
This equality is the main motivation for the definition of λk+1.
We now prove a lemma which essentially asserts some kind of “approximate normality” of
λk and G(xk, xk). Recall that the KKT conditions of the QVI require that λ¯ ∈ NK(G(x¯, x¯)).
However, we have to take into account that G(xk, xk) is not necessarily an element of K.
Lemma 5.2. There is a null sequence {rk} ⊆ [0,∞) such that
(
λk, y −G(xk, xk)) ≤ rk for
all y ∈ K and k ∈ N.
Proof. Let y ∈ K and define the sequence sk+1 := PK(G(xk+1, xk+1) + wk/ρk). Then
sk+1 ∈ K and λk+1 ∈ NK(sk+1) by [6, Prop. 6.46]. Moreover, we have
G(xk+1, xk+1) =
λk+1 − wk
ρk
+ sk+1. (20)
This yields (
λk+1, y −G(xk+1, xk+1)
)
=
(
λk+1, y − 1
ρk
(λk+1 − wk)− sk+1
)
≤ 1
ρk
[(
λk+1, wk
)− ‖λk+1‖2H], (21)
where we used λk+1 ∈ NK(sk+1) for the last inequality. We now show that the sequence
{rk} given by the right-hand side satisfies lim supk→∞ rk ≤ 0. This yields the desired
result (by replacing rk with max{0, rk}). If {ρk} is bounded, then (18) and (20) imply
‖λk+1 − wk‖H/ρk → 0 and therefore ‖λk+1 − wk‖H → 0. This yields the boundedness of
{λk+1} in H as well as (λk+1, wk)− ‖λk+1‖2H = (λk+1, wk − λk+1)→ 0. Hence, rk → 0. We
now assume that ρk →∞. Note that (21) is a quadratic function in λ. A simple calculation
therefore shows that rk ≤ ‖wk‖2H/(4ρk) and, hence, lim supk→∞ rk ≤ 0.
Let us point out that the inequality in the above lemma is uniform since the sequence
{rk} does not depend on the point y ∈ K. Moreover, we remark that the proof uses only
the definition of λk+1 and does not make any assumption on the sequence {xk}.
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6 Global Convergence for Convex Constraints
In this section, we analyze the convergence properties of Algorithm 5.1 for QVIs where the
set Φ(x) is convex for all x. In the situation where Φ(x) = {y ∈ C : G(x, y) ∈ K} as in (3),
the natural analytic notion of convexity is the K∞-concavity of G with respect to y, see
Section 2. To reflect this, we make the following set of assumptions.
Assumption 6.1. We assume that (i) F is bounded and pseudomonotone, (ii) Φ is weakly
Mosco-continuous, (iii) G is K∞-concave with respect to y, (iv) dK ◦G is weakly sequentially
lsc, and (v) xk+1 ∈ C and εk+1 − Lρk(xk+1, wk) ∈ NC(xk+1) for all k, where εk → 0.
Note that (i) and (ii) were also used in Theorem 4.4. Moreover, the assumption on the
sequence {xk} is just an inexact version of the VI subproblem (16).
We continue by proving the feasibility and optimality of weak limit points of the sequence
{xk}. The first result in this direction is the following.
Lemma 6.2. Let Assumption 6.1 hold and let x¯ be a weak limit point of {xk}. If Φ(x¯) is
nonempty, then x¯ is feasible.
Proof. Let I ⊆ N be an index set such that xk+1 ⇀I x¯. Observe first that x¯ ∈ C since C
is closed and convex, hence weakly sequentially closed. It therefore remains to show that
G(x¯, x¯) ∈ K. If {ρk} remains bounded, then the penalty updating scheme (18) implies
dK(G(xk+1, xk+1)) ≤
∥∥∥∥G(xk+1, xk+1)− PK(G(xk+1, xk+1) + wkρk
)∥∥∥∥
H
→ 0.
Since dK ◦ G is weakly sequentially lsc, we obtain dK(G(x¯, x¯)) = 0 and thus G(x¯, x¯) ∈ K.
Assume now that ρk → ∞ and that G(x¯, x¯) /∈ K, or equivalently d2K(G(x¯, x¯)) > 0. Since
Φ(x¯) is nonempty, we can choose an y ∈ Φ(x¯), and by inner semicontinuity there exists a
sequence yk+1 ∈ Φ(xk+1) such that yk+1 →I y. Now, let hk(x, y) := dK(G(x, y) + wk/ρk).
Observe that hk is convex in y by Lemma 2.9, and that h
2
k is continuously differentiable in
y by [6, Cor. 12.30]. Moreover, since the distance function is nonexpansive, it follows that
hk(x
k+1, yk+1) ≤ ‖wk‖H/ρk → 0. Thus, using Assumption 6.1(iv), we obtain
lim inf
k→∞
[
hk(x
k+1, xk+1)− hk(xk+1, yk+1)
]
= lim inf
k→∞
hk(x
k+1, xk+1) ≥ dK(G(x¯, x¯)) > 0.
Hence, there is a constant c1 > 0 such that h
2
k(x
k+1, xk+1) − h2k(xk+1, yk+1) ≥ c1 for all
k ∈ I sufficiently large. The convexity of hk (and of h2k) now yields〈
Dy(h
2
k)(x
k+1, xk+1), yk+1 − xk+1〉 ≤ h2k(xk+1, yk+1)− h2k(xk+1, xk+1) ≤ −c1.
Furthermore, by (i), there is a constant c2 ∈ R such that 〈F (xk+1), xk+1 − yk+1〉 ≥ c2 for all
k ∈ I. Now, let {εk} be the sequence from Assumption 6.1. Observe that Lρk(xk+1, wk) =
F (xk+1) + (ρk/2)Dy(h
2
k)(x
k+1, xk+1). Therefore,〈
εk+1, yk+1 − xk+1〉 ≤ 〈Lρk(xk+1, wk), yk+1 − xk+1〉 ≤ −ρkc12 − c2 → −∞,
which contradicts εk+1 → 0.
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Since the augmented Lagrangian method is, at its heart, a penalty-type algorithm, the
attainment of feasibility is paramount to the success of the algorithm. The above lemma
gives us some information in this direction since it guarantees that the weak limit point x¯ is
“as feasible as possible” in the sense that it is feasible if (and only if) Φ(x¯) is nonempty. In
many particular examples of QVIs (e.g., for moving-set problems), we know a priori that
Φ(x) is nonempty for all x ∈ X, and this directly yields the feasibility of x¯.
Theorem 6.3. Let Assumption 6.1 hold and let x¯ be a weak limit point of {xk}. If Φ(x¯) is
nonempty, then x¯ is feasible and a solution of the QVI.
Proof. The feasibility follows from Lemma 6.2. For the optimality part, we apply Proposi-
tion 2.7. To this end, let yk ∈ Φ(xk), let {εk} be the sequence from Assumption 6.1, and
recall that Lρk(xk+1, wk) = L(xk+1, λk+1). Then〈
εk+1, yk+1 − xk+1〉 ≤ 〈F (xk+1) +DyG(xk+1, xk+1)∗λk+1, yk+1 − xk+1〉
=
〈
F (xk+1), yk+1 − xk+1〉+ 〈λk+1, DyG(xk+1, xk+1)(yk+1 − xk+1)〉
≤ 〈F (xk+1), yk+1 − xk+1〉+ 〈λk+1, G(xk+1, yk+1)−G(xk+1, xk+1)〉,
where we used the convexity of y 7→ 〈λk+1, G(xk+1, y)〉 which follows from Lemma 2.9. Since
G(xk+1, yk+1) ∈ K, the last term is bounded from above by rk+1, where {rk} is the null
sequence from Lemma 5.2. The result therefore follows from Proposition 2.7.
The above theorem guarantees the optimality of any weak limit point of the sequence
generated by Algorithm 5.1. Despite this, it should be pointed out that the result is purely
“primal” in the sense that no assertions are made for the multiplier sequence. We will
investigate the dual (or, more precisely, primal-dual) behavior of the augmented Lagrangian
method in more detail in Section 7.
If the mapping F is strongly monotone, then we obtain strong convergence of the iterates.
Corollary 6.4. Let Assumption 6.1 hold and assume that there is a c > 0 such that
〈F (x)− F (y), x− y〉 ≥ c‖x− y‖2X for all x, y ∈ X.
If xk ⇀I x¯ for some subset I ⊆ N and x¯ is a solution of the QVI, then xk →I x¯.
Proof. By the weak Mosco-continuity of Φ, there is a sequence x¯k ∈ Φ(xk) such that x¯k → x¯.
Recalling the proof of Theorem 6.3, we have lim infk∈I〈F (xk), x¯k − xk〉 ≥ 0 and therefore
lim infk∈I〈F (xk), x¯− xk〉 ≥ 0. The strong monotonicity of F yields
c‖xk − x¯‖2X ≤
〈
F (xk)− F (x¯), xk − x¯〉 = 〈F (xk), xk − x¯〉− 〈F (x¯), xk − x¯〉.
But the lim sup of the first term is less than or equal to zero, and the second term converges
to zero since xk ⇀I x¯. Hence, ‖xk − x¯‖X → 0, and the proof is complete.
7 Primal-Dual Convergence Analysis
The purpose of this section is to establish a formal connection between the primal-dual
sequence {(xk, λk)} generated by the augmented Lagrangian method and the KKT conditions
of the QVI. The main motivation for this is the relationship (19) between the augmented
Lagrangian and the ordinary Lagrangian, and the approximate normality of λk and G(xk, xk)
from Lemma 5.2. These two components essentially constitute an asymptotic version of the
KKT conditions and suggest that a careful analysis of the primal-dual sequence {(xk, λk)}
could lead to suitable optimality assertions.
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Assumption 7.1. We assume that (i) F bounded and pseudomonotone, (ii) the mappings G
and DyG are completely continuous, and (iii) x
k+1 ∈ C and εk+1−Lρk(xk+1, wk) ∈ NC(xk+1)
for all k, where εk → 0.
The above assumption is certainly natural in the sense that xk+1 is an approximate
solution of the corresponding VI subproblem, and that the degree of inexactness vanishes as
k →∞. However, we obviously need to clarify whether this assumption can be satisfied in
practice. To this end, we obtain the following result.
Lemma 7.2. Let Assumption 7.1 (i)-(iii) hold and assume that C is weakly compact. Then
the VI subproblems (16) admit solutions for every k ∈ N.
Proof. Observe that, for all k ∈ N, the function x 7→ Lρk(x,wk) is pseudomonotone by
Lemma 2.5. Hence, by Corollary 4.2, the corresponding VIs admit solutions in C.
Our next result deals with the feasibility of the iterates. As observed in the previous
section, the attainment of feasibility is crucial to the success of penalty-type methods such
as the augmented Lagrangian method. This aspect is even more important for QVIs due to
the inherently difficult structure of the constraints.
Lemma 7.3. Let Assumption 7.1 hold and let x¯ be a weak limit point of {xk}. Then x¯ ∈ C
and −Dy(d2K ◦G)(x¯, x¯) ∈ NC(x¯). If x¯ satisfies ERCQ, then x¯ is feasible.
Proof. Clearly, x¯ ∈ C since C is weakly sequentially closed. If {ρk} is bounded, then (18)
implies dK(G(xk+1, xk+1))→ 0, which yields G(x¯, x¯) ∈ K since G is completely continuous.
Hence, there is nothing to prove. Now, let ρk →∞, let xk+1 ⇀I x¯ on some subset I ⊆ N,
and let {εk} ⊆ X∗ be the sequence from Assumption 7.1. Then
εk+1 − F (xk+1)−DyG(xk+1, xk+1)∗λk+1 ∈ NC(xk+1)
for all k ∈ N. We now divide this inclusion by ρk, use the definition of λk+1 and the fact
that NC(xk+1) is a cone. It follows that
−DyG(xk+1, xk+1)∗
[
G(xk+1, xk+1) +
wk
ρk
− PK
(
G(xk+1, xk+1) +
wk
ρk
)]
+
εk+1 − F (xk+1)
ρk
∈ NC(xk+1).
Note that G(xk+1, xk+1) → G(x¯, x¯) and DyG(xk+1, xk+1) → DyG(x¯, x¯) by complete con-
tinuity. Thus, taking the limit k →I ∞ and using a standard closedness property of the
normal cone mapping, we obtain
−DyG(x¯, x¯)∗[G(x¯, x¯)− PK(G(x¯, x¯))] ∈ NC(x¯), (22)
which is the first claim. Assume now that ERCQ holds in x¯, and let r > 0 be such that
BYr ⊆ G(x¯, x¯) +DyG(x¯, x¯)(C − x¯)−K. Then, for any y ∈ BYr , there are z ∈ C and w ∈ K
such that y = G(x¯, x¯) +DyG(x¯, x¯)(z − x¯)− w. In particular, we have
〈G(x¯, x¯)− PK(G(x¯, x¯)), y〉 =
〈
DyG(x¯, x¯)
∗[G(x¯, x¯)− PK(G(x¯, x¯))], z − x¯〉
+ 〈G(x¯, x¯)− PK(G(x¯, x¯)), G(x¯, x¯)− w〉.
The first term is nonnegative by (22), and so is the second term by standard projection
inequalities. Hence, 〈G(x¯, x¯)− PK(G(x¯, x¯)), y〉 ≥ 0 for all y ∈ BYr , which implies 〈G(x¯, x¯)−
PK(G(x¯, x¯)), y〉 = 0 for all y ∈ BYr and, since Y is dense in H, it follows that G(x¯, x¯) −
PK(G(x¯, x¯)) = 0. This completes the proof.
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The above is our main feasibility result for this section. Note that the assertion −Dy(d2K ◦
G)(x¯, x¯) ∈ NC(x¯) has a rather natural interpretation: the function d2K ◦G is a measure of
infeasibility, and the lemma above states that any weak limit point x¯ of {xk} has a (partial)
minimization property for this function on the set C.
The observation that an extended form of RCQ yields the actual feasibility of the point
x¯ is motivated by similar arguments for penalty-type methods in finite dimensions. In fact,
a common condition used in the convergence theory of such methods is the extended MFCQ
(see Section 2), which is a generalization of the ordinary MFCQ to points which are not
necessarily feasible.
Having dealt with the feasibility aspect, we now turn to the main primal-dual convergence
result.
Theorem 7.4. Let Assumption 7.1 hold, let xk ⇀I x¯ on some subset I ⊆ N, and assume
that x¯ satisfies ERCQ. Then x¯ is feasible, the sequence {λk}k∈I is bounded in Y ∗, and each
of its weak-∗ accumulation points is a Lagrange multiplier corresponding to x¯.
Proof. The feasibility of x¯ follows from Lemma 7.3. Observe furthermore that G(xk, xk)→I
G(x¯, x¯) and DyG(x
k, xk)→I DyG(x¯, x¯). If {rk} and {εk} are the sequences from Lemma 5.2
and Assumption 7.1 respectively, then we have
εk − L(xk, λk) ∈ NC(xk) and
(
λk, y −G(xk, xk)) ≤ rk ∀y ∈ K (23)
for all k ≥ 1. To prove the boundedness of {λk}k∈I , we now proceed as follows. Applying
the generalized open mapping theorem [15, Thm. 2.70] to the multifunction Ψ(u) :=
G(x¯, x¯) +DyG(x¯, x¯)u−K on the domain C − x¯, we see that there is an r > 0 such that
BYr ⊆ G(x¯, x¯) +DyG(x¯, x¯)
[
(C − x¯) ∩BX1
]−K.
By the definition of the dual norm, we can choose a sequence {yk} ⊆ Y of unit vectors such
that 〈λk, yk〉 ≥ 12‖λk‖Y ∗ . For every k, we can write
−ryk = G(x¯, x¯) +DyG(x¯, x¯)(vk − x¯)− zk
with {vk} ⊆ C bounded and {zk} ⊆ K. It follows that ryk = zk−G(xk, xk)−DyG(xk, xk)(vk−
xk) + δk with δk → 0 as k →I ∞. Assume now that k is large enough so that ‖δk‖Y ≤ r/4.
Then, by (23),
r
2
‖λk‖Y ∗ ≤
〈
λk, ryk
〉 ≤ 〈λk, zk −G(xk, xk)〉− 〈λk, DyG(xk, xk)(vk − xk)〉+ r
4
‖λk‖Y ∗
≤ 〈λk, zk −G(xk, xk)〉+ 〈F (xk)− εk, vk − xk〉+ r
4
‖λk‖Y ∗ .
By (23), the first two terms are bounded from above (for k ∈ I) by some constant c > 0.
Reordering the above inequality yields r4‖λk‖Y ∗ ≤ c, and the result follows.
Finally, let us show that every weak-∗ limit point of {λk}k∈I is a Lagrange multiplier.
Without loss of generality, we assume that λk ⇀∗I λ¯ for some λ¯ ∈ Y ∗ on the same subset
I ⊆ N where {xk} converges weakly to x¯. By (23) and standard properties of the normal
cone, we have λ¯ ∈ NK(G(x¯, x¯)). Now, let y ∈ C. Then, by (23),〈
εk, y − xk〉 ≤ 〈F (xk), y − xk〉+ 〈λk, DyG(xk, xk)(y − xk)〉. (24)
By complete continuity, we have DyG(x
k, xk) →I DyG(x¯, x¯) and DyG(x¯, x¯)(y − xk) →I
DyG(x¯, x¯)(y−x¯), see [22, Thm. 1.5.1]. Hence, DyG(xk, xk)(y−xk)→I DyG(x¯, x¯)(y−x¯). We
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now argue similarly to Proposition 2.7: inserting y := x¯ into (24) yields lim infk∈I〈F (xk), x¯−
xk〉 ≥ 0. Using the pseudomonotonicity of F and the fact that λk ⇀∗I λ¯, we obtain that
〈F (x¯), y− x¯〉+〈λ¯, DyG(x¯, x¯)(y− x¯)〉 ≥ lim sup
k∈I
[〈
F (xk), y−xk〉+〈λk, DyG(xk, xk)(y−xk)〉].
Since y ∈ C was arbitrary, this means that −L(x¯, λ¯) ∈ NC(x¯). Hence, (x¯, λ¯) is a KKT point
of the QVI.
8 Applications and Numerical Results
In this section, we present some numerical applications of our theoretical framework. Let us
start by observing that our algorithm generalizes various methods from finite dimensions,
e.g., for QVIs [32,36,51] or generalized Nash equilibrium problems [34]. Hence, any of the
applications in those papers remain valid for the present one.
However, the much more interesting case is that of QVIs which are fundamentally infinite-
dimensional. In the following, we will present three such examples, discuss their theoretical
background, and then apply the augmented Lagrangian method to discretized versions of the
problems. The implementation was done in MATLAB and uses the algorithmic parameters
λ0 := 0, ρ0 := 1, τ = 0.1, γ := 10, B := [−106, 106],
where B is understood in the pointwise sense. The VI subproblems arising in the algorithm
are solved by a semismooth Newton-type method. The outer and inner iterations are
terminated when the residual of the corresponding first-order system drops below a certain
threshold; the corresponding tolerances are chosen as 10−4 (10−6) for the outer (inner)
iterations in Examples 1 and 3, and 10−6 (10−8) in Example 2.
Since our examples are defined in function spaces, we will typically use the notation
(u, v) instead of (x, y) for the variable pairs in the space X2. This should be rather clear
from the context and hopefully does not introduce any confusion. Moreover, for a function
space Y , we will denote by Y+ the nonnegative cone in Y .
8.1 An Implicit Signorini Problem
The application presented here is an implicit Signorini-type problem [7,48]. Let Ω ⊆ R2 be
a bounded domain with smooth boundary Γ, and let X denote the space
X := {u ∈ H1(Ω) : ∆u ∈ L2(Ω)}, with norm ‖u‖X := ‖u‖H1(Ω) + ‖∆u‖L2(Ω).
Recall that the trace operator τ maps H1(Ω) into H1/2(Γ), that H1/2(Γ)∗ =: H−1/2(Γ) [1],
and that the normal derivative ∂n : X → H−1/2(Γ) is well-defined and continuous [58]. For
fixed elements h0, φ ∈ H1/2(Γ) with φ ≥ 0, consider the set-valued mapping
Φ(u) := {v ∈ X : τv ≥ h(u) on Γ}, h(u) := h0 − 〈φ, ∂nu〉,
where h : H1(Ω) → H1/2(Γ) and the duality pairing is understood between H1/2(Γ) and
H−1/2(Γ). The problem in question now is the QVI
u ∈ Φ(u), 〈Au− f, v − u〉 ≥ 0 ∀v ∈ Φ(u),
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(a) Solution u¯ (b) Constraint value G(u¯, u¯)
Figure 1: Numerical results for the implicit Signorini problem with n = 64.
where A : X → X∗ is a monotone differential operator and f ∈ H−1(Ω). This problem can
be cast into our general framework by choosing
X = {u ∈ H1(Ω) : ∆u ∈ L2(Ω)}, C := X, F (u) := Au− f,
Y := H1/2(Γ), G(u, v) := τv − h(u), K := Y+.
We claim that the implicit Signorini problem satisfies Assumption 6.1. The pseudomono-
tonicity of F follows from Lemma 2.5, and the mapping G is weakly sequentially continuous.
Moreover, the Mosco-continuity of Φ is rather straightforward to prove since u 7→ 〈φ, ∂nu〉
maps into a one-dimensional subspace of Y .
It follows from the theory in Section 6 that every weak limit point of the sequence
{uk} generated by Algorithm 5.1 is a solution of the QVI. (Note that Φ(u) is nonempty for
all u ∈ X, as was assumed in Lemma 6.2.) Observe furthermore that, since C = X, the
sequences {uk} and {λk} generated by the algorithm satisfy
0← 〈F (uk), h〉+ 〈τ∗λk, h〉 = 〈F (uk), h〉+ 〈λk, τh〉
for all h ∈ X. Since the image τ(X) of the trace operator contains H3/2(Γ) [1], it follows
that a subsequence of {λk} converges weak-∗ in H3/2(Γ)∗.
We now present some numerical results for the domain Ω := (0, 1)2 and the differential
operator Au := u−∆u. For the implementation of the method, we set H := L2(Γ), K := H+,
and discretize the domain Ω by means of a uniform grid with n ∈ N points per row or column
(including boundary points), i.e., n2 points in total. The remaining problem parameters are
given by f ≡ −1 and φ = h0 ≡ 1.
n 16 32 64 128 256
outer it. 9 9 9 10 10
inner it. 42 41 42 47 52
ρmax 10
4 104 105 105 105
We observe that the method scales rather well with increasing dimension n. In particular,
the outer iteration numbers and final penalty parameters remain nearly constant, and the
increase in terms of inner iteration numbers is very moderate.
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8.2 Parametric Gradient Constraints
This example is based on the theoretical framework in [27,44] and represents a QVI with
pointwise gradient-type constraints. Note that we have already given a brief discussion
of such examples in Section 4. Let d, p ≥ 2 and X := W 1,p0 (Ω) for some bounded domain
Ω ⊆ Rd. Consider the set-valued mapping
Φ(u) := {v ∈ X : ‖∇v‖ ≤ Ψ(u)} (25)
where ‖ · ‖ is the Euclidean norm in Rd and Ψ : X → L∞(Ω), as well as the resulting QVI
u ∈ Φ(u), 〈−∆pu− f, v − u〉 ≥ 0 ∀v ∈ Φ(u),
where f ∈ X∗ and ∆p : X → X∗ is the p-Laplacian defined by
〈∆pu, v〉 := −
∫
Ω
‖∇u(x)‖p−2∇u(x)T∇v(x) dx.
Hence, we have F (u) := −∆pu− f . Observe that F is monotone, bounded, and continuous
[27], hence pseudomonotone by Lemma 2.5(i). Assume now that Ψ is completely continuous
and satisfies Ψu ≥ c1 for all u and some c1 > 0. Then Φ is weakly Mosco-continuous
by [44, Lem. 1].
When applying the augmented Lagrangian method to the above problem, a significant
challenge lies in the analytical formulation of the feasible set. Observe that the original
formulation in (25) is nonsmooth. This issue is probably not critical since the nonsmoothness
is a rather “mild” one, but nevertheless an alternative formulation is necessary to formally
apply our algorithmic framework. To this end, we first discretize the problem and then
reformulate the (finite-dimensional) gradient constraint as G(u, v) ≤ 0 with G(u, v) =
‖∇v‖2 −Ψ(u)2.
For the discretized problems, both Assumption 6.1 and 7.1 are satisfied. Moreover, the
feasible sets Φ(u) are nonempty for all u ∈ X. Hence, it follows from Theorem 6.3 that
every limit point u¯ of the (finite-dimensional) sequence {uk} is a solution of the QVI. For
the boundedness of the multiplier sequence, it remains to verify that RCQ holds in u¯. In
fact, RCQ (which, in this case, is just MFCQ) holds everywhere, since the point zero is a
Slater point of the mapping v 7→ G(u, v) for all u ∈ X.
As a numerical application, we consider a slightly modified version of [27, Example 3]
on the unit square Ω := (0, 1)2. Note that the original example in this reference is actually
solved by the solution of the p-Laplace equation −∆pu− f = 0, u ∈ W 1,p0 (Ω). Hence, we
have modified the example to use the same function f as in [27] but with the constraint
function replaced by Ψ(u) := 0.01 + 2| ∫Ω u(x) dx|.
Similarly to [27], we discretize the problem with n ∈ N interior points per row or column,
and use backward differences to approximate the gradient and p-Laplace operators.
n 16 32 64 128 256
outer it. 8 7 7 7 7
inner it. 63 52 63 73 103
ρmax 10
4 104 104 104 105
As before, the method scales rather well with increasing dimension n, and the outer iteration
numbers and final penalty parameters remain nearly constant.
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(a) Solution u¯ (b) Constraint value G(u¯, u¯)
Figure 2: Numerical results for the gradient-constrained QVI with n = 64.
8.3 Generalized Nash Equilibrium Problems
The example presented in this section is a generalized Nash equilibrium problem (GNEP)
arising from optimal control. Let N ∈ N be the number of players, each in control of a
variable uν ∈ Xν for some real Banach space Xν . We set X := X1 × . . . ×XN and write
u = (uν , u−ν), X = Xν ×X−ν , to emphasize the role of player ν in the vector u or the space
X. The GNEP consists of N optimization problems of the form
min
uν∈Xν
Jν(u) s.t. u
ν ∈ Φν(u−ν),
where Jν : X → R is the objective function of player ν and Φν : X−ν ⇒ Xν the corresponding
feasible set. Throughout this section, we consider a special type of GNEP arising from
optimal control. To this end, let Ω ⊆ Rd, d ∈ {2, 3}, be a bounded Lipschitz domain, and
set X := L2(Ω)N . Furthermore, let S : L2(Ω) → H10 (Ω) ∩ C(Ω¯) be the solution operator
of the standard Poisson equation [59], let ψ ∈ C(Ω¯), f, yνd ∈ L2(Ω), αν > 0 for all ν, and
y(u) := S(u1 + . . .+ uN + f). Consider the objective functions
Jν(u) :=
1
2
‖y(u)− yνd‖2L2(Ω) +
αν
2
‖uν‖2L2(Ω),
as well as the feasible set mappings
Φν(u
−ν) := {uν ∈ Uνad : y(uν , u−ν) ≥ ψ},
where Uνad ⊆ L2(Ω) is the set of admissible controls for player ν.
The existence of solutions of the GNEP can be shown as in [29]. The GNEP can also
be rewritten as a QVI by defining F (u) := (DuνJν)
N
ν=1 and Φ(u) :=
∏N
ν=1 Φν(u
−ν). The
mapping F is continuous and strongly monotone [33], hence pseudomonotone. Observe that
Φ can be written in analytic form by setting C :=
∏N
ν=1 U
ν
ad, Y := C(Ω¯)
N , K := Y+, and
G(u, v) :=
(
y(uν , v−ν)− ψ)N
ν=1
.
Using the structure of G, it is now easy to see that the QVI-tailored RCQ from Section 3
holds in a feasible point u¯ ∈ X if and only if, for each ν, the Robinson constraint qualification
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(a) Solution u¯1 (b) Solution u¯2 (c) Solution u¯3 (d) Solution u¯4
Figure 3: Numerical results for the optimal control-type GNEP with n = 64.
holds in u¯ν for the optimization problem
min
uν∈Uνad
Jν(u
ν , u¯−ν) s.t. y(uν , u¯−ν) ≥ ψ. (26)
This is a standard assumption in the optimal control context which is implied, for instance,
by a Slater-type condition [38]. Assume now that the QVI-tailored RCQ holds, and observe
that both G and DvG (which is constant) are completely continuous by standard results on
partial differential equations [59]. It then follows from Corollary 3.5 that the feasible set
mapping Φ is weakly Mosco-continuous in u¯.
We now apply the augmented Lagrangian method and choose H := L2(Ω)N , K := H+.
Keeping in mind the discussion above, we obtain from Theorem 6.3 that every weak limit
point u¯ of the sequence {uk} where RCQ holds is a generalized Nash equilibrium, and that
the corresponding subsequence of {uk} actually converges strongly to u¯ by Corollary 6.4.
The weak-∗ convergence of the multiplier sequence follows from Theorem 7.4.
As a numerical application, we consider the first problem presented in [33]. As before,
we discretize the domain Ω := (0, 1)2 by means of a uniform grid with n ∈ N interior
points per row or column. The problem in question is a four-player game where f := 1,
Uνad := {uν ∈ X : −12 ≤ uν ≤ 12}, and α := (2.8859, 4.3374, 2.5921, 3.9481). The state
constraint ψ is given by
ψ(x1, x2) := cos
(
5
√
(x1 − 0.5)2 + (x2 − 0.5)2
)
+ 0.1,
and the desired states yνd are defined as y
ν
d := ξν − ξ5−ν , where
ξν(x1, x2) := 10
3 max
{
0, 1− 4 max{|x1 − z1ν |, |x2 − z2ν |}
}
with z1 := (0.25, 0.75, 0.25, 0.75) and z2 := (0.25, 0.25, 0.75, 0.75).
The results of the iteration are displayed in Figure 3 and agree with those in [33]. The
corresponding iteration numbers are given as follows.
n 16 32 64 128 256
outer it. 10 12 12 12 12
inner it. 24 29 34 39 43
ρmax 10
8 1010 1010 1010 1010
Once again, we observe that the iteration numbers and final penalty parameters remain
nearly constant with increasing n.
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9 Final Remarks
We have presented a theoretical analysis of quasi-variational inequalities (QVIs) in infinite
dimensions and isolated some key properties for their numerical treatment, namely the
pseudomonotonicity of the mapping F and the weak Mosco-continuity of the feasible set
mapping. Based on these conditions, we have also given an existence result for a rather
general type of QVI in Banach spaces. In addition, we have given a formal approach to the
first-order optimality (KKT) conditions of QVIs by relating them to those of constrained
optimization problems.
Based on the theoretical investigations, we have provided an algorithm of augmented
Lagrangian type which possesses powerful global convergence properties. In particular, every
weak limit point of the primal sequence is a solution of the QVI under standard assumptions,
and the convergence of the multiplier sequence can be established under a suitable constraint
qualification (see also Section 8.1).
Despite the rather comprehensive character of the paper, there are still multiple aspects
which could lead to further developments and research. One important generalization would
be to consider not only QVIs of the first kind, but also quasi-variational problems of the
second kind or, even more generally, so called quasi-equilibrium problems (see [14]). In
addition, it would be interesting to consider local convergence properties of the augmented
Lagrangian method.
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