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JACKSON’S INTEGRAL OF MULTIPLE HURWITZ-LERCH
ZETA FUNCTIONS AND MULTIPLE GAMMA
FUNCTIONS
SU HU, DAEYEOUL KIM, AND MIN-SOO KIM
Abstract. Using the Jackson integral, we obtain the q-integral ana-
logue of Raabe’s 1843 formula for Barnes multiple Hurwitz-Lerch zeta
functions and Barnes and Vardi’s multiple gamma functions.
Our results generalize q-integral analogue of the Raabe type formulas
for the Hurwitz zeta functions and log gamma functions in [N. Kurokawa,
K. Mimachi, and M. Wakayama, Jackson’s integral of the Hurwitz zeta
function, Rend. Circ. Mat. Palermo (2) 56 (2007), no. 1, 43–56]. During
the proof we also obtain a new formula on the relationship between the
higher and lower orders Hurwitz zeta functions.
1. Introduction
Raabe’s 1843 formula for Gamma function is as follows:
(1.1)
∫ 1
0
log
(Γ(a+ t)√
2pi
)
dt = a log a− a, a ≥ 0
(see [11, p. 89]; see also [13, p. 29, Eq. (40) and Eq. (41)]).
The Hurwitz zeta function ζ(s, a) is defined by
(1.2) ζ(s, a) =
∞∑
n=0
1
(n+ a)s
for Re(s) > 1 and a ∈ C \ Z−0 . Here Z−0 = {0,−1,−2, . . .} and C is the set
of complex numbers. It also satisfies the Raabe type formula:
(1.3)
∫ 1
0
ζ(s, a+ t)dt =
a1−s
s− 1 .
The gamma function appears in the derivative of the Hurwitz zeta func-
tion as indicated by the following Lerch’s formula [10] (see also [13, p. 159,
Eq. (17)]):
∂
∂s
ζ(s, a)
∣∣∣
s=0
= log
Γ(a)√
2pi
.
The Jackson integral is, when q > 1, defined as
(1.4)
∫ 1
0
f(a)dqa = (q − 1)
∞∑
n=1
f(q−n)q−n
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(see [8]). Using (1.4), Kurokawa, Mimachi and Wakayama proved q-integral
analogue of the Raabe type formulas for the Hurwitz zeta functions ζ(s, a)
and log Gamma functions log Γ(a), respectively. (See [9, Theorems 2 and
3]).
The multiple (or, simply, k-tuple) Hurwitz-Lerch zeta function Φk(z, s, a)
is defined by
(1.5) Φk(z, s, a) =
∞∑
m1,...,mk=0
zm1+···+mk
(m1 + · · ·+mk + a)s
for a ∈ C\Z−0 , s ∈ C when |z| < 1 and Re(s) > k when |z| = 1 (see [6, (6)]).
It is analytically continued to s ∈ C as a meromorphic function by the usual
method (see [4]) and holomorphic at s ∈ C \ {1, . . . , k} when |z| = 1. In its
special case when z = 1, the definition (1.5) yields the familiar multiple (or,
simply, k-tuple) Hurwitz zeta function ζk(s, a) = Φk(1, s, a):
(1.6) ζk(s, a) =
∞∑
m1,...,mk=0
1
(m1 + · · ·+mk + a)s ,
where Re(s) > k and a ∈ C \ Z−0 .
Letting k = 1 in (1.5), we obtain the Hurwitz-Lerch zeta function
Φ1(z, s, a) = Φ(z, s, a).
Furthermore, when k = 1 and z = 1, (1.5) also yields the Hurwitz zeta
function Φ1(1, s, a) = ζ(s, a). In addition, letting k = 1 and a = 1 in
(1.6), the Riemann zeta function ζ1(s, 1) = ζ(s) is obtained (for details, see
[2, 7, 13, 15]).
We remark here that the general form of the multiple Hurwitz zeta func-
tion ζk(s, a) was studied systematically by Barnes [3] during his research
on the theory of the multiple Gamma function Γk(a). In 1977, Shintani [12]
evaluated the special values of certain L-functions attached to real quadratic
number fields in terms of Barnes’s multiple Hurwitz zeta functions, and the
work of Barnes has also been applied in the study of the determinants of
the Laplacians around the middle of 1980s (see [14]).
In this paper, by using the Jackson integral, we extend Kurokawa, Mi-
machi and Wakayama’s q-integral analogue of the Raabe type formula for
the Hurwitz zeta functions and log gamma functions to the multiple case.
(See Theorems 3.1 and 4.1 below).
Our paper is organized as follows. In Sec. 2, we shall recall Barnes and
Vardi’s definitions of multiple gamma functions. In Sec. 3 and Sec. 4, we
shall state and prove Theorems 3.1 and Theorem 4.1, respectively.
32. Multiple gamma functions
The multiple gamma function Γk(a) by the following recurrence-functional
equation (for references and a short historical survey see [3, 13, 14]):
(2.1)
Γk(a + 1) =
Γk+1(a)
Γk(a)
, a ∈ C, k ∈ N,
Γ1(a) = Γ(a),
Γk(1) = 1.
The multiple gamma functions were first defined in a slight different form by
Barnes [3]. The definition (2.1) is due to Vardi [14] and seems more natural
than that of Barnes’. Define
(2.2) Gk(a) = exp (ζ
′
k(0, a)) ,
where
ζ ′k(s, a) =
∂
∂s
ζk(s, a).
Proposition 2.1 (Vardi [14, Proposition 2.3]). The multiple gamma func-
tion Γk(a) may be expressed by
Γk(a) =
[
k∏
r=1
R
(−1)r( ar−1)
k−r+1
]
Gk(a),
where
Rm = exp
(
m∑
r=1
ζ ′r(0, 1)
)
with R0 = 1.
In particular, the special cases of Proposition 2.1 when k = 1 and k = 2
give other forms of the simple and double gamma functions Γ1(a) = Γ(a)
and Γ2(a), respectively:
Γ(a) = R−11 G1(a) = exp(−ζ ′(0) + ζ ′(0, a)) =
√
2pi exp(ζ ′(0, a)),
where ζ(s) = ζ(s, 1) is the Riemann zeta function and
Γ2(a) = R
−1
2 R
a
1G2(a)
= exp(−ζ ′(0)− ζ ′2(0, 1) + aζ ′(0)) exp(ζ ′2(0, a))
= exp
(
1
12
− ζ ′(−1)
)
exp(−(1− a)ζ ′(0)) exp
(
− 1
12
+ ζ ′2(0, a)
)
= A(2pi)
1
2
− a
2 exp
(
− 1
12
+ ζ ′2(0, a)
)
,
where we have used ζ2(s, a) = (1− a)ζ(s, a) + ζ(s− 1, a), ζ ′(0) = − log
√
2pi
and the known identity
logA =
1
12
− ζ ′(−1),
in which A is the Kinkelin’s constant (see [14, p. 496, p. 499 and Proposition
4.6]).
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The Generalized Stieltjes constants are denoted as γn(a) and arise when
considering the Laurent expansion of the Hurwitz zeta function ζ(s, a) at
simple pole s = 1. For 0 < a ≤ 1 and for all complex s 6= 1, we have
(2.3) ζ(s, a) =
1
s− 1 +
∞∑
n=0
(−1)n
n!
γn(a)(s− 1)n.
(See [4, Theorem 1]). The Euler constant γ is a particular case of the Stieltjes
constants, that is, γ0(1) = γ, and the Euler constant is expressed as
γ = lim
n→∞
(
n∑
i=1
1
i
− logn
)
≈ 0.57721 . . . .
3. Jackson’s integral of multiple Hurwitz-Lerch zeta
functions
3.1. Results. The multiple Lipschitz-Lerch zeta functions Lik(z, s) will be
involved in our formula, which is defined as
(3.1) Lik(z, s) =
∞∑
m1,...,mk=1
zm1+···+mk
(m1 + · · ·+mk)s ,
where s ∈ C when |z| < 1 and Re(s) > k when |z| = 1. When k = 1 in
(3.1), one knows that
(3.2) Li1(z, s) = Lis(z) =
∞∑
m=1
zm
ms
,
which is the polylogarithm. Here s is usually called the order. For each
fixed s ∈ C, the series (3.2) defines an analytic function of z for |z| < 1; in
particular, Li0(z) = z/(1 − z) and Li1(z) = − log(1 − z). Letting z = 1 in
(3.2), the Riemann zeta function Lis(1) = ζ(s) is obtained. It is easy to see
that Lik(1, s) is expressed as the multiple Hurwitz zeta function
(3.3) Lik(1, s) = ζk(s, k).
Denote by
[n]q =
qn − 1
q − 1 .
Our main result in this section is as follows:
Theorem 3.1. Let k be an positive integer. Then
(3.4)
∫ 1
0
Φk(z, s, a)dqa =
1
[1− s]q +
k−1∑
r=0
(
k
r
) ∞∑
l=0
(−s
l
)
Lik−r(z, s+ l)
[l + 1]q
is established in the region |z| ≤ 1 and Re(s) < 1. And
(3.5)
∫ 1
0
Φk(z, s, k − a)dqa = z−k
∞∑
l=0
(−1)l
(−s
l
)
Lik(z, s + l)
[l + 1]q
,
5(3.6)
∫ 1
0
Φk(z, s, k + a)dqa = z
−k
∞∑
l=0
(−s
l
)
Lik(z, s + l)
[l + 1]q
are established in the region s ∈ C when |z| < 1 and s ∈ C\{1, . . . , k} when
|z| = 1.
Letting k = 1 and z = 1 in Theorem 3.1, we immediately obtain the
following result.
Corollary 3.2 (Kurokawa, Mimachi and Wakayama [9, Theorem 2 and
(3.1)]). We have
(3.7)
∫ 1
0
ζ(s, a)dqa =
1
[1− s]q +
∞∑
l=0
(−s
l
)
ζ(s+ l)
[l + 1]q
for Re(s) < 1, and
(3.8)
∫ 1
0
ζ(s, 1− a)dqa =
∞∑
l=0
(−1)l
(−s
l
)
ζ(s+ l)
[l + 1]q
,
(3.9)
∫ 1
0
ζ(s, 1 + a)dqa =
∞∑
l=0
(−s
l
)
ζ(s+ l)
[l + 1]q
for all s ∈ C \ {1}.
During the proof Theorem 3.1, we also obtain the following result on the
relationship between the higher and lower orders Hurwitz zeta functions.
Lemma 3.3. Let Φk(z, s, a) be the multiple Hurwitz-Lerch zeta function.
Then
(3.10) Φk(z, s, a) =
1
as
+
k−1∑
r=0
(
k
r
)
zk−rΦk−r(z, s, a+ (k − r))
is established in the region s ∈ C when |z| < 1 and s ∈ C \ {1, . . . , k} when
|z| = 1.
3.2. Proof of Lemma 3.3. First of all, letting k = 2 in (1.5), we have
(3.11)
Φ2(z, s, a) =
∞∑
m1,m2=0
zm1+m2
(m1 +m2 + a)s
=
∞∑
m2=1
∞∑
m3=0
zm2+m3
(m2 +m3 + a)s
+
∞∑
m3=0
zm3
(m3 + a)s
.
Thus
(3.12)
Φ2(z, s, a) =
∞∑
m2,m3=1
zm2+m3
(m2 +m3 + a)s
+
∞∑
m2=1
zm2
(m2 + a)s
+
∞∑
m3=1
zm3
(m3 + a)s
+
1
as
.
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Letting k = 3 in (1.5), we have the following decomposition:
(3.13)
Φ3(z, s, a) =
∞∑
m1,m2,m3=0
zm1+m2+m3
(m1 +m2 +m3 + a)s
=
∞∑
m1=1
∞∑
m2,m3=0
zm1+m2+m3
(m1 +m2 +m3 + a)s
+ Φ2(z, s, a).
We also have
(3.14)
∞∑
m1=1
∞∑
m2,m3=0
zm1+m2+m3
(m1 +m2 +m3 + a)s
=
∞∑
m1,m2=1
∞∑
m3=0
zm1+m2+m3
(m1 +m2 +m3 + a)s
+
∞∑
m1=1
∞∑
m3=0
zm1+m3
(m1 +m3 + a)s
,
(3.15)
∞∑
m1,m2=1
∞∑
m3=0
zm1+m2+m3
(m1 +m2 +m3 + a)s
=
∞∑
m1,m2,m3=1
zm1+m2+m3
(m1 +m2 +m3 + a)s
+
∞∑
m1,m2=1
zm1+m2
(m1 +m2 + a)s
and
(3.16)
∞∑
m1=1
∞∑
m3=0
zm1+m3
(m1 +m3 + a)s
=
∞∑
m1,m3=1
zm1+m3
(m1 +m3 + a)s
+
∞∑
m1=1
zm1
(m1 + a)s
.
In view of (3.12), (3.13), (3.14), (3.15) and (3.16), we get
(3.17)
Φ3(z, s, a) =
1
as
+
(
3
2
) ∞∑
m2=1
zm2
(m2 + a)s
+
(
3
1
) ∞∑
m2,m3=1
zm2+m3
(m2 +m3 + a)s
+
(
3
0
) ∞∑
m1,m2,m3=1
zm1+m2+m3
(m1 +m2 +m3 + a)s
.
In what follows, we use the above reasoning (the symmetry of the multiple
sum
∑
m1,...,mk=0
in the mj’s variables) to prove an analogue of (3.17) for
general k. Denote by
S = {m1, . . . , mk}.
7Then
(3.18)
Φk(z, s, a) =
∞∑
m1,...,mk=0
zm1+···+mk
(m1 + · · ·+mk + a)s
=
1
as
+
k−1∑
r=0
∑
{mi1 ,...,mik−r}⊂S

 ∞∑
mi1 ,...,mik−r=1
zmi1+···+mik−r
(mi1 + · · ·+mik−r + a)s

 .
Since
∞∑
mi1 ,...,mik−r=1
zmi1+···+mik−r
(mi1 + · · ·+mik−r + a)s
=
∞∑
mr+1,...,mk=1
zmr+1+···+mk
(mr+1 + · · ·+mk + a)s ,
from (3.18), we have
(3.19) Φk(z, s, a) =
1
as
+
k−1∑
r=0
(
k
r
) ∞∑
mr+1,...,mk=1
zmr+1+···+mk
(mr+1 + · · ·+mk + a)s .
From (3.19), we get
(3.20)
Φk(z, s, a) =
1
as
+
k−1∑
r=0
(
k
r
)
zk−r
×
∞∑
mr+1,...,mk=1
z(mr+1−1)+···+(mk−1)
((mr+1 − 1) + · · ·+ (mk − 1) + a+ (k − r))s
=
1
as
+
k−1∑
r=0
(
k
r
)
zk−rΦk−r(z, s, a+ (k − r))
for s ∈ C when |z| < 1 and Re(s) > k when |z| = 1, and analytically
continued to s ∈ C \ {1, . . . , k} if |z| = 1. This completes the proof.
3.3. Proof of Theorem 3.1. To prove Theorem 3.1, we need the following
lemma.
Lemma 3.4. Let k be an positive integer and Φk(z, s, a) be the multiple
Hurwitz-Lerch zeta function. Then
∫ 1
0
Φk−r(z, s, a + (k − r))dqa = z−(k−r)
∞∑
l=0
(−s
l
)
Lik−r(z, s + l)
[l + 1]q
is established in the region s ∈ C when |z| < 1 and s ∈ C \ {1, . . . , k} when
|z| = 1.
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Proof. Using (1.4) and (3.1), we obtain the following equality
∫ 1
0
Φk−r(z, s, a+ (k − r))dqa
= (q − 1)
∞∑
n=1
Φk−r(z, s, q
−n + (k − r))q−n
=
q − 1
zk−r
∞∑
n=1
1
qn
∞∑
mr+1,...,mk=1
zmr+1+···+mk
(mr+1 + · · ·+mk + q−n)s
=
q − 1
zk−r
∞∑
n=1
1
qn
∞∑
mr+1,...,mk=1
zmr+1+···+mk
(mr+1 + · · ·+mk)s
×
(
1 +
q−n
mr+1 + · · ·+mk
)−s
=
1
zk−r
∞∑
n=1
∞∑
mr+1,...,mk=1
zmr+1+···+mk
(mr+1 + · · ·+mk)s
×
∞∑
l=0
(−s
l
)(
1
mr+1 + · · ·+mk
)l
q−n(l+1)(q − 1)
=
1
zk−r
∞∑
l=0
(−s
l
)
Lik−r(z, s+ l)
[l + 1]q
for s ∈ C when |z| < 1 and Re(s) > k when |z| = 1, and analytically
continued to s ∈ C \ {1, . . . , k} if |z| = 1. This completes the proof. 
Proof of Theorem 3.1. Now we prove (3.4). Suppose |z| ≤ 1 and Re(s) <
1. From Lemma 3.3, we have
(3.21)∫ 1
0
Φk(z, s, a)dqa =
∫ 1
0
[
1
as
+
k−1∑
r=0
(
k
r
)
zk−rΦk−r(z, s, a+ (k − r))
]
dqa.
Thus from Lemma 3.4 and the following formula which is valid for Re(s) < 1
(e.g., see [9, p. 50]):
∫ 1
0
1
as
dqa = (q − 1)
∞∑
n=1
(
q−n
)−s
q−n =
1
[1− s]q ,
we have shown (3.4) in the region Re(s) < 1.
9Now we prove (3.5). Suppose s ∈ C when |z| < 1 and Re(s) > k when
|z| = 1. As in the prove of Lemma 3.4, we have
∫ 1
0
Φk(z, s, k − a)dqa
= (q − 1)
∞∑
n=1
Φk(z, s, k − q−n)q−n
= (q − 1)
∞∑
n=1
1
qn
∞∑
m1,...,mk=0
zm1+···+mk
(m1 + · · ·+mk + k − q−n)s
=
q − 1
zk
∞∑
n=1
1
qn
∞∑
m1,...,mk=1
zm1+···+mk
(m1 + · · ·+mk − q−n)s
=
q − 1
zk
∞∑
n=1
1
qn
∞∑
m1,...,mk=1
zm1+···+mk
(m1 + · · ·+mk)s
×
(
1− q
−n
m1 + · · ·+mk
)−s
=
1
zk
∞∑
n=1
∞∑
m1,...,mk=1
zm1+···+mk
(m1 + · · ·+mk)s
×
∞∑
l=0
(−1)l
(−s
l
)(
1
m1 + · · ·+mk
)l
q−n(l+1)(q − 1)
=
1
zk
∞∑
l=0
(−1)l
(−s
l
)
Lik(z, s+ l)
[l + 1]q
,
so it is valid for s ∈ C when |z| < 1, and from the analytic continuation it
is also valid for all s ∈ C\{1, . . . , k} when |z| = 1. This completes the proof
of (3.5). The same procedure proves (3.6). 
4. Jackson’s integral of multiple gamma functions
4.1. Results. Let [ ri ] be the absolute Stirling numbers of the first kind
(see, e.g., [13, Section 1.6]), defined recursively by
(4.1)
[
r
i
]
= (r − 1)
[
r − 1
i
]
+
[
r − 1
i− 1
]
,
[
r
0
]
=
{
1 if r = 0,
0 if r 6= 0,
(see [1, (12)]).
Let Hl :=
∑l
j=1
1
j
(l ∈ N) be the harmonic numbers (see, e.g., [13, p.
77]). By virtue of Theorem 3.1 with z = 1 and Proposition 2.1 above, we
obtain the following result.
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Theorem 4.1. Let k be an positive integer. Then we have∫ 1
0
logΓk(a)dqa =
k∑
r=1
(−1)r logRk−r+1
(r − 1)!
r−1∑
i=0
(−1)r−i−1
[
r − 1
i
]
1
[i+ 1]q
+
q log q
q − 1 +
k−1∑
r=0
(
k
r
)
ζ ′k−r(0, k − r)
+
k−1∑
r=0
(
k
r
) k−r∑
l=1
(−1)l
l[l + 1]q
[k−r−1∑
j=0
j 6=l−1
Pj,k−r(k − r)
(k − r − 1)! ζ(l − j, k − r)
+
Pl−1,k−r(k − r)
(k − r − 1)! (Hl−1 + γ0(k − r))
]
+
k−1∑
r=0
(
k
r
) ∞∑
l=k−r+1
(−1)l
l[l + 1]q
ζk−r(l, k − r),
where
Pj,k(a) =
k∑
i=j+1
(−a)i−j−1
(
i− 1
j
)[
k
i
]
and [ ki ] is the absolute Stirling numbers of the first kind. Here, the sum H0
is understood to be 0.
The case k = 1 of Theorem 4.1 reduces to
Corollary 4.2 (Kurokawa, Mimachi and Wakayama [9, Theorem 3]).∫ 1
0
log Γ(a)dqa =
q log q
q − 1 −
γ
[2]q
+
∞∑
l=2
(−1)lζ(l)
l[l + 1]q
.
4.2. Proof of Theorem 4.1. The proof of Theorem 4.1 is based on the
following two lemmas.
Lemma 4.3. We have∫ 1
0
logGk(a)dqa =
∫ 1
0
log Γk(a)dqa
−
k∑
r=1
(−1)r logRk−r+1
(r − 1)!
r−1∑
i=0
(−1)r−i−1
[
r − 1
i
]
1
[i+ 1]q
.
Proof. From (2.2) and Proposition 2.1, the multiple gamma function Γk(a)
may be expressed by
(4.2) log Γk(a) = logGk(a) +
k∑
r=1
(−1)r
(
a
r − 1
)
logRk−r+1,
which is equivalent to
(4.3)∫ 1
0
logGk(a)dqa =
∫ 1
0
log Γk(a)dqa−
k∑
r=1
(−1)r logRk−r+1
(r − 1)!
∫ 1
0
(a)r−1dqa,
11
where (a)r denotes the falling factorial power. Note that
(4.4)
∫ 1
0
aidqa =
1
[i+ 1]q
for i ≥ 0 (see [9, p. 47]) and
(4.5) (a)r = a(a− 1) · · · (a− r + 1) =
r∑
i=0
(−1)r−i
[
r
i
]
ai,
where [ ki ] is the absolute Stirling numbers of the first kind. Using (4.3),
(4.4) and (4.5), the desired formula follows. 
Lemma 4.4 (Choi [5, Eq. (2.5)]). The multiple zeta function ζk(s, a) defined
by (1.6) may be expressed by means of the Hurwitz function
ζk(s, a) =
1
(k − 1)!
k−1∑
j=0
Pj,k(a)ζ(s− j, a).
Now we are at the position to prove our main result in this section.
Proof of Theorem 4.1. From Theorem 3.1 with z = 1, we obtain
(4.6)
∫ 1
0
ζk(s, a)dqa =
1
[1− s]q +
k−1∑
r=0
(
k
r
) ∞∑
l=0
(−s
l
)
ζk−r(s+ l, k − r)
[l + 1]q
,
where we have used Lik(1, s) = ζk(s, k).
The following identities will be used to prove the theorem:
(1) lims→0
(
∂ζk(s,a)
∂s
)
= logGk(a).
(2) lims→0
(
∂
∂s
1
[1−s]q
)
= q log q
q−1
.
(3) lims→0
(
∂
∂s
(
−s
l
))
= lims→0
(
∂
∂s
(−s)(−s−1)···(−s−l+1)
l!
)
= (−1)
l
l
.
(4) From (2.3), we have
lim
s→0
∂
∂s
(sζ(s+ 1, a)) = lim
s→0
∂
∂s
(
1 +
∞∑
n=0
(−1)n
n!
γn(a)s
n+1
)
= γ0(a).
(5) For 1 ≤ r ≤ k, we have
lim
s→0
∂
∂s
((−s
0
)
ζr(s, r)
)
= ζ ′r(0, r).
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(6) Let 1 ≤ r ≤ k. By Lemma 4.4 and (4) above, we have
lim
s→0
∂
∂s
((−s
1
)
ζr(s+ 1, r)
)
= − 1
(r − 1)!
r−1∑
j=0
Pj,r(r) lim
s→0
∂
∂s
(sζ(s+ 1− j, r))
= − 1
(r − 1)!
(
P0,r(r)γ0(r) +
r−1∑
j=1
Pj,r(r)ζ(1− j, r)
)
.
(7) Let 1 ≤ r ≤ k. By Lemma 4.4 and the above (4), we have
lim
s→0
∂
∂s
((−s
i
)
ζr(s+ i, r)
)
=
1
(r − 1)!
r−1∑
j=0
Pj,r(r) lim
s→0
∂
∂s
((−s
i
)
ζ(s+ i− j, r)
)
=
1
(r − 1)!
(−1)i
i
r−1∑
j=0
j 6=i−1
Pj,r(r)ζ(i− j, r)
+
1
(r − 1)!Pi−1,r(r)
(−1)i
i
(Hi−1 + γ0(r)) ,
where we have used
lim
s→0
∂
∂s
((−s
i
)
ζ(s+ 1, r)
)
=
(−1)i
i
lim
s→0
∂
∂s
[
(s+ 1) · · · (s+ i− 1)
(
1 +
∞∑
n=0
(−1)n
n!
γn(r)s
n+1
)]
=
(−1)i
i!
(Hi−1 + γ0(r)) .
Differentiating both sides of (4.6) and then setting s = 0, we find that
(4.7)
∫ 1
0
lim
s→0
∂
∂s
ζk(s, a)dqa = lim
s→0
∂
∂s
(
1
[1 − s]q
)
+
k−1∑
r=0
(
k
r
) ∞∑
l=0
1
[l + 1]q
lim
s→0
∂
∂s
[(−s
l
)
ζk−r(s+ l, k − r)
]
,
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then after using (1)-(7) and replacing r by k − r, we obtain∫ 1
0
logGk(a)dqa =
q log q
q − 1 +
k−1∑
r=0
(
k
r
)
ζ ′k−r(0, k − r)
+
k−1∑
r=0
(
k
r
) k−r∑
l=1
(−1)l
l[l + 1]q
[k−r−1∑
j=0
j 6=l−1
Pj,k−r(k − r)
(k − r − 1)! ζ(l− j, k − r)
+
Pl−1,k−r(k − r)
(k − r − 1)! (Hl−1 + γ0(k − r))
]
+
k−1∑
r=0
(
k
r
) ∞∑
l=k−r+1
(−1)l
l[l + 1]q
ζk−r(l, k − r),
where the sum H0 is understood to be 0. Therefore, by Lemma 4.3, we
obtain the desired result. 
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