Introduction
Identifying the systems transient responses with different inputs and various settling times will take a lot of time and repetition of getting new responses with the maximum overshoot ( p M ) will be harmful for the related systems. Rapid and accurate weighing in industry and its applications has a vast need in laboratory conditions [1, 2] . There are various successful researches in speedy weightings and this depends on the filter being used. In this paper the output weight is as the output parameter (transient terms) and the responses will be taken in to consideration by the ideal step function (without oscillation) [3, 4] . An Artificial neural network is employed for predicting the transient term and system identification. Using a part of the weighing platform data, without the bad effects of transient terms, depending on the theoretical data and the initial learning, predicts the transient term of the system. The Multilayer Neural Network is a common method in Neural Networks. It is known that the Multilayer Perceptron (MLP) with one hidden layer and a non-linear function is one of the most common neural networks [5] [6] [7] [8] [9] [10] . For instance the implementation of the multilayer neural network is shown in Macy, Rumelhart Haykin and Pandye.
The RBF Network
The Radial Basis Function Networks are similar to the biological networks behavior; primarily the hidden layers contain almost sensing units and the output layer contains linear units. Usually for a common RBF network the transfer function in the hidden layer is a Gaussian function that is introduced in formula (1) as below
is called the center vector, and R h  is called the kernel width (or smoothing parameter). The basic RBF network provides a nonlinear transformation of a pattern
where m is the number of basis functions, ji w is a weight, j b is a bias [8] [9] [10] [11] .
Weighing system model
An ideal weighing platform can be modeled by a mass-spring-damping structure shown in (Fig. 1, a) . It has a typical under damped ideal step response as illustrated in (Fig. 1, b) .
It is governed by the solution of the following second order differential equation 
The transient terms for under damped, critically damped and over damped cases are shown as formula (5), (6) and (7):
where the various q parameters are related to the initial
m and the applied mass ) (t m by the expressions given in the appendix. Sampled data signals are assumed, for which, nT t  , where T is the sample interval. Thus ) (t y is written as ) (n y and the weighing platform system.
Neural network technique
The Input/Output model describes a dynamic system based on the input and output data; in this model it is supposed that the output of the system can be predicted with system's previous input data. It the typical system (discrete-time) has one input and one output, the model will be as below
where ) (n y and ) (n W are the output values in the time instant n n and N is the input samples and f is the nonlinear function that make a relationship between the old input data and the new input data. Basically, the purpose of the network is to approximate the applied designs in the dynamic system. The formula (8) is represented as a diagram in (Fig. 2) in which the delay times between two samples are shown by 1  z . As it is clear, one of the RBF learning algorithms is the Least Mean Square (LMS) which tries to reduce the errors between the actual and desired outputs.
Simulation results
The Artificial Neural Network presented in (Fig. 2) is used for this purpose, the neural network is being trained in a way that can adapt itself with the dynamic weighing platform behavior that ) (n W is an approximation of the transient mode of dynamic system where the input ) (t m is applied. The proposed RBF network model shown in (Fig.  2) is the owner of the following characteristics:
 Number of input samples -100 . 30 data patterns were used to train the network; To be sure of the trained network performance, the recalling process includes two stages: the first stage is tested with the seen patterns and the next stage is tested with the unseen patterns to the network and are seen to the user, after these two stage have been completed we can be sure that the network is reliable upon the unseen patterns to both the network and the user. The applied masses to the network are selected in the range of 0.23-1.33 kg in which for achieving the accurate results around the critical point, the more ranges of mass are introduced. The neural network was trained with the patterns that were noise-free. The obtained results show that the neural network can model the non-linear relationship between the continuous data from the weighing platform and the kind of system.
In the simulation, outputs are being considered each of which by taking the 0, 1 values predict the transient mode of the system. (Fig. 3, a) is an example for the under damped mode of the system that can determine the kind of the system by sampling in a period of 0.1 seconds (Fig. 3, b) . Additionally, an example of critical damped mode in (Fig.  4, a, Fig. 4, b) and an example of over damped mode in (Fig. 5, a, Fig. 5, b) are illustrated. Dashed graphs (--) in all case are presented as a comparison in system identification. The accepted error rate in system identification is 2 % that finally the appropriate results are gained. 
Conclusions
From the simulation results, it can be known that by system response sampling in a time less than %25 of settling time, the kind of the response (Over damped, Critical damped and Under damped) can be identified. In reality the system response identification in the related time can identify the probabilistic problems before their occurrence and unsuitable response effects that can be harmful for systems; additionally it can identify the response in a little period of time and introduce the relation between the input data and the system rapidly. It is clear that if the theoretical data are sampled in the laboratories will be able to identify the kind of response. The researchers can design a similar system for predicting the settling time, the Overshoot ( p M ) value, and etc. The more values we get from a system the more we can keep the system safe from using the non appropriate data in the laboratory testing. By implementing this method in various non-linear systems, the obtained results can be used for system identification with different input data that has advantages of keeping the system safe form harm and process the system in a little period of time.
Appendix
Model parameters of the weighing platform system with the parameters of K damping factor, C spring 
