Introduction
Background/ra tionale 2 Explain the scientific background and rationale for the investigation being reported
We describe the scientific background to this study, including the identification and apparent emergence of P. knowlesi in Southeast Asia and the existing evidence of associations with land use change. The rationale for this study includes the limited data available on the distribution of exposure and infection within the community and the need for detailed environmental risk factors to be identified. This rationale includes the different demographic characteristics between reported clinical cases and the limited community studies available prior to this study.
Objectives 3 State specific objectives, including any prespecified hypotheses
We state the specific objectives in the background including: 1. Estimating the transmission intensity of P. knowlesi as measured by species-specific malaria antigens and characterising population-level risk factors and, 2. Measuring the prevalence of asymptomatic parasitemia
Methods

Study design 4 Present key elements of study design early in the paper
We describe the study design in the first section of the methods, including the methods of stratification, selection of study participants and calculation of sample size. The study type (cross sectional survey) is included in the abstract and title.
Setting 5
Describe the setting, locations, and relevant dates, including periods of recruitment, exposure, follow-up, and data collection
The study setting, location and population are described in the first section of the methods. This section additionally gives the dates during which this survey was conducted (September -December 2015) and the environmental conditions at the time.
Participants 6 (a) Cross-sectional study-Give the eligibility criteria, and the sources and methods of selection of participants
We describe the geolocation of the study population, stratification of study clusters, enumeration of households and selection of participants. The exclusion criteria are also described in this section. We clearly define the data sources and assessment methods for all outcome, exposure and confounding variables and present a more detailed description of analysis methods in the Supplementary Materials.
Bias 9
Describe any efforts to address potential sources of bias
We describe the study methodology, randomisation and attempts to avoid bias. We additionally describe the analysis methods used to avoid bias, including employing data-mining approaches to identify important covariates. The limitations and potential sources of bias are noted further in the discussion.
Study size 10
Explain how the study size was arrived at
The study size calculations are described in detail in the first section of the methods.
Quantitative variables 11
Explain how quantitative variables were handled in the analyses. If applicable, describe which groupings were chosen and why
We describe how quantitative variables were handled, including mean-centring and scaling all landscape variables so regression coefficients represent effects per standard deviation.
Statistical methods
12
(a) Describe all statistical methods, including those used to control for confounding
We describe the statistical methodology used for all analysis, with further details on the model structure and fitting in the Supplementary Materials. The full results of univariate analyses are also included in this appendix.
(b) Describe any methods used to examine subgroups and interactions
We include details on how variables were selected and assessed for interactions in the Supplementary Materials.
(c) Explain how missing data were addressed
We include the participants excluded due to missing data in the flow chart of included participants. The procedures used to adjust for missing antibody response data are included in the description of classification of exposure. 
Generalisability 21 Discuss the generalisability (external validity) of the study results
We discuss how the methodology utilised for this study could be employed for other zoonotic and vector-borne diseases with strong environmental linkages. The generalisability of this study is also highlighted by the inclusion of populations residing in a wide range of ecotypes; however, we note modelling and longitudinal studies are needed to fully understand the long term disease dynamics and implications of land use change.
Other information Funding 22
Give the source of funding and the role of the funders for the present study and, if applicable, for the original study on which the present article is based
The source of the funding is included in the abstract and acknowledgements. We also report that the funders had no role in the design, analysis or reporting of this study in the methodology section.
S2. Laboratory Methods
S2.1 Molecular identification of infection
For DNA extraction, whole blood samples were pooled into 10 x 10 matrices with 40µl of each sample loaded on one vertical and one horizontal pool ( Figure S1 ). The 400µl pools were extracted on a QIAsymphony SP/AS instrument (Qiagen, UK) using QIAsymphony DNA Midi Kit (Qiagen, UK) and eluted in 200µl of elution buffer provided with the kit. Extracted DNA pools were amplified by genus-specific 18S ribosomal DNA nested PCR using methods described by [1] . Nested PCR products were analysed on 1.5% agarose gels. Genus-positive sample pools were de-pooled and reamplified. Positive samples were speciated using methods described by [1, 2] and visualised on agarose gels. Figure S1 . Pooling matrix for 10 x 10 samples DNA was extracted from each pool and amplified using a nested PCR assay [1]. To detect genus positive samples, we used the primers rPLU1 (5'-TCA AAG ATT AAG CCA TGC AAG TGA-3') and rPLU5 (5'-CCT GTT GTT GCC TTA AAC TTC-3') for nest 1 (expected size 1636 base pairs) and rPLU3 (5'-TTT TTA TAA GGA TAA CTA CGG AAA AGC TGT-3') and rPLU4 (5'-TAC CCG TCA TAG CCA TGT TAG GCC AAT ACC-3') for nest 2 (expected size 240 base pairs). Thermal cycling conditions were 30 cycles at 94°C, 55°C and 65°C for nest 1 and 45 cycles at 94°C, 62°C and 65°C for nest 2. Genus positive samples were screened using the same conditions for nest 1 and the species specific primers in Table S1 , with 30 cycles at 94°C, 58°C and 72°C for nest 2. For P. knowlesi, a hemi-nested PCR method for targeting the SICAVAR gene was performed as described by [2] . We used the primers INLsicV1_fwd (5' -GGTCCTCTTGGTAAAGGAGG -3`) and INLsicV1_rev (5'-CCCTTTTTGACATTCGTCC -3') for nest 1 and INLsicV1nest_fwd (5`-CTTGGTAAAGGAGGACCACG -3`) with INLsicV1_rev for nest 2. Thermal cycling conditions were 25 cycles at 94°C, 55°C and 72°C for both nests. To assess the sensitivity of this method with the pooling strategy, we performed 10 fold serial dilutions of cultured P.
knowlesi parasites and added 40µl of this dilution to 360µl of fresh uninfected blood. The lowest parasite concentration tested was 0.8 parasites/µl, which was able to be detected in a pool of 10.
S2.2 Serological methods
Serum samples were diluted 1/400 in sample dilution buffer (1xPBS, 0.05% Tween, 0.5% BSA, 0.02% sodium azide, 0.1% casein, 0.5% polyvinyl alcohol (PVA), 0.5% polyvinyl pyrrolidone (PVP), E. coli extract (15.25 ug/ml)) and left to incubate at 4 0 C overnight. Antibody responses to multiple antigenic targets was measured using the Luminex® xMAP™ Technology in a bead-based multiplex assay; 16 purified recombinant antigens targeting P. falciparum, P. vivax, and P. knowlesi were covalently coupled to Luminex® COOH-microspheres (Luminex Corporation, TX), co-incubated with sample and fluorescent secondary antibody, and read using the MAGPIX® system.
S2.3 Classification of exposure
As supervised classification algorithms were used to identify exposure status, training datasets of known seropositive and sero-negative samples were assembled for each malaria species. Ideally, training data would be from individuals within this population with known exposure status; however, due to the continued transmission of all malaria species assayed, it was not possible to identify unexposed individuals within the study site. Instead, we utilised samples from malaria-unexposed populations. For P. knowlesi, we additionally included samples from malaria-endemic areas in Africa and South America as described by [3] .
Sero-positive training data for P. falciparum included all available molecularly confirmed P. falciparum cases from Northern Sabah followed up from Day 0 to 1 year after diagnosis (n=47) [4] and longitudinal samples from individuals over the age of 5 in a previously hyper-endemic area experiencing massive reductions in transmission following an intervention (Ssewanyana, in preparation). These samples were selected to represent both recent and historical P. falciparum exposure. Similarly for P. vivax classification, sero-positives included individuals in Northern Sabah with molecularly confirmed P. vivax infections (n=99) [4] , confirmed P. vivax exposed individuals from other endemic areas (Ethiopia and Brazil, as described in [3] and positive P. vivax controls n=371). Samples from UK residents with no history of travel was used as a negative reference population for both species (n=510) (NIBSC, UK; 72/96). Responses to all available antigens were used for classification, with only P. vivax AMA1 omitted due to the high level of homology with P. knowlesi AMA1 [3] (Figure S2 ). In contrast to P. falciparum and P. vivax, species-specific antigens have only recently been developed for P. knowlesi and limited data is available on the longevity or individual variation of antibody responses. Using three knowlesi-specific antigens from a panel developed by Herman et. al [3] , we first evaluated temporal changes in magnitude of antibody responses from a cohort of molecularly confirmed P. knowlesi cases in Northern Sabah followed up at different time points from diagnosis, including day 0 (n=126), day 7 (n=76), day 28 (n=79) and 1 year (n=40) [4] . Results suggest antibody responses were relatively short-lived, peaking at day 7 and becoming undetectable after 1 year ( Figure S3 ). Although further studies are required to fully assess temporal changes in responses, we chose to assemble a sero-positive training dataset from day 7 and day 28 antibody responses to identify recent P. knowlesi exposure. While high responses were observed to knowlesi AMA1, this antigen was excluded from the final model due to the high levels of correlation between P. vivax and P. knowlesi AMA1 a.
b.
responses. We additionally included vivax-exposed individuals from areas without P. knowlesi transmission in the negative training data for P. knowlesi. Figure S3 . Temporal changes in antibody responses in P. knowlesi cases: a. P. knowlesi Sera3Ag2, b. P. knowlesi SSP2
Rather than setting individual cut offs for each antigen, we used an algorithm which utilised all available data based on the distribution of antigen responses in the training datasets for each species. For P. falciparum and P. vivax, this included individuals with historical exposure while P. knowlesi was only fit for recent exposure. The MSP antigens, and AMA1 for P. falciparum, were the most discriminatory for P. falciparum and P. vivax ( Figure S2 ) and contributed most to the classification for these species.
Seropositivity was classified using the Super Learner algorithm, including a weighted combination of five component models: random forests [5] , boosted regression trees [6] , support vector machines [7] , K-nearest neighbour [8] and Lasso classification [9] . Weights for each base learner were calculated using the Nelder-Mead method to maximise Area Under the ROC Curve (AUC) [10] . To avoid overfitting, we used a random 70% of the dataset to build the model with the remaining data used for independent validation. The full dataset with 10-fold cross validation was used to make predictions. Multiple imputation by chained equations was used to estimate missing values for antibody responses in test data [11] .
Models for falciparum and vivax identified exposed individuals highly accurately (cross-validated AUCs: 0.977-1 and 0.980 -1 respectively). As limited antibody response and training data was available for P. knowlesi, models were less accurate although still correctly classified the majority of knowlesi exposure (cross-validated AUC: 0.841 -0.997).
S3. Environmental risk factors
S3.1 Land cover classification
A land cover map was derived using a random forest classifier, an ensemble classifier creating multiple decision trees using randomly selected subsets of training samples [5] . This approach is widely used in remote sensing due to the ability to handle large datasets with high levels of collinearity [12] . A hierarchical classification system was used to define land classes, as described by Table S2 . To identify training data for this classification, we mapped areas surrounding a subset of selected villages by unmanned aerial vehicle (UAV or drone), as described by [13] . In total, 177 usable UAV flights were completed, generating over 200km 2 of aerial imagery; areas representative of specific land classes were identified from this data and manually digitised.
a.
Due to the difficulties accessing forested and mangrove areas by UAV (insufficient landing areas and high winds), additional data on the extent of undisturbed forests and mangrove forests was obtained from the ALOS-PALSAR Forest-Non-Forest Maps, Intact Forest Landscapes project and United Nations Environment Programme [14] [15] [16] . To cross-validate these data, we obtained three high resolution natural colour RapidEye satellite images acquired in July 2015 and manually identified representative training data from this imagery [17] .
Additionally, we obtained data on the extent of industrial pulpwood plantations (primarily Acacia species) from Gaveau et. al [18] . As small-scale pulpwood plantations are not present in this region and the data on industrial plantations could be verified by local forestry officials, we masked these areas from the data to be classified and used these spatial boundaries for the final thematic map. Training data for all other classes was rasterised to 30m resolution and values extracted. From this data, we sampled points a minimum of 60m apart and roughly proportional to the expected proportion of land types to maximise classification accuracy [19] . The final data set included 70,648 points with 55,648 points used as training data and 15,000 points withheld for independent validation. Water bodies Oceans, rivers, lakes and other water bodies * Canopy cover is defined as closed (more than 60% cover), open (10-60% cover) and sparse (1-10% cover) [20] A cloud-free composite LANDSAT image for 2015 was obtained from [21] . Water bodies were masked using a water mask derived from [22] . For selected features, the model was tuned to determine the optimum number of variables per split (mtry) and analyses were run with high numbers of decision trees (over 1000) to ensure stability. The final classification was derived by averaging the class probabilities from all decision trees [5] . Trees were grown with different bootstrapped samples of two-thirds of the training data, with the remaining third of the data used in an internal cross validation procedure to derive an "out-of-bag" (OOB) error [12] . Resulting predictions were exported as a 30m resolution raster file.
A post-classification workflow was implemented in ArcGIS: first, the Majority filter tool was applied to remove isolated pixels, next, class boundaries were smoothed using the Boundary Clean tool, and finally, small isolated regions (less than 90m x 90m) were generalised to the nearest class. As the incorporation of ancillary GIS data can increase classification accuracy, mapped road networks and locations of pulpwood plantations were rasterised and merged with the classified data [23] . Additionally, data classified as forest cover was divided into two sub-classes (disturbed and intact forest) based on spatial overlap with JAXA forest maps [22] . Based on withheld validation points, final classification accuracy was highly accurate (Kappa score: 0.948)
S3.2 Identification of environmental and spatial risk factors
From extracted proportions and fragmentation indices at each buffer radius, we then applied the Boruta algorithm, a feature selection algorithm designed to reduce data dimensionality and identify important features [24] . This algorithm compares the variable importance of the predictor values with shadow variables, permuted variables with no association with classification; based on the statistical significance of the importance between predictors and shadow variables over multiple random forest iterations, predictor variables are declared important or unimportant [25] . Out of a total of 352 extracted variables, 157 were identified as potentially important predictor variables. Unsurprisingly, some landscape variables were highly correlated ( Figure S4 ) and a further 83 variables were excluded with a Pearson's correlation coefficient > 0.8.
Data on elevation, aspect and slope was obtained from the ASTER Global Digital Elevation Model and extracted for each household location [26] . To evaluate access to healthcare, cost surface rasters with 30m resolution were created using an estimated speed of 60 km/hr for highways, 20 km/hr for other roads, 15 km/hr for boats and 5 km/hr for areas with no road or water access. Travel times were calculated as least cost estimates of travel times from each household to the nearest clinic and the nearest hospital [27] . 
S4. Model development
S4.1 Variable selection
Variables were assessed for inclusion into the final model using a binomial generalised mixed modelling framework with household included as a random effect. A socioeconomic status index was created using principal component analysis and data on household education, household assets (possession of electricity, refrigerator, car, motorcycle, generator and livestock), amount of land farmed and household construction and materials. Based on results of this analysis, households were divided into quartiles by socioeconomic status. In addition to contributing to this index, variables about household construction and assets were additionally assessed independently to determine association with P. knowlesi exposure.
First, univariate analysis was conducted for all potential explanatory variables and variables with p < 0.2 were added in a forward stepwise manner to check for interactions (full results in section S5). Final inclusion in the model was assessed through AUC and deviance information criteria (DIC).
S4.2 Bayesian model development
The final model was developed as a Bayesian hierarchical model implemented in INLA, incorporating two levels for individual and household level effects. Individual seropositivity was denoted as = 1 … ; j = 1….m, where i is the individual and j is the household. The full model was specified as:
With the linear predictor for the Bernoulli model specified as:
= logit( ) = 0 + + Where β 0 represents the intercept, represents a vector of individual covariate effects and represents the additive terms of random effects for household with a vector of household level coefficients . Weakly informative priors of N(0, 0.01) were used for intercepts and fixed effect coefficients and penalised complexity priors were used for the spatial effect as described by [28] . The default parameter of logGamma (1, 0.00005) was used for the precision of the random effect (τ γ ).
As Moran's I showed significant spatial autocorrelation, we additionally fit a model with the spatial effect modelled as a Matern covariance function between locations s j and s k :
Where ||s j -s k || denotes the Euclidean distance between locations s j and s k , σ 2 is the spatial process variance and K λ is a modified Bessel function of the second kind and order λ > 0. κ is a scaling parameter related to r, the distance at which spatial correlation becomes negligible, by r = √8λ/ κ. A stochastic partial differential equations (SPDE) approach was used, representing the spatial process by Gaussian Markov random fields (GMRF) by partitioning the study area into non-intersecting triangles and represents the covariance matrix Σ by the inverse of the precision matrix Q of the GMRF [29] . Final models were assessed using the deviance information criteria (DIC) and AUC.
S5. Univariate analysis
Results of the univariate analysis used to select variables for inclusion into the final model are presented below. 
