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Abstract
Several technologies have been proposed for deflecting a hazardous So-
lar System object on a trajectory that would otherwise impact the Earth.
The effectiveness of each technology depends on several characteristics of the
given object, including its orbit and size. The distribution of these parame-
ters in the likely population of Earth-impacting objects can thus determine
which of the technologies are most likely to be useful in preventing a colli-
sion with the Earth. None of the proposed deflection technologies has been
developed and fully tested in space. Developing every proposed technology
is currently prohibitively expensive, so determining now which technologies
are most likely to be effective would allow us to prioritize a subset of pro-
posed deflection technologies for funding and development. We present a
new model, the Deflector Selector, that takes as its input the characteristics
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of a hazardous object or population of such objects and predicts which tech-
nology would be able to perform a successful deflection. The model consists
of a machine-learning algorithm trained on data produced by N -body inte-
grations simulating the deflections. We describe the model and present the
results of tests of the effectiveness of nuclear explosives, kinetic impactors,
and gravity tractors on three simulated populations of hazardous objects.
Keywords: planetary defense, orbital mechanics, machine learning
1. Introduction
Impacts on the Earth by natural Solar System objects (i.e., asteroids
and comets) can pose a significant threat to human lives and infrastructure.
Geological evidence of an impact crater near Chicxulub, Mexico indicates
that an asteroid or comet 66 million years ago may have been responsible for
the mass extinction of approximately 3/4 of the Earth’s plant and animal
species and the disruption of the global climate [1]. While the Chicxulub
impactor was at least 10 km in diameter, impacting objects too small to cause
mass extinctions can still pose a regional threat to life and property. Even the
∼ 17 m object that struck the atmosphere at a shallow angle over Chelyabinsk
Oblast, Russia in 2013 caused $33 million (USD) in infrastructure damage,
and over ∼1,000 injuries [2].
Several ground- and space-based observing campaigns, such as the Catalina
Sky Survey [3], LINEAR (Lincoln Near-Earth Asteroid Program) [4], Pan-
STARRS (Panoramic Survey Telescope and Rapid Response System) [5],
NEOWISE (NEO Wide-field Infrared Survey Explorer) [6] have been ded-
icated to detecting and tracking Near Earth Objects (NEOs) and flagging
potentially hazardous NEOs for follow-up observations to characterize the
probability that they will impact the Earth. The International Astronomi-
cal Union’s Minor Planet Center1, the world’s clearinghouse for asteroid and
comet astrometry, provides coordination for the surveys searching for NEOS
and maintains a database of asteroid and comet astrometric observations and
orbits.
In the event that a hazardous object is detected on an Earth-crossing
trajectory, several technologies have been proposed for deflecting the object
to prevent an impact. Deflection technologies are designed to change the
1http://www.minorplanetcenter.net/
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velocity of an impactor at some time before the impact, shifting the object’s
orbit such that the object and the Earth will not occupy the same position
in space at the same time. Proposed deflection technologies include nuclear
explosives [7], kinetic impactors [8, 9], gravity tractors [10], mass drivers [11],
laser ablation [12], and ion beam shepherding [13], among others. However,
none of these technologies have been fully developed and tested in space. The
kinetic impactor method has been indirectly attempted in space during the
Deep Impact mission, which intentionally collided a 370 kg impactor with the
comet Tempel 1, but the subsequent change in the velocity of the comet was
not measured [14]. While nuclear explosives are a well-studied technology on
Earth, the testing of nuclear explosives in space was prohibited by the Outer
Space Treaty of 1967 [15].
Theoretical studies of the various proposed deflection technologies have
often focused either on modeling the capabilities of a single technology [7, 10],
or comparing the abilities of the different technologies to address specific
impact scenarios [16, 9, 17]. For example, Carusi et al. [16] performed N -
body integrations of 11 objects on a collisional trajectory with the Earth and
simulated the attempted deflection of the objects by applying a change in
the object’s velocity, ∆v. They found that the ∆v necessary to deflect an
object depends strongly on the lead time, the time before impact that the
∆v is applied.
Developing and testing every proposed deflection technology would be
prohibitively expensive. However, if humanity waits until a clear impact
threat is detected to decide which technology to use, there may not be time
to develop and deploy the chosen technology before impact. The readiness
levels of proposed deflection technologies vary [18], but if the development
time is longer than the lead time between the detection of a threat and its
arrival, the technology will be useless. Even technologies with development
times slightly longer than the lead time may not be deployed with enough
time to be effective. Determining now which technologies are most likely
to be useful would allow policy and funding decision-makers to effectively
prioritize a subset of the proposed deflection technologies.
We have developed a method for comparing the effectiveness of the various
proposed technology on deflecting the likely population of hazardous objects.
Our model, the Deflector Selector, maps the distribution of parameters of a
hypothetical impactor population to the set of proposed technologies that
can feasibly deflect these objects. In this work, we describe the Deflector
Selector framework and use it to address the following questions:
3
• Which deflection method has the highest likelihood of deflecting the
broadest range of potentially hazardous objects?
• Which object characteristics is the choice of deflection method most
sensitive to?
• Which areas of the impactor parameter space are not covered by current
deflection technologies?
Our model consists of a machine-learning algorithm that takes as its input
the characteristics of a hypothetical hazardous object (e.g., orbital parame-
ters, size, etc.) and outputs a list of the deflection technologies capable of
deflecting the object. To train the algorithm, we produced a set of train-
ing data using orbital simulations to simulate the application of a change
in velocity, ∆v, to deflect a hazardous object. For each object, we attempt
multiple deflections, each with a ∆v representing the maximum deflection
achievable by one of the deflection technologies we consider.
Section 2 describes our method for producing and characterizing a set
of simulated hazardous objects. In Section 3, we summarize the object de-
flection simulations we use to test the effectiveness of the three technologies
we consider in this work. In Section 4, we describe the machine learning
algorithm we trained to predict which deflections technologies are most gen-
erally effective. We summarize our results in Section 4.3 and discuss our
conclusions in Section 5.
2. Preparing the Earth-Impacting Objects
2.1. Simulating the Hazardous Object Population
The first step in simulating the effects of the various deflection tech-
nologies is to generate a population of hypothetical, undiscovered Earth-
impacting objects. We characterize each hazardous object with five parame-
ters: the β parameter representing the object’s internal structure, the object’s
diameter D, and the semi-major axis aobj, eccentricity eobj, and inclination
iobj, representing the object’s orbit. Table 1 summarizes these parameters
and the range we used for each.
The β parameter is also known as the momentum enhancement factor.
Values of β greater than 1 indicate that when the object is struck by an
impactor, the momentum of the object is increased due to the material ex-
pelled. Values less than 1 indicate that not all of the impactor’s momentum
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Parameter Range
aobj (au) 0.5-2.0
eobj 0.0-1.0
iobj (deg) 0-40
D (m) 50-1000
β 0-4
Table 1: The parameters we use for our simulated Earth-impacting objects, and their
ranges. The semi-major axis aobj, eccentricity eobj, inclination iobj, and β parameter are
drawn from a uniform distribution, while the diameter D follows a power-law distribution.
Note that the eccentricity eobj is limited for a given object’s a to ensure that the object’s
orbit is Earth-crossing.
is transferred to the object. We randomly draw the β parameter values from
a uniform distribution between β = 0 and β = 4.
To select an object’s diameter, we use a size distribution based on the
Bottke et al. empirical absolute magnitude distribution [19]:
n(H) ∝ 100.35HdH, (1)
where n(H) is the number of objects with absolute magnitudes between H
and H + dH. This absolute magnitude distribution can be converted into a
size distribution using:
D =
10−H/5√
p
× 1329 km, (2)
where D is the diameter of the object and p is its albedo [20]. We assume an
albedo of 0.25 for all objects and restrict our size range to objects with radii
between 50 m and 1 km. We approximate the objects as spheres of constant
density 3 g/cm3 to estimate each object’s mass.
To produce an object’s orbit, we select a semi-major axis aobj and incli-
nation iobj from uniform distributions in the ranges aobj = 0.5 − 2 au and
iobj = 0−40◦, respectively. We select an eccentricity eobj from a uniform dis-
tribution, nominally in the range eobj = 0.0−1.0. For a given semi-major axis
value, this eccentricity range may be further restricted by the requirement
that the object’s orbit must be Earth-crossing, i.e., if r⊕ is the distance from
the Earth to the Sun, we require aobj(1−eobj) <= r⊕ and aobj(1+eobj) >= r⊕.
For each object, this set of (aobj, eobj, iobj) does not provide all of the informa-
tion needed to describe the object’s orbit. We must select a longitude of the
5
ascending node Ωobj, argument of perihelion ωobj, and mean anomaly Mobj
such that the object is co-located with the Earth at the time of impact, t = 0,
given the Earth’s orbital elements (a⊕, e⊕, i⊕,Ω⊕, ω⊕,M⊕). We perform this
selection as follows.
The impact must occur where the object’s orbit crosses the Earth’s orbital
plane. Using an ecliptic reference frame, this will occur at the object’s as-
cending or descending node, so we first set the object’s longitude of ascending
node to the Earth’s true anomaly, Ωobj = ν⊕.
Our next step is to select a value for mean anomaly for the object, Mobj,
such that the object’s distance to the Sun is equal to the Earth’s, robj = r⊕.
We find this Mobj numerically by temporarily setting the object’s argument
of perihelion to zero ωobj = 0 and iterating through possible values of Mobj
to minimize |r⊕ − robj|.
The final step is to find a value for ωobj such that ~r⊕ and ~robj are parallel,
i.e., ~r⊕ · ~robj = | ~r⊕|| ~robj|. We find this ωobj numerically by iterating through
possible values of ωobj numerically to minimize | ~r⊕ · ~robj − | ~r⊕|| ~robj||. Our
selection of Mobj requires that the object and the Earth are equidistant to
the Sun, and our selection of ωobj, requires that the position vectors of the
Earth and the object are parallel. Together, these two orbital parameters
ensure that the Earth and the object have the same position in space, i.e.,
are colliding.
To simulate an attempted deflection of the object, we need to know the
orbital parameters of the object (a′obj, e
′
obj, i
′
obj,Ω
′
obj, ω
′
obj,M
′
obj) and the Earth
(a′⊕, e
′
⊕, i
′
⊕,Ω
′
⊕, ω
′
⊕,M
′
⊕) at time t = −tlead before the impact at time t = 0.
In a purely Keplerian system, only the mean anomalies would change with
time:
M ′obj = Mobj −
tlead
√
GM
2pia
2/3
obj
, (3)
M ′⊕ = M⊕ −
tlead
√
GM
2pia
2/3
⊕
, (4)
where G is the gravitational constant and M is the mass of the Sun. How-
ever, gravitational perturbations from the Earth and other planets in the
simulation will change all of the object’s orbital parameters with time and
must be numerically calculated. Therefore, instead, we integrate the orbits
of the object backwards in time using a leapfrog N -body integrator (see Sec-
tion 2.2). Leapfrog integrators are symmetric in time, guaranteeing that the
object will impact the Earth at time t = 0 in the forward integration. In
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the simulations discussed in this work, we integrated backwards in time to
t = −15 yr before impact.
2.2. Backwards Integration
We performed orbital simulations using theN -body integrator REBOUND
[21], run on the Carnegie Institute of Washington’s Memex cluster. Our simu-
lations included the gravitational effects of Jupiter, Venus, Mars, and Earth’s
Moon, as well as the Sun and the Earth. We used the included leapfrog in-
tegrator in REBOUND with a constant timestep of ∆t = 1.6× 10−6 yr, and
a gravitational softening parameter of rs = R⊕.
As described in Section 2.1, determining the initial orbital parameters
of an object at time t = −tlead that guarantee a collision with the Earth at
t = 0 is a non-analytic problem in the presence of gravitational perturbations
from the Earth and other planets. We address this problem numerically by
first placing the object at the location of the Earth at time t = 0 and then
integrating the system backwards for 15 yr. The resulting system coordinates
are the appropriate initial conditions for the forward simulation to guarantee
a collision at t = 0, due to the time-reversibility of the leapfrog integrator.
To simulate an attempted deflection of an Earth-impacting object, we
will apply a change in velocity, ∆v, to the object in the direction of the
object’s instantaneous velocity at some lead time t = −tlead. We describe
our calculation ∆v in detail in Section 3. The lead time tlead represents the
time between the application of the deflection technology and the Earth-
impacting time. The object’s orbit places an upper limit on the lead time
in two ways. First, the object must be detected and its orbit measured
before the deflection technology can be deployed. Second, the technology
must travel from the Earth to an intercept point with the object in order
to attempt a deflection. During the backwards integration, we simulate the
detection of each hazardous object and calculate the time needed for the
deflection technology to reach the object, to explore the dependence of the
lead time on the object’s orbit and size. We describe the detection simulation
and travel time simulation in the following subsections.
2.2.1. Detection Simulation
We simulate the detection of the object by defining a “detection zone”
traveling with the Earth through space. During the backwards integration,
we record the times at which the object crosses into and out of this detection
zone. The boundaries of our simulated deflection zone for a given object are
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set by the magnitude limit and sky coverage of the detector. The regions of
the sky covered by a ground- or space-based instrument vary widely, so for
now let us consider a hypothetical detector located at the Earth that can
detect any object with a magnitude brighter than mmax but cannot point at
the Sun, i.e., it cannot detect any object within θFOV of the Sun, where θFOV
is the field of view of the detector.
At every timestep of the backwards integration, we estimate the object’s
apparent magnitude as measured from Earth based on its absolute magnitude
H:
mobj = H + 5 log(robjrdist)− 2.5 log(φ(θ)), (5)
where robj is the distance between the object and the Sun, rdist is the distance
between the object and the Earth, θ is the angle formed by the object-Sun
line and the object-Earth line, and φ is the object’s phase function. We use
a phase function for an ideal diffuse reflecting sphere,
φ(θ) =
2
3
((
1− θ
pi
)
cos θ +
1
pi
sin θ
)
. (6)
We define an object to be in the detection zone ifmobj < mmax and θ⊕ > θFOV,
where θ⊕ is the angle formed by the Earth-Sun line and the object-Earth
line. We set our minimum elongation angle to θFOV = 60
◦ and our apparent
magnitude limit to mmax = 20.5 [22]. As a zeroth-order approximation, we
consider the earliest time in which the object is in the detection zone to be
the time at which the object is discovered and its orbit measured. In reality,
multiple observations are required to measure the orbit of a hazardous object
and confirm that it will impact the Earth. This discovery time, t = −tdisc,
places an upper limit on the possible lead time: tdisc > tlead.
The discovery time depends on both the object’s orbit and its size. Figure
1 illustrates both of these effects, in a histogram of the discovery time of
the objects in our simulations. The peak at tdisc = 15 yr represents the
significant fraction of all objects discovered at the earliest possible time,
most of which would likely be discovered earlier if our simulations covered
a larger range in time. Another peak close to time t = 0 yr represents the
objects that are not discovered until their final approach to the Earth in
the last year before impact. The remaining oscillation in the discovery time
curves reflects the clustering of the mean anomalies of the objects. We have
created a population of objects that all impact the Earth at time t = 0. The
peaks in the discovery time curves occur during close flybys of the objects
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Figure 1: Histograms of the discovery time of objects in our simulations, sorted into three
diameter bins. The peaks represent close passes of the objects in the years before impact,
during which detection is more likely. Larger objects are more likely to be discovered
earlier.
in the years before detection. The histograms in Figure 1 are sorted into
three object diameter bins. Larger objects are more likely to be discovered
earlier before impact, as shown by the larger amplitude of the peaks in the
discovery time curve.
2.2.2. Travel Simulation
The second constraint on lead time is the finite time needed for the tech-
nology to travel from the Earth to an intercept point with the hazardous ob-
ject. If we assume that our simulated human civilization responds instantly
to the discovery of an impact threat by launching the deflection technology,
then this travel time ttrav can be used to further constrain the lead time:
tdisc − ttrav ≥ tlead.
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We assume that our simulated human civilization will attempt to deflect
the object at a point where the object crosses the Earth’s orbital plane (i.e.,
the object’s ascending or descending node), assuming enough time remains
for the deployment technology to intercept the object at one of its nodes.
While previous studies have shown that applying a ∆v at an object’s per-
ihelion is most effective for deflecting the object [23], the dynamical cost
of reaching perihelion may make this choice of intercept location less effec-
tive [24]. For example, more eccentric objects will have perihelion locations
closer to the Sun, increasing the launch velocity required to reach that point,
and potentially preventing a rocket from reaching perihelion within the lead
time available. Instead, we select a point in Earth’s orbital plane, reducing
the energy required for the rocket to intercept the object and increasing the
capacity of the rocket.
Suppose the locations of the Earth and the incoming hazardous ob-
ject at the time of the object’s discovery, t = −tdisc, are ~rEarth(−tdisc) and
~rimp(−tdisc), respectively. If the time required for the object to reach its next
node (ascending or descending) is tnode, then the impactor will pass through
its node before it impacts the Earth if tdisc− tnode ≥ 0. The object’s location
at this node can be written as ~rimp(−tdisc + tnode).
We are then confronted with Lambert’s problem: we require a transfer
orbit that can take the deflection technology from the Earth’s location at
time of discovery, ~rEarth(−tdisc) to the object’s location as it passes through
its node, ~rimp(−tdisc + tnode) in the time it takes the object to reach the node,
tnode. More formally, we need to find a solution for the differential equation
d2~r
dt2
= − µ
r3
~r (7)
such that ~r(t0) = ~rEarth(t0) and ~r(t1) = ~rimp(t1), where t0 = −tdisc and
t1 = −tdisc + tnode.
Solving Lambert’s equation reveals the velocity change, vlaunch, necessary
to place the deflection technology on this transfer orbit. To solve Lambert’s
equation, we use the universal variable method derived in Bate, Mueller,
and White [25] and Vallado [26]. There are practical limits on the launch
velocity vlaunch of a rocket, based on the mass of the payload and the rocket’s
capabilities. We discuss these limits in detail in Section 3.1. For now, we
place an upper limit of vrocket = 16 km/s, approximately the Solar System
escape velocity relative to the Earth and the speed at which the New Horizons
spacecraft was launched [27].
10
For every incoming hazardous object and corresponding discovery time
tdisc produced via our backwards integration (described in Section 2.2.1), we
use the following algorithm to calculate the travel time necessary for the
deflection technology to reach the object:
1. Calculate tnode, the time required for the object to travel from its loca-
tion at discovery, ~rimp(−tdisc), to its next ascending or descending node,
~rimp(−tdisc + tnode).
2. If tdisc − tnode ≥ 0, then the object will pass its next node before it
impacts the Earth, so enough time remains for humanity to attempt to
intercept the object at a node crossing. Set the travel time to ttrav =
tnode, and proceed to Step 3. Otherwise, proceed to Step 6.
3. Using the chosen travel time ttrav, solve Lambert’s equation to calculate
the launch velocity, vlaunch, necessary to place deflection technology onto
transfer orbit.
4. Compare required launch velocity with the maximum possible launch
velocity achievable with current technology, vrocket. If vlaunch ≤ vrocket,
then this transfer orbit is achievable. Record travel time and launch
velocity. Otherwise, proceed to Step 5.
5. If vlaunch > vrocket, then the deflection technology cannot intercept the
object at its next node crossing due to limitations in launch capabilities.
Calculate the time at which the object will cross the Earth’s orbital
plane once more. Using this new time as tnode, return to Step 2. If no
node crossings remain before impact with the Earth, proceed to Step
6.
6. If tdisc − tnode < 0, then the object will not pass through one of its
ascending or descending nodes before impacting the Earth. Alterna-
tively, if the object will pass a node before impact but the required
launch speed to reach the node is not achievable, then the deflection
technology cannot intercept the object at its ascending or descending
node. In either case, our simulated human civilization will then attempt
to intercept the object as soon as possible before impact. We first set
the travel time to half the remaining time until impact, ttrav = tdisc/2
or, in the case where we have already attempted to intercept at a node,
the time between the final node crossing and the time of impact. We
then repeat this algorithm from Step 3, resetting the travel time in each
iteration to equal half the remaining time until impact, until either the
11
inequality in Step 4 is satisfied or ten iterations have passed. In this lat-
ter case, our simulated human civilization is incapable of reaching the
incoming hazardous object with a deflection technology before impact,
and we record the object as a failed deflection.
This algorithm will result in either a failed deflection, which we record as
such without the need for further simulation, or a travel time ttrav in which
the deflection technology can reach the incoming hazardous object before
impact, and a launch velocity vlaunch necessary to place the technology on
its transfer orbit. We record vlaunch and set the lead time for the object as
tlead = −tdisc + ttrav.
Figure 2 shows the lead time histograms for the objects in our simulations,
each on its own orbit within the range specified by Table 1. The peaks seen
in the discovery time curves are smoothed out somewhat in the lead time
curves due the the addition of the travel time, which depends on the orbit and
position of the object relative to the Earth in a complex way. However, the
effect of the object’s size remains: larger objects, which tend to be detected
earlier, can therefore be reached sooner with deflection technologies.
Figure 3 illustrates the backward integration steps described in this sec-
tion. At the end of the backwards integration, the object’s orbital parameters
are recorded. The lead time tlead is calculated from the discovery time, tdisc,
found during the backwards integration, and the travel time required, ttrav,
estimated with the method described above. In the following section, we
describe the next steps in the simulation: integrating the orbits forward,
simulating an attempted deflection by applying a ∆v to the object, and
checking for impacts.
3. Simulating the Deflections
For each of our simulated hazardous objects (described in Section 2), we
can use the required launch velocity vlaunch to estimate the maximum mass
of the deflector that our simulated human civilization could launch to the
incoming hazardous object. This upper limit on mass constrains the ∆v that
a given deflection technology can apply. After calculating these ∆v values,
we perform N -body simulations (with time running forward) to simulate
the application of each ∆v (see Figure 3). Section 3.1 below describes our
calculations of the maximum deflector mass. Section 3.2 summarizes the
capabilities of the three deflection technologies we consider in this work: a
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Figure 2: Histograms of the lead time of all objects in our simulations, sorted into three
size bins. The peaks seen in the discovery time histograms in Figure 1 are smoothed
somewhat by the addition of the travel time, which has a complex dependence on the
orbital configuration of each object. The lead time for larger objects tends to be earlier,
since they tend to be detected earlier.
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Backward Integration Forward Integration
𝑡 = 0
𝑡 = -𝑡disc
𝑡 = -15 yr
𝑡 = -15 yr
𝑡 = -𝑡lead
𝑡 = 0
Earth
Object
Discovery  
Zone
𝚫𝑣
Figure 3: A diagram illustrating the integration steps of the Deflector Selector algorithm
(orbital periods and sizes not to scale). The hazardous object is given an orbit such that
it is colliding with the Earth at time t = 0. The orbits of the object and the planets are
then integrated backwards for 15 yr. The discovery time tdisc is recorded at the earliest
time in which the object is discoverable from the Earth. Next, the object and planets are
integrated forward in time from t = −15 yr. At some lead time t = −tlead, a ∆v is applied
to the object to simulate a deflection attempt. If the object does not impact the Earth
during the forward integration, the simulation is recorded as a successful deflection.
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nuclear explosive, a kinetic impactor, and a gravity tractor. Section 3.3
describes the forward integration that simulates a deflection attempt and
tests for its effectiveness.
3.1. Launch Vehicles
The successful execution of any chosen deflection method is ultimately
dependent on launching the technology into space and into the necessary
transfer orbit. We assume that only one technology is used for an attempted
deflection of an incoming hazardous object, and that only a single launch
vehicle is used for the deployment of that technology. Our travel time es-
timation, described in Section 2.2.2, uses Lambert’s equation to predict the
velocity relative to the Earth, vlaunch, necessary to launch the deflection tech-
nology into the transfer orbit. We can then use the Tsiolkovsky ideal rocket
equation to estimate the mass ratio of the launch vehicle:
vlaunch = Ispg ln
minit
mfinal
, (8)
where Isp is the specific impulse of the rocket, g = 9.8 m/s
2 is the acceleration
due to gravity on Earth, minit is the total initial mass of the rocket before
launch, mfinal is the mass of the rocket after the propellant has been expended,
also known as the dry mass, and we have assumed that the launch vehicle
is a single-stage rocket. The total initial mass of the rocket is made up of
the propellant, the payload, and the vehicle itself. We consider the mass
of the vehicle to be part of the payload mass in this context, since two
of our technologies (the nuclear explosive and the kinetic impactor) use the
spacecraft itself to impart momentum on the target object via a collision, and
the third (the gravity tractor) uses the total mass of the spacecraft to exert
a gravitational pull on the target object. We therefore use an initial mass of
minit = mpropellant +mpayload and a final mass of mfinal = mpayload. We roughly
approximate the characteristics of the Delta IV Heavy, currently the orbital
launch system with the largest payload capacity, setting mpropellant = 7× 105
kg and Isp = 420 s. Rearranging Equation 8 and inserting these values, we
estimate that the maximum payload mass that can be launched with relative
velocity vlaunch is
mpayload =
7× 105 kg
evlaunch/(4116 m/s) − 1 , (9)
For each deflection simulation produced by Section 2, we use Equation 9 to
estimate the maximum mass of the deflection technology.
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3.2. Deflection Technologies
In this work, we selected three deflection technologies to study: the ex-
plosion of a nuclear device on or near the object, a collision with a kinetic
impactor, or the alteration of the object’s trajectory with a gravity tractor.
We consider these to be three of the more plausible of the technologies dis-
cussed in Section 1. Nuclear explosive technology was developed decades
ago and has been tested and deployed on Earth, although testing in space
was halted by the Outer Space Treaty of 1967 [15]. Kinetic impactors are
one of the most low-tech solutions proposed, requiring only the ability to
rendezvous with a hazardous orbit, a technique which is required for all of
the proposed technologies and which was demonstrated in space by the Deep
Impact mission [14]. The gravity tractor, while requiring more complex tech-
nologies for the deployment and stationkeeping of the spacecraft, also relies
on well-known physics. Deflection methods that require landing on the ob-
ject’s surface, such as a mass driver, pose a more significant technological
challenge and depend strongly on the rotation of the object, which is diffi-
cult to measure.
Deflection via laser ablation would also depend strongly on the object’s
rotation, and would require the development of a powerful enough laser on
a spacecraft with precise stationkeeping and aim. The remaining deflection
technology discussed in Section 1, ion beam shepherding, is similar to the
gravity tractor in that it is a slow-push technique that depends only upon
existing technologies. However, due to constraints in computation time, we
chose to consider only the gravity tractor as a representative slow-push tech-
nology.
For each of these three technologies (nuclear explosive, kinetic impactor,
and gravity tractor), we performed a literature search, summarized below,
to investigate how the ∆v that each technology can apply depends on the
object’s size D, the object’s β parameter, and the mass of the deflector
mpayload.
3.2.1. Nuclear Explosive
Although nuclear explosives are highly controversial and subject to in-
ternational treaties [15], they remain an extremely attractive option for de-
flection due to the high ratio of ∆v imparted to the target object, compared
to other techniques. Nuclear explosives also stem from well-established and
existing technology. On the other hand, the possibility of a catastrophic mal-
function during launch or atmospheric travel poses a significant risk to the
16
population surrounding the launch site and beyond. Until these issues are
addressed, this method will remain a divisive topic.
To harness the energy of a nuclear detonation to impart a ∆v on a target
object, there are three possible approaches: a stand-off, surface, and sub-
surface detonation. For this study we focus on the stand-off detonation
method because it has a lower execution complexity and therefore a more
realistic implementation, but should still be representative of the deflecting
power of a nuclear explosion.
Nuclear radiation as a possible deflection method for NEOs has been
extensively modeled [7, 17]. The velocity change imparted on the target
object is the sum of the ∆v imparted by the x-rays, neutrons, and gamma
rays produced by the nuclear explosion, and the smaller contribution of the
debris from the payload capsule colliding with the target object. The total
∆v expected from a stand-off nuclear detonation is then
∆vnuc = ∆vx−ray + ∆vneutron + ∆vgamma + ∆vdeb. (10)
The ∆v associated with each type of radiation is given by
∆vrad =
2
√
2
1
3
ρrobjµrad
√
v
(√
F ∗0,rad − 1− arctan(
√
F ∗0,rad − 1
)
, (11)
where the “rad” subscript indicates x-ray, neutron, or gamma, 1
3
ρrobj rep-
resents the area mass density of the target object (given the object’s bulk
density ρ, radius robj, and approximating the object as a sphere), µrad is the
mass absorption coefficient for the given radiation type, and v is the vapor-
ization energy per unit mass [7]. We use the vaporization energy per unit
mass of v = 8 × 106 J/kg adopted by Hammerling & Remo [7] (see Table
2 for a listing of the other parameters we used for each contributor to total
∆v). F ∗0,rad is a unitless value associated with the given radiation type, given
by
F ∗0,rad =
ηradE∆Ω
4pir2obj
µrad
v
, (12)
where ηrad is the fraction of the total yield contributing the given radiation
type, E is the total energy yield of the nuclear explosion, and ∆Ω is the
fractional solid angle of radiation that impedes onto the asteroid [7]. The
latter is given by
∆Ω =
1
2
−
√
H
2
√
H + 2robj
H + robj
, (13)
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where H is the distance between the explosive and the target object at the
time of detonation [17]. Hammerling & Remo [7] found that the optimal
stand-off distance in their model is H = (
√
2− 1)robj. While later work de-
termined that the optimal stand-off distance has a more complex dependence
on excess velocity and mass expelled [17], we use the Hammerling & Remo
expression for stand-off distance for simplicity.
Although in general, only a small contribution on the momentum change
of the target object can be expected from the impact of the payload capsule
debris, for completeness this velocity change ∆vdeb can be expressed by
∆vdeb =
βSscmdebvdeb
mobj
, (14)
where β is a parameter of the target object describing how efficiently mo-
mentum is transferred to the object, which we conservatively set to β = 2
[17], Ssc = 2/pi is the scattering angle of the debris, mobj is the mass of the
target object, and mdeb and vdeb are the mass and velocity of the debris,
respectively, which can be calculated as follows:
mdeb = ∆Ωmpayload (15)
vdeb =
√
2ηdebE
mpayload
, (16)
where ∆Ω is the fraction of the debris that hits the target object and is given
by Equation 13 above, mpayload is the mass of the payload capsule, and ηdeb is
the fraction of the total nuclear yield contributing to the debris acceleration
[17].
X-Ray Neutron Gamma Ray Debris
η 0.7 0.01 0.02 0.2
µ (m2/kg) 1.37 4.96× 10−3 2.34× 10−3 –
Table 2: Parameters for our nuclear explosive calculations. Values for the contribution
fraction η assume a fission device [7]. Values for the mass absorption coefficient assume a
forsterite composition for the target object [17].
As an illustration, Figure 4 shows the predicted ∆vnuc values for a stand-
off nuclear detonation as a function of the size of the target object and the
potential nuclear energy. The range of nuclear energy is chosen to reflect the
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Figure 4: Predicted ∆v imparted onto a target object by a stand-off nuclear explosion
vs. object size and nuclear energy. Black solid lines trace contours in ∆v. The nuclear
energies that can be deployed by three current or proposed rockets are labeled, assuming
a payload of B83 warheads delivered to a Mars orbit.
maximum payload of nuclear explosives that can be launched by various cur-
rent and proposed heavy-lift rockets. For this rough calculation, we assume
that a payload contains B83 warheads, each weighing 1.1 tons and capable
of delivering 1.2 Mt of nuclear energy, and that the payload is delivered to a
Mars orbit. The expected ∆vnuc values for the given range of target objects
and nuclear energies range from ∼ 10 cm/s to a few km/s.
3.2.2. Kinetic Impactor
A kinetic impactor imparts a velocity change in the target object sim-
ply by colliding a massive payload with the object to change the object’s
momentum. The appeal of this technique is that it is the least complex de-
flection approach. However, deflection via kinetic impact has not been tested
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in space and the details of the mechanism are poorly constrained. The β pa-
rameter of the target object (previously described in Section 3.2.1), which
measures how efficiently the momentum of the kinetic impactor is transferred
to the object, is difficult to predict based on observations. This parameter
can be highly dependent on both the internal structure and composition of
the object. There is also a possibility that some of the kinetic energy of the
impactor will fracture the target object into smaller (but still hazardous)
fragments rather than fully deflecting the object’s trajectory.
The ∆vkin imparted by a kinetic impactor can be estimated as follows:
∆vkin = β
mpayload
mpayload +mobj
vrel, (17)
where vrel is the relative velocity between the hazardous object and the im-
pactor.
Figure 5 shows the predicted ∆vkin values for an impactor with a relative
velocity of 20 km/s and our conservative β value of β = 2, as a function of
target object size and impactor mass. The impactor mass plotted represents
the sum of the payload, the dry mass of the payload capsule, and the dry
mass of the final booster. In the case of a kinetic impactor in this scenario,
the expected ∆vkin values range from ∼ 0.1 mm/s to ∼ 10 m/s.
3.2.3. Gravity Tractor
The gravity tractor technique relies on modifying the trajectory of an
incoming hazardous object by using the gravitational force exerted by a
spacecraft on the object. The spacecraft hovers near the target object and
slowly exerts a gravitational “tug” in the desired direction with thrusters.
In contrast to the previous two methods, the gravity tractor is a slow-push
deflection technology (or more accurately, a “slow-pull” technology) and re-
quires a substantial lead time to be effective. This method is also the most
fuel-expensive of the three we consider, as the spacecraft must not only ren-
dezvous with the object but also match its velocity, and then continue to
operate until a successful deflection is achieved. The major advantages of
this technique are that it allows for finer control of the target object’s trajec-
tory, and is largely insensitive to the internal structure, surface properties,
and rotation state of the object [10], although the rotation state of an elon-
gated object with a non-uniform gravity field could affect fuel requirements
for station-keeping.
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Figure 5: Predicted ∆v imparted onto a target object by a kinetic impactor vs. target
object size and kinetic impactor mass, assuming a relative velocity of 20 km/s at impact
and a β parameter of 2. Black solid lines trace contours in ∆v.
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The acceleration atrac imparted on a target of radius r by a spacecraft of
mass mpayload at a distance d = frobj from the target’s surface is
atrac =
Gmpayload
(frobj)2
, (18)
where G is the gravitational constant. For this simple approximation, we
neglect the loss of propellant mass as the tractor continues to operate. Note
that this approximation means that our simulation will overestimate the
effectiveness of the gravity tractor, as the tractor is only effective as long as
it can maintain its position relative to the object, and the loss of propellant
mass during operation will decrease the acceleration imparted on the object
over time.
Equation 18 suggests that in the optimal case, a spacecraft would be
positioned as close to the target as possible (f << 1). However, due to
potential interactions between the propellant expelled by the spacecraft and
the target object’s surface, the spacecraft’s thrusters must be pointed away
from the target. This in turn means that at least two thrusters must be used.
Furthermore, in order for the spacecraft to maintain a constant separation
d from the target object, the on-board propulsion system must be capable
of achieving an effective thrust, Teff , greater than the gravitational force
imparted on the spacecraft by the target. In other words,
Teff ≥ Gmpayloadmobj
(frobj)2
. (19)
Here we use Teff to indicate the projection of the nominal thrust T onto
the radial vector ~r pointing from the spacecraft to the target. For a pair of
thrusters, each with plume angle φ,
Teff = 2T cos{arcsin(1/f) + φ}. (20)
As mentioned above, the magnitude of the effective thrust is limited due
to the necessity to avoid propellant-target interactions. Thus, the spacecraft
thrust T presents the limiting factor for how close the spacecraft can get
to the target object’s surface. Specifically, since the target’s acceleration
is maximized for minimum f , Equations 19 and 20 imply that maximum
acceleration can be achieved at a minimum f = fmin, defined such that
2pi
3
Grobjρmpayload
f 2min cos{arcsin(1/f) + φ}
− T = 0. (21)
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Figure 6: Predicted ∆v imparted on a target object per year by a gravity tractor with
thrust T = 0.8 N. Black solid lines trace contours in ∆v per year.
Then the maximum acceleration that the gravity tractor can apply to the
target object is
atrac =
Gmpayload
(fminrobj)2
. (22)
Figure 6 shows the predicted values for the ∆v per year imparted by a
gravity tractor with a thrust of 0.8 N, as a function of target object size and
the mass of the tractor. For this gravity tractor, expected values for ∆v per
year range from ∼ 0.01 mm/s per year to ∼ 0.1 m/s per year.
3.3. Deflection Simulations
After the backwards integration and the travel time calculation are com-
plete, we then integrate the system forward in time from t = −15 yr until
time t = +15 yr. For every simulated hazardous object, we perform three
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simulations, each with an attempted deflection by one of our considered tech-
nologies. To simulate an attempted deflection, we calculate the maximum
possible ∆v that the technology can apply to the given object using the
equation presented in Section 3.2. We then add this ∆v to the object’s in-
stantaneous velocity at time t = tlead. At each integrator timestep, we check
for a collision between the object and the Earth by comparing the object’s
instantaneous location, ~robj, with the Earth’s, ~r⊕. If ‖~robj−~r⊕‖ < R⊕, an im-
pact has occurred and we record the simulation as an unsuccessful deflection.
If no impact is recorded during the simulation, we record it as a successful
deflection.
The method described above simulates an instantaneous-push deflection,
such as a nuclear explosion (Section 3.2.1) or a kinetic impact (Section 3.2.2).
We can also simulate a slow-push deflection, such as the deflection by a
gravity tractor (Section 3.2.3). In slow-push simulations, we apply a change
in velocity of ∆v/yr at every integrator timestep ∆t for which −tlead < ∆t <
0. This change in velocity is also applied in the direction of the object’s
instantaneous velocity vector. We test ∆v/yr values between 10−6 and 102
m/s per year.
Figure 7 summarizes the steps of the deflection simulation, specifying the
inputs and outputs of each step. For any given hazardous object, only five
inputs are needed, those highlighted in blue in Figure 7 and listed in Table
1. With these five inputs, the Deflector Selector model can predict whether
each deflection technology can successfully deflect the object or not.
Our deflection simulations produce a multidimensional data set that can
be used to examine the effects of object parameters such as orbit and size
on the likelihood that humanity would be capable of deflecting the object
before impact. For example, Figure 8 summarizes the deflection simulations
in which a nuclear explosive was attempted. For a given object diameter and
semimajor axis, the color of the plot in Figure 8 indicates the percentage
of our simulations in that bin that resulted in successful deflections. Our
simulated nuclear explosive can apply a significant ∆v, even to larger objects,
so the only constraint on its success is its ability to reach the hazardous object
in time. This lead time is a function of the detectability of the object, so
smaller objects at larger distances from the Earth tend to have lower success
rates.
The kinetic impactor success rate, shown in Figure 9, decreases for both
the largest and the smallest objects. For smaller objects, the success rate is
lower for objects with semimajor axes farther from the Earth’s. The success
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1. Generate orbits (§2.1)
2. Backward Integration/ 
Detection Simulation 
(§2.2, §2.2.1)
4. Technology Capability 
Calculations (§3.1, §3.2)
3. Travel Time 
Estimation (§2.2.2)
5. Forward Integration/ 
Deflection Simulation 
(§3.3)
𝑎obj, 𝑒obj, 𝑖obj 𝛺obj, 𝜔obj, 𝑀obj
𝑎obj, 𝑒obj, 𝑖obj, 
𝛺obj, 𝜔obj, 𝑀obj, 
𝐷
𝑎'obj, 𝑒'obj, 𝑖'obj, 
𝛺'obj, 𝜔'obj, 𝑀'obj, 
𝑡disc, 𝑟Earth(𝑡disc), 
𝑟imp(𝑡disc)
𝑟Earth(𝑡disc), 
𝑟imp(𝑡disc) 𝑡trav, 𝑣launch
𝑣launch, 𝐷, 𝛽 𝚫𝑣
𝚫𝑣, 𝑡lead, 𝑎'obj, 
𝑒'obj, 𝑖'obj, 𝛺'obj, 
𝜔'obj, 𝑀'obj success/fail
Figure 7: A diagram summarizing the steps of the Deflector Selector deflection simulation,
which produces the training data used in the machine learning algorithm (Section 4). The
inputs and outputs of each step of the simulation are listed. The inputs highlighted in blue
act as the inputs to the machine learning algorithm, while the final output highlighted in
red will indicates the classification result of the algorithm. Each step of the algorithm is
described in more detail in the section of this paper indicated by the number in parentheses.
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Figure 8: Summary of our nuclear explosive deflection simulations. The colors indicate
the percentage of successful deflections for a given object diameter and semimajor axis.
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Figure 9: Summary of our kinetic impactor deflection simulations. The colors indicate
the percentage of successful deflections for a given object diameter and semimajor axis.
rate then decreases again for the largest objects. The energy that our simu-
lated kinetic impactor can impart on a hazardous object is smaller than that
of a nuclear explosive, so it cannot apply a large enough ∆v to the largest
objects in our sample to successfully deflect them.
The situation is even worse for the gravity tractor, whose success rate we
show in Figure 10. Our simulated gravity tractor can rarely apply a large
enough ∆v to deflect objects larger than ∼ 200 m in diameter.
While Figures 8-10 illustrate the importance of object size and semimajor
axis on the probability of a successful deflection, the effects of the object’s
other parameters (e.g., β parameter, eccentricity, inclination) are hidden. To
better study the relationships between these parameters and the capabili-
ties of the deflection technologies, we analyzed our results using a machine
learning algorithm, described in the next section.
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Figure 10: Summary of our gravity tractor deflection simulations. The colors indicate
the percentage of successful deflections for a given object diameter and semimajor axis.
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4. Machine Learning Algorithm
With the exception of object diameter D, the hazardous object parame-
ters described in Section 2 have uniform distributions and do not represent
a realistic distribution of likely Earth-impacting objects. To predict which
deflection technologies would be most effective against a realistic simulated
population of hazardous objects, the simulation pipeline described in Sec-
tions 2 and 3 can be repeated for different object parameter distributions.
However, these calculations are computationally expensive, constraining the
user’s ability to test more than a few hazardous object populations in a rea-
sonable amount of time. Instead, we used the results of our simulations, sum-
marized in Section 3.3, to train a machine learning algorithm. The algorithm
takes as its input five object features (aobj, eobj, iobj, D, and β) and predicts
which combination of technologies are capable of deflecting the object. A
user can then feed an object population into the trained algorithm and pro-
duce a histogram predicting the effectiveness of each technology against the
population. While the training process can be computationally intensive,
the trained algorithm can return a result much more quickly than the or-
bital simulations described above, allowing for rapid comparisons of various
simulated object populations.
4.1. Training Data
The result of the deflection simulations described in Section 3.3 is a
dataset containing the results of Ntechs attempted deflections for each of Nobj
hazardous objects. This dataset contains Nobj points, each with the object’s
(aobj, eobj, iobj), D, and β parameters, and Ntechs = 3 binary flags indicating
whether each technology produced a successful deflection. The training data
set we used to train the algorithm presented in this work contained Nobj = 6
million samples, representing the results of 18 million simulations. These
data took up approximately 136 MB of storage space when saved in a binary
file.
4.2. Decision Trees
For the machine learning step of our pipeline, we chose to implement a
decision tree algorithm. Decision tree methods are effective for classification
problems, and have the added advantage of producing a trained algorithm
that can be easily interpreted and used to examine the relative importance of
the various input features. As it learns, the decision tree algorithm partitions
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the feature space of the training samples into smaller and smaller regions.
For each region of the feature space at each level of the tree, the algorithm
must decide how to partition the region to maximize the efficiency of the
tree, so it chooses a partition of a certain feature such that the impurity of
the training samples in each of the two resulting subregions is minimized.
We trained and implemented our decision trees using the scikit-learn pack-
age of Python [28], which uses an optimized version of the Classification and
Regression Trees (CART) algorithm [29] to build a tree. While training, this
decision tree algorithm measures the impurity of each node using the Gini
impurity, which is given by
K∑
i=0
pi(1− pi), (23)
where K is the number of possible classes (in our case, K = 2) and pi
represents the fraction of samples in the given subset that belong to class i.
The minimum possible value for the Gini impurity, zero, occurs when every
sample in the subset belongs to the same class.
One benefit of using a decision tree for our machine-learning algorithm
is that the trained tree can be visualized and understood by humans, rather
than acting as a black box (as in the case of certain other machine-learning
algorithms, e.g., neural networks). As an example, in Figure 11, we illustrate
the first few levels of a single decision tree trained on our data for nuclear
explosive deflections. In this diagram, each node represents a split by the
algorithm according to one of the object parameters. Objects that satisfy
the inequality in a given node proceed to the left child node, while objects
that do not satisfy the equality move the the right child node. While only
the first three layers of the tree are shown here, the tree terminates when
each of the nodes has an impurity of zero.
A single decision tree tends not to be very accurate. In particular, very
deep trees can suffer from overfitting. To improve the accuracy of our ma-
chine learning algorithm, we implemented an ensemble method knows as a
random forest. As it trains on the data, a random forest algorithm builds
Ntrees > 1 trees. To create a given tree, the algorithm randomly selects a
subset of the training data, and when partitioning the data at a node, it
chooses the best feature to make the split from a random subset of all the
features. After the forest is trained, it classifies a new object but feeding
the object’s feature through all of its trees and then averaging the result
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(the various trees in the forest are said to “vote” on the classification). The
resulting algorithm is a more accurate model than a single decision tree.
We trained three separate random forests on the data, one for each tech-
nology. Each forest was constructed with Ntrees = 100 trees, each with a
maximum depth of 50 levels. We used 80% of the training data to train each
random forest and the remaining 20% for test their accuracy. To measure
the accuracy, we input this test sample into the trained machine learning
algorithm, then compared the algorithm’s predicted classifications with the
known results for the sample from our deflection simulations. Our collection
of three random forests had an accuracy of ∼ 93%. We also experimented
with training a single random forest using multiple classification to predict
the deflection success of each technology, represented by a single integer, but
found that this method tended have an accuracy of only ∼80%.
The difference in accuracy between a single, muticlass decision tree and
three binary decision trees is likely due to the nature of our training data,
which is very unbalanced for a multiclass tree. For example, there are no
objects in our sample for which the gravity tractor is effective but the nuclear
explosive is not. Thus, there are no training data representing this result.
However, from the perspective of three binary decision trees, the various
classifications are well-represented; there are a large number of samples for
which the gravity tractor is successful, and for which the gravity tractor
is unsuccessful. Our training data is better balanced, and therefore better
suited, for training three separate trees than a single, multiclass tree.
We are interested not only in determining which technologies can success-
fully deflect a given hazardous object, but also in measuring which object
features are most important in making this determination. Some characteris-
tics of a hazardous object can be measured more easily, quickly, and precisely
than others, but they may not have as much of an effect on the likelihood
that a given technology can successfully deflect the object. For example, if we
determined that the decision of which technology could deflect a hazardous
object is extremely sensitive to the object’s β parameter, this would suggest
that we need to develop better techniques for measuring the β parameter of
NEOs. The decision tree algorithm provides us with a tool for understanding
the relative importance of each object feature: the Gini importance. As de-
scribed above, every time the algorithm partitions the training samples based
on some object feature, the Gini impurity of the resulting subsets is lower
than the initial set. The Gini importance of an object feature is calculated
as the normalized total reduction of Gini impurity due to that feature over
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Figure 11: A graphical representation of the first three layers of an example decision
tree trained on the nuclear explosive deflection data. “Samples” indicates the percentage
of the training samples represented by the given node. “Class” indicates the technology
classification of the largest fraction of samples in the node.
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Figure 12: The average Gini importances of each of the five inputs of our machine learning
algorithm, with error bars indicating the standard deviation between the three random
forests. The object’s semimajor axis is the most important determiner of whether each
technology can deflect the object.
the entire tree [30]. For an ensemble of trees like a random forest, we can
calculate the average Gini importance of each feature over the entire set of
trees.
We plot the Gini importance of each of our five object features in Figure
12. An object’s semimajor axis is the most important determiner of the
technologies that can successfully deflect the object, most likely due to the
dependence of the discovery time (and thus the lead time) on semimajor axis.
The object’s eccentricity and diameter are the next most important features,
due to their strong effects on the discovery time, followed by the inclination
and β parameter, which have little to no effect on the discovery time, and
thus the lead time, of the object.
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4.3. Results
Having trained an algorithm to predict, based on the characteristic of
a hazardous object, which technologies can successfully deflect the object,
we can now apply the algorithm to a simulated population of objects to
predict which technologies would be most useful. In this section we test
three simulated object populations and compare the results.
4.3.1. Realistic Impactor Population
We first examine a realistic population of hazardous Near Earth Asteroids
(NEAs). We use the simulated impactor population produced by Veresˇ et
al. [31], who produced 105 simulated Earth-impacting orbits from the NEO
population model of Bottke et al. [19, 32] using the technique of Chesley &
Spahr [33]. We use the Bottke et al. size distribution described in Section
2.1. The β values of the NEO population is less well-constrained. We use a
Gaussian distribution of standard deviation 0.5 around a reasonable value of
β = 2.
Figure 13 shows the distributions of the orbital elements, diameter, and
β parameter for our simulated NEA population, and a plot comparing the
success rate of each technology for this population of objects. A nuclear
explosive can successfully deflect 49% of the objects in this population, while
49% cannot be deflected by any of the three technologies, either because
the deflection technology cannot reach the object before impact or because
the ∆v applied by each technology does not change the object’s trajectory
enough to avoid an impact. The kinetic impactor has a slightly lower success
rate than the nuclear explosive (47%), while the gravity tractor is the least
effective technology, with a 33% success rate. The comparable success rates
of the nuclear explosive and the kinetic impactor indicates that the lead
time of roughly half of the objects is sufficient for both of these deflection
technologies to be effective. The largest of these objects, in the tail of the
object size distribution, can be deflected by the large ∆v of the nuclear
explosive but not the smaller ∆v of the kinetic impactor, despite a large lead
time. See Figures 8 and 9 for a comparison of the capabilities of these two
technologies vs. object size.
4.3.2. Small Comet-Like Objects
NEAs are not the only Solar System bodies that pose a threat to the
Earth. Comets inbound from the outer Solar System on high-eccentricity
orbits can also cross the Earth’s orbit and collide with the surface. Such
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Figure 13: Distributions of a, e, i, D, and β for our simulated Veresˇ population of
hazardous objects. Lower right: Percentage of the Veresˇ population that can be success-
fully deflected by each technology. The rightmost column indicates the percentage of the
population that cannot be successfully deflected by any of the three technologies.
35
collisions are much less frequent, but can be harder to predict, as these objects
will likely not be detected until their final orbit before impact. Additionally,
heating of the surface of a comet by a deflection technology could cause off-
gassing, which would alter the orbit of the comet in ways that are difficult
to predict. For now, we neglect this effect.
The characteristics of the long-period comet population in the Solar Sys-
tem is poorly constrained, and their semi-major axes are far larger than
the range we used to train our machine learning algorithm. So for now
we simulate a population of Jupiter-family-like comets with apocenter dis-
tances uniformly distributed between 5 and 6 au and perihelion distances
constrained to be less than 1 au, to create Earth-crossing orbits. This forces
the eccentricities of the objects to be between 0.83 and 0.87. We use a uni-
form distribution of inclinations between 0 and 40◦, and focus on the smaller
hazardous objects by using a Bottke size distribution between 50 and 100
m in diameter. We use the same Gaussian distribution of β values around
β = 2, as described in Section 4.3.1. These feature distributions, and the
technology success rates, are summarized in Figure 14.
Nuclear explosives are moderately effective on this population, with a
success rate of 56%, likely due to the small sizes of the objects. However,
kinetic impactors and gravity tractors are much less effective, with success
rates of 39% and 5%, respectively. This is likely due to the orbits of the
objects, which makes them more difficult to detect, decreasing their lead
time. The ∆v applied by a kinetic impactor is not large enough in all cases
to deflect the object’s trajectory in the available lead time. The gravity
tractor’s total applied ∆v increases with lead time, so for shorter lead times,
it may not be able to deflect the object at all.
4.3.3. Rubble Piles
Finally, we explored the effect of the β parameter on the success rate of
the deflection technologies. The ∆v applied by a nuclear explosive or kinetic
impactor depends on the value of β (see Equations 14 and 17), although this
dependence is much stronger for the kinetic impactor, as only the debris term
of the nuclear explosive’s ∆v depends on β. We tested a population of small
hazardous objects with orbits drawn from the Veresˇ simulated hazardous
object population, diameters following a Bottke distribution between 50 and
100 m, but β values distributed in the positive half of a Gaussian distribution
with a mean of zero and a standard deviation of 0.001. These β values close
to zero represent objects with very low internal strengths: rubble piles held
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Figure 14: Distributions of a, e, i, D, and β for our simulated small comet hazardous
object population. Lower right: Percentage of our simulated comets that can be success-
fully deflected by each technology. The rightmost column indicates the percentage of the
population that cannot be successfully deflected by any of the three technologies.
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together loosely, rather than solid bodies. The parameter distributions of
these small near-Earth rubble piles and the resulting technology success rates
are shown in Figure 15.
Our results indicate that the success rate of the nuclear explosive does
not decrease significantly when the NEAs are replaced with rubble piles.
However, the effectiveness of the kinetic impactor drops to 18% due to the
dependence of ∆v on β. The gravity tractor is slightly more effective on this
population (35%) due to the smaller size of the objects.
5. Discussion and Conclusions
We have presented our hazardous object deflection model, the Deflector
Selector, which consists of a machine learning algorithm trained on data pro-
duced by orbital integrations simulating deflection attempts. In this work,
we tested the effectiveness of three deflection technologies on the simulated
hazardous object populations. Unsurprisingly, our results indicate that nu-
clear explosives are the most effective deflection technology regardless of the
object population, although the effectiveness of nuclear explosives does vary
somewhat with the object’s orbit and diameter. However, nuclear explosives
may not be the most practical approach to deflecting an incoming hazardous
object, due to the threat posed by a catastrophic launch failure. The nuclear
fallout from the accidental explosion of a launch vehicle carrying a nuclear
deflector to space could result in significant loss of life and damage to prop-
erty. A kinetic impactor can be nearly as effective as nuclear explosives on
certain populations of hazardous objects, but its effectiveness depends on the
internal strength of the objects, represented in our model by the β parameter.
The gravity tractor is insensitive to β, but its effectiveness is highly sensitive
to the lead time before impact, which is a function of both the object’s orbit
and its size.
While the orbital simulations described in Sections 2 and 3 can be used
to directly study the effectiveness of various deflection technologies, they are
computationally expensive. Using a computer cluster with 100 cores, we
required ∼ 40 hours of wall time to complete the simulations described in
this work. This computational cost limits the ability of the model to test
a variety of object populations to compare the effectiveness of technologies.
Once trained, our decision tree algorithm can perform the same classifications
in seconds.
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Figure 15: Distributions of a, e, i, D, and β for our simulated small rubble pile hazardous
object population. Lower right: Percentage of our simulated population of rubble piles
that can be successfully deflected by each technology. The rightmost column indicates
the percentage of the population that cannot be successfully deflected by any of the three
technologies. 39
5.1. Future Work
In this work, we have described the framework the Deflector Selector
pipeline and examined the effectiveness of three of the more plausible de-
flection technologies. Future modifications to the pipeline will improve its
accuracy and its applicability to a wider range of objects and technologies.
For example, we plan to increase the parameter space for the hazardous
objects in future versions of the model. This will require additional orbital
simulations to test the deflection of objects with a larger range of sizes and
orbits. To study the threat of short-period comets from the Kuiper belt
or long-period comets from the Oort cloud, we will need to simulate the
deflection of objects with much larger semimajor axes. Comets can also be
much larger than asteroids, so we will also need to test object diameters
greater than 1 km.
We also plan to refine the approximations made in the simulation. For
example, we have assumed in this work that a potentially hazardous object’s
orbit can be characterized upon its discovery, such that it is instantly identi-
fied as a threat. In reality, multiply apparitions are required to characterize
an object’s orbit, and the time required to determine whether an object is
a threat depends strongly on its size [34]. We will add these considerations
to the lead time simulations in future versions of the model. We will also
experiment with different values for the albedo of an object. In this work,
we used a single albedo value of 0.25 to relate the magnitude of an object
with its diameter. Recent observations with NEOWISE indicate a bimodal
distribution of albedos in the Near Earth Asteroids (NEAs), with ∼ 25% of
the NEAs making up a very dark population with a peak albedo of 0.03,
and ∼ 75% of NEAs making up a moderately dark population with a peak
albedo of 0.168 [35]. The higher albedo used in our model means that an
object with a given diameter will have a lower apparent magnitude, making
them easier to detect. In the future, we will explore the effects of using lower
albedos, and using an orbit-dependent albedo distribution.
The current version of the model only attempts deflections in which the
change in velocity ∆v is positive, i.e., applied along the direction of the
hazardous object’s instantaneous velocity. Future versions of the model will
explore the effects of other types of ∆v deflections, in particular, a negative
∆v applied opposite to the object’s direction of motion. This will allow a
more accurate simulation of deflection technologies that depend strongly on
the relative velocities of the deflector and the hazardous object, such as the
kinetic impactor.
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In the future, by working with technology researchers and engineers, we
will vary the capabilities of the three technologies we have tested here to
address specific technology proposals. For example, we can test gravity trac-
tors with more powerful thrusters, or rockets with larger capacities. We also
plan to incorporate additional deflection technologies into future versions of
the model, including mass drivers, laser ablation, and ion beam shepherding.
Some of these technologies will require the addition of other object character-
istics into the model. For example, mass drivers are anchored to the surface
of an object, extract material, and eject the material into space to apply an
acceleration to the object. Both the landing on and the ejection of material
from the surface of the object are governed by the rotation period of the
object, so this period must be considered as an additional object feature in
our model. Other object parameters, such as albedo, will affect the discovery
time and thus the lead time for a given object, and will be included in future
versions.
Using further simulations to produce more data for training the machine
learning algorithm will likely have both positive and negative effects on the
accuracy of the algorithm. Higher-resolution coverage of the parameter space
may allow the algorithm to identify additional structure in this space, increas-
ing its accuracy. However, expanding the parameter space by increasing the
complexity of the model may reduce the algorithm’s accuracy unless the new
regions of parameter space can be adequately covered by new training data.
Funding: This work was supported by the National Aeronautics and Space
Administration Frontier Development Lab. The orbital simulations were per-
formed on the Memex High Performance Computing Cluster at the Carnegie
Institution for Science.
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