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The phase diagram of graphene decorated with magnetic adatoms distributed either on a single
sublattice, or evenly over the two sublattices, is computed for adatom concentrations as low as
∼ 1%. Within the framework of the s-d interaction, we take into account disorder effects due to the
random positioning of the adatoms and/or to the thermal fluctuations in the direction of magnetic
moments. Despite the presence of disorder, the magnetic phases are shown to be stable down to
the lowest concentration accessed here. This result agrees with several experimental observations
where adatom decorated graphene has been shown to have a magnetic response. In particular, the
present theory provides a qualitative understanding for the results of Hwang et al. [Sci. Rep. 6,
21460 (2016)], where a ferromagnetic phase has been found below ∼ 30K for graphene decorated
with S-atoms.
I. INTRODUCTION
Graphene is the host of many unconventional prop-
erties [1, 2], the most well known, arguably, being the
ultrarelativistic behavior of the charge carriers around
the neutrality point [3]. The observation of Klein tun-
neling physics [4] and of a room temperature quantum
Hall effect [5], direct consequences of the low energy be-
havior, are examples of a dichotomous interest which ap-
peals equally to fundamental physics and technological
exploitation. Intrinsic magnetism is, however, a notable
missing item on the list of relevant properties. Two-
dimensional magnetic materials have been discovered re-
cently [6, 7], but the quest for metal-free, carbon based
structures exhibiting long range magnetic order [8] is still
open, and graphene is still a possible choice [9].
Magnetic moments have been observed in graphene,
either associated with structural defects [10–14], or with
the presence of certain adatoms, such as H [15–18], F
[13, 19], S [20], Au [21], or even certain molecules [9,
22]. The theory describing magnetic moment formation
in graphene and/or the coupling to magnetic adatoms
has also been studied at length [16, 23–40]. Although
much harder to establish than the presence of magnetic
moments, the observation of magnetic long range order
has been reported in several experiments related to the
presence of adatoms or molecules [9, 15, 17, 20, 22].
The underpinning mechanism leading to long range
ordering of a small fraction of magnetic impurities (or
adatoms) in a (semi)conducting matrix is known: the in-
terplay, via an s-d-type interaction, between the itinerant
electrons and the local magnetic moments effectively cou-
ples the impurities giving rise to an RKKY-like interac-
tion [41–43]; this interaction between magnetic moments
is responsible for the long range magnetic order below
some critical temperature. This mechanism is behind
the magnetic behavior of dilute magnetic semiconductors
[44], both in two-dimensions [45] and in three-dimensions
[46, 47]. In graphene, the same principle should be at
play, even though other ingredients may favor or disfa-
vor the magnetic ordering. For example, the ordering
of magnetic moments in hydrogenated graphene [15] is
known to have a positive contribution from the carbon
buffer layer in graphene grown on SiC [17].
The RKKY interaction in graphene has been studied
extensively [40, 48–55]. It couples magnetic moments
on the same sublattice ferromagnetically, and antiferro-
magnetically on different sublattices. In two-dimensions,
particularly in graphene, the ordering of a diluted set of
magnetic atoms coupled via RKKY interaction has been
shown to be possible [56–59]. However, the use of an
effective RKKY-type interaction, often derived pertur-
batively, carries the disadvantage of losing information
about the underlying electronic system. In fact, both the
random positioning of the adatoms, and the thermal fluc-
tuations in the direction of magnetic moments, work as
sources of disorder to the electronic system. This impacts
the coupling between the magnetic moments, calling for a
self-consistent approach. Such an approach proved essen-
tial, for instance, for the correct understanding of the fer-
romagnetic properties in diluted magnetic semiconduc-
tors [47], and to study the ordering of magnetic adatoms
on the surface of topological insulators [60–62].
In the present paper, we compute the magnetic criti-
cal temperature for adatoms randomly distributed on a
single sublattice, for which case ferromagnetism is ex-
pected, and for a random distribution of adatoms on
both sublattices, which favors an antiferromagnetic be-
havior. Coupling mobile electrons and diluted magnetic
moments with an s-d type interaction, we follow a self-
consistent approach which takes into account effects of
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2disorder and is capable of accessing impurity concentra-
tions as low as ∼ 1%. We further analyze the impact of
disorder on the electronic sector by inspecting the elec-
tronic density of states and its dependence on relevant
quantities such as adatom concentration, temperature
and coupling strength. We further test the applicabil-
ity of the present theory by applying it to the experi-
mental results of Ref. [20]. This work builds upon and
extends previous results where the same type of inter-
action has been studied, and effects of disorder partially
taken into account [63, 64]. In Ref. [63] it was shown
that when adatoms are allowed to sit on both sublat-
tices, the system develops a gap, whereas when only one
sublattice is occupied the system remains gapless, but the
spin degeneracy is lifted, allowing for spin polarization.
The magnetic transition has not been accessed, though.
For adatoms in both sublattices, the electronic system
develops a temperature dependent gap and, as shown in
Ref. [64], adding an external magnetic field leads to a con-
trollable electronic magnetization. However, in Ref. [64]
only concentrations above ∼ 20% have been considered.
The paper is organized as follows: in Sec. II we present
the methodology followed; the results for magnetic mo-
ments distributed over only one sublattice, are given in
Sec. III; in Sec. IV we show the results for magnetic mo-
ments distributed over the two sublattices; in Sec. V we
compare our theory with experiments; and conclusions
are given in Sec. VI.
II. METHODOLOGY
A. Model
The studied system is a graphene lattice with N = 2d2
carbon atoms covered with a number Nimp of magnetic
adatoms, so the impurity concentration is x = Nimp/N .
We assume that the adsorption occurs directly on top
of the carbon atoms, the preferred position for certain
adatoms [32]. Electrons in graphene are modeled with
the usual tight-biding Hamiltonian for the honeycomb
lattice
HTB = −t
∑
R,δ,σ
(a†R,σbR+δ,σ + b
†
R+δ,σaR,σ), (1)
where t ≈ 3 eV is the hopping coefficient, σ is the spin
label, and δ are the displacement vectors that connect
nearest neighbors [1]. The operators aR (a
†
R) and bR
(b†R) are the electronic annihilation (creation) operators
for the two different sublattices (A and B) acting on the
unit cell with position label R. The interaction between
magnetic adatoms and the itinerant electrons is described
by a phenomenological s-d type interaction,
Hsd = −
Nimp∑
i=1
(
J‖S
‖
i · s‖(Ri) + JzSzi sz(Ri)
)
. (2)
This is a spin-spin interaction between the impurities
spins Si and the electrons spins s on site i. We allow
for a spin-anisotropic coupling, which we parameterize
via J‖ and Jz, respectively, the in-plane and out-of-plane
exchange couplings. We represent the in-plane compo-
nents of a vector by v‖ = (vx, vy). The adatoms are al-
ways assumed to be randomly distributed, either evenly
on both sublattices or only on one sublattice. This al-
lows us to study effects of disorder in the worse scenario
hypothesis, even though a more realistic model would
allow for attraction or repulsion between adatoms [65].
Adding Eqs. 1 and 2 together yields our total Hamilto-
nian: H = HTB +Hsd.
We further assume that the adatoms spins are classi-
cal, which is justified within the phenomenological ap-
proach taken here (and is always a good approximation
if the spin-S of the impurity is big enough). Doing this,
the problem becomes a single particle problem for the
graphene electrons under the effect of a (disordered) po-
tential created by the impurities. For each spin config-
uration of the classical spins, we can solve exactly the
electronic system. So we can integrate out the electrons
and derive an effective Hamiltonian for the classical spins,
Heff , which will be treated within mean field (MF) the-
ory.
We start by writing the grand canonical partition func-
tion Z as
Z =
∫
d[S]Tr(Fock) e−β(HTB+Hsd−µNˆ) (3)
where µ is the chemical potential, Nˆ is the total num-
ber operator, and β = (kBT )−1. The integral is calcu-
lated over all directions of all impurities spins, d[S] =
dΩ1dΩ2 · · · dΩNimp . Tracing out the electronic states, we
obtain
Z =
∫
d[S]
∏
n
(1 + e−β(En(S)−µ)) =
∫
d[S] e−βHeff (S)
(4)
where we have defined the effective, classical Hamiltonian
Heff (S) = −kBT
∑
n
ln
(
1 + e−β(En(S)−µ)
)
, (5)
which is nothing more than the electronic free energy
for a given impurity spin configuration. The energy lev-
els En(S), that are the eigenvalues of the total Hamilto-
nian H, depend on the spin configuration of the adatoms
3and are to be obtained using numerical methods. Equa-
tion (5) can be written in terms of the density of states
(DOS) of the system,
ρ
S
(E) =
∑
n
δ (E − En(S)) , (6)
as
Heff (S) = −kBT
∫
dEρ
S
(E) ln
(
1 + e−β(E−µ)
)
, (7)
where the information about the classical spins configu-
ration is now contained in ρ
S
(E).
In the following sections we show the results obtained
for this model in terms of critical temperature (TC), ob-
tained through a variational analysis to be discussed be-
low, and of the DOS. To obtain TC we compute En(S)
using exact diagonalization to solve the electronic part
of the problem in a d = 32 lattice and performing 1000
disorder realizations. The DOS is calculated by means of
the Haydock recursive method [66] for a system a size of
d = 1000 and 100 disorder realizations. Computing TC
using exact diagonalization (through Eq. (5) allows us to
get much more accurate results compared to using the
DOS (Eq. (7) at the expense of having to reduce the size
of the system.
B. Mean field treatment
The MF formulation chosen is based on Bogoliubov’s
inequality [67–69] for the system’s free energy, F ,
F ≤ FMF + 〈H −HMF 〉MF , (8)
where HMF is the MF Hamiltonian used to calculate the
average 〈. . . 〉MF , and FMF is the MF free energy. The
tendency for broken symmetry phases can be studied by
minimizing the right hand side of Eq. (8) with respect
to the variational parameters of a conveniently chosen
HMF . Here we use the MF Hamiltonian
HMF = −
∑
i=1
hi · Si, (9)
with variational parameters hi that represent the local
average magnetic field acting on an impurity site i. Since
we are interested in magnetic phases where the direction
of the impurities spins depend, at most, on the sublattice
they are in, we consider only cases where hi = hA,hB is
constant in each sublattice.
To give an example, consider the ferromagnetic phase,
where all the spin are expected to point in the same di-
rection. In this case the simplest approach is to choose
hA = hB ≡ h = h~ez, so that
HMF = −hS
Nimp∑
i=1
cos θi , (10)
where θi is the angle between the impurity spin and h.
The mean field theory now has a single variational pa-
rameter, h, whose meaning is clear, even though it may
be hard to know the range of values it can take. However,
we can relate h to the magnetization m, defined as
m =
1
Nimp
〈
Nimp∑
i=1
cos θi〉MF = coth y − 1
y
, (11)
with y = βhS. When all the impurities spins are aligned,
m = 1, while in the paramagnetic phase, m = h = 0, giv-
ing us two limits for this order parameter. Note that the
averages are easily done in this formulation since the dis-
tribution probability for the orientation of the decoupled
classical spins is known, e−βHMF /ZMF , where ZMF is
the partition function for HMF . For a fixed temperature
and impurity concentration, we calculate the free energy
using Eq. (8) for different values of m. We obtain a list
free energy points that we fit to the polynomial
F = a(T )m2 + b(T )m4 + c(T )m6. (12)
Finally, we do the same for different temperatures, which
allows us to determine a critical temperature TC using
the relation a(TC) = 0, characteristic of a second order
transition.
C. Long range magnetic order in two-dimensions
An ordered magnetic phase in our MF approach breaks
the continuous rotational symmetry and, in light of the
Mermin-Wagner theorem [70], is ruled out at finite tem-
peratures. We must stress, however, that due to the 2D
nature of graphene, the s-d interaction coupling is ex-
pected to be anisotropic on physical grounds. One possi-
ble source for the anisotropy is the fact that, apart from
the s-d interaction induced by the magnetic character of
the adatom, it should also lead to spin-orbit like terms
which break the SU(2) rotation symmetry of the electron
spin [71, 72]. This has been recently demonstrated exper-
imentally [21]. In this case the theorem does not apply,
and it has been shown that 2D long range order at fi-
nite temperatures is stabilized even for a small amount
of anisotropy [45].
Moreover, taking as an example the Heisenberg model
with long range interaction decaying as 1/rα, the
Mermin-Wagner theorem proves the absence of long
range order at finite T only if α > D + 2 [57], D be-
ing the dimensionality of the system. Even though we
cannot generally demonstrate that the effective interac-
tion between magnetic impurities is long range, in the
limit where RKKY model applies we know that the in-
teraction should decay as 1/r3 [48, 49, 51–53, 55], which
is below the critical α = 4 in 2D. Even though stronger
conditions exist for oscillatory interactions [73], we note
4that, for the case of graphene, these oscillations do not
lead to a change of sign of the coupling. Finally, we
note that the spatial decay of the effective magnetic in-
teraction also depends on the local potential induced by
the impurities, as shown recently in Ref. [40]. In certain
cases, the coupling between the impurities becomes even
more long-raged.
III. ADATOMS IN A SINGLE SUBLATTICE
A. Ferromagnetic critical Temperature
When placed on only one of the sublattices, the classi-
cal spins tend to align their orientations forming a ferro-
magnetic phase. In Fig. 1(left), the critical temperature
is shown for a half-filled graphene lattice. In full, the
isotropic case, J‖ = Jz = J , with JS = t [74], shows
a linear behavior for low impurity concentrations, with
no signs of a critical concentration below which the fer-
romagnetic order is lost. This agrees with approximate
results for a system of diluted spins interacting through
a ferromagnetic, long ranged RKKY-like interaction [58].
For x < 15%, the temperature dependence on x is well
described by the linear function TC ≈ 1400x (K). The
value of the coupling JS obviously affects the critical
temperature and is dependent on the impurity species
used, with higher values resulting in higher TC .
As already argued, we expect the real system not to
be completely isotropic. We can easily change our model
to encompass anisotropy, by distinguishing between the
inplane and perpendicular directions: Jz 6= J‖ (maintain-
ing JzS = t). We have found that even a small amount
of anisotropy (5%) substantially alters the TC , as seen in
Fig. 1(left). The dotted line refers to the anisotropic case
with Jz > J‖, where the critical temperature increases
and becomes sub-linear. The case Jz < J‖ (dashed line)
the behavior seems to be superlinear. At low x, the sup-
pression of TC is so strong that a critical concentration
shows up. In this case, at T = 0, the system undergoes
a quantum phase transition as a function of x. In the
very diluted limit at low enough temperatures, Kondo
physics could eventually take over [74]. This effect is not
considered here.
The methodology followed here allows also to study
the case of graphene away from half filling. In this situ-
ation, there should be more electrons available to couple
different impurities. Based on this argument we can un-
derstand Fig. 1(right), where we show TC as a function
of electron density, n, for a fixed concentration of mag-
netic adatoms x = 0.1. The ferromagnetic phase becomes
more stable as n is increased. This holds even when the
chemical potential is located inside the pseudogap that
shows up in this phase, to be discussed below. Never-
theless, we expect the critical temperature to eventually
reach a maximum value for some electronic density, de-
creasing towards zero after that. Our results show that
this does not happen for electronic densities experimen-
tally relevant.
The electronic density in graphene is easily changed by
applying a bias gate voltage. Interestingly, the result of
Fig. 1(right) provides proof of concept for a ferromagnetic
transition tunable by electrical means: for a fixed tem-
perature, tuning the electronic density through a gate
voltage could induce ferromagnetic order on increasing
voltage and paramagnetic behavior when the voltage is
decreased.
B. Spectral properties
1. Single sublattice ferromagnetic phase
In the ferromagnetic phase the two electron-spin pro-
jections are not degenerate. When the impurities have a
preferred direction, on average, one electron-spin projec-
tion will gain energy through interactions with the im-
purities, while the other will lose energy. At T = 0, the
system displays only a spin-resolved gap that decreases
as x is lowered, as shown in Fig. 2. Since there is never
an overlap between the gaps in each spin projected DOS,
the total DOS displays a pseudogap – a region of energies
where a depletion of states is observed.
Let us consider the full single sublattice coverage, x =
0.5. In this case the spin resolved gap is JS and centered
at ±JS/2, depending on the spin projection. In fact, the
system is now translational invariant and we can solve
this case analytically in k−space [63]. The energy bands
are given by
Ek,↑ =
1
2
(
−JS ±
√
J2S2 + 4|fk|2
)
(13)
Ek,↓ =
1
2
(
JS ±
√
J2S2 + 4|fk|2
)
, (14)
where fk =
∑
δ exp (ik · δ). We can use this to predict
how the spin resolved gap decreases with impurity con-
centration. As we lower x, we can think that the effect
of the coupling constant is diluted over every site of the
sublattice, so that the system retains its translational
symmetry. Now we can use the above equations with
the modification JS → 2xJS. In Fig. 3 we see that the
results follow the predicted tendency, although the agree-
ment is not complete. For high impurity concentrations
the gap is lower than the predicted by this simple model.
Both methods agree for concentrations below 20%.
The finite temperature case is shown in Fig. 4, for
x = 0.5 (top) and x = 0.15 (mid). We see that, for
0 < T < TC , the gaps of each spin projection are no
longer present, since Lifshitz tails effectively close the
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FIG. 1. (left) Critical temperature for one-lattice ferromagnetism at half filling. The full blue line represents the isotropic case,
which shows a linear behavior for small x, illustrated by the red line. The dashed and dotted lines are for two different cases of
anisotropy, Jz < J‖ and Jz > J‖ , respectively. In these cases, the critical temperature is greatly affected, not only in terms of its
value but also by becoming non linear. For Jz < J‖ there is a critical concentration below which no ferromagnetic order exists.
(right) Critical temperature for one-lattice ferromagnetism as a function of electron doping n. These results were obtained for
JS = 0.4t and x = 0.1. There is a steady increase of TC as the electronic density increases within the experimentally relevant
regime.
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FIG. 2. DOS at T = 0 for two different concentrations of adatoms in a single sublattice: x = 0.5 (left) and x = 0.15 (right).
For x = 0.5, we obtain the expected result with gaps of value JS for each spin projection. At lower adatom concentrations,
the states become more uniformly distributed as the gaps decrease.
gaps. Both in this case and the T = 0 case, there is al-
ways a region of energies where the electrons spin polar-
ization is not balanced. This is particularly true around
the zero energy, which means that any kind of electron
doping will be polarized. In fact, since the states that
form the Lifshitz tails are localized, we expect charge
carriers to be 100% spin polarized in the pseudogap re-
gion. It is also worth mentioning the asymmetry observed
for each spin projected DOS, especially evident at high
concentrations. The main conclusion here is that, even
though the spin resolved gaps vanish at finite temper-
ature, there is still an imbalance between the two spin
projections so that the pseudogap is still present. Ulti-
mately, this feature is responsible for the energy gain in
the ferromagnetic phase.
2. Single sublattice paramagnetism
In the paramagnetic regime, since the spins of the im-
purities are randomly oriented, there is no overall energy
gain or loss for either electron-spin projection. Therefore,
the system is now spin degenerate. In Fig. 4(bottom) we
see that, similarly to the clean graphene case, the DOS
vanishes linearly at E = 0. In the clean limit, the DOS
at low energies behaves as ρ(E) = |E|/(hv)2, where v is
the Fermi velocity. An effective electron velocity v˜ may
then be defined by linearly fitting the low energy numer-
ical result in Fig. 4(bottom). We obtain, for x = 0.5
a velocity of v˜x=0.5 = 0.66v, and for x = 0.15 the ve-
locity v˜x=0.15 = 0.85v. For x = 0.05 we get a velocity
v˜x=0.05 = 0.94v, so we can actually infer a relation for
the electronic velocity in this regime of low concentra-
tions, v˜x ≈ (1 − x)v. So, electrons around zero energy
move slower when we include adatoms with their spins
randomly orientated. We must keep in mind, however,
6Δ=2xJS
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FIG. 3. Spin resolved gap at T = 0 for different one sub-
lattice adatom concentrations. The line represents the value
expected for a model where every site holds an adatom with
smaller coupling.
that we are not taking into account the scattering of elec-
trons in the adatoms [75], which should further slow the
movement of electrons on the lattice.
IV. ADATOMS IN BOTH SUBLATTICES
A. Critical Temperature
When magnetic adatoms are allowed to sit on both
sublattices an antiferromagnetic regime is favored. In
Fig. 5 we show the critical temperature below which an
antiferromagnetic long range order starts to develop at
mean field level, as a function of the impurity concen-
tration x for different values of coupling parameter JS.
This case displays similar features to the single sublattice
ferromagnetism, also predicting the absence of a critical
concentration. The values of TC , however, are one order
of magnitude greater than the ferromagnetic critical tem-
perature studied in Sec. IIIA. For JS = t, the relation
TC ≈ 5000x (K) provides a good description of the linear
behavior.
It is worth noting that Quantum Monte Carlo results
for RKKY-like models lead to a much higher critical tem-
perature for the antiferromagnetic case when the oscilla-
tory component is not taken into account [57]. So, MF
seems to be a satisfactory approximation in this case.
The colored lines in Fig. 5 show the TC follows the ex-
pected behavior with the change of the coupling constant
JS: higher critical temperature for higher coupling, lower
critical temperature for lower coupling. We have verified
that TC has a quadratic dependence on J (not shown),
as found in Ref. [64].
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FIG. 4. DOS at finite temperature, for different impurity
concentrations on only one sublattice: (top) T = 0.72TC , x =
0.5; (mid) T = 0.82TC , x = 0.15. Temperature effects destroy
the gaps in the spin projected DOS, creating Lifshitz tails. For
high values of x the spectrum for each spin is highly asym-
metric.(bottom) DOS in the single sublattice paramagnetic
regime for x = 0.5 (red) and x = 0.15 in (blue).
B. Spectral properties
As a general feature of antiferromagnetic order, we ob-
tain that the two electron-spin projections are always de-
generate. This can be understood as follows. Since im-
purities in different sublattices tend to align in opposite
directions, electrons with one spin projection will gain
energy in, say, sublattice A and lose energy in sublattice
B. The same happens for the electrons with the other
spin projection (with the roles of sublattices A and B
interchanged). So, the two spin projections are equiva-
lent, and thus we obtain a degenerate spin-resolved DOS.
Throughout this section we consider JS = t.
70.0 0.2 0.4 0.6 0.8 1.0
x
1000
2000
3000
4000
T(K)
FIG. 5. Critical temperatures for antiferromagnetism when
both lattices are randomly occupied, on equal amount. The
linear dependence for low x is apparent.
1. Full coverage antiferromagnetism
In order to gain insight into the obtained results, let
us consider the fully covered, x = 1 case. At T = 0 we
obtain a gap centered at zero energy, with value 2JS, as
shown in Fig. 6(left). Note that at T = 0, when all ther-
mal fluctuations are suppressed (i.e., at mean field level,
all configurations of classical spins which deviate from
perfect Néel order are inaccessible), we recover transla-
tional invariance due to the perfect long range antiferro-
magnetic order of the magnetic adatoms. In this limit we
can solve the problem in k-space, as we did ferromagnetic
ordering in Sec. III B 1, in oder to obtain the spectrum
and thus the DOS [63].
If we increase the temperature, but keep the full cov-
erage x = 1 case, we can isolate the effect of spin ori-
entation disorder. The gap decreases significantly, with
Lifshitz tails smoothing its edges, and the states get much
more uniformly distributed along the whole energy spec-
trum, erasing the Van-Hove singularities. This effect is
illustrated in Fig. 6(right). So, in contrast with the sin-
gle sublattice ferromagnetic phase, the system opens an
energy gap that survives at finite temperatures.
2. Two-sublattices, partial coverage antiferromagnetism
Now we keep T = 0, when perfect antiferromagnetic
order is present, and study the effect of adatom position
disorder by taking x < 1. In Fig. 7(top) the DOS for
x = 0.8 and x = 0.1 is shown. We see immediately that
the energy gap decreases, although it is present at any
concentration. For high impurity concentrations there
are is a reconstruction of the DOS right next to the gap.
The associated structures merge with the Van Hove sin-
gularities at x ≈ 0.5. Increasing the temperature also
destroys these features.
To understand the origin of these states let us go back
to the full coverage case at T = 0. There, the entire lat-
tice is covered with impurities whose spins are oriented
either up or down, depending on the sublattice they are
located at. It is this full coverage that is responsible for
the gap between −JS and JS. If we remove a few impu-
rities from the lattice, the gap should suffer only a slight
perturbation. Additionally, these missing impurities cre-
ate local states with midgap energies that start off as
delta-like peaks in the DOS. Lowering the concentration
broadens these sates and they eventually get included in
the bands as the gap decreases. These impurity states
are easily seen in the DOS, obtained with the recursion
method, for example at x ≈ 0.99 (not shown).
We can make an analysis similar to the that of
Sec. III B 1, spreading the effect of impurities over all
sites, so that the obtained gap is given by ∆ = x2JS.
In Fig. 7(mid) we can see how this model matches up
with the results. As soon as we leave the full coverage
case there is a steep decrease of gap relative to the x2JS
line. This is due to the states already mentioned that
are created inside the gap, effectively reducing it. As
the concentration decreases, the two approaches start to
yield similar results. This is especially evident for con-
centrations under 10%. The energy gap present ensures
the higher stability of the antiferromagnetic regime com-
pared to the single sublattice ferromagnetic phase, sur-
viving both adatom positioning and adatom-spin orien-
tation disorders.
3. Two-sublattices, paramagnetic phase
Above the critical temperature, the impurity spins are
randomly oriented. The fact that now we have impurities
on both sublattices, leads to a finite DOS at E = 0,
as shown in Fig. 7(bottom). This observation contrasts
with the result obtained for the single sublattice case,
shown in Fig. 4(bottom). As we lower x, the DOS in that
point decreases. Below x ≈ 0.10, we no longer have the
required numerical resolution to conclude whether the
DOS is still finite or not. The transition from finite DOS
at E = 0 in the paramagnetic phase to an energy gap in
the antiferromagnetic one seems to be abrupt, since for a
temperature T = 0.95TC there is already a gap. So, most
likely the gap is formed as soon as there is a preferred
direction for the impurity spins, regardless of the value of
the DOS at zero energy during the paramagnetic phase.
V. COMPARISON WITH EXPERIMENT
In this section we bring our model closer to experimen-
tal values to see if it can be used to understand some of
the results obtained by Hwang et al. in their work con-
cerning sulfur decorated graphene [20]. They report a
sulfur (S) concentration of x ≈ 10% and perform ARPES
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FIG. 6. DOS for the full coverage antiferromagnetic phase at T = 0 (left), when no thermal disorder exists, and T =
0.73TC (right). Notice how singularities and band edges get smoothed out due to thermally induced disorder.
and magnetotransport measurements. Their main find-
ings can be summarized as follows: temperature depen-
dent depletion of states at the Fermi energy; magnetore-
sistance compatible with magnetic hysteresis.
We note that S atoms are not expected to be mag-
netic. However, in the case of Ref. [20], there is a finite
charge transfer from graphene to the S atoms that is
measured experimentally and which, according to DFT
calculations [20], is responsible for the formation of a
magnetic moment of 0.63µB per S atom. Moreover, ac-
cording to the same DFT calculations [20], a possible po-
sition for the S atoms is to occur underneath graphene,
between the top graphene layer and the buffer layer (a
carbon layer with the same structure of graphene but
without the pi-bands due to strong hybridization with the
SiC substrate). When the buffer layer and graphene are
Bernal stacked, the two sublattices of the top graphene
layer are no longer equivalent: one sublattice has buffer
layer C atoms below, while the other sublattice occurs
at the buffer layer hollow position where the S atoms sit
(see Ref. [20]).
Under the setup just presented, our model for one sub-
lattice ferromagnetism may be seen as an adequate start-
ing point. This model explains qualitatively the two main
experimental observations of Ref. [20]. Regarding the
magnetoresistance, and assuming that a ferromagnetic
state develops as predicted by the present theory, the
resistance should be maximized when the applied mag-
netic field reaches the value of the coercive field. In this
situation the misalignment between the magnetization
of different magnetic domains is maximum (so that the
magnetization is zero), so electron scattering by impu-
rity spins is also maximum. This explains the two peaks
observed in the resistivity in Fig. 4D of Ref. [20] at the
two opposite values of the coercive field. This mecha-
nism is particularly relevant in the pseudogap region (see
Fig. 4), where it is expected that charge carriers at the
Fermi level have a high degree of spin polarization in the
direction of the local magnetization. As is shown below,
the pseudogap is the relevant regime in the experiment
of Ref. [20].
We now turn to the depletion of states seen at the
Fermi level in Ref. [20]. This result was interpreted as
a signature of the opening of a gap at the Fermi level.
This interpretation is hard to justify because of the lack
of a nesting vector in the system, assuming the S atoms
are randomly distributed, which is the relevant situa-
tion experimentally. In the present theory, the system
does not open a true gap, but a pseudogap at the Dirac
point, which could also explain the depletion of states
near the Fermi level that is observed experimentally. In
Fig. 8(left) we show the evolution of the pseudogap with
the temperature. This pseudogap is a consequence of
the impurities, which create a gap in the spectrum for
each spin direction, one at positive energies and another
at negative energies (as shown in Figs. 2 and 4), so
there is a point where one of the spin resolved DOS is
highly suppressed, creating this depletion of states rela-
tive to the clean graphene layer [shown as a dashed line
in Fig. 8(left)]. The energy below which the depletion is
most pronounced, signaled in Fig. 8(left) by the vertical
dotted lines (roughly half the value of the pseudogap),
becomes closer and closer to zero energy as we increase
the temperature. This is the effect of disorder destroying
the spin resolved gaps. On the other hand, on approach-
ing the Dirac point, we see a region where the DOS is
enhanced compared to the pristine case. In the latter
case the DOS vanishes linearly whereas with impurities
there is always a contribution from one of the spin pro-
jections.
In order to make a closer comparison with the exper-
imental results of Ref. [20] regarding the depletion of
states around the Fermi energy, we plot in Fig. 8 the
difference between the DOS at the Fermi level for the
S decorated case and the clean case. We determine the
Fermi level by adjusting the charge carrier density to the
reported values in Ref. [20]. For the clean graphene, they
report n = 0.9×1013 cm−2, from which we get µ ' 0.116t.
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FIG. 7. (top) DOS in the antiferromagnetic regime for x = 0.8
(red) and x = 0.1 (blue), at zero temperature. The energy
gap decreases as we lower the value of x. At x = 0.8 we
can see the peak-like structures near the gap edges. (mid)
Energy gap at T = 0 for different concentrations. The line
represents the value expected using a model where every site
is occupied but with a weakened coupling. (bottom)DOS in
the paramagnetic regime for x = 0.75 with impurities on both
sublattices. The DOS is finite at E = 0
Once the S impurities are added, Hwang et al. mea-
sure a change in the Fermi wave vector due to a charge
transfer between S-atoms and the graphene system. Be-
cause of this charge transfer, the charge carrier density
in graphene is lowered to n = 0.75 × 1013 cm−2. The
obtained chemical potential is µ ' 0.099t, with no signif-
icant change with temperature as indicated in Fig 8(left).
The theory has a single adjustable parameter, the value
of the coupling JS, which is fixed in order to reproduce
the TC ∼ 30K reported in Ref. [20] at x = 10% [a sim-
ilar value has been used to produce Fig. 1(right)]. The
negative values obtained for the DOS difference shown
in Fig. 8 is indicative of a depletion of states with re-
spect to the clean case, consequence of the shifting of
the Fermi level towards lower energies. This observation
agrees with the experimental finding. Moreover, we also
see a temperature dependent depletion of states, where
higher values of depletion occur as the temperature is
lowered. This happens because the Fermi level is located
at the edge of the pseudogap, whereas for higher temper-
atures it is already outside that region. This finding is
again in agreement with the experimental result. In the
present theory such depletion has no relation with a gap
opening at the Fermi level.
VI. CONCLUSIONS
We have studied the magnetic phase diagram of
graphene decorated with magnetic adatoms located at
the top position of the graphene lattice. Using a phe-
nomenological s-d model to couple the impurities with
the underlying graphene electrons, and working with
classical impurity-spins, we have treated the quantum
degrees of freedom exactly and the classical variables at
the mean-field level. This approach correctly takes into
account effects of disorder on the electronic sector, due to
both the random position of the impurities and the ther-
mal fluctuation of the individual direction of the spins of
the impurities. Moreover, the approach also takes into
account the feedback of this disorder effects on the effec-
tive interaction between the impurity-spins.
Assuming that all the adatoms sit on a single graphene
sublattice, a ferromagnetic phase has been found, with a
critical temperature that depends linearly on the adatom
concentration x, at low x. For an isotropic s-d interac-
tion, there is no sign of critical concentration xc below
which ferromagnetism is lost. A critical xc shows up
only when the coupling in the xy plane is made stronger
than the coupling in the z direction. For a fixed x, we
have determined the variation of the ferromagnetic crit-
ical temperature with charge carrier density, providing
proof of concept for a ferromagnetic transition tunable
by electrical means. Regarding the spectral properties of
the electronic system, we have found that in the ferro-
magnetic phase, the spin polarization of the electrons is
not balanced around zero energy. This is due to a pseu-
dogap regime, where one polarization is strongly sup-
pressed above zero energy, while the other is suppressed
below. Since the suppressed component only contributes
through Lifshitz tails, which are made of localized states,
the spin polarization of charge carriers is expected to be
close to 100% in the pseudogap region.
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FIG. 8. (left) Close up of the DOS around the pseudogap for several different temperatures in the case of single sublattice
ferromagnetism for an impurity concentration x = 10%. The chemical potential was determined for each temperature in order
to keep the electronic density fixed at n = 0.75× 1013 cm−2(right) Difference between the DOS at the Fermi level for the sulfur
doped graphene and the clean graphene at different temperatures. According to Ref. [20], the charge carrier density in the
clean case is n = 0.9 × 1013 cm−2, while in the sulfur decorated case it n = 0.75 × 1013cm−2. We used these values to fix the
Fermi energy in each case.
Allowing the adatoms to distribute randomly between
the two sublattices, antiferromagnetism sets in, with the
impurity spins ordering in opposite directions in the two
sublattices. As in the ferromagnetic case, the low x crit-
ical temperature also depends linearly on x. No critical
xc is found below which the antiferromagnetic ordering is
lost. Inside the antiferromagnetic phase, there is always
a gap in the spectrum, despite adatom position and spin-
orientation disorders. For adatom concentrations below
x ∼ 10%, the gap depends linearly on x, but for higher
values of x, strong deviation due to disorder are observed.
The results obtained here agree with several experi-
mental observations where adatom decorated graphene
has been shown to have a magnetic response [9, 15, 17,
20, 22]. Within the framework of the s-d interaction,
and taking into account the intrinsic disorder effects, the
magnetic phases are found to be stable down to the low-
est concentration of adatoms accessed here (x ∼ 1%). In
particular, the present theory provides a qualitative un-
derstanding for the results of Ref. [20], where a ferromag-
netic phase has been found below ∼ 30K for graphene
decorated with S-atoms.
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