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Abstract
In the present note, we investigate schemes S in which each element s satisﬁes ns2 and ns∗s = 2. We show that such a scheme
is schurian. More precisely, we show that it is isomorphic to G//〈t〉, where G is a ﬁnite group and t an involution of G weakly closed
in CG(t).
Groups G with an involution t weakly closed in CG(t) have been described in Glauberman’s Z∗-Theorem [G. Glauberman,
Central elements in core-free groups, J. Algebra 4 (1966) 403–420] with the help of the largest normal subgroup of G having odd
order.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let X be a ﬁnite set. We write 1X in order to denote the set of all pairs (x, x) with x ∈ X. For each subset r of the
cartesian product X×X, we deﬁne r∗ to be the set of all pairs (y, z) with (z, y) ∈ r . Whenever x stands for an element
in X and r for a subset of X × X, we deﬁne xr to be the set of all elements y in X such that (x, y) ∈ r .
Let us ﬁx a partition S of X ×X with ∅ /∈ S and 1X ∈ S, and let us assume that, for each element s in S, s∗ ∈ S. The
set S is called an association scheme or simply a scheme on X if, for any three elements p, q, and r in S, there exists an
integer apqr such that, for any two elements y in X and z in yr, |yp ∩ zq∗| = apqr .
Examples of schemes are given by pairs of ﬁnite groups. In fact, given a ﬁnite group G and a subgroup H of G
we deﬁne, for each element g in G, gH to be the set of all pairs (eH, fH) with e ∈ G and f ∈ eHgH . Setting
G//H := {gH |g ∈ G} and G/H := {gH |g ∈ G} it is easy to see that then G//H is a scheme on G/H .
Let S be a scheme. Instead of 1X we write 1. For each element s in S, we set ns := ass∗1. For each non-empty subset
R of S, we deﬁne nR to be the sum of the integers nr with r ∈ R, and we call nR the valency of R. An element s in S is
called thin if ns = 1. A non-empty subset R of S is called thin if each element of R is thin.
For any two elements p and q in S, we deﬁne pq to be the set of all elements s in S with 1apqs . It is easy to see
that, for each element s in S with ns = 2, one has ns∗s ∈ {2, 3}. This is an obvious consequence of (2.6) below.
Let us call a scheme schurian if it arises from a pair of groups in the above-describedway.A. Hanaki and I. Miyamoto
gave an example of a non-schurian scheme S such that, for each element s in S, ns2; see [3] for reference. In their
example, there exists an element s with ns∗s = 2. In fact, in their example, each non-thin element s satisﬁes ns∗s = 2.
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In the present note, we investigate schemes S in which each element s satisﬁes ns2 and ns∗s = 2. We show that
such a scheme is schurian. More precisely, we show that it is isomorphic to G//〈t〉, where G is a ﬁnite group and t an
involution of G weakly closed in CG(t).
Groups G with an involution t weakly closed in CG(t) have been described in Glauberman’s Z∗-Theorem [2] with
the help of the largest normal subgroup O(G) of G having odd order. Thus, with a reference to this theorem, we obtain
the following.
Theorem. (i) Let S be a scheme such that, for each element s in S, ns2 and ns∗s = 2. Then there exists a ﬁnite
group G and an involution t in G such that G = [O(G), t]CG(t) and SG//〈t〉.
(ii) Let G be a ﬁnite group, and let t be an involution of G such that G = [O(G), t]CG(t). Then, for each element g
in G, ng〈t〉2 and n(g〈t〉)∗g〈t〉 = 2.
The ﬁrst part of this theorem is the main result of this note. The ﬁrst step in this part is the proof that S is schurian,
and that observation generalizes the main result (Theorem 4.9) of [3]. However, our approach is conceptually easier
than the one given in [3].
As far as the structure of the scheme S in the above theorem is concerned, the ﬁrst part of our theorem yields the
following.
Corollary. Let S be a scheme such that, for each element s in S, ns2 and ns∗s = 2. Then S = Oϑ(S)Oϑ(S), and
Oϑ(S) has odd valency.
The subset Oϑ(S) of S will be deﬁned in Section 3. By Oϑ(S) we mean the set of all thin elements of S.
The present note is part of a major project in which the second author investigates sufﬁcient conditions for schemes
to be schurian. In [7], it was shown that, under speciﬁc circumstances, the so-called exchange condition for association
schemes is sufﬁcient for a scheme to be schurian. The groups associated with schemes satisfying the exchange condition
turned out to be exactly the groups with a BN-pair.
The group theoretic notation of this note follows [1], and we assume the reader to be familiar with this notation. As
far as the scheme theoretic notation is concerned this note is self-contained.
2. Basic notation and preliminaries
In this section, the letter S stands for a scheme.
Proofs of the following two results are given in [6, Lemma 1.1.4].




(2.2) For any two elements p and q of S, we have
∑
s∈S
apqsns = npnq .
(2.3) Let p, q, and r be elements in S such that apqr = np. Then {q} = p∗r .




Thus, our hypothesis that apqr = np leads to the fact that, for each element s in S\{q}, apsr = 0. (Recall that, for each
element s in S, apsr is a non-negative integer.) This means that, for each element s in S\{q}, r /∈ps. However, from
[6, Lemma 1.2.5(ii), (iii)], we obtain that r /∈ps if and only if s /∈p∗r . Thus, we have {q} = p∗r . 
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Given an element s in S and a non-empty subset R of S we write Rs (respectively, sR) in order to denote the union
of all sets rs (respectively, sr) with r ∈ R.
For any two non-empty subsets Q and R of S, we deﬁne QR to be the union of the sets qr with q ∈ Q and r ∈ R.
It is easy to see that, for any three non-empty subsets P, Q, and R of S, we have (PQ)R = P(QR).
(2.4) For any three non-empty subsets P, Q, and R of S, we have nQnPQR; equality holds if and only if
Q = P ∗PQRR∗.
A proof of (2.4) is given in [4, Lemma 2.2].
(2.5) Let s be an element in S such that ns = nss∗ . Then ns = ns∗s .
Proof. According to (2.4) we have that s = ss∗s is equivalent to both ns = nss∗ and ns = ns∗s . 
(2.6) Let s be an element of S such that ns = 2. Then there exists an element r in s∗s\{1} such that nr2, r∗ = r ,
and {1, r} = s∗s.
A proof of (2.6) is given in [3, Lemma 4.1].
Let s be an element of S such that ns = 2. Then, by (2.6), ns∗s3. Here is a sufﬁcient condition for ns∗s = 2.
(2.7) Let s be an element in S such that ns2. Assume that there exist elements p and q in S with np2, nq = 2,
and aspq = 2. Then ns∗s = 2.
Proof. From (2.1) we know that aspqns . Thus, as we are assuming that ns2 and that aspq = 2 we obtain that
aspq = ns . Thus, by (2.3), {p} = s∗q. Thus, ns∗q = np2 = nq . Thus, by (2.4), {q} = ss∗q. Making use of (2.4) two
further times, this yields 2 = nsnss∗nss∗q = nq = 2. Thus, the claim follows from (2.5). 
3. Commutators
In this section, the letter S stands for a scheme.
A non-empty subset R of S is called closed if, for any two elements p and q in R, p∗q ⊆ R.
For any two elements p and q in S, we set [p, q] := p∗q∗pq. It is obvious that, for any two elements p and q in S,
[p, q]∗ = [q, p].
For any two non-empty subsets P and Q of S, we deﬁne [P,Q] to be the smallest closed subset of S containing (as
subsets) all sets [p, q] with p ∈ P and q ∈ Q.
(3.1) Let R be a non-empty subset of S, and let T be a closed subset of S. Then [R, T ]T = T [R, T ].
Proof. Let r be an element in R, let t be an element in T, and let us ﬁrst prove that [r, t]T ⊆ T [R, T ].
Let s be an element in [r, t]T . Then, as [r, t] = r∗t∗rt and t ∈ T , s ∈ r∗t∗rT . Thus, there exists an element q in T
such that s ∈ r∗t∗rq.
Since 1 ∈ qrr∗q∗, r∗t∗rq ⊆ r∗t∗qrr∗q∗rq. Thus, as s ∈ r∗t∗rq,
s ∈ r∗t∗qrr∗q∗rq = r∗t∗qr[r, q].
Thus, there exists an element p in t∗q such that s ∈ r∗pr[r, q]. From p ∈ t∗q, t ∈ T , and q ∈ T we obtain that p ∈ T .
Thus, as 1 ∈ pp∗ and s ∈ r∗pr[r, q],
s ∈ pp∗r∗pr[r, q] ⊆ T [p, r][r, q] = T [r, p]∗[r, q] ⊆ T [R, T ].
Since s has been chosen arbitrarily in [r, t]T , we have shown that, for any two elements r in R and t in T, [r, t]T ⊆
T [R, T ].
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From what we have seen so far we also obtain that, for any two elements r in R and t in T,
[r, t]∗T = t∗r∗trT = t∗r∗trt∗T ⊆ t∗[r, t∗]T ⊆ t∗T [R, T ] = T [R, T ].
Thus, by [6, Theorem 1.4.1(i)], [R, T ]T ⊆ T [R, T ].
With the help of [6, Lemma 1.2.2] one obtains from [R, T ]T ⊆ T [R, T ] also that T [R, T ] ⊆ [R, T ]T . Thus,
[R, T ]T = T [R, T ]. 
(3.2) Let T be a closed subset of S, and let R stand for the union of the sets T s∗T sT with s ∈ S. Then 〈R〉= [S, T ]T .
Proof. Let s be an element in 〈R〉. Then, by [6, Theorem 1.4.1(i)], there exists a non-negative integer n such that
s ∈ Rn. Thus, there exist elements s1, . . . , sn in S such that s ∈ T s∗1T s1T · · · T s∗nT snT . Thus, there exist elements
t1, . . . , tn in T such that
s ∈ T s∗1t∗1 s1T · · · T s∗nt∗n snT = T [s1, t1]T · · · T [sn, tn]T ⊆ [S, T ]T ;
cf. (3.1). Since s has been chosen arbitrarily in 〈R〉, we have shown that 〈R〉 ⊆ [S, T ]T .
On the other hand, we have that, for any two elements s in S and t in T, [s, t] = s∗t∗st ⊆ R. Thus, as 〈R〉 is closed,
[S, T ]T ⊆ 〈R〉.
From 〈R〉 ⊆ [S, T ]T and [S, T ]T ⊆ 〈R〉 we obtain that 〈R〉 = [S, T ]T . 
Following [6] we set Oϑ(S) := [S, {1}].
(3.3) For each closed subset T of S, we have Oϑ(S//T ) = [S, T ]T //T .
Proof. Let s be an element in S. Then, by [6, Theorem 1.6.1], (T s∗T sT )//T = (sT )∗sT . Thus, deﬁning R to be the
union of the sets T s∗T sT with s ∈ S we obtain that Oϑ(S//T ) = 〈R//T 〉.
On the other hand, we know from [6, Theorem 1.6.4] that 〈R//T 〉= 〈R〉//T . Thus, Oϑ(S//T )=〈R〉//T , so that our
claim follows from (3.2). 
4. Automorphisms
In this section, the letter X stands for a ﬁnite set and S for a scheme on X.
A bijective map g from X to X will be called an automorphism of S if, for any two elements x in X and s in S,
xsg = xgs.1
The following result says that S is schurian if, for each element s in S, ns2 and ns∗s = 2.
(4.1) Assume that, for each element s in S, ns2 and ns∗s = 2. Let y and y′ be elements in X, let s be an element in
S, let z be an element in ys, and let z′ be an element in y′s. Then there exists an automorphism g of S such that yg = y′
and zg = z′.
Proof. Let us ﬁrst assume that ns = 2. In this case, we deﬁne g in the following way.
Let x be an element in X. Then there exist elements p and q in S such that x ∈ yp∩zq∗. Thus, as z ∈ ys, 1apqs . On
the other hand, we are assuming that np2, nq2, np∗p = 2, and ns = 2. Thus, by (2.7), apqs1, so that apqs = 1.
Thus, as z′ ∈ y′s, y′p ∩ z′q∗ contains exactly one element. We deﬁne xg to be the uniquely determined element in
y′p ∩ z′q∗.
It follows from our deﬁnition of g that yg = y′ and zg = z′.
In order to show that g is an automorphism of S we ﬁx elements v in X and r in S. Since X is assumed to be ﬁnite, it
sufﬁces to show that vrg ⊆ vgr .
Let us assume, by way of contradiction, that vrgvgr . Then there exists an element w in vr such that wg /∈ vgr .
Thus, there exists an element r ′ in S such that r ′ = r and wg ∈ vgr ′.
1 Note that this deﬁnition is different from the one given in [6].
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Let p and q be elements in S such that v ∈ yp ∩ zq∗, and let t and u be elements in S such that w ∈ yt ∩ zu∗. From
the deﬁnition of g we obtain that vg ∈ ygp ∩ zgq∗ and wg ∈ ygt ∩ zgu∗.
Since wg ∈ ygt and vg ∈ ygp ∩ wgr ′∗, 1apr ′t . Thus, as w ∈ yt , there exists an element v′ in yp ∩ wr ′∗. From
v′ ∈ wr ′∗, v ∈ wr∗, and r ′ = r we obtain that v′ = v.
Similarly, as zg ∈ vgq and wg ∈ vgr ′ ∩ zgu∗, 1ar ′uq . Thus, as z ∈ vq, there exists an element w′ in vr ′ ∩ zu∗.
From w′ ∈ vr ′, w ∈ vr , and r ′ = r we obtain that w′ = w.
Let us denote by t ′ the uniquely determined element in S satisfying w′ ∈ yt ′. If t ′ = t , {w,w′} ⊆ yt ∩ zu∗. Thus, by
(2.7), w′ = w, contradiction. Thus, t ′ = t .
From w′ ∈ yt ′ we obtain that w′g ∈ ygt ′. Thus, as wg ∈ ygt and t ′ = t , w′g = wg.
From w′ ∈ zu∗ we obtain that w′g ∈ zgu∗. Thus, as wg ∈ zgu∗, w′g = wg and nu∗2, zgu∗ = {wg,w′g}.
Since z ∈ vq and w ∈ vr ∩ zu∗, 1aruq . Thus, as zg ∈ vgq, there exists an element x in vgr ∩ zgu∗. From x ∈ vgr ,
wg ∈ vgr ′, and r ′ = r we obtain that x = wg. Thus, as x ∈ zgu∗ = {wg,w′g}, x =w′g. Thus, as x ∈ vgr , w′g ∈ vgr .
Since w′g ∈ ygt ′ and vg ∈ ygp ∩ w′gr∗, 1aprt ′ . Thus, as w′ ∈ yt ′, there exists an element x in yp ∩ w′r∗. From
x ∈ w′r∗, v ∈ w′r ′∗, and r ′ = r we obtain that x = v. Thus, as x ∈ yp = {v, v′}, x = v′. Thus, as w′ ∈ xr , w′ ∈ v′r .
Since v ∈ yp and w ∈ yt ∩ vr , 1atr∗p. Thus, as v′ ∈ yp, there exists an element x in yt ∩ v′r .
Similarly, as v′ ∈ yp and w ∈ yt ∩ v′r ′, 1atr ′∗p. Thus, as v ∈ yp, there exists an element x′ in yt ∩ vr ′.
Since x ∈ v′r , w ∈ v′r ′, and r ′ = r , x = w. Since x′ ∈ vr ′, w ∈ vr , and r ′ = r , x′ = w. Thus, as {w, x, x′} ⊆ yt ,
x′ = x. Thus, as x′ ∈ vr ′, x ∈ vr ′. It follows that {x,w′} ⊆ vr ′ ∩ v′r .
Since v′ ∈ yp and y ∈ vp∗, v′ ∈ vp∗p. Thus, as v′ = v, there exists an element m in p∗p\{1} such that v′ ∈ vm.
Sincem ∈ p∗p\{1}, {1,m}=p∗p; cf. (2.6). Thus, as we are assuming that np∗p = 2, nm=2. Thus, by (2.7), ar ′r∗m=1.
From ar ′r∗m = 1, v′ ∈ vm, and {w′, x} ⊆ vr ′ ∩ v′r we obtain that w′ = x. Thus, as w′ ∈ yt ′ and x ∈ yt , t ′ = t ,
contradiction. This contradiction proves that g is an automorphism of S.
Let us now assume that ns = 1. By [3, Lemma 3.2], we may assume that S is not thin. Thus, there exists an element
r in S such that nr = 2. Let x be an element in yr∗. Then, by the previous case (applied to x and y instead of y and z),
we obtain an automorphism of S such that yg = y′. Since s is assumed to be thin, zg = z′. 
For the next two results, we shall write G in order to denote the group of all automorphisms of S. We ﬁx an element
x in X, and we deﬁne H to be the set of all elements g in G such that xg = x.
The following two results are [5, Lemma 3.5] and [5, Theorem 3.7(iv)]. For the sake of completeness we repeat their
proofs.
(4.2) Assume that, for each element s in S, ns2. Then, if S is not thin, 2 |H |.
Proof. Let v be an element in X. Then there exists an element s in S such that v ∈ xs. If ns = 1, we set vg := v. If
ns = 2, we deﬁne vg to be the uniquely determined element in xs\{v}.
We claim that g is an automorphism of S, and in order to prove this we pick two elements y and z in X. We denote
by s the uniquely determined element in S such that z ∈ ys, and we have to show that zg ∈ ygs.
Let us denote by p the uniquely determined element in S such that y ∈ xp, and let q be the uniquely determined
element in S such that z ∈ xq. We may assume that np = 2 and that nq = 2.
Since y ∈ xp and z ∈ xq ∩ ys, 1aqs∗p. Thus, as yg ∈ xp, there exists an element w in xq ∩ ygs. From w ∈ xq
and xq = {z, zg} we obtain that w = z or w = zg.
If w = zg, w ∈ ygs leads to zg ∈ ygs, and we are done.
If w = z, {y, yg} ⊆ xp ∩ zs∗. Thus, as z ∈ xq, 2apsq . Thus, as zg ∈ xq, 2 |xp ∩ zgs∗|. Thus, as xp = {y, yg},
{y, yg} ⊆ zgs∗. It follows that zg ∈ ygs. 
(4.3) Assume that, for each element s in S, ns2. Assume further that nOϑ(S) = 2. Then |H |2.
Proof. Set T := Oϑ(S), let h be an element in H\{1}, and let us write Y in order to denote the set of ﬁxed points of
h. Then xT ⊆ Y . Let us prove ﬁrst that, indeed, xT = Y .
Let us write P in order to denote the set of all elements s in S\T such that Y ∩xs = ∅, and let us deﬁneQ := S\T \P .
We shall ﬁrst prove that, for any two elements p in P and q in Q, p∗p = q∗q.
Let p be an element in P. Then p /∈ T and there exists an element y in xp such that yh = y. Since p /∈ T , there exists
an element z in xp such that y = z.
3102 M. Muzychuk, P.-H. Zieschang / Discrete Mathematics 308 (2008) 3097–3103
Let q be an element in Q. Then q /∈ T and Y ∩ xq = ∅. Let v be an element in xq. Then vh ∈ xqh = xhq = xq and,
as Y ∩ xq = ∅, v = vh.
Let s be the uniquely determined element in S satisfying y ∈ vs. Then, v ∈ ys∗. Thus, vh ∈ ys∗h = yhs∗ = ys∗. It
follows that {v, vh} ⊆ xq ∩ ys∗. Thus, as v = vh and y ∈ xp, 2aqsp. However, from (2.1) we know that aqspnq ,
and we are assuming that nq2. Thus, aqsp = nq and aqsp = 2.
From aqsp = 2 we obtain that nq∗q = 2; cf. (2.7).
From aqsp = nq we obtain that {s} = q∗p; cf. (2.3). In particular, ns = nq∗p. Thus, as np = ns , np = nq∗p. Thus, by
(2.4), {p} = qq∗p. It follows that qq∗ ⊆ qq∗pp∗ = pp∗. Thus, by (2.6), qq∗ = pp∗.
Assume, by way of contradiction, that YxT . Then P = ∅. Since h = 1, Q = ∅. Thus, for any two elements p and
q in S\T , qq∗ = pp∗. Thus, we obtain from [6, Theorem 2.3.1(iii)] that, for each element s in S\T , s∗s = Oϑ(S).
On the other hand, we saw that, for each element q in Q, we have nq∗q = 2. Thus, nOϑ(S) = 2, contradiction.
So far we have seen that xT is the set of ﬁxed points of each of the elements of H\{1}.
In order to prove that |H |2 we now ﬁx two elements e and f in H\{1}. We shall see that e = f .
Let y be an element in X\xT . Then there exists an element s in S\T such that y ∈ xs. From s /∈ T we obtain that
ns = 2. Thus, there exists an element z in xs\{y} such that {y, z} = xs. Thus, as xT is the set of ﬁxed points of e as well
as of f, ye = z = yf . Thus, as y has been chosen arbitrarily in X\xT , e = f . 
Assume that, for each element s in S, ns∗s = 2. Then nOϑ(S) = 2. Thus, we may apply (4.3) in particular if, for each
element s in S, ns∗s = 2.
5. Proof of the theorem
In this section, we shall prove our main result. The proof of the following result is the one where Glauberman’s
Z∗-Theorem comes into the game.
(5.1) Let X be a ﬁnite set, and let S be a non-thin scheme on X such that, for each element s in S, ns2 and ns∗s = 2.
Let G be the group of all automorphisms of S, let x be an element in X, and let H be the set of all elements g in G such
that xg = x. Then |H | = 2, G = [O(G),H ]CG(H), and SG//H .
Proof. From (4.2) and (4.3) we obtain an element h inH\{1} such that {1, h}=H . Let g be an element inG\CG(H).
We shall ﬁrst prove that hhg = hgh.
Let us denote by s the uniquely determined element in S which satisﬁes xg ∈ xs. Then xgh ∈ xsh = xhs = xs, so
that {xg, xgh} ⊆ xs.
If xg = xgh, hg−1 ∈ H . Thus, as {1, h} = H , hg−1 = h. It follows that g ∈ CG(H), contrary to the choice of g. This
shows that xg = xgh. Thus, as |xs|2,
{xg, xgh} = xs.
Since xg ∈ xs, x ∈ xgs∗ and xg−1 ∈ xs∗. From the latter condition we obtain that xhg = xg−1hg ∈ xs∗hg = xgs∗.
Thus, as x = xhg and |xgs∗|2, we conclude that {x, xhg} = xgs∗.
From xg−1∈xs∗ we also obtain that xhgh ∈ xghs∗. Thus, as x∈xghs∗, x =xhgh, and |xghs∗|2, {x, xhgh}=xghs∗.
From {xg, xgh} = xs, {x, xhg} = xgs∗, and {x, xhgh} = xghs∗ we conclude that
{x, xhg, xhgh} = xss∗.
Thus, as we are assuming that nss∗ = 2, we have xhg = xhgh. In particular, we have hhg = hgh.
So far, we have shown that, for each element g in G\CG(H), hhg = hgh. It is well known (and easy to see)
that therefore, for each element g in G\CG(H), hgh has odd order. Thus, by [2, Theorem 1], O(G)HG. Thus, by
[1, (6.2)], G = [O(G),H ]CG(H).
That SG//H is a consequence of (4.1). 
(5.2) Let G be a ﬁnite group and let t be an involution of G such that G = [O(G), t]CG(t). Then, for each element g
in G, ng〈t〉2 and n(g〈t〉)∗g〈t〉 = 2.
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Proof. Let g be an element in G. Since t is assumed to be an involution, n〈t〉g〈t〉4. On the other hand, we know from
[6, Theorem 1.5.4(v)] that ng〈t〉n〈t〉 = n〈t〉g〈t〉. Thus, ng〈t〉2. Moreover, we have ng〈t〉 = 1 if and only if g ∈ CG(t).
Assume, by way of contradiction, that n(g〈t〉)∗g〈t〉 = 2. Then, as 1〈t〉 ∈ (g〈t〉)∗g〈t〉, there exists an element c in G such
that c〈t〉 = 1〈t〉, nc〈t〉 = 1, and (g〈t〉)∗g〈t〉 = {1〈t〉, c〈t〉}.
From c〈t〉 = 1〈t〉 we obtain that c /∈ 〈t〉; cf. [6, Proposition 1.5.3].
From nc〈t〉 = 1 we obtain that c ∈ CG(t); cf. [4, Lemma 5.3].
From c〈t〉 ∈ (g〈t〉)∗g〈t〉 we obtain that c ∈ 〈t〉g−1〈t〉g〈t〉; cf. [6, Theorem 1.6.1]. However, c ∈ 〈t〉g−1〈t〉g〈t〉 means
that c ∈ 〈t〉 ∪ 〈t〉tg〈t〉. Thus, as c /∈ 〈t〉 and c ∈ CG(t), tg ∈ CG(t). Thus, as we are assuming that G=[O(G), t]CG(t),
g ∈ CG(t), and this contradicts ng〈t〉 = 2.
This contradiction ﬁnishes the proof of (5.2). 
It is clear that the ﬁrst part of the theorem follows from (5.1) and its second part from (5.2). Let us now prove the
corollary.
In order to prove the corollary, we ﬁx a scheme S such that, for each element s in S, ns2 and ns∗s = 2. According
to our theorem this gives us a ﬁnite group G and an involution t in G such that G = [O(G), t]CG(t) and SG//〈t〉.
From SG//〈t〉 we obtain that Oϑ(S)Oϑ(G//〈t〉). On the other hand, we know from (3.3) that Oϑ(G//〈t〉) =
[G, 〈t〉]〈t〉//〈t〉. However, [G, 〈t〉] = [O(G), t]. Therefore,
Oϑ(S)[O(G), t]〈t〉//〈t〉.
From SG//〈t〉 we also obtain that Oϑ(S)Oϑ(G//〈t〉). On the other hand, by [4, Lemma 5.3], Oϑ(G//〈t〉) =
CG(t)//〈t〉. Thus,
Oϑ(S)CG(t)//〈t〉,
so that the corollary follows from G = [O(G), t]CG(t).
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