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Abstract
NeurIPS 2019 AutoDL challenge is a series of six au-
tomated machine learning competitions. Particularly, Au-
toCV challenges mainly focused on classification tasks on
visual domain. In this paper, we introduce the winning
method in the competition, AutoCLINT (Computationally
LIght Network Training). The proposed method imple-
ments an autonomous training strategy, including efficient
code optimization, and applies an automated data augmen-
tation to achieve the fast adaptation of pretrained networks.
We implement a light version of Fast AutoAugment [12] to
search for data augmentation policies efficiently for the ar-
bitrarily given image domains. We also empirically ana-
lyze the components of the proposed method and provide
ablation studies focusing on AutoCV datasets. Our code1 is
open to the public, who wants to apply the proposed method.
1. Introduction
Due to the advance in computational resources and suc-
cesses of machine learning in various domains, automated
machine learning (AutoML) algorithms draw massive atten-
tion from the amounts of associations since they can reduce
the exhaustive human efforts in ML engineering. Current
AutoML researches mainly concentrate on hyperparameter
tuning [1, 9] and model search processes. The desired Au-
toML system has to cover data exploration and data prepro-
cessing before the training procedure without or less human
intervention.
In this article, we introduce AutoCLINT, which won the
first place in both Automated Computer Vision (AutoCV)
competitions in NeurIPS 2019 AutoDL Challenge2. The
AutoDL challenge consists of a series of six challenges;
AutoCV, AutoCV2, AutoNLP, AutoSpeech, AutoWeakly,
and AutoDL. All competitions are multi-label classification
problems and are constrained by a time-budget and compu-
tational resource. AutoCV and AutoCV2 challenges mainly
∗Corresponding Author
1https://github.com/kakaobrain/autoclint
2https://autodl.chalearn.org/
focused on classification tasks on image and video data, re-
spectively. Both competitions required an AutoML algo-
rithm that can learn visual features universally under lim-
ited resources and constrained training time without human
intervention. During the evaluation process, the participants
could not identify nor directly observe the test image data
except the image resolution and the number of samples.
These constraints consider the situation that users of the
AutoML algorithms demand not only a ML model for arbi-
trary data but also a time-efficient training. Additionally, a
computationally cumbersome approach is impossible since
only a single GPU is available during the evaluation pro-
cess. These restrictions are well-formulated by the AutoCV
challenge design [14]. See Appendix A for more details.
Inspired by the success of deep learning, neural archi-
tecture search (NAS) [10, 13, 19, 20] is the most notable
field in AutoML research. The recent NAS algorithm [16]
can find out neural architecture efficiently and outperforms
a human-designed network in the image classification prob-
lem. However, searching optimal neural architecture with
limited time and computational resources by NAS is still
a challenging problem. In particular, NAS requires hun-
dreds of GPU hours for extensive scale data, e.g., medical
images such as CT or MRI [10]. An alternative approach,
instead of NAS, is transfer learning. For computer vision
tasks, ImageNet pre-trained models are widely used as the
starting point. Notably, [11] reports on the strength of Im-
ageNet pretraining in image classification. Hence, Auto-
CLINT applied transfer learning since a fine-tuned model
does not require training from scratch in the evaluation pro-
cess. Empirical studies in Appendix show that this strategy
was decisive in the competitions.
In addition to transfer learning, AutoCLINT applied a
modified Fast AutoAugment [12] algorithm to find data
augmentation policies automatically for a given image do-
main. The original algorithm uses a distributed Bayesian
optimization search, which requires a multi-GPU environ-
ment. Hence, we implemented a light-version of Fast
AutoAugment, which is adapted for AutoCV competition.
This algorithm makes it possible to find optimal data aug-
mentation policies under a restricted time budget. Notably,
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some image domains get better scores than no augmentation
since these image domains have less number of samples.
The main contribution of this paper is to provide the end-
to-end training code for image classification by AutoML,
which is easily transferrable under restricted time budget
and computation resources. Our code includes a light ver-
sion of Fast AutoAugment [12]. We provide empirical stud-
ies in Appendix to validate the effect of each component of
the proposed method. We believe this information can help
non-ML experts to apply the proposed training method for
their datasets.
2. AutoCV Competition
This section briefly introduces the description and eval-
uation metrics of AutoCV competition, the first series of
NeurIPS 2019 AutoDL challenge. The goal of AutoCV
competition is to find an automated solution that can handle
any type of input image and generates a model that solves
the associated task. Participants were asked to develop au-
tomatic methods for learning from raw visual information.
We refer to the white paper of the AutoCV challenge design
[14] for more details.
2.1. Competition Description
As previously mentioned, AutoCV competition requires
universal learning machines, especially for image data, con-
sidering the time constraint and computation resources. The
competition consists of three phases; public, feedback, and
final. Each phase provides five image datasets of different
domains; people, objects, medical, aerial, and hand-writing
(see Figure 1). As one can see in Table 1, each dataset
has different properties in the number of class, amounts of
samples, resolution, and channel, even for the same domain
but distinct phases. Furthermore, some dataset has variable
image shapes; hence, the submitted code has to preprocess
those data to adjust the unfixed dimension. These properties
are veiled during the competition period. Therefore, partic-
ipants must prepare the automated algorithm which can re-
veal the meta-information of a given dataset without human
intervention during the evaluation process.
An import aspect of the competition is anytime learn-
ing. The principal metric of AutoDL challenge is area un-
der learning curve (ALC) which drives the participants to
submit a ready-to-predict learning algorithm at any times-
tamp during the time budget. The maximum time limit is 20
mins for each dataset. The competition also restricts com-
putational resource and memory. Participants can only use
a single GPU (NVIDIA Tesla P-100) with 4 CPU cores and
26GB memory during the evaluation process. These restric-
tions and the evaluation metric implicitly block the com-
putationally heavy AutoML approaches, including neural
architecture search and hyperparameter optimization based
on the distributed system e.g., Ray [15]. Therefore, Auto-
Dataset
People
Medical
Aerial
Objects
Hand-writing
!
AutoML
Figure 1. Examples of datasets in AutoCV challenge. Each partic-
ipant submits a learning algorithm that can automatically conduct
overall machine learning processes.
# of Sample Shape
Phase Dataset # of Class (Train, Test) (row, col, ch)
Public P 26 (80095, 19905) (var, var, 3)
Public O 100 (48061, 11939) (32, 32, 3)
Public M 7 (8050, 1965) (600, 450, 3)
Public A 11 (634, 166) (var, var, 3)
Public H 10 (60000, 10000) (28, 28, 1)
Feedback P 15 (4406, 1094) (350, 350, 3)
Feedback O 257 (24518, 6089) (var, var, 3)
Feedback M 2 (175917, 44108) (96, 96, 3)
Feedback A 3 (324000, 81000) (28, 28, 4)
Feedback H 3 (6979, 1719) (var, var, 3)
Final P 100 (6077, 1514) (var, var, 3)
Final O 200 (80000, 20000) (32, 32, 3)
Final M 7 (4492, 1114) (976, 976, 3)
Final A 45 (25231, 6269) (256, 256, 3)
Final H 3 (27938, 6939) (var, var, 3)
Table 1. Summary of image datasets in AutoCV competitions.
Each phase has five domains (P: People, O: Objects, M: Medical,
A: Aerial, H: Hand-writing) and individual domain has different
shape each other.
CLINT applies a different strategy based on transfer learn-
ing and autonomous training strategy, including code opti-
mization and automated augmentation.
2.2. Evaluation Metric
AutoCV challenge demands those as mentioned earlier
anytime learning by scoring participants with the perfor-
mance as a function of time. Each time after the training,
the test code is called, and the results are saved. Then, the
scoring program evaluates the model with their timestamp.
Normalized Area Under ROC Curve (NAUC) AutoCV
competition treats each class as a separate binary classifi-
cation problem. At each timestamp, the scoring program
evaluates area under receiver operating characteristic curve
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Learning curve of autoclint for each data
Hand-writingObjectsPeople
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Figure 2. Learning curves of the proposed method on (a) public data and (b) feedback data. See Table 2 of the main paper for NAUC and
ALC score.
(ROC AUC) for each prediction. Then, the normalized AUC
(or Gini coefficient) is computed by the following formula:
NAUC = 2AUC− 1. (1)
Area under Learning Curve (ALC) ALC is the primary
metric in AutoDL competitions. Due to [14], multi-class
classification metrics are not being considered in AutoCV
competition, i.e., each class is scored independently. Au-
toCV competition computed the ALC score for each dataset
and used the overall ranking as the final score in the leader-
board. ALC is weighted in favor of the early convergence
of the learning curve to achieve anytime learning.
Let NAUC(t) be the NAUC score at timestamp t, which
is a step function with respect to time, then ALC is defined
as follows:
ALC =
1
log(1 + Tb/t0)
∫ Tb
0
NAUC(t)
t+ t0
dt, (2)
where Tb is the time budget and t0 is a reference time
amount. In AutoCV competition, Tb = 1200 and t0 = 60
as a default. See Figure 2 for the learning curve of the pro-
posed method for each dataset in the public and feedback
phase.
3. AutoCLINT
In this section, we provide the detail of components of
the proposed method which is used in the AutoCV compe-
tition. At first, we introduce the autonomous training strat-
egy in three-fold; (a) offline setting, (b) online data explo-
ration, and (c) code optimization. As we mentioned above,
NAS is not an appropriate strategy for fast training on ar-
bitrarily given data since it takes a large amount of time
for architecture search initially. To get a higher score in
the view of Area under Learning Curve (ALC) instead of
Normalized Area Under ROC Curve (NAUC), we need an
AutoML algorithm that can train the target network at once
without wasting substantial time in the early architecture
search phase and overfitting in the final phase. In this case,
Fast AutoAugment [12] is a promising approach for training
a given neural network on an arbitrary image domain. We
propose a light version of the Fast AutoAugment for limited
computation resources and time constraints.
3.1. Autonomous Training Strategy
3.1.1 Offline Setting
Architecture In both AutoCV and AutoCV2 competi-
tions, we used ResNet18 for the network architecture. We
also tried a bigger network, however it showed worse per-
formances under a given time budget (see Figure 3). Before
the main network blocks, our algorithm makes use of the
meta information of given image data, including the spa-
tial dimensions, the number of channels, and the number
of classes. Then, the algorithm normalizes image data with
0.5-mean and 0.25-standard deviation. If the input chan-
nel is single, then we copy the channel into three channels.
Otherwise, we prefix a 3 × 3 convolution layer to the main
blocks. Since the method for AutoCV is almost similar to
the one for AutoCV2 competition, we only describe the for-
mer in this paper. The main difference is the split-up of the
input data across time dimension and the multiplication of
batch by the split data.
Pretraining and Softmax Annealing It is empirically
known that ImageNet pretraining accelerates the conver-
gence of models on the diverse image data [11]. Even
though the pretrained model and randomly initialized model
both achieve a similar final performance, the convergence
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speed is critical in the competition since the ALC score is
sensitive to the early convergence due to the time-weighted
integral in ALC (see (2)). Hence, we employ the pre-
trained parameters of ResNet18 from torch.hub except
for the final fully connected layer which outputs the logit
vector. We initialize the fully connected layer by Xavier-
normalization [6]. Then we divide its output, the logit vec-
tor z = (z1, . . . , zk), by τ :
yi =
exp(zi/τ)∑k
j=1 exp(zj/τ)
. (3)
Softmax annealing with higher τ (3) makes y =
(y1, . . . , yk) uniform-like vector and marginally helps the
training of the network in the view of ALC. We found out
τ = 8 is optimal in the competition through the perfor-
mance on public data.
Scheduled Optimizer We apply the scheduled SGD opti-
mizer and warm-up [7] during 5 epochs in training for each
dataset. The learning rate decreases by 110 if the train loss
plateaus during 10 epochs. After the NAUC score is above
0.99, we search augmentation policies by Fast AutoAug-
ment (see Section 3.2), restore the learning rate to the initial
one (without warm-up), and retrain the network with the
augmented train dataset.
3.1.2 Online Setting
Data Exploration Due to the variability in image size
(see Table 1), the input tensor size of the network must
be automatically adapted for each dataset to allow for ad-
equate aggregation of spatial information and to keep the
aspect ratio of the original image. The proposed method
automatically adapt these parameters to the median size of
each dataset, so that the network effectively trains on entire
datasets. Due to time constraints, we do not increase the
input tensor volume (without channels) beyond 64× 64. If
the median shape of the dataset is smaller than 64×64, then
we use the median shape as the original input.
Code Optimization To fully utilize the computation re-
sources, we optimize both preprocessing and training codes.
First, we generate transformed image data on CPU while
GPU is utilized for training. We also implement multiple
processing to parallelize the preparation of training images
on multiple CPU cores. The validation and test data are
transformed initially and reused on GPU memory since they
are unchanged until the end of the training. Finally, CPU
memory caches are operated to reduce the wasting time in
disk I/O and common preprocessing, such as resizing.
3.2. Automated Augment Strategy
Data augmentation is beneficial to improve the gen-
eralization ability of deep learning networks. Recently,
AutoAugment [3] proposes the search space for auto-
mated augmentation and demonstrates that the obtained
augmentation policies by reinforcement learning signifi-
cantly improve the performances on the image classification
tasks. However, AutoAugment requires impractical time for
search since it needs to train child network repeatedly. Re-
cently, Fast AutoAugment [12] overcomes this problem mo-
tivated from Bayesian hyperparameter optimization without
the training of a given network twice in the search phase.
Fast AutoAugment learns augmentation policies using a
more efficient search strategy based on density matching.
Ideally, Fast AutoAugment should be performed automati-
cally, allowing the training data to adapt to test data. Au-
toCLINT modifies the search space and implements a light
version of Fast AutoAugment algorithm to surmount the re-
stricted computational resources.
AutoAugment Strategy in AutoCLINT Similar to Fast
AutoAugment, the proposed method searches the augmen-
tation policies that match the density of train data with
the density of augmented valid data. We deviate from the
original version in that we replace 5-fold with a single-
fold search and use the random search (within a subset
of searched policy in AutoAugment [3]) instead of the
Bayesian optimization on the original search space.
Let us explain the detail of search algorithm. For a given
classification modelM(·|θ) that is parameterized by θ, an
expected metric on dataset D is denoted by R(θ|D). We
use the NAUC score for R. Let T denote an augmentation
policy which consists of sub-policies and each sub-policy
has two consecutive image transformations. Every aug-
mentation policy T outputs randomly transformed images
since each transformation has the different calling probabil-
ity (see [3, 12] for the detail of search space in AutoAug-
ment). We write T (D) for the augmented images of D
through policy T .
Assuming θ is trained onDtrain sufficiently, we randomly
choose C sub-policies from the collection of augmenta-
tion policies S, which is already found by AutoAugment
search algorithm on CIFAR-10. Let T1:C denote a pol-
icy composed of sampled sub-policies. Then, we evaluate
R(θ|T1:C(Dvalid)) and append T1:C to a list B unless the
score is lower than R(θ|Dvalid). We repeat the above pro-
cess T times. After the procedure, we select top-N policies
from the list of searched policies B according to the score.
In the competition, we set C = 3, T = 100, N = 5. See
Algorithm 1 for summary.
Instead of selecting top policies from the list B, one can
merely apply augmentation policies at random in Algorithm
4
Rank Time People Objects Medical Aerial Hand-writing
AutoCLINT (1st) 4.0 46m 25s 0.6756 (1) 0.7359 (1) 0.7744 (1) 0.8309 (16) 0.9075 (1)
Team A (2nd) 6.4 57m 18s 0.5815 (13) 0.4918 (5) 0.6682 (2) 0.8675 (2) 0.8344 (10)
Team B (3rd) 9.2 56m 33s 0.5692 (15) 0.5574 (4) 0.6387(5) 0.8497 (10) 0.8177 (12)
Table 2. The comparison of ALC and rank on each data at the feedback phase of AutoCV. We only list the result of winning teams at the
final phase. The proposed method won the top ALC score (except Aerial data) and recorded the fastest computation time in the competition.
Rank Time People Hand-writing Action1 Action2 Action3
AutoCLINT (1st) 5.2 1h 12m 15s 0.6277 (8) 0.9048 (5) 0.4076 (8) 0.4640 (2) 0.2091 (3)
Team C (2nd) 6.2 1h 11m 28s 0.6231 (9) 0.8406 (11) 0.4527 (4) 0.3688 (6) 0.2363 (1)
Team D (3rd) 6.2 1h 05m 13s 0.6835 (2) 0.9115 (3) 0.4658 (2) -0.0417 (16) 0.1627 (8)
Table 3. The comparison of ALC and rank on each data at the final phase of AutoCV2.
Linear ResNet50-V2 Inception-V3 AutoCLINT
Phase Dataset NAUC ALC NAUC ALC NAUC ALC NAUC ALC
Public People 0.2863 0.1733 0.8009 0.2115 0.5867 0.1805 0.9214 0.7366
Public Objects 0.2331 0.1643 0.7877 0.1914 0.9270 0.3289 0.9353 0.7835
Public Medical 0.1922 0.1596 0.1173 0.0238 0.7986 0.4742 0.9142 0.8286
Public Aerial 0.0982 0.0893 0.5833 0.2085 0.8861 0.5712 0.9347 0.8353
Public Hand-writing 0.9628 0.8223 0.9999 0.5408 0.9950 0.5883 0.9977 0.9440
Feedback People 0.2129 0.1829 0.5675 0.1350 0.6621 0.3212 0.8014 0.6756
Feedback Objects 0.1249 0.0683 0.7801 0.1910 0.9897 0.3367 0.9411 0.7359
Feedback Medical 0.3743 0.1726 0.8314 0.2319 0.8452 0.4571 0.9534 0.7744
Feedback Aerial 0.9003 0.3507 0.9987 0.2860 0.9665 0.3621 0.9884 0.8309
Feedback Hand-writing 0.3003 0.2747 0.9986 0.5093 0.4189 0.1276 0.9985 0.9075
Table 4. The comparison between proposed method and baseline methods [14] on public data and feedback data of AutoCV.
Algorithm 1: Fast AutoAugment in AutoCLINT
Input : (S, Dtrain, Dvalid, C, T,N)
1 B ← ∅
2 Train θ on Dtrain
3 EvaluateR(θ|Dvalid)
4 for t = 1, . . . , T do
5 T1:C ← RandomChoice(S, C)
6 EvaluateR(θ|T1:C(Dvalid))
7 ifR(θ|T1:C(Dvalid)) > R(θ|Dvalid) then
8 Append T1:C to B
9 end
10 end
11 Select Top-N policies from B
1 without evaluating the augmentation policies at the vali-
dation dataset. This strategy can reduce search time more
than the proposed algorithm. In this case, however, both
ALC and NAUC are empirically worse than no augmenta-
tion strategy. We empirically show a comparison between
the proposed algorithm and random augmentation in Sec-
tion 4.
3.3. Competition Results
As a result, AutoCLINT won the top place at both Au-
toCV and AutoCV2 competitions in the final leaderboard3.
The proposed method showed the highest average rank. (see
Table 2, 3). Notably, the proposed method records the
fastest training and outperforms the other approaches from
the perspective of ALC on every dataset except aerial data at
AutoCV competition. Here, the other participants achieve
similar ALC scores on aerial data. Hence, the proposed
method demonstrates its efficiency in the competitions. Fur-
thermore, according to Table 4, AutoCLINT recorded a su-
perior NAUC score in every image domain. Therefore, it is
proven that the proposed method is anytime learnable and
has excellent generalization performance for various image
datasets.
4. Empirical Studies
In this section, we validate the effect of each compo-
nent of AutoCLINT based on empirical results. We first
present comparison between the proposed method and base-
line models. Then, we analyze the effect of offline setting;
(a) architectures, (b) pretraining, and (c) softmax annealing.
Ablation results are provided among different offline set-
3https://autodl.lri.fr/competitions/3#home
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(a) ResNet18 vs ResNet34 (b) Pretraining vs Random init. (c) Softmax Annealing
Figure 3. Boxplots of average ALC and average NAUC between
ResNet18 and ResNet34 provided the other settings are fixed.
tings. Also, we examine the proposed automated augmen-
tation strategies compared to no augmentation and random
augmentation. All scores are measured on public datasets
since the other datasets are not open publicly.
4.1. Comparison to Baseline
AutoCV white paper [14] provides the baseline meth-
ods (linear, ResNet50-v2, pretrained Inception) and evalu-
ates metrics on both public and feedback data. Likewise,
we evaluate the proposed method on the same datasets.
AutoCLINT outperforms the baseline methods in ALC.
See Table 3 in the main paper for the comparison between
the proposed method and baseline methods on each dataset.
Contrary to the public phase, AutoCLINT shows decreased
ALC score at the feedback phase. However, the proposed
method shows outstanding performance in NAUC score at
the feedback phase (except people), while baseline mod-
els show deteriorated scores in NAUC. This result demon-
strates that AutoCLINT is transferable for image classifica-
tion tasks.
4.2. Effect of Offline Setting
We measure metrics by changing the components of Au-
toCLINT in three ways: (a) ResNet18 vs. ResNet34, (b)
Pretraining vs. Random Initialization, and (c) Softmax An-
nealing. Figure 3-5 shows the statistical difference between
variations of the components. In summary, every compo-
nent is beneficial in AutoCLINT; especially, pretraining is
the most necessary component in the proposed method.
ResNet18 vs. ResNet34 Figure 3 shows that ResNet18
is slightly better than ResNet34 in both ALC and NAUC.
Since ResNet18 is computationally lighter than ResNet34,
the ALC score of ResNet18 is higher than the ALC score of
ResNet34. The NAUC score of ResNet34 is slightly lower
than that of ResNet18 because the training time and com-
putation resources are insufficient to train ResNet34. It is
expected that if the more time budget is given, then a big-
ger model may show better performance. However, because
(a) R sNet18 vs ResN t34 (b) Pretraining vs Random init. (c) Softm x Annealing
Figure 4. Boxplots of average ALC and average NAUC between
pretrained network and randomly initialized network.
(a) ResNet18 vs ResNet34 (b) Pretraining vs Random init. (c) Softmax Annealing
Figure 5. Boxplots of average ALC and average NAUC among
τ = 1, 2, 4, 8, 16.
Figure 6. Boxplots of average ALC and average NAUC among
different augmentation strategies.
only 20 minutes are given for each domain, we fix ResNet18
as architecture in the competition.
Pretraining vs. Random Initialization Pretraining con-
tributes more than the other offline setting components in
the proposed method. Figure 4 shows that the ImageNet-
pretrained ResNet18 overwhelms the randomly initialized
networks in both metrics. Indeed, pretrained networks re-
port a higher NAUC score on each dataset. This is an ex-
pected result since the pretraining generally helps the filters
of convolution networks to learn how to discriminate fea-
tures in image data. These results fairly coincide with the
analysis of [11].
Softmax Annealing Softmax annealing with higher τ
makes the output vector as a uniform-like one. We ob-
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Figure 7. Boxplots of ALC among different augmentation strategies on each dataset.
Figure 8. Boxplots of NAUC among different augmentation strategies on each dataset.
serve that it marginally improves the performance. Figure 5
shows that τ = 2, 4, 8 are better than no annealing (τ = 1)
in ALC. However, the effect of annealing decreases when
τ = 16 and it shows the lower result than no annealing in
the worst case. Hence we fix τ = 8 during the competition.
4.3. Effect of Automated Augmentation
The technical components introduced in Section 2 of the
main paper are practical but well-known heuristics in deep
learning communities. Therefore, the proposed automated
augmentation is a unique feature in AutoCLINT compared
to the other approaches in the competition. In this section,
we provide ablation studies regarding the effect of the pro-
posed augmentation strategies.
Figure 7 supports the efficiency of Algorithm 1 in the
view of anytime learning. ALC score on each domain of
the proposed method is higher than the other policies. No-
tably, objects, medical, and aerial domains get better NAUC
scores than no augmentation (see Figure 8). According to
Table 1, these image domains have less number of sam-
ples than the other domains (people and hand-writing) in the
public phase. Thus, the proposed algorithm can help to find
augmentation policies to make the target network learns bet-
ter. Figure 6 shows that the proposed augmentation search
algorithm significantly increases metrics on average.
Note that random augmentation decreases the perfor-
mance of network rather than increase. These results in-
dicate that Algorithm 1 is efficient in finding augmentation
policies automatically for any image domain.
5. Related Works
Automated Machine Learning AutoML is a subfield of
meta-learning and continuously draws attention from in-
dustry and academia even before the great success of deep
learning. We refer to [17] and references therein for the sur-
vey of the AutoML framework on classical machine learn-
ings. The runtime of hyperparameter optimization is re-
duced from several hours to mere minutes. [9].
Due to the dramatic success of deep learning in the vi-
sual domain, machine learning researchers have focused on
neural architecture search algorithms that can find the op-
timal neural network for arbitrarily given data. NAS has
a significant overlap with hyperparameter optimization and
meta learning. We refer to [5] and references therein for the
detailed research flow of NAS. Recent researches show that
reinforcement learning (RL) works well in the NAS frame-
work [16, 19]; however, such RL based methods are not ap-
plicable to AutoCV competition since they mostly require
child network training or proxy tasks, which are obstacles
to anytime learning. ProxylessNAS [2] proposes a gradient-
based NAS algorithm that can directly find the neural net-
works for target tasks and hardware platforms.
NAS is a promising technique in AutoML, but it is not
an efficient strategy in the competition, which restricts the
time budget within 20 minutes for each domain. Hence Au-
toCLINT uses a transfer learning strategy with automated
augmentation.
Automated Data Augmentation Data augmentation is a
necessary procedure for improving the generalization abil-
ity of deep neural network models. A carefully designed
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set of augmentations in training improves the performance
of a network significantly. Adequately designed data aug-
mentations in training improve the performance of a model
significantly. However, such planning has relied heavily on
domain experts. Automated data augmentation is a subfield
of AutoML research and recently draw attention from ma-
chine learning researchers, especially for computer vision
tasks since they report the state-of-the-art performance. Au-
toAugment [3] proposes the search space of augmentation
policies for image data and the search algorithm based on
reinforcement learning for the classification task and detec-
tion task [18]. However, AutoAugment requires thousands
of GPU hours even in a reduced setting. To overcome the
time inefficiency of AutoAugment, PBA [8] and Fast Au-
toAugment [12] propose different search algorithms based
on hyperparameter optimization. On the other hand, Ran-
daugment [4] exceeds the predictive performance of other
augmentation methods with a significantly reduced search
space.
AutoCLINT uses augmentation policies from AutoAug-
ment and implements an automated data augmentation al-
gorithm motivated from Fast AutoAugment to reduce the
search cost under the restricted time resource. As a result,
the proposed method outperforms the other approaches un-
der the time constraint.
6. Conclusion
In this paper, we provide technical details of Auto-
CLINT, the winning method for AutoCV competitions. Au-
toCLINT relies on autonomous training strategy and auto-
mated data augmentation, and it demonstrates its learning
efficiency. We expect the proposed method is widely appli-
cable to machine learning problems under limited time and
computational resources.
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