The penetration depths possible with near-infrared spectroscopy make it well suited for reagentless monitoring of analytes in body fluids or noninvasive monitoring of human tissue. As an initial step in achieving these goals, we have conducted nearinfrared in-vitro experiments of dilute aqueous solutions containing analytes of physiological importance. By combining partial least squares (PLS) multivariate calibration methods with Latin Hypercube statistical designs, we have obtained precise near-infrared spectral determinations of urea, creatinine, and NaCl in dilute aqueous solutions. Cross-validated PLS calibrations for the three analytes and temperature were very precise and resulted in R2 values greater than 0.997.
INTRODUCTION
Multivariate calibration methods combined with near-infrared spectroscopy are ideally suited for performing reagentless monitoring of analytes in bodily fluids' or for noninvasive monitoring of analytes in human tissue2'3. In a preliminary effort at achieving these goals, we have performed experiments in aqueous solutions of physiologically important analytes to determine analysis precision and to investigate the effects of temperature variation on the multivariate near-infrared analysis of solutions in cuvettes. PLS calibration methods coupled with near-infrared Fourier transform infrared spectroscopy (FT-IR) are shown to be capable of achieving high quantitative precision of dilute components in aqueous solutions even in the presence of temperature variations. The calibrations are performed on samples that are part of a new statistical experimental design that is ideally suited for multivariate spectral calibrations.
EXPERIMENTAL METHODS
A series of 32 calibration samples of urea, creatinine, and NaC1 were prepared in H20. The solutes were first prepared by weight and dissolved in water to 200 ml. These standard solutions were then diluted to final design concentrations with the use of a calibrated variable pipet and volumetric flasks. The concentrations of each of the analytes were varied from 0 to approximately 3 wt.% (0 to 3000 mg/dl) using a new statistical design ideally suited for multivariate spectral calibrations. These concentrations are somewhat beyond the range expected in physiological fluids since one of the purposes of these samples was to eventually use these data to test the performance of several transfer of calibration algorithms. The new statistical experimental design allows large numbers of levels of concentrations for each analyte (13 levels in this case) to achieve better modeling of deviations from Beer's Law in the samples. The design, which included variations in the three analytes, provided for 26 unique samples with six duplicates. The statistical design we used is the Latin Hypercube Design with D-optimality criterion. This is an orthogonal experimental design which retains the orthogonality for interactions and higher order concentration terms. The large number of concentration levels for each analyte provides for better modeling of deviations from linearity than the more traditional factorial experimental designs.
After preparation, the solutions were placed in 1 cm pathlength cuvettes along with a magnetic stirring bar, and the top of each cuvette was permanently sealed with a glass disk using a UV activated cement. One of the cuvettes containing a duplicate solution was broken leaving 3 1 calibration samples for testing. The near-infrared spectrum of each sample was obtained with the sample in a Peltier temperature controller (HP model 89090A) equipped with a magnetic stirrer. The run order of the samples was randomized to prevent the incorporation of drift into the calibration model. Two separate data collection runs were obtained. The first set of spectra of the 3 1 samples were taken at a constant temperature of 23°C. The second set of 31 sample spectra included randomized temperature variations between 20 and 25°C at 0.5°C increments. The spectra were obtained with one minute of signal averaging at 8 cm' on a Nicolet Model 800 FT-IR spectrometer equipped with a quartz beam splitter, a liquid-nitrogen-cooled InSb detector, and a 75 W tungsten-halogen source. The data were analyzed with the use of cross-validated PLS calibrations on PC software developed a Sandia National Laboratories. Data pretreatment included selecting the spectral region from 7500 to 11,000 cm' and centering the calibration data with and without taking first derivatives of the spectra.
448/SPIEVo!. 2089 0-8194-1360-7/94/$6.00
RESULTS AND DISCUSSION
The near-infrared spectra of the 3 1 calibration samples show that the spectral changes are small (0.04 AU) over the entire range of the spectra. Close examination of the spectra indicates that more than 75% of the spectral variance is due to baseline variations. Table I gives the cross-validated PLS calibration results for the three analytes for the run with temperature kept constant at 23°C and for the run with temperature varied over the range from 20 to 25°C. Several points can be made from the data presented in Table I . First, the quantitative determinations of all components and the temperature are very precise with a minimum R2 of 0.9974. For urea there is no degradation in the determination, and there is a only a slight loss of precision for creatinine and NaC1 determinations when temperature is varied over the 5°C temperature range. Thus, the concentration determinations can be made in the presence of temperature variations if the effects of temperature are adequately included in the calibration model. We have also found that the differences in the cross-validated standard errors of prediction (SEP) between the analysis of the original absorbance spectra and the first derivative of the absorbance data are not statistically significant. If the constant temperature calibration is used to predict the variable temperature data, then the SEPs are inflated by factors of 17, 1 1 , and 6 for urea, creatinine, and NaCl, respectively. This observation clearly demonstrates that temperature must be included in the calibration or the samples must be thermostatically controlled if precise results are to be obtained.
CONCLUSIONS
Multivariate PLS methods applied to the near-infrared spectra of dilute aqueous solutions of urea, creatinine, and NaC1 have been shown to be capable of yielding high analysis precision even in the presence of temperature variations. Precise temperature determinations of aqueous solutions can also be made even when the composition of the solutions is varied. New statistical Latin Hypercube designs have been used in formulating the design of the calibration samples to achieve better modeling of nonlinearities. Evidence for the use of near-infrared spectroscopy for the reagentless analysis of bodily fluids can be inferred from these results. 
