In previous papers, we discussed the recurrence relations of the multi-indexed orthogonal polynomials of the Laguerre, Jacobi, Wilson and Askey-Wilson types. In this paper we explore those of the Racah and q-Racah types. For the M -indexed (q-)Racah polynomials, we derive 3 + 2M term recurrence relations with variable dependent coefficients and 1 + 2L term (L ≥ M + 1) recurrence relations with constant coefficients. Based on the latter, the generalized closure relations and the creation and annihilation operators of the quantum mechanical systems described by the multi-indexed (q-)Racah polynomials are obtained.
Introduction
Ordinary orthogonal polynomials in one variable are characterized by the three term recurrence relations and those satisfying second order differential or difference equations are severely restricted by Bochner's theorem and its generalizations [1, 2] . The exceptional and multi-indexed orthogonal polynomials {P n (η)|n ∈ Z ≥0 } [3]- [17] are a new type of orthogonal polynomials. They satisfy second order differential or difference equations and form a complete set of orthogonal basis in an appropriate Hilbert space in spite of missing degrees. This degree missing is a characteristic feature of them. Instead of the three term recurrence relations, they satisfy some recurrence relations with more terms [18] - [25] , and the constraints by Bochner's theorem are avoided. We distinguish the following two cases; the set of missing degrees I = Z ≥0 \{deg P n |n ∈ Z ≥0 } is case-(1): I = {0, 1, . . . , ℓ − 1}, or case-(2): I = {0, 1, . . . , ℓ−1}, where ℓ is a positive integer. The situation of case-(1) is called stable in [7] . Our approach to orthogonal polynomials is based on the quantum mechanical formulations: ordinary quantum mechanics (oQM), discrete quantum mechanics with pure imaginary shifts (idQM) [26] - [29] and discrete quantum mechanics with real shifts (rdQM) [30] - [32] . The Askey scheme of the (basic) hypergeometric orthogonal polynomials [33] is well matched to these quantum mechanical formulations: the Jacobi polynomial etc. in oQM, the Askey-Wilson polynomial etc. in idQM and the q-Racah polynomial etc. in rdQM. A new type of orthogonal polynomials are obtained by applying the Darboux transformations with appropriate seed solutions to the exactly solvable quantum mechanical systems described by the classical orthogonal polynomials in the Askey scheme. When the virtual state wavefunctions are used as seed solutions, the case-(1) multi-indexed orthogonal polynomials are obtained [9, 11, 13] . When the eigenstate and/or pseudo virtual state wavefunctions are used as seed solutions, the case-(2) multi-indexed orthogonal polynomials are obtained [34] - [36] .
In previous papers [19, 22, 24, 25] , the recurrence relations for the case-(1) multi-indexed polynomials (Laguerre (L) and Jacobi (J) types in oQM, Wilson (W) and Askey-Wilson (AW) types in idQM) were studied. There are two kinds of recurrence relations: with variable dependent coefficients [19] and with constant coefficients [22, 24] . The recurrence relations with variable dependent coefficients have been proved for L, J, W and AW types, but those with constant coefficients have been conjectured for L, J, W and AW types and proved only for L and J types.
In this paper we explore the recurrence relations for the case-(1) multi-indexed polynomials of Racah (R) and q-Racah (qR) types in rdQM. By similar methods used in idQM case, we derive two kinds of recurrence relations: with variable dependent coefficients and with constant coefficients. We present examples of the latter. Through the process of deriving the recurrence relations with constant coefficients and their examples, we have noticed that similar techniques can be applied to W and AW types. In appendix B and C, we present a proof and some explicit form of the recurrence relations with constant coefficients for the multi-indexed (Askey-)Wilson polynomials. The recurrence relations with constant coefficients are closely related to the generalized closure relations [25] . The generalized closure relations provide the exact Heisenberg operator solution of a certain operator, from which the creation and annihilation operators of the system are obtained. This paper is organized as follows. In section 2 the essence of the multi-indexed (q-)Racah polynomials are recapitulated. In section 3 we derive the recurrence relations with variable dependent coefficients. In section 4 we derive the recurrence relations with constant coefficients and present some explicit examples. In section 5 the generalized closure relations and the creation and annihilation operators are presented. Section 6 is for a summary and comments. In Appendix A some basic data of the multi-indexed (q-)Racah polynomials are summarized. In Appendix B we prove the recurrence relations with constant coefficients for the multi-indexed (Askey-)Wilson polynomials. In Appendix C some data of the recurrence relations with constant coefficients for the multi-indexed (Askey-)Wilson polynomials are presented.
Multi-indexed (q-)Racah Orthogonal Polynomials
In this section we recapitulate the multi-indexed Racah (R) and q-Racah (qR) orthogonal polynomials [13] . Various quantities depend on a set of parameters λ = (λ 1 , λ 2 , . . .) and their dependence is expressed like, f = f (λ), f (x) = f (x; λ). The parameter q is 0 < q < 1 and q λ stands for q (λ 1 ,λ 2 ,...) = (q λ 1 , q λ 2 , . . .).
(q-)Racah polynomials
The set of parameters λ = (λ 1 , λ 2 , λ 3 , λ 4 ), its shift δ and κ are For N ∈ Z >0 , we take n max = x max = N and R : a = −N, 2) and assume the following parameter ranges: R : 0 < d < a + b, 0 < c < 1 + d, qR : 0 < ab < d < 1, qd < c < 1.
3)
The (q-)Racah polynomials P n (η) (n = 0, 1, . . . , n max ) arě P n (x; λ) where R n x(x + γ + δ + 1); α, β, γ, δ and R n (q −x + γδq x+1 ; α, β, γ, δ|q) are the Racah and qRacah polynomials in the conventional parametrization [33] , respectively. Our parametrization respects the correspondence between the (q-)Racah and (Askey-)Wilson polynomials, and symmetries in (a, b, c, d) are transparent. Note that the sinusoidal coordinates η(x; λ) depend on parameters λ only through d. The normalization of η(x) and P n (η) is
The three term recurrence relations are
where A n , B n and C n are given in (A.2). As a consequence of (2.6), B n is equal to −A n −C n .
In the quantum mechanical formulation [30] , the polynomials P n (η) appear in the eigen- 8) and the orthogonality relations are 9) where the ground state eigenvector φ 0 (x) and the normalization constant d n (λ) are given in (A.3) and (A.4), respectively. The Hamiltonian of this rdQM system is a tridiagonal matrix 10) where potential functions B(x; λ) and D(x; λ) are given in (A.1) and matrices e ±∂ are (e ±∂ ) x,y = δ x±1,y and the unit matrix 1 = (δ x,y ) is suppressed. The notation f (x)Ag(x), where f (x) and g(x) are functions of x and A is a matrix A = (A x,y ), stands for a matrix whose (x, y)-element is f (x)A x,y g(y). The Schrödinger equation is
where the energy eigenvalue E n is given in (A.5) (0 = E 0 < E 1 < · · · < E nmax ). By similarity transformation, (2.11) is rewritten as
12)
H(λ)P n (x; λ) = E n (λ)P n (x; λ) (n = 0, 1, . . . , n max ), (2.13) namely (q-)Racah polynomialsP n (x) satisfy second order difference equations. The three term recurrence relations of P n (η) (2.7) imply those of the eigenvectors φ n (x),
Let R be the ring of polynomials in x (the Racah case) or the ring of Laurent polynomials in q x (the q-Racah case). Let us introduce automorphisms I λ in R by 15) which are involutions I 2 λ = id. We have the following lemma [13] .
is invariant under I λ , it is a polynomial in the sinusoidal coordinate η(x; λ):
Note that the involutions I λ depend on parameters λ only through d.
Multi-indexed (q-)Racah polynomials
Let us introduce the twist operation t and the twisted shiftδ,
Note that η x; t(λ) = η(x; λ) and η(x; λ + βδ) = η(x; λ + βδ) (β ∈ R). The virtual state polynomial ξ v (η) is defined by 
Although these parameter ranges are important for the well-definedness of the quantum systems, they are irrelevant to the recurrence relations considered in this paper, which are polynomial equations and valid independent of the parameter ranges (except for the zeros of the denominators). So we do not bother about the range of parameters (except for orthogonality relations, positivity of some quantities and some part of § 5).
The denominator polynomials Ξ D (η) and the multi-indexed (q-)Racah polynomials P D,n (η) (n = 0, 1, . . . , n max ) are defined by 21) where .10) . The constants C D (λ) (A.11) and C D,n (λ) (A.12) correspond to the normalizatioň
The denominator polynomial Ξ D (η; λ) and the multi-indexed orthogonal polynomial P D,n (η; λ)
are polynomials in η and their degrees are ℓ D and ℓ D + n, respectively (we assume c 
as a consequence of the shape invariance of the system [9, 11, 13] . Other determinant expressions ofP D,n (x; λ) can be found in [17] .
The isospectral deformation is realized by multi-step Darboux transformations with virtual state vectors as seed solutions. The multi-indexed polynomials P D,n (η) appear in the eigenvectors φ D n (x) of the deformed Hamiltonian, which is also a tridiagonal matrix
26)
27) 
)
namely multi-indexed (q-)Racah polynomialsP D,n (x) satisfy second order difference equations.
In the following we set 32) and A −1 (λ) = 0. We remark that the coefficients of P n (η) and P D,n (η) are rational functions of the parameters (a, b, c, d), in which the number N appears only through the parameter a (2.2). If we treat the parameter a as an indeterminate,P n (x) andP D,n (x) are defined for n ∈ Z ≥0 and x ∈ C. For the choice (2.2), however,P n (x) andP D,n (x) are ill-defined for n > n max and x ∈ C\{0, 1, . . . , x max }, becauseP n (x) (2.4) have the form 4 
For the choice (2.2) (we take the limit from an indeterminate a to a in (2.2)),P D,n (x) are well-defined for n ∈ {0, 1, . . . , n max } and x ∈ C, or n ∈ Z >nmax and x ∈ {0, 1, . . . , x max }, for which the factors (x + a) j−1 or (aq
contribute. In order forP n (x) andP D,n (x) to be orthogonal polynomials, parameters should satisfy (2.2)-(2.3) and (2.19), and n should be n ∈ {0, 1, . . . , n max }.
Recurrence Relations with Variable Dependent Coefficients
In this section we present 3 + 2M term recurrence relations with variable dependent coefficients. The quantum mechanical formulation is used to derive them. For simplicity of the arguments, we assume that N is sufficiently large (N ≫ n), or the parameter a is treated as an indeterminate.
For the discrete quantum mechanics with real shifts, the multi-step Darboux transformations in terms of the virtual state vectors were given in [13] . For the (q-)Racah systems, the general expression for the eigenvector of the deformed system is (eq.(3.36) in [13] )
where α(λ) and B ′ (x; λ) are given in (A.9) and (A.8), respectively. Let us denote φ n (x) = φ n (x), the multi-step Darboux transformations give the eigenvectors of the deformed systems, 
Let us defineŘ
n,k (x) (n, k ∈ Z, s ∈ Z ≥−1 ) as follows:
Here A n , B n and C n are the coefficients of the three term recurrence relations (2.7) with A −1 = 0 and we regard A −1 × (· · · ) = 0, which implies that A n (n < −1), B n (n < 0) and
n,k (x) (n + k ≥ 0) for s = 0, 1 are
Note thatŘ
[s] n,±(s+1) (x) are x-independent. By induction in s, we can show thať
We will show the following proposition, the 3 + 2s term recurrence relations of φ n (x).
Proof: We prove this proposition by induction in s.
first step : For s = 0, (3.6) is
which is the three term recurrence relation itself (2.14). Therefore s = 0 case holds.
second step : Assume that (3.6) holds till s (s ≥ 0), we will show that it also holds for s + 1.
By applyingÂ d 1 ...d s+1 to (3.6) and using (3.2) and (3.3), we have
n+k (x + 1).
By using (3.5) this is rewritten as
where
We remark that when there is a factorŘ n,k (x) = 0 (|k| > s + 1), which will be abbreviated as k . Then we have
n+1+k (x + 1)
namely,
From (3.7) and (3.9) we obtain
which shows (3.6) with s → s + 1. This concludes the induction proof of (3.6).
[s]
n,k (x) does not depend on the specific values of d j 's. Since φ [s] n (x) has the form (3.1), the recurrence relations of φ [s] n (x) (3.6) imply those of the multi-indexed orthogonal polynomialsP D,n (x; λ) for s = M,
where C D,n+k (λ) depends on the specific values of d j 's. More explicitly, by dividing them by C D,n (λ), the recurrence relations become
We can check thatŘ
n,k (x; λ) are symmetric polynomials in η(x; λ), η(x + 1; λ), . . . , η(x + s; λ). The elementary symmetric polynomials e k in η(x; λ), η(x + 1; λ), . . . , η(x + s; λ) are polynomials in η(x; λ + sδ), because
This implies that any symmetric polynomial in η(x; λ), η(x+1; λ), . . . , η(x+s; λ) is expressed as a polynomial in η(x; λ + sδ). Therefore we obtaiň
By rewriting the recurrence relations (3.10) and (3.11), we obtain the following theorem.
Theorem 1
The multi-indexed (q-)Racah polynomials satisfy the 3 + 2M term recurrence relations with variable dependent coefficients:
Remark We have assumed that N is sufficiently large (N ≫ n), or the parameter a is treated as an indeterminate.
By the same argument for the multi-indexed Laguerre, Jacobi, Wilson and Askey-Wilson polynomials [19] , the multi-indexed (q-)Racah polynomials P D,n (η; λ) (n ≥ M + 1) are determined by the 3 + 2M term recurrence relations (3.14) with M + 1 "initial data"
After calculating the initial data (3.16) by (2.21), we can obtain P D,n (η; λ) by the 3 + 2M term recurrence relations (3.14). The calculation cost of this method is much less than the original determinant expression (2.21) for large M.
Recurrence Relations with Constant Coefficients
In this section we present 1 + 2L term recurrence relations with constant coefficients. Depending on whether the parameter a is an indeterminate or (2.2), we have two different kinds of recurrence relations.
We want to find X(η) = X(η; λ), which is a polynomial of degree L in η and gives the following expansion:
where r X,D n,k 's are constants andX(x) =X(x; λ) is defined by
Since the multi-indexed polynomials P D,n (η) are orthogonal polynomials, the above recurrence relations with constant coefficients are expressed as (see Lemma 1 in [22] )
under the convention (2.32). Here we have assumed N is sufficiently large. Unlike the multiindexed polynomials in [22] , there is a maximal value of n for
is expected to be modified aš 
Parameter a : indeterminate
In this subsection we assume that the parameter a is an indeterminate, x and η are continuous variables (x, η ∈ C) and other parameters λ (b, c, d) are generic.
step 0
The sinusoidal coordinates η(x; λ) (2.5) have the following property [37, 22] 
where g
Here g
are given by [38, 22] 
and θ(P ) is a step function for a proposition P , θ(P ) = 1 (P : true), 0 (P : false).
For a polynomial p(η) in η, let us define a polynomial in η, I λ [p](η), as follows:
where b k 's are defined by
The constant term of
So we can call P (η) the 'primitive polynomial' of p(η). The above equations are valid for
x, η ∈ C, but (4.9) with P (0) = 0 gives the following expression:
It is nontrivial to show directly that the RHS is a polynomial in η(x; λ), but it is so by construction. Note that the maps I λ depend on parameters λ only through d because coefficients g
n (λ) depend on d only.
step 1
Let us define the set of finite linear combinations of
Since the degree of
x ∈ C satisfy second order difference equations,
) by replacing the matrices e ±∂ with the shift operators e
which are simple for generic parameters. We define β j and β
are not one-to-one functions, but it does not cause any problems in the following argument.)
Let us consider the condition such that H cont D (λ)p(x) (4.14) is a polynomial in η(x; λ + Mδ). The poles at x = β ′ j , β j , β j − 1 in (4.14) should be canceled. First we consider x = β ′ j . SinceΞ D (x; λ+δ) =P D,0 (x; λ) andP D,n (x; λ) (n > 0) do not have common roots for generic parameters, (4.14) withp(x) =P D,n (x) implies that the poles at x = β ′ j are canceled, namely,
This relation implies that we do not need bother the poles at x = β ′ j in (4.14) for general p(η). Next we consider x = β j , β j − 1. For generic parameters,Ξ D (x; λ) andΞ D (x + 1; λ) do not common roots, and the numerators of B(x; λ + Mδ) and D(x; λ + Mδ) do not cancel the poles coming fromΞ D (x; λ) andΞ D (x+1; λ), and zeros of the denominators of B(x; λ+Mδ) and D(x; λ + Mδ) do not coincide with β j and β j − 1. The residue of the first term of (4.14)
and that of the second term of (4.14) at x = β j is
These residues should be vanished. So we obtain the conditions: Since any polynomial p(η) is expanded as
we have
Therefore we obtain the following proposition:
, the following holds:
(4.17)
step 2
Let us consider a polynomial X(η) satisfying (4.2). From Proposition 2,
Here F (x) is
Equations (4.4) and (4.1) imply
In order to cancel the zeros ofΞ D (x; λ) = Ξ D η(x; λ+(M −1)δ); λ in (4.19), the polynomial appeared in the above expression should have the following form,
where Y (η) is an arbitrary polynomial in η. Note that this X(η) can be expressed in terms of the map I λ (4.7) by (4.9),
Then F (x) (4.19) becomes
From the explicit forms of B(x; λ) and D(x; λ) (A.1), we have
These denominators vanish at x = − 
Combining these and (4.22), we obtain
Therefore F (x) (4.22) is a (Laurent) polynomial in x (q x ). For the involution I λ (2.15), we have
Hence F (x) (4.22) satisfies I λ+M δ F (x) = F (x). By Lemma 1, F (x) is a polynomial in η(x; λ + Mδ). Therefore, from (4.18), we have shown that H cont D (λ) X (x)P D,n (x; λ) is a polynomial in η(x; λ + Mδ).
step 3
Let us summarize the result. For the denominator polynomial Ξ D (η) = Ξ D (η; λ) and a polynomial in η, Y (η)( = 0), we set X(η) = X(η; λ) = X D,Y (η; λ) as 25) where
The minimal degree one, which corresponds to Y (η) = 1, is
Then we have the following theorem. , it is unnecessary. 
Parameter a : (2.2)
In this subsection we assume that the parameter a is given by (2.2). We write a,Ξ D (x),
n,k etc. This notation is used in this subsection only. In the limitā → a, the quantities with bar reduce to the quantities without bar, if they exist. As remarked in the end of § 2, theā → a limit ofP D,n (x) exists for n ∈ {0, 1, . . . , n max } and x ∈ C, or n ∈ Z >nmax and x ∈ {0, 1, . . . , x max }, but does not exist for n ∈ Z >nmax and x ∈ C\{0, 1, . . . , x max }, for whicȟ For n ∈ {0, 1, . . . , n max }, theā → a limit of (4.28) giveš
where the second sum is zero unless
Since this is a polynomial, this means
By setting x ∈ C\{0, 1, . . . , x max }, for whichP D,n+k (x) diverge in theā → a limit, we obtain term recurrence relations with constant coefficients:
N, the number of terms is not 1 + 2L but N + 1. in (4.31) can be rewritten as
Remark 4 By (4.10),X(x; λ) is expressed aš
For later use, we provide a conjecture about r X,D n,k .
Conjecture 1 The coefficients r
X,D n,k are rational functions of n (for R) or q n (for qR). They
is a rational function of E n (λ) and let this rational function be
The following function I(z) = I(z; λ),
is a polynomial of degree 2L in z. Here α j (z)α 2L+1−j (z) will be given in (5.10).
The recurrence relations (4.27) or (4.31) with η = 0 or x = 0 and the normalization 
So we obtain the relations among the coefficients r 37) which are valid for any parameter ranges (except for the zeros of the denominators). Therefore it is sufficient to find r 
Examples
For illustration, we present some examples of the coefficients r X,D n,k of the recurrence relations (4.2) for X(η) = X min (η) and small d j . The parameter a is treated as an indeterminate.
Since the overall normalization of X(η) is not important, we multiply X(η) (4.25) by an appropriate factor.
multi-indexed Racah polynomials
We set σ 1 = a + b, σ 2 = ab, σ
Direct calculation shows that I(z) (4.35) is a polynomial of degree 4 in z. Its explicit form
is somewhat lengthy and we omit it.
We have also obtained 7-term recurrence relations for D = {2}, {1, 2} with X(η) = X min (η) and D = {1} with non-minimal X(η) (Y (η) = η). Since the explicit forms of r X,D n,k are somewhat lengthy, we do not write down them here.
multi-indexed q-Racah polynomials
Direct calculation shows that I(z) (4.35) is a polynomial of degree 4 in z. Its explicit form is somewhat lengthy and we omit it.
We have also obtained 7-term recurrence relations for D = {2} with X(η) = X min (η).
Since the explicit forms of r X,D n,k are somewhat lengthy, we do not write down them here.
Generalized Closure Relations and Creation and Annihilation Operators
In this section we discuss the generalized closure relations and the creation and annihilation operators of the multi-indexed (q-)Racah rdQM systems described by H D (2.27).
First let us recapitulate the essence of the (generalized) closure relation [25] . The closure relation of order K is an algebraic relation between a Hamiltonian H and some operator X (= X(η(x)) =X(x)) [25] :
The original closure relation [39, 30] corresponds to K = 2. Since the closure relation of order K implies that of order K ′ > K, we are interested in the smallest integer K satisfying (5.1).
We assume that the matrix
for z ≥ 0, which are indexed in decreasing order
Then we obtain the exact Heisenberg solution of X,
Here
Let us consider the rdQM systems described by the multi-indexed (q-)Racah polynomials.
The Hamiltonian is H D (2.27) and a candidate of the operator X is a polynomial X(η(x)) = X(x) discussed in § 4. The closure relation (5.1) is now
where X is a diagonal matrix X = (X(x)δ x,y ) 0≤x,y≤xmax . (In the notation used in (2.10), this matrix X is expressed asX(x)1 or simplyX(x).) From the tridiagonal form of H D and by assuming that N is sufficiently large, polynomials R i (z) = R X i (z) have the following degrees, are obtained. Here we reverse a part of the logic, namely exchange (i) and (ii). First we define functions α j (z) by guess work. Next, polynomials R i (z) are defined by using α j (z)
and Conjecture 1. Then we check the closure relation (5.5) for these R i (z) and X withX(x)
given in § 4.
Let us define α j (z) (1 ≤ j ≤ 2L) as follows:
The pair of α j (z) and
These α j (z) satisfy
ford > 2L − 1 (R) andd < q 2L−1 (qR). We remark that α j (E n ) is square root free, 4E n +d 2 = 2n +d for R and (E n + 1 +d) 2 − 4d 2 = q −n −dq n for qR. It is easy to show the following:
Like the Wilson and Askey-Wilson cases [22] , we conjecture the following.
Conjecture 2 Take X(η) as Theorem 3 and take R i (z) (−1 ≤ i ≤ 2L − 1) as follows:
14)
where I(z) is given by (4.35) . Then the closure relation of order K = 2L (5.5) holds.
We remark that R i (z) in (5.13) are indeed polynomials in z, because RHS of (5 .13) 
On the other hand the LHS turns out to be
where we have used (4.32). Comparing these t-dependence, we obtain (5.12) and 
and
. Furthermore, X = X min case is the most basic.
By the similarity transformation (see (2.30)), the closure relation (5.5) becomes 17) and the creation/annihilation operators for eigenpolynomials can be obtained,
(5.19)
Summary and Comments
Following the preceding papers on the multi-indexed Laguerre and Jacobi polynomials in oQM [19, 22, 24] In rdQM, dual polynomials are introduced naturally [2, 30, 31] . The polynomial P n (η(x)) and its dual polynomial Q x (E n ) are related as P n (η(x)) = Q x (E n ), where the roles of the variable and the 'degree' (the number of zeros) are interchanged. The multi-indexed (q-)Racah polynomials P D,n (η(x)) satisfy the second order difference equations [13] and the 1 + 2L
term recurrence relations with constant coefficients derived in this paper. Let us introduce
isfy the three term recurrence relations and various 2L-th order difference equations which depend on the choice of Y (η). Therefore dual polynomials Q D,x (E n ) are ordinary orthogonal polynomials and they are the Krall-type. It is an interesting problem to study these dual polynomials in detail. We will report on this topic elsewhere [40] .
The (q-)Racah polynomial P (q)R n (η) and the (Askey-)Wilson polynomial P (A)W n (η) are the 'same' polynomials [33] . The replacement rule of this correspondence is
which gives
(The relation between qR and AW is given in [36] . See [36] 
Here c P D,n (λ) is the coefficient of the highest degree term of P D,n (η; λ) and they are given by (A.17) (eq.(3.59) in [13] ) and eq.(A.7) in [11] . Therefore the recurrence relations of the multiindexed (Askey-)Wilson polynomials give those of the multi-indexed (q-)Racah polynomials.
Conversely, the recurrence relations of the multi-indexed (q-)Racah polynomials give those of the multi-indexed (Askey-)Wilson polynomials with all type I indices.
A Data for Multi-indexed (q-)Racah Polynomials
In this appendix we present some data for the multi-indexed (q-)Racah polynomials [30, 13] , which are not presented in the main text.
• potential functions:
• coefficients of the three term recurrence relations:
• ground state eigenvector:
• energy eigenvalue:
• auxiliary functions: (convention:
• α(λ) and virtual state energyẼ v :
(A.14)
• coefficients of the highest degree term:
• potential functions B D (x; λ) and D D (x; λ) :
• Casorati determinant (Casoratian) of a set of n functions {f j (x)} : 19) (for n = 0, we set W C [·](x) = 1).
• potential functionsB d 1 ...ds (x; λ) andD d 1 ...ds (x; λ) : .20) B Proof of Conjecture 2 in Ref. [22] In [22] we discussed the recurrence relations with constant coefficients for the multi-indexed
Wilson (W) and Askey-Wilson (AW) polynomials and presented Conjecture 2, Conjecture 2 in [22] For any polynomial Y (η), we take X(η) as
Then the multi-indexed Wilson and Askey-Wilson polynomials P D,n (η) satisfy 1 + 2L term recurrence relations with constant coefficients:
Here we prove this conjecture by the same method used in § 4.1. The 'step 0' was given in [22] . We follow the notation of [11, 22] . (Many same symbols are used for (q-)R and (A)W cases, but all the quantities used in this appendix correspond to (A)W cases.)
B.1 Step 1
The sinusoidal coordinates are η(x) = x 2 (W) and η(x) = cos x (AW), and the parameters 
and P D,0 (η; λ) ∝ Ξ D (η; λ + δ). Let us define the set of finite linear combinations of P D,n (η),
The multi-indexed (Askey-)Wilson polynomialsP D,n (x) with x ∈ C satisfy second order difference equations,
Let zeros of Ξ D (η; λ) and Ξ D (η; λ + δ) be β 
This relation implies that we do not need bother the poles at x = β ′ j in (B.6) for general p(η). Next we consider x = β j ± i 
. The residue of the first term of (B.6) at
and that of the second term of (B.6) at
) .
B.2 Step 2
Let us consider a polynomial X(η) giving the following recurrence relations with constant coefficients,
where P D,n (η) = 0 (n < 0). For X(η),X(x) is defined by
From Proposition 3, X(η) in (B.10) should satisfy
; λ)
Equations (3.6) in [22] and (B.11) imply
In order to cancel the zeros ofΞ
); λ in (B.13), the polynomial appeared in the above expression should have the following form,
where Y (η) is an arbitrary polynomial in η. Note that this X(η) can be expressed in terms of the map I eq.(3.10) in [22] by eq.(3.12) in [22] , , it is unnecessary.
Remark 2 As shown near (B.14), any polynomial X(η) giving the recurrence relations with constant coefficients must have the form (B.19). C r X,D n,0 in (B.11) and (B.12) of Ref. [22] In [22] we discussed the recurrence relations with constant coefficients for the multi-indexed However, we did not write down r X,D n,0 explicitly due to their lengthy expressions. Here we present concise expressions of r X,D n,0 . We follow the notation of [22] . 
