SOME HAUSDORFF MEANS WHICH EXHIBIT THE GIBBS' PHENOMENON
It is here proved that (1) if d(x) is a regular Hausdorff step-function kernel whose points of jump are linearly independent over the rationals, then F(cί) > 1; (2) if θXx) is regular and has precisely two jumps, then F (θί) > 1. It seems reasonable that the first result is true without the hypothesis of linear independence, but the author has been unable to show this.
The Euler method of summability (6, p), 0 < p < 1, is a regular Hausdorff method having for its kernel the one-step function e p (x) which vanishes for 0 < x < p, and has the value one for p < x < 1; the method ( e, p ) is ordinarily denoted by {E, (1 -p )/p ). Clearly, 2 F(e p ) =-SiU) > 1 (0 < p < 1),
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so that the one-step case of (1) above follows trivially (this was shown by Sza'sz [2, 3] ).
Notation.
It is convenient to collect here some notations which will be used throughout this paper.
(a) (λ(x) is a step-function defined as follows:
= afo for βfc. i < x < βk and k = 2, , N,
where
where A^ = (e) F(α) = max f a (x).
It is clear that it is no restriction to assume that all regular step-function kernels are of the form (a). It will be shown in this section that even more is true, namely, that
The zeros of si(ac
The tables [4] for the sine integral show that 1.9264 < z 0 < 1.9265 and 4.893 < z ι < 4.894.
It therefore follows that the following statement is true:
THEOREM 3.1. The function si(%) is positive whenever
and is negative whenever
This result is needed in § 5.
It will now be shown that the zeros modulo π of si(%) form a strictly decreasing sequence with limit π/2 The formal statement is: Then the sequence (x n ) is strictly decreasing with limit zero. that the zeros modulo π in the interval 0 < x < oo of J^° g(u) sin u du are monotone decreasing for any g(u) which is completely monotonic on 0 < u < oo).
Proof. Let
for a > 0. To prove this, let L{x) and R(x) denote, respectively, the left and
du. Jo
Now taking the limit in (1) as a -> oo gives
Since F(Λ ) > 0 and F'{x) < 0, it follows from (2) that the finite zeros of J^° u~ι sin u du occur at the points where
Therefore, to complete the proof of the theorem, it is sufficient to show that SOME HAUSDORFF MEANS WHICH EXHIBIT THE GIBBS' PHENOMENON 411 Therefore,
All that remains to be shown, then, is that F '(x)/F {x) is strictly increasing, and this will follow if
so that the discriminant of the quadratic expression in γ on the left must be
, the proof is complete.
The main theorem.
Two lemmas are needed. π Since p and qr have unlike parity, p + q ^3. It will therefore be sufficient to find nonnegative integers i and / such that 2pi -2qj + p -q = 1.
If p -qr =s 1, simply take i -q and j = p.
If p -<7 > 3, then the Diophantine equation 1 pi -qj = -(l -P + <7) makes sense and, furthermore, has positive solutions t and .
6. Remark. According to Theorem 3.2, the zeros modulo π of si(x) tend to πj2 Therefore, the method of proof used in this paper can not be expected to handle all step-function kernels omitted by Theorem 4.1.
