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Abstract
A central division algebra over the 0eld of rational functions in two variables with coe1cients
over an algebraically closed 0eld rami0es along a divisor on the projective plane. If the rami0-
cation divisor is a quartic curve which is the union of a nodal cubic and a line, we show that
the division algebra is a symbol algebra and satis0es the “index equals exponent” equation.
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1. Introduction
Fix an algebraically closed 0eld k. Assume the characteristic of k is zero. Fix in-
determinates x; y; z and let K be the 0eld of rational functions on the projective plane
P2 = Proj k[x; y; z]. It is convenient to view K as the set of all rational functions of
the form f=g where f and g are homogeneous polynomials in k[x; y; z] of the same
degree.
The Brauer group of K , denoted B(K), parametrizes the (0nite dimensional) K-central
division algebras. Since k is algebraically closed, the Brauer group of P2, denoted
B(P2), is trivial [5, Proposition 10.5]. So every non-trivial central division algebra 

over K rami0es along a divisor on P2. In the following exact sequence, the map ram
is called the rami0cation map [1, Section 3].
0→ B(K) ram−→⊕
Z
H1(K(Z);Q =Z): (1)
∗ Tel.: +1-561-297-3341; fax: +1-561-297-2436.
E-mail address: ford@fau.edu (T.J. Ford).
0022-4049/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2003.10.015
118 T.J. Ford / Journal of Pure and Applied Algebra 188 (2004) 117–126
The direct sum is taken over all prime divisors Z on P2. The group H1(K(Z);Q =Z)
is the group of cyclic extensions of the function 0eld K(Z) of Z . The “rami0cation
of 
 along Z” is a cyclic Galois extension of K(Z). The rami0cation map is also
described in [5, Chapter 10]. Since (1) is exact, the Brauer class [
] is completely
determined by the rami0cation data ram([
]) in ⊕H1(K(Z);Q =Z). The prime divisors
Z where ram([
]) = 0 make up the so-called rami0cation divisor D of 
. By [1, (3.2),
p. 86] the group B(P2−D) parametrizes those K-central division algebras 
 such that
the rami0cation divisor of 
 is a subset of D.
Let ;  be elements of K , n¿ 2 an integer, and  a 0xed nth root of unity in K .
The symbol algebra (; )n is the associative K-algebra generated by u; v subject to
the relations un = , vn = , uv = vu. The rami0cation divisor of the algebra (; )n
is contained in the set of zeros and poles of the function  on P2. By exponent(
),
we mean the exponent of the class of 
 in the Brauer group B(K). By index(
), we
mean the square root of the dimension of the vector space 
 over K .
In [3], it was shown that if D is a plane quartic curve such that each irre-
ducible component of D is simply connected, then 
 is a symbol algebra and exponent
(
) = index(
). The purpose of this article is to extend these results to include
the case, where the rami0cation divisor is a quartic curve D = L + C such that L
is a line and C is an irreducible cubic with a singular point p0 that is a
node.
It is possible to state the main result in this article.
Theorem 1.1. Let 
 be a central division algebra over K , the 4eld of rational func-
tions on the projective plane P2. Assume the rami4cation divisor D of 
 satis4es
(1) D is a quartic curve,
(2) D is reducible (that is, D is not irreducible), and
(3) each irreducible component of D is birational to P1.
If exponent(
) = n, then 
 is a symbol algebra and index(
) = n.
Proof. The hypotheses imply that D factors into irreducible curves D=C1 ∪ · · · ∪Cm,
where 26m6 4. If each Ci is simply connected, the result follows from [3, Theorem
1.1]. Otherwise D factors into an irreducible nodal cubic plus a line and the proof
follows from Theorems 2.1 and 3.1.
In our context, each irreducible component of D is a rational curve hence upon
normalization is isomorphic to P1. Let D be a reduced curve on P2 each of whose
irreducible components is a rational curve. Write D = C1 ∪ · · · ∪ Cm as a union of
irreducible curves. Let C˜i denote the normalization of Ci. By our assumption C˜i ∼= P1.
Let D˜ be the disjoint union C˜1  · · ·  C˜m. Let P denote the singular locus of D,
which is a 0nite set of points, hence P = {p1; : : : ; ps}. Let  : D˜ → D be the natural
projection and W =−1(P). Then W is a 0nite set of points, hence W ={W1; : : : ; We}.
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The square
W −−→ D˜   
P −−→ D
(2)
is commutative. Associated to D is the bipartite graph = (D). The vertex set of M
is {p1; : : : ; ps; C˜1; : : : ; C˜m} and the edge set is {W1; : : : ; We}. The edge Wi has positive
end, the C˜j containing Wi and negative end, the pt de0ned by pt = (Wi). Let M be
the incidence matrix of . Then M induces a boundary map, also denoted M ,
M : Z(e) → Z(m) ⊕ Z(s): (3)
The kernel of M is the combinatorial cycle space H1(;Z) of .
Since we are assuming each C˜i ∼= P1 is simply connected, it follows that H1(D˜;Q =Z)
= 0. Since P2 is simply connected,
H1(P2;Q =Z) ∼= H3(P2;Q =Z) = 0:
Combining Lemma 0.1 and Corollary 1.3 of [4], there is an isomorphism
B(P2 − D) ∼= H1(;Q =Z): (4)
Therefore the K-division algebras 
 that ramify only along D make up a subgroup
of B(K) that is isomorphic to H1(;Q =Z).
For example, let C be a plane nodal cubic curve with node p0. Let L be a line that
intersects C in three simple points p1, p2, and p3. Let D=C+L. The graph =(D)
is shown in Fig. 1. We see that e=8, m=2, s=4 and the kernel of M in (3) is free
of rank e − (m+ s) + 1 = 3. Therefore
B(P2 − D) ∼= Q =Z ⊕ Q =Z ⊕ Q =Z: (5)
Let A be a central simple K-algebra with division algebra component 
. If 
 rami0es
only along D and exponent(
) divides n, then 
 corresponds to an element of kerM=
H1(;Z=n). Denote by #(A), the element in the edge space Z=n(e) corresponding to 
.
The Brauer group computations that follow are performed in Z=n(e). It is therefore
important to be able to compute #(A), when A is a central simple K-algebra with
rami0cation only along D. We now outline a procedure for 0nding #(A) when A =
(; )n is a symbol algebra.
Ford [4, Theorem 2.1] tells us how to map a symbol algebra (; )n over K to a
sum of weighted edges in the graph . This sum of weighted edges is an element in
the edge space, Z=n(e), and is in the cycle space kerM = H1(;Z=n). According to
[4, Theorem 2.1], the weights on the edges of the graph can be computed in terms
of the local intersection multiplicities of the various components of  and . Suppose
the zeros and poles of  are contained in D. Let p∈P be a singular point on D.
Let A1; : : : ; At be the components of D corresponding to vertices in  that are adjacent
to p, as shown in Fig. 2. Then the weight (as an element of Z=n) assigned to the
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Fig. 1. The graph (C + L).
Fig. 2.
edge W1 connecting p to A1 is
t∑
i=2
[v1()vi()− v1()vi()](A1Ai)p; (6)
where (A1Ai)p is the local intersection multiplicity and vi is the discrete valuation on
K given by the local ring OAi . The symbol (; )n maps to a well-de0ned element of
Z=n(e) which is denoted #((; )n). To determine #((; )n), it is necessary to compute
the valuations in (6). First factor  and  into powers of irreducible polynomials
= a11 
a2
2 · · · and =b11 b22 · · · . By #(i; j) we denote the element of Z=n(e) de0ned
by applying (6) to the pair (i; j). Then
#((; )n) =
∑
i
∑
j
aibj#(i; j): (7)
Notice that #(f; g) =−#(g; f) and #(f;f) = 0.
The remainder of this article is devoted to proving Theorems 2.1 and 3.1. It turns
out that the most di1cult case is when L and C are in general position. Section 2 deals
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Fig. 3. The divisor in the general case.
with this case. In Section 3, stronger results are proved for cases where the curves are
not in general position.
2. The curves are in general position
Theorem 2.1. Let 
 be a central division algebra over K , the 4eld of rational func-
tions on the projective plane P2. Assume the rami4cation divisor of 
 is D= L+ C,
where L is a line and C is an irreducible nodal cubic. Assume further that L and C are
in general position. If exponent(
)=n, then 
 is a symbol algebra and index(
)=n.
Proof. Let ‘ = 0 be the equation for L, c = 0 the equation for C and p0 the node
on C. Since L and C are in general position, L:C = p1 + p2 + p3 where p1, p2 and
p3 are simple points on C. For i = 1; 2; 3, let L0i be the line through p0 and pi with
equation l0i=0. Let L04 and L05 be the tangent lines to C at p0 with equations l04 =0
and l05 = 0, respectively. Let L:L04 = p4 and L:L05 = p5. Fig. 3 shows the divisor
C + L + L01 + L02 + L03 + L04 + L05 and Fig. 4 the graph that is associated to this
divisor. The graph has e = 20 edges which are enumerated W1; : : : ; W20.
Let R denote the a1ne coordinate ring of P2 − D. As computed in (5), B(R) is
isomorphic to the direct sum of three copies of Q =Z. The subgroup annihilated by n
in the Brauer group of R is denoted nB(R) and is a free Z=n-module of rank three.
Consider the symbol algebras

1 =
(
l01
l02
;
c
‘l202
)
n
; 
2 =
(
l03
l02
;
c
‘l202
)
n
; 
3 =
(
l04
l05
;
c
l01l202
)
n
: (8)
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Fig. 4. The graph in the general case.
The method of proof is to map the symbol algebras of (8) into the edge space (Z=n)(e)
according to formula (7). First we determine #(f; g) for the various irreducible factors
f and g that occur in the equation for the divisor D.
#(‘; c) = (0; 0;−1; 1;−1; 1;−1; 1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0);
#(‘; l01) = (0; 0; 0; 1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0;−1; 0; 0; 0; 0);
#(‘; l02) = (0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0;−1; 0; 0);
#(‘; l03) = (0; 0; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0;−1);
#(l01; c) = (−1;−1;−1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 2; 1; 0; 0; 0; 0);
#(l02; c) = (−1;−1; 0; 0;−1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 2; 1; 0; 0);
#(l03; c) = (−1;−1; 0; 0; 0; 0;−1; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 2; 1);
#(l04; c) = (−2;−1; 0; 0; 0; 0; 0; 0; 3; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0);
#(l04; l01) = (0; 0; 0; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0;−1; 0; 0; 0; 0; 0);
#(l04; l02) = (0; 0; 0; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0; 0; 0;−1; 0; 0; 0);
#(l04; l03) = (0; 0; 0; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0; 0; 0; 0; 0;−1; 0);
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#(l05; c) = (−1;−2; 0; 0; 0; 0; 0; 0; 0; 0; 0; 3; 0; 0; 0; 0; 0; 0; 0; 0);
#(l05; l01) = (0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 1; 0; 0;−1; 0; 0; 0; 0; 0);
#(l05; l02) = (0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0;−1; 0; 0; 0);
#(l05; l03) = (0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 1; 0; 0; 0; 0; 0; 0;−1; 0)
#(l01; l02) = (0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 1; 0;−1; 0; 0; 0);
#(l03; l02) = (0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0; 0;−1; 0; 1; 0): (9)
Using (7) and (9) it follows that
#(
1) =#(l01; c)− #(l01; ‘)− 2#(l01; l02)− #(l02; c) + #(l02; ‘)
=#(l01; c) + #(‘; l01)− 2#(l01; l02)− #(l02; c)− #(‘; l02)
= (0; 0;−1; 1; 1;−1; 0; 0; 0; : : : ; 0): (10)
Apply the same method to compute #(
2) and #(
3). The three symbols (8) map
onto the three rows of the matrix

0 0 −1 1 1 −1 0 0 0 : : : 0
0 0 0 0 1 −1 −1 1 0 : : : 0
−1 1 0 0 0 0 0 0 0 : : : 0

 : (11)
Therefore a basis for nB(R) consists of the Brauer classes of the three symbol algebras
(8). Each Brauer class in nB(R) has a representation 
h1

i
2

j
3 where the triple (h; i; j)
is unique modulo n. Set
An;r;u; v =
(
‘ln−3−u−v01 l
u
02l
v
03
lr04l
n−r−2
05
;
c ln−3−u−v01 l
u
02l
v
03
ln05
)
n
: (12)
Using the methods employed in (10) to 0nd #(
1), it follows that An;r;u; v maps into
the edge space (Z=n)(e) as the row vector
[r + 1;−r − 1; u+ v+ 2;−u− v− 2;−u− 1; u+ 1;−v− 1; v+ 1; 0; : : : ; 0]: (13)
Check that (13) is equal to the product of (−u− v− 2; v+ 1;−r − 1) and the matrix
(11). This shows that An;r;u; v is Brauer equivalent to the product

−u−v−21 

v+1
2 

−r−1
3 : (14)
Suppose 
 is a division algebra of exponent n and 
 is represented by the triple
(h; i; j). Solve for r, u, v in the equation (h; i; j) = (−u − v − 2; v + 1;−r − 1) to get
r =−j − 1, v= i− 1, and u=−h− i− 1. Then 
 is Brauer equivalent to the symbol
algebra An;r;u; v. So An;r;u; v has exponent n and is a division algebra. Therefore 
 is
isomorphic to An;r;u; v and satis0es the “index equals exponent” property.
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Fig. 5. The special Cases 1 and 2.
3. The curves are not in general position
Theorem 3.1. Let 
 be a central division algebra over K , the 4eld of rational func-
tions on the projective plane P2. Assume the rami4cation divisor of 
 is contained
in D = L+ C where L is a line and C is an irreducible nodal cubic. Assume further
that L and C are not in general position. If exponent(
) = n, then 
 is a symbol
algebra and index(
) = n. Moreover there is a cyclic Galois extension F = K[f1=n]
which depends on D such that if A is a central simple K-algebra with exponent n
and rami4cation divisor D, then F splits A.
Proof. We assume L and C are not in general position. Let R be the a1ne coordinate
ring of P2 − D, ‘ = 0 the equation for L, c = 0 the equation for C and p0 the node
on C. There are three possible con0gurations for D = L+ C.
Case 1: L:C = 3p0. The left-hand side of Fig. 5 shows the graph. The rami0cation
divisor of 
 is the cubic curve C. In this case L is one of the tangent lines to C at
p0. Let l1 = 0 be the equation of the other tangent line to C at p0. It was shown in
[2] that nB(R) ∼= Z=n is generated by the symbol algebra

1 =
(
‘
l1
;
c
‘3
)
n
:
So 
 is a power of 
1, hence is a symbol algebra and index(
)=n. Set F=K[(c=‘3)1=n].
Then F splits 
1, hence B(F=R) = nB(R).
Case 2: L:C = 2p0 + p1 where p0 is the node on C. Let l1 = 0 and l2 = 0 be the
equations of the tangent lines L1 and L2 to C at p0. The right-hand side of Fig. 5
shows the graph of the divisor C + L + L1 + L2. There are e = 7 edges which are
enumerated W1; : : : ; W7. Then nB(R) is a free Z=n-module of rank two. Consider the
symbol algebras

1 =
(
‘
l1
;
c
‘3
)
n
; 
2 =
(
‘
l2
;
c
‘3
)
n
:
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Fig. 6. The special Case 3.
Using (7), we 0nd that #(
1) and #(
2) are the rows of the matrix[
1 0 −1 1 −1 0 0
0 1 −1 1 −1 0 0
]
:
Therefore the symbol algebras 
1 and 
2 represent classes that generate nB(R). So 

is Brauer equivalent to 
i1

j
2 for some i, j. Hence, 
 is equivalent to a symbol of the
form (‘i+j=li1l
j
2; c=‘
3)n. Therefore, 
 is a symbol and index(
)=n. Set F=K[(c=‘3)1=n].
Then F splits 
1 and 
2, hence B(F=R) = nB(R).
Case 3: L:C = 2p1 + p2 where p1 and p2 are both simple points on C. Let p0 be
the node on C. Let l04=0 and l05=0 be the equations of the tangent lines L04 and L05
to C at p0. Let L:L04 =p4 and L:L05 =p5. Let L01 be the line through p0 and p1 with
equation l01 = 0. Fig. 6 shows the graph of the divisor C + L+ L01 + L04 + L05. There
are e=14 edges which are enumerated W1; : : : ; W14. Then nB(R) is a free Z=n-module
of rank two. Consider the symbol algebras

1 =
(
l04
l05
;
c
l301
)
n
; 
2 =
(
‘l04l05
l301
;
c
l301
)
n
:
Using (7), we 0nd that #(
1) and #(
2) are the rows of the matrix[−1 1 0 0 0 0 0 : : : 0
0 0 1 −1 −1 1 0 : : : 0
]
:
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Therefore the symbol algebras 
1 and 
2 represent classes that generate nB(R). So

 is Brauer equivalent to 
i1

j
2 for some i, j. Hence, 
 is equivalent to a symbol
of the form (‘jli+j04 l
j
05=l
i
05l
3j
01; c=l
3
01)n. Therefore, 
 is a symbol and index(
) = n. Set
F = K[(c=(l301))
1=n]. Then F splits 
1 and 
2, hence B(F=R) = nB(R).
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