Abstract. Multiple rotation averaging is an important problem in computer vision. The problem is challenging because of the nonlinear constraints required to represent the set of rotations. To our knowledge no one has proposed any globally optimal solution for the case of simultaneous updates of the rotations. In this paper we propose a simple procedure based on Lagrangian duality that can be used to verify global optimality of a local solution, by solving a linear system of equations. We show experimentally on real and synthetic data that unless the noise levels are extremely high this procedure always generates the globally optimal solution.
Introduction
Rotation averaging is an important sub-problem in computer vision applications such as structure from motion and panoramic stitching. While it would be desirable to solve the structure from motion problem in one single step no such solution exists. In practice we are limited to local optimization from some suitably selected initial solution. The most commonly used approach for initialization is perhaps sequential reconstruction using minimal solvers such as [1] . Other alternatives are e.g. factorization approaches [2] , hierarchical reconstruction [3] , discrete [4] and continuous global optimization approaches [5] . Multiple rotation averaging is a sub-problem in the reconstruction pipeline. It aims at computing orientations for all the cameras, with respect to some common coordinate system, from relative rotation estimates between pairs of cameras that have been obtained using for example [1] . The problem is made difficult by the non-linear constraints required to represent the set of rotations. It has been studied in several recent works e.g. [6-9, 5, 10-12] .
In [6] Govindu showed that when representing the rotations with quaternions the problem can be viewed as a linear least squares problem. However, since a quaternion only represents a rotation if its length is one, an additional norm constraint is obtained for each rotation. In [6] these are disregarded and the problem is solved as a regular least squares problem. Martinec and Pajdla [9] noted that in some cases the norms obtained from the least squares problem were far from one, which resulted in poor estimations. They instead used the matrix representation of rotations and solved a linear system without enforcing rotational constraints.
For handling outliers among the relative rotations graph methods can be utilized. These methods use a so called camera graph, where the nodes are the cameras and the edges are the relative rotations. In [8] a sampling scheme is proposed where a minimal number of relative rotations needed for computing the absolute orientations are randomly sampled in each iteration. This can be seen as sampling spanning trees in the camera graph. Enqvist etal [5] start from a maximal spanning tree and add relative rotations that are consistent with this solution. Zach etal [13] use a rather involved Bayesian model to detect inconsistent cycles in the camera graph. In [14] cycles are also used to detect inconsistent cycles.
In [10] the Wieiszfeld algorithm is applied to single rotation averaging with the L 1 norm. In [11] convexity properties of the single rotation averaging problem are given. Unfortunately these results do not seem to extend to multiple rotation averaging. To our knowledge no globally optimal solution has been proposed for this case.
In this paper we propose a framework for optimizing the least squares problem from [6] while simultaneously incorporating the norm constraints of the quaternions. We show experimentally that for the majority of cases it is possible to find a solution that is guaranteed to be globally optimal. This approach is similar in spirit to [15] where global optimality is verified for a candidate local minimum, however the method is very different.
In summary our main contributions are:
-Based on duality we derive a semi definite program that gives a lower bound on our original problem. We show that unless the noise level is exceptionally large the lower bound is tight and can be used to find guaranteed optimal solutions. -To avoid solving the costly semi definite program we show how to compute the lower bound from a candidate solution, which gives a significant speedup. -We verify that if the noise level is moderate the approach from [6] provides a good solution.
Rotation Averaging
Rotation averaging as approached by [6] can be seen as the process of determining absolute orientations from relative rotation estimates. Using for example epipolar geometry we can determine approximate relative rotations between all camera pairs. Rotation averaging attempts to compute the absolute orientations for the cameras with respect to some common coordinate system. Under ideal (noiseless) conditions the absolute and relative rotations are related through the equations
where R ij is the relative rotation estimate and R i and R j are the absolute orientations. Under the assumption of approximately Gaussian noise, the goal is to solve (1) in a least squares scene. This problem is difficult because of the nonlinear constraints arising from the requirement that the R i are rotations. In [6] the problem is formulated using quaternions as
where Q ij is a 4 × 4 orthogonal matrix representing the relative rotation and the 4 × 1 vectors q i ,q j are quaternion representations of the absolute orientations.
Since the norm of the quaternions should be one, (2) can be equivalently written
By adding the constraint i ||q i || 2 = n, where n is the number of quaternions, this turns into a homogeneous quadratic minimization problem. Therefore [6] proposes to solve this problem using eigenvalue computations. We will refer to this problem as the eigen-solution.
This formulation has two problems. First, a rotation can always be represented using two quaternions q i and −q i . Therefore, if the sign of one of the quaternions is chosen incorrectly the term ||Q ij q i − q j || might be large even though the rotations are similar. To be correct the error should really be measured by
see [10] . On the other hand the quaternion formulation reduces the number of nonlinear constraints that need to be enforced. Furthermore, the correct sign of the quaternion can be determined using robust methods such as [8, 5] . The second problem is that for the quaternion to represent a rotation its norm needs to be 1. Replacing the norm constraints with the weaker constraint i ||q i || 2 = n results in a lower bound of the original problem (since the minimization is carried out over a larger feasible set).
A simple heuristic to create a solution with the correct norms is to compute the eigen-solution and then modify the norms to be one. We will refer to this method as the normalized eigen-solution.
In this paper we propose an approach based on Lagrangian Duality to handle all the norm constraints. In general, problems with a large number of quadratic constraints are hard to solve and we cannot expect to always achieve an optimal solution. However in special cases Lagrangian duality has been shown to provide good solutions. For example in the case of one quadratic constraint it can be shown that the approach really finds the optimal solution [16] .
A Duality Based Approach
In this section we present the theoretical foundation of our method. The key property making it possible to utilize this framework is that the function and the constraints are all quadratic functions. Therefore the dual problem can be computed in closed form. Furthermore, because we have only equality constraints we will be able to generate dual solutions efficiently.
The Primal and Dual Problems
Our goal is to solve what we refer to as the primal problem
To fix the coordinate system we will let one of the quaternions q 0 be [1 0 0 0] T . This corresponds to letting the first absolute orientation be the identity matrix. We will stack all the remaining quaternions in a vector q. In matrix form we may now write the problem as
Here A and b are constructed from the relative rotation measurements, and N i is a matrix constructed such that q
The Lagrange multipliers λ i can be seen as a way of adding a penalty for unfulfilled constraints. Since L(q, λ) = f (q) for all q feasible in (8) it is easy to see that the dual function
is a lower bound of the optimal value of the primal problem. We now seek to find the largest possible lower bound
It can be seen that the relaxation proposed by [6] corresponds to letting all the λ i be equal in the above optimization problem. Hence the result of (11) will always be at least as good as the eigen-solution. Since the Lagrangian is quadratic in q we can compute the dual problem in closed form. In block matrix form we write
where the matrix M(λ, 0) is given by
Further more we can homogenize the objective function in (12) by adding a scalar variable q n+1 to the quadratic form and adding the extra dual variable γ. This gives
If we minimize this expression with respect to q,q n+1 we see that the result will be unbounded unless M(λ, γ) 0. Since we are interested in maximizing the lower bound we only need to consider M(λ, γ) 0. It is easy to see that if M(λ, γ) 0 then the minimum of (14) is going to be γ. Hence we should find the maximum γ such that M(λ, γ) 0,. Therefore our dual problem is going to be
This is a linear semi definite program which can be solved using standard solvers. It provides a lower bound on the optimal value of the primal problem. This lower bound can be used to estimate the quality of the primal solution, and in certain cases even verify optimality of a solution. Specifically, suppose that we have a feasible dual solution and a feasible primal solution. If these yield the same value when inserting into the primal and dual programs respectively, then they are both optimal. For general problems we cannot hope that the lower bound given by the dual program is going to attain the same value as the primal solution unless we have some convexity properties. The difference between these values are called the duality gap. There are however a few exceptions, most notably, for a quadratic function with a single quadratic constraint, the duality gap is zero [16] . We will show experimentally that in our case the gap is always zero unless the system is subjected to severe noise.
Generating Primal and Dual Solutions
Next we deal with the problem of generating good primal and dual solutions. We propose two ways of doing this; Either by solving the semi definite program, or by locally optimizing the primal problem and computing dual variables from the resulting solution. Solving the semi definite program is the safest way of finding the best dual variables, however for large scale problems it is costly and therefore we also propose a method based on local optimization that greatly improves the efficiency of the scheme.
To generate primal solutions using the semidefinite program we first make use of the "dual of the dual". Using methods similar to what we did in the previous section it is possible to derive the program min tr
which is dual to (15)- (16) . It is easy to see that if this problem provides a solution matrix with rank one then this matrix can be factored asT which provides a solution for the original primal problem. Since there is no duality gap between the semi definite programs [17] there will be no gap between any of the problems, should this happen. We will show experimentally that unless the noise level is very large the result of the above optimization is a rank one solution.
For large scale problems it can be to expensive to solve the semi definite program. Therefore we propose to use local optimization to generate a candidate primal solution from which a dual solution can be computed. The key observation is that in case there is no duality gap then the lower bound is tight. Hence there are λ such that
gives the same result as the primal problem. Taking the gradient with respect to q gives
Since we have only equality constraints we have no further constraints on the dual variables and therefore this is a linear system of equations in λ i . That is, given a candidate solution q we can compute a set of dual variables λ by solving a linear set of equations. Assuming that there are more equations than the number of quaternions/constraints this is going to be an over determined system. However for a local minimum of the primal problem they are guaranteed to have an exact solution, since these are also necessary conditions for local minima. The final dual variable γ is obtained from the objective value of the primal problem.
Algorithm
In summary, for large scale problems we propose the following algorithm To determine the correct signs of the quaternions we first use the robust method of [8] .
In case there is a duality gap M(λ, γ) will not be positive semi definite. In this case it is still possible to obtain a lower bound on the optimal value by lowering γ until M(λ, γ) is positive semi definite. However this situation has not occurred during any of our real experiments.
For local optimization we use a straight forward Levenberg-Marquardt algorithm. To linearize the residuals we compute a basis for the tangent plane at each quaternion in the current solution, and consider the function on these tangent spaces instead. This gives the first order Taylor expansion of the residuals.
Experiments
In this section we evaluate our proposed methods. We first use synthetic data to test the quality of the proposed relaxation for various levels of noise. We then evaluate the speed of the method for varying problem size. Finally we test the method on a number of data sets from real applications.
Synthetic Data
First we generate 100 random rotation matrices and convert these to quaternion forms. To these rotations we add Gaussian noise. We then set up the primal system (5). Figure 1 shows the error in L 2 norm of the eigen-solution, the normalized eigen-solution, the local optimization method of the primal problem and the dual solution for noise levels in the interval [0, 1π] . When all relative rotations are available there is almost no difference between the methods. Since images that are far away from each other often have few corresponding points, we also try removing pairwise connections with an angle difference greater than π/8. If the rotation graph gets partitioned into several connected subsets when doing this we only use the part that contains the first rotation. Figure 1 shows the results for this setup. It can be seen that the eigen solution gives a weaker lower bound than the dual solution. Furthermore, the normalized eigen-solution does not give a globally optimal solution when the noise increases. Note however that differences are only visible at extreme amounts of noise. For reasonable amounts (less than 0.1π) all four solutions give roughly the same result.
To explore the time complexity we change the size of the system while keeping a constant noise level. The run times for the different algorithms are displayed in Figure 2 . The difference between the local optimization method and the normalized eigen-solution is very small while the time for solving the dual problem grows much faster with an increase of the number of rotations.
Real Experiments
Next we consider a few real experiments. As we saw in the previous section the local optimization procedure starting from the normalized eigen-solution provides verifiable globally optimal solutions unless the noise levels are severe. Here Fig. 1 . Left: The error for 100 random matrices in the L2 norm, for the different methods. Right: The error in L2 for 100 random matrices when we only allow connections between matrices with angle difference less than π/8.
we will first present some real experiments where the noise levels are low and see that the same holds true. Figure 3 shows two panoramas that were created using the proposed method. First pairwise relative rotations are computed robustly (using RANSAC) for every pair of images that have corresponding points. Then we use rotation averaging to compute the absolute orientations of the cameras. Table 1 shows the results. Here the noise level is very low and the normalized eigen-solution can be seen to give exactly the same value as the global solution. Figure 4 shows a 3D reconstruction where the camera orientations were computed with the proposed method. The relative rotations were computed from pairwise epipolar geometry estimates. To remove potential outliers and determine the signs we applied the approach outlined in [8] . After computing the absolute orientations we used these to estimate structure and camera positions and applied bundle adjustment to the result. To the right in Figure 4 are the computed normals for the eigen-solution. It can be seen that they are very close to being one, and the values in Table 1 show that the normalized eigen-solution is very close to optimal (it is correct up to the fourth decimal). The local improvement converges in one iteration and yields the same value as the lower bound. To compute the result takes 12.89 seconds. Out of this 0.85 are spent computing the eigen-solution, 2.61 are spent on computing the local optimizer and verifying that this one is globally optimal and the rest is spent on setting up the problem. The obtained absolute orientations are on average 0.86 degrees from the final ones obtained from bundle adjustment, the maximal difference is 2.3 degrees.
In the previously studied experiments the noise levels are small enough for the normalized eigen-solution to achieve near global optimality. There are however cases where the noise levels are substantially larger, namely in the presence of outlier rotations. In this case it cannot be argued that the L 2 norm is a good choice since this type of noise is typically not Gaussian. Still we argue that being able to solve the L 2 norm optimally is of value since methods such as iterative reweighted least squares (IRLS), can be utilized to solve a large number of robust functions [18, 19] .
Next we will apply our framework in a re-weighted least squares approach for rotation averaging. Since our relative rotations contain both noise and outliers we use the robust cost function
(22) Figure 5 shows the graph of a one dimensional version. Here was chosen to be 0.01 since this is what we use in all our experiments. If the residual ||Q ij q i − q j || is small compared to then the function is roughly quadratic and when ||Q ij q i − q j || grows it approaches the L 1 -norm which is known to be robust to outliers. To optimize (22) we employ an iterative re-weighted least squares approach. For a given solution q k we compute the weights
To obtain the next iterate q k+1 we optimize the modified primal problem
where √ W k is a diagonal matrix containing the square root of the coefficients w k i . (Note that they are repeated four times since each equation Q ij q i − q j = 0 gives rise to four rows in A and b.) It is easily seen that the theory of Section 3 applies to this problem as well. In the first iteration we let √ W 0 be the identity matrix, and start our local optimization from the normalized linear solution. In the next iteration we use the previously optimal solution as a starting point.
Figures 6-9 and Table 2 shows the results when applying our approach to 4 data sets. To the left are the reconstructions obtained from the estimated absolute orientations (as described above). To the right in the figures are the norms of the eigen-solution used as a starting solution for the IRLS. It can be seen that the noise levels are higher here and in some cases the eigen-solution gives a much weaker lower bound. In particular for the larger data sets the norms of some of the quaternions can be far from one. Surprisingly, after normalizing, the obtained solution is very close to optimal as can be seen from our stronger lower bound. In all cases we were able to verify global optimality (24)-(25) after applying a local optimization from these starting points. Table 3 shows the execution times and the number of iterations required for the IRLS method to converge. While the number of times the modified primal problem is solved (24)-(25) does not appear to depend on the size of the problem, the number of local updates (Leveberg-Marquardt steps) increases with the size of the problem. Typically most of these iterations are spent in the first step of the algorithm. Each time we solved (24)-(25) the solution was verified to be optimal.
Conclusions
We have presented a semi definite programming framework for solving the multiple rotation averaging problem. Our method attempts to solve the linear system from [6] while still enforcing the norm-constraints of the quaternions. We showed that unless the noise level is severe local optimization starting from the normalized eigen-solution is sufficient for obtaining the global optimum. Based on this we showed how to verify that a local optimal solution is also global resulting in significant speedups compared to solving the semi definite program. 
