In this paper, we introduce the second-order subdifferentials for functions which are Gâteaux differentiable on an open set and whose Gâteaux derivative mapping is locally Lipschitz. Based on properties of this kind of second-order subdifferentials and techniques of variational analysis, we derive second-order necessary conditions for weak Pareto efficient solutions of multiobjective programming problems with constraints.
Introduction
Let X, Y , and Z be Banach spaces with the dual spaces X * , Y * , and Z * , respectively. Throughout the paper we assume that the unit ball B * ⊂ X * is weak * -sequentially compact. Let D be a nonempty open subset in X and Q be a closed convex set in Z with nonempty interior. Given mappings f j : D → R, H : D → Y and G : D → Z, we consider the following constrained multiobjective programming problem
. . , f m (x)) subject to H(x) = 0, G(x) ∈ Q.
The prototype of such problem arises in control theory with state equations and pointwise constraints. The goal of this paper is to derive second-order necessary conditions for problem (P ) in term of a notion of second-order subdifferentials for functions which are of class C 1,1 (D). Recall that a function φ : D → R is said to be of class C 1,1 (D) if its first-order Gâteaux derivative φ ′ : D → X * is locally Lipschitz on D.
By introducing generalized second-order directional derivatives and using techniques of variational analysis, Páles and Zeidan [21] gave second-order necessary conditions for mathematical programming problems in the form (P ), i.e., when m = 1, and some problems where the objective function is the maximum of smooth functions depending on a parameter from a compact metric space. To our knowledge, this result has been the best one on the second-order necessary conditions so far. Instead of generalized second-order directional derivatives, Georgiev and Zlateva [10] introduced the so-called second-order Clarke subdifferentials for functions of class C 1,1 (D) in the case, where the dual X * is separable. This definition is based on a result of Christensen related to the almost everywhere differentiability of Lipschitz functions ψ : X → Z with Z is a Banach space which has a Radon-Nikodym property. Then the authors obtained second-order necessary conditions and sufficiently conditions for mathematical programming problems in the form (P ) in terms of second-order Clarke subdifferentials.
The study of second-order optimality conditions for vector optimization problems is of the concern of some mathematicians. For the papers which have close connection to the present work, we refer the readers to [11, 15, 16] and references therein. Let us give briefly some comments on the considered problems and the obtained results of those papers. In [11] , under the Robinson qualification constraint conditions, the author derived second-order necessary optimality conditions and sufficient optimality conditions for vector optimization problems where the mappings are second-order directionally differentiable. By using the Dubovitskii-Milyutin approach, the authors [15, 16] obtained some second-order necessary optimality conditions in terms of second-order tangential derivatives for set-valued optimization problems. For more discussions on the recent development of the second-order derivatives relative to optimal conditions in nonsmooth analysis, the reader is referred to [4-6, 12-14, 17-20, 22-25] and the references therein.
In this paper we derive the second-order necessary optimality conditions for problem (P ), where the Robinson qualification constraint conditions may not be valid and the mappings may not be second-order differentiable. To do this, we first introduce second-order subdifferentials for functions of class C 1,1 (D) and give some properties for this kind of second-order subdifferentials. We then utilize the Dubovitskii-Milyutin approach as well as techniques of variational analysis of [21] to deal with the problem. The obtained results improve and generalize the corresponding results of [10, Theorem 2.4], [21, Theorem 6] and [22, Theorem 8.2] . We also show that our results still hold for critical directions which may not be regular.
The rest of our paper consists of two sections. In Section 2, we present some properties of second-order subdifferentals and some results related to variation sets of second-order. Section 3 is destined for first-and second-order necessary conditions for weak Pareto efficient solutions of (P ).
2.
Second-order subdifferentials and second-order variations 2.1. Second-order subdifferentials. Let f : D → R be a locally Lipschitz function on D.
Recall that the Clarke subdifferential of f atx ∈ D is defined by It is well-known that L(X × X) and L(X, X * ) are isometrically isomorphic; see [1, Section 2.2.5] . So, in the sequel, we identify L(X × X) and L(X, X * ). By this way, if f : D → R is twice Gâteaux differentiable atx ∈ D, then f ′′ (x) is a linear mapping from X to X * . This suggests us to introduce the following definition.
The second-order subdifferential of f atx is the set-valued map
which is defined by
Note that, by the Hahn-Banach Theorem, ∂ 2 f (x)(d) is always nonempty for all d ∈ X.
The following proposition summarizes some properties of ∂ 2 f ( · ).
Proposition 2.2. Suppose that f and g are of class C 1,1 (D). Then the following assertions hold:
(i) The mapping ∂ 2 f (x) : X ⇒ X * has nonempty convex and w * -compact valued.
(iv) For any d ∈ X and s ∈ R, one has
Proof. (i) Since f ′ ( · ) is locally Lipschitz aroundx with constant l > 0, the mapping
is locally Lipschitz aroundx with constant l d . Hence,
By the Banach-Alaoglu-Bourbaki Theorem, ∂ 2 f (x)(d) is a w * -compact set. The convexity of ∂ 2 f (x)(d) is easy to check, so omitted. (iii) Fix d ∈ X, we have
Hence,
(iv) By [7, Proposition 2.3.1], we have
The second assertion follows directly from [7, Proposition 2.3.3].
To illustrate how to compute ∂ 2 f (x) we give a simple example for the case where X = R 2 .
Then
In fact, we have f ′ (x, y) = (|x|, 2y). Hence, for any d = (d 1 , d 2 ), one has
It follows that
Hence
We obtain the desired formula.
The following mean value theorem plays an important role in our paper.
Proof. For the proof we need the following lemma.
Lemma 2.5 (see [10, Proposition 1.14] ). Let I be an open interval containing [0, 1] and φ ∈ C 1,1 (I). Then, there exits t 0 ∈ (0, 1) such that
It is clear that φ satisfies properties of the above lemma. Therefore, there exists t 0 ∈ (0, 1) such that
We obtained the desired conclusion of Theorem 2.1.
Let Y be a Banach space and H : D → Y be a mapping defined on D. We say that H is strictly Fréchet differentiable atx ∈ D, if there exists a linear continuous mapping H ′ (x) : X → Y such that for all ε > 0, there exists δ > 0 with
According to [21] , when H is strictly Fréchet differentiable atx and d ∈ X, then the second-order weak directional derivative of H atx in the direction d is defined by
In other words, using the concept of the sequential Painlevé-Kuratowski upper limit of [2] , we have
This set may be empty. If it is nonempty, then we say that H is twice weakly directionally differentiable atx in the direction d. It is clear that when H is of class C 2 , then
Now we compare the second-order weak directional derivative with the second-order subdifferential in the sense of Definition 2.1.
then H is twice weakly directionally differentiable atx in the any direction d ∈ X and
Proof. Let d ∈ X and ε n be an arbitrary positive sequence converging to 0 as n → ∞. For each n ∈ N, by Theorem 2.4, there exist t n ∈ (0, 1) and L n ∈ ∂ 2 H(x + t n ε n d)(d) such that
. By Proposition 2.2, we can assume that L n converges weakly * to L ∈ ∂ 2 f (x)(d). This implies that
To prove the second assertion, fix y ∈ H ′′ (x; d). Then there exists a positive sequence ε n converging to 0 such that
For the sequence ε n , as in the proof of the first assertion, there is
This implies that y = L, d and we therefore get
The following result is immediate from the definition of the second-order weak directional derivative and Proposition 2.6.
. . , p, then H is twice weakly directionally differentiable atx in the any direction d ∈ X and
Second-order variations. In this section, we recall some concepts related to secondorder variations from [8, 21] . Let Ω be a nonempty subset in X,x ∈ Ω and d ∈ X. Definition 2.9. A vectorw ∈ X is said to be a second-order admissible variation of Ω atx in the direction d if there exists anε > 0 such that
for all ε ∈ (0,ε) and w <ε. We denote this set by W 2 α (Ω;x, d), which is always open. Definition 2.10. The second-order tangent variation set of Ω atx in the direction d is the set W 2 τ (Ω;x, d) of vectorsw ∈ X such that there exist sequences ε n → 0 + and w n → 0 satisfyingx + ε n d + ε 2 n (w + w n ) ∈ Ω for all n ∈ N. Remark 2.11. (i) Denote by d Ω (x) the distance of x from Ω; then the set of all secondorder tangent variations of Ω atx in the direction d can be formulated as follows:
(ii) It is easy to check that
The following result gives a sufficient condition for a vector w to be a second-order descent variation of a given C 1,1 function on D.
Then, W f is an open and convex set, and the following inclusion holds true
Proof. Clearly, W f is an open and convex set. We now prove inclusion (2.2). The proof is indirect. Assume the opposite, i.e., there existsw ∈ W f butw / ∈ W 2 δ (f ;x, d). Then, for each n ∈ N, there exist ε n ∈ (0, 1 n ) and w n ∈ X with w n < 1 n such that at least one of the following relationsx
, does not hold. For each n ∈ N, put x n =x + ε n d + ε 2 n (w + w n ). Clearly, the sequence {x n } converges tox as n → ∞. From the openness of D it follows that x n ∈ D for all n sufficient large. Thus, without loss of generality, we may assume that
By Theorem 2.4, for each n ∈ N, there exist t n ∈ (0, 1) and
By (2.4), L n = ε n H n for some H n ∈ ∂ 2 f (x + t n ε n d)(d) and so
Hence, by (2.3), we have
Since ∂ 2 f ( · )(d) is locally bounded nearx, we can assume that H n converges weak * to H 0 . By the upper semicontinuity of the mapping ∂ 2 f ( · ), we have H 0 ∈ ∂ 2 f (x)(d). Besides, one has
Letting n → ∞ in (2.5) we obtain f ′ (x), d ≥ 0. Combining this with assumptions of the proposition, we get f ′ (x), d = 0. Substituting f ′ (x), d = 0 into (2.5) and dividing two sides by ε n > 0, we get
Passing the limit, we obtain
contrary to the fact thatw ∈ W f . The proof is complete.
The following result presents a characterization of the second-order tangent variation set to the null-set of a set-valued mapping between two general Banach spaces. Let Q ⊂ X be a closed convex set with nonempty interior. The interior of Q is denoted by Q • . Letx ∈ Q and d ∈ X. We define the following set:
This set plays an important role in the description of the second-order necessary optimality condition for problem (P ); see [21, 22] for more details. It is easy to see that Q • (x, d) is an open convex set and Q • (x, d) = W 2 α (Q;x, d). The nonemptyness of Q • (x, d) is an important fact. As shown in [21] , it is necessary in order that d ∈ cone (Q −x).
The following proposition follows directly from [21, Lemma 3 and Theorem 4].
Lemma 2.15. Let Q ⊂ X be a closed convex set with nonempty interior,x ∈ Q, and d ∈ X.
, then the inclusion is equality and we therefore get Q • (x, d) = ∅; (iii) Let d ∈ cone (Q −x) and φ( · ) := − x * , · + t be an affine function defined on X, where x * ∈ X * , t ∈ R. Then, the function φ is bounded from below on C if and only if x * ∈ N(Q;x) and x * (d) = 0. Moreover,
The following lemma is presented in [21, Lemma 2] without proof. Here we include the proof for completeness. Proof. The openness and the convexity of C are immediate from the upper semicontinuity and the convexity of γ. Let ϕ be an affine function defined on X. It is easily seen that ϕ ∈ C + if and only if the following convex system ϕ(x) < 0, γ(x) < 0, has no solution x ∈ X. By Ky Fan's Theorem [9, Theorem 1], the inconsistency of the above system is equivalent to that there exist λ ≥ 0, µ ≥ 0, not all zero, such that
Under the assumption C = ∅, we can choose λ = 1, and so the lemma follows. Define the support function of a nonempty set C ⊂ X associated with x * ∈ X * by
Lemma 2.18 (see [21, Lemma 4] ). Let X and Y be Banach spaces. Let A : X → Y be a bounded linear operator that maps X onto Y and let K ⊂ Y be a nonempty convex set. Denote C := {x ∈ X | Ax ∈ K}. Then,
Optimal conditions
We now return to problem (P ). Put J := {1, . . . , m}. Hereafter, we use the notation
Definition 3.1. We say thatx ∈ D ∩ Q 1 ∩ Q 2 is a weak Pareto efficient solution of (P ) if there is no x ∈ D ∩ Q 1 ∩ Q 2 such that F j (x) − F j (x) < 0, ∀j = 1, . . . , m.
The following lemma gives a necessary condition for a weak Pareto efficient solution of (P ), which will be needed in the sequel. The idea of the proof is from [3] .
Ifx is a weak Pareto efficient solution of (P ), then m j=1
Proof. Arguing by contradiction, assume that there existsw in the above intersection. Then, there isε > 0 such thatx
hold for all w <ε and 0 < ε <ε. Furthermore, sincew ∈ W 2 τ (Q 2 ;x, d), it follows that there exist sequences ε n > 0, w n ∈ Z converging to zero such that
x + ε n d + ε 2 n (w + w n ) ∈ Q 2 , ∀n ∈ N. Now choose n 0 large enough such that ε n <ε and w n <ε for all n > n 0 . Then the sequence x n :=x + ε n d + ε 2 n (w + w n ) converges tox and
which contradicts the optimality ofx.
We say that d ∈ X is a critical direction of (P ) atx if
The set of all critical direction of (P ) atx is denoted by
We now state the main result of the paper. 
We first prove this theorem for the case that G(x) = x for all x ∈ D, i.e., Q 1 = D ∩ Q. In this case, problem (P ) is denoted by (P 1 ) and the obtained result is as follows.
Theorem 3.4. Assume thatx is a weak Pareto efficient solution of (P 1 ), f j ∈ C 1,1 (D) for all j ∈ J, H is strictly differentiable atx such that H ′ (x)(X) is a closed subspace of Y . Let d be a critical direction of (P 1 ) atx. Assume that K is a convex subset in H ′′ (x; d). Then, there exists (µ, x * , y * ) ∈ (R m + × X * × Y * ) \ {0} such that the following conditions hold: (i) the complementarity conditions 
Proof. We first prove the theorem when d is a regular direction of (P 1 ) atx. Let us consider the following possible cases.
Then, for all w ∈ X, we have
We choose µ j 0 = 1, µ j = 0 for all j ∈ J\{j 0 }, y * = 0 and x * = 0. Fixing any x ∈ X and substituting w = tx with t > 0 into (3.4) and then dividing two sides by t, we have
Letting t → +∞, we get f ′ j 0 (x), x = 0 for all x ∈ X. This implies that f ′ j 0 (x) = 0. Substituting f ′ j 0 (x) = 0 into (3.4), we have sup
Hence we obtain the conclusions of the theorem. To obtain the desired conclusions, we take µ j = 0 for all j ∈ J, x * = 0, and y * = y * 0 or y * = −y * 0 . Case 3. W f j = ∅ for all j ∈ J and H ′ (x)(X) = Y. Put 
It follows from Lemma 2.17 that there exist affine functions ϕ j , j ∈ J, φ Q and φ H , not all constant, such that
By Lemma 2.16, there exist nonnegative numbers µ j such that d) . From this and Lemma 2.15(i) it follows that
Consequently, φ Q is bounded from below on C. By Lemma 2.15(iii), x * ∈ N(Q;x) and x * , d = 0. Clearly,
(3.7)
By Lemma 2.18, there exists y * ∈ Y * such that
Adding inequalities (3.6)-(3.8) and using (3.5), we obtain
for all x ∈ X. Fixing any z ∈ X and substituting x = tz, where t > 0, into (3.9) and dividing two side by t, we obtain d) ) . Then, (µ 1 , . . . , µ m , λ k , x * , y * ) satisfies all conditions (3.1)-(3.3). In this case, we claim that (µ 1 , . . . , µ m , x * ) = 0. Indeed, we first show that at least one of multipliers µ 1 , . . . , µ m , x * , y * is different from zero. If otherwise, then, since (3.6)-(3.8), ϕ j , j ∈ J, φ Q and φ H must be all constants, a contradiction. Thus, if (µ 1 , . . . , µ m , x * ) = 0, then y * = 0. Substituting this into (3.11) we have H ′ (x) * y * = 0. Since H ′ (x)X = Y , we have y * = 0, contrary to the fact that y * = 0. We now consider the case that d is a nonregular critical direction of (P 1 ) atx. Clearly, d = 0 is a critical direction atx. Moreover, it is easy to check that H ′′ (x; 0) = {0} and Q • (x; 0) = cone (Q • −x) = ∅. Thusd = 0 is also a regular direction of (P ) atx. Now, apply the above proof tod = 0 and K = {0}, there exist nonnegative numbers µ 1 , . . . , µ m and functionals x * ∈ N(Q;x), y * ∈ Y * not all zero satisfying condition (3.2). The nonregularity of d means that either H ′′ (x; d), or Q • (x; d) is empty. Thus the left-hand side of (3.3) equals positive infinity and condition (3.3) is trivial. The proof is complete. 
