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Using first-principles density functional theory calculations, we investigate a family of stable two-dimensional
crystals with chemical formula A2B2, where A and B belong to groups IV and V, respectively (A = C, Si, Ge,
Sn, Pb; B = N, P, As, Sb, Bi). Two structural symmetries of hexagonal lattices P ¯6m2 and P ¯3m1 are shown to
be dynamically stable, named as α- and β -phases correspondingly. Both phases have similar cohesive energies,
and the α phase is found to be energetically favorable for structures except CP, CAs, CSb, and CBi, for which the
β phase is favored. The effects of spin-orbit coupling and Hartree-Fock corrections to exchange correlation are
included to elucidate the electronic structures. All structures are semiconductors except CBi and PbN, which have
metallic character. SiBi, GeBi, and SnBi have direct band gaps, whereas the remaining semiconductor structures
have indirect band gaps. All structures have quartic dispersion in their valence bands, some of which make the
valence band maximum and resemble a mexican-hat shape. SnAs and PbAs have purely quartic valence band
edges, i.e., E − αk4, a property reported for the first time. The predicted materials are candidates for a variety
of applications. Owing to their wide band gaps, CP, SiN, SiP, SiAs, GeN, GeP can find their applications in
optoelectronics. The relative band positions qualify a number of the structures as suitable for water splitting,
where CN and SiAs are favorable at all pH values. Structures with quartic band edges are expected to be efficient
for thermoelectric applications.
DOI: 10.1103/PhysRevB.98.045431
I. INTRODUCTION
Successful exfoliation of graphene in 2004 aroused
intensive research interest towards prospective two-
dimensional (2D) monolayers possibly having novel
electronic, structural, optical, and thermoelectric properties
[1]. Subsequently, synthesis of graphene analogs belonging to
the same column of the periodic table, silicene, germanene,
and stanene (monolayers of silicon, germanium, and tin,
respectively) emphasized the significance of monoelemental
single-layer materials and their diverse fields of application
[2–5]. There also exist theoretical predictions and experimental
realizations of stable 2D honeycomb lattices of group-V
elements (pnictogens), namely nitrogene, phosphorene,
arsenene, antimonene, and bismuthene. [6–15]
Besides group-IV and group-V monolayers, theoretical and
experimental studies also concentrated on the other possibly
stable compounds belonging to the cross columns of the
periodic table, such as single layers of group-III [16,17] and
group-IV monochalcogenides [18,19], V-IV-III-VI [20] as well
as I-III-VI2 [21] compounds and their diverse fields of appli-
cation. Among these, molecular electronics [22,23], energy
conversion, and storage devices such as photoelectrochemical
water splitting cells [20,24] and solar cells [25], gas sensors
[26], photon-counting detectors in ultraviolet-visible region
[27,28], and second-harmonic generation (SHG) [29] are some
of the most topical examples.
*haldunsevincli@iyte.edu.tr
Single-layer group-III monochalcogenides in hexagonal
structure [16,30–33] gathered attention also for their intrigu-
ing thermoelectric properties. Interestingly, theoretical and
experimental results demonstrate that they present so-called
mexican-hat-shape dispersion at their valence band maximum
(VBM), which consequently give rise to Van-Hove singularity
[34] in the density of states (DOS) near VBM [35–38].
This phenomena gives rise to a large temperature-independent
thermopower along with linear-temperature resistivity [39,40].
Theoretical figures of merit (ZT ) of these systems are found to
increase dramatically upon reducing to monolayers from their
corresponding bulk counterparts [41]. Given the electronic
configuration of 2D naturally bilayer group III-VI materials
and their stabilities in hexagonal symmetry with honeycomb
structure [16], group IV-V monolayers generated tremendous
research interest with the purpose of disclosing their potential
authentic characteristics. [42–55]
Recent synthesis of two-dimensional SiP, SiAs, GeP, and
GeAs binary compounds [42] invoked a significant amount of
research interest in both experimental and theoretical aspects
[43]. Bulk GeAs and SiAs are known to crystallize in a layered
structures with monoclinic space group of C2/m [44,45], hav-
ing theoretical band gaps of 0.41 eV and 0.93 eV, respectively
[46]. However, given the relatively low interlayer formation
energies, GeAs and SiAs monolayers are manageable to be
fabricated by mechanical cleaving from their bulk structures.
Upon cleavage, monolayers of GeAs and SiAs in C2/m
space group are calculated to have band gaps of 2.06 eV
(direct) and 2.50 eV (indirect), respectively, using HSE06
functional [47]. Furthermore, application of in-plane strain
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FIG. 1. Top and side views of the crystal lattice structure of group
IV-V systems in two different space groups. (a) P ¯6m2 (α phase) and
(b) P ¯3m1 (β phase). (c) Reciprocal lattice of the hexagonal symmetry
and the high symmetry points. Lattice vectors are represented by a1
and a2 which are equal in length a. Primitive unit cell comprises of
four atoms, each of two are from either species. Group IV and V
atoms are shown in blue and orange, respectively. Related structural
parameters are detailed in Table I for P ¯6m2 and Table II for P ¯3m1.
converts GeAs to a direct-gap material, while this is not true for
the GeP monolayer, therefore rendering the latter impractical
for optoelectronic applications [48].
Various stoichiometries of SixPy (y/x ≥ 1) monolayers are
studied by Huang et al. [49] in order to explore prospective
stable or metastable structures of this promising compound
by the use of the global structural search algorithm and first-
principles calculations. The SiP monolayer in P ¯6m2 space
group is found to be more stable than its bulk structure. Also,
structural, electronic, vibrational, optical, and thermoelectric
properties of CP monolayers in different crystal structures are
studied theoretically [50,51]. It is very recently reported that
AB-type monolayers, consisting of two sublayers (A = C, Si,
Ge, Sn and B = Sb) are thermally and kinetically unstable
due to imaginary frequencies in their phonon spectra, which
can be stabilized by surface functionalization. Also 16 of the
A2B2-type monolayer structures of groups IV-V with P ¯6m2
symmetry were studied theoretically by Ashton et al. [55].
Despite fruitful outcomes of group IV-V compounds both
experimentally and theoretically, the literature lacks a complete
and exhaustive database for the mentioned set of compounds,
especially the hexagonal lattices. Based on this fact, we sys-
tematically studied the structural, electronic, and vibrational
properties of experimentally or otherwise available 2D group
IV-V binary monolayers (IV = C, Si, Ge, Sn, Pb; V = N, P, As,
Sb, Bi) with hexagonal crystal structure belonging to the space
groups of P ¯6m2 and P ¯3m1. These space groups are inspired
by the presence of stable III-VI group semiconductors in the
mentioned symmetries. Also, electron counting suggests the
highly likely existence of 2D IV-V group structures in identical
geometries [54]. We find that both phases are dynamically
stable and have small differences in their cohesive energies.
Hence polymorphism is quite likely to take place. Nevertheless
the electronic structures of α and β phases are quite similar due
to their structural similarity. We find a wide range of band gap
values between 0.35–5.14 eV, which point to various possible
applications for these structures such as water splitting. The
quartic band dispersions are of particular importance, since
they may give rise to interesting magnetic transitions [36,39]
and thermoelectric performance [39,41].
FIG. 2. The change in the cohesive energy with the lattice constant
of structures in the α phase. Group V elements are shown in their
respective colors.
II. COMPUTATIONAL DETAILS
First-principles calculations were performed using the VASP
package [57] in density functional theory (DFT) framework
by employing projector augmented wave (PAW) method and
Perdew-Burke-Ernzerhof (PBE) exchange correlation (XC)
functionals [58]. Hybrid Heyd-Scuseria-Ernzerhorf (HSE06)
functionals are also employed to predict the energy band gaps
correctly [59]. The systems were first subjected to various
tests regarding the choice of plane-wave cutoff energies, and
k-point grids in order to obtain optimum values for efficient
calculations. The energy cutoff for plane-wave basis sets were
taken to be ranging from 160 eV (PbBi) to 500 eV (CSb).
The Brillouin zone (BZ) is sampled by n×n×1 (n ranging
between 7–14) k-point grids in the Monkhorst-Pack scheme
[60] according to the test results. A sufficiently large vacuum
spacing of at least 15 ˚A in the direction orthogonal to the
monolayer was utilized to hinder the interaction between
periodically repeated images. The convergence criteria for
electronic and ionic relaxations are set to 10−6 eV and 10−3
eV/ ˚A, respectively.
Electronic band structures are calculated using both PBE
and hybrid HSE06 functionals. HSE06, whose correlation part
is only contributed from the PBE, mixes 25% of the exact
Hartree-Fock exchange and 75% PBE exchange. The influence
of the spin-orbit coupling (SOC) is also taken into consid-
eration by employing the fully unconstrained noncollinear
magnetic approach [61]. Force constants are calculated us-
ing density functional perturbation theory (DFPT) [62] with
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FIG. 3. The change in total energies with lattice constants of the two configurations (P ¯6m2 and P ¯3m1) shown in solid (red) and dashed
(blue), respectively (top panel). Phonon dispersion relations of β-CP, β-CAs, β-CSb, β-CBi belonging to the P ¯3m1 symmetry (bottom panel).
See Table II for structural and electronic properties.
supercell sizes ranging from 4×4×1 to 6×6×1. k-point grids
are chosen to be 10×10×1. The PHONOPY package [63]
was used to compute the phonon dispersion relations and
the thermal properties such as heat capacity (Cv). Effective
charge analysis is performed by using Bader’s method. This
method utilizes zero-flux surfaces in order to partition the
charge distribution [64,65]. Cohesive energies (Ec) per atom
are defined by the following expression:
Ec = |Etot − (nIVEIV + nVEV)|/(nIV + nV), (1)
where EIV and EV are energies of neutral atoms belonging
to groups IV and V, respectively; and Etot is the total energy
of the system calculated by the conjugate gradient (CG)
geometry optimization method. nIV (nV) is the number of
group IV (V) atoms in the unit cell, two atoms from each.
Fractional ionic character (FIC) is calculated as FIC = 1 −
exp [−(χ1 − χ2)2/4], where χ1 and χ2 are the electronegativ-
ities of the constituent atoms.
III. RESULTS AND DISCUSSION
A. Structural properties
We consider α and β phases, which belong to P ¯6m2 and
P ¯3m1 space groups, respectively. α-SiP was recently shown
to be stable [49]. Also, group IV-V elements are expected
to have structurally equivalent compounds with group III-VI
monolayers, which have stable α phases [16]. Both α and β
phases have A2B2 stoichiometry (A = C, Si, Ge, Sn, Pb; B =
N, P, As, Sb, Bi) with B-A-A-B stacking. Stable geometric
structures of the α phase is illustrated in Fig. 1(a), which is
found to be more stable than the β phase for most of the
structures. Structural and electronic properties of the α phase
compounds are detailed in Table I. Lattice constants, bond
lengths (dIV−IV, dV−V, dIV−V), and bond angles were obtained
by performing structural optimization. Lattice constant a tends
to increase steadily for the compounds within the same group
IV. Bond lengths dV−V and dIV−V also follow the same trend.
In contrast, dIV−IV follows an opposite trend compared to the
other distances. It tends to decrease within the group IV. Bond
angle θ1, on the other hand, increases in the same group-IV
compounds, however, very slightly. It is also noteworthy that
only the nitrides possess a relatively narrower θ1. This can be
explained by the highest electronegativity that nitrogen bears
in its group. In comparison, θ2 decreases within the same group
IV, which is also associated with the increasing trend that the
bond lengthdV−V demonstrates. In order to understand whether
geometric parameters depend on the functional used, we
performed structural optimizations by including SOC effects
into PBE functional. We found that the lattice constants are not
influenced by the addition of SOC effects. Various bond lengths
and angles (dIV−IV, dV−V, dIV−V, and θ1, θ2) calculated with
PBE+SOC are found to be off by at most 0.79% compared
to non-SOC calculations, which is quite minuscule and this
suggests that the final geometry did not undergo a severe
modification. Additionally, total energies using PBE+SOC
change more than 8% in the favor of PBE+SOC compared
to those of PBE calculations.
Figure 2 shows the variation of the cohesive energy Ec
with the lattice constant. Ec has a tendency to decrease
systematically as one goes down in group IV. High cohesive
energy is a result of the stability of the material, which implies
that nitrides are more stable than their neighbors in group IV.
The β-phase compounds are energetically more favorable
for four structures, CP, CAs, CSb, and CBi. In Fig. 3(a), the
total energies of α and β phases of these compounds are plotted
as functions of lattice constants, where it is observed that the
minimum energies for the β phases are 25–110 meV/atom
lower than their α-phase counterparts [see Fig. 3(a)]. The
phonon dispersions in Fig. 3(b) show that the β phases are
dynamically stable. An interesting point is the charge transfer
characteristics of these compounds. As summarized in Table I,
the only group of compounds that represent charge transfer
from group-IV to group-V elements are the compounds whose
energies are lower in P ¯3m1 symmetry. This is probably due
to Coulombic repulsion between group-V atoms. Table II
presents structural and electronic parameters of the mentioned
compounds. Lattice constants, bond lengths dV−V and dIV−V,
and additionally bond angle θ1 follow an increasing trend
when going down in the same group. Bond length dIV−IV and
bond angle θ2 represents an inverse behavior. When compared,
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TABLE I. Structural and electronic properties of IV-V monolayers (IV = C, Si, Ge, Sn, Pb; V = N, P, As, Sb, Bi) in P ¯6m2 space group
(α phase). Lattice constant (a), bond length (dIV−IV, dV−V, dIV−V), bond angle (θ1, θ2), band gap calculated with two XC functionals PBE
and HSE06 (EPBEg and EHSE06g , respectively), band gap calculated in PBE with spin-orbit coupling included (ESOCg ), cohesive energy (Ec) and
charge transfer (ρ = ρIV − ρV). FIC stands for the fractional ionic character. See Fig. 1 for length and angle references.
a dIV−IV dV−V dIV−V θ1 θ2 EPBEg E
HSE06
g E
SOC
g Ec ρ FIC
( ˚A) ( ˚A) ( ˚A) ( ˚A) (deg) (deg) (eV) (eV) (eV) (eV/atom) (e−) (%)
CN 2.38 1.63 2.65 1.46 110.35 108.58 3.71 (K-M) 5.14 (K-M) 3.71 6.16 −1.85 5.8
CP1 2.90 1.55 3.29 1.88 117.50 100.39 1.82 (K) 2.74 (-K) 1.81 5.35 0.27 3.2
CAs1 3.11 1.53 3.46 2.04 118.27 99.41 1.21 (-K) 1.95 (-K) 1.12 4.79 0.41 3.4
CSb1 3.41 1.53 3.70 2.25 118.97 98.52 0.28 (-K) 0.85 (-K) 0.13 4.42 1.18 6.1
CBi1 3.60 1.49 3.80 2.38 119.09 98.37 Metallic Metallic Metallic 4.13 0.57 6.8
SiN 2.90 2.43 3.54 1.76 108.40 110.52 1.74 (K-M) 2.73 (K-M) 1.74 5.59 −4.04 27.7
SiP 3.53 2.37 4.41 2.28 116.50 101.62 1.52 (K-M) 2.22 (K-M) 1.51 4.19 −2.84 2.1
SiAs 3.70 2.36 4.57 2.40 117.38 100.54 1.63 (-M) 2.27 (-M) 1.54 3.85 −2.52 1.9
SiSb 4.02 2.36 4.82 2.62 117.92 99.85 1.18 (-M) 1.76 (-M) 0.99 3.50 −0.52 0.6
SiBi 4.17 2.35 4.92 2.73 118.07 99.66 0.64 () 1.15 () 0.27 3.31 −0.66 0.4
GeN 3.10 2.57 3.90 1.91 110.40 108.53 1.17 (K-) 2.25 (K-) 1.17 4.28 −2.77 23.3
GeP 3.66 2.51 4.65 2.37 116.91 101.12 1.35 (K-M) 2.05 (K-M) 1.34 3.60 −1.52 0.8
GeAs 3.82 2.50 4.80 2.49 117.54 100.33 1.20 (-M) 1.81 (-M) 1.08 3.36 −1.39 0.7
GeSb 4.12 2.50 5.01 2.69 117.84 99.95 0.65 (-M) 1.15 (-M) 0.43 3.12 −0.40 0.0
GeBi 4.26 2.49 5.09 2.78 117.85 99.94 0.22 () 0.67 () Metallic 2.98 −0.44 0.0
SnN 3.42 2.97 4.44 2.11 110.30 108.63 0.12 (K-) 0.89 (K-) 0.13 3.78 −3.52 25.3
SnP 3.95 2.89 5.22 2.56 117.05 100.94 1.29 (K-M) 1.91 (K-M) 1.28 3.28 −2.57 1.3
SnAs 4.09 2.88 5.37 2.67 117.74 100.04 1.14 () 1.72 (-M) 1.05 3.10 −2.39 1.2
SnSb 4.39 2.87 5.58 2.87 118.13 99.59 0.80 (-M) 1.28 (-M) 0.54 2.89 −1.75 0.2
SnBi 4.51 2.86 5.66 2.96 118.26 99.43 0.48 () 0.92 () Metallic 2.78 −1.48 0.1
PbN 3.63 3.17 4.78 2.24 110.92 107.98 Metallic Metallic Metallic 3.04 −2.90 11.8
PbP 4.12 3.06 5.49 2.67 117.08 100.91 0.40 (K-M) 0.76 (K-M) 0.38 2.83 −1.81 0.5
PbAs 4.25 3.05 5.62 2.77 117.66 100.18 0.36 (K-M) 0.67 (-M) 0.25 2.72 −1.63 0.6
PbSb 4.53 3.03 5.82 2.96 118.01 99.75 0.28 (-M) 0.51 (-M) Metallic 2.58 −0.93 1.9
PbBi 4.63 3.02 5.88 3.03 118.10 99.62 0.06 () 0.35 (-M) 0.01 2.50 −0.91 2.4
1Have lower total energies in P ¯3m1 (β) symmetry. Also see Table II for structural properties of the marked compounds in P ¯3m1 space group.
cohesive energies are at most 1.21% larger than that of their
P ¯6m2 counterparts.
B. Vibrational properties
Phonon dispersion relation is an important benchmark to
evaluate the stability of the systems at hand. As seen in Fig. 4,
all of the α compounds demonstrate positive phonon frequen-
cies around  point, linear in-plane (longitudinal acoustic
and transverse acoustic), and quadratic out-of-plane (ZA)
modes. This implies that the monolayers of group IV-V are
dynamically stable. In a recent study, α phases of compounds
including carbon and nitrogen were reported to be highly
unstable [55]. However, our computations with increased ac-
curacy and denser k-point grids reveal that all these mentioned
structures are dynamically stable, that is, no negative frequency
is associated with these materials. Having said that, it is a
well-known fact that acoustic modes may bear minuscule
imaginary frequencies around the  point, and this may be
stemming from numerical inaccuracies rather than the real
instability of the system. On the other hand, α-PbN and α-SnP
have negative frequencies in their out-of-plane acoustic modes
TABLE II. Structural and electronic properties of IV-V monolayers (IV = C, Si, Ge, Sn, Pb; V = N, P, As, Sb, Bi) in P ¯3m1 (β) symmetry.
Lattice constant (a), bond length (dIV−IV, dV−V, dIV−V), bond angle (θ1, θ2), band gap calculated with two XC functionals PBE and HSE06
(EPBEg and EHSE06g , respectively), band gap calculated in PBE with spin-orbit coupling included (ESOCg ), cohesive energy (Ec) and charge transfer
(ρ = ρIV − ρV). FIC stands for the fractional ionic character. See Figure 1 and Figure 7 for structural references and related plots, respectively.
a dIV−IV dV−V dIV−V θ1 θ2 EPBEg E
HSE06
g E
SOC
g Ec ρ FIC
( ˚A) ( ˚A) ( ˚A) ( ˚A) (deg) (deg) (eV) (eV) (eV) (eV/atom) (e−) %
β-CP 2.90 1.53 3.67 1.89 117.35 100.56 1.91 (-M) 2.77 (-M) 1.89 5.37 1.86 3.2
β-CAs 3.12 1.50 3.86 2.04 118.02 99.73 1.14 (-M) 1.84 (-M) 1.08 4.82 0.38 3.4
β-CSb 3.42 1.49 4.16 2.25 118.77 98.77 Metallic 0.43 (-M) Metallic 4.45 1.11 6.1
β-CBi 3.60 1.44 4.33 2.39 119.63 97.67 Metallic Metallic Metallic 4.18 0.62 6.8
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FIG. 4. Phonon dispersion relations of α phases of group IV-V monolayers. Absence of negative frequencies is an indication for the dynamic
stability of these compounds.
around the K point, when the electronic temperature is low.
One way to remedy this is to employ an enhanced smearing dur-
ing DFPT computations. The Fermi-Dirac smearing function
dictates the electronic temperature and occupation probability
of the electronic states [66]. An increase in the smearing
value corresponds to an increase in the effective temperature,
therefore stability in higher temperatures can be examined. We
have performed calculations for different smearing values (σ )
and found that σ = 0.5 eV (0.1 eV) is required for PbN (SnP)
for obtaining real and positive vibrational frequencies. We note
that such onset of imaginary frequencies at the boundaries of
the Brillouin zone could also be related to charge density wave
formation at low temperatures [67].
The maximum phonon frequency of a given structure
(ωmax) decreases steadily with increasing atomic masses in
the unit cell, as expected. However, detailed analysis of the
force constant matrices and phonon dispersions show that
the decrease is not only due to the increased mass, but also
because of weaker interatomic force constants. Assuming the
masses to be those of heavier atoms in the group always
overestimates ωmax. Phonon band gaps also show a particular
trend. As a rule of thumb the phonon band gaps increase with
increasing mass difference between the constituent elements
in the unit cell, and it decreases with increasing atomic masses
as the overall spectrum is squeezed. Both reduced ωmax and
wider phonon band gaps decrease phonon thermal transport.
Therefore those structures can be expected to have better
thermoelectric performances.
FIG. 5. Constant volume vibrational heat capacities (Cv) at 100 K,
300 K, 500 K and 800 K, from a) to d), respectively.
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FIG. 6. Electronic band diagrams of the α phases as calculated with PBE (solid red) and hybrid HSE06 (dashed blue) functionals. Energy
gaps are given in Table I. Conduction band minima and the valence band maxima are joined to indicate the band gaps.
Vibrational heat capacities at constant volume are calculated
using
Cv = kB
∫
dω ρ(ω) p(ω, T ), (2)
where ρ is the phonon density of states and p(x) =
−x2∂fBE/∂x with fBE = 1/(ex − 1) and x = h¯ω/kBT . In
Fig. 5, the vibrational heat capacities are plotted at T =
100 K, 300 K, 500 K, and 800 K. The structures with slower
sound velocities, i.e., those with heavier elements, have larger
phonon DOS at lower frequencies. At lower temperatures, the
function p(x) in Eq. (2) filters out higher-frequency modes.
Therefore they have considerably higher heat capacities at
100 K, compared to, e.g., carbon and nitrogen compounds.
At higher temperatures, p(x) changes slowly with respect to
ω and it is approximately equal to 1 in the entire phonon
spectrum. Therefore Cv of all structures reach to 12kB at
high temperatures, 12 being the number of modes per unit
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FIG. 7. Electronic band structures of CP, CAs, CSb, CBi in P¯3m1
(β) symmetry calculated with both PBE and HSE06 functionals,
given in solid red and dashed blue lines, respectively. See Table II
for structural and electronic properties.
cell. Heat capacities are also calculated for the β phases and
almost identical numerical results have been obtained with the
corresponding α phases, as expected.
C. Electronic properties
The electronic structure is studied using GGA-PBE with
and without including spin-orbit interactions and also using
hybrid HSE06 functionals. The electronic band diagrams of α-
phase structures as obtained from PBE and HSE06 functionals
are presented in Fig. 6. The band diagrams of the β-phase
compounds are plotted in Fig. 7.
We first discuss the α phase. A total of six compounds; CP
(K), SiBi (), GeBi (), SnAs (), SnBi (), PbBi () have
direct band gaps according to PBE. The k points at which the
direct transitions take place are indicated in parentheses. The
band gap characteristics of the mentioned compounds, except
CP, are identical with HSE06. Ten of the α-phase structures
(CN, SiN, SiP, GeN, GeP, SnN, SnP, SnAs, PbP, PbAs) have
their valence band edges between  and K . In fact, the valence
band maxima (VBM) for these structures resemble a mexican
hat. In other words, the VBM occurs not on a single point
and it is highly degenerate. The mexican-hat-shaped quartic
dispersions are discussed separately below.
HSE06 calculations yield band structures, which are of the
same character with the PBE results. The band gap values
are increased by up to 1.43 eV (α-CN) with HSE06 (see
Fig. 6). Some of the studied materials are wide band gap
semiconductors, having band gaps greater than 2 eV. These
are CP (2.737 eV), SiN (2.732 eV), SiP (2.223 eV), SiAs
(2.267 eV), GeN (2.247 eV), GeP (2.047 eV). These materials
can be used for UV-light applications such as UV-light detec-
tion and photodetectors [68]. A recent study reports nitrides
and phosphides of Si, Ge, and Sn in hexagonal symmetry [20].
Electronic structures of these compounds are quite consistent
with our results, except those of antimony. While the difference
in band gaps of Si and Ge nitrides and phosphides are at most
12%, this is almost 50% for SnN. Given that the structural
parameters such as the lattice constants and layer heights
of the mentioned compounds are very comparable with our
findings, the difference in electronic structure may arise from
the parameters of the HSE06 functional. According to Fig. 6,
compounds containing bismuth generally tend to have direct
() band gaps ranging between 0.06 and 0.64 eV for PBE;
and 0.35–1.15 eV for HSE06 calculations. The exception
is PbBi when it comes to HSE06. In this case, the band
gap points in the -M direction. Our band structure results
are in agreement with those available in the literature [55].
Additionally, the effect of spin-orbit coupling on the electronic
states is also studied. Electronic band structures calculated with
PBE and SOC included can be found in the Supplemental
Material [56] (see Fig. S1). The predicted band gaps with
SOC included (ESOCg ) are close to those obtained from PBE
without SOC, especially for the systems having N and P as
their group-V atoms (see Table I). It is observed that the
direct/indirect character of interband transitions is not effected
by the PBE+SOC. That being said, electronic band structure
calculations using HSE06+SOC drew a somewhat different
picture. Inclusion of SOC effects into PBE converted three
systems (α-GeBi, α-SnBi, α-PbSb) from semiconducting to
metallic. However, electronic structure calculations of these
three systems with HSE06+SOC did not present a variance
when compared with HSE06 as far as the characteristics are
concerned; PbSb remained an indirect semiconductor, while
GeBi and SnBi are converted to indirect semiconductors having
gaps in the -M direction (see Fig. S4). Additionally, the band
gaps with SOC are found to be presenting a reducing trend
compared with HSE06; they read 0.156 eV, 0.199 eV, and
0.096 eV for α-GeBi, α-SnBi, α-PbSb, respectively.
The electronic structures of the β-phase compounds are
also studied in detail. The AB layers, which make up the
α-A2B2 and β-A2B2 structures are identical for both phases.
The neighboring atom types are identical and the distances
are almost the same up to the third nearest neighbors for
A-type and the second nearest neighbors for B-type atoms.
As a result, the lattice parameters and the band structures
change only slightly between α and β phases. Still, there
are some quantitative differences. For example, three more
structures in the β phase have quartic valence band edges
compared to the α phase, which make thirteen such structures
in total (β-CN,β-SiN,β-SiP,β-SiAs,β-GeN,β-GeP,β-GeAs,
β-SnN, β-SnP, β-SnAs, β-PbP, β-PbAs, β-PbSb). The band
gap values are approximately the same for α and β phases (see
Fig. S2).
TABLE III. Parameters for quartic dispersion formula belonging to the given structures in α phase. (see Eq. (3))
CN SiN GeN SnN SiP GeP SnP PbP SnAs PbAs
kc ( ˚A−1) 0.32 0.57 0.47 0.47 0.24 0.18 0.16 0.11 0.0 0.0
α (eV · ˚A4) 6.516 5.359 9.254 9.853 20.448 21.807 19.845 54.385 41.929 126.039
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A distinctive feature of the hexagonal structures of group
IV-V elements is the onset of quartic bands in their valence
bands. It is well known that A2B2-type lattices of groups III-VI
with P ¯6m2 symmetry have quartic dispersions in their valence
bands, which is also referred to as the mexican-hat dispersion
[69–72]. Of those structures, the quartic dispersions form the
valence band edge for α phases of BO, BS, and A2B2 with A =
Ga, In, Al and B = S, Se, Te [16]. Quartic dispersion gives rise
to a strong singularity (1/√E) in the DOS, which gives rise to
novel exciting properties [73] such as tunable magnetism [36]
and multiferroic phase [74], namely simultaneous presence
of ferromagnetism and ferroelasticity. Quartic dispersion also
gives rise to a steplike change in the transmission spectrum,
which is the reason for temperature-independent thermopower
and efficient thermoelectric transport [39,41].
It was shown that elemental lattices of group-V elements
also display quartic dispersion [75–79], and that the appearance
of quartic bands is because of the hexagonal symmetry and that
the dispersion relation can be expressed as [39]
E = Ev − α
(
k2 − k2c
)2
, (3)
where Ev is the band edge and kc is the radius of the
circular band maximum. This expression is obtained from
a series expansion around the center of the Brillouin zone.
Higher-order terms (kn, with n  6), which break the circular
symmetry and establish a hexagonal one, can also be included
[70,71] but we limit our attention to the quartic case.
Layered hexagonal lattices of group IV-V elements also
exhibit quartic dispersion as already shown in Fig. 6. The
valence band edges are formed by the quartic bands in 10 out
of 25 structures, which are CN, SiN, GeN, SnN, SiP, GeP,
SnP, PbP, SnAs, and PbAs. Different from the PBE bands, the
critical wave vector kc shifts towards the  point in SnAs and
PbAs such that kc = 0. That is a purely quartic dispersion,
E − Ev = −αk4, is obtained. We obtained the values of α
for these structures by using the kc, Ev , and E0 = Ek=0 − Ev
values as obtained from DFT calculations (see Table III).
Photocatalytic water splitting [80,81] is a promising field
aiming to dissociate water to its constituents, hydrogen and
oxygen, solely using light. The main purpose is to use hydrogen
for fuel. The absolute band edges of the material is important
for hydrogen generation. Therefore, band edge positions of the
studied systems are calculated by using HSE06 functional, and
compared with the redox potentials of water in Fig. 8. Dashed
green, dash-dotted black, and dotted cyan lines correspond to
the absolute electrode potentials [82] in three different pH
levels (0, 7, and 14, respectively). Given the relative band
edge positions and the mentioned redox potentials of water
in different pH environments, CN, CP, SiN, SiP, SiAs, GeP,
SnP, and β-CP are favorable in pH 0; CN, CP, SiN, SiP, SiAs,
}
}
FIG. 8. Band edge positions of all the compounds studied vs the
redox potential of water. Dashed green, dashdotted black and dotted
cyan horizontal lines depict the corresponding potentials at pH 0, pH
7 and pH 14, respectively. The compounds starting with β- are in
P ¯3m1 space group.
GeP, GeAs, SnP, SnAs, and β-CP are favorable in pH 7; lastly
CN, CAs, SiAs, SiSb, and β-CAs are favorable in pH 14. The
common compounds in all three pH conditions are CN and
SiAs. However, as the band gap of CN is more than four times
the required 1.23 eV of the water splitting gap, which limits
its efficiency. Provided its availability and abundance on earth,
SnP may be an excellent candidate for this application in both
acidic and neutral conditions.
IV. CONCLUSION
We have presented a detailed study of group IV-V mono-
layers. A total of 50 structural configurations are investi-
gated and tabulated, most of which are predicted for the
first time. The small energy difference between the α and β
phases (P ¯6m2 and P ¯3m1 space groups, respectively) suggests
that polymorphic structures should be expected. Two of the
materials are metallic, while the rest span a wide range of
energy band gap values between 0.35–5.14 eV. Quartic energy
dispersion with a mexican-hat shape is a common feature of
all structures in their valence band, which make the valence
band maximum in some of the structures. α-SnAs and α-PbAs
have purely quartic valence band edges. CN and SiAs are
predicted to be useful for water splitting in terms of their
relative band positions. Nonetheless SnP is an outstanding
candidate regarding efficiency and environmental effects.
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