Abstract. We show that the disintegration operator on a complete separable metric space along a projection map, restricted to measures for which there is a unique continuous disintegration, is strongly Weihrauch equivalent to the limit operator Lim. When a measure does not have a unique continuous disintegration, we may still obtain a disintegration when some basis of continuity sets has the Vitali covering property with respect to the measure; the disintegration, however, may depend on the choice of sets. We show that, when the basis is computable, the resulting disintegration is strongly Weihrauch reducible to Lim, and further exhibit a single distribution realizing this upper bound.
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Introduction
Conditioning is a basic tool in probability theory and the core operation in Bayesian statistics. Given a pair of random variables θ and D, representing, e.g., an unobserved parameter of interest and some data collected in order to estimate the parameter, the conditional distribution of θ given D = x can be understood as the distribution µ x that assigns to every measurable set A the probability µ x (A) = P{θ ∈ A and D = x} P{D = x} , (1.1)
provided that
When µ x is defined for all x in the range of D, the map x → µ x is called a disintegration of the distribution of θ with respect to D. When property (1.2) does not hold, Equation (1.1) is meaningless. In modern probability theory, rather than defining the conditional probability µ x (A) for a particular x, the map x → µ x (A) is defined all at once as a function f satisfying
for all measurable subsets B, where P D := P{D ∈ · } is the distribution of D. The existence of such an f is guaranteed by the Radon-Nikodym theorem. The resulting disintegrations are, however, defined only up to a null set, and so their evaluation at points-namely, at the observed data values, as is statistical practice-has typically relied upon additional (often unstated) hypotheses. One such hypothesis is the continuity of some disintegration, which ensures that any continuous disintegration is canonically defined everywhere in the support of the distribution of the conditioning variables. It is interesting to consider the computability of the conditioning operator in this context.
In [AFR10] and [AFR11] , we showed that there are computable random variables whose disintegrations are continuous but not computable on any measure one set (indeed, on any set of sufficiently large measure). Here we strengthen these results and make them uniform by providing precise bounds on how noncomputable disintegration can be.
In the present paper we make use of constructive definitions of disintegrations at a point x in terms of limits of the form lim n→∞ P{θ ∈ A and D ∈ B n } P{D ∈ B n } .
(1.4) for some sequence of sets B n "converging" to x in an appropriate sense. We make repeated use of notions developed by Tjur [Tju75; Tju80] . Namely, Tjur introduced a property that may hold of a distribution at a point which implies that all sensible choices of B n lead to the same solution. Furthermore, under certain regularity conditions, if a distribution satisfies Tjur's property at every point, and so can be conditioned at every point, then the resulting disintegration is the unique continuous disintegration-the ideal case for statistical purposes. We show that the disintegration operator on the collection of distributions (on a fixed space) for which the Tjur property holds everywhere is strongly Weihrauch equivalent to the Lim operator. Tjur's property is rather restrictive, and so we also explore some other attempts to give explicit formulas for disintegrations in terms of limits. Other work in this direction includes Kolmogorov's original axiomatization [Kol33] and the work of Pfanzagl [Pfa79] and of Fraser and Naderi [FN96] . The latter two papers approach conditioning as the differentiation of a set function. Pfanzagl's definition extends Kolmogorov's own observation that limits in the case of the real line admit conditional probabilities. In general, the resulting disintegrations are only defined up to null sets and the resulting conditional probability will depend on the chosen sequence of sets B n . Fraser and Naderi give conditions on a collection of sets that imply that there is no such dependence, and we use their notions in Section 5 to show that an everywhere-defined disintegration is strongly Weihrauch reducible to Lim, and moreover, that this upper bound is achieved by a particular disintegration.
Recently there has been a great deal of progress towards the general program of determining the complexity of various operations in analysis by placing the relevant operators within the hierarchy of Weihrauch degrees (see, e.g., [BG11a] and [BG11b] ). The Lim operator plays a central role among the Weihrauch degrees, analogous to that of the halting set among Turing degrees. (For background and various equivalences, see [BGM12, §3] .) Viewed within this program, the present paper extends certain consequences of results about Radon-Nikodym derivatives. Namely, a result by Hoyrup, Rojas, and Weihrauch [HRW12] (see also [HR11] ) can be shown to imply that the map taking a distribution and a real ε > 0 to a continuous disintegration on some (1 − ε)-measure set is Weihrauch reducible to the limit operator Lim, a result which is strengthened by our work.
1.1. Outline of the paper. In Section 2, we describe necessary and sufficient conditions for the existence of a continuous disintegration due to Tjur [Tju75] , as well as weaker sufficient conditions for the existence of a disintegration due to Fraser and Naderi [FN96] . Then in Section 3, we recall the relevant definitions about Weihrauch degrees and represented spaces. We also define and describe some basic properties of the operators EC and Lim, which are key in our arguments (see Definitions 3.23 and 3.25 for their definitions).
Next, in Section 4, we use Tjur's characterization to show that in a natural setting, the conditioning operator, which maps a distribution to a continuous disintegration, is strongly Weihrauch equivalent to Lim. In particular, in §4.1, we use a relativization of a simplified variant of the main construction of [AFR10] to obtain a lower bound in the Weihrauch degrees of the conditioning operator.
In Section 5, we also consider those measures for which the disintegration is not continuous, and show that under certain conditions, when the disintegration exists everywhere, the disintegration is strongly Weihrauch reducible to Lim. We also exhibit a specific disintegration that realizes this upper bound.
Disintegration
In this section we define the abstract notion of disintegration rigorously. In doing so, we highlight the fact that disintegrations are, in general, not well-defined at points. We also discuss various conditions that allow us to provide a canonical definition at points. Note that these definitions are in terms of probability measures rather than in terms of random variables, as was the case in Section 1.
For a topological space X, write B X to denote the Borel σ-algebra on X. When we speak of the measurable space X without mentioning the σ-algebra, the Borel σ-algebra is intended.
Definition 2.1. Let S be a topological space and let M 1 (S) denote the collection of Borel probability measures on S. Then the weak topology on M 1 (S) is that generated by sets of the form
where c, ε ∈ R, ε > 0, and ϕ : S → R is bounded and continuous.
Let S and T be measurable spaces. Given a measurable map g : S → T and probability measure µ on S, define g[µ] to be the pushforward measure on T given by
Definition 2.2 (Disintegration along a map). Let S and T be measurable spaces, let µ be a probability measure on S, and let g be a measurable function from S → T . Then a disintegration of µ along g is a measurable map κ :
for all A ∈ B S and B ∈ B T .
We will often consider the case where S is a product of two spaces and g is the projection from S onto one of these spaces.
We have chosen to define a disintegration to be a measurable map κ : T → M 1 (S). As is common in probability theory, one might instead have chosen to work with the "uncurried" probability kernel κ * : (T × B S ) → [0, 1] defined by κ * (t, A) := κ(t)(A) and assumed to be a probability measure for every fixed first parameter and a measurable function for every fixed second parameter. For more details on the notion of disintegration, see [Kal02, Ch. 6] .
Any two maps κ, κ satisfying the definition of a disintegration agree on a g[µ]-measure one set, and so we call every such map a version. We can speak of the disintegration, which is then only determined up to a µ-measure zero set. However, by adding a continuity requirement we are able to pin down a version uniquely. When we speak about the continuity of disintegrations, the topology on the space of measures will be the weak topology. Lemma 2.3. Let µ be a distribution on S, let g : S → T be measurable, let ν = g [µ] , and let κ and κ be disintegrations of µ along g. If b ∈ T is a point of continuity of both κ and κ , and b ∈ supp(ν), then κ(b) = κ (b). In particular, if κ and κ are continuous everywhere, they agree on supp(ν).
Proof. Assume, towards a contradiction, that b ∈ supp(ν) is a point of continuity of both κ and κ such that κ(b) = κ (b). Then there exists some bounded continuous function f such that the function h defined by
is such that h(b) > 0. Because κ and κ are both disintegrations of µ along g, we have h(x) = 0 for ν-almost all x. But h is continuous at b because κ and κ are presumed to be continuous at b, and so there is an open neighborhood N of b such that 0 ∈ h(N ). Finally, as b ∈ supp(ν), we have ν(N ) > 0, a contradiction.
In particular, given a measure µ on S, if supp(g[µ]) = T , there is at most one disintegration of µ along g that is continuous on all of T .
The question of the existence of a disintegration has a long history. One of the most important cases is when S is a Borel space, i.e., there exists a measurable bijection, with a measurable inverse, to some Borel subset of the unit interval. The Disintegration Theorem implies that any measure on S has a disintegration along g : S → T (see, e.g., [Kal02, Thms. 6.3 and 6.4]). Note, however, that the resulting disintegration is only defined up to a null set.
For countable discrete spaces, the notion of disintegration can be given a concrete definition in terms of the elementary notion of conditioning on positive-measure sets.
Definition 2.4 (Conditioning on positive-measure sets). Given a probability measure ν on a topological space S, and a Borel set A of S such that ν(A) > 0, we write
for the distribution ν conditioned on (the set) A.
A key relationship between disintegration and conditioning on positive-measure subsets of a countable discrete space T is that the measurable function κ : T → M 1 (S) defined by
) is a version of the disintegration of µ along g. In general, there is no explicit formula like the one for countable discrete spaces. Special cases, e.g., assuming the existence of joint or conditional densities, admit socalled Bayes' rules, but these hypotheses often exclude infinite-dimensional parameter spaces, which are typical of nonparametric Bayesian statistics.
One might hope that the conditional distribution at a point x would be wellapproximated by the conditional distribution given a small positive-measure set "converging" to x. In general, for various natural notions of convergence, this need not hold, but Tjur [Tju80, §9.7] gave conditions for a given probability measure on a point x implying that all "reasonable" ways of approximating the conditional distribution by positive-measure sets converging to a point x yield the same conditional distribution in the limit. For a fixed measure, when every point possesses this property -which we call the Tjur property -it follows that there is a unique continuous disintegration. Indeed, under some mild additional conditions, a measure satisfies Tjur's property at all points exactly when there exists a unique continuous disintegration.
Tjur's conditions are therefore necessarily rather restrictive. Fraser and Naderi [FN96] define a less restrictive notion based on the differentiation of set functions. Here, the Vitali covering property of a class of subsets with respect to the measure of interest allows us to explicitly construct a disintegration pointwise. (See Definition 2.13 for a definition of the Vitali covering property.)
In order to avoid pathologies, all measures in this paper will be Radon. Recall that when S is a Hausdorff space and µ ∈ M 1 (S), µ is a Radon measure when it is inner regular, i.e., whenever A is a Borel set on S, then
It is a standard result that any Borel probability measure on a separable metric space is a Radon measure.
2.1. The Tjur property. The following property, which we have named after Tjur, is equivalent to a property described first by Tjur in an unpublished preprint [Tju75] and later in a monograph [Tju80, §9.7].
Definition 2.5 (Tjur Property). Let S and T be completely regular Hausdorff spaces, let µ be a Radon probability measure on S, and let g : S → T be a measurable function. and makes D(x) a downward directed set. We say that x has the Tjur property (for µ along g) when the directed limit of the net (µ g −1 (B) : (V, B) ∈ D(x)) exists in the weak topology on the space of probability measures.
Remark 2.6. We will sometimes write µ B g for µ g −1 (B) when it simplifies notation. We will also write µ x g to denote the directed limit when it exists. By the Portmanteau Lemma,
for all µ x g -continuity sets A. We will write µ x when g is clear from context. The usefulness of the Tjur property is demonstrated by the following result, which is a consequence of Proposition 9.9.1, Corollary 9.9.2, and Proposition 9.10.5 of [Tju80] : Lemma 2.7. Let S be a completely regular Hausdorff spaces, T a metric space, µ a Radon probability measure on S, and g : S → T be a measurable function.
Suppose that there is a g[µ]-measure one set C such that every x ∈ C has the Tjur property (for µ along g). For every x ∈ C, let B x n n∈N be a sequence of measurable subsets of T such that each B x n is contained in the 2 −n -ball around x and satisfies
for every x ∈ C (where the limit is taken in the weak topology) is continuous and can be extended to a disintegration of µ along g.
Many common properties imply that a point is Tjur. For example, every point of continuity of an absolutely continuous distribution is a Tjur point. Also, any isolated point mass (e.g., a point in the support of a discrete random variable taking values in a discrete space) is a Tjur point. On the other hand, nonisolated point masses are not necessarily Tjur points.
Tjur points sometimes exist even in nondominated settings. Let G be a Dirichlet process with an absolutely continuous base measure H on a computable metric space S. That is, G is a random discrete probability distribution on S such that, for every finite, measurable partition A 1 , . . . , A k of S, the probability vector
, X is a sample from the random distribution G). Then any point x ∈ S in the support of H is a Tjur point, yet there does not exist a conditional density of G given X.
In Propositions 2.8 and 2.9 we will see that, under some regularity conditions, the existence of an everywhere continuous disintegration is equivalent to every point being Tjur. However, even when every point is Tjur, and thus there exists a continuous disintegration, the resulting disintegration may not be computable. In fact, one of the main constructions of [AFR10] is an example of a conditional distribution for which every point is Tjur and yet no disintegration is a computable map, even on large measure set. We will use a related construction in Section 4.
Proposition 2.8 ([Tju80, Prop. 9.14.2]). Let S and T be completely regular Hausdorff, let µ be a Radon probability measure on S, let g : S → T be a continuous function, and let ν = g[µ] be the pushforward. Suppose
is a continuous mapping, where C is a subset of supp(ν) such that C is a ν-measure one set. Then the following two conditions are equivalent.
(i) For all x ∈ C, the conditional distribution µ x g is defined and µ x g = ξ(x).
(ii) For all x ∈ C, we have supp(ξ(x)) ⊆ g −1 (x), and µ = C ξ(x) ν(dx).
We now give conditions for when there is a continuous disintegration on a measure one set.
Proposition 2.9. Let S and T be completely regular Hausdorff, with T second countable, let µ be a Radon probability measure on S, let g : S → T be a continuous function, and let ν := g [µ] . Further suppose C is a ν-measure one set. The following are equivalent.
(1) Every point in C is a Tjur point of µ along g.
(2) C ⊆ supp(ν) and there exists a disintegration κ : T → M 1 (S) of µ along g whose restriction to C is continuous.
Proof. Assume (1). Then the fact that there is a continuous disintegration follows from Lemma 2.7. Next assume that (2) holds and that κ is a continuous disintegration of µ along g. As g is continuous, by Proposition 2.8, it suffices to verify (ii), taking ξ = κ. First note, by the definition of disintegration,
for all A ∈ B S and B ∈ B T . But as ν(C) = 1, for all A ∈ B S we have
It suffices to show C * = C, as g is continuous.
Assume, towards a contradiction, that there is a c ∈ C \ C * , i.e., such that µ c (g −1 (c)) < 1. As T is second countable, there is a countable decreasing collection of closed neighborhoods N i i∈ω of c such that {c} = i∈ω N i . It follows that g −1 (N i ) i∈ω is a decreasing countable sequence of sets whose intersection has µ cmeasure strictly less than one, and so, for some j, it holds that c ∈ N j ⊆ T and µ c g −1 (N j ) < 1. But as N j is closed, the map which takes c and returns µ c g −1 (N j ) is upper semi-continuous. Therefore there must also be an open set N with c ∈ N ⊆ T such that for all c ∈ N ∩ C we have µ c (g −1 (N j )) < 1. Let N * be the interior of N j which is non-empty as N j is a closed neighborhood of c. Then
Let π 2 : S × T → T denote the projection onto T . We now define the space of measures we will use to study the computability of disintegration.
Definition 2.10. For second countable regular Hausdorff spaces S and T , let C S,T ⊆ M 1 (S × T ) be the subset consisting of those measures µ such that
(1) the pushforward of µ along π 2 , has full support, i.e., supp(π 2 [µ]) = T , and (2) µ admits a (necessarily unique, by Lemma 2.3) continuous disintegration along the projection map π 2 : S × T → T .
It follows from Proposition 2.9 that µ ∈ C S,T if and only if every point of T is a Tjur point for µ along π 2 .
Because we are conditioning on a projection map, a disintegration can be identified with a continuous maps C (T, M 1 (S)). Let ι 1 : M 1 (S × T ) → M 1 (S) be the map defined by ι 1 (µ)(A) = µ(A × T ) for all µ ∈ M 1 (S × T ) and A ∈ B S . It is easy to check that ι 1 is a continuous map. Let D S,T : C S,T → C (T, M 1 (S)) be defined by D S,T (µ) = ι 1 • κ, where κ : T → M 1 (S × T ) is the (unique) continuous disintegration of µ along T . The map ι 1 is injective on the image of C S,T under D S,T , and so when no confusion can arise, we will also call D S,T (µ) the disintegration of µ when µ ∈ C S,T .
One often requires that a disintegration be merely a.e. continuous (rather than continuous everywhere). However, for any measure admitting an a.e. continuous disintegration, there is a G δ subset of T of measure one on which it is continuous everywhere. One could therefore consider all measures on S × T such that the set of Tjur points contains a G δ -subset of T of measure one. However one would then have to define the domain of the disintegration map to be the set of pairs consisting of a measure on S × T along with a G δ -subset of T . In this context the fundamental results of this paper should still hold with essentially the same proofs; however, the notational complexity would also be greatly increased.
2.2.
Weaker conditions than the Tjur property. In Section 5 we will consider a distribution which does not admit a continuous disintegration and is thus not in C S,T . To make sense of this we need a weaker notion of disintegration than that given by Tjur. These definitions are based on those from Fraser and Naderi [FN96] .
Definition 2.11. Suppose T is a separable metric space and ν is a probability measure on T . A sequence of sets E n n∈ω ∈ B T is said to converge regularly to x (with respect to ν) if there is a sequence of closed balls B n n∈ω of respective radii r n n∈ω such that (1) lim n→∞ r n = 0, (2) x ∈ E n ⊆ B n for all n, and (3) there is an α > 0 such that
Intuitively, a sequence of sets converges regularly to x if it is "close" to a decreasing sequence of closed balls whose intersection is {x}.
Definition 2.12. For F ∈ B T , a class W ⊆ B T is a Vitali cover of F (with respect to ν) when, for all x ∈ F , there is a sequence of elements of W that converges regularly to x with respect to ν. Definition 2.13. A class V ⊆ B T has the Vitali covering property (with respect to ν) when, for every F ∈ B T , (1) there is a Vitali cover W ⊆ V of F with respect to ν and (2) for every Vitali cover W ⊆ V of F with respect to ν, there is a collection {F n : n ∈ ω} ⊆ W of disjoint sets such that µ(F \ n∈ω F n ) = 0.
These definitions allow us to define a notion of disintegration at points:
Proposition 2.14 ([FN96, Thm. 2]). Let g : S → T , let µ ∈ M 1 (S), and let ν = g [µ] . Suppose that V ⊆ B T has the Vitali covering property with respect to ν.
(i) For every A ∈ B S there exists C A ∈ B T with ν(C A ) = 1 such that, for every x ∈ C A and every sequence E n n∈ω ⊆ V that converges regularly to x, the limit
exists and is independent of the choice of E n n∈ω . Let µ x g,V (A) denote this limit when it exists and define µ
is measurable with respect to the ν-completion of B T and, for each set E in the ν-completion of B T ,
Remark 2.15. By Lemma 2.7, note that if x ∈ T is a Tjur point for µ along g, then µ x g,V = µ x g , and so the left hand side does not depend on V .
Remark 2.16. Because S is assumed to be a separable metric space, we may arrange things so that A → µ x g,V (A) is a probability measure for every x and that x → µ x g,V is a measurable map. (In other words, (x, A) → µ x g,V (A) is a probability kernel.)
The notion of disintegration given by Proposition 2.14 relies heavily on the metric structure of the underlying set. Fortunately, though, there are many situations when there are natural collections with the Vitali property. For example, the class of closed sets in the Lebesgue completion of the Borel subsets of R k has the Vitali covering property with respect to Lebesgue measure (see [FMNP95, p. 304 ] for references to proofs). For our purposes, the following result suffices. In particular, if the underlying space is a countable product of Cantor space, Baire space, and discrete spaces then the collection of open balls has the Vitali covering property with respect to any measure.
It is worth contrasting Definition 2.5 with Definition 2.11. In particular, the notion of a Tjur point can be thought of as requiring that the conditional measures converge at each point irrespective of the manner in which we approximate the point, and specifically does not require the measurable sets in the approximating sequence to actually contain the point they are approximating, so long as each is contained in an open neighborhood that does. In contrast, the use of regular convergence by Fraser and Naderi is in terms of a fixed class of sets having the Vitali covering property with respect to the given measure, and does require that the sets one is conditioning on contain the point being approximated.
Represented spaces and Weihrauch reducibility
We now introduce the notion of a space equipped with a representation and describe some special cases in detail, including spaces of probability measures. We then define some key operators and introduce the notion of a Weihrauch degree in order to compare the computational complexity of operators. For background on represented spaces, see [Pau16] . A similar treatment can be found in [Col09] and [Col10] . Both build off the framework of synthetic topology [Esc04] . For background on Weihrauch reducibility and Weihrauch degrees, see, e.g., [BG11b] , or the introduction of [BHG15] .
3.1. Represented spaces. In order to define a notion of computability beyond that of the classical setting of Baire space, N N , we adopt the framework of represented spaces, which is itself a distillation of core ideas from the computable analysis framework connecting back to Turing's original work on computable real numbers. The following definitions are taken from [Pau16] .
Definition 3.1. A represented space is a set X along with a partial surjective function δ X :⊆ N N → X, called a representation. A point x ∈ N N in the domain of δ X is said to be a name for its image δ X (x) in X.
In general, every point in X will have many names: indeed, each represented space (X, δ X ) defines an equivalence relation ≡ X on δ
For each equivalence relation on a subset of N N , there is a corresponding represented space.
Functions between represented spaces can be understood as functions mapping names in the domain to names in the codomain. 
When this holds, we write F f .
Note that a function F is a realizer for a single-valued function if and only if it preserves the equivalence relations associated to the represented spaces.
In what follows we will give explicit representations for only a few fundamental spaces. It is worth mentioning that what is important is not the specific representations but their defining properties: if the defining properties are computable in the appropriate senses, then any two representations that satisfy the defining properties will be computably isomorphic. As such, after introducing only those basic representations that we need to get started, we will aim to avoid mentioning or using the details of a given representation whenever possible. For more on this approach to represented spaces see [Pau16] and references therein. 
3.1.2. The Naturals, Sierpinski space, and spaces of open sets. The representation of sets and relations requires that we introduce two special represented spaces, namely N = (N, δ N ) and S = ({0, 1}, δ S ). In particular, δ N (0 n 10 ω ) = n for all n ∈ N, δ S (0 ω ) = 0, and δ S (p) = 1 for p = 0 ω . Note that S should not be confused with the represented space of binary digits B = ({0, 1}, δ B ) where δ B (0 ω ) = 0 and δ B (1 ω ) = 1. Indeed, it is common to define S on the two-point space {⊥, } instead of {0, 1}, however, the latter has the advantage, as we will see, that the EC operator becomes an identity map.
The following basic operations on S are computable (see [Pau16, Prop. 4 .1] for details):
(1) finite and (i.e., min), ∧ : S × S → S; (2) finite or (i.e., max), ∨ : S × S → S; (3) countable or (i.e., max), : C (N, S) → S. Given Sierpinski space, we can define (computable) open sets as those for which membership ∈ : X → S is continuous (computable). Note that, in light of the representation of S, this corresponds to semi-decidability relative to the name of the point in X and the open set.
Definition 3.4. Let X be a represented space. Then the represented space O(X) of open sets of X is identified with the represented space C (X, S). In particular, a map f ∈ C (X, S) is taken to represent the inverse image f −1 (1).
In order to connect this notion with classical computability, note that the computable elements of O(N) are the computably enumerable subsets of N. (1) finite intersection,
The notion of admissibility connects topological continuity and continuity in the sense of represented spaces. Sch02b] .
By part (4) of Lemma 3.5, the map f → f −1 is computable. Admissibility can be characterized in terms of the inverse of this map. Every representation that we use in this paper is computably admissible.
3.1.3. Some standard spaces as represented spaces. We are interested in studying operators defined on certain common mathematical spaces. We first describe how these spaces can be made into computably admissible represented spaces. In particular, the Naturals N, Sierpinski space S, the binary digits B, but also the Reals R can all be made into computably admissible spaces with respect to their standard topologies. Finite or countable products of these spaces are again computably admissible. (The details are not important for our presentation, but the interested reader can find a thorough account in [Wei00] .)
For the represented space R of reals we will require that the map id Q : B×N×N → R defined by s, a, b → (−1) s · a/b is computable, as well as the < and > comparison operators R × R → S. These requirements on the represented space R already determine several other key properties, including the computability of standard operations on the reals such as addition, subtraction, multiplication, division by a nonzero, and exponentiation.
We will need to define two slightly more exotic represented spaces. We define R ≺ to be the represented space with underlying set R ∪ {∞}, such that the comparison map < : R × R ≺ → S is computable, and which is computably admissible with respect to the right-order topology generated by the rays {(x, ∞] : x ∈ R}. Similarly we define R to be the represented space with underlying set R ∪ {−∞}, such that the comparison map > : R × R → S is computable, and which is computably admissible with respect to the left-order topology generated by the rays {[−∞, x) : x ∈ R}. Note that an element of R ≺ is a computable point precisely when it is a lower semi-computable real. We will also use R + , R (1) identity, id : R → R ≺ and id : R → R , and also id : R ≺ × R → R defined on the diagonal (x, x); (2) comparison, > : R ≺ × R → S and < : R × R ≺ → S; (3) addition, + : R ≺ × R ≺ → R ≺ ; (4) negation, − : R ≺ → R as well as − : R → R ≺ ; (5) multiplication by a positive real, × + : R ≺ × R + → R ≺ ; (6) multiplication by a negative real,
Besides these concrete spaces, we are interested in admissible representations of complete separable metric spaces. Definition 3.9. A computable metric space is a triple ((S, δ S ), d S , s) such that (S, d S ) is a complete separable metric space, (S, δ S ) is an admissible represented space, s ∈ C (N, S) is a computable and dense sequence in S, and the following are computable:
(1) the distance function, d S : S × S → R; (2) the limit operator C (N, S) → S defined on the set of rapidly converging Cauchy sequences, i.e., defined on r n n∈N ∈ C (N, S) satisfying |d S (r n ) − d S (r n+1 )| < 2 −n for all n ∈ N; (3) the map that takes a sequence (s n , q n ) n∈N ∈ C (N, N × Q) to the element n∈N B(s n , q n ) = {x ∈ S : (∃n ∈ N) d S (x, s n ) < q n } ∈ O(S, δ S ) is computable with a computable multi-valued inverse.
We will omit mention of δ S and refer to (S, δ S ) by S when no confusion can arise. Notice that we do not insist that the limit map in the definition of a space be computable on the collection of all Cauchy sequences, but only those sequences which are rapidly converging. In particular, all such rapidly converging Cauchy sequences have a concrete, and hence computable, bound (which tends to zero) on the distance between each element of the sequence and the limit point. We will reconsider the general limit operator on Cauchy sequences in Sections 3.3.2 and 3.3.3.
Note that (R, d, Q), where d(x, y) = |x − y|, is a computable metric space. Another important computable metric space is Cantor space, 2 ω , by which we mean the computable metric space consisting of the space of functions
with the usual ultrametric distance, and with dense set consisting of the eventually zero functions enumerated lexicographically.
3.1.4. Representing probability measures. for µ, ν ∈ M 1 (S).
Note that the Prokhorov metric generates the weak topology on M 1 (S).
The following result shows how to make the space M 1 (S) of Borel probability measures on a computable metric space S into a computable metric space itself. Lemma 3.13. Let X be a computable metric space. The identity map from M 1 (X) to V(X) is computable and so is its inverse. Let µ be a probability measure on a topological space S, let E be a Borel subset of S, and let ∂E denote the boundary of E, i.e., the difference between its closure and its interior. The set E is a µ-continuity set when µ(∂E) = 0.
For a computable metric space X and Borel probability measure µ ∈ M 1 (X), let O µ (X) be the class of open sets U ∈ O(X) that are also µ-continuity sets. Concretely, one representation for O µ (X), which we will use here, is the map δ : N N → O µ (X) such that δ(p) = U if and only if p = (u, v), where u is a name for U as an element of O(X) and v is a name an open set V , as an element of O(X), where V ⊆ X \ U and µ(V ) = µ(X \ U ). A more elegant approach, which we do not take here, is to define O µ (X) in terms of the extremal property that containment (i.e., the ∈ relation) is computable on a µ-measure one set. We now describe several computable operations: Lemma 3.14. Let X and Y be computable metric spaces, and let µ, µ X ∈ M 1 (X) and µ Y ∈ M 1 (Y ). The following maps are computable:
(
which takes an open µ-continuity set U to the set of open µ-continuity sets V contained within, and of the same µ-measure as,
Proof. That (1), (2), and (5) are computable follows immediately from Lemma 3.5, parts (1), (2), and (5), respectively. The computability of (6) follows trivially from the definition of the representation for O µ (X). The computability of (4) follows from the fact that, if p = (u, v) is a name for U , then (v, u) is a name for an element in U •µ . To see that the map (3) is computable let U and V be a µ X -and µ Y -continuity set, respectively, and compute
and is a computable element of O(X × Y ) by parts (2) and (6) of Lemma 3.5.
Lemma 3.15. Let X be a computable metric space and let µ ∈ M 1 (X). The map taking µ and U ∈ O µ (X) to µ(U ) ∈ R is computable.
Proof. Let U ∈ O µ (X). Then U and some V ∈ U •µ , are elements of O(X) computable from U by Lemma 3.14, parts (4) and (6). Therefore µ(U ) ∈ R ≺ and 1 − µ(V ) ∈ R are computable from U and V , respectively. But µ(U ) = 1 − µ(V ), hence µ(U ) ∈ R is computable from U . . Let (S, d S , s i i∈N ) be a computable metric space, let µ ∈ M 1 (S) be a Borel probability measure on S, and let B µ be the set of all sequences i i∈N of positive reals such that
forms a subbasis for S comprised of µ-continuity sets. Then the multi-valued map from M 1 (S) ⇒ C (N, R + ) taking µ to B µ is computable.
Definition 3.17. Let X be a computable metric space, let µ be a Borel probability measure on X, and let B µ (X) ⊆ C (N, O µ (X)) be the represented space of enumerations of countable bases of X composed of µ-continuity sets, where δ(p) = B if and only p = (p , p ) where p is a name for B as an element of C (N, O µ (X)) and p is a name for the (multi-valued) right inverse of the map
taking U to n∈N B(U (n)). Elements of B µ (X) are called µ-continuous bases.
Note that the map B is necessarily computable from B by Lemma 3.5, part (3). We have the following important corollary, first proved by Hoyrup and Rojas [HR09, Cor. 5.2.1] in a non-relativized form.
Corollary 3.18. Let X be a computable metric space and let B ∈ B µ (X) be a µ-continuous basis. Then µ is computable from µ( n∈I B(n) I⊆N,|I|<ω and B.
Proof. By a relativized version of [HR09, Thm. 4.2.1] it suffices to show that for any open set U ∈ O(X), we can lower semi-compute µ(U ) from µ( n∈I B(n)) I⊆N,|I|<ω , U and B. By definition, we can compute, from U and B, a function f U ∈ C (N, N) such that U = n∈N B(f U (n)). By the continuity of measures, µ(U ) = sup n∈N µ( i≤n B(f U (i)), which is an increasing sequence that is computable from µ( n∈I B(n)) I⊆N,|I|<ω , B, and U .
Lemma 3.19. Let T be a computable metric space. The multi-valued map taking a Borel probability measure µ ∈ M 1 (T ) to the set B µ (T ) of µ-continuous bases of T is computable.
Proof. Let d T denote the computable metric on T . By Lemma 3.16, we can compute, from µ, a dense collection k k∈N of positive reals such that B(t i , k ) i,k∈N is a subbasis composed of µ-continuity sets. Let V (i, k) be the interior of the complement of the open ball B(t i , k ). For all b ∈ T , it holds that b ∈ V (i, k) if and only if there are j, k ∈ N such that
The set of all such pairs is computably enumerable from µ, uniformly in i, k, and so V (i, k), viewed as an element of O(T ), is computable from µ, uniformly in i, k. Therefore, B(t i , k ), viewed as an element of O µ (T ), is computable from µ, uniformly in i, k. Finite intersection is a computable operation on O µ (T ) (by part (1) of Lemma 3.14), and so we can compute an enumeration B ∈ C (N, O µ (T )) of a basis for T from µ. Finally, by the definition of a computable metric space, from every U ∈ O(T ), we can compute a collection of balls of rational radii whose union is U , and as k k∈N is dense and computable from µ, it is clear that the right-inverse of B is computable from µ, and so B, viewed as an element of B µ (T ), is computable from µ. 
The set F is strongly Weihrauch reducible to G, written F ≤ sW G when there are computable partial functions H, K :⊆ N N → N N such that
Recall that F f means that F :⊆ N N → N N is a realizer for a map f between represented spaces. Definition 3.21. Let f, g be multi-valued functions on (not necessarily the same) represented spaces. Then f is Weihrauch reducible to g, written f ≤ W g, when
(3.11)
Two functions f and g are Weihrauch equivalent (written f ≡ W g) when f ≤ W g and g ≤ W f . Weihrauch reducibility is transitive, and the Weihrauch degree of a function is the ≡ W -class of the function. Similarly, f ≤ sW g when {F : F f } ≤ sW {G : G g}, and the strong Weihrauch degree of a function is its ≡ sW -class.
When a function f has the property that id × f ≡ sW f , where id is the identity on N N , the function f is called a cylinder. We will make use of the following fact on several occasions. that maps a function C (N, S) to itself in C (N, B) .
The following result is folklore.
Lemma 3.24. The operator EC is a cylinder.
Proof. By [BG11b, Lem. 6.3], the operator EC is strongly equivalent to the parallelization of LPO, which by [BG11b, Prop. 6.5] is a cylinder.
Note that EC applied to the enumeration of some set yields an output that is computable from the halting problem relative to that enumeration. Furthermore, every Turing degree contains an enumeration such that applying EC yields a set in the Turing jump of that degree.
3.3.3. The Lim operator. Limit operators are fundamental in the program of calibrating the difficulty of analytic problems. For several problems within analysis that are equivalent to a limit operator, see [PF14, §2.3].
Furthermore, the limit operator on a sufficiently complicated space is equivalent to EC (see Lemma 3.28), and hence plays a role among the Weihrauch degrees somewhat analogous to that of the halting set within Turing computability.
Definition 3.25. Let S be a metric space, and define Lim S :⊆ C (N, S) → S to be the partial map taking Cauchy sequences to their limit points. Write Lim to denote Lim 2 ω .
We will make use of the following result in Section 5.
Lemma 3.26 ([Bra05, Prop. 9.1]). Suppose that 2 ω computably embeds into a computable metric space S. Then Lim S ≡ sW Lim.
In both Sections 4 and 5, we will use the strong Weihrauch equivalence of EC and Lim. There are two key ingredients in the proof of the main theorem of Section 4: EC ≤ sW D N,[0,1] and D S,T ≤ sW EC for arbitrary computable metric spaces S and T . In Section 5, we make use of reductions involving both EC and Lim M 1 (S) for a particular space S.
The disintegration operator on distributions admitting a unique continuous disintegration.
We now present lower bounds (Section 4.1) and upper bounds (Section 4.2) for the conditioning operator in the context of measures admitting unique continuous disintegrations. The latter makes use of key results in Section 2 pertaining to Tjur points.
4.1. Lower Bound. The following proposition amounts to a relativized version of the main results of [AFR10] , which demonstrates that the conditional distribution of a computable random variable given another need not be computable. We thank an anonymous referee for suggesting a construction that greatly simplified the following proof. Proof of Claim. By Corollary 3.18, it suffices to prove that µ k is computable from y on a Lebesgue-almost-decidable basis which is computably closed under finite unions uniformly in k and for which the union map is computable. Let i, j, m ∈ N with i < j ≤ 2 m , let
be an open interval with dyadic end points, and let J be the collection of all finite disjoint unions of such sets, indexed in the obvious way. Then J is a basis of continuity sets with respect to any measure absolutely continuous with respect to Lebesgue measure. It is straightforward to show that J is moreover a Lebesguealmost-decidable basis. Uniformly in m ∈ N, the functions f m , f ∞ are computable and so their definite integrals over J are uniformly computable. It follows that µ k J i,j,m is computable, uniformly in i, j, k, m, for every m in the set {m ∈ N : m ≥ ι(k)}, which is itself a computable element of O(N) from y, uniformly in k. It suffices to show that µ k J i,j,m is computable, uniformly in i, j, k, m for every m in the set {m ∈ N : m < ι(k)}, which is also a computable element of O(N) from y, uniformly in k. To see this, note that, for m < ι(k),
completing the proof of the claim.
We now define µ as the measure on N × [0, 1] such that µ({n} × ·) is the measure having density g n with respect to Lebesgue measure, where
By construction n∈N g n (x) = 1 for every x ∈ [0, 1], and so µ is a probability measure with supp(π 2 [µ]) = [0, 1]. Note that these measures are easily seen to be uniformly computable in y from Claim 4.2, and so, again by Corollary 3.18, it follows that µ is computable. It follows from an application of Bayes' rule that the disintegration of µ along its second coordinate agrees almost everywhere with the map κ : [0, 1] → M 1 (N) given by κ(z){n} = g n (z).
(4.4)
Clearly, κ is continuous, and because π 2 [µ] has full support, κ is the unique continuous disintegration.
In summary, we have described a computable map C (N, S) → C N,[0,1] sending a function x to a measure µ admitting a unique continuous disintegration. Take K to be a realizer for this map. We now show how to compute x as an element in C (N, B) from κ, which gives a realizer H such that H • G • K EC for any G C N, [0, 1] .
Note that, by Equation (4.4), the function g k is computable from κ, uniformly in k. It follows that the functions f ι(k) are computable from κ, uniformly in k. Observe that
It follows that x(k) is computable from κ, uniformly in k, as desired.
Recall that D denotes the operator
We thank an anonymous referee for suggestions that simplified the following proof. Proof. Let α : N → [0, 1] be some canonical computable injective map. In particular, assume there exists a computable map φ : 
Upper Bound.
We now make use of results about Tjur points from Section 2.1. Recall that for a computable metric space S and µ ∈ M 1 (S), we have defined O µ (S) to be the collection of µ-continuity sets in O(S).
Lemma 4.4. For any computable metric space S, the function taking µ ∈ M 1 (S) and H ∈ O µ (S), satisfying µ(H) > 0, to the probability measure µ H is computable.
Proof. Let A ∈ O(S). Because H ∈ O(S), we have A ∩ H ∈ O(S) and so µ(A ∩ H) ∈ R ≺ . But, by Lemma 3.15, µ(H) ∈ R is computable from H, and so µ H (A) = µ(A∩H) µ(H) , viewed as an element of R ≺ , is is computable from H and A, because division of an element of R ≺ by an element of R \ {0} is computable.
Recall that π 2 : S × T → T denotes the projection map.
Corollary 4.5. Let S and T be computable metric spaces, let µ ∈ M 1 (S × T ), let µ T be its projection onto T , and let U ∈ O µ T (T ) be a µ T -continuity set with µ T (U ) > 0. Then µ U π 2 = µ S×U is computable from µ and U . Proof. We have µ(S × U ) = µ T (U ) > 0. Moreover, µ(∂(S × U )) = µ T (∂U ) = 0, and so S × U ∈ O µ (S × T ). It follows that µ S×U is computable by Lemma 4.4. Proposition 4.6. For any two computable metric spaces S and T , we have
(4.6)
Proof. By Lemma 3.24, the operator EC is a cylinder. Hence by Lemma 3.22, it suffices to show that D S,T ≤ W EC. Let µ ∈ C S,T , let µ T be its projection onto T , and let d M 1 denote the (computable) metric on M 1 (S). By Lemma 3.19, we can compute a µ-continuous basis B from µ. By Corollary 4.5, µ B(n) π 2 ∈ M 1 (S) is computable from µ, uniformly in n, and so, the set F of those triples (m, n, k) such that
As an element of C (N × N, S), note that ξ is computable from I and F . Let K be the map taking µ to ξ, and defineξ ∈ C (N × N, B) byξ := (EC •K)(µ). Because µ ∈ C S,T , by Proposition 2.9 every point of T is a Tjur point for µ along π 2 . Let t ∈ T . As t is a Tjur point, for every k ∈ N, there is some n k ∈ N such that ξ(n k , k) = 0 and t ∈ B(n k ). Further, for such an n k we have
. By construction ofξ, the sequence ν is a rapidly converging Cauchy sequence converging to µ t and so µ t is computable from ν by the definition of a computable metric space.
In summary, there is a computable map taking the tuple ((µ,ξ), t) to µ t . Let H be the corresponding "curried" map taking the pair (µ,ξ) to the map t → µ t , which is also computable. Then H satisfies D S,T = H • id, EC •K . 
The disintegration of specific distributions
In the previous section, we considered the disintegration operator on the space of measures for which the disintegration operator is continuous (and hence computable from a single real). In this section, we consider the possible Weihrauch degrees of disintegrations which may not be continuous. We will show that there exist individual disintegrations that are themselves strongly Weihrauch equivalent to Lim. 5.1. Definitions. In order to study disintegration in the context of probability measures that do not necessarily admit continuous disintegrations, we work with the notions developed by Fraser and Naderi based on the Vitali covering property, as described in Section 2.2.
Definition 5.1. Let T be a computable metric space and let µ be a probability measure on T . A class V ⊆ B T of µ-continuity sets has the strong Vitali covering property with respect to µ when (1) it has the Vitali covering property with respect to µ and (2) there exists a multi-valued map U : T ⇒ C (N, O µ (T )), computable relative to µ, such that, for every x ∈ T , there is a sequence E i i∈N converging regularly to x with respect to µ such that U (x)(n) ⊆ E n and µ(U (x)(n)) = µ(E n ), (5.1) for every n ∈ N.
The following is an important example of a collection of sets with the computable Vitali covering property.
Lemma 5.2. If T is a computable ultrametric space then the collection of open balls has the computable Vitali covering property with respect to any measure on T .
Proof. By Proposition 2.17 we know that the collection of open balls has the Vitali covering property. However if T is a computable metric space then we can computably find a map that takes each element x in T to a sequence of open balls that converges regularly to x.
Similarly, for R n , the collection of closed sets also has the computable Vitali covering property with respect to Lebesgue measure.
Definition 5.3. Let S and T be computable metric spaces, let µ ∈ M 1 (S × T ), let µ T be its projection onto T , and let V ⊆ B T be a class of µ T -continuity sets having the computable Vitali covering property with respect to µ T . Define D S,T (µ, V ) to be the map sending t ∈ T to ι 1 (µ t π 2 ,V ), where µ t π 2 ,V is as defined in Proposition 2.14 and ι 1 is as defined after Definition 2.10.
Remark 5.4. Observe that, by Proposition 2.14, D S,T (µ, V ) is equal to the composition of the map ι 1 with a disintegration of µ along π 2 .
Remark 5.5. By Lemma 2.7, we see that, for every µ ∈ C S,T and class V ⊆ B T of π 2 [µ]-continuity sets having the computable Vitali covering property, D S,T (µ, V ) = D S,T (µ).
Upper Bound.
Proposition 5.6. Let S and T be computable metric spaces, let µ ∈ M 1 (S × T ) be computable, let µ T be its projection onto T , let V ⊆ B T be a class of µ T -continuity sets with the strong Vitali covering property, and assume that D S,T (µ, V ) is total. Then there exists a computable map K :
In particular,
Proof. Note that, if µ T (H) = µ T (H ) > 0 and H ⊆ H, then µ H π 2 = µ H π 2 . Now, let t ∈ T . By the strong Vitali covering property, we may compute from t an element U ∈ C (N, O µ (T )) such that ν(n) := µ En π 2 = µ Un π 2 for all n ∈ N, where E i i∈N is some sequence of elements of V converging regularly to t with respect to µ T . By Corollary 4.5, ν(n) is computable from t, uniformly in n. By Definition 5.3, the limit of ν exists and is D S,T (µ, V )(t). Take K to be the map sending t to ν. There is then a computable injection i : I → 2 ω which takes each element to its binary representation. Further I is a Lebesgue measure one subset of [0, 1] and Lebesgue measure on 2 ω is the pushforward of Lebesgue measure on I along i. Let C = 2 ω × 2 ω , which is an computable ultrametric space (i.e. a computable metric space where the metric is an ultrametric). Then N × C can be viewed as a computable ultrametric space as well. Let V C be the collection of open balls in C. Note that, by Proposition 2.17, the class V C has the Vitali covering property with respect to any measure. Because every open ball in an ultrametric space is a continuity sets with respect to every measure, it is also immediate that V C has the strong Vitali covering property with respect to every measure.
Write a n ∼ b n when an bn → 1 as n → ∞. The proof of the next proposition follows a suggestion from an anonymous referee and is significantly simpler than the original one presented.
Proposition 5.7. There is a computable distribution µ ∈ M 1 (N × C) such that its disintegration D N,C (µ, V C ) (along the projection π : N × C → C) exists everywhere and satisfies EC ≤ sW D N,C (µ, V C ). Further, for each x ∈ C (N, S) we have µ x (I) = 1. This implies that the map µ x → µ I x is computable and also that for each x ∈ C (N, S), the measure µ I
x admits a total continuous disintegration along the projection N × I → I with µ y x = (µ I x ) y for all y ∈ I.
Let η x = i[µ I x ], be the pushforward of µ I x along i. Note there is a map α that takes an open ball B in 2 ω to an open ball α(B) ⊆ i −1 (B) ⊆ I such that for all x ∈ 2 ω , ν x (B) = µ I x (α(B)). As such, the map µ I x → η x is computable and so the map x → η x is also computable. Further it is immediate that for every y ∈ I, i(y) is a Tjur point (for the projection map onto 2 ω ) and η , (5.7)
provided the limit exists.
Claim 5.8. For every ρ-faithful s ∈ 2 ω , we have lim n→∞ µ(A×B s n ) µ(N×B s n ) = ν ρ(s) (A). Proof of Claim. Let s ∈ 2 ω be ρ-faithful, let x ∈ C (N, S) be the image of s under ρ, and let k ∈ N. For every n ∈ N, let E n = {s ∈ [s n ] : ρ(s )(k) = x(k)} and note that where the first inequality follows from the ρ-faithfulness of s and a union bound on the event that 0(1 k 0) n+i appears at position n + i for some i ∈ N. Therefore, in general, Now let x ∈ C (N, S). From x, we can, by assumption, compute a ρ-faithful element s ∈ 2 ω such that ρ(s) = x. Let K be a realizer for the map taking x to (0 ω , s) ∈ C. By the above claim, the image of (0 ω , s) under κ is ν x , and so the composition G • K is a realizer for the map taking x to ν x . Finally, the map realized by H above takes ν x to x as an element of C (N, B) , completing the proof.
