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Image data compression provides a means for efficient storage and 
transmission of digitized industrial radiographs and can result in 
significant cost savings when the amount of data involved is large. 
Image compression methods are generally classified into two categories: 
lossless and lossy. In lossless compression, the image data are 
compressed in such a way that exact reconstruction of the original 
images is possible. But, the compression factors obtained are generally 
low and image dependent i.e., they cannot be fixed. In lossy 
compression, some amount of distortion is introduced in the 
reconstructed images. The compression factors are however larger and can 
be fixed irrespective of the activity levels of the images. 
One way to exploit the advantages of both categories of methods is to 
segment an image into noncritical and critical portions, compress the 
noncritical portion using a lossy method to a high degree (with some 
loss of information) and the critical portion losslessly (without any 
loss in information). Such a hybrid approach can achieve a high overall 
compression factor while reconstructing the critical portion of the 
image exactly. The variability in the achievable compression factor is 
also reduced by this approach as compared to that of lossless methods. 
Of course, the hybrid approach is feasible only in situations where the 
images are amenable to segmentation into noncritical and critical 
portions. 
In this paper, we report on the application of the above hybrid 
approach for the compression of industrial radiographs. The radiographs 
were obtained from Martin Marietta Corporation and include welded 
sections of space shuttle fuel tanks for nondestructive inspection of 
weld quality. In each radiograph the weld bead forms the critical 
portion of the image and accounts for 20-25% of the data. An automatic 
segmentation algorithm was used to partition the radiograph into 
critical and noncritical portions. The critical portion was compressed 
using a lossless method based on Walsh-Hadamard Transform (WHT). Two 
different lossy methods were used to compress the noncritical portion, 
one based on Discrete Cosine Transform (DCT) and the other based on 
Differential Pulse Code Modulation (DPCM) and Vector Quantization (VQ). 
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In the next section we briefly describe the lossless compression 
method. The two lossy compression methods are then discussed in the 
subsequent section. In the last section, the results of compression 
experiments performed on two typical radiographs are given. 
COMPRESSION OF CRITICAL AREAS 
A detailed description of the method used to compress the critical 
portion of a radiograph losslessly can be found in [1]. We provide a 
brief account of the method here. The given image is first decorrelated 
by dividing it into blocks of 8x8 and applying Walsh-Hadamard transform 
to each block. Further decorrelation is achieved by predicting each 
coefficient within a transformed block using the corresponding 
coefficients in the neighboring blocks and forming the prediction error. 
A source model with several contexts and the arithemetic coding 
technique are then used to compress the decorrelated image pixels. The 
contexts of the source model are selected based on the position of a 
transform coefficient within a block and its predicted value. Statistics 
under each context are estimated by using the cumulative adaptive 
approach. Since the decorrelation and the statistics gathering 
operations are causal, the decompressor can build a model identical to 
that of the compressor and recover the original image pixels exactly. 
COMPRESSION OF NONCRITICAL AREAS 
All compression algorithms exploit the high degree of correlation that 
exists between adjacent pixels of an image. This means that the 
probability of any given pixel having an intensity similar to those in 
the immediate neighborhood is extremely high. The intensity value of any 
pixel can therefore be predicted with reasonable accuracy based on the 
intensity va lues of the neighboring pixels. This implies that 
transmission or storage of images in their original form is inefficient. 
In order to improve the efficiency of image representation, the 
redundant information in the pixels due to interpixel correlation has to 
be removed. In the frequency domain, interpixel correlation exhibits 
itself as high energy low-frequency components. Masking of high-
frequency components will therefore reduce the information content of an 
image only marginally. This is particularly true in case of industrial 
radiographs which are characterized by large sections of uniform 
intensity pixels. 
We consider here two different techniques for decorrelating the 
noncritical portion of an image, one that uses Discrete Cosine Transform 
-- frequency domain approach, and the other that uses Differential Pulse 
Code Modulation -- spatial domain approach. 
Frequency Domain Approach 
The schematic block diagram of the DCT based compression method is 
shown in Fig.l. The image is first partitioned into contiguos blocks of 
dimension NxN, e.g.,16x16 or 8x8. The DCT is then applied to each of 
these blocks separately and the resulting transform coefficients are 
quantized. The number of levels of quantization used (i.e., the number 
of bits allocated) for each coefficient depends on its energy. Some low 
energy coefficients which are typically high-frequency components are 
allocated zero bits, i.e., they are simply discarded. The quantized 
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coefficients in coded representation form the compressed data. In 
decompressing the image, the quantized coefficients are inverse 
transformed (IDCT) block by block to obtain an approximation to the 
original image. The loss of information in the quantization process 
causes the distortion in the reconstructed image. 
The DCT and IDCT of an image block can be defined respectively as [2] 
F C f Ct (1 ) 
f C F Ct (2) 
where 
f is the NxN image block in the spatial domain, 
C [ ckn ] is the transform matrix, 
Ct is the transpose of C, and 
F is the frequency domain representation of f. 
The elements of C are defined as: 
k=O, O:5;n :5;N-l 
(3) 
..J(2/N) cos [x (2n+1) k/2N] 1:5; k :5; N-1, 0 :5; n :5; N-1 
The optimum allocation of bits to the different coefficients within a 
block is given by the expression [3] 
(4) 
where 
Ri is the number of bits allocated to the ith coefficient, 
R is the average number of bits per coefficient, 
cri2 is the variance of the ith coefficient, and 
1/N2 
(TIcr2J,) is the geometric mean of the coefficient variances. j 
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Fig,l Frequency domain approach 
759 
The coefficient variances can be estimated from the transformed data 
of some typical images. The desired compression factor determines the 
value of R. The use of (4) in computing the number of bits allocated to 
a coefficient typically results in areal (i.e., noninteger) quantity. 
An iterative procedure based on (4) that allocates integer numbers of 
bits to coefficients has been described in [4J. This procedure was used 
to build bit allocation tables employed by both the compressor and 
decompressor. 
Spatial Domain Approach 
In the spatial domain approach, removal of interpixel correlation is 
mainly achieved through causal linear prediction, i.e., prediction of 
the current pixel value using the intensity information of a finite 
number of preceding pixels. Due to high interpixel correlation, such a 
prediction will be reasonably accurate and a significant amount of data 
compression can be achieved by quantizing only the error between the 
actual value of the pixel and its predicted value. This compression can 
be further enhanced by vector quantizing the error values instead of 
using simple scalar quantization. Vector quantization (vQ) is a 
technique in which parameters are quantized in a group rather than as 
isolated quantities. In the present context, the parameters are the 
error values which result from the application of the DPCM algorithm to 
the input image. According to Rate Distortion theory, VQ should 
inherently provide a better performance than scalar quantization [5J. 
Fig.2 shows the schematic block diagram of the DPCM based compression 
method. The image is first partitioned into contiguous blocks of 
dimension NxN, e.g., 4x4. Each image block is then compared with 
reconstructed blocks obtained using vectors of error values from a 
codebook and the linear prediction algorithm. The mean squared error 
(MSE) between the image block and the reconstructed blocks is 
calculated. The index of the codebook vector that results in a minimum 
MSE is transmitted as the channel symbol. In decompressing the image, 
the codebook vector corresponding to the received index and the linear 
prediction algorithm are used to reconstruct the correponding image 
block. 
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The prediction equation used in the DPCM algorithm and the resulting 
error value can be expressed as 
u[i,j] = a.u[i-l,j] + b.u[i,j-l] - c.u[i-l,j-l] (5) 
and 
e [i, j] u[i,j] - u[i,j] (6) 
where 
u[i,j] is the actual pixel value at the ith row & the jth column, 
u[i,j] is the predicted pixel value, 
u[i,j] is the reconstructed pixel value, 
e[i,j] is the actual prediction error, and 
a,b and c are the multiplier weights. 
The reconstruction of an image pixel is accomplished by 
u[i,j] = u[i,j] + e[i,j] (7) 
where e[i,j] is the (vector)quantized value of e[i,j]. 
The codebook of quantized error vectors was obtained by applying the 
weil known LBG algorithm [6] to blocks of actual error values. 
EXPERIMENTAL RESULTS AND DISCUSSION 
The proposed hybrid approach to image compression was evaluated 
experimentallyon several digitized industrial radiographs. The images 
used were of size 1024xl024 with gray levels ranging from 0 - 2047 
corresponding to 11 bit quantization. 
It was observed in these radiographs that the critical areas accounted 
for about 20-25% of the total area while 75-80% was made up of 
noncritical background areas. The noncritical areas were subjected to 
lossy compression with two different compression factors(16 & 32) and 
two different block sizes(8x8 & l6x16) in the frequency domain approach. 
A compression factor of 24 and a block size of 4x4 were used in the 
spatial domain approach. 
It was observed in general that the frequency domain approach resulted 
in very good reconstructions under subjective evaluation but was not 
favourable under objective evaluation (SNR). The spatial domain 
approach, from a strictly objective point of view was superior (and more 
time eonsuming) than the frequaney domain approach. 
The compression results obtained for two typical radiographs are shown 
in the Table I. The noncritical areas of these images were compressed 
using a eompression factor of 16 and a block size of 8x8 in the 
frequency domain approach and using a compression factor of 24 in the 
spatial domain approach. The critical areas were compressed losslessly 
using the WHT based method. The original and reconstructed versions of 
these images are shown in Fig.3. 
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Fig. 3. (a) Original image 1024 x 1024, (b) DCT reconstruction Compression 
ratio critical - 2.56:1, noncritical - 16:1, (c) DPCMVQ recon-
struction Compression r ation critical -2.56:1, noncritical - 24:1. 
'l'able I 
IMAGE % area Comp.factor Overall SNR 
(critical (lossless Comp. factor (noncritical) 
portions) method) DCT(16:1) DPCM (24: 1) DCT DPCM 
roi24 20.3 2.56 10.7 13.1 40.21 34.14 
roi10 26.6 2.78 9.3 10.9 46.65 38.25 
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