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Abstract
We discuss an extension of the (massless) Thirring model describing interacting
fermions in one dimension which are coupled to phonons and where all interactions
are local. This fermion-phonon model can be solved exactly by bosonization. We
present a construction and solution of this model which is mathematically rigorous
by treating it as a continuum limit of a Luttinger-phonon model. A self-contained
account of the mathematical results underlying bosonization is included, together
with complete proofs.
1 Introduction
Exactly solvable models have played an important role in the history of condensed mat-
ter physics. A famous example is the Luttinger model [24, 37, 38] solved in an important
paper by Mattis and Lieb [27]. The key to this solution is a collection of mathematical
results commonly known as bosonization (another common name is boson-fermion cor-
respondence). In the case of the Luttinger model, bosonization is particularly powerful:
not only all energy eigenstates and eigenvalues but any quantity of physical interest can
be computed exactly by analytical means; see [18] and references therein. Moreover, as
shown in [25], a non-trivial limit of this solution of the Luttinger model is equivalent to
Johnson’s solution [19] of the massless Thirring model [37].
Bosonization is today a standard tool in condensed matter physics, and it has allowed
physicists to obtain interesting results even in situations where exact solutions are not
available. However, it is not always easy to judge the mathematical status of such results
in the physics literature. One difficulty is that bosonization has a complicated history,
and papers developing its mathematical foundations were written with a focus on other
applications, notably the representation theory of infinite dimensional Lie algebras and
string theory; see e.g. [4, 6, 13, 20, 29]. There exist excellent reviews and textbooks on
∗Electronic address: langmann@kth.se
†Electronic address: pmoosavi@kth.se
1
ar
X
iv
:1
50
3.
01
83
5v
3 
 [m
ath
-p
h]
  3
 D
ec
 20
15
2 1 Introduction
bosonization in the condensed matter physics literature, including [11, 14, 15, 17, 22, 32,
33, 35, 36, 39, 41], which provide the reader with practical knowledge on how bosonization
is used in applications. However, to our knowledge, the existing literature lacks a self-
contained account of all mathematical details needed to promote formal bosonization
results in condensed matter physics to rigorous mathematical statements. One aim of
the present paper is to fill this gap, and for this we combine different approaches found
in the mathematics literature [6, 20, 34].
We discuss a model of interacting fermions coupled to acoustic phonons which can be
solved exactly by bosonization. Our program is to develop all mathematical tools which
are needed to give this result, known in the condensed matter physics literature for a
long time [8, 12, 40], a rigorous mathematical foundation. In particular, we include a
self-contained account of bosonization, where we try to remain close to how bosonization
is used in condensed matter physics, but, at the same time, also address the relevant
functional analytic issues.
The fermion-phonon model we consider is (formally) defined on the real line R by
the Hamiltonian1
H =
∫
dx
(
vF
∑
r=±
:ψ†r(x)r (−i∂x)ψr(x): +
1
2
:
(
ΠP (x)
2 + v2P [∂xΦP (x)]
2
)
:
+ λ :ψ†+(x)ψ+(x): :ψ
†
−(x)ψ−(x): + g
∑
r=±
:ψ†r(x)ψr(x):∂xΦP (x)
)
(1.1)
with fermion fields ψ
(†)
± (x) satisfying canonical anticommutation relations (CAR):{
ψr(x), ψ
†
r′(y)
}
= δr,r′δ(x− y),
{
ψr(x), ψr′(y)
}
= 0, (1.2)
and phonons described by Hermitian boson fields ΦP (x) and ΠP (x) satisfying canonical
commutation relations (CCR):[
ΦP (x),ΠP (y)
]
= iδ(x− y), [ΦP (x),ΦP (y)] = [ΠP (x),ΠP (y)] = 0, (1.3)
and which commute with the fermion fields. The colons in (1.1) indicate (Wick) normal
ordering. The fermion-phonon model has four parameters: the Fermi velocity vF > 0,
the phonon velocity vP > 0 with vP < vF (typically vP  vF ), the fermion-fermion
coupling constant λ, and the fermion-phonon coupling constant g. As will be shown, if
the coupling constants are in the range
λ < 2pivF , 2 (g/vP )
2 < 2pivF + λ, (1.4)
then this model can be constructed and solved by bosonization. (If these conditions are
not fulfilled, the model describes an unstable system.)
We note that, in our approach to the fermion-phonon model, we follow previous work
on the construction and exact solution of a two-dimensional interacting fermion model
1The notation used here is common in the physics literature but suppresses mathematical details.
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by bosonization in [9]; see [10] for a review. However, these papers only stated the
mathematical results underlying bosonization, and thus one motivation for the present
paper is to provide self-contained proofs of these results.
The fermion-phonon model in (1.1)–(1.4) is interesting since it has zero-temperature
phase transitions to charge-density-wave and superconducting states, and its phase di-
agram can be determined from certain fermion four-point correlation functions [8, 40].
From a mathematical point of view, this model is an extension of the massless Thirring
model, which (essentially) corresponds to the limiting case g = 0. However, as opposed
to this limiting case, the fermion-phonon model is not relativistically invariant, which is
obvious since its correlation functions depend on two different velocities v˜F and v˜P ; see
(1.5) below. Nevertheless, as will be discussed, this model shares many properties with
relativistically invariant quantum field theory models. Since many effective low-energy
models in condensed matter physics happen to be relativistically invariant, this is an
interesting counterexample.
As a further motivation of the bosonization techniques presented in this paper, we
mention recent mathematical work on bosonization based on functional integral tech-
niques; see e.g. [2] and references therein. These methods allow for treating even models
which need not be exactly solvable, but they have been restricted, up to now, to models
with fermions only. It would be interesting to extend these results to models where
fermions are coupled to bosons. We hope that the results in the present paper can serve
as a useful guide in this direction.
As will be shown, the fermion-phonon model can be made mathematically precise
by introducing cutoffs L > 0 and a > 0, which have the physical interpretation as sys-
tem size and interaction range, respectively. The regularized model thus obtained is an
exactly solvable extension of the Luttinger model. To obtain the correlation functions
for the model in (1.1)–(1.4), one has to pass to both the continuum limit a → 0+ and
the thermodynamic limit L → ∞; this is a generalization of the limit in [25] where the
Thirring model is constructed from the Luttinger model. As will be shown, the contin-
uum limit is non-trivial in that it requires additive and multiplicative renormalizations.
However, passing to these limits simplifies the correlation functions significantly, and
physical arguments suggest that the result is universal in the following sense: the phys-
ical properties of the fermion-phonon model at intermediate distances do not depend
on the regularization, i.e. on short-distance details. For example, after multiplicative
renormalization, the fermion two-point correlation functions we obtain in these limits
are
〈ψr(t, x)ψ†r′(0, 0)〉 = δr,r′
1
2pi`
∏
X=F,P
(
i`
rx− v˜Xt+ i0+
)ρ2X ( i`
−rx− v˜Xt+ i0+
)σ2X
(1.5)
with parameters v˜F , ρ
2
F , σ
2
F and v˜P , ρ
2
P , σ
2
P determined by the model parameters (see
Proposition 4.4); ` > 0 is an arbitrary length parameter introduced by the multiplicative
renormalization.
The rest of the paper is organized as follows. The collection of mathematical results
known as bosonization are presented and proved in Sections 2 and 3. For this we use an
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infrared cutoff L > 0 corresponding to the length of space, i.e. the real line R is replaced
by the interval [−L/2, L/2]. These results are used in Section 4 to construct and solve
the fermion-phonon model described above. Section 5 contains concluding remarks. In
order to abbreviate our formulas certain variables are reserved to belong to specific sets
as given by the following table:
Variables Set
r, r′ {+,−}
x, x′ [−L/2, L/2]
k, k′ (2pi/L)(Z+ 1/2)
p, p′ (2pi/L)Z
X,X ′ {F, P}
We also use the convention that sums over variables in this table range over all allowed
values, unless specified otherwise. These and other conventions are summarized in Ap-
pendix A. In Appendix B we give a summary of the results in the paper using a notation
common in the physics literature, in order to connect our results with the latter. It
also contains comments on the history of bosonization. Results from functional analysis
which we need are collected in Appendix C.
2 From fermions to bosons
The results referred to as bosonization state that two different quantum field theory
models, one describing fermions and the other bosons, are actually the same. There are
two approaches to this: one can start with the fermions and construct the bosons, or one
can start with the bosons and construct the fermions (see Figure 1). Regardless of this
choice, the same collection of results is obtained in the end. In our opinion, the second
approach is simpler from a mathematical point of view. The first approach is, however,
more natural from the point of view of condensed matter physics, and this is why we
follow it in this paper; see e.g. [5, 35] for the second approach.
BosonsFermions
Figure 1: Symbolic illustration of bosonization.
The present section is concerned with the construction of the bosons from the
fermions; the reconstruction of the fermions from the bosons is addressed in Section 3.
We remind the reader that some notational conventions used throughout this paper are
explained in Appendix A.
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2.1 Fermion Fock space and Hamiltonian
Our first aim is to construct a Hilbert space F , the so-called fermion Fock space, giv-
ing a precise mathematical meaning to the quantum field theory model defined by the
Hamiltonian2
H0 ≡
∑
r
∑
k
2pi
L
rk :ψˆ†r(k)ψˆr(k): (2.1)
for r = ± and k ∈ (2pi/L)(Z + 1/2), with fermion field operators ψˆr(k) and ψˆ†r(k) ≡
ψˆr(k)
† characterized by the CAR{
ψˆr(k), ψˆ
†
r′(k
′)
}
=
L
2pi
δr,r′δk,k′ ,
{
ψˆr(k), ψˆr′(k
′)
}
= 0. (2.2)
The physical requirement underlying this construction is that H0 must have a ground
state. This is ensured by requiring that there is a distinguished element Ω in F , the
so-called vacuum, which satisfies
ψˆr(rk)Ω = ψˆ
†
r(−rk)Ω = 0 ∀k > 0 (2.3)
and is normalized, i.e. 〈Ω,Ω〉 = 1, where 〈·, ·〉 is the inner product in F . The Hilbert space
F is fully determined by these conditions, and it is such that H0 defines a self-adjoint
operator on F bounded from below. We now recall how this can be substantiated.
To construct F we use fermion creation operators c†r(k) satisfying the conditions:{
cr(k), c
†
r′(k
′)
}
= δr,r′δk,k′ ,
{
cr(k), cr′(k
′)
}
= 0, cr(k)Ω = 0, (2.4)
with cr(k) = c
†
r(k)
† and a normalized state Ω ∈ F . Assuming that c(†)r (k) are operators
on F , one can construct other states in F as follows:
c†+(k1) · · · c†+(kN+)c†−(k′1) · · · c†−(k′N−)Ω for k1 > . . . > kN+ , k′1 > . . . > k′N− , (2.5)
where N± are non-negative integers. Using the relations in (2.4), it is straightforward to
prove by induction over N+ and N− that these states are orthonormal. Let DF denote
the vector space of all finite linear combinations of the states in (2.5). This set forms a
pre-Hilbert space, and F is obtained from DF by norm-completion; see e.g. [30].
We find it convenient to introduce the following notation for the states in (2.5):
ηFn ≡
(
⇀∏
r,k
c†r(k)
nr(k)
)
Ω, nr(k) ∈ {0, 1}, (2.6)
where only finitely many of the quantum numbers nr(k) are non-zero and n denotes the
infinite vector (nr(k))r,k. The arrow over the product symbol indicates that the fermion
operators are ordered as in (2.5).
2This Hamiltonian corresponds to an important model in particle physics describing relativistic
fermions in 1+1 dimensions; cf. Remark B.1 in Appendix B.
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The above definitions allow us to write formulas in a compact way. For instance,
orthonormality and completeness of the states in (2.5) can be expressed as
〈ηFn , ηFn′〉 = δn,n′ ,
∑
n
ηFn 〈ηFn , ·〉 = I. (2.7)
Note that the states ηFn are common eigenstates of c
†
r(k)cr(k), i.e.
c†r(k)cr(k)η
F
n = nr(k)η
F
n (2.8)
(this follows from the CAR in (2.4) and the definition in (2.6)).
Remark 2.1. It is not difficult to construct a bijection between the set of quantum
numbers n and N to prove that the Hilbert space F thus constructed is separable. ♦
We are now ready to give a precise meaning to the model defined in (2.1)–(2.3). The
method we employ is construction by exact solution in the sense that self-adjointness of
the Hamiltonian is shown by constructing all its eigenstates and eigenvalues.
Using the relations in (2.4) it is easy to check that the operators
ψˆr(k) ≡

√
L
2pi cr(k) if rk > 0,√
L
2pi c
†
r(k) if rk < 0,
ψˆ†r(k) ≡ ψˆr(k)†, (2.9)
satisfy the relations in (2.2)–(2.3). Moreover, for the operators we consider, normal
ordering can be made precise as follows:
:A: ≡ A− 〈Ω, AΩ〉. (2.10)
This implies
:ψˆ†r(k)ψˆr(k): = sgn(rk)
L
2pi
c†r(k)cr(k), (2.11)
which allows us to cast the Hamiltonian in (2.1) in a manifestly positive-definite form:
H0 =
∑
r
∑
k
|k|c†r(k)cr(k). (2.12)
Remark 2.2. The CAR in (2.4) and the eigenvalue equation (2.8) imply that the fermion
operators c
(†)
r (k) are bounded on F with operator norm equal to unity, and thus c†r(k)
is the Hilbert space adjoint of cr(k). It follows that ψˆ
(†)
r (k) are also bounded operators.
This implies that the algebra generated by the fermion field algebra is a C∗-algebra,
which is the starting point of an elegant mathematical approach to fermion quantum
field theories; see e.g. [3]. However, to remain self-contained, we follow a more pedestrian
approach avoiding C∗-algebra techniques. ♦
From the equations above one can deduce several important properties of H0, which
we summarize as follows.
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Lemma 2.3. The Hamiltonian H0 in (2.1) defines a self-adjoint operator on F , and it
satisfies the following commutation relation on DF :[
H0, ψˆ
†
r(k)
]
= rkψˆ†r(k). (2.13)
Moreover, all states in (2.6) are eigenstates of H0 with corresponding eigenvalues
EFn ≡
∑
r
∑
k
|k|nr(k). (2.14)
In particular, Ω is the ground state of H0 with ground state energy zero: H0Ω = 0.
Proof of Lemma 2.3. The eigenvalue equation
H0η
F
n = E
F
n η
F
n (2.15)
follows from (2.8) and (2.12). This implies that H0 is a self-adjoint operator (this is a
consequence of a simple general result stated in Lemma C.3).
We note that the commutation relation in (2.13) is easily motivated by formal com-
putations using the definition of H0 in (2.1) and the CAR in (2.2) if we ignore normal
ordering. To make these computations precise we introduce a cutoff Λ > 0 and study
the regularized Hamiltonian
HΛ0 ≡
∑
r
∑
k
2pi
L
rk :ψˆ†r(k)ψˆr(k): Θ(Λ− |k|)
=
∑
r
∑
|k|≤Λ
2pi
L
rkψˆ†r(k)ψˆr(k) + EΛ,
(2.16)
where EΛ = (L/(2pi))Λ
2 +O(Λ) is a positive constant which diverges with increasing Λ.
The second equality is obtained using :ψˆ†r(k)ψˆr(k): = ψˆ†r(k)ψˆr(k) − (L/(2pi))Θ(−rk),
where Θ(·) is the Heaviside function (this is a simple consequence of the definitions).
Since the regularized Hamiltonian HΛ0 is a finite sum of bounded operators, it is
bounded, and thus commutation relations, etc., can be safely derived by formal compu-
tations using the CAR in (2.2). In particular, it is obvious that limΛ→∞HΛ0 = H0 on
DF (in a sense made precise in Definition C.5).
We now observe that, for each state ηFn in (2.6),[
H0, ψˆ
†
r(k)
]
ηn =
[
HΛ0 , ψˆ
†
r(k)
]
ηn (2.17)
independent of Λ for sufficiently large values. It follows that the result obtained by
formal computations is correct if interpreted as an identity on the domain DF (this
follows from a simple general result stated in Lemma C.6).
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Remark 2.4. Throughout this paper we use the same strategy to establish commutation
relations for unbounded operators A: we introduce a cutoff Λ > 0 and approximate A
by a family of bounded operators {AΛ}Λ>0 such that A = limΛ→∞AΛ. This strategy
is simple in that it avoids topological arguments to make precise mathematical sense of
such limits. To not have to repeat the same technicalities each time we use this strategy,
we state the precise definition of this limit, together with a simple abstract lemma, in
Appendix C; see Definition C.5 and Lemma C.6. ♦
2.2 Fermion densities
We now introduce the fermion densities
Jˆr(p) ≡
∑
k
2pi
L
:ψˆ†r(k)ψˆr(k + p): (2.18)
for p ∈ (2pi/L)Z, which we regard as a definition motivated by the Fourier transform of
the (formal) fermion densities :ψ†r(x)ψr(x): in the introduction (cf. (B.3) and (B.12)).
Proposition 2.5. The fermion densities Jˆr(p) in (2.18) are well-defined operators on
F mapping DF to DF . Moreover, they satisfy
Jˆr(p)
† = Jˆr(−p), (2.19)
Jˆr(rp)Ω = 0 ∀p ≥ 0, (2.20)
together with the following commutation relations on DF :[
Jˆr(p), ψˆ
†
r′(k)
]
= δr,r′ψˆ
†
r(k − p), (2.21a)[
H0, Jˆr(p)
]
= −rpJˆr(p), (2.21b)[
Jˆr(p), Jˆr′(p
′)
]
= rδr,r′
Lp
2pi
δp,−p′ . (2.21c)
In particular, the zero modes Jˆr(0) are self-adjoint operators, and all states in (2.6) are
eigenstates of Jˆr(0) with corresponding eigenvalues
qr,n ≡
∑
k
sgn(rk)nr(k). (2.22)
Proof. Using (2.9) one can write
Jˆr(0) =
∑
k
sgn(rk)c†r(k)cr(k), (2.23)
and thus (2.8) imply that the states in (2.6) are eigenstates of Jˆr(0) with eigenvalues
given by (2.22). This also proves that Jˆr(0) are self-adjoint operators (cf. Lemma C.3).
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It is easy to motivate (2.19) and the commutation relations in (2.21a)–(2.21b) by
formal computations using ψˆ†r(k) = ψˆr(k)† and the CAR in (2.2). However, the commu-
tation relation in (2.21c) is non-trivial (a formal computation suggests that it is zero),
and this highlights the need for precise arguments.
A potential difficulty with the fermion densities is that the sum on the r.h.s. in (2.18)
is infinite. As for H0 in Section 2.1 (recall Remark 2.4), we deal with this by introducing
regularized fermion densities
JˆΛr (p) ≡
∑
k
2pi
L
:ψˆ†r(k)ψˆr(k + p): Θ(Λ− |k + p2 |), (2.24)
where Λ > 0 is a cutoff and Θ(·) is the Heaviside function. Note that these operators
are bounded for Λ <∞ by the same argument as for HΛ0 in the proof of Lemma 2.3.
We use (2.9) to write, for all p > 0,
Jˆr(rp) =
∑
rk>0
c†r(k)cr(k + rp) +
∑
−p<rk<0
cr(k)cr(k + rp)−
∑
rk<−p
c†r(k + rp)cr(k),
Jˆr(−rp) =
∑
rk>p
c†r(k)cr(k − rp) +
∑
0<rk<p
c†r(k)c
†
r(k − rp)−
∑
rk<0
c†r(k − rp)cr(k).
(2.25)
This and (2.23) make manifest that all Jˆr(p) are well-defined operators mapping DF to
DF . It also proves (2.20) and implies that, for each state ηFn in (2.6),
Jˆr(p)η
F
n = Jˆ
Λ
r (p)η
F
n (2.26)
independent of Λ for sufficiently large values. Thus, limΛ→∞ JˆΛr (p) = Jˆr(p) on DF (in
the sense of Definition C.5). Since it follows from the definitions that JˆΛr (p)
† = JˆΛr (−p),
this implies (2.19).
Straightforward computations using the CAR in (2.2) imply[
JˆΛr (p), ψˆ
†
r′(k)
]
= δr,r′ψˆ
†
r(k − p)Θ(Λ− |k − p2 |). (2.27)
Acting with this identity on a fixed state ηFn , for fixed k and p, the r.h.s. is independent
of Λ for sufficiently large values. This proves the commutation relation in (2.21a) on DF
(cf. Lemma C.6).
To prove (2.21b) we use the CAR in (2.2) to compute[
HΛ0 , Jˆ
Λ′
r (p)
]
=
∑
k
2pi
L
r (kΛ − (k + p)Λ) ψˆ†r(k)ψˆr(k + p)Θ(Λ′ − |k + p2 |), (2.28)
where kΛ ≡ kΘ(Λ− |k|). As a simple consequence of the definition of normal ordering,
ψˆ†r(k)ψˆr(k
′) = :ψˆ†r(k)ψˆr(k
′): +
L
2pi
δk,k′Θ(−rk). (2.29)
10 2 From fermions to bosons
It follows that ψˆ†r(k)ψˆr(k+p) on the r.h.s. of (2.28) can be replaced by :ψˆ†r(k)ψˆr(k + p):
(this is obvious for p 6= 0, and it is also true for p = 0 since then the r.h.s. is identically
zero anyway). Acting with the identity thus obtained on a fixed state ηFn , for fixed p,
the r.h.s. becomes independent of Λ and Λ′ when both are sufficiently large, and this
implies (2.21b) (cf. Lemma C.6).
We are left to prove (2.21c). The case r 6= r′ is trivial, and we therefore only consider
the case r = r′. By straightforward computations,[
JˆΛr (p), Jˆ
Λ′
r (p
′)
]
=
∑
k
2pi
L
(
Θ(Λ− |k + p2 |)Θ(Λ′ − |k + p+ p
′
2 |)
−Θ(Λ′ − |k + p′2 |)Θ(Λ− |k + p′ + p2 |)
)
ψˆ†r(k)ψˆr(k + p+ p
′). (2.30)
The r.h.s. can be cast in a normal-ordered form by inserting (2.29). It is thus equal to a
sum of two terms: the first is equal to the r.h.s. in (2.30) but with ψˆ†r(k)ψˆr(k + p + p′)
replaced by :ψˆ†r(k)ψˆr(k + p+ p′): , and the second is the C-number term coming from
normal ordering. Acting with the identity thus obtained on a fixed state ηFn we find
that, for fixed p and p′ and sufficiently large Λ and Λ′, the contribution of the first term
is independent of the cutoffs and thus zero. The only remaining contribution is therefore
the second term:[
JˆΛr (p), Jˆ
Λ′
r (p
′)
]
ηFn = δp+p′,0
∑
k
(
Θ(Λ− |k + p2 |)−Θ(Λ− |k − p2 |)
)
Θ(−rk)ηFn (2.31)
assuming Λ′ > Λ, without loss of generality. For sufficiently large Λ, the r.h.s. in (2.31)
is independent of Λ and equal to δp+p′,0 (rpL/(2pi)) η
F
n . This implies the result (cf.
Lemma C.6).
2.3 Bosons, charges, and Klein factors
In this section, the physical interpretation of the fermion densities Jˆr(p) as bosons (for
p 6= 0) and chiral charge operators (for p = 0) is explained. We also discuss how this
motivates the introduction of the Klein factors R± as charge-changing operators.
Consider operators b(†)(p) defined for p 6= 0 as follows:
b(p) ≡
−i
√
2pi
L|p| Jˆ+(p) if p > 0,
i
√
2pi
L|p| Jˆ−(p) if p < 0,
b†(p) ≡ b(p)†. (2.32)
Proposition 2.5 implies that these are well-defined and obey standard relations for boson
annihilation and creation operators on DF :[
b(p), b†(p′)
]
= δp,p′ ,
[
b(p), b(p′)
]
= 0, b(p)Ω = 0. (2.33)
The zero modes Jˆ±(0) play a special role as chiral charge operators, and the notation
Q± ≡ Jˆ±(0) (2.34)
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will sometimes be used to emphasize this. Indeed, they are self-adjoint operators with in-
teger eigenvalues (cf. Proposition 2.5) which, as discussed below, have a natural physical
interpretation as chiral charges.
Our aim is to generate the fermion Fock space F from the vacuum Ω using bosons.
However, since the zero modes Q± commute with the boson operators b(†)(p) and since
Q±Ω = 0 (cf. (2.21c) and (2.20)), the boson operators in (2.32) are not enough: they
can only generate states η with charge zero (Q±η = 0). This problem is solved by the
Klein factors R±, which are unitary operators on F commuting with all boson operators
but not with the zero modes:
QrRr′ = Rr′(Qr + rδr,r′). (2.35)
This implies that, if η is a zero-charge state (Q±η = 0), then R
q+
+ R
−q−
− η is a state with
charges (q+, q−):
QrR
q+
+ R
−q−
− η = qrR
q+
+ R
−q−
− η (2.36)
for all integer pairs (q+, q−), where R
−q
r ≡ (R†r)q for all integers q.
Remark 2.6. The picture above can be summarized as follows:
F =
⊕
(q+,q−)∈Z2
F (q+,q−), (2.37)
where F (q+,q−) is the subspace of F containing all states η such that Qrη = qrη, and the
unitary operator R
q+
+ R
−q−
− maps the zero-charge subspace F (0,0) bijectively to F (q+,q−).
The subspaces F (q+,q−) are known as charge sectors or superselection sectors. ♦
A construction of the Klein factors, together with proofs of properties needed in
practical computations, is given in Section 2.4; see Proposition 2.7. One important
result underlying bosonization is that the boson operators b†(p), together with the Klein
factors R±, generate F ; see Proposition 2.12.
In the remainder of this section we elaborate on the physical interpretation of Q± as
chiral charge operators. This interpretation is based on Dirac’s hole theory and can be
skipped without loss of continuity.
The model in (2.1)–(2.3) describes a system of fermions with one-particle states
labeled by pairs of quantum numbers (r, k) and with one-particle energies rk. The many-
body ground state Ω is a Dirac sea where all one-particle states with negative energy
are filled and all one-particle states with positive energy are empty; this is expressed by
(2.3), where the second relation is a consequence of the Pauli principle. The physical
interpretation of (2.9) is that ψˆ†r(k) is a creation operator for a particle if rk > 0 and an
annihilation operator for a hole if rk < 0. Similarly, ψˆr(k) is an annihilation operator
for a particle if rk > 0 and a creation operator for a hole if rk < 0. Moreover, the
quantum numbers nr(k) used to label the states in (2.6) correspond to the excitation
numbers of the one-particle states (r, k); the excitations are particles for rk > 0 and
holes for rk < 0. Finally, c†r(k)cr(k) are excitation-number operators with eigenvalues
equal to either 0 or 1 (this corresponds to the Pauli principle). It is natural, from a
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physical point of view, to assign charge numbers +1 to particles and −1 to holes (Dirac
proposed this interpretation in a particle physics context where the holes correspond to
antiparticles). This suggests to interpret Qr as an operator which measures the charge
of particles and holes with chirality r (cf. (2.23) and (2.34)).
It is also worth to mention a beautiful mathematical interpretation of the fermion
densities and the Klein factors as implementers of gauge transformations. This inter-
pretation clarifies that the Klein factors exist due to topological reasons; see the final
paragraph in Section 3.1.
2.4 Construction of the Klein factors
This section contains a construction of the Klein factors R±. We start with a summary
of the main results:
Proposition 2.7. (Klein factors) There exist unitary operators R± on F mapping
DF to DF and satisfying the commutation relations[
Jˆr(p), Rr′
]
= rδr,r′δp,0Rr, (2.38)[
H0, Rr
]
= r
pi
L
{
Jˆr(0), Rr
}
(2.39)
on DF , together with
R+R− = −R−R+. (2.40)
(A constructive proof is given further below.)
Note that (2.38) summarizes properties of the Klein factors mentioned in Section 2.3:
choosing p 6= 0, it implies that R± commute with the boson operators in (2.32), and
choosing p = 0, it implies (2.35) (recall that Qr ≡ Jˆr(0)).
The following corollary of Proposition 2.7 contains a list of identities which we state
for later reference:
Corollary 2.8. For all q± ∈ Z and c ∈ C, the following identities hold true:
R
q+
+ R
−q−
− = (−1)−q+q−R−q−− Rq++ , (2.41a)[
Qr, R
q+
+ R
−q−
−
]
= qrR
q+
+ R
−q−
− , (2.41b)
eicQrR
±q±
± = e
icqrδr,±R
±q±
± e
icQr (2.41c)
on DF , together with:
QrR
q+
+ R
−q−
− Ω = qrR
q+
+ R
−q−
− Ω, (2.42a)
H0R
q+
+ R
−q−
− Ω =
pi
L
(q2+ + q
2
−)R
q+
+ R
−q−
− Ω, (2.42b)
and
〈Ω, Rq++ R−q−− Ω〉 = δq+,0δq−,0. (2.42c)
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(The proofs of these identities are straightforward and thus omitted.)
It is interesting to note that the Klein factors can be fully characterized by the
following conditions:
R±ψˆ
(†)
± (k) ≡ ψˆ(†)± (k + 2piL )R±, R±ψˆ
(†)
∓ (k) ≡ −ψˆ(†)∓ (k)R±, (2.43)
R+Ω ≡
√
2pi
L ψˆ
†
+(
pi
L)Ω, R−Ω ≡
√
2pi
L ψˆ−(
pi
L)Ω. (2.44)
In our proof of Proposition 2.7 below we show that these conditions define unique oper-
ators with the stated properties.
Remark 2.9. Equation (2.43) is a simple example of a defining condition for an im-
plementer of a Bogoliubov transformation; see [31] for a unified construction of such
implementers. ♦
Remark 2.10. The conditions in (2.43)–(2.44) are not minimal [31] and are chosen so as
to allow for a simple proof. ♦
In our proof of Proposition 2.7 we make repeated use of the following technical result:
Lemma 2.11. Let C be a linear operator from DF to DF satisfying the following two
conditions: C commutes with all fermion field operators ψˆ
(†)
r (k), and CΩ = cΩ for some
constant c ∈ C. Then C = cI.
Proof. The first condition and (2.9) imply that C commutes with all operators c
(†)
r (k).
The action of C on a fermion state ηFn in (2.6) is then fully determined by its action on
Ω, and the second condition then implies that CηFn = cη
F
n . The assertion follows from
linearity.
Proof of Proposition 2.7. We rewrite the defining conditions of R± in terms of the op-
erators c
(†)
r (k) using (2.9). The identities in (2.43) take the following form:
Rrcr(k) =
{
c†r( piL)Rr if k = − piL ,
cr(k +
2pi
L )Rr otherwise,
Rrc
†
r(k) =
{
cr(
pi
L)Rr if k = − piL ,
c†r(k + 2piL )Rr otherwise,
Rrc
(†)
−r(k) = −c(†)−r(k)Rr, (2.45)
and (2.44) becomes
RrΩ = c
†
r(
pi
L)Ω. (2.46)
Using this, the action of R± on the fermion states ηFn in (2.6) can be computed, and the
result is obviously in DF . It then follows that (2.43)–(2.44) determine two unique linear
operators R± mapping DF to DF .
We now show that both RrR
†
r and R
†
rRr satisfy the conditions of the operator C
in Lemma 2.11 with the constant c = 1, which then implies unitarity: R†r = R−1r (cf.
Lemma C.4). By taking the adjoint of (2.43) and replacing k with k − 2piL we obtain
R†±ψˆ
(†)
± (k) = ψˆ
(†)
± (k − 2piL )R†±, R†±ψˆ
(†)
∓ (k) = −ψˆ(†)∓ (k)R†±, (2.47)
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which together with (2.43) implies that RrR
†
r and R
†
rRr commute with all fermion field
operators ψˆ
(†)
r (k). To check the second condition, we compute the inner product of R
†
rΩ
with the fermion states in (2.6). Using (2.45), (2.46), and the CAR in (2.4) we find
〈ηFn , R†rΩ〉 = 〈RrηFn ,Ω〉 =
{
1 if ηFn = c
†
r(− piL)Ω,
0 otherwise
(2.48)
(to see this, we observe that Rrc
†
r(− piL)Ω = cr( piL)RrΩ = cr( piL)c†r( piL)Ω = Ω and that no
other inner product can yield a non-zero result), which is only possible if
R†rΩ = c
†
r(− piL)Ω. (2.49)
It follows that R†rRrΩ = R†rc†r( piL)Ω = cr(− piL)R†rΩ = Ω and similarly RrR†rΩ = Ω. This
concludes the proof of the unitarity of the Klein factors.
We now turn to the commutation relation in (2.38). Using the defining properties of
the Klein factors in (2.43) and the regularized fermion densities in (2.24) to compute(
Rr′ Jˆ
Λ
r (p)R
†
r′ − JˆΛr (p)
)
η (2.50)
for an arbitrary η ∈ DF , one finds that this is equal to
δr,r′
∑
k
2pi
L
(
Θ(Λ− |k − 2piL + p2 |)−Θ(Λ− |k + p2 |)
)
ψˆ†r(k)ψˆr(k + p)η. (2.51)
The fermion bilinear above can be cast in a normal-ordered form by inserting (2.29),
and, by a similar argument as the one following (2.31), we conclude that (2.51) is equal
to
δr,r′
∑
k
(
Θ(Λ− |k − 2piL + p2 |)−Θ(Λ− |k + p2 |)
)
Θ(−rk)η = −rδr,r′η (2.52)
for sufficiently large Λ. This proves Rr′ Jˆr(p)R
†
r′−Jˆr(p) = −rδr,r′ on DF (cf. Lemma C.6),
which is equivalent to (2.38).
The commutation relation in (2.39) can be proved in a similar manner by showing
that H0 −RrH0R†r = r(pi/L)(Jˆr(0) +RrJˆr(0)R†r) on DF . For this we use (2.16), (2.24),
and (2.29) to compute(
HΛ0 −RrHΛ0 R†r − r
pi
L
[
JˆΛr (0) +RrJˆ
Λ
r (0)R
†
r
])
η
=
∑
k
(
2pi
L
r
(
k − piL
) (
Θ(Λ− |k|)−Θ(Λ− |k − 2piL |)
)
ψˆ†r(k)ψˆr(k)
+ r
pi
L
(
Θ(Λ− |k − 2piL |) + Θ(Λ− |k|)
)
Θ(−rk)
)
η (2.53)
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for an arbitrary η ∈ DF . As before, the fermion bilinear can be cast in a normal-ordered
form by inserting (2.29), and, by a similar argument as the one following (2.31), we find
that the r.h.s. in (2.53) is equal to
r
∑
k
(
kΘ(Λ− |k|)− (k − 2piL )Θ(Λ− |k − 2piL |))Θ(−rk)η = 0 (2.54)
for sufficiently large Λ, which proves the result (cf. Lemma C.6).
Finally, equation (2.40) can be proved by showing that R+R−R
†
+R
†
− satisfies the
conditions of the operator C in Lemma 2.11 with the constant c = −1. This implies
that R+R−R
†
+R
†
− = −I, and the result then follows by multiplication with R−R+ from
the right. Indeed, it is easily verified using (2.43) and (2.47) that R+R−R
†
+R
†
− commutes
with all fermion field operators ψˆ
(†)
r (k). Moreover, (2.45)–(2.46) and (2.49) imply that
R+R−R
†
+R
†
−Ω = c−(
pi
L)c+(
pi
L)c
†
−(
pi
L)c
†
+(
pi
L)Ω = −Ω, where the CAR in (2.4) was used in
the last step.
2.5 Boson-fermion correspondence
We are now ready to explain in which sense the fermion Fock space F is identical with a
boson Fock space. For this we recall the boson creation and annihilation operators b†(p)
and b(p) in (2.32). Since the Klein factors commute with the boson operators (this is a
simple consequence of (2.38)), all states R
q+
+ R
−q−
− Ω, where q± ∈ Z, constitute a possible
boson vacuum:
b(p)R
q+
+ R
−q−
− Ω = 0 ∀p 6= 0. (2.55)
This suggests to introduce boson states
ηBm ≡
∏
p 6=0
b†(p)m(p)√
m(p)!
Rq++ R−q−− Ω, q± ∈ Z, m(p) ∈ N0, (2.56)
where m is short for the vector ((m(p))p 6=0 , q+, q−) and where only a finite number of
the quantum numbers m(p) are non-zero.
Our main result in this section is that the boson states in (2.56) comprise a complete
orthonormal basis in the fermion Fock space F :
〈ηBm , ηBm′〉 = δm,m′ ,
∑
m
ηBm〈ηBm, ·〉 = I. (2.57)
Orthonormality is easy to check (it follows from the commutation relations in (2.33),
the vacuum condition in (2.55), and the unitarity of the Klein factors). The non-trivial
part is therefore completeness.
Recall that DF is the vector space of all finite linear combinations of the fermion
states in (2.6). Since the boson creation operators b†(p) and the Klein factors map DF
to DF , it is clear that all boson states in (2.56) are in DF . The converse is also true:
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Proposition 2.12. The vector space of all finite linear combinations of the boson states
in (2.56) is identical with DF .
Our proof of Proposition 2.12 is based on the following:
Lemma 2.13. All boson states ηBm in (2.56) are eigenstates of the fermion Hamiltonian
H0 in (2.1) with corresponding eigenvalues
EBm ≡
pi
L
(
q2+ + q
2
−
)
+
∑
p 6=0
|p|m(p). (2.58)
Proof. The definition of the boson operators b(†)(p) in (2.32) and the commutation re-
lations in (2.21b) imply [
H0, b
†(p)
]
= |p|b†(p) ∀p 6= 0 (2.59)
on DF . This, together with (2.42b), yields the eigenvalue equation H0ηBm = EBmηBm.
Proof of Proposition 2.12. Let E be a fixed eigenvalue of H0. Denote by dimF (E) the
number of distinct fermion eigenstates ηFn such that E
F
n = E (cf. Lemma 2.3). Corre-
spondingly, denote by dimB(E) the number of distinct boson eigenstates η
B
m such that
EBm = E (cf. Lemma 2.13). It follows from (2.14) and (2.58) that both dimF (E) and
dimB(E) are finite.
We now prove that
dimF (E) = dimB(E) (2.60)
for all eigenvalues E of H0. To this end, we introduce the generating functions
ZβX ≡
∑
E
dimX(E)e
−βE (X = B,F ) (2.61)
for some parameter β > 0, where the sum is over all distinct eigenvalues E of H0. (As
the symbols suggest, β and ZβX have physical interpretations as inverse temperature and
partition functions, respectively.)
The generating functions can be computed as follows:
ZβF =
∑
n
e−βE
F
n , ZβB =
∑
m
e−βE
B
m . (2.62)
From the explicit expression for the eigenvalues in (2.14) we obtain
ZβF =
∏
r
∏
k
∑
nr(k)∈{0,1}
e−β|k|nr(k)
=
(∏
n∈Z
(
1 + e−β
2pi
L
|n+ 1
2
|
))2
=
( ∞∏
n=1
(
1 + e−β
pi
L
(2n−1)
))4
,
(2.63)
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and similarly, using (2.58),
ZβB =
∑
q+,q−∈Z
∏
p 6=0
∞∑
m(p)=0
e−β
pi
L
(q2++q
2
−)e−β|p|m(p)
=
(∑
q∈Z
e−β
pi
L
q2
∞∏
n=1
∞∑
m=0
e−β
2pi
L nm
)2
=
(∑
q∈Z
e−β
pi
L
q2
∞∏
n=1
1
1− e−β 2piL n
)2
.
(2.64)
Hence, ZβF = Z
β
B is equivalent to( ∞∏
n=1
(
1 + z2n−1
))2
=
(∑
q∈Z
zq
2
)( ∞∏
n=1
1
1− z2n
)
(2.65)
with z = e−βpi/L. The latter is a special case of a mathematical identity known as
Jacobi’s triple product; see e.g. Chapter 16 in [1]. It follows that ZβF = Z
β
B holds true,
which proves (2.60).
In conclusion, we have proved that every fermion state ηFn can be written as a linear
combination of boson states ηBm such that E
B
m = E
F
n , and there is only a finite number
of such boson states. The converse is obvious (see the above).
2.6 Boson Hamiltonian
From the results in Section 2.5 it is easy to deduce that the fermion Hamiltonian H0 in
(2.1) can be written as a boson Hamiltonian: the commutation relations in (2.33) and
(2.42b) imply that the boson states ηBm in (2.56) are eigenstates of the operator
HB0 =
pi
L
(
Q2+ +Q
2
−
)
+
∑
p 6=0
|p|b†(p)b(p) (2.66)
with corresponding eigenvalues EBm in (2.58). Thus, due to Lemma 2.13, it follows that
(H0 −HB0 )ηBm = 0 for all boson states. Since these states form a complete orthonormal
basis in F , we conclude that H0 = HB0 on F . Expressing the operators b(†)(p) and Q± in
terms of the fermion densities (cf. (2.32) and (2.34)) we can state this result as follows.
Proposition 2.14. (Kronig’s identity) The following holds true as an identity of
self-adjoint operators on F :
H0 =
∑
r
(
pi
L
Jˆr(0)
2 +
∑
p>0
2pi
L
Jˆr(−rp)Jˆr(rp)
)
=
∑
r
∑
p
pi
L
:Jˆr(−p)Jˆr(p): . (2.67)
Remark 2.15. Mathematical physicists often write Kronig’s identity in (2.67) with boson
normal ordering, i.e. with
×
×Jˆr(−p)Jˆr(p)×× instead of :Jˆr(−p)Jˆr(p): . We note that for
expressions containing only factors with at most two field operators, as in this case, both
normal orderings give the same result. However, for other expressions it is important to
distinguish between boson and fermion normal ordering. ♦
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We conclude this section by making precise how this is related to a conventional
boson Hamiltonian. It is natural to introduce the following operators:
Πˆ(p) = − 1√
2
(
Jˆ+(p)− Jˆ−(p)
)
,
Φˆ(p) =
1
ip
√
2
(
Jˆ+(p) + Jˆ−(p)
)
(p 6= 0)
(2.68)
which obey CCR of neutral bosons:[
Φˆ(p), Πˆ†(p′)
]
= i
L
2pi
δp,p′ ,
[
Φˆ(p), Φˆ†(p′)
]
=
[
Πˆ(p), Πˆ†(p′)
]
= 0, (2.69)
where Πˆ†(p) ≡ Πˆ(−p) and Φˆ†(p) ≡ Φˆ(−p). Furthermore, they allow Kronig’s identity to
be written in the form3
H0 =
pi
L
(
Q2+ +Q
2
−
)
+
∑
p
pi
L
:
(
Πˆ†(p)Πˆ(p) + p2Φˆ†(p)Φˆ(p)
)
: . (2.70)
A difficulty with this interpretation is that the operator Φˆ(0) is not defined. This does
not matter for Kronig’s identity, but it is a problem for the CCR. One natural solution
to this is as follows. The non-trivial commutation relation in (2.35) implies
(R+R−)(Q+ +Q−)(R+R−)† = Q+ +Q−, (2.71a)
(R+R−)Πˆ(0)(R+R−)† = Πˆ(0) +
√
2. (2.71b)
This suggests to formally identify R+R− with
exp
(
−i2
√
2pi
L
Φˆ(0)
)
(2.72)
since this is compatible with (2.71) and the CCR in (2.69) for p = p′ = 0. The natural
interpretation of Φˆ(0) is thus in the form of a variable on a circle with radius L/(2
√
2pi),
i.e. Φˆ(0) should be identified with Φˆ(0) +L/
√
2. We note that this interpretation is also
compatible with the discrete spectrum (1/
√
2)Z of Πˆ(0).
3 From bosons to fermions
This section is dedicated to the reconstruction of the fermion field operators ψˆ
(†)
r (k) from
the fermion densities Jˆr(p) and the Klein factors Rr. The main objects of study will be
so-called vertex operators
×
×Rwr exp
(
i
∑
p
2pi
L
α(p)Jˆr(−p)
)
×
× (3.1)
3This Hamiltonian corresponds to an important model in particle physics describing relativistic bosons
in 1+1 dimensions; cf. Remark B.1 in Appendix B.
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with integers w and complex parameters α(p). The crosses in (3.1) indicate boson normal
ordering which is defined in (3.6) below. Our goal is to prove that the vertex operators
ψr(x; ) =
1√
L
×
×R−rr exp
r2pii
L
Jˆr(0)x−∑
p 6=0
Jˆr(−p)
ip
e−ipx−|p|/2
×× (3.2)
converge in the limit  → 0+ to the formal fields ψr(x) in the introduction, in a sense
made precise in Proposition 3.7. Using this we will also develop tools needed to com-
pute fermion correlation functions. We note that the formula in (3.2) appeared in the
condensed matter physics literature in [23, 26] and in the mathematics literature in [34].
Remark 3.1. The name of the objects in (3.1) is motivated by the study of vertex operator
algebras in the mathematics literature; see e.g. [20]. ♦
3.1 Vertex operators
We consider periodic functions eif on the space [−L/2, L/2] given by
f(y) = w
2pi
L
y +
∑
p
2pi
L
α(p)eipy (y ∈ [−L/2, L/2]), (3.3)
where w ∈ Z and α(p) ∈ C satisfying the following conditions:
α(p) = α(−p),
∑
p
2pi
L
|p||α(p)|2 <∞. (3.4)
The first condition is equivalent to requiring that f must be real-valued, i.e. f(y) = f(y)
for all y ∈ [−L/2, L/2], and the second is a weak smoothness condition on f .4 We denote
by G the set of all functions eif satisfying these conditions.
For each eif ∈ G, we define
Γr(e
if ) ≡ eipiα(0)Jˆr(0)/LRwr eipiα(0)Jˆr(0)/L exp
i∑
p 6=0
2pi
L
α(p)Jˆr(−p)
 . (3.5)
If f is real-valued, then the properties of the fermion densities Jˆr(p) and the Klein factors
Rr derived in Section 2 suggest that Γ(e
if ) defines a unitary operator. As we will show,
this is indeed the case.
Remark 3.2. We note that, in order for eif to be periodic with period L, it is enough
to require that f is periodic on [−L/2, L/2] up to an integer multiple of 2pi. It follows
that, since w = [f(L/2) − f(−L/2)]/(2pi) and since α(p) are the Fourier coefficients of
the periodic function f(y) − w2pix/L, the parameters (w, (α(p))p) are in a one-to-one
correspondence with such functions eif . This integer w is often referred to as winding
number. ♦
4Functions satisfying the second condition in (3.4) are sometimes said to be C1/2; this condition is
weaker than differentiability, but stronger than continuity.
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Remark 3.3. It is easy to verify that G forms a group under multiplication (with eif1eif2 =
ei[f1+f2], (eif )−1 = e−if , etc.). In fact, this group is an important example of a so-called
loop group, and Γr(e
if ) in (3.5) corresponds to a projective representation of G [5]. ♦
The vertex operators in (3.1) are related to Γr(e
if ) in the sense that the former can
be written as
×
×Γr(e
if )
×
× . The precise definition of
×
×· · ·×× for such operators is
×
×Γr(e
if )
×
× ≡ eiJ+r (α)eiJ0r (α)/2Rwr eiJ
0
r (α)/2eiJ
−
r (α) (3.6)
with α short for (α(p))p and
J±r (α) ≡
∑
p>0
2pi
L
α(±rp)Jˆr(∓rp), J0r (α) ≡
2pi
L
α(0)Jˆr(0). (3.7)
As a motivation, we note that Proposition 2.5 suggests that5
J−r (α)Ω = J
+
r (α)
†Ω = 0, (3.8)
and it is therefore natural to regard J+r (α) and J
−
r (α) as creation and annihilation
operators, respectively. We conclude that (3.6) indeed is a normal ordering prescription:
all creation operators are to the left of the annihilation operators, and the zero-mode
parts, namely J0r (α) and the Klein factors Rr, are placed symmetrically in the middle.
We find it convenient to introduce the shorthand notation
cr(α1, α2) ≡
∑
p>0
2pi
L
pα1(−rp)α2(rp), (3.9)
Cr(e
if1 , eif2) ≡ eipir(w2α1(0)−w1α2(0))/Le−cr(α1,α2). (3.10)
Note that the second condition in (3.4) is equivalent to requiring that cr(α, α) is finite.
Moreover, if both α1(p) and α2(p) satisfy this condition, then cr(α1, α2) is finite (by the
Cauchy-Schwarz inequality).
The following proposition summarizes important properties of the vertex operators
which we will need:
Proposition 3.4. For each eif ∈ G, Γr(eif ) in (3.5) defines a unitary operator on F
satisfying
Γr(e
if ) = e−cr(α,α)/2××Γr(eif )
×
× , (3.11a)
×
×Γr(e
if )
×
×
†
=
×
×Γr(e
−if )×× , (3.11b)
and
R±
×
×Γ±(eif )
×
× = e∓2piiα±(0)/L××Γ±(eif )
×
×R±, (3.12a)
R±
×
×Γ∓(eif )
×
× = (−1)w ××Γ∓(eif )××R±, (3.12b)
5As will be shown, the J±r (α) are well-defined as quadratic forms on DF , and this gives a precise
meaning to the relations in (3.8); see Section 3.4 and also Appendix C.
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together with the following commutation relation on DF :[
Jˆr′(p),
×
×Γr(e
if )
×
×
]
= rδr,r′ (wδp,0 + ipα(p))
×
×Γr(e
if )
×
× . (3.13)
Moreover, the following identities hold true:
×
×Γ±(eif )
×
×
×
×Γ±(eif
′
)
×
× = C±(eif , eif
′
)
×
×Γ±(ei[f+f
′])
×
× , (3.14a)
×
×Γ±(eif )
×
×
×
×Γ∓(eif
′
)
×
× = (−1)ww′ ××Γ∓(eif ′)××××Γ±(eif )×× , (3.14b)
and
〈Ω,××Γ+(eif )××××Γ−(eif ′)××Ω〉 = δw,0δw′,0 (3.14c)
for all eif , eif
′ ∈ G.
(The proof is given in Section 3.4.)
Equation (3.11a) implies that the operator
×
×Γr(e
if )
×
× is bounded for all eif ∈ G (since
it is equal to a unitary operator multiplied by a finite constant). Therefore, as long as
the conditions in (3.4) are satisfied, formal computations with vertex operators are safe.
However, as we will see, in order to reconstruct the fermion field operators using vertex
operators, it is necessary to pass to the non-trivial limit |α(p)| → 1/|p|.
We now state a simple implication of (3.14a), which, together with (3.14b)–(3.14c),
functions as a working horse for computing fermion correlation functions.
Corollary 3.5. Let N > 1 be an integer and consider eifj ∈ G for j = 1, 2, . . . , N . Then
the following holds true:
×
×Γr(e
if1)
×
× . . .
×
×Γr(e
ifN )
×
× =
 ∏
1≤j<j′≤N
Cr(e
ifj , eifj′ )
××Γr(ei[f1+...+fN ])×× (3.15)
with Cr(·, ·) defined in (3.10).
(The proof follows by a simple induction argument.)
As a closing remark we mention that, for the formal fermion field operators ψr(x) in
the introduction, the following identity holds true:
Γr(e
if )†ψr′(x)Γr(eif ) =
{
eif(x)ψr(x) if r
′ = r,
ψr′(x) if r
′ 6= r (3.16)
(this follows from (3.2) using identities given in Proposition 3.4). The r.h.s. of this has
a natural interpretation as a chiral gauge transformation, and, for this reason, Γr(e
if )
are sometimes referred to as implementers of gauge transformations in the literature.
In the case of the space [−L/2, L/2], there exist so-called large gauge transformations
where f(L/2)− f(−L/2) is a non-zero integer multiple of 2pi. It follows that the Klein
factors Rwr correspond to the implementers of large gauge transformations given by the
functions f(y) = w2piy/L. It is also interesting to note that (3.13) implies
Γr(e
if )†Jr′(x)Γr(eif ) = Jr′(x) + rδr,r′
1
2pi
∂xf(x) (3.17)
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for the operator-valued distributions Jr(x) related to Jˆr(p) by the Fourier transform in
(B.12) (cf. also (B.3)).
Remark 3.6. The observation that the Klein factors Rr and the fermion densities Jˆr(p)
function as implementers of gauge transformations makes clear that they should be
treated on an equal footing. This is also the reason why we sometimes use the word
bosons to refer to both of these operators together. ♦
3.2 Reconstruction of the fermion field operators
Let  > 0 be a regularization parameter and consider functions
fx,(y) =
2pi
L
(y − x) +
∑
p6=0
2pi
L
1
ip
eip(y−x)−|p|/2 (y ∈ [−L/2, L/2]) (3.18)
parametrized by a variable x ∈ [−L/2, L/2]. Since these functions satisfy the conditions
in (3.4), it follows that they can be used to define vertex operators
×
×Γr(e
−irfx,)×× . Our
main result in this section is that these allow us to reconstruct the fermion field operators.
Proposition 3.7. The following holds true as an identity on DF :6
ψˆr(k) = lim
→0
1√
2piL
∫ L/2
−L/2
dx
×
×Γr(e
−irfx,)××e−ikx. (3.19)
(The proof is given in Section 3.5.)
One important observation is that the r.h.s. in (3.19) is a well-defined operator map-
ping DF to DF (since this is true for the l.h.s.). Combining this with the Fourier trans-
form in (B.12) justifies (3.2) since the r.h.s. in the latter is equal to (1/
√
L)
×
×Γr(e
−irfx,)×× ,
and it is natural to denote this operator by ψr(x; ) since it converges to ψr(x) in the
limit → 0+ in a sense made precise by (3.19) and Remark 3.9.
For the sake of computations, it is useful to write (3.2) in the following form:
ψr(x; ) =
N√
2pi
eipirxQr/LR−rr e
ipirxQr/L exp
−r∑
p 6=0
2pi
Lp
Jˆr(−p)e−ipx−|p|/2
 (3.20)
with
N ≡
√
2pi/L
1− e−2pi/L = 1 +O(/L) (3.21)
(this follows from (3.11a); cf. also (A.1)). Since one is usually only interested in the limit
→ 0, the constant N is often ignored. For later reference we also state the Hermitian
conjugate of (3.19):
ψˆ†r(k) = lim
→0
1√
2piL
∫ L/2
−L/2
dx
×
×Γr(e
irfx,)
×
×eikx (3.22)
(this follows from (3.11b)).
6The precise meaning of the limit in (3.19) is given in Remark 3.9.
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Remark 3.8. Note that fx,(y) are C
∞-functions which converge to the distribution
pi sgn(y − x) in the limit → 0+. This is the key observation which allow the operator-
valued distribution ψr(x) to be obtained as a limit of a bounded operator ψr(x; ), which,
as we will see later, is very useful to define and compute fermion correlation functions.
♦
Remark 3.9. The limit in (3.19) is in the strong operator topology [30]. We emphasize
that one can use other regularizations than the damping factor exp(−|p|/2) in (3.18).
For instance, this factor can be replaced with a sharp cutoff Θ(Λ−|p|). This would have
the advantage that the corresponding limit Λ → ∞ in (3.19) would be in the sense of
Definition C.5, which is somewhat stronger. However, the -regularization is easier from
a computational point of view. ♦
3.3 Correlation functions
To introduce some notation and techniques needed in Section 4, we demonstrate how
the results in Sections 3.1 and 3.2 can be used to compute fermion correlation functions.
For simplicity, we restrict ourselves to equal-time correlation functions.
Proposition 3.7 and the discussion directly thereafter suggest to use the regularized
fermion operators ψ
(†)
r (x; ) in (3.2) to define the correlation functions
〈Ω, ψq1r1 (x1; 0+) . . . ψqNrN (xN ; 0+)Ω〉 ≡ lim1,...,N→0+〈Ω, ψ
q1
r1 (x1; 1) . . . ψ
qN
rN
(xN ; N )Ω〉 (3.23)
for rj , qj = ± and xj ∈ [−L/2, L/2], where we use the following convenient notation:
ψ+r (x; ) ≡ ψ†r(x; ), ψ−r (x; ) ≡ ψr(x; ). (3.24)
As will be seen, with this definition, one automatically obtains prescriptions of how to
interpret certain singular functions as distributions; see Proposition 3.10. Moreover, it
follows from (3.19) and (3.22) that ψqr(x; ) = (1/
√
L)
×
×Γ(eirqfx,)
×
× with fx,(y) in (3.18).
To compute the fermion correlation functions we use the following two special cases
of (3.14a) and (3.14c), respectively:
ψqr(x; )ψ
q′
r (x
′; ′) =
(
i exp
(
pi
2L(+ 
′)
)
2 sin
(
pi
L [r(x− x′) + i2(+ ′)]
))−qq′ ××ψqr(x; )ψq′r (x′; ′)×× (3.25)
(this follows using (A.1)) and
〈Ω,××ψq1r1 (x1; 0+) . . . ψqNrN (xN ; 0+)
×
×Ω〉 = L−N/2〈Ω, Rq1r1r1 . . . RqNrNrN Ω〉. (3.26)
The r.h.s. in (3.26) is a sign factor which is either 0, 1, or −1, and we note that it is zero
unless both
∑N
n=1 qnδrn,+ and
∑N
n=1 qnδrn,− are zero (this follows from the identities in
Corollary 2.8). In particular,
〈Ω, Rq1r1r1 Rq2r2r2 Ω〉 = δr1,r2δq1,−q2 , (3.27)
〈Ω, Rq1r1r1 Rq2r2r2 Rq3r3r3 Rq4r4r4 Ω〉 = δr1,r2δr3,r4δq1,−q2δq3,−q4 − δr1,r3δr2,r4δq1,−q3δq2,−q4
+ δr1,r4δr2,r3δq1,−q4δq2,−q3 .
(3.28)
Using Corollary 3.5 we get the following result:
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Proposition 3.10. The fermion correlation functions in (3.23)–(3.24) are equal to
〈Ω, Rq1r1r1 . . . RqNrNrN Ω〉
∏
1≤n<m≤N
(
i
2L sin
(
pi
L [r(xn − xm) + i0+]
))−qnqmδrn,rm . (3.29)
In the proof of this, and also in Section 4, we need the following:
Lemma 3.11. Let rn, qn = ±, n = 1, . . . , N , be such that 〈Ω, Rq1r1r1 . . . RqNrNrN Ω〉 is non-
zero for some N ∈ N. Then∑
1≤n<m≤N
qnqmδrn,rm = −N/2,
∑
1≤n<m≤N
qnqmδrn,−rm = 0. (3.30)
Proof. As mentioned above, the condition implies that
∑
m qmδrm,r = 0 for r = ±, and
thus
∑
n<m qnqmδrn,rm is equal to
1
2
∑
r
∑
n
qnδrn,r
∑
m 6=n
qmδrm,r
 = 1
2
∑
n,r
qnδrn,r (−qnδrn,r) = −
N
2
. (3.31)
Similarly,
∑
n<m qnqmδrn,−rm = (1/2)
∑
n,r qnδrn,r (−qnδrn,−r) = 0.
Proof of Proposition 3.10. We are left to show that(
1/
√
L
)N
=
∏
1≤n<m≤N
Lqnqmδrn,rm if 〈Ω, Rq1r1r1 . . . RqNrNrN Ω〉 6= 0, (3.32)
but this is true according to Lemma 3.11.
Note that, due to (3.32), the thermodynamic limit L→∞ of the correlation functions
in (3.29) exists and is equal to
〈Ω, Rq1r1r1 . . . RqNrNrN Ω〉
(
1
2pi
)N/2 ∏
1≤n<m≤N
(
i
r(xn − xm) + i0+
)−qnqmδrn,rm
. (3.33)
Remark 3.12. A careful reader might wonder how the result in Proposition 3.10 can be
consistent with Wick’s theorem, which applies to the present model and states that any
N -point correlation function can be expressed as a linear combination of products of
two-point correlation functions. It can be shown that one only needs to check the cases
N = 2M with (rn, qn) = (r,+) and (rM+n, qM+n) = (r,−) for 1 ≤ n ≤M . The result in
Proposition 3.10 is then equivalent to the one obtained by Wick’s theorem if and only if∏
1≤n<m≤M sin(Un − Um) sin(Vm − Vn)∏M
n,m=1 sin(Un − Vm)
= det
1≤n,m≤M
(
1
sin(Un − Vm)
)
(3.34)
for Un = pixn/L and Vn = pix2M+1−n/L. The latter holds true due to a well-known
variant of Cauchy’s determinant identity. ♦
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3.4 Proof of Proposition 3.4
The identities in Proposition 3.4 can easily be derived using the following special cases
of the Baker-Campbell-Hausdorff formula:7
eAeB = eceBeA,
eAeB = ec/2eA+B,
[A, eB] = ceB
 if [A,B] = cI, c ∈ C, (3.35)
together with properties of the fermion densities and the Klein factors summarized in
Proposition 2.5 and Corollary 2.8; see e.g. [41]. However, this would not constitute a
proof: the J±r (α) are unbounded operators, but the identities in (3.35) can only be used
in such a way for bounded operators. Moreover, it is not obvious how the exponentials
of the unbounded operators J±r (α) should be defined (or that they can be defined at all).
To prove these identities we give a precise meaning to the vertex operators in (3.6) as
quadratic forms; see Appendix C. We first concentrate on vertex operators with trivial
zero-mode parts, i.e. α(0) = w = 0.
Our strategy of proof is as follows. We start by showing that the vertex operators
×
×eiJ
+
r (α)+iJ
−
r (α)×× = eiJ
+
r (α)eiJ
−
r (α) (3.36)
are well-defined as quadratic forms on DF and that the identities(×
×eiJ
+
r (α)+iJ
−
r (α)××
)†
=
×
×e−iJ
+
r (α)−iJ−r (α)×× , (3.37a)
×
×eiJ
+(α1)+iJ−(α1)××
×
×eiJ
+
r (α2)+iJ
−
r (α2)×× = e−cr(α1,α2)××eiJ
+
r (α1+α2)+iJ
−
r (α1+α2)×× , (3.37b)[
Jˆr(p),
×
×eiJ
+
r (α)+iJ
−
r (α)××
]
= irpα(p)
×
×eiJ
+
r (α)+iJ
−
r (α)×× (3.37c)
hold true for such quadratic forms; see Lemma 3.14. Note that, formally, the definition
of J±r (α) in (3.7) and the commutation relation in (2.21c) imply[
J−r (α1), J
+
r (α2)
]
= cr(α1, α2), (3.38a)[
Jˆr(p), J
+
r (α) + J
−
r (α)
]
= irpα(p), (3.38b)
with cr(α1, α2) in (3.9). The identities in (3.37b) and (3.37c) thus follow from the first
and third identities in (3.35). However, we need to justify the use of these identities for
quadratic forms.
In the next step, we show that, for α = (α(p))p satisfying the conditions in (3.4), the
quadratic form
eiJ
+
r (α)+iJ
−
r (α) ≡ e−cr(α,α)/2××eiJ+r (α)+iJ−r (α)×× (3.39)
can be identified with a unitary operator on F ; see Lemma 3.17. (We emphasize that we
regard (3.39) as a definition motivated by the second identity in (3.35).) Since there is no
risk of confusion, we can thereafter use the same symbol eiJ
+
r (α)+iJ
−
r (α) for this unitary
operator. With these results in place, the proof of Proposition 3.4 is straightforward.
7See e.g. Appendix C in [41] for proofs of these identities valid for bounded operators A and B.
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Remark 3.13. It is interesting to note that our proof of (3.37a)–(3.37c) does not require
the conditions in (3.4): the quadratic form in (3.36) is well-defined for any α ≡ (α(p))p,
i.e. no reality or decay condition is needed, and (3.37a) (with α on the r.h.s. replaced by
α) and (3.37c) are always true. Moreover, (3.37b) holds true provided that∑
p>0
p|α1(−rp)||α2(rp)| <∞. (3.40)
While we do not make use of these more general results, they are important in conformal
field theory; see e.g. [20]. ♦
A simple way to make the vertex operators in (3.36) precise is as quadratic forms,
with the exponentials defined as Taylor series:
Lemma 3.14. Let α ≡ (α(p))p satisfy the conditions in (3.4). Then the vertex operator
×
×eiJ
+
r (α)+iJ
−
r (α)×× ≡
∞∑
n,m=0
[iJ+r (α)]
n
n!
[iJ−r (α)]m
m!
(3.41)
is well-defined as a quadratic form on DF . Moreover, for α1 and α2 similarly defined,
(3.37a)–(3.37c) hold true as identities of quadratic forms on DF .
Proof. Note that, for boson states ηBm and η
B
m′ as in (2.56),
〈ηBm , (J+r (α))n(J−r (α))mηBm′〉 = 〈(J−r (α¯))nηBm , (J−r (α))mηBm′〉 (3.42)
is well-defined for all (n,m) ∈ N20 and that it is non-zero only for finitely many such
pairs (this follows from (2.21c) and (3.8)). This together with Proposition 2.12 implies
that (3.41) is well-defined as a quadratic form on DF .
As a consequence of this and (J±r (α))† = J∓r (α) (this follows from (2.19) and (3.7))
we conclude that (3.37a) holds true.
To prove (3.37b), we note that, by a similar argument as above,
eiJ
−
r (α)η ∈ DF ∀η ∈ DF . (3.43)
Indeed, for all boson states ηBm as in (2.56) and n ∈ N, (J−r (α))nηBm is a linear combination
of such boson states, and it is non-zero only for finitely many n (this follows again from
(2.21c) and (3.8)). Thus, by Proposition 2.12, eiJ
−
r (α)η =
∑∞
n=0(1/n!)(iJ
−
r (α))
nη is well-
defined and in DF . Therefore, to prove the validity of (3.37b) in the sense of quadratic
forms, we only need to show that
〈η, eAeBη′〉 = ec〈η, eBeAη′〉 ∀η, η′ ∈ DF (3.44)
for A ≡ iJ−r (α1), B ≡ iJ+r (α2), and c ≡ −cr(α1, α2). We note that (3.38a) is equivalent
to [A,B] = c, which is obviously well-defined as an identity of quadratic forms on DF .
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Moreover, this implies that8
AnBm =
min(n,m)∑
l=0
l!
(
m
l
)(
n
l
)
clBm−lAn−l (3.45)
holds true as an identity of quadratic forms on DF . Recalling that 〈η,BmAnη′〉 is non-
zero only for finitely many (n,m) ∈ N2n, one can expand the exponentials on both sides
in (3.44) as Taylor series and use (3.45) to compute the l.h.s. One thus finds that both
sides are well-defined and identical.9
The proof of (3.37c) is similar, but simpler, and thus omitted.
Lemma 3.15. Given α ≡ (α(p))p satisfying the conditions in (3.4), the quadratic form
eiJ
+
r (α)+iJ
−
r (α) defined in (3.39) can be identified with a unitary operator on F .
Proof. Using the definition and (3.37a)–(3.37b) we compute
eiJ
+
r (α)+iJ
−
r (α)
(
eiJ
+
r (α)+iJ
−
r (α)
)†
= e−cr(α,α)××eiJ
+
r (α)+iJ
−
r (α)××
×
×e−iJ
+
r (α)−iJ−r (α)×× = I,
(3.46)
and similarly (
eiJ
+
r (α)+iJ
−
r (α)
)†
eiJ
+
r (α)+iJ
−
r (α) = I. (3.47)
This and a general result for quadratic forms (see Lemma C.4) conclude the proof.
Proof of Proposition 3.4. It follows from the self-adjointness of Qr and the unitarity of
Rr that e
iJ0r (α)/2Rwr e
iJ0r (α)/2 is a unitary operator. Equations (2.21c) and (2.38) imply
that this operator commutes with eiJ
+
r (α)+iJ
−
r (α). From this and Lemma 3.15 it follows
that Γr(e
if ) in (3.5) defines a unitary operator on F , and (3.39) then implies that (3.11a)
holds true. The identity in (3.11b) thus follows directly from (3.4)–(3.5) and (3.37a).
The remaining identities can be proven using Proposition 2.5, Proposition 2.7, and
Corollary 2.8. As an example we prove the last three identities. Equation (2.41c) implies
that
eiJ
0
r (α1)/2Rw1r e
iJ0r (α1)/2eiJ
0
r (α2)/2Rw2r e
iJ0r (α2)/2
= eipir(w2α1(0)−w1α2(0))/LeiJ
0
r (α1+α2)/2Rw1+w2r e
iJ0r (α1+α2)/2, (3.48)
8The identity in (3.45) can be proved by induction over m ∈ N0 for fixed n ∈ N0 using standard
relations for the binomial coefficients.
9The key identity is
N∑
n=0
M∑
m=0
1
n!m!
〈η,AnBmη′〉 =
N∑
n=0
M∑
m=0
min(N,M)∑
l=0
1
n!m!l!
cl〈η,BmAnη′〉 (N,M ∈ N).
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which together with (3.37b) yields the identity in (3.14a). The identity in (3.14b) follows
from (2.41a). Lastly, we note that the l.h.s. of (3.14c) is equal to
〈eiJ+− (α′)†eiJ++ (α)†Ω,
(
eiJ
0
+(α)/2Rw+e
iJ0+(α)/2eiJ
0
−(α
′)/2Rw
′
− e
iJ0−(α
′)/2
)
eiJ
−
+ (α)eiJ
−
− (α
′)Ω〉
= 〈Ω, eiJ0+(α)/2eiJ0−(α′)/2Rw+Rw
′
− e
iJ0+(α)/2eiJ
0
−(α
′)/2Ω〉 = 〈Ω, Rw+Rw
′
− Ω〉 (3.49)
(where we have used (3.8) and QrΩ = 0), and the r.h.s. then follows from (2.42c).
3.5 Proof of Proposition 3.7
We divide the proof into three steps. In the first step we show that the r.h.s. in (3.19)
is a well-defined operator, which we denote by Vˆr(k), satisfying a list of four identities
(see Lemma 3.16) which are identical with identities satisfied by the fermion field oper-
ators ψˆr(k). In the second step we show that all matrix elements of Vˆr(k) with respect
to fermion states in (2.6) can be computed using only the identities in this list (see
Lemma 3.17). We thus conclude in the third step that both sides in (3.19) agree as
quadratic forms on DF , and we argue that this is only possible if they agree as operators
on DF .
Lemma 3.16. Denote the r.h.s. in (3.19) by Vˆr(k). Then Vˆr(k) is a well-defined operator
mapping DF to DF and satisfying the following identities:
Vˆr(rk)Ω = Vˆ
†
r (−rk)Ω = 0 ∀k > 0, (3.50)
with Vˆ †r (k) ≡ Vˆr(k)†, together with[
Jˆr(p), Vˆ
†
r′(k)
]
= δr,r′ Vˆ
†
r (k − p), (3.51)
R±Vˆ±(k) = Vˆ±(k + 2piL )R±, R±Vˆ∓(k) = −Vˆ∓(k)R± (3.52)
on DF , and
〈R†+Ω, Vˆ+(− piL)Ω〉 =
√
L
2pi
, 〈R−Ω, Vˆ−( piL)Ω〉 =
√
L
2pi
. (3.53)
(The proof is given below.)
It is important to note that the identities in Lemma 3.16 are also satisfied by the
fermion field operators ψˆr(k): (3.50), (3.51), and (3.52) correspond to (2.3), (2.21a), and
(2.43), respectively, and the identities corresponding to (3.53) are
〈R†+Ω, ψˆ+(− piL)Ω〉 =
√
L
2pi
, 〈R−Ω, ψˆ−( piL)Ω〉 =
√
L
2pi
(3.54)
(the latter follow from (2.2)–(2.3) and (2.43)–(2.44)).
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Proof of Lemma 3.16. The vertex operators
×
×Γr(e
−irfx,)×× can be written in the form
×
×Γr(e
−irfx,)×× = V +r (x; )e
ipirxQr/LR−rr e
ipirxQr/LV −r (x; ), (3.55)
V ±r (x; ) ≡
∏
p>0
exp
(
∓2pi
Lp
Jˆr(∓rp)e∓irpx−p/2
)
. (3.56)
We note that V +r (x; ) and V
−
r (x; ) correspond to creation and annihilation operators,
respectively, since
V −r (x; )Ω = V
+
r (x; )
†Ω = Ω, (3.57)
as suggested by (3.8) (this is proved below). The exponentials in (3.56) are well-defined
as Taylor series: we can represent V ±r (x; ) as sums over integer vectors ν± ≡ (ν±(p))p>0
with elements ν±(p) ∈ N0,
V ±r (x; ) =
∑
ν±
Ur(ν±)e∓irxP (ν±)−P (ν±)/2, (3.58)
using the shorthand notation
Ur(ν±) ≡
∏
p>0
1
ν±(p)!
(
∓2pi
Lp
Jˆr(∓rp)
)ν±(p)
, P (ν±) ≡
∑
p>0
pν±(p). (3.59)
We note that (3.58) is well-defined as a quadratic form on DF : for fixed finite linear
combinations η and η′ of boson states in (2.56), 〈η,××Γr(e−irfx,)×× η′〉 can be computed
using (3.55) and (3.58)–(3.59), and one finds that only a finite number of the terms
in the resulting ν±-sums are non-zero, which implies that the same holds true for all
η, η′ ∈ DF (cf. Proposition 2.12). Moreover, using (3.58)–(3.59), the identity in (3.57)
follows from Proposition 2.5.
We now fix a boson state
ηBm = BmR
q+
+ R
−q−
− Ω, Bm ≡
∏
p 6=0
b†(p)m(p)√
m(p)!
, (3.60)
and compute
×
×Γr(e
−irfx,)××ηBm with the help of (3.55)–(3.59). It follows from (2.41c)
that
eiaQrR
q+
+ R
−q−
− Ω = e
iaqrR
q+
+ R
−q−
− Ω ∀a ∈ R, (3.61)
which together with the above identities yields
×
×Γr(e
−irfx,)××ηBm =
∑
ν+,ν−
Ur(ν+)Ur(ν−)eixWr(qr,{ν±})e−[P (ν+)+P (ν−)]/2R−rr η
B
m (3.62)
with the shorthand notation
Wr(qr, {ν±}) ≡ 2pi
L
(
qr − r
2
)
− r [P (ν+)− P (ν−)] . (3.63)
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The integral over [−L/2, L/2] in (3.19) and the ν±-sums can now be exchanged (this is
allowed due to the -regularization). Hence, for fixed k, the integral
1√
2piL
∫ L/2
−L/2
e−ikxeixWr(qr,{ν±}) =
√
L
2pi
δk,Wr(qr,{ν±}) (3.64)
imposes the following constraint on the ν±-sums in (3.62):
k =
2pi
L
(
qr − r
2
)
− r [P (ν+)− P (ν−)] . (3.65)
For any boson state, there is at most a finite number of ν−-terms which give a non-zero
contribution to (3.62) (this follows from (2.20) and (2.56)). Hence, there exists some
P < ∞ such that P (ν−) ≤ P for all ν−-terms. It follows that (3.65) restricts the ν+-
sum in (3.62) to a finite number, which means that all non-zero contributions are given
by pairs (ν+,ν−) belonging to some finite set determined by the constraint in (3.65).
In conclusion, both ν±-sums in (3.62) are finite, and the limit → 0+ in (3.19) can
therefore be taken without problem. The result is
Vˆr(k)η
B
m =
√
L
2pi
∑˜
ν+,ν−
Ur(ν+)Ur(ν−)R−rr η
B
m, (3.66)
where the tilde above the summation symbol indicates that the ν±-sums are restricted
by (3.65); the corresponding formula for Vˆ †r (k)ηBm can be derived in a similar manner
(we omit the details). It follows that Vˆr(k) is a well-defined operator mapping DF to
DF , and we are only left to show that this operator satisfies the stated identities.
Let ηBm = Ω in (3.60) and use (3.66) to compute Vˆr(k)Ω. All non-zero ν−-vectors will
give a zero contribution to the ν−-sum in (3.66), and the constraint in (3.65) therefore
simplifies to
k = −r pi
L
− rP (ν+). (3.67)
If rk > 0, then no ν+-vector can satisfy (3.67), which implies that
Vˆr(k)Ω = 0 ∀k : rk > 0. (3.68)
This proves the first identity in (3.50); the second follows from a similar argument applied
to Vˆ †r (k)Ω. If k = −rpi/L, only the solution P (ν+) = 0 is allowed, in which case (3.66)
yields
R−1+ Ω =
√
2pi
L
Vˆ+(− piL)Ω, R−Ω =
√
2pi
L
Vˆ−( piL)Ω. (3.69)
This and the unitarity of R+ imply (3.53).
Equation (3.13) implies that[
Jˆr(p),
×
×Γr′(e
−ir′fx,)××
]
= −δr,r′e−ipx−|p|/2××Γr′(e−ir′fx,)×× , (3.70)
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which together with (3.19) yields[
Jˆr(p), Vˆr′(k)
]
= −δr,r′ Vˆr′(k + p). (3.71)
By taking the adjoint of this identity and using (2.19) we obtain (3.51).
From (3.12a) and (3.12b) we obtain
R±
×
×Γ±(e∓ifx,)
×
× = e−2piix/L××Γ±(e∓ifx,)
×
×R±, (3.72a)
R±
×
×Γ∓(e±ifx,)
×
× = −××Γ∓(e±ifx,)××R±, (3.72b)
and this yields (3.52) by recalling that Vˆr(k) is defined as the r.h.s. of (3.19).
Lemma 3.17. For all η, η′ ∈ DF , the matrix element 〈η, Vˆr(k)η′〉 is uniquely determined
by the identities in (3.50)–(3.53).
Proof. Due to Proposition 2.12 we can restrict ourselves to the boson states in (2.56).
We thus set η = ηBm and η
′ = ηBm′ which we write as (cf. (3.60))
ηBm = B(m,+)B(m,−)R
q+
+ R
q−
− Ω, B(m,r) ≡
∏
p>0
b†(rp)m(rp)√
m(rp)!
, (3.73)
and similarly for ηBm′ . The matrix elements 〈ηBm, Vˆr(k)ηBm′〉 can thus be written
〈B(m,+)B(m,−)Rq++ R
q−
− Ω, Vˆr(k)B(m′,+)B(m′,−)R
q′+
+ R
q′−
− Ω〉, (3.74)
which is non-zero only if q−r = q′−r and qr = q′r − r (this follows from (2.41a), (2.42c),
and (3.66) since R± and b†(p) commute). Furthermore, from (2.32) and (3.71) it follows
that
Vˆr(k)b
†(r′p) = b†(r′p)Vˆr(k) + irδr,r′
√
2pi
L|p| Vˆr(k − rp), (3.75)
which implies that the matrix elements in (3.74) are non-zero only if B(m,−r) = B(m′,−r).
It follows that we can restrict ourselves to states ηBm and η
B
m′ with (qr, q−r) = (q−r, 0)
and (q′r, q′−r) = (q, 0) for some q ∈ Z and B(m,−r) = B(m′,−r) = I: all non-zero matrix
elements in (3.74) can be written in the form
〈B(m,r)Rq−rr Ω, Vˆr(k)B(m′,r)RqrΩ〉. (3.76)
By repeated use of (3.75) we can write (3.76) as a linear combination of matrix elements
〈B(m,r)Rq−rr Ω, B(m′−m′′r ,r)Vˆr
(
k − rP (m′′r)
)
RqrΩ〉, (3.77)
where P (m′′r) is defined as in (3.59) and m′′r is any integer vector satisfying 0 ≤ m′′r(p) ≤
m′(rp) for p > 0 and m′′r(p) = 0 for p ≤ 0. Using (2.33), we see that (3.77) is non-zero
only if B(m,r) = B(m′−m′′r ,r). Hence, only the matrix elements
〈Rq−rr Ω, Vˆr
(
k − rP (m′′r)
)
RqrΩ〉 (3.78)
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need to be considered. These can be computed using (3.52) as follows:
〈Rq−rr Ω, Vˆr
(
k − rP (m′′r)
)
RqrΩ〉 = 〈R−rr Ω, R−qr Vˆr
(
k − rP (m′′r)
)
RqrΩ〉
= 〈R−rr Ω, Vˆr(k′)Ω〉,
(3.79)
where k′ ≡ k − q 2piL − rP (m′′r). We are left to compute the matrix element on the r.h.s.
of (3.79). For rk′ > 0, this matrix element is zero due to (3.68). For rk′ = −pi/L, it
is equal to
√
L/(2pi) due to (3.53) and the unitarity of Rr. For rk
′ < −pi/L, we can
rearrange the r.h.s. of (3.79) as
〈R−rr Ω, Vˆr(k′)Ω〉 = 〈Ω, RrrVˆr(k′)R−rr RrrΩ〉
= 〈Ω, Vˆr(k′ + r 2piL )RrrΩ〉 = 〈Vˆ †r (k′ + r 2piL )Ω, RrrΩ〉
(3.80)
(the second identity follows from (3.52)), and it thus follows from (3.50) that this is zero
since r(k′ + r 2piL ) < 0.
Proof of Proposition 3.7. Lemmas 3.16 and 3.17 imply that
〈η, Vˆr(k)η′〉 = 〈η, ψˆr(k)η′〉 ∀η, η′ ∈ DF , (3.81)
and by general results for quadratic forms it follows that (3.19) holds true as an operator
identity on DF (see Appendix C). This concludes the proof of Proposition 3.7.
4 Fermion-phonon model
In this section we use the mathematical results developed in Sections 2 and 3 to study
the fermion-phonon model described in the introduction. As will be shown, this model
is exactly solvable in the sense that not only the eigenstates and eigenvalues of the
Hamiltonian, but also all correlation functions, can be computed by analytical means;
we will, however, be content with discussing fermion correlation functions.
4.1 Definition and summary of results
We give a precise definition of the fermion-phonon model in Fourier space using fermion
field operators ψˆ
(†)
r (k) (r = ±) and phonon field operators ΦˆP (p) and ΠˆP (p). We recall
that L > 0 is an infrared cutoff which constrain the fermion and boson momenta such
that k ∈ (2pi/L)(Z+ 1/2) and p ∈ (2pi/L)Z, respectively. The interactions are given by
the fermion-fermion and the fermion-phonon coupling constants λ and g, respectively,
and they are regularized using an ultraviolet cutoff a > 0; see (4.3) below. The other two
model parameters vF > 0 and vP > 0 with vP < vF correspond to the Fermi velocity
and the phonon velocity, respectively. As will be shown, the four model parameters must
satisfy the conditions in (1.4). For reasons explained in Remark 4.3, we also introduce a
less important infrared cutoff ω0 > 0. We remind the reader that some of our notation
is summarized in Appendix A.
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Definition 4.1. The fermion-phonon model is defined by the Hamiltonian
H ≡ vF
∑
r
∑
k
2pi
L
rk :ψˆ†r(k)ψˆr(k): +
∑
p
pi
L
:
(
Πˆ†P (p)ΠˆP (p) + ω
0
P (p)
2Φˆ†P (p)ΦˆP (p)
)
:
+
∑
p
2pi
L
(
λˆa(p)
2pi
Jˆ†+(p)Jˆ−(p) +
∑
r
gˆa(p)√
2pi
ipJˆ†r (p)ΦˆP (p)
)
(4.1)
with the fermion densities Jˆr(p) ≡
∑
k(2pi/L) :ψˆ
†
r(k)ψˆr(k + p): , where the colons indicate
normal ordering defined in (2.10), the free-phonon dispersion relations
ω0P (p) ≡
{
ω0 if p = 0,
vP |p| if p 6= 0,
(4.2)
and the regularized interaction potentials
λˆa(p) ≡ λΘ(pi/a− |p|), gˆa(p) ≡ gΘ(pi/a− |p|). (4.3)
The fermion and phonon field operators satisfy the following CAR and CCR:{
ψˆr(k), ψˆ
†
r′(k
′)
}
=
L
2pi
δr,r′δk,k′ ,
{
ψˆr(k), ψˆr′(k
′)
}
=
{
ψˆ†r(k), ψˆ
†
r′(k
′)
}
= 0, (4.4a)[
ΦˆP (p), Πˆ
†
P (p
′)
]
= i
L
2pi
δp,p′ ,
[
ΦˆP (p), ΦˆP (p
′)
]
=
[
ΠˆP (p), ΠˆP (p
′)
]
= 0, (4.4b)[
ΦˆP (p), ψˆ
(†)
r (k)
]
=
[
ΠˆP (p), ψˆ
(†)
r (k)
]
= 0, (4.4c)
where ψˆ†r(k) ≡ ψˆr(k)†,
Φˆ†P (p) ≡ ΦˆP (p)† = ΦˆP (−p), Πˆ†P (p) ≡ ΠˆP (p)† = ΠˆP (−p), (4.5)
and these are represented on a Hilbert space F which contains a normalized state Ω, i.e.
〈Ω,Ω〉 = 1 with the inner product 〈·, ·〉 in F , such that
ψˆr(rk)Ω = ψˆ
†
r(−rk)Ω = 0 ∀k > 0,(
iΠˆP (p) + ω
0
P (p)ΦˆP (p)
)
Ω = 0 ∀p. (4.6)
We refer to F as the fermion-phonon Fock space.
It is important to note that we use the regularized interactions in (4.3) only as a
specific example to simplify our notation. As will become clear, all computations in the
regularized model can be done without specifying the explicit form of λˆa(p) and gˆa(p).
In fact, our results for the regularized model hold true for a large class of such potentials:
the only restriction is that these potentials vanish sufficiently fast as |p| → ∞ and that
|λˆa(p)| < |λ| for all p and similarly for gˆa(p). Moreover, we expect that our results are
universal in the sense that they are (essentially) independent of the regularization in the
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limit a → 0+ as long as lima→0+ λˆa(p) = λ (independent of p) and similarly for gˆa(p).
However, a proof of this is beyond the scope of the present paper.
We begin with a summary of the results obtained in this section. The first set of
results concerns the regularized model with ω0 > 0, a > 0, and L <∞:
• We show that the fermion-phonon Hilbert space F is fully specified by the condi-
tions in (4.4)–(4.6); see Section 4.2.
• We prove that the Hamiltonian H in (4.1)–(4.3) defines a self-adjoint operator on
F with pure point spectrum and non-degenerate ground state, and we construct
all its eigenstates and eigenvalues; see Corollary 4.6.
• We develop tools by which any fermion correlation function can be computed; see
(4.33)–(4.36).
The second set of results concerns the limit where ω0 → 0+, a→ 0+, and L→∞, which
leads to simpler formulas. The physical motivation is that this limiting description is
adequate for describing properties at intermediate length scales which are much larger
than the interaction range a and much smaller than the system size L. The price to
pay for this simplification are divergencies which appear in formal treatments. However,
these divergencies can be eliminated by additive and multiplicative renormalizations:
• We construct a renormalized fermion-phonon model in the continuum limit a→ 0+;
see Proposition 4.8. Our construction makes manifest that the Hilbert spaces for
a > 0 and a = 0 are not unitarily equivalent.
• We obtain explicit formulas for all fermion correlation functions in the limit a→ 0+
and L→∞; see Corollary 4.10.
4.2 Fermion-phonon Fock space
To construct the Hilbert space F from the vacuum Ω we follow the method in Section 2.
In the present case, we need both fermion and boson creation operators c†r(k) and b†P (p),
respectively; these are operators on F satisfying the conditions{
cr(k), c
†
r′(k
′)
}
= δr,r′δk,k′ ,
{
cr(k), cr′(k
′)
}
= 0, cr(k)Ω = 0,[
bP (p), b
†
P (p
′)
]
= δp,p′ ,
[
bP (p), bP (p
′)
]
= 0, bP (p)Ω = 0,[
cr(k), b
(†)
P (p)
]
= 0,
[
c†r(k), b
(†)
P (p)
]
= 0,
(4.7)
with cr(k) ≡ c†r(k)† and bP (p) ≡ b†P (p)†. Using these we can construct the following
states in F :
ηFPn ≡
(
⇀∏
r,k
c†r(k)
nr,F (k)
)(∏
p
b†P (p)
mP (p)√
mP (p)!
)
Ω, nr,F (k) ∈ {0, 1}, mP (p) ∈ N0, (4.8)
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where only finitely many of the quantum numbers nr,F (k) and mP (p) are non-zero, and
where n is short for the infinite vector ((nr,F (k))r,k, (mP (p))p).
10 The relations above
imply that the states in (4.8) are orthonormal, and they also determine the action of the
creation and annihilation operators on these states. Let D denote the vector space of all
finite linear combinations of the states in (4.8). This set forms a pre-Hilbert space, and
F is obtained from D by norm-completion [30].
Remark 4.2. The Hilbert space F thus constructed can (of course) be identified with the
tensor product FF ⊗ FP of a fermion Fock space and a phonon Fock space. The Fock
space FF is identical with the fermion Fock space constructed in Section 2.1, and the
states in (4.8) correspond to a tensor product of the fermion states in (2.6) with phonon
states. It is thus clear that all bosonization results developed in Sections 2 and 3 can be
used for the fermion-phonon model. ♦
The representation of the field operators used in our definition of the fermion-phonon
model is such that the free fermion-phonon Hamiltonian H0, which is obtained from
the Hamiltonian in (4.1) by setting λˆa(p) = gˆa(p) = 0, is a (positive-definite) self-
adjoint operator with eigenstates ηFPn in (4.8). To see this we note that the fermion field
operators can be constructed as in (2.9), and for the phonon operators the corresponding
formulas are
ΠˆP (p) ≡ −i
√
L
2pi
√
ω0P (p)
2
(
bP (p)− b†P (−p)
)
,
ΦˆP (p) ≡
√
L
2pi
1√
2ω0P (p)
(
bP (p) + b
†
P (−p)
)
.
(4.9)
Indeed, one can verify that this implies that all the conditions in (4.4)–(4.5) are fulfilled
and that the free fermion-phonon Hamiltonian can be written as
H0 =
∑
r,k
vF |k|c†r(k)cr(k) +
∑
p
ω0P (p)b
†
P (p)bP (p). (4.10)
Moreover, as the latter formula makes manifest, the states in (4.8) are exact eigenstates
of H0 with corresponding eigenvalues
∑
r,k vF |k|nr,F (k)+
∑
p ω
0
P (p)mP (p) ≥ 0. It follows
that H0 can be identified with a self-adjoint operator on F (cf. Lemma C.3) and that it
is positive definite.
Remark 4.3. The significance of the cutoff ω0 can be explained as follows. The contribu-
tion from the zero mode ΠˆP (0)
2 +ω20ΦˆP (0)
2 to the free fermion-phonon Hamiltonian is a
harmonic oscillator Hamiltonian with a discrete spectrum for ω0 > 0 but a free-particle
Hamiltonian with a continuous spectrum for ω0 = 0. Although the latter is easy to treat,
with ω0 > 0 we avoid a separate discussion of the phonon zero modes which would be
of no consequence for our results. ♦
10Some of the notation used here is explained after (2.6).
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4.3 Bosonized Hamiltonian
To bosonize the fermion-phonon Hamiltonian in (4.1)–(4.3), we use the boson operators
arising from the fermion densities and Kronig’s identity; see (2.32), (2.68), and (2.70)
(note that the latter refers to the free-fermion Hamiltonian H0 in (2.1)). If we use boson
flavor indices X,X ′ = F, P and define
ΠˆF (p) ≡ −
√
vF
2
(
Jˆ+(p)− Jˆ−(p)
)
= −i
√
L
2pi
√
ω0F (p)
2
(
bF (p)− b†F (−p)
)
,
ΦˆF (p) ≡ 1
ip
√
2vF
(
Jˆ+(p) + Jˆ−(p)
)
=
√
L
2pi
1√
2ω0F (p)
(
bF (p) + b
†
F (−p)
) (4.11)
for p 6= 0, then the bosonized Hamiltonian can be written
H =
pi
L
(
vF
(
Q2+ +Q
2
−
)
+
λˆa(0)
pi
Q+Q− + :
(
ΠˆP (0)
2 + ω20ΦˆP (0)
2
)
:
)
+
∑
X
∑
p 6=0
pi
L
:
(
Πˆ†X(p)ΠˆX(p) + ω
0
X(p)
2Φˆ†X(p)ΦˆX(p)
)
:
+
∑
p 6=0
pi
L
λˆa(p)
2pivF
(
−Πˆ†F (p)ΠˆF (p) + ω0F (p)2Φˆ†F (p)ΦˆF (p)
)
+
∑
p 6=0
pi
L
gˆa(p)
vP
√
pivF
ω0F (p)ω
0
P (p)
(
Φˆ†F (p)ΦˆP (p) + Φˆ
†
P (p)ΦˆF (p)
)
,
(4.12)
where we have collected all zero modes in the first line (recall that Q± ≡ Jˆ±(0)) and
introduced
ω0F (p) ≡ vF |p|. (4.13)
We note that, for both fermions (X = F ) and phonons (X = P ), the operators ΦˆX(p)
and ΠˆX(p) satisfy the same CCR:[
ΦˆX (p), Πˆ
†
X′(p
′)
]
= i
L
2pi
δX,X′δp,p′ ,
[
ΦˆX (p), ΦˆX′(p
′)
]
=
[
ΠˆX (p), ΠˆX′(p
′)
]
= 0 (4.14)
(this follows from (2.69) and (4.4)), and similarly for the boson creation and annihilation
operators:[
bX (p), b
†
X′(p
′)
]
= δX,X′δp,p′ ,
[
bX (p), bX′(p
′)
]
= 0, bX (p)Ω = 0. (4.15)
As a consequence of the results in Sections 2.5 and 4.2, the states
ηBPm ≡
∏
X
∏
p 6=0
b†X(p)
mX(p)√
mF (p)!
 b†P (0)mP (0)√
mP (0)!
R
q+
+ R
−q−
− Ω, mX(p) ∈ N0, q± ∈ Z, (4.16)
4 Fermion-phonon model 37
where only finitely many of the mF (p) and mP (p) are non-zero, and where m is short
for the infinite vector ((mF (p))p6=0, (mP (p))p, q+, q−), provide a complete orthonormal
basis for the fermion-phonon Fock space. These states are also exact eigenstates of the
free fermion-phonon Hamiltonian H0 (cf. (4.10)) in its bosonized form.
4.4 Exact solution
We now turn to the exact solution of the regularized fermion-phonon model. The Hamil-
tonian in (4.12) describes two boson fields with linear coupling terms. Such a Hamilto-
nian can always be diagonalized by a Bogoliubov transformation; see e.g. Appendix C.1
in [9]. The present case is particularly simple since the computations can be reduced to
diagonalizing 2× 2 matrices (the details can be found in Section 4.6).
To state our results we find it convenient to introduce the following parameters:
γ1 ≡ λ
2pivF
, γ2 ≡ g
vP
√
pivF
, (4.17)
which are dimensionless, and
W ≡
√(
v2F
(
1− γ21
)− v2P )2 + 4v2F v2Pγ22 (1− γ1), (4.18)
which has the dimension of velocity squared. We note that the conditions in (1.4) are
equivalent to γ1 < 1 and γ
2
2 < 1+γ1, which guarantees that W , and all other parameters
given below, are well-defined. We also introduce the operators
Jˆr,X(p) ≡
i
√
L|p|
2pi bX(p) if r = +,
i
√
L|p|
2pi b
†
X(−p) if r = −,
Jˆ†r,X(p) ≡ Jˆr,X(−p) (p > 0). (4.19)
This notation is motivated by the following: Jr,F (p) = Jr(p) (cf. (2.32)), and
Jˆr,X(rp)Ω = 0 ∀p > 0, (4.20)[
Jˆr,X(p), Jˆr′,X′(p
′)
]
= rδr,r′δX,X′
Lp
2pi
δp,−p′ . (4.21)
The mathematical properties of the phonon operators Jˆr,P (p) are thus identical with
those of the fermion densities Jr,F (p). For this reason, they can also be used to construct
phonon vertex operators
×
×exp(i
∑
p 6=0(2pi/L)α(p)Jr,P (−p))×× (cf. (3.5) for α(0) = w = 0),
and the mathematical results obtained for the fermion vertex operators in Section 3.1
are equally true for such phonon vertex operators.
We are now ready to formulate a key result towards the exact solution:
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Proposition 4.4.
(a) There exists a unitary operator U on F diagonalizing the Hamiltonian in (4.12):
U†HU = E0 + pivF
L
(
Q2+ +Q
2
− + 2γ1Q+Q−
)
+ ω0b
†
P (0)bP (0)
+
∑
X
∑
p 6=0
v˜X(p)|p|b†X(p)bX(p) (4.22)
with
E0 ≡ 1
2
∑
X
∑
0<|p|≤pi/a
(v˜X − vX) |p|, (4.23)
v˜X(p) ≡
{
v˜X if |p| ≤ pi/a,
vX otherwise,
(4.24)
where11
v˜F =
√
v2F
(
1− γ21
)
+ v2P +W
2
, v˜P =
√
v2F
(
1− γ21
)
+ v2P −W
2
. (4.25)
(b) The unitary operator U commutes with the Klein factors Rr and the fermion charge
operators Qr. Moreover,
U†Jˆr(p)U =
∑
X
ρX(p)Jˆr,X(p)− σX(p)Jˆ−r,X(p), (4.26)
ρX(p) ≡
{
ρX if 0 < |p| ≤ pi/a,
δX,F otherwise,
σX(p) ≡
{
σX if 0 < |p| ≤ pi/a,
0 otherwise,
(4.27)
with the parameters
ρF =
√
vF
v˜F
γ2vP (v˜F + vF (1− γ1))
2
√
W
√
v˜2F − v2F
(
1− γ21
) , ρP = −√vFv˜P γ2vP (v˜P + vF (1− γ1))2√W√v2F (1− γ21)− v˜2P ,
σF =
√
vF
v˜F
γ2vP (v˜F − vF (1− γ1))
2
√
W
√
v˜2F − v2F
(
1− γ21
) , σP = −√vFv˜P γ2vP (v˜P − vF (1− γ1))2√W√v2F (1− γ21)− v˜2P ,
(4.28)
which satisfy the identity
ρ2F − σ2F + ρ2P − σ2P = 1. (4.29)
(The proof is given in Section 4.6.)
The formulas for v˜X , ρX , and σX in terms of the model parameters constitute the
main computational result. We note that the notation we use for the parameters in (4.28)
is inspired by [7]. Moreover, the dispersion relations for the fermion-phonon model are
ωX(p) ≡ v˜X(p)|p|, (4.30)
11Note that v˜X > 0 if and only if γ1 < 1 and γ
2
2 < 1 + γ1.
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from which it follows that v˜F and v˜P have the physical interpretation of renormalized
fermion and phonon velocities, respectively. One can show, although it is not manifest,
that our formulas simplify to
v˜F = vF
√
1− γ21 , v˜P = vP ,
ρF =
√
vF + v˜F
2v˜F
, σF = ±
√
vF − v˜F
2v˜F
, ρP = σP = 0
(4.31)
in the limiting case γ2 = 0 where the phonons decouple from the fermions; the upper
sign for σF in (4.31) corresponds to λ > 0 and the lower to λ < 0. These can be used to
check that we recover Johnson’s solution of the massless Thirring model [19, 25] (cf. the
special case λKlaiber = 0 of Klaiber’s solution as in [7], which corresponds to the solution
by Johnson [21]).
Remark 4.5. The limit γ2 → 0 is tricky due to the possibility of incorrectly identifying
fermions as phonons and vice versa (cf. (4.25)). One way to avoid this is to restrict the
coupling constants further, as compared to (1.4), and require that (λ/(2pi))2 < v2F − v2P ,
which corresponds to γ21 < 1− v2P /v2F . It then follows that W → v2F
(
1− γ21
)− v2P in the
limit γ2 → 0, which gives the correct identification as in (4.31). ♦
We now turn to the exact eigenstates and eigenvalues of the regularized fermion-
phonon Hamiltonian. A simple consequence of Proposition 4.4 is the following:
Corollary 4.6. The exact eigenstates of the Hamiltonian H in (4.1) are given by UηBPm
with the states ηBPm in (4.16), and the corresponding eigenvalues are
Em ≡ E0 + pivF
L
(
q2+ + q
2
− + 2γ1q+q−
)
+ ω0mP (0) +
∑
X
∑
p 6=0
v˜X(p)|p|mX(p). (4.32)
Thus H defines a self-adjoint operator with pure point spectrum.
As a special case of this corollary, Ω˜ ≡ UΩ is the ground state ofH with corresponding
eigenvalue E0, i.e. E0 has the physical interpretation as ground state energy.
Proof of Corollary 4.6. It is clear from (2.42a) and (4.22) that HUηBPm = EmUηBPm .
Since the states in (4.16) form a complete orthonormal basis in F , the same holds true
for these eigenstates. This implies all other results (cf. Lemma C.3).
To compute fermion correlation functions we use the same notation as in (3.24) and
the regularized fermion field operators in (3.2); see Section 3.3 for motivation and further
explanations. We thus define
〈Ω˜, ψq1r1 (x1, t1; 0+) . . . ψqNrN (xN , tN ; 0+)Ω˜〉
≡ lim
1,...,N→0+
〈Ω˜, ψq1r1 (x1, t1; 1) . . . ψqNrN (xN , tN ; N )Ω˜〉, (4.33)
where Ω˜ is the ground state of the fermion-phonon Hamiltonian H and the time evolution
is given by H, i.e. ψqr(x, t; ) ≡ exp(iHt)ψqr(x; ) exp(−iHt). The following result reduces
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the computation of any such correlation function to an exercise in normal ordering
products of vertex operators:
Corollary 4.7. The fermion correlation functions in (4.33) are equal to
〈Ω, ψ˜q1r1 (x1, t1; 0+) . . . ψ˜qNrN (xN , tN ; 0+)Ω〉 (4.34)
with
ψ˜qr(x, t; ) =
Za,√
L
×
×Rqrr e
−2piiq((rx−vF t)Qr+γ1vF tQ−r)/L××
×
∏
X
×
×exp
qr∑
p6=0
2pi
Lp
ρX(p)Jˆr,X(−p)e−ip(x−rv˜X(p)t)−|p|/2
××
×
∏
X
×
×exp
−qr∑
p 6=0
2pi
Lp
σX(p)Jˆ−r,X(−p)e−ip(x+rv˜X(p)t)−|p|/2
××
(4.35)
and
Za, = exp
− ∑
0<p≤pi/a
2pi
Lp
(σ2F + σ
2
P )e
−p
 . (4.36)
(The proof can be found further below.)
By arguments similar to those in Section 3.3, it follows from the corollary above that
the correlation functions in (4.33) are equal to
〈Ω, Rq1r1r1 . . . RqNrNrN Ω〉
(
Za,0√
L
)N/2 ∏
1≤n<m≤N
Cqn,qmrn,rm (xn − xm, tn − tm; 0+) (4.37)
with building blocks Cq,q
′
r,r′ (·, ·; ·) which can be computed by normal ordering products of
two operators of the form in (4.35):
ψ˜qr(x, t; )ψ˜
q′
r′ (x
′, t′; ′) = Cq,q
′
r,r′ (x− x′, t− t′; + ′)
×
×ψ˜qr(x, t; )ψ˜
q′
r′ (x
′, t′; ′)×× . (4.38)
In Section 4.5, we give explicit formulas for these building blocks and for all fermion
correlation functions in the continuum and thermodynamic limits a→ 0+ and L→∞.
Fermion two-point correlation functions for a > 0 and L <∞ can be found in [28].
Proof of Corollary 4.7. To obtain (4.34) we insert Ω˜ = UΩ and I = UU† into (4.33) and
introduce
ψ˜qr(x, t; ) ≡ U†ψqr(x, t; )U = eiH˜tψ˜qr(x; )e−iH˜t (4.39)
with H˜ ≡ U†HU in (4.22). The explicit form of the operators in (4.39) can be computed
using (3.20)–(3.21) and Proposition 4.4 as follows. Since U commutes with Rr and Qr,
ψ˜qr(x; ) =
N√
2pi
×
×Rqrr e
−2piiqrxQr/L××exp
qr∑
p 6=0
2pi
Lp
U†Jˆr(−p)Ue−ipx−|p|/2
 , (4.40)
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where it follows from (4.26) and (4.21) that the rightmost exponential is equal to
∏
X
exp
qr∑
p 6=0
2pi
Lp
ρX(p)Jˆr,X(−p)e−ipx−|p|/2

×
∏
X
exp
−qr∑
p 6=0
2pi
Lp
σX(p)Jˆ−r,X(−p)e−ipx−|p|/2
 . (4.41)
We are left to compute the time evolution given by H˜: for the density operators,12
eiH˜tJˆr,X(p)e
−iH˜t = Jˆr,X(p)e−irpv˜X(p)t, (4.42)
and for the Klein factors,13
eiH˜tRre
−iH˜t = ××Rre2ipirvF (Qr+γ1Q−r)t/L
×
× . (4.43)
Combining these with (4.39)–(4.41) yields the result in (4.35); all that remains is to write
this expression in a boson-normal-ordered form using (3.11a) and (3.9), which gives rise
to the factor
√
1− e−2pi/L exp
− ∑
0<p≤pi/a
pi
Lp
(ρ2F + σ
2
F + ρ
2
P + σ
2
P − 1)e−p
 = √2pi/LN Za,
(4.44)
(this follows from (3.21), (4.29), and (4.36)).
4.5 Continuum limit
As mentioned after Corollary 4.7, all fermion correlation functions in the fermion-phonon
model can be computed from the results in Section 4.4. These formulas are in general
complicated, but if one is interested in intermediate length scales they can be simplified.
One way to compute such simplified formulas is as limits a → 0+ and L → ∞ of the
fermion correlation functions in the regularized model; this is, however, demanding from
a computational point of view. In this section we construct a renormalized model which
corresponds to the continuum limit a → 0+ of the regularized fermion-phonon model.
Using this renormalized model, the continuum-limit results for the fermion correlation
functions can be obtained with less computational effort, but, as will be discussed, the
continuum limit requires additive and multiplicative renormalizations.
To see that the limit a→ 0+ is non-trivial, note that the ground state energy E0 in
(4.23) diverges like O(L/a2). Moreover, for  = 0, the constant in (4.36) is vanishing in
12This can be shown by differentiating the l.h.s. of (4.42) with respect to t, computing the commutator
of Jˆr(p) with H˜ ≡ U†HU by recalling (4.19), and by integrating the resulting differential equation.
13This can be computed using (2.38) for p = 0; the computation is similar to that of the time evolution
of the density operators.
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this limit:
Za,0 =
(
eγ
L
2a
)−(σ2F+σ2P ) (
1 +O
( a
L
))
(4.45)
with the Euler-Mascheroni constant γ = 0.5572 . . ..14 The reason for these difficulties is
that the unitary operator U in Proposition 4.4 does not exist in this limit. It is therefore
remarkable that all these divergencies can be eliminated in a simple way after a similarity
transformation with U using additive and multiplicative renormalizations as follows. We
define a renormalized Hamiltonian
H˜ren ≡ lim
a→0+
(
U†HU − E0
)
(4.46)
and renormalized fields
Ψqr(x, t; ) ≡ lim
a→0+
Z−1a,
(
2pi`
L
)(σ2F+σ2P )
U†ψqr(x, t; )U , (4.47)
where ` > 0 is an arbitrary length parameter introduced for dimensional reasons.15 It
follows from the results in Section 4.4 that these define a renormalized fermion-phonon
model in the following sense:
Proposition 4.8.
(a) The Hamiltonian in (4.46) and the fields in (4.47) are equal to
H˜ren =
pivF
L
(
Q2+ +Q
2
− + 2γ1Q+Q−
)
+ω0b
†
P (0)bP (0) +
∑
X
∑
p6=0
ωX(p)b
†
X(p)bX(p) (4.48)
and
Ψqr(x, t; ) =
1√
L
(
2pi`
L
)σ2F+σ2P ×
×Rqrr e
−2piiq((rx−vF t)Qr+γ1vF tQ−r)/L××
×
∏
X
×
×exp
qr∑
p 6=0
2pi
Lp
ρX Jˆr,X(−p)e−ip(x−rv˜X t)−|p|/2
××
×
∏
X
×
×exp
−qr∑
p 6=0
2pi
Lp
σX Jˆ−r,X(−p)e−ip(x+rv˜X t)−|p|/2
×× ,
(4.49)
and they define self-adjoint and unitary operators on F , respectively.
(b) The renormalized fermion correlation functions
lim
L→∞
lim
a→0+
(
eγ
pi`
a
)N(σ2F+σ2P )
〈Ω˜, ψq1r1 (x1, t1; 0+) . . . ψqNrN (xN , tN ; 0+)Ω˜〉 (4.50)
14This follows from
∑N
n=1 1/n = γ + ln(N) +O(1/N).
15Note that Z−1a, (2pi`/L)
(σ2F+σ
2
P ) → (eγpi`/a)σ2F+σ2P (1 +O (a/L)) in the limit → 0+.
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exist and are identical with
lim
L→∞
〈Ω,Ψq1r1(x1, t1; 0+) . . .ΨqNrN (xN , tN ; 0+)Ω〉 (4.51)
as functions away from singularities.16
(The proof can be found at the end of this section.)
Remark 4.9. We only prove that the correlation functions in (4.50) and (4.51) are iden-
tical as functions away from the singularities. To see why, we emphasize that the second
expression is shown to equal
lim
L→∞
lim
1,...,N→0+
lim
a→0+
(
eγ
pi`
a
)N(σ2F+σ2P )
〈Ω˜, ψq1r1 (x1, t1; 1) . . . ψqNrN (xN , tN ; N )Ω˜〉 (4.52)
in the proof of Proposition 4.8, and this differs from the first by the order in which the
limits j → 0+ and a → 0+ are taken. We cannot exclude the possibility that these
limits cannot be interchanged, and, if that were the case, then the correlation functions
in (4.50) and (4.51) would define different distributions.17 We emphasize that, from a
physical point of view, the correct order of limits is as in (4.50). ♦
As for the regularized model, the renormalized Hamiltonian H˜ren determines the time
evolution of the renormalized fields, i.e. Ψqr(x, t; ) = exp(iH˜rent)Ψ
q
r(x; ) exp(−iH˜rent).
It would be interesting to extend this renormalized fermion-phonon model to allow for
an efficient computation of boson correlation functions. Another interesting use would
be to compute correlation functions at finite temperature; see [9] for such results for a
similar model. However, this is beyond the scope of the present paper.
Let us briefly discuss the physical interpretation of the renormalized fermion-phonon
model. Our construction of the regularized fermion-phonon model is on the Fock space
for the corresponding non-interacting model, and the Fock vacuum Ω has the physical
interpretation as ground state of the latter model. The ground state Ω˜ of the interacting
model with local interactions (which corresponds to the limit a → 0+) does not exist
in this Fock space; this is clear since, for example, the ground state energy diverges.
However, using a similarity transformation with the unitary operator U , one can con-
struct a new Hilbert space which is such that, by definition, it contains the model ground
state: the definition is such that the transformation maps Ω˜ = UΩ to the Fock vacuum
Ω = U†Ω˜. Since the normal ordering was defined with reference to the original Fock vac-
uum, the additive and multiplicative renormalizations can be interpreted as changing
the normal ordering such that it uses the interacting ground state as reference instead.
The difference between these two normal orderings diverges in the limit a → 0+, but
this is to be expected since the similarity transformation maps the original Fock vacuum
to the state U†Ω which does not exist in this limit.
16This is the strongest statement of this identity which we prove in this paper; see Remark 4.9.
17This is analogous to the situation for 1/(x± i0+) and P(1/x) which are identical as functions away
from the singularity in x = 0 but define different distributions.
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The renormalized model can be used to efficiently compute the continuum and ther-
modynamic limits a→ 0+ and L→∞ of the renormalized fermion correlation functions.
The strategy is the same as described for the regularized model at the end of Section 4.4.
The computational advantage of working with the renormalized model is that each of the
renormalized fields Ψqr(x, t; ) in (4.49) is essentially a product of four vertex operators
of the form
W νr,X(x; ) ≡ ××exp
ν∑
p 6=0
2pi
Lp
Jˆr,X(−p)e−ipx−|p|/2
×× (4.53)
with different real parameters ν (cf. (4.49)). We also have the following general formula
for writing products of such vertex operators in a normal-ordered form:
W νr,X(x; )W
ν′
r,X(x
′; ′) =
(
i exp
(− ipiL [r(x− x′) + i2(+ ′)])
2 sin
(
pi
L [r(x− x′) + i2(+ ′)]
) )−νν′ ××· · ·×× (4.54)
with
×
×· · ·×× meaning boson normal ordering of the l.h.s. and
2pi`
L
× i exp
(− ipiL [rx+ i2])
2 sin
(
pi
L [rx+
i
2]
) L→∞−−−−→
→0+
i`
rx+ i0+
(4.55)
(this follows from (3.14a) using (A.1)). Moreover, it is useful to note that the zero-mode
contributions when normal ordering products of the renormalized fields Ψqr(x, t; ) can be
ignored in the limit L→∞ (since they always come with a factor 1/L); see Remark 4.11
for a discussion of the zero-mode contributions for L <∞. It thus follows that
Ψqr(x, t; )Ψ
q′
r′(x
′, t′; ′) = Cr,r′(x− x′, t− t′; + ′)−qq′ ××Ψqr(x, t; )Ψq
′
r′(x
′, t′; ′)×× (4.56)
with(
2pi`
L
)ρ2F+σ2F+ρ2P+σ2P
C±,±(x, t; )
L→∞−−−−→
→0+
∏
r,X
(
i`
rx− v˜Xt+ i0+
)ρ2Xδr,±+σ2Xδr,∓
,
(
2pi`
L
)2(ρF σF+ρP σP )
C±,∓(x, t; )
L→∞−−−−→
→0+
∏
r,X
(
i`
rx− v˜Xt+ i0+
)ρXσX
.
(4.57)
As we mentioned after Corollary 4.7, by arguments similar to those in Section 3.3, this
implies the following:
Corollary 4.10. In the thermodynamic limit L→∞, the renormalized fermion corre-
lation functions in (4.51) are
lim
L→∞
〈Ω,Ψq1r1(x1, t1; 0+) . . .ΨqNrN (xN , tN ; 0+)Ω〉 = 〈Ω, Rq1r1r1 . . . RqNrNrN Ω〉
×
(
1
2pi`
)N/2 ∏
0≤n<m≤N
∏
r,X
(
i`
r(xn − xm)− v˜X(tn − tm) + i0+
)−qnqmcr,X;rn,rm
(4.58)
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with
cr,X;±,± ≡ ρ2Xδr,± + σ2Xδr,∓, cr,X;±,∓ ≡ ρXσX , (4.59)
where the first factor on the r.h.s. of (4.58) is a sign factor (cf. (3.26)ff).
Proof. The formulas for cr,X;rn,rm follow from the exponents in (4.57), and we are thus
left to prove that the factors (2pi`/L)σ
2
F+σ
2
P from the renormalized fields in (4.49) exactly
match the factors needed for the limit L → ∞ to exist. This is equivalent to showing
that(
1√
L
(
2pi`
L
)σ2F+σ2P)N
=
(
1
2pi`
)N/2 ∏
1≤n<m≤N
(
2pi`
L
)−qnqm∑r,X cr,X;rn,rm
(4.60)
if 〈Ω, Rq1r1r1 . . . RqNrNrN Ω〉 6= 0, which is true by Corollary 3.11.
The explicit expressions for all fermion correlation functions can be found from Corol-
lary 4.10. For example, the special case N = 2 gives the two-point correlation functions
stated in the introduction (cf. (1.5)). Similarly, as an example of a four-point correlation
function (N = 4), we find
lim
L→∞
〈Ω,Ψ+(x1, t1; 0+)Ψ†−(x2, t2; 0+)Ψ−(x3, t3; 0+)Ψ†+(x4, t4; 0+)Ω〉
=
(
1
2pi`
)2∏
r,X
(
rx13 − v˜Xt13 + i0+
rx12 − v˜Xt12 + i0+
)ρXσX (rx24 − v˜Xt24 + i0+
rx34 − v˜Xt34 + i0+
)ρXσX
×
∏
X
(
i`
x14 − v˜Xt14 + i0+
)ρ2X ( i`
−x14 − v˜Xt14 + i0+
)σ2X
×
∏
X
(
i`
x23 − v˜Xt23 + i0+
)σ2X ( i`
−x23 − v˜Xt23 + i0+
)ρ2X (4.61)
using the shorthand notation xnm ≡ xn − xm and tnm ≡ tn − tm.
Remark 4.11. One can get simple formulas even without passing to the thermodynamic
limit: for the fermion two-point correlation functions we checked that the zero-mode
contributions exactly cancel the (x± rv˜Xt)-dependence from the numerator in (4.54) by
using the identity (
ρ2F + σ
2
F
)
v˜F +
(
ρ2P + σ
2
P
)
v˜P = vF , (4.62)
which can be derived from (4.28). We expect that a similar cancelation takes place for
all fermion correlation functions. ♦
Proof of Proposition 4.8. The states in (4.16) form a complete set of orthonormal eigen-
states of the renormalized Hamiltonian in (4.48), and the corresponding eigenvalues are
lima→0+(Em − E0) with Em in (4.32). It follows that H˜ren defines a self-adjoint operator
on F (cf. Lemma C.3). This also shows that the limit in (4.46) is in the strong sense on
the domain of finite linear combinations of the states in (4.16).
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Equation (4.47) implies (4.49) for the renormalized fields. They are thus proportional
to a product of unitary operators (this follows from Proposition 3.4) and are therefore
also unitary. This completes the proof of Part (a).
The limit in (4.47) is in the weak sense on F , and it thus follows that the correlation
functions in (4.51) and (4.52) are equal. This proves Part (b) (see Remark 4.9 for further
explanations).
4.6 Proof of Proposition 4.4
One important feature allowing to solve the fermion-phonon model exactly is that bosons
with different magnitude of momentum p decouple. To make this manifest we write the
Hamiltonian in (4.12) as
H =
∑
p≥0
hp (4.63)
(this follows since (hp + h−p)/2 = hp) with the zero-mode part
h0 =
pi
L
(
vF
(
Q2+ +Q
2
− + 2γ1Q+Q−
)
+ ΠˆP (0)
2 + ω20ΦˆP (0)
2
)
− 1
2
ω0 (4.64)
and the parts with momenta p > 0 written as
hp =
2pi
L
(
Πˆ
†
(p)A(p)Πˆ(p) + Φˆ
†
(p)B(p)Φˆ(p)
)
− (ω0F (p) + ω0P (p)) (4.65)
using the following matrix notation:
Πˆ(p) ≡ (ΠˆF (p), ΠˆP (p))T , Φˆ(p) ≡ (ΦˆF (p), ΦˆP (p))T , (4.66)
A(p) ≡
(
1− γ1(p) 0
0 1
)
, B(p) ≡ p2
(
v2F [1 + γ1(p)] vF vPγ2(p)
vF vPγ2(p) v
2
P
)
, (4.67)
with the shorthand notation γ1,2(p) ≡ γ1,2Θ(pi/a− |p|). To ensure that this describes a
stable system, we must require that both matrices A(p) and B(p) are positive definite.
This is true if and only if γ1 < 1 and γ
2
2 < 1+γ1, which, as we mentioned, are equivalent
to the conditions in (1.4).
The parts with p = 0 and p > pi/a are already diagonal:
h0 =
pivF
L
(Q2+ +Q
2
− + 2γ1Q+Q−) + ω0b
†
P (0)bP (0), (4.68)
hp>pi/a =
∑
X
ω0X(p)
(
b†X(p)bX(p) + b
†
X(−p)bX(−p)
)
. (4.69)
The task of diagonalizing the parts h0<p≤pi/a can be reduced to diagonalizing the matrix
C(p) ≡ A(p)1/2B(p)A(p)1/2 = p2
(
v2F (1− γ21) vF vPγ2
√
1− γ1
vF vPγ2
√
1− γ1 v2P
)
, (4.70)
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which is also positive definite if and only if γ1 < 1 and γ
2
2 < 1 + γ1. It follows that there
exists a unitary matrix U and a diagonal matrix ω(p) = diag(ωF (p), ωP (p)) such that
C(p) = Uω(p)2U†. (4.71)
Indeed, one can write
h0<p≤pi/a =
2pi
L
(
Π˜
†
(p)Π˜(p) + Φ˜
†
(p)ω(p)2Φ˜(p)
)
− (ω0F (p) + ω0P (p)) (4.72)
with
Π˜(p) = UA1/2Πˆ(p), Φ˜(p) = U†A−1/2Φˆ(p) (4.73)
defined in the same way as in (4.66). This can be shown to be a canonical transformation,
i.e. one can show that the operators Π˜X(p) and Φ˜X(p) satisfy CCR similar to (4.14). By
introducing boson operators b˜
(†)
X (p) corresponding to the ones in (4.9) and (4.11):
Π˜X(p) ≡ −i
√
L
2pi
√
ωX(p)
2
(
b˜X(p)− b˜†X(−p)
)
,
Φ˜X(p) ≡
√
L
2pi
1√
2ωX(p)
(
b˜X(p) + b˜
†
X(−p)
)
,
(4.74)
one obtains
h0<p≤pi/a =
∑
X
(
ωX(p)
(
b˜†X(p)b˜X(p) + b˜
†
X(−p)b˜X(−p)
)
+
(
ωX(p)− ω0X(p)
))
. (4.75)
It is known that there exist unitary operators Up such that
U†p b˜(†)X (±p)Up = b(†)X (±p), (4.76)
which can be constructed using the operators b
(†)
X (±p); see e.g. Appendix C.1 in [9] for
an explicit construction of these unitary operators. It follows that the unitary operator
U ≡
∏
0<p≤pi/a
Up (4.77)
satisfies (4.22)–(4.23) (note that this is a finite product and thus well-defined). Moreover,
one can easily verify (4.24)–(4.25) by computing the eigenvalues of the matrix in (4.70)
(cf. (4.30) and (4.71)). This completes the proof of Part (a) of Proposition 4.4.
To prove Part (b), invert (4.73) and write the resulting equations in component form:
ΠˆX(p) =
∑
X′
(MΠ)X,X′ Π˜X′(p), ΦˆX(p) =
∑
X′
(MΦ)X,X′ Φ˜X′(p) (4.78)
using matrices MΠ ≡ A−1/2U† and MΦ ≡ A1/2U (as before, we restrict our discussion
to the non-trivial case 0 < |p| ≤ pi/a). Using (4.9), (4.11), and (4.74) one finds
bX(p) =
∑
X′
(
CX,X′ b˜X′(p) + SX,X′ b˜†X′(−p)
)
(4.79)
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with
CX,X′ ≡ 1
2
(√
vX
v˜X′
(
MΦ
)
X,X′ +
√
v˜X′
vX
(
MΠ
)
X,X′
)
,
SX,X′ ≡ 1
2
(√
vX
v˜X′
(
MΦ
)
X,X′ −
√
v˜X′
vX
(
MΠ
)
X,X′
)
.
(4.80)
It thus follows from (4.76)–(4.77) that
U†bX(p)U =
∑
X′
(
CX,X′bX′(p) + SX,X′b†X′(−p)
)
, (4.81)
and recalling the relation between b
(†)
X (p) and Jˆr,X(p) in (4.19) we obtain
U†Jˆr,X(p)U =
∑
X′
(
CX,X′ Jˆr,X′(p) + SX,X′ Jˆ−r,X′(p)
)
, (4.82)
which, for X = F , implies (4.26)–(4.27) with ρX′ ≡ CF,X′ and σX′ ≡ −SF,X′ . The
explicit expressions in (4.28) follow from (4.80) by straightforward computations which
we omit. Lastly, the consistency of (4.81) with the CCR in (4.15) implies∑
X′
(
|CX,X′ |2 − |SX,X′ |2
)
= 1 (4.83)
which, for X = F , is equivalent to the identity in (4.29).
5 Concluding remarks
We constructed and solved a one-dimensional fermion-phonon model using bosonization.
We also gave a self-contained account of the mathematical basis of bosonization together
with complete proofs. Our main results include a renormalized model in the continuum
limit, which was obtained by additive and multiplicative renormalizations (cf. Proposi-
tion 4.8), and explicit formulas for all fermion correlation functions in the continuum and
thermodynamic limits using this renormalized model (cf. Corollary 4.10). We emphasize
that positivity of our correlation functions is manifest from the method by which they
were computed: the renormalized model we derived is analogous to the one used by
Carey, Ruijsenaars, and Wright [7] to prove positivity of Klaiber’s N -point correlation
functions for the massless Thirring model [21], and their argument also applies to our
model.
As an application of the tools developed in this paper, we address one point which
was raised in the introduction: we mentioned that certain fermion four-point correlation
functions can be used to study physical properties of the fermion-phonon model related
to charge-density-wave (CDW) and superconducting (SC) instabilities [8, 40]. The corre-
lation functions of interest are limL→∞〈Ω, OA(x, t)O†A(0, 0)Ω〉 for A ∈ {CDW,SC} with
OCDW(x, t) ≡ ××Ψ+(x, t; 0+)Ψ†−(x, t; 0+)×× and OSC(x, t) ≡ ××Ψ−(x, t; 0+)Ψ+(x, t; 0+)×× .
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We emphasize that these operators must be in a boson-normal-ordered form for the cor-
relation functions to exist, and this corresponds to an additional multiplicative renormal-
ization; this is seen by comparing the equations below with (4.61). Using Corollary 4.10
we find
lim
L→∞
〈Ω, OCDW(x, t)O†CDW(0, 0)Ω〉 =
(
1
2pi`
)2∏
X
(
`2
x2 − (v˜Xt− i0+)2
)(ρX−σX)2
(5.1)
and
lim
L→∞
〈Ω, OSC(x, t)O†SC(0, 0)Ω〉 =
(
1
2pi`
)2∏
X
(
`2
x2 − (v˜Xt− i0+)2
)(ρX+σX)2
, (5.2)
which are of interest in physics since they allow to construct phase diagrams [8, 40].
We derived our results using a particular regularization, but, as we mentioned, there
exist a vast number of different regularizations. Physical arguments suggest that the
correlation functions in the continuum and thermodynamic limits are universal in the
sense that they are independent of the details of the regularization. It would be in-
teresting to prove this universality conjecture. A related question is if the correlation
functions obtained by passing to the continuum limit are identical as distributions to the
continuum limit of the correlation functions for the regularized model. (We only proved
the equality of these functions in a weaker sense.) As for the previous question, physical
arguments suggest that this is the case, but to prove this conjecture one would have to
show that the correlation functions in (4.50) and (4.51) are identical as distributions. To
our knowledge, both of these questions are open even for the massless Thirring model.
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Appendix A Notation and conventions
The symbols C, R, and Z denote the sets of complex, real, and integer numbers, and
N and N0 denote the positive and non-negative integers, respectively. The symbol ∂x is
short for ∂/∂x. We write “≡” to emphasize a definition. The complex conjugate of c ∈ C
is c. The Heaviside function Θ(·) is defined such that Θ(x) = 1 for x ≥ 0 and Θ(x) = 0
for x < 0. We use the symbols [a, b] ≡ ab− ba and {a, b} ≡ ab+ ba for the commutator
and the anticommutator, respectively. We write I for the identity operator, but often
identify c ∈ C with cI. Two symbols † and ∗ are used for Hermitian conjugation of
operators: the first is used in cases where operator domains are well-defined or of no
concern, and the second in a weaker sense such that, if A is an operator defined on a
dense domain D, then “A†” means “A∗ restricted to D.”
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Unless otherwise stated, and when there is no risk of confusion, a free variable or
index in an identity can take any allowed value. For example, the relations in (2.2) hold
true for all k, k′ ∈ (2pi/L)(Z+ 1/2) and r, r′ = ±, whereas (2.3) holds true for r = ± but
only those k ∈ (2pi/L)(Z+ 1/2) which satisfy the given condition.
Parameters: The following parameters are used:
Parameter Physical significance
L infrared cutoff (length of space)
a ultraviolet cutoff (interaction range)
vF Fermi velocity
vP phonon velocity
λ fermion-fermion coupling constant
g fermion-phonon coupling constant
Variables: The following variable names are reserved for particular sets:
Variables Set Physical interpretation
r, r′, rj {+,−} chiralities
x, x′, y, xj [−L/2, L/2] positions
k, k′, kj (2pi/L)(Z+ 1/2) fermion momenta
p, p′, pj (2pi/L)Z boson momenta
X,X ′ {F, P} boson flavor indices
Summation conventions: The following abbreviations are used:
Abbreviation Meaning∑
r
∑
r=±∑
k
∑
k∈ 2pi
L
(Z+ 1
2
)∑
p 6=0
∑
p∈ 2pi
L
Z\{0}
(etc.)
Useful formula: The following formula is used repeatedly:
∑
p>0
2pi
Lp
e−ξp = − ln
(
1− e−2piξ/L
)
(Re(ξ) > 0). (A.1)
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Appendix B Bosonization in a nutshell
In this appendix we give a survey of the results developed in this paper using a notation
common in the physics literature. It serves to connect the results in this paper to the
latter and as a summary. We also include remarks on the history of bosonization.
B.1 Bosonization
The collection of mathematical results known as bosonization concern the quantum field
theory model defined by the Hamiltonian
H0 ≡
∫ L/2
−L/2
dx vF
∑
r
:ψ†r(x)r(−i∂x)ψr(x): (B.1)
with fermion fields ψ
(†)
r (x) satisfying antiperiodic boundary conditions and the CAR{
ψr(x), ψ
†
r′(y)
}
= δr,r′δ(x− y),
{
ψr(x), ψr′(y)
}
= 0. (B.2)
The fermion densities are defined as
Jr(x) ≡ :ψ†r(x)ψr(x): . (B.3)
By bosonization we mean the following three identities:
The fermion densities obey non-trivial commutation relations:
[Jr(x), Jr′(y)] = r
1
2pii
δr,r′∂xδ(x− y). (B.4)
The Hamiltonian can be expressed in terms of fermion densities:
H0 = pivF
∑
r
∫ L/2
−L/2
dx :Jr(x)
2 : . (B.5)
The fermion fields can be expressed in terms of fermion densities:
ψr(x) = exp
(
r2pii∂−1x Jr(x)
)
. (B.6)
The r.h.s. of (B.4) is an example of a quantum field theory anomaly known as a Schwinger
term, and the result in (B.5) is known by the name Kronig’s identity.18 Moreover, the
18Actually, what is usually called Kronig’s identity is∫ L/2
−L/2
dx :ψ†r(x)r(−i∂x)ψr(x): = pi
∫ L/2
−L/2
dx :Jr(x)
2 : .
However, we only need the somewhat weaker form stated in (B.5).
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inverse differential operator ∂−1x in (B.6) hides an important integration constant, which
includes an infinite normalization constant and a so-called Klein factor (cf. (3.20)). Note
that all three identities are consequences of mathematical subtleties related to normal
ordering.
To explain the name bosonization we note that
ΠF (x) ≡ −√vFpi
[
J+(x)− J−(x)
]
, ΦF (x) ≡ ∂−1x
√
pi
vF
[
J+(x) + J−(x)
]
(B.7)
are boson field operators since they are Hermitian and satisfy CCR:[
ΦF (x),ΠF (y)
]
= iδ(x− y), [ΦF (x),ΦF (y)] = [ΠF (x),ΠF (y)] = 0, (B.8)
and it follows from (B.5) that the fermion Hamiltonian in (B.1) is identical with a boson
Hamiltonian:
H0 =
1
2
∫ L/2
−L/2
dx :
(
ΠF (x)
2 + v2F [∂xΦF (x)]
2
)
: . (B.9)
Finally, the identity in (B.6) can be used to express all fermion correlation functions in
terms of boson correlation functions, and the latter can be computed exactly.
Remark B.1. By interpreting vF as the vacuum speed of light, the Hamiltonians in (B.1)
and (B.9) define important models in particle physics: the former corresponds to massless
Dirac fermions, and the latter to massless Klein-Gordon bosons, both in 1+1 dimensions.
The inverse differential operator in (B.7), however, hides certain complications related
to zero modes; see the closing discussion in Section 2 for details. ♦
Remark B.2. From the point of view of particle physics described in the previous remark,
the fermion densities in (B.3) correspond to fermion currents in light-cone coordinates.
This explains why we use the symbol Jr(x) for these operators. ♦
B.2 Formal solution of the fermion-phonon model
The formal bosonization results in (B.1)–(B.9) can be used to bosonize the fermion-
phonon model in (1.1)–(1.4) as follows. By restating the model with an infrared cutoff
L > 0, we note that the free-fermion Hamiltonian in (B.1) is part of the fermion-phonon
Hamiltonian with the cutoff in place. As a result, this entire Hamiltonian can be cast in
the form
H =
∫ L/2
−L/2
dx
(
1
2
:
(
ΠF (x)
2 + v2F [∂xΦF (x)]
2
)
: +
1
2
:
(
ΠP (x)
2 + v2P [∂xΦP (x)]
2
)
:
+
λ
2pivF
(−ΠF (x)2 + v2F [∂xΦF (x)]2)+ g√vFpi [∂xΦF (x)][∂xΦP (x)]
)
(B.10)
consisting only of bosons field operators ΦX(x) and ΠX(x) in the sense that the latter
are Hermitian and satisfy CCR:[
ΦX(x),ΠX′(y)
]
= iδ(x− y),
[
ΦX(x),ΦX′(y)
]
=
[
ΠX(x),ΠX′(y)
]
= 0. (B.11)
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A Hamiltonian of this type can be diagonalized by a Bogoliubov transformation. More-
over, as in the free-fermion case, all fermion correlation functions can be computed using
the identity in (B.6). In the formal discussion given here, we have ignored serious math-
ematical difficulties. For instance, it is standard practice to construct a Hilbert space for
the non-interacting model, i.e. the Hamiltonian in (1.1) with λ = g = 0. However, this
Hilbert space does not contain the ground state of the interacting model. Furthermore,
one can show that the exact fermion two-point correlation functions for the interacting
model are inconsistent with the CAR in (B.2). This was discussed by Wilson in [42]
for the massless Thirring model, which corresponds to the special case g = 0, and it is
equally true for g 6= 0.
B.3 From formal to precise results
To avoid difficulties with the distributional nature of quantum fields, we work with field
operators in Fourier space:
ψˆr(k) =
1√
2pi
∫ L/2
−L/2
dxψr(x)e
−ikx, Jˆr(p) =
∫ L/2
−L/2
dxJr(x)e
−ipx, (B.12)
where k ∈ (2pi/L)(Z + 1/2) and p ∈ (2pi/L)Z are fermion and boson momenta, respec-
tively. (Note that one can regard ψˆ
(†)
r (k) and Jˆr(p) as fermion field operators and density
operators, respectively, smeared out by test functions, the latter being plane waves.) This
can be used to write down and prove precise versions of the formal bosonization results
above; see Sections 2 and 3. Similarly, as in the case of free fermions, our strategy to
make the fermion-phonon model precise is also to work in Fourier space:
ΠˆP (p) =
1√
2pi
∫ L/2
−L/2
dxΠP (x)e
−ipx, ΦˆP (p) =
1√
2pi
∫ L/2
−L/2
dxΦP (x)e
−ipx, (B.13)
λˆa(p) =
∫ L/2
−L/2
dxλa(x)e
−ipx, gˆa(p) =
∫ L/2
−L/2
dx ga(x)e
−ipx. (B.14)
This and (B.12) can be used to obtain the precise formulation of the fermion-phonon
model in Section 4 from the formal definition in the introduction.
Appendix C Operators and quadratic forms
Many non-trivial mathematical questions in quantum physics are due to unbounded
(Hilbert space) operators. For instance, products and commutators of unbounded oper-
ators need not be defined, formally symmetric operators need not be self-adjoint, etc.;
see e.g. [30]. To keep this paper self-contained, we collect a number of results which
allow us to settle such questions for the operators encountered in the main text.
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C.1 Quadratic forms
Consider a complex Hilbert space F with inner product 〈·, ·〉, and let D be a dense subset
of F . A quadratic form q on D is a map D×D → C, (f, g) 7→ q(f, g) such that q(·, g) is
conjugate linear and q(f, ·) is linear; see e.g. Section VIII.6 in [30].
Choose some fixed complete orthonormal basis in F labeled by a countable set of
quantum numbers; we write this basis as {ηn}n∈N, without loss of generality. We are
mainly interested in the case where F is a fermion Fock space and {ηn}n∈N are either
the fermion states in (2.6) or the boson states in (2.56).
Let D be the set of all finite linear combinations of the basis states ηn,19 and let
A ≡ (An,m)n,m∈N (C.1)
be some infinite matrix with complex entries. Such a matrix can always be identified
with a well-defined quadratic form on D as follows:
qA(f, g) =
∞∑
n,m=1
An,m〈f, ηn〉〈ηm, g〉 (f, g ∈ D) (C.2)
(note that this sum is always finite). Moreover, the adjoint A† of A, given by
(A†)m,n ≡ An,m, (C.3)
is always well-defined as a quadratic form. However, to be able to identify this quadratic
form with an operator on F :
Af ≡
∞∑
n,m=1
An,mηn〈ηm, f〉 (f ∈ F), (C.4)
one has to impose certain restrictions on the matrix elements An,m. Note that we abuse
notation and use the same symbol A for the matrix in (C.1), the corresponding quadratic
form in (C.2), and, if it exists, the corresponding operator on F . If a quadratic form A
can be identified with an operator, then the matrix elements correspond to expectation
values of this operator:
An,m = 〈ηn, Aηm〉. (C.5)
It should be noted that the product of two quadratic forms A and B need not be a well-
defined operator even if both forms can be identified with operators. However, under
certain restrictions on the matrix elements, it is true. In such cases, the operator product
corresponds to the matrix product:
(AB)n,m =
∞∑
k=1
An,kBk,m. (C.6)
19To be precise, D is the set of all states η =∑Nn=1 cnηn with cn ∈ C and finite N ∈ N.
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C.2 Four lemmas
We now define a set of quadratic forms as in (C.2) satisfying conditions which rule out
many of the possible difficulties mentioned.
Definition C.1. Let Of be the set of all matrices A as in (C.1) such that there exists
an M <∞ such that, for all n ∈ N,
An,m = Am,n = 0 ∀m > M. (C.7)
From this definition it follows that A ∈ Of if and only if Aη,A†η ∈ D for all η ∈ D.
The following result is therefore obvious:
Lemma C.2. The set Of can be identified with a ∗-algebra of operators on F with
involution † and identity I (i.e. In,m = δn,m).
The above lemma makes precise in which sense many of the products and commu-
tators of operators in the main text are well-defined.
It should be noted that an operator A ∈ Of satisfying A = A† does not necessarily
define a self-adjoint operator; see e.g. [16] for the stronger conditions needed to ensure
this. However, there is one important special case where this is trivially true:
Lemma C.3. Given A ∈ Of such that
Aηn = anηn with an ∈ R ∀n ∈ N. (C.8)
Then A is the restriction of a unique self-adjoint operator on F .
(This is a simple consequence of the definition of self-adjoint operators; see e.g. [30].)
We often abuse notation and use the same symbol for the self-adjoint extension of
such an operator A.
In the main text we introduce vertex operators as quadratic forms of the kind dis-
cussed above, and we show that the product in (C.6) of two such quadratic forms is well-
defined. There is an important case when one can conclude from this that a quadratic
form can be identified with a unitary operator:
Lemma C.4. Let A be a quadratic form as defined in (C.1)–(C.2) and such that A†A
and AA† both are well-defined and equal to the identity I. Then A can be identified with
a unique unitary operator on F .
If this is the case we abuse notation and use the same symbol for the unitary operator
extending A.
Proof. Let f ∈ F and f (n), n ∈ N, a Cauchy sequence in D converging to f . Then A†A =
I implies that Af (n) is also a Cauchy sequence in D with a unique limit limn→∞Af (n) ≡
Af depending only on f . In a similar manner, AA† = I implies that A† has a unique
extension from D to F . It is easy to see that these extensions satisfy A†Af = AA†f = f
for all f ∈ F .
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In the main text we use a simple strategy to establish commutation relations of
unbounded operators with a common dense invariant domain D: we introduce a cutoff
Λ to approximate the unbounded operators by bounded ones (for which domain questions
can be ignored), and we derive the result by taking the limit where the cutoff is removed;
see also Remark 2.4. For the convenience of the reader we state a definition and a lemma
underlying this strategy.
Definition C.5. (Operator convergence) Suppose A ∈ Of and let {AΛ}Λ>0 be a
family of bounded operators. Then
A = lim
Λ→∞
AΛ on D (C.9)
means the following: for fixed f ∈ D, the identity AΛf = Af holds independent of Λ for
sufficiently large values (i.e. ∃Λ0 <∞ such that AΛf = Af ∀Λ > Λ0).
Lemma C.6. Let {AΛ}Λ>0 be a family of bounded operators and suppose A ∈ Of such
that (C.9) holds true, and similarly for {BΛ}Λ>0 and B (if B is bounded one can set
BΛ = B). For fixed f ∈ D, assume there exists some C ∈ Of such that[
AΛ, BΛ
′]
f = Cf (C.10)
holds true independent of Λ and Λ′ for sufficiently large values. Then [A,B] = C on D.
(The proof is straightforward and thus omitted.)
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