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Abstract. In this paper, we study active learning algorithms for weighted
automata over a semiring. We show that a variant of Angluin’s seminal
L⋆ algorithm works when the semiring is a principal ideal domain, but
not for general semirings such as the natural numbers.
1 Introduction
Angluin’s seminal L⋆ algorithm [4] for active learning of deterministic automata
(DFAs) has been successfully used in many verification tasks, including in au-
tomatically building formal models of chips in bank cards or finding bugs in
network protocols (see [23,11] for a broad overview of successful applications
of active learning). While DFAs are expressive enough to capture interesting
properties, certain verification tasks require more expressive models. This moti-
vated several researchers to extend L⋆ to other types of automata, notably Mealy
machines [20], register automata [12,18,1], and nominal automata [16].
Weighted finite automata (WFAs) are an important model made popular due
to applicability in image processing and speech recognition tasks [10,17]. The
model is prevalent in other areas, including bioinformatics [2] and formal veri-
fication [3]. Passive learning algorithms and associated complexity results have
appeared in the literature (see e.g. [5] for an overview), whereas active learning
has been less studied [6,7]. Furthermore, the existing learning algorithms, both
passive and active, have been developed assuming the weights in the automaton
are drawn from a field, such as the real numbers.4 To the best of our knowledge,
no learning algorithms, whether passive or active, have been developed for WFAs
in which the weights are drawn from a general semiring.
In this paper, we explore active learning for WFAs over a general semiring.
The main contributions of the paper are as follows:
⋆ This work was partially supported by the ERC Starting Grant ProFoundNet (grant
code 679127), a Leverhulme Prize (PLP–2016–129), and a Marie Curie Fellowship
(grant code 795119).
4 Balle and Mohri [6] define WFAs generically over a semiring but then restrict to fields
from Section 3 onwards as they present an overview of existing learning algorithms.
21. We introduce a weighted variant of L⋆ parametric on an arbitrary semiring,
together with sufficient conditions for termination (Section 4).
2. We show that for general semirings our algorithm might not terminate. In
particular, if the semiring is the natural numbers, one of the steps of the
algorithm might not converge (Section 5).
3. We prove that the algorithm terminates if the semiring is a principal ideal
domain, covering the known case of fields, but also the integers. This yields
the first active learning algorithm for WFAs over the integers (Section 6).
We start in Section 2 by explaining the learning algorithm for WFAs over
the reals and pointing out the challenges in extending it to arbitrary semirings.
2 Overview of the Approach
In this section, we give an overview of the work developed in the paper through
examples. We start by informally explaining the general algorithm for learning
weighted automata that we introduce in Section 4, for the case where the semir-
ing is a field. More specifically, for simplicity we consider the field of real numbers
throughout this section. Later in the section, we illustrate why this algorithm
does not work for an arbitrary semiring.
Angluin’s L⋆ algorithm provides a procedure to learn the minimal DFA ac-
cepting a certain (unknown) regular language. In the weighted variant we will
introduce in Section 4, for the specific case of the field of real numbers, the al-
gorithm produces the minimal WFA accepting a weighted rational language (or
formal power series) L : A∗ → R.
A WFA over R consists of a set of states, a linear combination of initial
states, a transition function that for each state and input symbol produces a
linear combination of successor states, and an output value in R for each state
(Definition 5). As an example, consider the WFA over A = {a} below.
q0/2 q1/3
a, 1
a, 1 a, 2
Here q0 is the only initial state, with weight 1, as indicated by the arrow into
it that has no origin. When reading a, q0 transitions with weight 1 to itself and
also with weight 1 to q1; q1 transitions with weight 2 just to itself. The output
of q0 is 2 and the output of q1 is 3.
The language of a WFA is determined by letting it read a given word and
determining the final output according to the weights and outputs assigned to
individual states. More precisely, suppose we want to read the word aaa in the
example WFA above. Initially, q0 is assigned weight 1 and q1 weight 0. Processing
the first a then leads to q0 retaining weight 1, as it has a self-loop with weight 1,
and q1 obtaining weight 1 as well. With the next a, the weight of q0 still remains
1, but the weight of q1 doubles due to its self-loop of weight 1 and is added to
3the weight 1 coming from q0, leading to a total of 3. Similarly, after the last a
the weights are 1 for q0 and 7 for q1. Since q0 has output 2 and q1 output 3, the
final result is 2 · 1 + 3 · 7 = 23.
The learning algorithm assumes access to a teacher (sometimes also called
oracle), who answers two types of queries:
– membership queries, consisting of a single word w ∈ A∗, to which the teacher
replies with a weight L(w) ∈ R;
– equivalence queries, consisting of a hypothesis WFA A, to which the teacher
replies yes if its language LA = L and no otherwise, providing a counterex-
ample w ∈ A∗ such that L(w) 6= LA(w)
In practice, membership queries are often easily implemented by interacting with
the system one wants to model the behaviour of. However, equivalence queries
are more complicated—as the perfect teacher does not exist and the target au-
tomaton is not known they are commonly approximated by testing. Such testing
can however be done exhaustively if a bound on the number of states of the tar-
get automaton is known. Equivalence queries can also be implemented exactly
when learning algorithms are being compared experimentally on generated au-
tomata whose languages form the targets. In this case, standard methods for
language equivalence, such as the ones based on bisimulations [9], can be used.
The learning algorithm incrementally builds an observation table, which at
each stage contains partial information about the language L determined by two
finite sets S,E ⊆ A∗. The algorithm fills the table through membership queries.
As an example, and to set notation, consider the following table (over A = {a}).
E
ε a aa
S
[
ε 0 1 3
S ·A
[
a 1 3 7
aa 3 7 15
row : S → RE
row(u)(v) = L(uv)
srow : S · A→ RE
srow(ua)(v) = L(uav)
This table indicates that L assigns 0 to ε, 1 to a, 3 to aa, 7 to aaa, and
15 to aaaa. For instance, we see that row(a)(aa) = srow(aa)(a) = 7. Since row
and srow are fully determined by the language L, we will refer to an observation
table as a pair (S,E), leaving the language L implicit.
If the observation table (S,E) satisfies certain properties described below,
then it represents a WFA (S, δ, i, o), called the hypothesis, as follows:
– δ : S → (RS)A is a linear map defined by choosing for δ(s)(a) a linear com-
bination over S of which the rows evaluate to srow(sa);
– i : S → R is the initial weight map defined as i(ε) = 1 and i(s) = 0 for s 6= ε;
– o : S → R is the output weight map defined as o(s) = row(s)(ε).
For this to be well-defined, we need to have ε ∈ S (for the initial weights) and
ε ∈ E (for the output weights), and for the transition function there is a crucial
4property of the table that needs to hold: closedness. In the weighted setting, a
table is closed if for all t ∈ S · A, there exist rs ∈ R for all s ∈ S such that
srow(t) =
∑
s∈S
rs · row(s).
If this is not the case for a given t ∈ S ·A, the algorithm adds t to S. The table
is repeatedly extended in this manner until it is closed. The algorithm then
constructs a hypothesis, using the closedness witnesses to determine transitions,
and poses an equivalence query to the teacher. It terminates when the answer is
yes; otherwise it extends the table with the counterexample provided by adding
all its suffixes to E, and the procedure continues by closing again the resulting
table. In the next subsection we describe the algorithm through an example.
Remark 1. The original L⋆ algorithm requires a second property to construct
a hypothesis, called consistency. Consistency is difficult to check in extended
settings, so the present paper is based on a variant of the algorithm inspired by
Maler and Pnueli [15] where only closedness is checked and counterexamples are
handled differently. See [24] for an overview of consistency in different settings.
2.1 Example: Learning a Weighted Language over the Reals
Throughout this section we consider the following weighted language:
L : {a}∗ → R L(aj) = 2j − 1.
The minimal WFA recognising it has 2 states. We will illustrate how the weighted
variant of Angluin’s algorithm recovers this WFA.
We start from S = E = {ε}, and fill the entries of the table on the left below
by asking membership queries for ε and a. The table is not closed and hence we
build the table on its right, adding the membership result for aa. The resulting
table is closed, as srow(aa) = 3 · row(a), so we construct the hypothesis A1.
ε
ε 0
a 1
ε
ε 0
a 1
aa 3
A1 = q0/0 q1/1
a, 1
a, 3
q0 = ε
q1 = a
The teacher replies no and gives the counterexample aaa, which is assigned 9 by
the hypothesis automaton A1 but 7 in the language. Therefore, we extend E ←
E ∪ {a, aa, aaa}. The table becomes the one below. It is closed, as srow(aa) =
3 · row(a)− 2 · row(ε), so we construct a new hypothesis A2.
5ε a aa aaa
ε 0 1 3 7
a 1 3 7 15
aa 3 7 15 31
A2 = q0/0 q1/1 a, 3
a, 1
a,−2
The teacher replies yes because A2 accepts the intended language assigning 2
j−
1 ∈ R to the word aj , and the algorithm terminates with the correct automaton.
2.2 Learning Weighted Languages over Arbitrary Semirings
Consider now the same language as above, but represented as a map over the
semiring of natural numbers L : {a}∗ → N instead of a map L : {a}∗ → R over
the reals. Accordingly, we consider a variant of the learning algorithm over the
semiring N rather than the algorithm over R described above. For the first part,
the run of the algorithm for N is the same as above, but after receiving the
counterexample we can no longer observe that srow(aa) = 3 · row(a)− 2 · row(ε),
since −2 6∈ N. In fact, there are no m,n ∈ N such that srow(aa) = m · row(ε) +
n · row(a). To see this, consider the first two columns in the table and note that
3
7 is bigger than
0
1 = 0 and
1
3 , so it cannot be obtained as a linear combination
of the latter two using natural numbers. We thus have a closedness defect and
update S ← S ∪ {aa}, leading to the table below.
ε a aa aaa
ε 0 1 3 7
a 1 3 7 15
aa 3 7 15 31
aaa 7 15 31 63
Again, the table is not closed, since 715 >
3
7 . In fact, these closedness defects
continue appearing indefinitely, leading to non-termination of the algorithm.
This is shown formally in Section 5.
Note, however, that there does exist a WFA over N accepting this language:
q0/0 q1/1
a, 1
a, 1 a, 2
(1)
The reason that the algorithm cannot find the correct automaton is closely
related to the algebraic structure induced by the semiring. In the case of the reals,
the algebras are vector spaces and the closedness checks induce increases in the
dimension of the hypothesis WFA, which in turn cannot exceed the dimension
of the minimal one for the language. In the case of commutative monoids, the
algebras for the natural numbers, the notion of dimension does not exist and
unfortunately the algorithm does not terminate. In Section 6 we show that one
can get around this problem for a class of semirings which includes the integers.
6We mentioned earlier that during experimental evaluation the target WFA
is known, and equivalence queries may be implemented via standard language
equivalence methods. A further issue with arbitrary semirings is that language
equivalence can be undecidable; that is the case, e.g., for the tropical semiring.
In Section 3 we recall basic definitions used throughout the paper, after which
Section 4 introduces our general algorithm with its (parameterised) termination
proof of Theorem 14. We then proceed to prove non-termination of the example
discussed above over the natural numbers in Section 5 before instantiating our
algorithm to PIDs in Section 6 and showing that it terminates in Theorem 28.
We conclude with a discussion of related and future work in Section 7.
3 Preliminaries
Throughout this paper we fix a semiring5 S and a finite alphabet A. We start
with basic definitions related to semimodules and weighted languages.
Definition 2 (Semimodule). A (left) semimodule M over S consists of a
monoid structure on M , written using + as the operation and 0 as the unit,
together with a scalar multiplication map · : S×M →M such that:
s · 0M = 0M 0S ·m = 0M 1 ·m = m
s · (m+ n) = s ·m+ s · n (s+ r) ·m = s ·m+ r ·m (sr) ·m = s · (r ·m).
When the semiring is in fact a ring, we speak of a module rather than a semi-
module. In the case of a field, the concept instantiates to a vector space.
As an example, commutative monoids are the semimodules over the semiring
of natural numbers. Any semiring forms a semimodule over itself by instantiating
the scalar multiplication map to the internal multiplication. IfX is any set andM
is a semimodule, then MX with pointwise operations also forms a semimodule.
A similar semimodule is the free semimodule over X , which differs from MX
in that it fixes M to be S and requires its elements to have finite support. This
enables an important operation called linearisation.
Definition 3 (Free semimodule). The free semimodule over a set X is given
by the set
V (X) = {f : X → S | supp(f) is finite}
with pointwise operations. Here supp(f) = {x ∈ X | f(x) 6= 0}. We some-
times identify the elements of V (X) with formal sums over X. Any semimodule
isomorphic to V (X) for some set X is called free.
If X is a finite set, then V (X) = SX . We now define linearisation of a function
into a semimodule, which extends it to a semimodule homomorphism.
5 Rings and semirings considered in this paper are taken to be unital.
7Definition 4 (Linearisation). Given a set X, a semimodule M , and a func-
tion f : X → M , we define the linearisation of f as the semimodule homomor-
phism f ♯ : V (X)→M given by
f ♯(α) =
∑
x∈X
α(x) · f(x).
The (−)♯ operation has an inverse that maps a semimodule homomorphism
g : V (X)→M assigns the function g† : X →M given by
g†(x) = g(∂x), ∂x(y) =
{
1 if y = x
0 if y 6= x.
We proceed with the definition of WFAs and their languages.
Definition 5 (WFA). A weighted finite automaton (WFA) over S is a tuple
(Q, δ, i, o), where Q is a finite set, δ : Q→ (SQ)A, and i, o : Q→ S.
A weighted language (or just language) over S is a function A∗ → S. To define
the language accepted by a WFA A = (Q, δ, i, o), we first introduce the notions
of observability map obsA : V (Q)→ S
A∗ and reachability map reachA : V (A
∗)→
V (Q) as the semimodule homomorphisms given by
reach
†
A(ε) = i obsA(m)(ε) = o
♯(m)
reach
†
A(ua) = δ
♯(reach†A(u))(a) obsA(m)(au) = obsA(δ
♯(m)(a))(u).
The language accepted by a WFA A = (Q, δ, i, o) is the function LA : A
∗ → S
given by LA = obsA(i). Equivalently, one can define this as LA = o
♯ ◦ reach†A.
4 General Algorithm for WFAs
In this section we define the general algorithm for WFAs over S, as described
informally in Section 2. Our algorithm assumes the existence of a closedness
strategy (Definition 8), which allows one to check whether a table is closed, and
in case it is, provide relevant witnesses. We then introduce sufficient conditions
on S and on the language L to be learned under which the algorithm terminates.
Definition 6 (Observation table). An observation table (or just table) (S,E)
consists of two sets S,E ⊆ A∗. We write Tablefin = Pf (A
∗) × Pf (A
∗) for the
set of finite tables. Given a language L : A∗ → S, an observation table (S,E)
determines the row function row(S,E,L) : S → S
E and the successor row function
srow(S,E,L) : S · A→ S
E as follows:
row(S,E,L)(w)(v) = L(wv) srow(S,E,L)(wa)(v) = L(wav).
We often write rowL and srowL, or even row and srow, when the parameters are
clear from the context.
8A table is closed if the successor rows are linear combinations of the existing
rows in S. To make this precise, we use the linearisation row♯ (Definition 4),
which extends row to linear combinations of words in S.
Definition 7 (Closedness). Given a language L, a table (S,E) is closed if for
all w ∈ S and a ∈ A there exists α ∈ V (S) such that srow(wa) = row♯(α).
This corresponds to the notion of closedness described in Section 2.
A further important ingredient of the algorithm is a method for checking
whether a table is closed. This is captured by the notion of closedness strategy.
Definition 8 (Closedness strategy). Given a language L, a closedness strat-
egy for L is a family of computable functions(
cs(S,E) : S · A→ {⊥} ∪ V (S)
)
(S,E)∈Tablefin
satisfying the following two properties:
– if cs(S,E)(t) = ⊥, then there is no α ∈ V (S) s.t. row
♯(α) = srow(t), and
– if cs(S,E)(t) 6= ⊥, then row
♯(cs(S,E)(t)) = srow(t).
Thus, given a closedness strategy as above, a table (S,E) is closed iff cs(S,E)(t) 6=
⊥ for all t ∈ S ·A. More specifically, for each t ∈ S ·A we have that cs(S,E)(t) 6= ⊥
iff the (successor) row corresponding to t already forms a linear combination of
rows labelled by S. In that case, this linear combination is returned by cs(S,E)(t).
This is used to close tables in our learning algorithm, introduced below.
Examples of semirings and (classes of) languages that admit a closedness
strategy are described at the end of this section. Important for our algorithm
will be that closedness strategies are computable. This problem is equivalent to
solving systems of equations Ax = b, where A is the matrix whose columns are
row(s) for s ∈ S, x is a vector of length |S|, and b is the vector consisting of
the row entries in srow(t) for some t ∈ S · A. These observations motivate the
following definition.
Definition 9 (Solvability). A semiring S is solvable if the solutions to any
finite system of linear equations of the form Ax = b are computable.
By our remarks prior to the definition the following proposition is immediate.
Proposition 10. For any language accepted by a WFA over a solvable semiring
there exists a closedness strategy.
9Algorithm 1 Abstract learning algorithm for WFA over S
1: S,E ← {ε}
2: while true do
3: while cs(S,E)(t) = ⊥ for some t ∈ S · A do
4: S ← S ∪ {t}
5: for s ∈ S do
6: o(s)← rowL(s)(ε)
7: for a ∈ A do
8: δ(s)(a)← cs(S,E)(sa)
9: if EQ(S, δ, ε, o) = w ∈ A∗ then
10: E ← E ∪ suffixes(w)
11: else
12: return (S, δ, ε, o)
We now have all the ingredients to formulate the algorithm to learn weighted
languages over a general semiring. The pseudocode is displayed in Algorithm 1.
The algorithm keeps a table (S,E), and starts by initialising both S and E to
contain just the empty word. The inner while loop (lines 3–4) uses the closedness
strategy to repeatedly check whether the current table is closed and add new
rows in case it is not. Once the table is closed, a hypothesis is constructed,
again using the closedness strategy (lines 5–8). This hypothesis (S, δ, ε, o) is
then given to the teacher for an equivalence check. The equivalence check is
modelled by EQ (line 9) as follows: if the hypothesis is incorrect, the teacher
non-deterministically returns a counterexample w ∈ A∗, the condition evaluates
to true, and the suffixes of w are added to E; otherwise, if the hypothesis is
correct, the condition on line 9 evaluates to false, and the algorithm returns
the correct hypothesis on line 12.
4.1 Termination of the General Algorithm
The main question remaining is: under which conditions does this algorithm
terminate and hence learns the unknown weighted language? We proceed to give
abstract conditions under which it terminates. There are two main assumptions:
1. A way of measuring progress the algorithm makes with the observation table
when it distinguishes linear combinations of rows that were previously equal,
together with a bound on this progress (Definition 11).
2. An assumption on the Hankel matrix of the input language (Definition 12),
which makes sure we encounter finitely many closedness defects through-
out any run of the algorithm. More specifically, we assume that the Hankel
matrix satisfies a finite approximation property (Definition 13).
The first assumption is captured by the definition of progress measure:
Definition 11 (Progress measure). A progress measure for a language L is
a function size : Tablefin → N such that
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(a) there exists n ∈ N such for all (S,E) ∈ Tablefin we have size(S,E) ≤ n;
(b) given (S,E), (S,E′) ∈ Tablefin and s1, s2 ∈ V (S) such that E ⊆ E
′ and
row
♯
(S,E,L)(s1) = row
♯
(S,E,L)(s2) but row
♯
(S,E′,L)(s1) 6= row
♯
(S,E′,L)(s2), we
have size(S,E′) > size(S,E).
A progress measure thus assigns a ‘size’ to each table, in such a way that (a)
there is a global bound on the size of tables, and (b) if we extend a table with
some proper tests in E, i.e., such that some rows in row♯ that were equal before
get distinguished by a newly added test, then the size of the extended table is
properly above the size of the original table. This is used to ensure that, when
adding certain counterexamples supplied by the teacher, the size of the table,
measured according to the above size function, properly increases.
The second assumption that we use for termination is phrased in terms of
the Hankel matrix associated to the input language L, which represents L as the
(semimodule generated by the) infinite table where both the rows and columns
contain all words. The Hankel matrix is defined as follows.
Definition 12 (Hankel matrix). Given a language L : A∗ → S, the semimod-
ule generated by a table (S,E) is given by the image of row♯. We refer to the
semimodule generated by the table (A∗, A∗) as the Hankel matrix of L.
The Hankel matrix is approximated by the tables that occur during the execution
of the algorithm. For termination, we will therefore assume that this matrix
satisfies the following finite approximation condition.
Definition 13 (Ascending chain condition). We say that a semimodule M
satisfies the ascending chain condition if for all subsemimodule chains
S1 ⊆ S2 ⊆ S3 ⊆ · · ·
of M there exists n ∈ N such that for all m ≥ n we have Sm = Sn.
Given the notions of progress measure, Hankel matrix and ascending chain
condition, we can formulate the general theorem for termination of Algorithm 1.
Theorem 14 (Termination of the abstract learning algorithm). In the
presence of a progress measure, Algorithm 1 terminates whenever the Hankel
matrix satisfies the ascending chain condition (Definition 13).
Proof. Suppose the algorithm does not terminate. Then there is a sequence
{(Sn, En)}n∈N of tables where (S0, E0) is the initial table and (Sn+1, En+1) is
formed from (Sn, En) after resolving a closedness defect or adding columns due
to a counterexample.
We write Hn for the semimodule generated by the table (Sn, A
∗). We have
Sn ⊆ Sn+1 and thus Hn ⊆ Hn+1. Note that a closedness defect for (Sn, En) is
also a closedness defect for (Sn, A
∗), so if we resolve the defect in the next step,
the inclusion Hn ⊆ Hn+1 is strict. Since these are all included in the Hankel
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matrix, which satisfies the ascending chain condition, there must be an n such
that for all k ≥ n we have that (Sk, Ek) is closed.
In [24, Section 6] it is shown that in a general table used for learning automata
with side-effects given by a monad there exists a suffix of each counterexample
for the corresponding hypothesis that when added as a column label leads to
either a closedness defect or to distinguishing two combinations of rows in the
table. Since WFAs are automata with side-effects given by the free semimodule
monad6 and we add all suffixes of the counterexample to the set of column
labels, this also happens in our algorithm. Thus, for all k ≥ n where we process a
counterexample, there must be two linear combinations of rows distinguished, as
closedness is already guaranteed. Then the semimodule generated by (Sk, Ek) is
a strict quotient of the semimodule generated by (Sk+1, Ek+1). By the progress
measure we then find size(Sk, Ek) < size(Sk+1, Ek+1), which cannot happen
infinitely often. We conclude that the algorithm must terminate. ⊓⊔
To illustrate the hypotheses needed for Algorithm 1 and its termination (The-
orem 14), we consider two classes of semirings for which learning algorithms are
already known in the literature [7,24].
Example 15 (Weighted languages over fields). Consider any field for which the
basic operations are computable. Solvability is then satisfied via a procedure such
as Gaussian elimination, so by Proposition 10 there exists a closedness strategy.
Hence, we can instantiate Algorithm 1 with S being such a field.
For termination, we show that the hypotheses of Theorem 14 are satisfied
whenever the input language is accepted by a WFA. First, a progress measure
is given by the dimension of the vector space generated by the table. To see
this, note that if we distinguish two linear combinations of rows, we can rewrite
this to distinguishing a single row from a linear combination of rows using field
operations. This means that the dimension of the vector space generated by
the table increases. Note that adding rows and columns cannot decrease this
dimension, so it is bounded by the dimension of the Hankel matrix. Since the
language we want to learn is accepted by a WFA, it is well known that the Hankel
matrix is generated by the languages accepted by the states of the minimal WFA
accepting the language (cf. e.g. [5] and references therein). This gives the Hankel
matrix a finite dimension, which provides a bound for our progress measure.
Finally, for any ascending chain of subspaces of the Hankel matrix, these
subspaces are of finite dimension bounded by the dimension of the Hankel matrix.
The dimension increases along a strict subspace relation, so the chain converges.
Example 16 (Weighted languages over finite semirings). Consider any finite semir-
ing. Finiteness allows us to apply a brute force approach to solving systems of
equations. This means the semiring is solvable, and hence a closedness strategy
exists by Proposition 10.
For termination, we can define a progress measure by assigning to each table
the size of the image of row♯. Distinguishing two linear combinations of rows
6 We note that [24] assumes the monad to preserve finite sets. However, the relevant
arguments do not depend on this.
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increases this measure. If the language we want to learn is accepted by a WFA,
then the Hankel matrix contains a subset of the linear combinations of the lan-
guages of its states. Since there are only finitely many such linear combinations,
the Hankel matrix is finite, which bounds our measure. A finite semimodule such
as the Hankel matrix in this case does not admit infinite chains of subspaces.
We conclude by Theorem 14 that Algorithm 1 terminates for the instance that
the semiring S is a finite, if the input language is accepted by a WFA over S.
For the Boolean semiring, an instance of the above finite semiring example,
WFAs are non-deterministic finite automata. The algorithm we recover by in-
stantiating Algorithm 1 to this case is close to the algorithm first described by
Bollig et al. [8]. The main differences are that in their case the hypothesis has
a state space given by a minimally generating subset of the distinct rows in the
table rather than all elements of S, and they do apply a notion of consistency.
In Section 6 we will show that Algorithm 1 can learn WFAs over principal
ideal domains—notably including the integers—thus providing a strict general-
isation of existing techniques.
5 Issues with Arbitrary Semirings
We concluded the previous section with examples of semirings for which Algo-
rithm 1 terminates if the target language is accepted by a WFA. In this section,
we prove a negative result for the algorithm over the semiring N: we show that
it does not terminate on a certain language over N accepted by a WFA over N,
as anticipated in Section 2.2. This means that Algorithm 1 does not work well
for arbitrary semirings. The problem is that the Hankel matrix of a language
recognised by WFA does not necessarily satisfy the ascending chain condition
that is used to prove Theorem 14. In the example given in the proof below, the
Hankel matrix is not even finitely generated.
Theorem 17. There exists a WFA AN over N such that Algorithm 1 does not
terminate when given LAN as input, regardless of the closedness strategy used.
Proof. LetAN be the automaton over the alphabet {a} given in (1) in Section 2.2.
Formally, AN = (Q, δ, i, o), where
Q = {q0, q1} i = q0 o(q0) = 0
δ(q0)(a) = q0 + q1 δ(q1)(a) = 2q1 o(q1) = 1.
As mentioned in Section 2.2, the language L : {a}∗ → N accepted by AN is
given by L(aj) = 2j − 1. This can be shown more precisely as follows. First one
shows by induction on j that obsAN(q1)(a
j) = 2j for all j ∈ N—we leave the
straightforward argument to the reader. Second, we show, again by induction on
j, that obsAN(q0)(a
j) = 2j − 1. This implies the claim, as L = obsAN(q0). For
j = 0 we have obsAN(q0)(a
j) = o(q0) = 0 = 2
0− 1 as required. For the inductive
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step, let j = k + 1 and assume obsAN(q0)(a
k) = 2k − 1. We calculate
obsAN(q0)(a
k+1) = obsAN(q0 + q1)(a
k)
= obsAN(q0)(a
k) + obsAN(q1)(a
k)
= (2k − 1) + 2k
= 2k+1 − 1.
Note that in particular the language L is injective.
Towards a contradiction, suppose the algorithm does terminate with table
(S,E). Let J = {j ∈ N | aj ∈ S} and define n = max(J). Since the algorithm
terminates with table (S,E), the latter must be closed. In particular, there exist
kj ∈ N for all j ∈ J such that
∑
j∈J kj · rowL(a
j) = srowL(a
na). We consider
two cases. First assume E = {ε} and let A = (Q′, δ′, i′, o′) be the hypothesis.
For all l ∈ N we have row♯L(reach
†
A(a
l))(ε) = 2l − 1 because A must be correct.
Thus, if al ∈ S ·A, then row♯L(reach
†
A(a
l)) = srowL(a
l). In particular,
row
♯
L(reach
†
A(a
na)) = srowL(a
na) =
∑
j∈J
kj · rowL(a
j).
Note that we can choose the kj such that reach
†
A(a
na) =
∑
j∈J kj · a
j. Since
row
♯
L

δ′♯

∑
j∈J
kj · a
j

 (a)

 = row♯L

∑
j∈J
kj · δ
′(aj)(a)


=
∑
j∈J
kj · rowL(δ
′(aj)(a))
=
∑
j∈J
kj · srow(a
ja),
we have
row
♯
L(reach
†
A(a
naa)) =
∑
j∈J
kj · srowL(a
ja)
and therefore∑
j∈J
kj · srowL(a
ja)(ε) = row♯L(reach
†
A(a
naa))(ε) = 2n+2 − 1
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Then
2n+2 − 1 =
∑
j∈J
kj · srowL(a
ja)(ε)
=
∑
j∈J
kj(2
j+1 − 1)
= 2

∑
j∈J
kj(2
j − 1)

+∑
j∈J
kj
= 2(2n+1 − 1) +
∑
j∈J
kj ,
so
∑
j∈J kj = 1. This is only possible if there exists j1 ∈ J such that kj1 = 1 and
kj = 0 for all j ∈ J \ {j1}. However, this implies that rowL(a
j1) = srowL(a
na),
which contradicts injectivity of L as n ≥ j1. We conclude that the algorithm did
not terminate.
For the other case, assume there is am ∈ E such that m ≥ 1. We have
2n+1 − 1 = srowL(a
na)(ε) =
∑
j∈J
kj · rowL(a
j)(ε) =
∑
j∈J
kj(2
j − 1),
so ∑
j∈J
kj(2
j+m − 1) =
∑
j∈J
kj · rowL(a
j)(am)
= srowL(a
na)(am)
= 2n+m+1 − 1
= 2m(2n+1 − 1) + 2m − 1
= 2m

∑
j∈J
kj(2
j − 1)

+ 2m − 1
=

∑
j∈J
kj(2
j+m − 2m)

+ 2m − 1
=

∑
j∈J
kj(2
j+m − 1)

+

∑
j∈J
kj(1 − 2
m)

 + 2m − 1.
Then 
∑
j∈J
kj(1− 2
m)

+ 2m − 1 = 0.
Since m ≥ 1 this is only possible if there exists j1 ∈ J such that kj1 = 1 and kj =
0 for all j ∈ J \ {j1}. However, this implies that rowL(a
j1) = srowL(a
na), which
again contradicts injectivity of L as n ≥ j1. We conclude that the algorithm did
not terminate.
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Remark 18. Our proof actually shows non-termination for a bigger class of al-
gorithms than just Algorithm 1. It shows that any algorithm based on an ob-
servation table with ε in S and E that fixes closedness defects and produces a
hypothesis based on the table in the same way as we do will fail to terminate.
We have thus shown that our algorithm does not instantiate to a terminating
one for an arbitrary semiring. To contrast this negative result, in the next section
we identify a class of semirings not previously explored in the learning literature
where we can guarantee a terminating instantiation.
6 Learning WFAs over PIDs
We show that for a subclass of semirings, namely principal ideal domains (PIDs),
the abstract learning algorithm of Section 4 terminates. This subclass includes
the integers, Gaussian integers, and rings of polynomials in one variable with
coefficients in a field. We will prove that the Hankel matrix of a language over
a PID accepted by a WFA has analogous properties to those of vector spaces—
finite rank, a notion of progress measure, and the ascending chain condition. We
also give a sufficient condition for PIDs to be solvable, which by Proposition 10
guarantees the existence of a closedness strategy for the learning algorithm.
To define PIDs, we first need to introduce ideals. Given a ring S, a (left) ideal
I of S is an additive subgroup of S s.t. for all s ∈ S and i ∈ I we have si ∈ I.
The ideal I is (left) principal if it is of the form I = Ss for some s ∈ S.
Definition 19 (PID). A principal ideal domain P is a non-zero commutative
ring in which every ideal is principal and where for all p1, p2 ∈ P such that
p1p2 = 0 we have p1 = 0 or p2 = 0.
A module M over a PID P is called torsion free if for all p ∈ P and any
m ∈M such that p ·m = 0 we have p = 0 or m = 0. It is a standard result that
a module over a PID is torsion free if and only if it is free [14, Theorem 3.10].
The next definition of rank is analogous to that of the dimension of a vector
space and will form the basis for the progress measure.
Definition 20 (Rank). We define the rank of a finitely generated free module
V (X) over a PID as rank(V (X)) = |X |.
This definition extends to any finitely generated free module over a PID, as
V (X) ∼= V (Y ) for finite sets X and Y implies |X | = |Y | [14, Theorem 3.4].
Now that we have a candidate for a progress measure function, we need to
prove it has the required properties. The following lemmas will help with this.
Lemma 21. Given finitely generated free modules M and N over a PID such
that rank(M) ≥ rank(N), any surjective module homomorphism f : N → M is
injective.
16
Proof. Since rank(M) ≥ rank(N), there exists a surjective module homomor-
phism g : M → N . Therefore g ◦ f : N → N is surjective and by [19] an iso. In
particular, f is injective. ⊓⊔
Lemma 22. If M and N are finitely generated free modules over a PID such
that there exists a surjective module homomorphism f : N →M , then rank(M) ≤
rank(N). If f is not injective, then rank(M) < rank(N).
Proof. Consider any surjective module homomorphism f : N →M . By Lemma 21
f is injective, soM is isomorphic to a submodule ofN and rank(M) ≤ rank(N) [14].
Suppose f is not injective and assume towards a contradiction that rank(M) ≥
rank(N). Again by Lemma 21 f is injective, which immediately leads to a con-
tradiction. Thus, in this case rank(M) < rank(N). ⊓⊔
The lemma below states that the Hankel matrix of a weighted language over
a PID has finite rank which bounds the rank of any module generated by an
observation table. This will be used to define progress measure needed to prove
termination of the learning algorithm for weighted languages over PIDs.
Lemma 23 (Hankel matrix rank for PIDs). When targeting a language
accepted by a WFA over a PID, the Hankel matrix has finite rank that bounds
the rank of any module generated by an observation table.
Proof. Given a WFA A = (Q, δ, i, o), let M be the free module generated by
Q. Note that the Hankel matrix is the image of the composition obsA ◦ reachA.
Consider the image of the module homomorphism reachA : V (A
∗) → M , which
we write as R. Since R is a submodule of M , we know from [14] that R is free
and finitely generated with rank(R) ≤ rank(M). The Hankel matrix can now be
obtained as the image of the restriction of obsA : M → S
A∗ to the domain R.
Let H be this image, which we know is finitely generated because R is. Since
H is a submodule of the torsion free module SA
∗
, it is also torsion free and
therefore free. We also have a surjective module homomorphism s : R → H , so
by Lemma 22 we find rank(H) ≤ rank(R).
LetM be the module generated by an observation table (S,E). We have that
M is a quotient of the module generated by (S,A∗), which in turn is a submodule
of H . Using again [14] and Lemma 22 we conclude that rank(M) ≤ rank(H). ⊓⊔
Proposition 24 (Progress measure for PIDs). There exists a progress mea-
sure for any language accepted by a WFA over a PID.
Proof. Define size(S,E) = rank(M), where M is the module generated by the
table (S,E). By Lemma 23 this is bounded by the rank of the Hankel matrix. If
M and N are modules generated by two tables such that N is a strict quotient
of M , then by Lemma 22 we have rank(M) > rank(N). ⊓⊔
Recall that, for termination of the algorithm, Theorem 14 requires a progress
measure, which we defined above, and it requires the Hankel matrix of the lan-
guage to satisfy the ascending chain condition (Definition 13). Proposition 25
shows that the latter is always the case for languages over PIDs.
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Proposition 25 (Ascending chain condition for PIDs). The Hankel ma-
trix of a language accepted by a WFA over a PID satisfies the ascending chain
condition.
Proof. Let H be the Hankel matrix, which we know from Lemma 23 has finite
rank. If
M1 ⊆M2 ⊆M3 ⊆ · · ·
is any submodule chain of H , then
M =
⋃
i∈N
Mi
is a submodule of H and therefore also of finite rank [14]. Let B be a finite basis
of M . There exists n ∈ N such that B ⊆Mn, so Mn = M . ⊓⊔
The last ingredient for the abstract algorithm is solvability of the semiring:
the following fact provides a sufficient condition for a PID to be solvable.
Proposition 26 (PID solvability). A PID P is solvable if all of its ring oper-
ations are computable and if each element of P can be effectively factorised into
irreducible elements.
Proof. It is well-known that a system of equations of the form Ax = b with
integer coefficients can be efficiently solved via computing the Smith normal
form [21] of A. The algorithm generalises to principal ideal domains, if we assume
that the factorisation of any given element of the principal ideal domain7 into
irreducible elements is computable, cf. the algorithm in [13, p. 79-84]. To see
that all steps in this algorithm can be computed, one has to keep in mind that
the factorisation can be used to determine the greatest common divisor of any
given two elements of the principal ideal domain. ⊓⊔
Remark 27. The reader might be concerned about the efficiency of our algo-
rithm as it seemingly relies on prime factorisation as suggested by the previous
proposition. We hasten to remark that in the case that we are dealing with a
Euclidean PID P, a sufficient condition for P being solvable is that Euclidean
division is computable (again this can be deduced from inspecting the algorithm
in [13, p. 79-84]). In other words, each such PID behaves essentially like the ring
of integers.
Putting everything together, we obtain the main result of this section.
Theorem 28 (Termination for PIDs). Algorithm 1 can be instantiated and
terminates for any language accepted by a WFA over a PID of which all ring
operations are computable and of which each element can be effectively factorised
into irreducible elements.
7 Note that factorisations exist as each principal ideal domain is also a unique factori-
sation domain, cf. e.g. [14, Thm. 2.23].
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Proof. To instantiate the algorithm, we need a closedness strategy. According
to Proposition 10 it is sufficient for the PID to be solvable, which is shown by
Proposition 26. Proposition 24 provides a progress measure, and we know from
Proposition 25 that the Hankel matrix satisfies the ascending chain condition,
so by Theorem 14 the algorithm terminates. ⊓⊔
We note that the example run given in Section 2.1 is exactly the same when
performed over the integers.
7 Discussion
We have introduced a general algorithm for learning WFAs over arbitrary semir-
ings, together with sufficient conditions for termination. We have shown an inher-
ent termination issue over the natural numbers and proved termination for PIDs.
Our work extends the results by Bergadano and Varricchio [7], who showed that
WFAs over fields could be learned from a teacher. Although we note that a PID
can be embedded into its corresponding field of fractions, the WFAs produced
when learning over the field potentially have weights outside the PID.
On the technical level, a variation on WFAs is given by probabilistic au-
tomata, where transitions point to convex rather than linear combinations of
states. One easily adapts the example from Section 5 to show that learning
probabilistic automata has a similar termination issue. On the positive side,
Tappler et al. [22] have shown that deterministic MDPs can be learned using an
L⋆ based algorithm. The deterministic MDPs in loc.cit. are very different from
the automata in our paper, as their states generate observable output that allows
to identify the current state based on the generated input-output sequence.
One drawback of the ascending chain condition on the Hankel matrix is
that this does not give any indication of the number of steps the algorithm
requires. Indeed, the submodule chains traversed, although converging, may be
arbitrarily long. We would like to measure and bound the progress made when
fixing closedness defects, but this turns out to be challenging for PIDs. The rank
of the module generated by the table may not increase. We leave an investigation
of alternative measures to future work.
We would also like to adapt the algorithm so that for PIDs it always pro-
duces minimal automata. At the moment this is already the case for fields when
the language does not assign 0 to every word,8 since adding a row due to a
closedness defect preserves linear independence of the image of row. For PIDs
things are more complicated—adding rows towards closedness may break linear
independence and thus a basis needs to be found in row♯. This complicates the
construction of the hypothesis.
The results we have show that, on the one hand, WFAs can be learned
over finite semirings and arbitrary PIDs (assuming computability of the relevant
8 This second condition exists because we initialise the set of row labels, which con-
stitute the state space of the hypothesis, with the empty word; the empty language
can be accepted by a WFA with no states.
operations) and, on the other hand, that there exists an infinite commutative
semiring for which they cannot be learned. However, there are many classes of
semirings in between commutative semirings and PIDs, of which we would like
to know whether their WFAs can be learned by our general algorithm.
Finally, we would like to generalise our results to extend the framework in-
troduced in [24], which focusses on learning automata with side-effects over a
monad. WFAs as considered in the present paper are an instance of those, where
the monad is the free semimodule monad V (−). At the moment, the results
in [24] apply to a monad that preserves finite sets, but much of our general
WFA learning algorithm and termination argument can be extended to that set-
ting. It would be interesting to see if crucial properties of PIDs that lead to a
progress measure and to satisfying the ascending chain condition could also be
translated to the monad level.
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