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Abstract
We introduce the generic Lah polynomials Ln,k(φ), which enumerate un-
ordered forests of increasing ordered trees with a weight φi for each vertex with
i children. We show that, if the weight sequence φ is Toeplitz-totally positive,
then the triangular array of generic Lah polynomials is totally positive and
the sequence of row-generating polynomials Ln(φ, y) is coefficientwise Hankel-
totally positive. Upon specialization we obtain results for the Lah symmetric
functions and multivariate Lah polynomials of positive and negative type. The
multivariate Lah polynomials of positive type are also given by a branched con-
tinued fraction. Our proofs use mainly the method of production matrices; the
production matrix is obtained by a bijection from ordered forests of increasing
ordered trees to labeled partial  Lukasiewicz paths. We also give a second proof
of the continued fraction using the Euler–Gauss recurrence method.
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2
1 Introduction and statement of main results
In a seminal 1980 paper, Flajolet [16] showed that the coefficients in the Taylor
expansion of the generic Stieltjes-type (resp. Jacobi-type) continued fraction — which
he called the Stieltjes–Rogers (resp. Jacobi–Rogers) polynomials — can be interpreted
as the generating polynomials for Dyck (resp. Motzkin) paths with specified height-
dependent weights. Very recently it was independently discovered by several authors
[17,26,34,42] that Thron-type continued fractions also have an interpretation of this
kind: namely, their Taylor coefficients — which we call, by analogy, the Thron–Rogers
polynomials — can be interpreted as the generating polynomials for Schro¨der paths
with specified height-dependent weights.
In a recent paper [37] we presented an infinite sequence of generalizations of the
Stieltjes–Rogers and Thron–Rogers polynomials, which are parametrized by an inte-
ger m ≥ 1 and reduce to the classical Stieltjes–Rogers and Thron–Rogers polynomials
when m = 1; they are the generating polynomials of m-Dyck and m-Schro¨der paths,
respectively, with height-dependent weights, and are also the Taylor coefficients of cer-
tain branched continued fractions. We proved that these generalizations all possess
the fundamental property of coefficientwise Hankel-total positivity [41,42], jointly in
all the (infinitely many) indeterminates. These facts were known when m = 1 [41,42]
but were new when m > 1. By specializing the indeterminates we were able to give
many examples of Hankel-totally positive sequences whose generating functions do
not possess nice classical continued fractions. (The concept of Hankel-total positiv-
ity [41,42] will be explained in more detail later in this Introduction.)
In particular, in [37, section 12] we introduced the multivariate Eulerian polynomi-
als and Eulerian symmetric functions: these are generating polynomials for increasing
trees and forests of various types (see below for precise definitions), which vastly ex-
tend the classical univariate Eulerian and rth-order Eulerian polynomials; we proved
their coefficientwise Hankel-total positivity. Here we would like to refine this analysis
by considering (among other things) the row-generating polynomials: this leads to
defining multivariate Lah polynomials and Lah symmetric functions, which extend
the classical univariate Lah polynomials. So let us begin by reviewing briefly some
well-known univariate combinatorial polynomials; then we define our multivariate and
symmetric-function extensions.
Recall first that the Bell number Bn is the number of partitions of an n-element set
into nonempty blocks; by convention B0 = 1. Refining this, the Stirling subset number
(also called Stirling number of the second kind)
{
n
k
}
is the number of partitions of an
n-element set into k nonempty blocks; by convention
{
0
k
}
= δk0. The Bell polynomials
Bn(x) are then defined as Bn(x) =
∑n
k=0
{
n
k
}
xk.1
Similarly, the Lah number Ln is the number of partitions of an n-element set into
nonempty linearly ordered blocks (also called lists); we set L0 = 1. Refining this, the
Lah number L(n, k) is the number of partitions of an n-element set into k nonempty
linearly ordered blocks; we set L(0, k) = δk0. The Lah numbers also have the explicit
1See [33, A008277/A048993] for further information on the Stirling subset numbers and Bell
polynomials.
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expression
L(n, k) =
n!
k!
(
n− 1
n− k
)
=
δk0 if n = 0n!
k!
(
n−1
k−1
)
if n ≥ 1
(1.1)
The Lah polynomials Ln(x) are then defined as Ln(x) =
∑n
k=0 L(n, k) x
k.2
More generally, let x and w = {wm}m≥1 be indeterminates, and let Pn(x,w) be
the generating polynomial for partitions of an n-element set into nonempty blocks
in which each block of cardinality m gets a weight xwm:
Pn(x,w)
def
=
∑
pi∈Πn
x|pi|
∏
B∈pi
w|B| . (1.2)
(In particular, the empty set has a unique partition into nonempty blocks — namely,
the partition with zero blocks — so that P0(x,w) = 1.) Then the Bell polynomials
correspond to wm = 1, while the Lah polynomials correspond to wm = m!. It is
not difficult to show that the polynomials Pn(x,w) have the exponential generating
function ∞∑
n=0
Pn(x,w)
tn
n!
= exp
(
x
∞∑
m=1
wm
tm
m!
)
. (1.3)
The polynomials Pn(x,w) are also known [11, pp. 133–134] as the complete Bell
polynomials Yn(xw1, . . . , xwn).
Let us now express the Bell and Lah polynomials in terms of a different combina-
torial object, namely, unordered forests of increasing ordered trees. Recall first [43,
pp. 294–295] that an ordered tree (also called plane tree) is a rooted tree in which the
children of each vertex are linearly ordered. An unordered forest of ordered trees is an
unordered collection of ordered trees. An increasing ordered tree is an ordered tree in
which the vertices carry distinct labels from a linearly ordered set (usually some set
of integers) in such a way that the label of each child is greater than the label of its
parent; otherwise put, the labels increase along every path downwards from the root.
An unordered forest of increasing ordered trees is an unordered forest of ordered trees
with the same type of labeling.
Now let φ = (φi)i≥0 be indeterminates, and let Ln,k(φ) be the generating poly-
nomial for unordered forests of increasing ordered trees on the vertex set [n], having
k components (i.e. k trees), in which each vertex with i children gets a weight φi.
Clearly Ln,k(φ) is a homogeneous polynomial of degree n with nonnegative integer
coefficients; it is also quasi-homogeneous of degree n−k when φi is assigned weight i.
The first few polynomials Ln,k(φ) [specialized for simplicity to φ0 = 1] are
n \ k 0 1 2 3 4 5
0 1
1 0 1
2 0 φ1 1
3 0 φ21 + 2φ2 3φ1 1
4 0 φ31 + 8φ1φ2 + 6φ3 7φ
2
1 + 8φ2 6φ1 1
5 0 φ41 + 22φ
2
1φ2 + 16φ
2
2 + 42φ1φ3 + 24φ4 15φ
3
1 + 60φ1φ2 + 30φ3 25φ
2
1 + 20φ2 10φ1 1
2See [33, A008297/A105278/A271703/A111596/A066667] for further information on the Lah
numbers and Lah polynomials.
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(see also the Appendix for n ≤ 7). Now let y be an additional indeterminate, and
define the row-generating polynomials Ln(φ, y) =
∑n
k=0 Ln,k(φ) y
k. Then Ln(φ, y)
is quasi-homogeneous of degree n when φi is assigned weight i and y is assigned
weight 1. We call Ln,k(φ) and Ln(φ, y) the generic Lah polynomials , and we
call the lower-triangular matrix L = (Ln,k(φ))n,k≥0 the generic Lah triangle . Here
φ = (φi)i≥0 are in the first instance indeterminates, so that Ln,k(φ) ∈ Z[φ] and
Ln(φ, y) ∈ Z[φ, y]; but we can then, if we wish, substitute specific values for φ in any
commutative ring R, leading to values Ln,k(φ) ∈ R and Ln(φ, y) ∈ R[y]. When doing
this we use the same notation Ln,k(φ) and Ln(φ, y), as the desired interpretation for
φ should be clear from the context.
Note, finally, that an unordered forest of increasing ordered trees on the vertex
set [n], with k components, can be obtained by first choosing a partition of [n] into
k nonempty blocks, and then constructing an increasing ordered tree on each block. It
follows that the generic Lah polynomial Ln(φ, y) equals the set-partition polynomial
Pn(y,w) evaluated at wm = Lm,1(φ).
Now let X = (xi)i≥1 be indeterminates, and let e = (en(X))n≥0 and h =
(hn(X))n≥0 be the elementary symmetric functions and complete homogeneous sym-
metric functions, respectively; they are elements of the ring Z[[X]]sym of symmetric
functions, considered as a subring of the formal-power-series ring Z[[X]]. We then de-
fine the Lah symmetric functions of positive type by L
(∞)+
n,k (X) = Ln,k(e) and
L
(∞)+
n (X, y) = Ln(e, y), and the Lah symmetric functions of negative type by
L
(∞)−
n,k (X) = Ln,k(h) and L
(∞)−
n (X, y) = Ln(h, y). Also, for any integer r ≥ 1 we can
imagine specializing X by setting xi = 0 for i > r; we then define the multivariate
Lah polynomials of positive type by L
(r)+
n,k (x1, . . . , xr) = Ln,k(e(x1, . . . , xr)) and
L
(r)+
n (x1, . . . , xr; y) = Ln(e(x1, . . . , xr), y), and the multivariate Lah polynomials
of negative type by L
(r)−
n,k (x1, . . . , xr) = Ln,k(h(x1, . . . , xr)) and L
(r)−
n (x1, . . . , xr; y) =
Ln(h(x1, . . . , xr), y).
3 In the Appendix we report the Lah symmetric functions L
(∞)+
n,k
and L
(∞)−
n,k for n ≤ 7 in terms of the monomial symmetric functions mλ.
These multivariate Lah polynomials and symmetric functions can also be inter-
preted as generating polynomials for increasing r-ary and multi-r-ary trees and forests
(1 ≤ r ≤ ∞). Let us recall first [43, p. 295] the recursive definition of an r-ary tree
(1 ≤ r < ∞): it is either empty or else consists of a root together with an ordered
list of r subtrees, each of which is an r-ary tree (which may be empty). We draw an
edge from each vertex to the root of each of its nonempty subtrees; an edge from a
vertex to the root of its ith subtree will be called an i-edge. Similarly, we can define
recursively an∞-ary tree: it is either empty or else consists of a root together with an
ordered list of subtrees indexed by the positive integers P, each of which is an ∞-ary
tree (which may be empty) and only finitely many of which are nonempty ; we define
3In [37, section 12] we considered these quantities only for n, k ≥ 1, and we used the notations
Q(∞)n,k , Q(r)n,k, Q(∞)−n,k , Q(r)−n,k (with n, k ≥ 0) for what we are now calling L(∞)+n+1,k+1, L(r)+n+1,k+1, L(∞)−n+1,k+1,
L
(r)−
n+1,k+1, respectively; we called these the Eulerian symmetric functions and multivariate Eulerian
polynomials. We now think that it might be preferable to reserve the term “Eulerian” for quantities
associated to trees, and to use instead the term “Lah” for quantities associated to forests.
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i-edges as before.4 But we can now view r-ary trees from a slightly different point of
view: an r-ary (resp.∞-ary) tree is simply an ordered tree in which each edge carries
a label i ∈ [r] (resp. i ∈ P) and the edges emanating outwards from each vertex
consist, in order, of zero or one edges labeled 1, then zero or one edges labeled 2, and
so forth; an edge with label i will be called an i-edge. Let us now consider the gener-
ating polynomial for unordered forests of increasing∞-ary trees on the vertex set [n],
having k components, in which each i-edge gets a weight xi. Since the choice of labels
on the edges emanating outwards from a vertex v can be made independently for each
v, this is equivalent to evaluating the generating polynomial Ln,k(φ) at φi = ei(X);
in other words, it is the Lah symmetric function of positive type L
(∞)+
n,k (X) = Ln,k(e).
Similarly, L
(∞)+
n (X, y) = Ln(e, y) is the generating polynomial for unordered forests
of increasing ∞-ary trees on the vertex set [n], in which each i-edge gets a weight xi
and each tree (or equivalently, each root) gets a weight y. And if we set xi = 0 for
i > r so as to obtain r-ary trees or forests, we get the multivariate Lah polynomials
L
(r)+
n,k (x1, . . . , xr) = Ln,k(e(x1, . . . , xr)) and L
(r)+
n (x1, . . . , xr; y) = Ln(e(x1, . . . , xr), y).
The multivariate Lah polynomials and Lah symmetric functions of negative type
can be interpreted in a similar way. We begin by adopting the reinterpretation of
r-ary and∞-ary trees as ordered trees with labeled edges, and then consider [37, sec-
tion 10.3.2] the variant in which the number of edges of each label emanating from
a given vertex, instead of being “zero or one”, is “zero or more”: we call this a
multi-r-ary (resp. multi-∞-ary) tree. We now consider the generating polynomial for
unordered forests of increasing multi-∞-ary trees on the vertex set [n], having k com-
ponents, in which each i-edge gets a weight xi. This is equivalent to evaluating the
generating polynomial Ln,k(φ) at φi = hi(X); in other words, it is the Lah symmetric
function of negative type L
(∞)−
n,k (X) = Ln,k(h). Similarly, L
(∞)−
n (X, y) = Ln(h, y) is
the generating polynomial for unordered forests of increasing multi-∞-ary trees on
the vertex set [n], in which each i-edge gets a weight xi and each tree (or equivalently,
each root) gets a weight y. And if we set xi = 0 for i > r so as to obtain multi-
r-ary trees or forests, we get the multivariate Lah polynomials L
(r)−
n,k (x1, . . . , xr) =
Ln,k(h(x1, . . . , xr)) and L
(r)−
n (x1, . . . , xr; y) = Ln(h(x1, . . . , xr), y).
Let us now consider the further specialization of the multivariate Lah polynomials
of positive type to x1 = . . . = xr = 1, corresponding to φi =
(
r
i
)
. It is well known [43,
p. 24] that the number of increasing binary trees on n vertices is n!, and more generally
that the number of increasing r-ary trees on n vertices is the multifactorial F
(r−1)
n [4,
p. 30, Example 1], where
F (r)n
def
=
n−1∏
j=0
(1 + jr) . (1.4)
Therefore, the univariate rth-order Lah polynomials of positive type, L
(r)+
n (1; y),
coincide with the set-partition polynomials Pn(y,w) defined in (1.2) when we set
wm = F
(r−1)
m . In particular, for r = 1 we have wm = 1 and obtain the Bell polynomials
4Please note that such a graph is necessarily finite (as always, the recursion is carried out only
finitely many times).
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Bn(y); for r = 2 we have wm = m! and obtain the univariate Lah polynomials Ln(y);
for r = 3, 4, 5 we have wm = (2m − 1)!!, (3m − 2)!!!, (4m − 3)!!!! and obtain the
row-generating polynomials of [33, A035342, A035469, A049029].
In a similar way, we can specialize the multivariate Lah polynomials of negative
type to x1 = . . . = xr = 1, corresponding to φi =
(
r+i−1
i
)
. It is known [4, p. 30,
Corollary 1(iv)] that the number of increasing multi-unary trees on n vertices is
(2n − 3)!!; more generally, it was observed in [37, section 12.3] that the number of
increasing multi-r-ary trees on n vertices is the shifted multifactorial F˜
(r+1)
n−1 , where
F˜ (r)n
def
=
n−1∏
j=0
[(r − 1) + jr] . (1.5)
Therefore, the univariate rth-order Lah polynomials of negative type, L
(r)−
n (1; y),
coincide with the set-partition polynomials Pn(y,w) defined in (1.2) when we set
wm = F˜
(r+1)
m−1 . In particular, for r = 1 we have wm = (2m− 3)!! and obtain a variant
of the Bessel polynomials [33, A001497] (see also Example 7.1 below); for r = 2, 3
we have wm = (3m − 4)!!!, (4m − 5)!!!! and obtain the row-generating polynomials
of [33, A004747, A000369].
Let us now explain how all this relates to total positivity. Recall first that a
finite or infinite matrix of real numbers is called totally positive (TP) if all its minors
are nonnegative, and totally positive of order r (TPr) if all its minors of size ≤ r
are nonnegative. Background information on totally positive matrices can be found
in [15,18,27,38]; they have application to many fields of pure and applied mathematics.
In particular, it is known [19, The´ore`me 9] [38, section 4.6] that a Hankel matrix
(ai+j)i,j≥0 of real numbers is totally positive if and only if the underlying sequence
(an)n≥0 is a Stieltjes moment sequence (i.e. the moments of a positive measure on
[0,∞)). And a Toeplitz matrix (ai−j)i,j≥0 of real numbers (where an = 0 for n < 0)
is totally positive if and only if its ordinary generating function can be written as
∞∑
n=0
ant
n = Ceγttm
∞∏
i=1
1 + αit
1− βit (1.6)
with m ∈ N, C, γ, αi, βi ≥ 0,
∑
αi <∞ and
∑
βi <∞ [27, Theorem 5.3, p. 412].
But this is only the beginning of the story, because we are here principally con-
cerned, not with sequences and matrices of real numbers, but with sequences and
matrices of polynomials (with integer or real coefficients) in one or more indetermi-
nates x: they will typically be generating polynomials that enumerate some com-
binatorial objects with respect to one or more statistics. We equip the polynomial
ring R[x] with the coefficientwise partial order: that is, we say that P is nonnega-
tive (and write P  0) in case P is a polynomial with nonnegative coefficients. We
then say that a matrix with entries in R[x] is coefficientwise totally positive
if all its minors are polynomials with nonnegative coefficients; and analogously for
coefficientwise total positivity of order r. We say that a sequence a = (an)n≥0 with
entries in R[x] is coefficientwise Hankel-totally positive (resp. coefficientwise
Toeplitz-totally positive) if its associated infinite Hankel (resp. Toeplitz) matrix
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is coefficientwise totally positive; and likewise for the versions of order r. Similar def-
initions apply to the formal-power-series ring R[[x]]. Most generally, we can consider
sequences and matrices with values in an arbitrary partially ordered commutative
ring (a precise definition will be given in Section 2.1); total positivity, Hankel-total
positivity and Toeplitz-total positivity are then defined in the obvious way.
Let us also explain some partial orders on the ring of symmetric functions. Let R
be a commutative ring and let X = (xi)i≥1 be a countably infinite collection of inde-
terminates. Then let R[[X]]sym be the ring of symmetric functions with coefficients in
R [31, Chapter 1] [44, Chapter 7]; it is a subring of the formal-power-series ring R[[X]].
(It goes without saying that “function” is a misnomer; these are formal power series.)
Now let R carry a partial order P . When the coefficientwise order on R[[X]] is re-
stricted to R[[X]]sym, it becomes the monomial order : an element f ∈ R[[X]]sym is
monomial-nonnegative if and only if it can be written as a (finite) nonnegative linear
combination of monomial symmetric functions mλ(X). However, the ring of symmet-
ric functions can also be equipped with a stronger order, namely the Schur order :
an element f ∈ R[[X]]sym is Schur-nonnegative if and only if it can be written as a
(finite) nonnegative linear combination of Schur functions sλ(X). This indeed defines
a partial order compatible with the ring structure, since any product of Schur func-
tions is a nonnegative linear combination of Schur functions (Littlewood–Richardson
coefficients [44, Section 7.A1.3]). And it is strictly stronger than the monomial or-
der, because every Schur function is a nonnegative linear combination of monomial
symmetric functions (Kostka numbers [44, eq. (7.35), p. 311]) but not conversely (e.g.
m2 = s2 − s11).
We can now state our main result:
Theorem 1.1 (Total positivity of Lah matrices and Lah polynomials).
Fix 1 ≤ r ≤ ∞. Let R be a partially ordered commutative ring, and let φ = (φi)i≥0
be a sequence in R that is Toeplitz-totally positive of order r. Then:
(a) The lower-triangular matrix L(φ) = (Ln,k(φ))n,k≥0 is totally positive of order r
in the ring R.
(b) The sequence L(φ) = (Ln(φ, y))n≥0 is Hankel-totally positive of order r in the
ring R[y] equipped with the coefficientwise order.
(c) The sequence L4(φ) = (Ln+1,1(φ))n≥0 is Hankel-totally positive of order r in
the ring R.
Specializing this to φ = e(X) or h(X) and using the Jacobi–Trudi identity [44,
Theorem 7.16.1 and Corollary 7.16.2], we obtain:
Corollary 1.2 (Total positivity of Lah symmetric functions).
(a) The unit-lower-triangular matrices L(∞)+ = (Ln,k(e(X)))n,k≥0 and L(∞)− =
(Ln,k(h(X)))n,k≥0 are totally positive with respect to the Schur order on the
ring of symmetric functions (with coefficients in Z).
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(b) The sequences L(∞)+ = (Ln(e(X), y))n≥0 and L(∞)− = (Ln(h(X), y))n≥0 are
Hankel-totally positive with respect to the Schur order on the ring of symmetric
functions (with coefficients in Z) and the coefficientwise order on polynomials
in y.
(c) The sequences L(∞)+4 = (Ln+1,1(e(X)))n≥0 and L(∞)−4 = (Ln+1,1(h(X)))n≥0
are Hankel-totally positive with respect to the Schur order on the ring of sym-
metric functions (with coefficients in Z).
Weakening this result from the Schur order to the monomial order, and then
further specializing by setting xi = 0 for i > r, we obtain:
Corollary 1.3 (Total positivity of multivariate Lah polynomials).
(a) The unit-lower-triangular matrices L(r)+ = (Ln,k(e(x1, . . . , xr)))n,k≥0 and L(r)− =
(Ln,k(h(x1, . . . , xr)))n,k≥0 are totally positive with respect to the coefficientwise
order on the polynomial ring Z[x1, . . . , xr].
(b) The sequences L(r)+ = (Ln(e(x1, . . . , xr), y))n≥0 and L(r)− =
(Ln(h(x1, . . . , xr), y))n≥0 are Hankel-totally positive with respect to the coeffi-
cientwise order on the polynomial ring Z[x1, . . . , xr, y].
(c) The sequences L(r)+4 = (Ln+1,1(e(x1, . . . , xr)))n≥0 and L(r)−4 =
(Ln+1,1(h(x1, . . . , xr)))n≥0 are Hankel-totally positive with respect to the coef-
ficientwise order on the polynomial ring Z[x1, . . . , xr].
Remarks. 1. In Theorem 1.1 and its two corollaries, part (c) follows trivially
from part (b) by dividing Ln+1(φ, y) by y and then specializing to y = 0. But in
Section 3 we will introduce a generalization where the analogue of (c) still holds (by
a different proof), but it is unknown whether there is any analogue of (b).
2. Corollaries 1.2(a) and 1.3(a) are essentially already contained in [37, Corollar-
ies 12.5 and 12.25 and Remark after the proof of Lemma 12.13]. But the extension
in Theorem 1.1(a) to the generic Lah polynomials is new.
3. Similarly, Corollaries 1.2(c) and 1.3(c) are already contained in [37, Corol-
laries 12.3 and 12.24]. Indeed, a slightly stronger version of Corollaries 1.2(c) and
1.3(c) for L(∞)+ and L(r)+ — in which the Hankel-totally positive sequence is ex-
tended backwards by prepending one element — is given in [37, Theorem 12.1(a) and
Corollaries 12.3 and 12.7]. There is also an analogous result for the case of negative
type [37, Theorem 12.20(a) and Corollary 12.22], but it does not seem to imply (at
least in any obvious way) the negative-type case of Corollaries 1.2(c) and 1.3(c). 
Our proof of Theorem 1.1 will be based on the method of production matrices
[12, 13]. We shall review this theory in Sections 2.2 and 2.3, so now we state only
the bare-bones definitions. Let P = (pij)i,j≥0 be an infinite matrix with entries in
a commutative ring R; we assume that P is either row-finite (i.e. has only finitely
many nonzero entries in each row) or column-finite. Now define an infinite matrix
A = (ank)n,k≥0 by
ank = (P
n)0k . (1.7)
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We call P the production matrix and A the output matrix , and we write A =
O(P ). The two key facts here are the following [42]: if R is a partially ordered
commutative ring and P is totally positive of order r, then O(P ) is totally positive
of order r and the zeroth column of O(P ) is Hankel-totally positive of order r. See
Section 2.3 for precise statements and proofs.
We shall prove Theorem 1.1 by explicitly constructing the production matrix that
generates the the generic Lah triangle L = (Ln,k(φ))n,k≥0, and then verifying its total
positivity. Let ∆ = (δi+1,j)i,j≥0 be the matrix with 1 on the superdiagonal and 0
elsewhere. We then have:
Proposition 1.4 (Production matrix for the generic Lah triangle). Let φ = (φi)i≥0
and y be indeterminates, and work in the ring Z[φ, y]. Define the lower-Hessenberg
matrix P = (pij)i,j≥0 by
pij =

0 if j = 0 or j > i+ 1
i!
(j − 1)! φi−j+1 if 1 ≤ j ≤ i+ 1
(1.8)
and the unit-lower-triangular y-binomial matrix By by
(By)nk =
(
n
k
)
yn−k . (1.9)
Then:
(a) P is the production matrix for the generic Lah triangle L = (Ln,k(φ))n,k≥0.
(b) B−1y PBy = P (I + y∆
T) is the production matrix for LBy.
We will prove Proposition 1.4(a) by constructing a bijection from ordered forests
of increasing ordered trees to labeled partial  Lukasiewicz paths, along the lines of
[37, proofs of Theorems 12.11 and 12.28]. Then Proposition 1.4(b) will follow by a
straightforward but slightly nontrivial computation (Lemma 3.6).
In fact, we will prove a generalization of Proposition 1.4(a) [and hence also of
Theorem 1.1(a,c) and Corollaries 1.2(a,c) and 1.3(a,c)] for some polynomials L̂n,k(φ̂),
to be defined in Section 3.1, that depend on a refined set of indeterminates φ̂ =
(φ
[L]
i )i≥0, L≥1 and that reduce to Ln,k(φ) when φ
[L]
i = φi for all L. However, no analogue
of Proposition 1.4(b) [and hence also of Theorem 1.1(b) and Corollaries 1.2(b) and
1.3(b)] appears to exist for these more general polynomials.
Remark. If we were to work in the ring Q[φ, y] instead of Z[φ, y], we would have
P = DT∞(φ)D−1∆ where T∞(φ) is the infinite lower-triangular Toeplitz matrix
associated to the sequence φ, and D = diag
(
(n!)n≥0
)
. 
Now return to the situation of Theorem 1.1. If the ring R contains the ratio-
nals (with their usual order), it follows from P = DT∞(φ)D−1∆ that P is totally
positive of order r whenever φ is Toeplitz-totally positive of order r; and the same
holds for B−1y PBy = P (I + y∆
T). And even if R does not contain the rationals,
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it turns out that the same conclusions are true, as we can show with a bit more work
(Lemma 3.7). Theorem 1.1 is then an immediate consequence of Proposition 1.4
and Lemma 3.7 together with the general theory of production matrices and total
positivity (Section 2.3).
Now fix an integer r ≥ 1, and let us consider the multivariate Lah polynomials of
positive type by specializing the production matrix (1.8) to φn = en(x1, . . . , xr).
Recall that the product of two lower-triangular Toeplitz matrices corresponds to
the convolution of their generating sequences, or equivalently the product of their
ordinary generating functions; and since
∞∑
n=0
en(x1, . . . , xr) t
n =
r∏
i=1
(1 + xit), it fol-
lows that the lower-triangular Toeplitz matrix T∞(e(x1, . . . , xr)) has the factorization
T∞(e) = L1 · · ·Lr where Li = L(1, 1, . . . ;xi, xi, . . .) is the lower-bidiagonal Toeplitz
matrix with 1 on the diagonal and xi on the subdiagonal. Therefore, DT∞(e)D−1
has the factorization L′1 · · ·L′r where L′i = DLiD−1 = L(1, 1, . . . ;xi, 2xi, 3xi, . . .); the
production matrix P (x1, . . . , xr) = DT∞(e)D−1∆ has the factorization L′1 · · ·L′r∆;
and the modified production matrix B−1y PBy = P (I + y∆
T) has the factorization
B−1y P (x1, . . . , xr)By = L
′
1 · · · L′r (∆ + yI) (1.10)
(since ∆∆T = I). On the other hand, (1.10) is precisely the production matrix for
an r-branched S-fraction with coefficients
α = (αi)i≥r = y, x1, . . . , xr, y, 2x1, . . . , 2xr, y, 3x1, . . . , 3xr, . . . (1.11)
(see [37, Propositions 7.2 and 8.2(b)] and eq. (2.21) below). Since the zeroth column
of the matrix LBy is given by the Lah polynomials Ln(φ, y), it follows that the
multivariate Lah polynomials of positive type L
(r)+
n (x1, . . . , xr; y) are given by an
r-branched S-fraction with coefficients (1.11):
Theorem 1.5 (Branched S-fraction for multivariate Lah polynomials of positive
type). We have L
(r)+
n (x1, . . . , xr; y) = S
(r)
n (α) where the coefficients α are given by
(1.11). [Here S
(r)
n (α) is the r-Stieltjes–Rogers polynomial of order n; see Section 2.4
for the precise definition.]
Remarks. 1. For r = 1 the multivariate Lah polynomials of positive type are
simply the homogenized Bell polynomials L
(1)+
n (x1; y) = x
n
1Bn(y/x1), and this is the
well-known classical S-fraction with coefficients α = y, x1, y, 2x1, y, 3x1, . . ..
2. Since L
(r)+
n (x1, . . . , xr; y) is invariant under permutations of x1, . . . , xr, it is
actually represented by r! different r-branched S-fractions in which the coefficients α
are obtained from (1.11) by permuting x1, . . . , xr. This illustrates the nonuniqueness
of r-branched S-fractions for r ≥ 2 [37].
3. In Section 5 we will also give a completely independent proof of Theorem 1.5,
based on the Euler–Gauss recurrence method. 
For the multivariate Lah polynomials of negative type, the lower-triangular Toeplitz
matrix T∞(h(x1, . . . , xr)) has the factorization T∞(h) = L˜1 · · · L˜r where L˜i =
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L(1, 1, . . . ;−xi,−xi, . . .)−1; so DT∞(h)D−1 has the factorization L˜′1 · · · L˜′r where L˜′i =
DL˜iD
−1 = L(1, 1, . . . ;−xi,−2xi,−3xi, . . .)−1; and the production matrixDT∞(h)D−1∆
has the factorization L˜′1 · · · L˜′r∆. But the matrices L˜i and L˜′i are dense lower-triangular,
not lower-bidiagonal, so we do not see any way of interpreting this as the production
matrix of a branched S-fraction. Indeed, we have verified that the multivariate Lah
numbers of negative type L
(r)−
n (1, . . . , 1; 1) cannot be expressed as an m-branched
S-fraction of the following types:
• For r = 1, 2, 3, the numbers L(r)−n (1, . . . , 1; 1) cannot be expressed as a 2-
branched S-fraction with nonnegative integer coefficients: this was verified by
exhaustive computer search using n ≤ 7, 8, 7, respectively.
• For m > r + 1, the numbers an = L(r)−n (1, . . . , 1; 1) cannot be expressed as an
m-branched S-fraction with positive integer coefficients: this is simply because
a0 = a1 = 1 and a2 = r + 1, while the m-Stieltjes–Rogers polynomial S
(m)
2 (α)
equals αm(αm + αm+1 + · · ·+ α2m−1).
For (r,m) = (1, 3) and (2, 3), our computations (as far as we were able to go) were
unable to give either a proof of nonexistence (with nonnegative integer coefficients)
or a comprehensible candidate for α.
Although the present paper is a follow-up to our paper [37], we have endeavored,
for the convenience of the reader, to make it as self-contained as possible. We have
therefore begun (Section 2) with a brief review of the key definitions and results
from [37] that will be needed in the sequel. We then proceed as follows: In Section 3
— which is the technical heart of the paper — we prove Proposition 1.4, from which we
deduce Theorem 1.1; indeed, we state and prove a generalization involving a refined
set of indeterminates. In Section 4 we give expressions for the multivariate Lah
polynomials of positive and negative type in terms of the action of certain first-order
linear differential operators. In Section 5 we give a second proof of Theorem 1.5, based
on the differential operators and the Euler–Gauss recurrence method. In Section 6 we
interpret the multivariate Lah polynomials of positive type L
(r)+
n (x, y) as generating
polynomials for partitions of the set [n] in which each block is “decorated” with an
additional structure. In Section 7 we compute explicit expressions for the generic Lah
polynomials Ln,k(φ) by using exponential generating functions. In the Note Added
(Section 8) we give an alternate proof of Proposition 1.4(a), using the theory of
exponential Riordan arrays. In the Appendix we report the generic Lah polynomials
and Lah symmetric functions for n ≤ 7.
2 Preliminaries
Here we review some definitions and results from [37] that will be needed in the
sequel.
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2.1 Partially ordered commutative rings and total positivity
In this paper all rings will be assumed to have an identity element 1 and to be
nontrivial (1 6= 0).
A partially ordered commutative ring is a pair (R,P) where R is a commu-
tative ring and P is a subset of R satisfying
(a) 0, 1 ∈ P .
(b) If a, b ∈ P , then a+ b ∈ P and ab ∈ P .
(c) P ∩ (−P) = {0}.
We call P the nonnegative elements of R, and we define a partial order on R (com-
patible with the ring structure) by writing a ≤ b as a synonym for b− a ∈ P . Please
note that, unlike the practice in real algebraic geometry [6, 29, 32, 39], we do not as-
sume here that squares are nonnegative; indeed, this property fails completely for our
prototypical example, the ring of polynomials with the coefficientwise order, since
(1− x)2 = 1− 2x+ x2 6 0.
Now let (R,P) be a partially ordered commutative ring and let x = {xi}i∈I be a
collection of indeterminates. In the polynomial ring R[x] and the formal-power-series
ring R[[x]], let P [x] and P [[x]] be the subsets consisting of polynomials (resp. series)
with nonnegative coefficients. Then (R[x],P [x]) and (R[[x]],P [[x]]) are partially or-
dered commutative rings; we refer to this as the coefficientwise order on R[x] and
R[[x]].
A (finite or infinite) matrix with entries in a partially ordered commutative ring
is called totally positive (TP) if all its minors are nonnegative; it is called totally
positive of order r (TPr) if all its minors of size ≤ r are nonnegative. It follows
immediately from the Cauchy–Binet formula that the product of two TP (resp. TPr)
matrices is TP (resp. TPr).
5 This fact is so fundamental to the theory of total
positivity that we shall henceforth use it without comment.
We say that a sequence a = (an)n≥0 with entries in a partially ordered commuta-
tive ring is Hankel-totally positive (resp. Hankel-totally positive of order r)
if its associated infinite Hankel matrix H∞(a) = (ai+j)i,j≥0 is TP (resp. TPr). We say
that a is Toeplitz-totally positive (resp. Toeplitz-totally positive of order r)
if its associated infinite Toeplitz matrix T∞(a) = (ai−j)i,j≥0 (where an
def
= 0 for n < 0)
is TP (resp. TPr).
6
We will need an easy fact about the total positivity of special matrices:
Lemma 2.1 (Bidiagonal matrices). Let A be a matrix with entries in a partially
ordered commutative ring, with the property that all its nonzero entries belong to two
5For infinite matrices, we need some condition to ensure that the product is well-defined. For
instance, the product AB is well-defined whenever A is row-finite (i.e. has only finitely many nonzero
entries in each row) or B is column-finite.
6When R = R, Toeplitz-totally positive sequences are traditionally called Po´lya frequency se-
quences (PF), and Toeplitz-totally positive sequences of order r are called Po´lya frequency sequences
of order r (PFr). See [27, chapter 8] for a detailed treatment.
13
consecutive diagonals. Then A is totally positive if and only if all its entries are
nonnegative.
Proof. The nonnegativity of the entries (i.e. TP1) is obviously a necessary condition
for TP. Conversely, for a matrix of this type it is easy to see that every nonzero minor
is simply a product of some entries. 
2.2 Production matrices
The method of production matrices [12, 13] has become in recent years an im-
portant tool in enumerative combinatorics. In the special case of a tridiagonal pro-
duction matrix, this construction goes back to Stieltjes’ [45, 46] work on continued
fractions: the production matrix of a classical S-fraction or J-fraction is tridiago-
nal. In the present paper, by contrast, we shall need production matrices that are
lower-Hessenberg (i.e. vanish above the first superdiagonal) but are not in general
tridiagonal. We therefore begin by reviewing briefly the basic theory of production
matrices. The important connection of production matrices with total positivity will
be treated in the next subsection.
Let P = (pij)i,j≥0 be an infinite matrix with entries in a commutative ring R.
In order that powers of P be well-defined, we shall assume that P is either row-finite
(i.e. has only finitely many nonzero entries in each row) or column-finite.
Let us now define an infinite matrix A = (ank)n,k≥0 by
ank = (P
n)0k (2.1)
(in particular, a0k = δ0k). Writing out the matrix multiplications explicitly, we have
ank =
∑
i1,...,in−1
p0i1 pi1i2 pi2i3 · · · pin−2in−1 pin−1k , (2.2)
so that ank is the total weight for all n-step walks in N from i0 = 0 to in = k, in which
the weight of a walk is the product of the weights of its steps, and a step from i to j
gets a weight pij. Yet another equivalent formulation is to define the entries ank by
the recurrence
ank =
∞∑
i=0
an−1,i pik for n ≥ 1 (2.3)
with the initial condition a0k = δ0k.
We call P the production matrix and A the output matrix , and we write
A = O(P ). Note that if P is row-finite, then so is O(P ); if P is lower-Hessenberg,
then O(P ) is lower-triangular; if P is lower-Hessenberg with invertible superdiagonal
entries, then O(P ) is lower-triangular with invertible diagonal entries; and if P is
unit-lower-Hessenberg (i.e. lower-Hessenberg with entries 1 on the superdiagonal),
then O(P ) is unit-lower-triangular. In all the applications in this paper, P will be
lower-Hessenberg.
14
The matrix P can also be interpreted as the adjacency matrix for a weighted
directed graph on the vertex set N (where the edge ij is omitted whenever pij = 0).
Then P is row-finite (resp. column-finite) if and only if every vertex has finite out-
degree (resp. finite in-degree).
This iteration process can be given a compact matrix formulation. Let ∆ =
(δi+1,j)i,j≥0 be the matrix with 1 on the superdiagonal and 0 elsewhere. Then for any
matrix M with rows indexed by N, the product ∆M is simply M with its zeroth row
removed and all other rows shifted upwards by 1. (Some authors use the notation
M
def
= ∆M .) The recurrence (2.3) can then be written as
∆O(P ) = O(P )P . (2.4)
It follows that if A is a row-finite matrix that has a row-finite inverse A−1 and has
first row a0k = δ0k, then P = A
−1∆A is the unique matrix such that A = O(P ).
This holds, in particular, if A is lower-triangular with invertible diagonal entries and
a00 = 1; then A
−1 is lower-triangular and P = A−1∆A is lower-Hessenberg. And if A
is unit-lower-triangular, then P = A−1∆A is unit-lower-Hessenberg.
We shall repeatedly use the following easy fact:
Lemma 2.2 (Production matrix of a product). Let P = (pij)i,j≥0 be a row-finite
matrix (with entries in a commutative ring R), with output matrix A = O(P ); and
let B = (bij)i,j≥0 be a lower-triangular matrix with invertible (in R) diagonal entries.
Then
AB = b00O(B−1PB) . (2.5)
That is, up to a factor b00, the matrix AB has production matrix B
−1PB.
Proof. Since P is row-finite, so is A = O(P ); then the matrix products AB and
B−1PB arising in the lemma are well-defined. Now
ank =
∑
i1,...,in−1
p0i1 pi1i2 pi2i3 · · · pin−2in−1 pin−1k , (2.6)
while
O(B−1PB)nk =
∑
j,i1,...,in−1,in
(B−1)0j pji1 pi1i2 pi2i3 · · · pin−2in−1 pin−1in bink . (2.7)
But B is lower-triangular with invertible diagonal entries, so (B−1)0j = b−100 δj0. It
follows that AB = b00O(B−1PB). 
We will also need the following easy lemma:
Lemma 2.3 (Production matrix of a down-shifted matrix). Let P = (pij)i,j≥0 be a
row-finite or column-finite matrix (with entries in a commutative ring R), with output
matrix A = O(P ); and let c be an element of R. Now define
Q =

0 c 0 · · ·
0
0 P
...
 = ce01 + ∆TP∆ (2.8)
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and
B =

1 0 0 · · ·
0
0 cA
...
 = e00 + c∆TA∆ . (2.9)
Then B = O(Q).
Proof. We use (2.2) and its analogue for Q:
O(Q)nk =
∑
i1,...,in−1
q0i1 qi1i2 qi2i3 · · · qin−2in−1 qin−1k . (2.10)
In (2.10), the only nonzero contributions come from i1 = 1, with q01 = c; and then we
must also have i2, i3, . . . ≥ 1 and k ≥ 1, with qij = pi−1,j−1. Hence O(Q)nk = can−1,k−1
for n ≥ 1. 
2.3 Production matrices and total positivity
Let P = (pij)i,j≥0 be a matrix with entries in a partially ordered commutative
ring R. We will use P as a production matrix; let A = O(P ) be the corresponding
output matrix. As before, we assume that P is either row-finite or column-finite.
When P is totally positive, it turns out [42] that the output matrix O(P ) has
two total-positivity properties: firstly, it is totally positive; and secondly, its zeroth
column is Hankel-totally positive. Since [42] is not yet publicly available, we shall
present briefly here (with proof) the main results that will be needed in the sequel.
The fundamental fact that drives the whole theory is the following:
Proposition 2.4 (Minors of the output matrix). Every k × k minor of the output
matrix A = O(P ) can be written as a sum of products of minors of size ≤ k of the
production matrix P .
In this proposition the matrix elements p = {pij}i,j≥0 should be interpreted in the
first instance as indeterminates: for instance, we can fix a row-finite or column-finite
set S ⊆ N× N and define the matrix P S = (pSij)i,j∈N with entries
pSij =
{
pij if (i, j) ∈ S
0 if (i, j) /∈ S
(2.11)
Then the entries (and hence also the minors) of both P and A belong to the polyno-
mial ring Z[p], and the assertion of Proposition 2.4 makes sense. Of course, we can
subsequently specialize the indeterminates p to values in any commutative ring R.
Proof of Proposition 2.4. Consider any minor of A involving only the rows 0
through N . We will prove the assertion of the Proposition by induction on N . The
statement is obvious for N = 0. For N ≥ 1, let AN be the matrix consisting of rows
16
0 through N − 1 of A, and let A′N be the matrix consisting of rows 1 through N of
A. Then we have
A′N = ANP . (2.12)
If the minor in question does not involve row 0, then obviously it involves only rows 1
through N . If the minor in question does involve row 0, then it is either zero (in case
it does not involve column 0) or else equal to a minor of A (of one size smaller) that
involves only rows 1 through N (since a0k = δ0k). Either way it is a minor of A
′
N ; but
by (2.12) and the Cauchy–Binet formula, every minor of A′N is a sum of products of
minors (of the same size) of AN and P . This completes the inductive step. 
If we now specialize the indeterminates p to values in some partially ordered
commutative ring R, we can immediately conclude:
Theorem 2.5 (Total positivity of the output matrix). Let P be an infinite matrix that
is either row-finite or column-finite, with entries in a partially ordered commutative
ring R. If P is totally positive of order r, then so is A = O(P ).
Remarks. 1. In the case R = R, Theorem 2.5 is due to Karlin [27, pp. 132–134];
see also [38, Theorem 1.11]. Karlin’s proof is different from ours.
2. Our quick inductive proof of Proposition 2.4 follows an idea of Zhu [47, proof of
Theorem 2.1], which was in turn inspired in part by Aigner [1, pp. 45–46]. The same
idea recurs in recent work of several authors [48, Theorem 2.1] [8, Theorem 2.1(i)] [9,
Theorem 2.3(i)] [30, Theorem 2.1] [10, Theorems 2.1 and 2.3] [20]. However, all of
these results concerned only special cases: [1, 9, 30, 47] treated the case in which the
production matrix P is tridiagonal; [48] treated a (special) case in which P is upper
bidiagonal; [8] treated the case in which P is the production matrix of a Riordan
array; [10,20] treated (implicitly) the case in which P is upper-triangular and Toeplitz.
But the argument is in fact completely general, as we have just seen; there is no need
to assume any special form for the matrix P . 
Now define O0(P ) to be the zeroth-column sequence of O(P ), i.e.
O0(P )n
def
= O(P )n0 def= (P n)00 . (2.13)
Then the Hankel matrix of O0(P ) has matrix elements
H∞(O0(P ))nn′ = O0(P )n+n′ = (P n+n
′
)00 =
∞∑
k=0
(P n)0k (P
n′)k0 =
∞∑
k=0
(P n)0k ((P
T)n
′
)0k =
∞∑
k=0
O(P )nkO(PT)n′k =
[O(P )O(PT)T]
nn′ . (2.14)
(Note that the sum over k has only finitely many nonzero terms: if P is row-finite,
then there are finitely many nonzero (P n)0k, while if P is column-finite, there are
finitely many nonzero (P n
′
)k0.) We have therefore proven:
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Lemma 2.6 (Identity for Hankel matrix of the zeroth column). Let P be a row-finite
or column-finite matrix with entries in a commutative ring R. Then
H∞(O0(P )) = O(P )O(PT)T . (2.15)
Remark. If P is row-finite, then O(P ) is row-finite; O(PT) need not be row- or
column-finite, but the product O(P )O(PT)T is anyway well-defined. 
Combining Proposition 2.4 with Lemma 2.6 and the Cauchy–Binet formula, we
obtain:
Corollary 2.7 (Hankel minors of the zeroth column). Every k × k minor of the
infinite Hankel matrix H∞(O0(P )) = ((P n+n
′
)00)n,n′≥0 can be written as a sum of
products of the minors of size ≤ k of the production matrix P .
And specializing the indeterminates p to nonnegative elements in a partially or-
dered commutative ring, in such a way that P is row-finite or column-finite, we
deduce:
Theorem 2.8 (Hankel-total positivity of the zeroth column). Let P = (pij)i,j≥0 be an
infinite row-finite or column-finite matrix with entries in a partially ordered commu-
tative ring R, and define the infinite Hankel matrix H∞(O0(P )) = ((P n+n
′
)00)n,n′≥0.
If P is totally positive of order r, then so is H∞(O0(P )).
2.4 m-Stieltjes–Rogers polynomials
Throughout this subsection we fix an integer m ≥ 1. We recall [2, 7, 37, 40] that
an m-Dyck path is a path in the upper half-plane Z × N, starting and ending on
the horizontal axis, using steps (1, 1) [“rise” or “up step”] and (1,−m) [“m-fall” or
“down step”]. More generally, an m-Dyck path at level k is a path in Z × N≥k,
starting and ending at height k, using steps (1, 1) and (1,−m). Since the number
of up steps must equal m times the number of down steps, the length of an m-Dyck
path must be a multiple of m+ 1.
Now let α = (αi)i≥m be an infinite set of indeterminates. Then [37] the m-
Stieltjes–Rogers polynomial of order n, denoted S
(m)
n (α), is the generating poly-
nomial for m-Dyck paths of length (m+1)n in which each rise gets weight 1 and each
m-fall from height i gets weight αi. Clearly S
(m)
n (α) is a homogeneous polynomial of
degree n with nonnegative integer coefficients.
Let f0(t) =
∑∞
n=0 S
(m)
n (α) tn be the ordinary generating function for m-Dyck
paths with these weights; and more generally, let fk(t) be the ordinary generating
function for m-Dyck paths at level k with these same weights. (Obviously fk is just
f0 with each αi replaced by αi+k; but we shall not explicitly use this fact.) Then
straightforward combinatorial arguments [37] lead to the functional equation
fk(t) = 1 + αk+mt fk(t) fk+1(t) · · · fk+m(t) (2.16)
18
or equivalently
fk(t) =
1
1 − αk+mt fk+1(t) · · · fk+m(t) . (2.17)
Iterating (2.17), we see immediately that fk is given by the branched continued frac-
tion
fk(t) =
1
1 − αk+mt
m∏
i1=1
1
1 − αk+m+i1t
m∏
i2=1
1
1 − αk+m+i1+i2t
m∏
i3=1
1
1− · · ·
(2.18a)
= 1
1− αk+mt(
1− αk+m+1t(
1− αk+m+2t
(· · · ) · · · (· · · )
)
· · ·
(
1− αk+2m+1t
(· · · ) · · · (· · · )
)
)
· · ·
(
1− αk+2mt(
1− αk+2m+1t
(· · · ) · · · (· · · )
)
· · ·
(
1− αk+3mt
(· · · ) · · · (· · · )
)
)
(2.18b)
and in particular that f0 is given by the specialization of (2.18) to k = 0. We shall call
the right-hand side of (2.18) an m-branched Stieltjes-type continued fraction ,
or m-S-fraction for short.
Remark. In truth, we hardly ever use the branched continued fraction (2.18); in-
stead, we work directly with them-Dyck paths and/or with the recurrence (2.16)/(2.17)
that their generating functions satisfy. 
We now generalize these definitions as follows. A partial m-Dyck path is a path
in the upper half-plane Z× N, starting on the horizontal axis but ending anywhere,
using steps (1, 1) [“rise”] and (1,−m) [“m-fall”]. A partial m-Dyck path starting at
(0, 0) must stay always within the set Vm = {(x, y) ∈ Z× N : x = y mod m+ 1}.
Now let α = (αi)i≥m be an infinite set of indeterminates, and let S
(m)
n,k (α) be the
generating polynomial for partial m-Dyck paths from (0, 0) to ((m+ 1)n, (m+ 1)k)
in which each rise gets weight 1 and each m-fall from height i gets weight αi. We
call the S
(m)
n,k the generalized m-Stieltjes–Rogers polynomials. Obviously S
(m)
n,k
is nonvanishing only for 0 ≤ k ≤ n, and S(m)n,n = 1. We therefore have an infinite
unit-lower-triangular array S(m) =
(
S
(m)
n,k (α)
)
n,k≥0 in which the first (k = 0) column
displays the ordinary m-Stieltjes–Rogers polynomials S
(m)
n,0 = S
(m)
n .
The production matrix for the triangle S(m) was found in [37, sections 7.1 and
8.2]. We begin by defining some special matrices M = (mij)i,j≥0:
• L(s1, s2, . . .) is the lower-bidiagonal matrix with 1 on the diagonal and s1, s2, . . .
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on the subdiagonal:
L(s1, s2, . . .) =

1
s1 1
s2 1
s3 1
. . . . . .
 . (2.19)
• U?(s1, s2, . . .) is the upper-bidiagonal matrix with 1 on the superdiagonal and
s1, s2, . . . on the diagonal:
U?(s1, s2, . . .) =

s1 1
s2 1
s3 1
s4 1
. . . . . .
 . (2.20)
Then the production matrix for the triangle S(m) is
P (m)S(α)
def
= L(αm+1, α2m+2, α3m+3, . . .) L(αm+2, α2m+3, α3m+4, . . .) · · ·
L(α2m, α3m+1, α4m+2, . . .) U
?(αm, α2m+1, α3m+2, . . .) , (2.21)
that is, the product of m factors L and one factor U? [37, Proposition 8.2].
Finally, we proved the following fundamental results on total positivity [37, The-
orems 9.8 and 9.10]:7
(a) For each integer m ≥ 1, the lower-triangular matrix S(m) = (S(m)n,k (α))n,k≥0 of
generalized m-Stieltjes–Rogers polynomials is totally positive in the polynomial
ring Z[α] equipped with the coefficientwise partial order.
(b) For each integer m ≥ 1, the sequence S(m) = (S(m)n (α))n≥0 of m-Stieltjes–Rogers
polynomials is a Hankel-totally positive sequence in the polynomial ring Z[α]
equipped with the coefficientwise partial order.
Of course, we can then substitute for α any sequence of nonnegative elements of any
partially ordered commutative ring R, and the resulting matrix S(m) (resp. sequence
S(m)) will be totally positive (resp. Hankel-totally positive) in R.
3 Proofs of main results
In this section we prove Theorem 1.1 and its corollaries, by the following steps:
First we prove Proposition 1.4(a), which asserts that the matrix P defined in (1.8)
7In fact, we gave two independent proofs of these results: a graphical proof, based on the Lind-
stro¨m–Gessel–Viennot lemma; and an algebraic proof, based on the production matrix (2.21).
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is the production matrix for the generic Lah triangle L = (Ln,k(φ))n,k≥0. Next we
prove the matrix identity B−1y PBy = P (I + y∆
T). Once this is done, Lemma 2.2
implies that P (I+y∆T) is the production matrix for LBy, which completes the proof
of Proposition 1.4(b). Finally, we show that if the Toeplitz matrix T∞(φ) is TPr,
then so is P (Lemma 3.7 and Corollary 3.8). Then Theorem 1.1 follows from the
general theory of production matrices and total positivity (Theorems 2.5 and 2.8).
In fact, we will prove a generalization of Proposition 1.4(a) [and hence also of
Theorem 1.1(a,c) and Corollaries 1.2(a,c) and 1.3(a,c)] for some polynomials L̂n,k(φ̂)
that depend on a refined set of indeterminates φ̂ = (φ
[L]
i )i≥0, L≥1 and that reduce to
Ln,k(φ) when φ
[L]
i = φi for all L. However, no analogue of Proposition 1.4(b) [and
hence also of Theorem 1.1(b) and Corollaries 1.2(b) and 1.3(b)] appears to exist for
these more general polynomials.
3.1 A generalization of Proposition 1.4(a)
In this subsection, we shall state and prove a generalization of Proposition 1.4(a).
We begin by introducing the notion of level of a vertex in a forest, as was done in [37]:
Definition 3.1 (Level of a vertex). Let F be a forest of increasing trees on a totally
ordered vertex set, with k trees.8 For each vertex j in F , let rj be the number of
trees in F that contain at least one vertex ≤ j. Then the level of the vertex j in the
forest F , denoted levF (j), is the number of children of vertices < j whose labels are
> j, plus k + 1− rj.
Note that 1 ≤ rj ≤ k, and hence levF (j) ≥ 1.
Remark. This definition of “level” is slightly different from the one given in [37],
since our forests here have k trees rather than k+ 1 as in [37], and our levels here are
≥ 1 rather than ≥ 0. 
We can now define a generalization of our generic Lah triangle, as follows: Let
φ̂ = (φ
[L]
i )i≥0, L≥1 be indeterminates, and let L̂n,k(φ̂) be the generating polynomial
for unordered forests of increasing ordered trees on the vertex set [n], having k trees,
in which each vertex with i children and level L gets a weight φ
[L]
i . We shall refer to the
lower-triangular matrix L̂ = (L̂n,k(φ̂))n,k≥0 as the refined generic Lah triangle .
Of course, when φ
[L]
i = φi for all L, it reduces to the original generic Lah triangle
L = (Ln,k(φ))n,k≥0.
We shall see later that the polynomial L̂n,k(φ̂) has a factor φ
[1]
0 φ
[2]
0 · · ·φ[k]0 . So
we can, if we wish, pull this factor out, and consider also the lower-triangular array
L˜ =
(
L̂n,k(φ̂)/(φ
[1]
0 φ
[2]
0 · · ·φ[k]0 )
)
n,k≥0.
8Here the forest can be either ordered or unordered; and the trees in the forest can be either or-
dered or unordered (in the sense that the children at each vertex can be either ordered or unordered).
Neither of these orderings, if present, will play any role in the definition of “level”.
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Finally, it turns out that, in proving the formula for the production matrix, it is
most convenient to work with ordered forests of increasing ordered trees, not un-
ordered ones. Since the trees of our forests are labeled and hence distinguishable, the
generating polynomial for ordered forests on the vertex set [n] with k components is
simply k! times the generating polynomial for unordered forests. So we will begin by
finding the production matrix P ord for the triangle L̂ord = (k! L̂n,k(φ̂))n,k≥0; then we
will deduce from it the production matrix P for the triangle L̂ = (L̂n,k(φ̂))n,k≥0, and
the production matrix P˜ for the triangle L˜ =
(
L̂n,k(φ̂)/(φ
[1]
0 φ
[2]
0 · · ·φ[k]0 )
)
n,k≥0.
We now claim that the following generalization of Proposition 1.4(a) holds:
Proposition 3.2 (Production matrix for the refined generic Lah triangle).
Let φ̂ = (φ
[L]
i )i≥0, L≥1 be indeterminates, and work in the ring Z[φ̂]. Define the lower-
Hessenberg matrices P ord = (pordij )i,j≥0, P = (pij)i,j≥0 and P˜ = (p˜ij)i,j≥0 by
pordij =
{
0 if j = 0 or j > i+ 1
j φ
[j]
i−j+1 if 1 ≤ j ≤ i+ 1
(3.1)
pij =

0 if j = 0 or j > i+ 1
i!
(j − 1)! φ
[j]
i−j+1 if 1 ≤ j ≤ i+ 1
(3.2)
p˜ij =

0 if j = 0 or j > i+ 1
i!
(j − 1)! φ
[j+1]
0 · · ·φ[i]0 φ[j]i−j+1 if 1 ≤ j ≤ i
1 if j = i+ 1
(3.3)
Then:
(a) P ord is the production matrix for the triangle L̂ord = (k! L̂n,k(φ̂))n,k≥0.
(b) P is the production matrix for the refined generic Lah triangle L̂ = (L̂n,k(φ̂))n,k≥0.
(c) P˜ is the production matrix for the triangle L˜ =
(
L̂n,k(φ̂)/(φ
[1]
0 φ
[2]
0 · · ·φ[k]0 )
)
n,k≥0.
As preparation for the proof of Proposition 3.2, we recall the definition of the
depth-first-search labeling of an ordered forest of ordered trees. (The more precise
name is preorder traversal , i.e. parent first, then children in order from left to right,
carried out recursively starting at the root.) The recursive definition can be found
in [44, pp. 33–34], but there is a simple informal description: for each tree, we walk
clockwise around the tree, starting at the root, and label the vertices in the order
in which they are first seen; this is done successively for the trees of the forest, in
the given order. Note that, in the depth-first-search labeling, all the children of a
vertex j will have labels > j; that is, the depth-first-search labeling is a (very special)
increasing labeling. Note also that, in the depth-first-search labeling, if r < r′, then
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all the vertices of the rth tree will have labels smaller than all the vertices of the r′th
tree; of course, this property need not hold in a general increasing labeling.
Finally, we recall that a partial  Lukasiewicz path (in our definition) is a path
in the upper half-plane Z×N using steps (1, s) with −∞ < s ≤ 1, while a reversed
partial  Lukasiewicz path is a path in the upper half-plane Z×N using steps (1, s)
with −1 ≤ s <∞.
Proof of Proposition 3.2. We will construct a bijection from the set of ordered
forests of increasing ordered trees on the vertex set [n], with k components, to a set
of L-labeled reversed partial  Lukasiewicz paths from (0, k) to (n, 0), where the label
sets L will be defined below. The case n = k = 0 is trivial, so we assume n, k ≥ 1.
Given an ordered forest F of increasing ordered trees on the vertex set [n], with k
components, we define a labeled reversed partial  Lukasiewicz path (ω, ξ) of length n
as follows (see Figure 1 for an example):
Definition of the path ω. The path ω starts at height h0 = k and takes steps
s1, . . . , sn with si = deg(i) − 1, where deg(i) is the number of children of vertex i.
Therefore, the heights h0, . . . , hn are
hj = k +
j∑
i=1
[deg(i)− 1] . (3.4)
Since
∑n
i=1 deg(i) = n−k, we have hn = 0. We will show later that h1, . . . , hn−1 ≥ 1.
Definition of the labels ξ. The label ξj is, by definition, 1 plus the number of
vertices > j that are either children of {1, . . . , j − 1} or roots and that precede j in
the depth-first-search order.9 Obviously ξj is an integer ≥ 1; we will show later that
ξj ≤ hj−1 (Corollary 3.4).
Interpretation of the heights hj. Recall that rj is the number of trees in F
that contain at least one of the vertices {1, . . . , j}. We then claim:
Lemma 3.3. For 1 ≤ j ≤ n, the height hj = k +
∑j
i=1 si has the following interpre-
tations:
(a) hj is the number of children of the vertices {1, . . . , j} whose labels are > j, plus
k − rj.
(b) hj−1 is the number of children of the vertices {1, . . . , j−1} whose labels are > j,
plus k+1−rj. That is, hj−1 is the level of the vertex j as given in Definition 3.1.
In particular, hj > k − rj whenever j is not the highest-numbered vertex of its tree,
and hj ≥ k − rj always.
9Here the depth-first-search order could be replaced by any chosen order on the vertices of F
that commutes with truncation. The key property we need is that the order on the truncated forest
Fj−1 to be defined below is the restriction of the order on the full forest F .
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Figure 1. An ordered forest of two increasing ordered trees on the
vertex set [10], and its image under the bijection. We put the label ξj
above the step sj.
Proof. By induction on j. For the base case j = 1, the claims are clear since r1 = 1,
h0 = k and h1 = k + deg(1)− 1.
For j > 1, the vertex j is either the child of another node, or the root of a tree.
We consider these two cases separately:
(i) Suppose that j is the child of another node (obviously numbered ≤ j − 1). By
the inductive hypothesis (a), hj−1 is the number of children of the vertices {1, . . . , j − 1}
whose labels are ≥ j, plus k − rj−1; and since one of these children is j, it follows
that hj−1− 1 is the number of children of the vertices {1, . . . , j − 1} whose labels are
> j, plus k− rj−1. Now vertex j has deg(j) children, all of which have labels > j; so
hj = hj−1 + sj = hj−1− 1 + deg(j) is the number of children of the vertices {1, . . . , j}
whose labels are > j, plus k − rj−1. Since rj = rj−1, the preceding two sentences
prove claims (b) and (a), respectively.
(ii) Suppose that j is a root. By the inductive hypothesis (a), hj−1 is the number
of children of the vertices {1, . . . , j− 1} whose labels are ≥ j, plus k− rj−1; and since
j is not one of these children, it follows that hj−1 is also the number of children of
the vertices {1, . . . , j − 1} whose labels are > j, plus k − rj−1. Now vertex j has
deg(j) children, all of which have labels > j; so hj = hj−1 + deg(j)− 1 is the number
of children of the vertices {1, . . . , j} whose labels are > j, plus k − rj−1 − 1. Since
rj = rj−1 + 1, the preceding two sentences prove claims (b) and (a), respectively. 
It follows from Lemma 3.3(b) that h0, . . . , hn−1 ≥ 1 and hn = 0. So the path ω is
indeed a reversed partial  Lukasiewicz path from (0, k) to (n, 0), which reaches level 0
only at the last step.
Corollary 3.4. ξj ≤ hj−1.
Proof. By Lemma 3.3(b), the number of vertices> j that are children of {1, . . . , j − 1}
is hj−1 − (k + 1 − rj). The number of vertices > j that are roots is at most
k − rj (since any tree containing a vertex ≤ j necessarily has its root ≤ j). So
ξj ≤ 1 + hj−1 − (k + 1− rj) + (k − rj) = hj−1. 
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The inverse bijection. We claim that this mapping F 7→ (ω, ξ) is a bijection
from the set of ordered forests of increasing ordered trees on the vertex set [n] with
k components to the set of labeled reversed partial  Lukasiewicz paths from (0, k) to
(n, 0) that reach level 0 only at the last step, with integer labels satisfying 1 ≤ ξj ≤
hj−1. To prove this, we explain the inverse mapping.
Given a labeled reversed partial  Lukasiewicz path (ω, ξ), where ω reaches level 0
only at the last step, and 1 ≤ ξj ≤ hj−1 for all j, we build up the ordered forest F
vertex-by-vertex: after stage j we will have an ordered forest Fj in which some of
the vertices are labeled 1, . . . , j and some others are unnumbered “vacant slots”. The
starting forest F0 has k singleton components, each of which is a vacant slot (these
components are of course ordered). We now “read” the path step-by-step, from j = 1
through j = n. When we read a step sj with label ξj, we insert a new vertex j into
one of the vacant slots of Fj−1: namely, the ξjth vacant slot in the depth-first-search
order of Fj−1. We also create sj + 1 new vacant slots that are children of j. This
defines Fj. Since F0 has k = h0 vacant slots, and at stage j we remove one vacant
slot and add sj + 1 new ones, it follows by induction that Fj has hj vacant slots.
(In particular, the placement of the vertex j into the ξjth vacant slot of Fj−1 is well-
defined, since 1 ≤ ξj ≤ hj−1 by hypothesis.) Since by hypothesis the path ω satisfies
h0, . . . , hn−1 ≥ 1 and hn = 0, it follows that each forest F0, . . . , Fn−1 has at least one
vacant slot, while the forest Fn has no vacant slot. We define F = Fn.
It is fairly clear that this insertion algorithm defines a map (ω, ξ) 7→ F that is
indeed the inverse of the mapping F 7→ (ω, ξ) defined previously: this follows from
the proof of Lemma 3.3 and the definition of the insertion algorithm.
Computation of the weights. We want to enumerate ordered forests of in-
creasing ordered trees on the vertex set [n] with k components, in which each vertex
at level L with i children gets a weight φ
[L]
i . We use the bijection to push these
weights from the forests to the labeled reversed partial  Lukasiewicz paths. Given
a forest F , each vertex j ∈ [n] contributes a weight φ[lev(j)]deg(j) . Under the bijection,
this vertex is mapped to a step sj = deg(j) − 1 from height hj−1 = lev(j) to height
hj = hj−1 + sj. Therefore, the weight in the labeled path (ω, ξ) corresponding to
this vertex is φ
[hj−1]
sj+1
, and the weight of the labeled path (ω, ξ) is the product of these
weights over 1 ≤ j ≤ n.
Now we sum over the labels ξ to get the total weight for each path ω: summing
over ξj gives a factor hj−1. Therefore, the weight in the reversed partial  Lukasiewicz
path for a step s (−1 ≤ s <∞) starting from height h will be
W (s, h) = hφ
[h]
s+1 . (3.5)
Note that W (s, 0) = 0; this implements automatically the constraint that the reversed
partial  Lukasiewicz path is not allowed to reach level 0 before the last step.
We now want to read the path ω backwards, so that it becomes an ordinary partial
 Lukasiewicz path ω̂ from (0, 0) to (n, k). A step s starting at height h in ω becomes
a step s′ = −s starting at height h′ = h + s in ω̂. Therefore, in the ordinary partial
 Lukasiewicz path ω̂, the weight will be
W ′(s′, h′) = (h′ + s′)φ[h
′+s′]
1−s′ . (3.6)
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That is, a step from height i to height j gets a weight
pordij = W (j − i, i) = j φ[j]i−j+1 . (3.7)
(Note that pordi0 = 0, i.e. steps to level 0 are forbidden.) Then P
ord = (pordij )i,j≥0 is the
production matrix for the triangle (k! L̂n,k(φ̂))n,k≥0 that enumerates ordered forests.
This proves Proposition 3.2(a).
We then apply Lemma 2.2 with B = diag
(
(1/k!)k≥0
)
, working temporarily in the
ring Q[φ̂]. It follows that the production matrix P for the triangle (L̂n,k(φ̂))n,k≥0 is
given by P = B−1P ordB, which is precisely (3.2). This proves Proposition 3.2(b).
It also follows that the polynomial L̂n,k(φ̂) has a factor φ
[1]
0 φ
[2]
0 · · ·φ[k]0 , since every
partial  Lukasiewicz path from (0, 0) to (n, k) must have rises 0 → 1, 1 → 2, . . . ,
k − 1→ k.
To prove Proposition 3.2(c), we apply Lemma 2.2 once again, this time with
B˜ = diag
(
(1/φ
[1]
0 · · ·φ[k]0 )k≥0
)
, working temporarily in the ring Z[φ̂, φ̂−1]. Of course
the matrix elements of P˜ = B˜−1PB˜ lie in the subring Z[φ̂] ⊆ Z[φ̂, φ̂−1].
This completes the proof of Proposition 3.2. 
Remark. The reasoning here using Lemma 2.2 corresponds, at the level of
 Lukasiewicz paths, to pairing each `-fall i → i − ` (` ≥ 1) with the correspond-
ing rises i− `→ i− `+ 1→ . . .→ i and then transferring the weights (or part of the
weights) from those rises to the `-fall (as was done in [37]). 
Proof of Proposition 1.4(a). Specialize Proposition 3.2(b) to the case φ
[L]
i = φi
for all L. 
Note now that the triangular arrays L̂ord, L̂, L˜ are each of the form

1 0 0 · · ·
0
0 L∧
...
.
So it is of some interest to find the production matrix for the corresponding subma-
trices L∧. Let us use the following notation: For any matrix M = (mij)i,j≥0, write
M∧ def= ∆M∆T for M with its zeroth row and column removed. We then have:
Corollary 3.5. Let φ̂ = (φ
[L]
i )i≥0, L≥1 be indeterminates, and work in the ring Z[φ̂].
Define the lower-Hessenberg matrices P ord, P , P˜ and the lower-triangular matrices
L̂ord, L̂, L˜ as in Proposition 3.2. Then:
(a) (L̂ord)∧ = φ[1]0 O((P ord)∧).
(b) L̂∧ = φ[1]0 O(P∧).
(c) L˜∧ = O(P˜∧).
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Proof. (a) By Proposition 3.2(a) we have L̂ord = O(P ord). Now use Lemma 2.3 with
P,Q, c, A,B replaced by (P ord)∧, P ord, φ[1]0 , (L̂
ord)∧, L̂ord, respectively.
(b) and (c) are analogous. 
Remark. In [37, sections 12.2 and 12.3] we considered the output matrix L̂∧
rather than L̂, and therefore obtained the production matrix P∧ rather than P . Also,
in that paper we considered only the cases φ = e and h; but the proof for the generic
case φ, given here, is completely analogous and indeed slightly simpler. 
3.2 Identity for B−1y PBy and proof of Proposition 1.4(b)
We now wish to prove the following identity:
Lemma 3.6 (Identity for B−1y PBy). Let φ = (φi)i≥0 and y be indeterminates, and
work in the ring Z[φ, y]. Define the lower-Hessenberg matrix P = (pij)i,j≥0 by
pij =

0 if j = 0 or j > i+ 1
i!
(j − 1)! φi−j+1 if 1 ≤ j ≤ i+ 1
(3.8)
and the unit-lower-triangular y-binomial matrix By by
(By)nk =
(
n
k
)
yn−k . (3.9)
Let ∆ = (δi+1,j)i,j≥0 be the matrix with 1 on the superdiagonal and 0 elsewhere. Then
B−1y PBy = P (I + y∆
T) . (3.10)
Proof. It is easy to see, using the Chu–Vandermonde identity, that ByBz = By+z
and hence that B−1y = B−y. Therefore
(B−1y PBy)ij =
∑
k,`
(−1)i+k i!
k! (i− k)! y
i−k k!
(`− 1)! φk−`+1
`!
j! (`− j)! y
`−j . (3.11)
Then the coefficient of φm in this is (setting k = `+m− 1)
[φm] (B
−1
y PBy)ij = (−1)i+m−1
i!
j!
yi−j+1−m
∑
`
(−1)` `
(i− `−m+ 1)! (`− j)!
(3.12a)
= (−1)i+m−1 i!
j! (i− j + 1−m)! y
i−j+1−m∑
`
(−1)` `
(
i− j + 1−m
`− j
)
.
(3.12b)
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Now ∑
`
(−1)`
(
i− j + 1−m
`− j
)
x` = (−x)j (1− x)i−j+1−m , (3.13)
so that ∑
`
(−1)` `
(
i− j + 1−m
`− j
)
=
d
dx
[
(−x)j (1− x)i−j+1−m]∣∣∣∣
x=1
(3.14a)
= (−1)j [jδm,i−j+1 − δm,i−j] . (3.14b)
Substituting this into (3.12b) gives
(B−1y PBy)ij =
i!
j!
[
jφi−j+1 + yφi−j
]
(3.15a)
= pij + ypi,j+1 , (3.15b)
which is precisely (3.10). 
We can now prove Proposition 1.4(b):
Proof of Proposition 1.4(b). By Proposition 1.4(a), the matrix P defined in
(1.8)/(3.8) is the production matrix for the generic Lah triangle L. By Lemma 2.2, the
production matrix for LBy is then B
−1
y PBy; and by Lemma 3.6 this equals P (I+y∆
T).

3.3 Total positivity of the production matrix
We shall use the following general lemma:
Lemma 3.7. Let A = (aij)i,j≥0 be a lower-triangular matrix with entries in a partially
ordered commutative ring R, and let d = (di)i≥1. Define the lower-triangular matrix
B = (bij)i,j≥0 by
bij = dj+1dj+2 · · · di aij . (3.16)
Then:
(a) If A is TPr and d are indeterminates, then B is TPr in the ring R[d] equipped
with the coefficientwise order.
(b) If A is TPr and d are nonnegative elements of R, then B is TPr in the ring R.
Proof. (a) Let d = (di)i≥1 be commuting indeterminates, and let us work in the
ring R[d,d−1] equipped with the coefficientwise order. Let D = diag(1, d1, d1d2, . . .).
Then D is invertible, and both D and D−1 = diag(1, d−11 , d
−1
1 d
−1
2 , . . .) have nonnega-
tive elements. It follows that B = DAD−1 is TPr in the ring R[d,d−1] equipped with
the coefficientwise order. But the matrix elements bij actually belong to the subring
R[d] ⊆ R[d,d−1]. So B is TPr in the ring R[d] equipped with the coefficientwise
order.
(b) follows from (a) by specializing indeterminates. 
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Corollary 3.8. Let (φ
[L]
i )i≥0, L≥1 be elements of a partially ordered commutative ring R,
with φ
[L]
i
def
= 0 for i < 0. Suppose that the lower-triangular matrix Φ = (φ
[j+1]
i−j )i,j≥0 is
TPr. Then the matrices P
ord and P defined by (3.1)/(3.2) are also TPr.
Proof. (a) We have P ord = Φ∆D where D = diag
(
(j)j≥0
)
.
(b) Applying Lemma 3.7(b) with A = Φ and di = i!, we see that the lower-
triangular matrix P ′ = (p′ij)i,j≥0 with entries p
′
ij = (i!/j!)φ
[j+1]
i−j is TPr. But then
P = P ′∆ is also TPr. 
The doubly-indexed sequence (φ
[L]
i )i≥0, L≥1 is very general, but precisely because
of its generality it is somewhat difficult to work with: indeed, the corresponding
matrix Φ is a completely arbitrary lower-triangular matrix, for which it may or may
not be feasible to determine its total positivity. It is therefore of interest to consider
specializations for which the total positivity may be proven more easily. One such
specialization is the following: Let φ = (φi)i≥0 and c = (cL)L≥1 be two sequences of
indeterminates, and set φ
[L]
i = φicL; we denote this specialization by the shorthand
φ̂ = φc. We then have the following easy fact:
Lemma 3.9. Let φ = (φi)i≥0 be a sequence in a partially ordered commutative ring R,
with φi
def
= 0 for i < 0, and let c = (cL)L≥1; and define the lower-triangular matrix
Φ = (φi−jcj+1)i,j≥0 Then:
(a) If φ is Toeplitz-TPr and c are indeterminates, then Φ is TPr in the ring R[c]
equipped with the coefficientwise order.
(b) If φ is Toeplitz-TPr and c are nonnegative elements of R, then Φ is TPr in the
ring R.
Proof. We have Φ = T∞(φ) diag
(
(cj+1)j≥0
)
. 
By combining Lemma 3.9 and Corollary 3.8, we deduce, under the same hypothe-
ses, the TPr property for the production matrices P
ord and P evaluated at φ̂ = φc.
3.4 Generalization of Theorem 1.1(a,c)
We can now state and prove a generalization of Theorem 1.1(a,c):
Theorem 3.10 (Total positivity of the refined generic Lah polynomials).
Let φ̂ = (φ
[L]
i )i≥0, L≥1 be elements of a partially ordered commutative ring R, with
φ
[L]
i
def
= 0 for i < 0, such that the lower-triangular matrix Φ = (φ
[j+1]
i−j )i,j≥0 is TPr.
Then:
(a) The lower-triangular matrix L̂(φ̂) = (L̂n,k(φ̂))n,k≥0 is TPr.
(c) The sequence L̂4(φ̂) = (L̂n+1,1(φ̂))n≥0 is Hankel-TPr.
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Proof. (a) By Corollary 3.8, the production matrix P defined in (3.2) is TPr. By
Proposition 3.2(b), the corresponding output matrix is L̂ = O(P ). So Theorem 2.5
implies that L̂ is TPr.
(c) By Corollary 3.8, the matrix P is TPr; hence so is P
∧ = ∆P∆T. By Corol-
lary 3.5(b), we have L̂∧ = φ[1]0 O(P∧). So Theorem 2.8 implies that the zeroth column
of L̂∧ is Hankel-TPr. But that is precisely (L̂n+1,1(φ̂))n≥0. 
Remark. Since an arbitrary lower-triangular matrix Φ can be written in the form
Φ = (φ
[j+1]
i−j )i,j≥0, it follows that Φ 7→ L̂(φ̂) is a well-defined polynomial mapping of
the lower-triangular matrices into themselves, which preserves total positivity of each
order r. However, this mapping seems rather complicated, even when restricted to
Toeplitz matrices Φ (see the comments in Section 7 below). It would be interesting
to better understand this mapping from an algebraic point of view. 
As an immediate consequence of Lemma 3.9 and Theorem 3.10, we have:
Corollary 3.11. Let φ = (φi)i≥0 be a sequence in a partially ordered commutative
ring R, and let c = (cL)L≥1 be indeterminates. If φ is Toeplitz-TPr, then:
(a) The lower-triangular matrix L̂(φ, c) = (L̂n,k(φc))n,k≥0 is TPr in the ring R[c]
equipped with the coefficientwise order.
(c) The sequence L̂4(φ, c) = (L̂n+1,1(φc))n≥0 is Hankel-TPr in the ring R[c] equipped
with the coefficientwise order.
Proof of Theorem 1.1(a,c). Specialize Corollary 3.11(a,c) to c = 1. 
3.5 Completion of the proofs
Proof of Theorem 1.1(b). Since the zeroth column of the matrix LBy is given
by the Lah polynomials Ln(φ, y), Theorem 1.1(b) is an immediate consequence of
Proposition 1.4(b), Corollary 3.8 and Theorem 2.8. 
Proof of Corollary 1.2. The Jacobi–Trudi identity [44, Theorem 7.16.1 and
Corollary 7.16.2] expresses all the Toeplitz minors of e or h as skew Schur functions.
Furthermore, every skew Schur function is a nonnegative linear combination of Schur
functions (Littlewood–Richardson coefficients [44, Section 7.A1.3]). So the sequences
e and h are Toeplitz-totally positive with respect to the Schur order. Corollary 1.2
is then an immediate consequence of Theorem 1.1. 
Furthermore, by using Corollary 3.11 here in place of Theorem 1.1(a,c), we obtain
a generalization of Corollary 1.2(a,c), whose precise statement we leave to the reader;
and likewise for Corollary 1.3.
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4 Differential operators for the multivariate Lah
polynomials
4.1 Differential operator for positive type
In [37, Proposition 12.6] we gave expressions for the multivariate Eulerian poly-
nomials of positive type in terms of the action of certain first-order linear differential
operators. Translated to our current notation, we proved the following:10
Proposition 4.1. [37, Proposition 12.6] For every integer r ≥ 1, we have
L
(r)+
n,1 (x) =
(
Dr +
r∑
i=1
xi
)n−1
1 for n ≥ 1 (4.1)
L
(r)+
n,k (x) =
(
Dr + k
r∑
i=1
xi
)
L
(r)+
n−1,k(x) + L
(r)+
n−1,k−1(x) + δn0δk0 for n, k ≥ 0 (4.2)
where
Dr =
r∑
i=1
(
xi
∑
1 ≤ j ≤ r
j 6= i
xj
)
∂
∂xi
. (4.3)
Now we would like to extend this to give a differential expression for the row-
generating polynomials L
(r)+
n (x, y):
Proposition 4.2. For every integer r ≥ 1, we have:
L(r)+n (x, y) = (D˜r + y)n 1 , (4.4)
where
D˜r = Dr +
r∑
i=1
xiy
∂
∂y
. (4.5)
and Dr is defined in (4.3).
Proof. Multiply (4.2) by yk and sum over k: the factor k becomes y ∂/∂y, and we
have
L(r)+n (x, y) =
(
Dr +
r∑
i=1
xiy
∂
∂y
+ y
)
L
(r)+
n−1 (x, y) + δn0δk0 . (4.6)
Iterating this yields (4.4). 
10Strictly speaking, what we proved in [37, Proposition 12.6], when translated to our current
notation, puts δn1δk1 instead of δn0δk0 in (4.2), and holds only for n, k ≥ 1. But it is then easy to
see that also (4.2) holds as written for n, k ≥ 0.
Also, the statement in [37, Proposition 12.6] applied only to r ≥ 2. But for r = 1 we have
L
(1)+
n,k (x1) =
{
n
k
}
xn−k1 , so that (4.2) is the well-known recurrence for the Stirling subset numbers
(note that D1 = 0).
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4.2 Differential operator for negative type
Similarly, in [37, Proposition 12.26] we gave expressions for the multivariate Eu-
lerian polynomials of negative type in terms of the action of certain first-order linear
differential operators. Translated to our current notation, we proved the following:11
Proposition 4.3. [37, Proposition 12.26] For every integer r ≥ 1, we have
L
(r)−
n,1 (x) =
(
D−r +
r∑
i=1
xi
)n−1
1 for n ≥ 1 (4.7)
L
(r)−
n,k (x) =
(
D−r + k
r∑
i=1
xi
)
L
(r)−
n−1,k(x) + L
(r)−
n−1,k−1(x) + δn0δk0 for n, k ≥ 0 (4.8)
where
D−r =
r∑
i=1
(
x2i + xi
r∑
j=1
xj
)
∂
∂xi
. (4.9)
Now we would like to extend this to give a differential expression for the row-
generating polynomials L
(r)−
n (x, y), analogously to what we did for the positive type.
The result is:
Proposition 4.4. For every integer r ≥ 1, we have:
L(r)−n (x, y) = (D˜−r + y)n 1 , (4.10)
where
D˜−r = D−r +
r∑
i=1
xiy
∂
∂y
. (4.11)
and D−r is defined in (4.9).
Proof. Identical to the proof of Proposition 4.2, but with Dr replaced by D−r . 
5 Proof of Theorem 1.5 by the Euler–Gauss recur-
rence method
In the Introduction we explained how, for the multivariate Lah polynomials of
positive type, the matrix B−1y PBy = P (I + y∆
T), which is the production matrix
for LBy, has the bidiagonal factorization (1.10); and we explained how this in turn
implies, by virtue of (2.21), that the multivariate Lah polynomials of positive type
L
(r)+
n (x, y) are given by an r-branched S-fraction with coefficients
α = (αi)i≥r = y, x1, . . . , xr, y, 2x1, . . . , 2xr, y, 3x1, . . . , 3xr, . . . , (5.1)
11Strictly speaking, what we proved in [37, Proposition 12.26], when translated to our current
notation, puts δn1δk1 instead of δn0δk0 in (4.8), and holds only for n, k ≥ 1. But it is then easy to
see that also (4.8) holds as written for n, k ≥ 0.
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as stated in Theorem 1.5.
In this section we would like to give a second (and completely independent) proof
of Theorem 1.5, based on the Euler–Gauss recurrence method for proving contin-
ued fractions, generalized to m-S-fractions as in [37, Proposition 2.3]. Let us recall
briefly the method: if (gk(t))k≥−1 are formal power series with constant term 1 (with
coefficients in some commutative ring R) satisfying a recurrence
gk(t)− gk−1(t) = αk+mt gk+m(t) for k ≥ 0 (5.2)
for some coefficients α = (αi)i≥m in R, then g0(t)/g−1(t) =
∑∞
n=0 S
(m)
n (α) tn, where
S
(m)
n (α) is the m-Stieltjes–Rogers polynomial evaluated at the specified values α.
As in [37, sections 12.2.4 and 12.3.4], we will apply this method with the choice
g−1(t) = 1. We need to find series (gk(t))k≥0 with constant term 1 satisfying (5.2),
where here m = r. Let us write gk(t) =
∑∞
n=0 gk,n t
n and define gk,n = 0 for n < 0.
Then (5.2) can be written as
gk,n − gk−1,n = αk+r gk+r,n−1 for k, n ≥ 0 . (5.3)
Here are the required gk,n:
Proposition 5.1 (Euler–Gauss recurrence for multivariate Lah polynomials of posi-
tive type). Let x = (x1, . . . , xr) be indeterminates; we work in the ring R = Z[x]. Set
gk,n = δn0 for k < 0, and then define gk,n for k, n ≥ 0 by the recurrence
gk,n =
(
D˜r +
r∑
i=1
αk+i
)
gk,n−1 + gk−r,n (5.4)
where D˜r is given by (4.5) and α are given by
α = (αi)i≥0 = 0, . . . , 0︸ ︷︷ ︸
r times
, y, x1, . . . , xr, y, 2x1, . . . , 2xr, y, 3x1, . . . , 3xr, . . . (5.5)
or in detail
αi =

⌊ i
r + 1
⌋
xj+1 if i ≡ j mod r+1 with 0 ≤ j ≤ r−1
y if i ≡ r mod r+1
(5.6)
Then:
(a) gk,0 = 1 for all k ∈ Z.
(b) (gk,n) satisfies the recurrence (5.3) for all k ≥ −r and n ≥ 0.
(c) S
(r)
n (α) = g0,n = (D˜r + y)n 1.
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Proof. (a) We see trivially using (5.4) that gk,0 = 1 for all k ∈ Z, i.e. gk(t) has
constant term 1.
(b) We will now prove that the recurrence (5.3) holds. The proof will be by
an outer induction on k (in steps of r) in which we encapsulate an inner induction
on n. The base cases k = −r, . . . ,−1 for the outer induction hold trivially because
gk,n = gk−1,n = δn0 for k < 0 and α0, . . . , αr−1 = 0. We now assume that (5.3) holds
for a given k and all n ≥ 0; we want to prove that it still holds when we replace k by
k + r, i.e. that
gk+r,n − gk+r−1,n − αk+2r gk+2r,n−1 = 0 for all n ≥ 0 . (5.7)
We will prove (5.7) by induction on n.
Clearly (5.7) holds for n = 0 because gk+r,0 = gk+r−1,0 = 1 [from part (a)] and
gk+2r,−1 = 0 (by definition of the g’s).
When n > 0, we use (5.4) on each of the three g’s on the left-hand side of (5.7),
giving
gk+r,n =
(
D˜r +
r∑
i=1
αk+r+i
)
gk+r,n−1 + gk,n (5.8a)
gk+r−1,n =
(
D˜r +
r∑
i=1
αk+r−1+i
)
gk+r−1,n−1 + gk−1,n (5.8b)
αk+2r gk+2r,n−1 = αk+2r
(
D˜r +
r∑
i=1
αk+2r+i
)
gk+2r,n−2 + αk+2r gk+r,n−1 (5.8c)
We can then rewrite the left-hand-side of (5.7) as
LHS of (5.7) = gk,n − gk−1,n − αk+2rgk+r,n−1
+
r∑
i=1
αk+r+i (gk+r,n−1 − gk+r−1,n−1 − αk+2rgk+2r,n−2)
+ D˜r(gk+r,n−1 − gk+r−1,n−1) − αk+2r D˜rgk+2r,n−2
−
r∑
i=1
(αk+r−1+i − αk+r+i) gk+r−1,n−1
−
r∑
i=1
(αk+2r+i − αk+r+i)αk+2r gk+2r,n−2 . (5.9)
On the right-hand side of (5.9), the first line is
gk,n − gk−1,n − αk+2rgk+r,n−1
= gk,n − gk−1,n − αk+rgk+r,n−1 + (αk+r − αk+2r)gk+r,n−1
= (αk+r − αk+2r)gk+r,n−1 , (5.10)
where the first equality is trivial and the second one comes from the induction hypoth-
esis on k. The second line of (5.9) is zero by the induction hypothesis on n. The fourth
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line of (5.9) is a telescoping sum over i, yielding simply −(αk+r − αk+2r) gk+r−1,n−1.
For the third line of (5.9), we use the fact that D˜r is a pure first-order differential
operator; then the Leibniz rule implies that the third line equals
D˜r(gk+r,n−1 − gk+r−1,n−1) − αk+2rD˜rgk+2r,n−2
= D˜r(gk+r,n−1 − gk+r−1,n−1 − αk+2rgk+2r,n−2) + gk+2r,n−2D˜rαk+2r
= gk+2r,n−2D˜rαk+2r , (5.11)
where the last equality comes from the induction hypothesis on n. We now need
to do a distinction of cases to compute D˜rαk+2r. If k + 2r ≡ r mod r + 1, we have
αk+2r = y, and so
D˜rαk+2r = D˜ry = y
r∑
i=1
xi = αk+2r
r∑
i=1
xi . (5.12)
On the other hand, if k + 2r ≡ j mod r + 1 with j 6= r, we then have αk+2r =
bk+2r
r+1
cxj+1, and so
D˜rαk+2r = D˜r
(⌊k + 2r
r + 1
⌋
xj+1
)
=
⌊k + 2r
r + 1
⌋
xj+1
∑
1 ≤ i ≤ r
i 6= j + 1
xi = αk+2r
∑
1 ≤ i ≤ r
i 6= j + 1
xi .
(5.13)
Finally, the fifth line of of (5.9) is
−
r∑
i=1
(αk+2r+i − αk+r+i)αk+2r gk+2r,n−2
= −
(
αk+r − αk+2r +
r∑
i=1
(αk+2r+i − αk+r+i−1)
)
αk+2r gk+2r,n−2 (5.14)
by a change of index i→ i− 1 in the second sum. Again, we need to do a distinction
of cases to compute the sum. If k + 2r ≡ r mod r + 1, we then have
r∑
i=1
(αk+2r+i − αk+r+i−1) =
r∑
i=1
xi (5.15)
by definition of the α’s; whereas when k + 2r ≡ j mod r + 1 with j 6= r, we have
r∑
i=1
(αk+2r+i − αk+r+i−1) =
∑
1 ≤ i ≤ r
i 6= j + 1
xi . (5.16)
And we still have the term −(αk+r − αk+2r)αk+2rgk+2r,n−2. In both cases, the sum
involving the xi’s cancels between the third and fifth lines; therefore, all that remains
of the third and fifth lines is −(αk+r − αk+2r)αk+2rgk+2r,n−2.
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Now, adding all the lines gives
(αk+r − αk+2r) (gk+r,n−1 − gk+r−1,n−1 − αk+2rgk+2r,n−2) , (5.17)
which vanishes by the induction hypothesis on n. This concludes the inductive step
in n to prove (5.7), which in turn concludes the induction on k and finishes the proof
of part (b).
(c) Putting k = 0 in (5.4) gives g0,n = (D˜r + y)g0,n−1 + δn0, which proves g0,n =
(D˜r + y)n 1; and this equals L(r)+n (x, y) by Proposition 4.2. On the other hand,
starting from the recurrence (5.3) and applying the Euler–Gauss recurrence method
[37, Proposition 2.3], we conclude that g0,n = S
(r)
n (α). 
6 Multivariate Lah polynomials in terms of deco-
rated set partitions
In this section we would like to interpret the multivariate Lah polynomials of
positive type L
(r)+
n (x, y) as generating polynomials for partitions of the set [n] in which
each block is “decorated” with an additional structure, where the nature of this
structure depends on the value of r.
For r = 1, 2 we observed already in the Introduction how this goes: for r = 1
the additional structure is empty, while for r = 2 it is a linear ordering on the block.
More precisely:
Proposition 6.1. The polynomial L
(1)+
n (1, y) is the Bell polynomial Bn(y), that is,
the generating polynomial of set partitions of n elements with a weight y for each
block.
More generally, L
(1)+
n (x1, y) is the homogenized Bell polynomial x
n
1Bn(y/x1).
Proof. By definition, the polynomial L
(1)+
n (1, y) is the generating polynomial of
unordered forests of increasing unary trees. Since, given a set of integer labels, there
is only one way to increasingly label a unary tree, there is a natural bijection between
increasing unary trees and sets of labels. An unordered forest of increasing unary
trees is then an unordered collection of disjoint sets of integers, whose union is [n].
But this is nothing other than a set partition of [n].
The final statement follows from the fact that L
(1)+
n (x1, y) is homogeneous of
degree n. 
Proposition 6.2. The polynomial L
(2)+
n (1; y) is the Lah polynomial Ln(y), that is,
the generating polynomial of set partitions of n elements into any number of nonempty
lists (= linearly ordered subsets), with a weight y for each list.
More generally, the polynomial L
(2)+
n (x1, x2; y) is the generating polynomial of par-
titions of the set [n] into any number of nonempty lists, with a weight y for each list,
x1 for each descent in a list, and x2 for each ascent in a list.
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Proof. By definition, the polynomial L
(2)+
n (x1, x2; y) is the generating polynomial
of unordered forests of increasing binary trees, with a weight y for each root (or
equivalently, each tree) and a weight x1 (resp. x2) for each left (resp. right) child.
Now, a classical bijection [43, pp. 23–25] sends increasing binary trees to permutations.
Since a permutation is the same thing as a list, applying this classical bijection to
each tree of the forest maps bijectively an unordered forest of increasing binary trees
to a set of lists whose union is [n], where the number of trees in the forest equals the
number of lists.
The second claim comes out naturally, as this classical bijection maps a left (resp.
right) child of the tree to a descent (resp. ascent) in the resulting permutation. 
This can be generalized to any positive integer r by using the concept of Stirling
permutation [21, 23, 35, 36] as discussed in [37, section 12.5]. Recall that a word
w = w1 · · ·wL on a totally ordered alphabet A is called a Stirling word if i < j < k
and wi = wk imply wj ≥ wi: that is, between any two occurrences of any letter a,
only letters that are larger than or equal to a are allowed. (Equivalently, between
any two successive occurrences of the letter a, only letters that are larger than a are
allowed.) Now let A be a totally ordered alphabet of finite cardinality `, and let r
be a nonnegative integer; we denote by rA the multiset consisting of r copies of each
letter a ∈ A. A permutation of rA is a word w1 · · ·wr` containing exactly r copies
of each letter a ∈ A; it is called a Stirling permutation of rA if it is also a Stirling
word.
Now let n be a nonnegative integer. We define an r-Stirling set partition
of [n] to be a set partition of [n] in which each block B is decorated by a Stirling
permutation of rB, where the total order on B is of course the one inherited from the
usual total order on the integers. In particular, when r = 0, the decoration is empty,
and we get back to classical set partitions; and when r = 1, we get a partition of the
set [n] in which each block is decorated by a permutation of the letters of that block,
or in other words, a partition of the set [n] into nonempty lists.
Proposition 6.3. The polynomial L
(r)+
n (1, y) is the generating polynomial of (r−1)-
Stirling set partitions of [n], with a weight y for each block.
More generally, the polynomial L
(r)+
n (x, y) is the generating polynomial of (r− 1)-
Stirling set partitions of [n], with a weight y for each block, a weight xi (1 ≤ i ≤ r−1)
for each time the ith occurrence of a letter is the end of a descent, and a weight xr
for each time the last occurrence of a letter is the beginning of an ascent.
Proof. By definition, the polynomial L
(r)+
n (x, y) is the generating polynomial for
unordered forests of increasing r-ary trees, with a weight y for each root and a weight
xi for each i-child. Now a classical bijection [21, 25, 28] (see also [37, section 12.5])
sends increasing r-ary trees on the vertex set [n] to Stirling permutations of the
multiset (r − 1)[n], such that12:
1) A vertex j has a 1-child if and only if the first occurrence of the letter j in the
word w is the end of a descent.
12See [37, Lemma 12.34] after some slight translation of notation.
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2) A vertex j has an r-child if and only if the last occurrence of the letter j in the
word w is the beginning of an ascent.
3) A vertex j has an i-child (2 ≤ i ≤ r − 1) if and only if in the word w, between
the (i − 1)st and ith occurrences of the letter j there is a nonempty subword;
or equivalently, the (i − 1)st occurrence of the letter j is the beginning of an
ascent; or equivalently, the ith occurrence of the letter j is the end of a descent.
Applying this bijection to each tree of the forest maps bijectively unordered forests
of increasing r-ary trees on the vertex set [n] to a collection of Stirling permutations
of multisets (r − 1)Bi, where the Bi taken together form a partition of the set [n].
This collection is nothing other than an (r − 1)-Stirling set partition of [n]. 
7 Exponential generating functions
By using exponential generating functions together with the Lagrange inversion
formula, we can obtain explicit expressions for the generic Lah polynomials Ln,k(φ).
The method is due to Bergeron, Flajolet and Salvy [4]; see also [5, Chapter 5, es-
pecially pp. 364–365] and [37, section 12.2.1]. We will use Lagrange inversion in the
following form [22]: If A(u) is a formal power series with coefficients in a commutative
ring R containing the rationals, then there exists a unique formal power series f(t)
with zero constant term satisfying
f(t) = t A(f(t)) , (7.1)
and it is given by
[tn] f(t) =
1
n
[un−1]A(u)n for n ≥ 1 ; (7.2)
and more generally, if H(u) is any formal power series, then
[tn]H(f(t)) =
1
n
[un−1]H ′(u)A(u)n for n ≥ 1 . (7.3)
Let φ = (φi)i≥0 and y be indeterminates; we will employ formal power series with
coefficients in Q[φ] or Q[φ, y]. Recall that Ln,k(φ) is the generating polynomial for
unordered forests of increasing ordered trees on n total vertices with k components,
in which each vertex with i children gets a weight φi; in particular, Ln,1(φ) is the
generating polynomial for increasing ordered trees. And Ln(φ, y) =
∑n
k=0 Ln,k(φ) y
k
are the row-generating polynomials. Define now the exponential generating function
for trees:
U(t) =
∞∑
n=1
Ln,1(φ)
tn
n!
. (7.4)
It is easy to see that the exponential generating function for k-component unordered
forests is
U(t)k
k!
=
∞∑
n=0
Ln,k(φ)
tn
n!
. (7.5)
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Multiplying this by yk and summing over k then gives the exponential generating
function for the row-generating polynomials:
eyU(t) =
∞∑
n=0
Ln(φ, y)
tn
n!
. (7.6)
Here is the key step: standard enumerative arguments [4, Theorem 1] show that
U(t) satisfies the ordinary differential equation
U ′(t) = Φ(U(t)) , (7.7)
where Φ(w)
def
=
∑∞
k=0 φkw
k is the ordinary generating function for φ. At this point
it is convenient to specialize to φ0 = 1; at the end we can restore the missing factors
of φ0 by recalling that Ln,k(φ) is homogeneous of degree n in φ. (Alternatively, we
could keep φ0 and work over the ring Q[φ, φ−10 ] instead of Q[φ].) We can now rewrite
the differential equation (7.7) as the implicit equation
t =
U(t)∫
0
dw
Φ(w)
. (7.8)
Introducing Ψ(w)
def
= 1/Φ(w)
def
= 1 +
∑∞
i=1 ψiw
i, we then have
t = U(t) Ψ̂(U(t)) where Ψ̂(z) = 1 +
∞∑
i=1
ψi
i+ 1
zi . (7.9)
Solving U(t) = t/Ψ̂(U(t)) by Lagrange inversion (7.3) with A(u) = 1/Ψ̂(u) and
H(u) = uk/k! gives
Ln,k(φ)
∣∣∣
φ0=1
= n! [tn]
U(t)k
k!
=
(n− 1)!
(k − 1)! [z
n−k] Ψ̂(z)−n (7.10a)
=
(n− 1)!
(k − 1)!
∑
l1, l2, . . . ≥ 0∑
ili = n− k
( −n
−n−∑ li, l1, l2, . . .
) ∞∏
i=1
( ψi
i+ 1
)li
(7.10b)
=
(n− 1)!
(k − 1)!
∑
l1, l2, . . . ≥ 0∑
ili = n− k
(−1)
∑
li
(
n+
∑
li − 1
n− 1, l1, l2, . . .
) ∞∏
i=1
( ψi
i+ 1
)li
. (7.10c)
Example 7.1 (Forests of increasing multi-unary trees). The multivariate Lah poly-
nomials of negative type L
(r)−
n,k (x1, . . . , xr) = Ln,k(h(x1, . . . , xr)) specialized to r = 1
and x1 = 1 — which count unordered forests of increasing multi-unary trees — cor-
respond to φ = 1, hence ψ1 = −1 and ψi = 0 for i ≥ 2. It follows that in (7.10c) we
have l1 = n− k and li = 0 for i ≥ 2, hence
Ln,k(1) =
(2n− k − 1)!
2n−k (n− k)! (k − 1)! . (7.11)
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These are a shifted version of the coefficients of the (reversed) Bessel polynomials [33,
A001497]. 
Example 7.2 (r = ∞). If we consider r-ary or multi-r-ary trees and take r → ∞,
then after an appropriate rescaling we get φi = 1/i! and Φ(w) = e
w. Solving (7.7)
gives U(t) = − log(1− t) and hence
Ln,k(φ) =
n!
k!
[tn] (− log(1− t))k =
[
n
k
]
, (7.12)
the Stirling cycle numbers [33, A132393]. 
Final remark. Here (7.10c) gives a nice explicit expression for Ln,k(φ), but
it is in terms of the coefficients ψi in Ψ(w) = 1/Φ(w), not directly in terms of the
φ. Indeed, if one computes from (7.10c) the polynomials Ln,k(φ), one finds some
coefficients that have modestly (but not hugely) large prime factors: for instance,
one of the terms in L11,1(φ) is 24950808φ
2
1φ2φ
2
3, where 24950808 = 2
3 · 33 · 115513;
and one of the terms in L13,1(φ) is 2318149824φ
3
1φ
3
2φ3, where 2318149824 = 2
6 · 3 ·
12073697. This suggests that the polynomials Ln,k(φ) might not have any simple
explicit expression. Or alternatively, they might have a simple explicit expression,
but with coefficients that are given by sums and not just by products. We leave it as
an open problem to find such an expression. 
8 Note Added: Exponential Riordan arrays
After completing this paper we realized that the key Proposition 1.4(a), which
expresses the production matrix of the generic Lah triangle and which we proved
combinatorially in Section 3.1 by bijection onto labeled partial  Lukasiewicz paths,
can also be proven algebraically by using the theory of exponential Riordan arrays
[3, 13,14]. Here we would like to present briefly this alternate proof.
LetR be a commutative ring containing the rationals, and let F (t) =
∑∞
n=0 fnt
n/n!
and G(t) =
∑∞
n=1 gnt
n/n! be formal power series with coefficients in R; we set g0 = 0.
Then the exponential Riordan array associated to the pair (F,G) — or equiv-
alently to the pair of sequences f = (fn)n≥0 and g = (gn)n≥1 — is the infinite
lower-triangular matrix R[F,G] = (R[F,G]nk)n,k≥0 defined by
R[F,G]nk = n!
k!
[tn]F (t)G(t)k . (8.1)
That is, the kth column of R[F,G] has exponential generating function F (t)G(t)k/k!.
Please note that the diagonal elements of R[F,G] are R[F,G]nn = f0gn1 , so the matrix
R[F,G] is invertible in the ring RN×Nlt of lower-triangular matrices if and only if f0
and g1 are invertible in R.
We shall use an easy but important result that is sometimes called the fundamental
theorem of exponential Riordan arrays (FTERA):
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Lemma 8.1 (Fundamental theorem of exponential Riordan arrays). Let b = (bn)n≥0
be a sequence with exponential generating function B(t) =
∑∞
n=0 bnt
n/n!. Considering
b as a column vector and letting R[F,G] act on it by matrix multiplication, we obtain
a sequence R[F,G]b whose exponential generating function is F (t)B(G(t)).
Proof. We compute
n∑
k=0
R[F,G]nk bk =
∞∑
k=0
n!
k!
[tn]F (t)G(t)k bk (8.2a)
= n! [tn] F (t)
∞∑
k=0
bk
G(t)k
k!
(8.2b)
= n! [tn] F (t)B(G(t)) . (8.2c)

We can now determine the production matrix of an exponential Riordan array
R[F,G]:
Theorem 8.2 (Production matrices of exponential Riordan arrays). Let L be a lower-
triangular matrix (with entries in a commutative ring R containing the rationals) with
invertible diagonal entries and L00 = 1, and let P = L
−1∆L be its production matrix.
Then L is an exponential Riordan array if and only if P = (pnk)n,k≥0 has the form
pnk =
n!
k!
(zn−k + k an−k+1) (8.3)
for some sequences a = (an)n≥0 and z = (zn)n≥0 in R.
More precisely, L = R[F,G] if and only if P is of the form (8.3) where the ordinary
generating functions A(t) =
∑∞
n=0 ant
n and Z(t) =
∑∞
n=0 znt
n are connected to F (t)
and G(t) by
G′(t) = A(G(t)) ,
F ′(t)
F (t)
= Z(G(t)) (8.4)
or equivalently
A(t) = G′(G¯(t)) , Z(t) =
F ′(G¯(t))
F (G¯(t))
(8.5)
where G¯(t) is the compositional inverse of G(t).
Proof (mostly contained in [3, pp. 217–218]). Suppose that L = R[F,G]. The
hypotheses on L imply that f0 = 1 and that g1 is invertible in R; so G(t) has a
compositional inverse. Now let P = (pnk)n,k≥0 be a matrix; its column exponential
generating functions are, by definition, Pk(t) =
∑∞
n=0 pnk t
n/n!. Applying the FTERA
to each column of P , we see that R[F,G]P is a matrix whose column exponential
generating functions are
(
F (t)Pk(G(t))
)
k≥0. On the other hand, ∆R[F,G] is the
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matrix R[F,G] with its zeroth row removed and all other rows shifted upwards, so it
has column exponential generating functions
d
dt
(
F (t)G(t)k/k!
)
=
1
k!
[
F ′(t)G(t)k + k F (t)G(t)k−1G′(t)
]
. (8.6)
Comparing these two results, we see that ∆R[F,G] = R[F,G]P if and only if
Pk(G(t)) =
1
k!
F ′(t)G(t)k + k F (t)G(t)k−1G′(t)
F (t)
, (8.7)
or in other words
Pk(t) =
1
k!
[
F ′(G¯(t))
F (G¯(t))
tk + k tk−1G′(G¯(t))
]
. (8.8)
Therefore
pnk =
n!
k!
[tn]
[
F ′(G¯(t))
F (G¯(t))
tk + k tk−1G′(G¯(t))
]
(8.9a)
=
n!
k!
[
[tn−k]
F ′(G¯(t))
F (G¯(t))
+ k [tn−k+1]G′(G¯(t))
]
(8.9b)
=
n!
k!
(zn−k + k an−k+1) (8.9c)
where a = (an)n≥0 and z = (zn)n≥0 are given by (8.5).
Conversely, suppose that P = (pnk)n,k≥0 has the form (8.3). Define F (t) and
G(t) as the unique solutions (in the formal-power-series ring R[[t]]) of the differential
equations (8.4) with initial conditions F (0) = 1 and G(0) = 0. Then running the
foregoing computation backwards shows that ∆R[F,G] = R[F,G]P . 
Alternate Proof of Proposition 1.4(a). We use the expressions for the expo-
nential generating functions of the generic Lah polynomials, which were determined
in Section 7. From (7.4)/(7.5) we see that the generic Lah triangle L = (Ln,k(φ))n,k≥0
is the exponential Riordan array R[F,G] with F (t) = 1 and G(t) = U(t). Comparing
(8.4) with (7.7), we see that A(t) = Φ(t) and Z(t) = 0. The production matrix (8.3)
then becomes (1.8), which proves Proposition 1.4(a). 
Remark. This proof shows that the generic Lah triangle L = (Ln,k(φ))n,k≥0 is
in fact the general exponential Riordan array R[F,G] of the “associated subgroup”
F = 1, expressed in terms of its A-sequence a = φ. In this way, the theory of
the generic Lah triangle is equivalent to the theory of exponential Riordan arrays
of the “associated subgroup” R[1, G], expressed in the combinatorial language of
unordered forests of increasing ordered trees. It would be interesting to work out the
combinatorial interpretation of exponential Riordan arrays R[F,G] with F 6= 1. 
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This algebraic proof of Proposition 1.4(a) is arguably much simpler than the com-
binatorial proof presented in Section 3.1. On the other hand, the combinatorial
method seems to be more powerful: we do not see (at least at present) how to extend
the algebraic proof to obtain the more general Proposition 3.2, which expresses the
production matrix of the refined generic Lah triangle.
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A Lah polynomials for n ≤ 7
In this appendix we report the generic Lah polynomials Ln,k(φ) for n ≤ 7 (special-
ized for simplicity to φ0 = 1). We also report the Lah symmetric functions L
(∞)+
n,k and
L
(∞)−
n,k for n ≤ 7 in terms of the monomial symmetric functions mλ; from these the
reader can easily reconstruct explicit expressions for the multivariate Lah polynomi-
als L
(r)+
n,k (x1, . . . , xr) and L
(r)−
n,k (x1, . . . , xr) for any chosen value of r. The conversions
from eλ or hλ to mλ were performed using the SymFun Mathematica package (ver-
sion 3.1), developed by Curtis Greene and collaborators [24].
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A.1 Generic Lah polynomials
L1,1(φ) = 1
L2,1(φ) = φ1
L2,2(φ) = 1
L3,1(φ) = φ
2
1 + 2φ2
L3,2(φ) = 3φ1
L3,3(φ) = 1
L4,1(φ) = φ
3
1 + 8φ1φ2 + 6φ3
L4,2(φ) = 7φ
2
1 + 8φ2
L4,3(φ) = 6φ1
L4,4(φ) = 1
L5,1(φ) = φ
4
1 + 22φ
2
1φ2 + 16φ
2
2 + 42φ1φ3 + 24φ4
L5,2(φ) = 15φ
3
1 + 60φ1φ2 + 30φ3
L5,3(φ) = 25φ
2
1 + 20φ2
L5,4(φ) = 10φ1
L5,5(φ) = 1
L6,1(φ) = φ
5
1 + 52φ
3
1φ2 + 136φ1φ
2
2 + 192φ
2
1φ3 + 180φ2φ3 + 264φ1φ4 + 120φ5
L6,2(φ) = 31φ
4
1 + 292φ
2
1φ2 + 136φ
2
2 + 342φ1φ3 + 144φ4
L6,3(φ) = 90φ
3
1 + 240φ1φ2 + 90φ3
L6,4(φ) = 65φ
2
1 + 40φ2
L6,5(φ) = 15φ1
L6,6(φ) = 1
L7,1(φ) = φ
6
1 + 114φ
4
1φ2 + 720φ
2
1φ
2
2 + 272φ
3
2 + 732φ
3
1φ3 + 2304φ1φ2φ3 + 540φ
2
3
+ 1824φ21φ4 + 1248φ2φ4 + 1920φ1φ5 + 720φ6
L7,2(φ) = 63φ
5
1 + 1176φ
3
1φ2 + 1848φ1φ
2
2 + 2436φ
2
1φ3 + 1680φ2φ3 + 2352φ1φ4 + 840φ5
L7,3(φ) = 301φ
4
1 + 1792φ
2
1φ2 + 616φ
2
2 + 1512φ1φ3 + 504φ4
L7,4(φ) = 350φ
3
1 + 700φ1φ2 + 210φ3
L7,5(φ) = 140φ
2
1 + 70φ2
L7,6(φ) = 21φ1
L7,7(φ) = 1
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A.2 Lah symmetric functions of positive type
L
(∞)+
1,1 = 1
L
(∞)+
2,1 = m1
L
(∞)+
2,2 = 1
L
(∞)+
3,1 = m2 + 4m11
L
(∞)+
3,2 = 3m1
L
(∞)+
3,3 = 1
L
(∞)+
4,1 = m3 + 11m21 + 36m111
L
(∞)+
4,2 = 7m2 + 22m11
L
(∞)+
4,3 = 6m1
L
(∞)+
4,4 = 1
L
(∞)+
5,1 = m4 + 66m22 + 26m31 + 196m211 + 576m1111
L
(∞)+
5,2 = 15m3 + 105m21 + 300m111
L
(∞)+
5,3 = 25m2 + 70m11
L
(∞)+
5,4 = 10m1
L
(∞)+
5,5 = 1
L
(∞)+
6,1 = m5 + 302m32 + 57m41 + 1898m221 + 848m311 + 5244m2111 + 14400m11111
L
(∞)+
6,2 = 31m4 + 906m22 + 416m31 + 2446m211 + 6576m1111
L
(∞)+
6,3 = 90m3 + 510m21 + 1350m111
L
(∞)+
6,4 = 65m2 + 170m11
L
(∞)+
6,5 = 15m1
L
(∞)+
6,6 = 1
L
(∞)+
7,1 = m6 + 2416m33 + 1191m42 + 120m51 + 28470m222 + 13644m321 + 3228m411
+ 75216m2211 + 36240m3111 + 197856m21111 + 518400m111111
L
(∞)+
7,2 = 63m5 + 6006m32 + 1491m41 + 31794m221 + 15624m311 + 82152m2111 + 211680m11111
L
(∞)+
7,3 = 301m4 + 6006m22 + 2996m31 + 15316m211 + 38976m1111
L
(∞)+
7,4 = 350m3 + 1750m21 + 4410m111
L
(∞)+
7,5 = 140m2 + 350m11
L
(∞)+
7,6 = 21m1
L
(∞)+
7,7 = 1
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A.3 Lah symmetric functions of negative type
L
(∞)−
1,1 = 1
L
(∞)−
2,1 = m1
L
(∞)−
2,2 = 1
L
(∞)−
3,1 = 3m2 + 4m11
L
(∞)−
3,2 = 3m1
L
(∞)−
3,3 = 1
L
(∞)−
4,1 = 15m3 + 25m21 + 36m111
L
(∞)−
4,2 = 15m2 + 22m11
L
(∞)−
4,3 = 6m1
L
(∞)−
4,4 = 1
L
(∞)−
5,1 = 105m4 + 250m22 + 210m31 + 380m211 + 576m1111
L
(∞)−
5,2 = 105m3 + 195m21 + 300m111
L
(∞)−
5,3 = 45m2 + 70m11
L
(∞)−
5,4 = 10m1
L
(∞)−
5,5 = 1
L
(∞)−
6,1 = 945m5 + 3010m32 + 2205m41 + 5810m221 + 4760m311 + 9156m2111 + 14400m11111
L
(∞)−
6,2 = 945m4 + 2590m22 + 2100m31 + 4130m211 + 6576m1111
L
(∞)−
6,3 = 420m3 + 840m21 + 1350m111
L
(∞)−
6,4 = 105m2 + 170m11
L
(∞)−
6,5 = 15m1
L
(∞)−
6,6 = 1
L
(∞)−
7,1 = 10395m6 + 48160m33 + 42525m42 + 27720m51 + 122010m222 + 97860m321
+ 69300m411 + 197904m2211 + 158928m3111 + 320544m21111 + 518400m111111
L
(∞)−
7,2 = 10395m5 + 38430m32 + 26775m41 + 79170m221 + 63000m311 + 129528m2111
+ 211680m11111
L
(∞)−
7,3 = 4725m4 + 14350m22 + 11340m31 + 23660m211 + 38976m1111
L
(∞)−
7,4 = 1260m3 + 2660m21 + 4410m111
L
(∞)−
7,5 = 210m2 + 350m11
L
(∞)−
7,6 = 21m1
L
(∞)−
7,7 = 1
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