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Résumé
CE travail de recherche se situe dans le cadre du développement de la méthode des élémentsde frontière (BEM) pour les milieux poreux multiphasiques. À l’heure actuelle, l’appli-
cation de la BEM aux problèmes des milieux poreux non-saturés est encore limitée, car l’ex-
pression analytique exacte de la solution fondamentale n’a pas été obtenue, ni dans le domaine
transformé ni dans le domaine réel. Ceci provient de la complexité du système d’équations ré-
gissant le comportement des milieux poreux non-saturés.
Les développements de la BEM pour les sols non-saturés effectués au cours de cette thèse sont
basés sur les modèles thermo-hydro-mécanique (THHM) et hydro-mécanique (HHM) présentés
dans la première partie de ce mémoire. Ces modèles phénoménologiques basés sur la théorie de
la poromécanique et les acquis expérimentaux sont obtenus dans le cadre du modèle mathéma-
tique présenté par Gatmiri (1997) et Gatmiri et al. (1998).
Après avoir présenté les modèles THHM et HHM, on établit pour la première fois les équa-
tions intégrales de frontière et les solutions fondamentales associées pour un milieu poreux
non-saturé sous chargement quasi-statique pour les deux cas isotherme (2D dans le domaine
de Laplace) et non-isotherme (2D et 3D dans les domaines de Laplace et temporel). Aussi, les
équations intégrales de frontière ainsi que les solutions fondamentales 2D et 3D (dans le do-
maine de Laplace) pour le modèle dynamique couplé des sols non-saturés sont obtenues.
Ensuite, les formulations d’éléments de frontière (BEM) basées sur la méthode quadrature de
convolution (MQC) concernant les milieux poreux saturé et non-saturé sous chargement quasi-
statique isotherme et dynamique sont implémentées dans le code de calcul « HYBRID ». Ayant
intégrées les formulations de BEM pour les problèmes de propagation d’ondes ainsi que pour
les problèmes de consolidation dans les milieux poreux saturés et non-saturés, il semble que
nous ayons fourni à l’heure actuelle le premier code de calcul aux éléments de frontière (BEM)
qui modélise les différents problèmes dans les sols secs, saturés et non-saturés.
Une fois le code vérifié et validé, des études paramétriques portant sur des effets de site sis-
miques sont effectuées. Le but recherché est d’aboutir à un critère simple, directement exploi-
table par les ingénieurs, combinant les caractéristiques géométriques et les caractéristiques du
sol, permettant de prédire l’amplification du spectre de réponse en accélération dans des vallées
sédimentaires aussi bien que vides.
Mots clés : méthode des éléments de frontière, équation intégrale de frontière, solution fonda-
mentale, sol non-saturé, milieux poreux multiphasique, comportement dynamique, comporte-
ment thermo-hydro-mécanique, consolidation

Abstract
THE purpose of this dissertation is to develop a boundary element method (BEM) for mul-tiphase porous media. Nowadays, the application of the BEM for solving problems of
unsaturated porous media is still limited, because no fundamental solution exists in the publi-
shed literature, neither in the frequency nor time domain. This fact rises from the complexity of
the coupled partial differential equations governing the behaviour of such media.
The developments of the BEM for the unsaturated soils carried out during this thesis are based
on the thermo-hydro-mechanical (THHM) and hydro-mechanical (HHM) models presented in
the first part of this dissertation. These phenomenological models are presented based on the ex-
perimental observations and with respect to the poromechanics theory within the framework of
the suction-based mathematical model presented by Gatmiri (1997) and Gatmiri et al. (1998).
After having presented the THHM and HHM models, for the first time, one establishes the
boundary integral equations (BIE) and the associated fundamental solutions for the unsaturated
porous media subjected to quasi-static loading for both isothermal (2D in the Laplace transform
domain) and non-isothermal (2D and 3D in Laplace transform and time domains) cases. Also,
the boundary integral equations as well as the fundamental solutions (2D and 3D in the Laplace
transform domain) are obtained for the fully coupled dynamic model of unsaturated soils.
In the next step, the boundary element formulations (BEM) based on the convolution quadrature
method (CQM) regarding the saturated and unsaturated porous media subjected to isothermal
quasi-static and dynamic loadings are implemented via the computer code « HYBRID ». Ha-
ving integrated the BEM formulations for the wave propagation, as well as the consolidation
problems in the saturated and unsaturated porous media, it seems that now the first boundary
element code is obtained that can model the various problems in dry, saturated and unsaturated
soils.
Once the code is verified and validated, parametric studies on seismic site effects are carried
out. The aim is to achieve a simple criterion directly usable by engineers, combining the topo-
graphical and geological characteristics of the soil, to predict the amplification of acceleration
response spectra in sedimentary as well as hollow valleys.
Keywords : boundary element method, boundary integral equation, fundamental solution, un-
saturated soil, multiphase porous medium, dynamic behaviour , thermo-hydro-mechanical be-
haviour, consolidation
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Introduction générale
DE nombreux problèmes concernant les sols non-saturés sont rencontrés dans beaucoupd’applications géo-environnementales. Par exemple, à côté des ouvrages en terre
construits en sol compacté (remblais routiers, barrages en remblai, digues), on sait que la sta-
bilité des talus est souvent conditionnée par l’état de non-saturation du massif. Les fondations
superficielles peuvent être affectées, comme le montre le cas extrême des dégâts causés aux
bâtiments par les effets de la sécheresse. Les excavations en zone urbaine et les ouvrages de
soutènements peuvent aussi être concernés [97].
Le mouvement simultané de l’humidité et de la chaleur est un des phénomènes principaux
observés dans les milieux poreux sous condition non-isotherme. Ce phénomène est important
par rapport à plusieurs problèmes, y compris la dissipation de la chaleur produite par les câbles
à haute tension enterrés, l’extraction du pétrole ou de l’énergie géothermique, les remblais
routiers et les fondations des chaussées soumis à des cycles thermiques, l’échauffement dû
au frottement au niveau des failles dans le sol ou des formations rocheuses et le stockage des
déchets radioactifs, etc. Le mouvement de l’humidité provoqué par la chaleur peut mener à des
modifications des propriétés thermiques et mécaniques du sol. Ceci peut par la suite affecter le
fonctionnement du sol par rapport à son but prévu. Les transferts d’humidité et d’énergie dans
les milieux poreux non-saturés sont fortement couplés en raison de la dépendance exclusive
de la pression de vapeur saturante à la température. La présence d’un gradient thermique
induit des gradients concomitants dans la densité et dans la pression de vapeur qui la font se
déplacer dans la direction de la température décroissante par une combinaison de diffusion
et d’écoulement de gaz [277]. Cela nécessite une meilleure compréhension du comportement
thermo-hydro-mécanique (THHM) des milieux poreux multiphasiques et des couplages entre
trois mécanismes : thermique, hydrique et mécanique.
Également, l’étude du comportement dynamique des milieux poreux non-saturés isotherme est
un champ relativement nouveau dans le domaine du génie parasismique. La mesure précise
de diverses quantités telles que les pressions dynamiques de l’eau et de l’air, et le degré de
saturation dans les sols partiellement saturés est une tâche difficile au cours des chargements
dynamiques [282]. La propagation des ondes dans les sols non-saturés dans les régions arides
et la réponse dynamique de tels milieux sont de grand intérêt dans la géophysique.
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Biot [39, 41] a développé la théorie de propagation des ondes dans les milieux poreux saturés
pour les deux gammes des basses fréquences et des hautes fréquences. Parmi les résultats
importants de la théorie de Biot se situe l’identification de trois types d’ondes de volume :
la première onde de compression (P1), la seconde onde de compression connue sous le nom
d’onde lente (P2) et l’onde de cisaillement S. En ce qui concerne la théorie de propagation
des ondes dans les milieux poreux non-saturés, Berryman [31] a étudié la théorie de Biot pour
de tels milieux. Il a démontré que si la longueur d’onde est suffisamment grande pour que
les changements de pression engendrés dans le liquide et dans le gaz dus à la propagation
d’onde soient égaux, la théorie de Biot est valable et les trois types d’ondes de volume
se propagent alors dans le milieu. Muraleetharan et Wei [257], en utilisant la théorie des
mélanges avec des interfaces (TMI) pour modéliser le comportement dynamique des milieux
poreux non-saturés, ont prédit l’existence d’une troisième onde de compression P3 (c.-à-d.,
une deuxième onde lente). Cela est due aux forces capillaires existantes dans les espaces poreux.
Quand un séisme se produit par la rupture d’une faille en profondeur, les ondes sismiques
sont rayonnées par la source et se propagent rapidement dans la croûte terrestre. Durant leur
parcours de la source du séisme jusqu’à la surface du sol, les ondes sismiques traversent en
grande majorité de la roche. Mais, la portion finale de ce voyage est souvent effectuée dans le
sol dont les caractéristiques peuvent beaucoup influencer la nature de la secousse à la surface.
Dans le cas des sols non-saturés, les ondes sismiques arrivées à la surface sont affectées
par le degré de saturation et la distribution spatiale des fluides (eau et air) dans le milieu.
Également, les études expérimentales sur les irrégularités topographiques montrent l’existence
de variations dans l’amplitude et le contenu fréquentiel de la réponse du sol le long des pentes
des collines. En bref, le mouvement sismique induit en surface d’un site donné dépend de la
magnitude du séisme (l’énergie produite par la source), mais aussi du chemin parcouru dans la
lithosphère (aléa régional) et des conditions locales (aléa local). L’aléa local ou l’effet de site
signifie la modification du mouvement sismique en surface due aux conditions géotechniques
et topographiques locales d’un site par rapport au mouvement d’un site voisin correspondant à
des conditions de référence. L’endommagement peut être très variable à l’intérieur d’une zone
peu étendue, et des dommages importants peuvent toucher des sites éloignés de la source du
séisme. Parfois cela peut être en raison des différents types de construction, mais, dans certains
cas, les conditions topographiques et géotechniques du site ont joué leur rôle dans la destruction
des bâtis. C’est la raison pour laquelle on voit souvent un bâtiment lourdement endommagé à
proximité d’un bâtiment de construction quasiment similaire qui n’a pas été autant affecté.
Malgré le rôle important des effets de site locaux dans la conception parasismique, c’est
seulement dans ces dernières années que ce problème est devenu l’objet d’une discussion.
Effectivement, les coefficients spécifiques représentant les effets de site locaux ne sont
apparus dans les codes de construction des bâtiments que dans les années 1970. Les codes de
dimensionnement parasismiques actuels comme l’Eurocode 8 ou le PS 92/5.2.4 reposent sur
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des calculs issus de modèles unidimensionnels. Cette méthode permet de mesurer l’influence
de la nature et de l’épaisseur de la couche sédimentaire sur la propagation verticale des ondes
de volume en multipliant l’accélération spectrale attendue du sol par un coefficient dépendant
de la raideur des matériaux, de l’épaisseur de la couche de sédiments mous et de la vitesse de
l’onde de cisaillement. Cependant, ces résultats ne concordent pas avec les estimations fournies
par des modélisations bidimensionnelles ou tridimensionnelles comportant l’influence des
conditions topographiques et géologiques sur le mouvement sismique et sur le contenu fréquen-
tiel. Lorsque le contraste d’impédance entre le sédiment et le substratum ou la profondeur de
la vallée alluviale augmente, la résonance verticale 1D des ondes de volume et la propagation
latérale des ondes de surface tendent à intervenir simultanément [24]. Par conséquent, la prise
en compte des effets de site bidimensionnels dans les codes parasismiques, d’une manière
simple et utilisable par les ingénieurs et les praticiens, nous semble indispensable.
La complexité du système d’équations, gouvernant le comportement couplé entre le champ de
déplacement et le champ scalaire de pression (et/ou de température) dans un milieu poreux
(qu’il soit saturé ou non-saturé), exclut la dérivation de solutions analytiques (sauf dans les cas
les plus simples). Plus généralement, l’utilisation des méthodes numériques est incontournable.
Également, pour l’analyse des effets de site comme les phénomènes de propagation d’ondes sis-
miques présentent des aspects particuliers (par exemple, la diffraction d’ondes, le rayonnement
d’ondes à l’infini), il est souvent indispensable de procéder à des simulations numériques.
La méthode numérique la plus populaire appliquée aux problèmes de l’ingénierie est la méthode
des éléments finis (FEM). La FEM s’est avérée être souvent nécessaire, parfois indispensable,
pour modéliser le comportement hétérogène, non-élastique et non-linéaire des domaines bor-
nés ou à géométrie complexe. Cependant, cette méthode se montre mal adaptée au calcul de la
propagation d’ondes dans les milieux infinis ou semi-infinis en raison de la réflexion d’ondes
sur les limites du milieu discrétisé. Toutefois, pour modéliser ces problèmes par la méthode
des éléments finis, on est contraint de faire appel à une troncature artificielle, qui provoque des
réflexions des ondes sur les bords du maillage FE (réflexions parasites) pouvant compromettre
gravement la précision du résultat. En régime transitoire, le maillage doit s’élargir suffisamment
pour éviter ces ondes parasites, ce qui augmente considérablement la taille du modèle et rend
le coût des calculs prohibitifs. En régime stationnaire, l’extension du maillage n’est même pas
applicable ; la totalité du domaine d’étude est affectée par des ondes parasites. Pour résoudre
ce problème, des techniques spéciales telles que les frontières absorbantes peuvent être appli-
quées [229, 338]. D’autres techniques, telle que la méthode nommée « cellule EF infiniment
cohérent » ne peuvent pas être utilisées pour l’analyse dynamique non-linéaire en raison de leur
inconvénient majeur d’être formulées dans les domaines transformés.
D’autre part, la méthode des éléments de frontière (BEM) possède une assise solide dans le
domaine des méthodes numériques pour résoudre les équations aux dérivées partielles. Dans
cette méthode, la discrétisation numérique est effectuée avec une dimension spatiale réduite.
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Par exemple, pour des problèmes en trois dimensions spatiales, la discrétisation est seulement
effectuée sur la surface de la frontière ; tandis que pour des problèmes en deux dimensions spa-
tiales, elle se fait seulement sur le contour de la frontière. Cette dimension réduite mène à de
petits systèmes linéaires, à de moindre d’exigences de mémoire d’ordinateur, et à un calcul plus
efficace. Cet effet est plus prononcé lorsque le domaine est non borné. Cette méthode est parti-
culièrement performante, par rapport à la méthode des éléments finis, pour traiter des problèmes
extérieurs (infinis ou semi-infinis) et des domaines variables ou inconnus (propagations de fis-
sures). Un autre avantage est que la BEM modélise automatiquement les conditions à l’infini
sans qu’il soit nécessaire de déployer un maillage. Autrement dit, la condition de rayonnement
de Sommerfeld en utilisant la méthode des éléments de frontière sera implicitement satisfaite,
ce qui est très utile pour l’analyse de propagation d’ondes dans un domaine semi-infini.
Afin de modéliser un problème mécanique par la méthode des éléments de frontière, en utili-
sant la formulation des équations intégrales, les solutions fondamentales (qui sont la réponse du
milieu infini soumis à une force ponctuelle, unitaire et impulsionnelle, exercée en un point dans
ce milieu) pour les équations aux dérivées partielles gouvernant le comportement du milieu,
doivent premièrement être obtenues. Ceci peut être considéré comme étant un grand inconvé-
nient de la BEM, car tenter de résoudre numériquement les problèmes aux valeurs limites en
utilisant la méthode des éléments de frontière mène à faire des développements analytiques et
à chercher des solutions fondamentales associées. C’est pourquoi il est difficile de modéliser
les milieux complexes comme les sols saurés/non-saturés ou les comportements inélastiques et
non-linéaires par cette méthode.
Par conséquent, il est souvent indispensable de modéliser par la méthode des éléments finis
(FEM) une partie bornée du domaine comprenant une partie du sol infini de façon à prendre
en compte la non-linéarité du comportement et l’hétérogénéité des propriétés des couches du
sol comme un milieu poreux et de modéliser la partie semi-infinie par la méthode des éléments
de frontière (BEM). Une combinaison des méthodes des éléments finis et des éléments de
frontière (FEM/BEM) s’impose alors, car cette méthode hybride bénéficie des avantages des
deux méthodes de manière efficace et optimale.
Ce travail de thèse vise à développer la méthode des éléments de frontière (BEM) pour les
milieux poreux multiphasiques. À l’heure actuelle, l’application de la BEM aux problèmes des
milieux poreux non-saturés est encore limitée, car l’expression analytique exacte de la solution
fondamentale n’a pas été publiée, ni dans le domaine fréquentiel ni dans le domaine temporel.
Ceci provient de la complexité du système d’équations régissant le comportement des milieux
poreux non-saturés.
Sur le plan théorique, on a établi pour la première fois les équations intégrales de frontière
et les solutions fondamentales associées pour un milieu poreux non-saturé sous chargement
quasi-statique pour les deux cas isotherme (2D dans le domaine de Laplace) et non-isotherme
(2D et 3D dans les domaines de Laplace et temporel) [161, 231, 232, 235, 239]. Aussi, les
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équations intégrales de frontière ainsi que les solutions fondamentales 2D et 3D (dans le
domaine de Laplace) pour le modèle dynamique couplé des sols non-saturés décrit en termes
de déplacement et de pressions interstitielles de l’eau et de l’air (ui − pw − pa) sont obtenues
[233, 234, 238, 240].
Sur le plan numérique, les formulations 2D concernant les milieux poreux saturé et non-saturé
sous chargement quasi-statique isotherme et dynamique développées dans ce travail sont mises
en oeuvre dans le code de calcul HYBRID [236, 237].
Une fois le code vérifié et validé, des études paramétriques portant sur des effets de site
sismiques sont effectuées. Le but recherché est d’aboutir à un critère simple, directement ex-
ploitable par les ingénieurs, combinant les caractéristiques géométriques et les caractéristiques
du sol, permettant de prédire l’amplification du spectre de réponse en accélération dans des
vallées sédimentaires aussi bien que vides [160, 159].
Le rapport de thèse est divisé en quatre parties :
La première partie de ce mémoire, composée de 3 chapitres, est consacrée aux modélisations
pour les sols non-saturés.
Le chapitre 1 est dédié à l’étude bibliographique des milieux poreux non-saturés et plus
précisément la terminologie des sols non-saturés, le problème du choix des variables d’états, la
présentation du concept de surfaces d’état et les différentes théories existantes pour les milieux
poreux multiphasiques.
Dans le chapitre 2, on présente le modèle thermo-hydro-mécanique (THHM) proposé par
Gatmiri [143] et Gatmiri et al. [150] pour les sols non-saturés soumis au chargement quasi-
statique non-isotherme. Ce modèle ne contient ni les actions chimio-physiques ni toutes les
actions mécaniques au niveau microscopique. Il est à noter que ce modèle phénoménologique
a été dérivé en se basant sur la théorie de la poromécanique et les acquis expérimentaux. Par
conséquent, quelques phénomènes microscopiques qui se manifestent au niveau macroscopique
dans les expérimentations sont automatiquement considérés. Autrement dit, ce modèle est
multi-échelle. Un de ces phénomènes est la pression capillaire de la succion qui a été prise
en compte au niveau du Volume Élémentaire de Référence (VER). Quant à la théorie de
la poromécanique, ce modèle a été obtenu dans le cadre du modèle mathématique présenté
par Gatmiri [143] et Gatmiri et al. [150] en utilisant la succion et la température comme
des variables indépendantes. Dans ce modèle, l’effet de déformation sur la distribution de
succion et de température dans le squelette solide ainsi que l’effet réciproque sont inclus
par l’intermédiaire d’une formulation des surfaces d’état en indice des vides et en degré de
saturation.
Dans le chapitre 3, on cherche à déduire le modèle hydro-mécanique (HHM) pour les sols
non-saturés soumis au chargement dynamique isotherme. Ceci est obtenu dans le cadre
du modèle mathématique présenté par Gatmiri [143] et Gatmiri et al. [150] en utilisant la
succion comme une variable indépendante. Le milieu poroélastique du squelette est supposé
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être isotrope et linéaire. Les propriétés mécaniques et hydrauliques du sol sont supposées
être dépendantes de la succion. Le système final des équations de champs concernant le
comportement dynamique des sols non-saturés est fondé sur des hypothèses simplificatrices
dans lesquelles les accélérations relatives de l’eau et de l’air par rapport au squelette solide sont
négligées.
La deuxième partie de ce mémoire (chapitres 4, 5, 6 et 7) est l’exposé complet des formulations
de la BEM en milieux poreux saturés et non-saturés.
Les études bibliographiques sur la méthode des éléments de frontière en poroélasticité sont
traitées dans le chapitre 4.
Le chapitre 5 aborde les équations intégrales de frontière ainsi que les solutions fondamentales
pour les sols saturés sous chargements quasi-statique et dynamique. Les expressions explicites
des solutions fondamentales dans le domaine de Laplace concernant les deux problèmes quasi-
statique et dynamique sont développées respectivement par Cheng et Detournay [75] et Schanz
et Struckmeier [298]. La méthode de Hörmander [182] appliquée dans ce travail pour obtenir les
solutions fondamentales est bien détaillée pas-à-pas dans ce chapitre. La méthode des résidus
pondérés utilisée pour dériver les équations intégrales est également décrite. Cette méthode
utilise les solutions fondamentales comme étant les pondérations.
Le chapitre 6 vise à développer, pour la première fois, les équations intégrales de frontière et les
solutions fondamentales associées pour des modèles THHM et HHM (présentés respectivement
dans les chapitres 2 et 3) des sols non-saturés, soumis aux chargements :
– quasi-statiques isothermes. Les solutions fondamentales sont obtenues dans le domaine
de Laplace pour le cas 2D.
– quasi-statiques non-isothermes. Les solutions fondamentales sont dérivées pour les deux
cas 2D et 3D dans le domaine de Laplace. Comme les transformées inverses des fonctions
qui forment les solutions dans le domaine de Laplace peuvent se trouver analytiquement,
on fait un effort pour obtenir les formes explicites des solutions fondamentales dans le
domaine temporel.
– dynamiques. Les solutions fondamentales sont trouvées pour les deux cas 2D et 3D dans
le domaine de Laplace.
L’objectif du dernier chapitre de cette partie (chapitre 7) est de traiter les équations intégrales de
frontière obtenues, par la méthode des éléments de frontière (BEM). Tandis que la succion dans
les sols non-saturés provoque des comportements physiques non linéaires, ceci nécessite un
développement de la BEM dans le domaine temporel. Comme il semble être difficile d’obtenir
les solutions fondamentales pour les sols non-saturés explicitement dans le domaine temporel,
les intégrales temporelles de convolution sont numériquement approximées par la méthode
quadrature de convolution (MQC) développée par Lubich [222, 223]. Dans cette méthode, les
pondérations sont déterminées par la transformée de Laplace de la solution fondamentale et
une méthode multipas linéaire. Également, les intégrales spatiales seront évaluées à l’aide des
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techniques numériques. La technique de la régularisation des équations intégrales singulières,
dite la technique de « translation du corps rigide » est décrite. Aussi, la mise en œuvre des
équations algébriques obtenues sera présentée dans ce chapitre.
Le troisième volet de ce mémoire (chapitre 8) est consacré au travail de programmation des
équations discrétisées dans le code de calcul « HYBRID », initialement écrit par Gatmiri.
Ceci est effectué en utilisant la méthode des éléments finis (FEM) et la méthode des éléments
de frontière (BEM) de telle sorte que chaque partie, FEM ou BEM, peut être appliquée
séparément ou elles peuvent être couplées l’une avec l’autre pour analyser des problèmes plus
complexes. L’architecture du code HYBRID ainsi que le mode de stockage des variables sont
expliqués en détail. Ensuite, les subroutines spécifiquement créées pour modéliser les différents
phénomènes dans les milieux poreux saturés et non-saturés, ainsi que les subroutines très
affectées par l’implantation des nouvelles formulations, sont présentées en détail. Enfin, nous
nous intéressons à valider et à vérifier les développements effectués dans la partie des éléments
de frontière (BEM) du code de calcul HYBRID.
Ayant intégrées les formulations de BEM pour les problèmes de propagation d’ondes ainsi
que pour les problèmes de consolidation dans les milieux poreux saturés et non-saturés, il
nous semble avoir fourni à l’heure actuelle le premier code de calcul aux éléments de frontière
(BEM) qui modélise les différents problèmes dans les sols secs, saturés et non-saturés.
La dernière partie (chapitre 9) est destinée à caractériser et à quantifier les effets de site dans
des configurations bidimensionnelles dans le domaine spectral. Il s’agit de prendre en compte
les influences combinées de la topographie et de la géologie sur la réponse sismique de vallées
alluviales.
Pour comprendre le problème de l’effet topographique dans les vallées vides, les spectres de
réponse en accélération de différentes vallées vides sont étudiés. Les courbes seront regroupées
sur une figure unique, qui caractérisera l’effet topographique de manière quantitative et qua-
litative dans le domaine spectral. Toutes les configurations géométriques seront représentées.
Ensuite, nous nous intéressons à étudier l’effet combiné des caractéristiques géométriques et du
contraste d’impédance des sédiments par rapport au substratum α ainsi que les effets de taux de
remplissage sur le spectre de réponse élastique en accélération.
Le but recherché est de définir un critère simple combinant les caractéristiques géométriques
et les caractéristiques du sol, permettant de prédire l’amplification du spectre de réponse en
accélération dans des vallées sédimentaires aussi bien que vides.

Première partie
Modélisation du Comportement des Sols
Non Saturés sous Chargement Thermique
et Dynamique
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DE nombreux milieux dont le comportement n’est pas compatible avec les principes etles concepts de la mécanique des sols classique, existent. Les problèmes des sols par-
tiellement saturés incluent non seulement des problèmes normaux de la consolidation et de la
résistance au cisaillement, mais aussi des phénomènes non rencontrés dans les sols parfaitement
saturés. Parmi ces derniers, on peut citer le soulèvement dû au gonflement des argiles séchées
(desiccated clays) et le tassement additionnel en raison de l’effondrement de la structure du
grain en humidifiant le sol chargé. Un des premiers problèmes qui semble confondre les ingé-
nieurs en génie civil a été le mouvement de l’eau au-dessus de la nappe phréatique. Le terme de
« pression capillaire » a été adopté pour décrire ce phénomène. Généralement, c’est la présence
de plus de deux phases dans un sol qui provoque ce genre de problème.
Le mouvement simultané de l’humidité et de la chaleur est un des phénomènes principaux ob-
servés dans les milieux poreux sous condition non-isotherme. Ce phénomène peut mener aux
modifications des propriétés thermiques et mécaniques du sol. Ceci peut par la suite affecter
le fonctionnement du sol pour son but prévu. Également, l’étude du comportement dynamique
des milieux poreux non-saturés est un champ relativement nouveau dans le domaine du génie
parasismique. La mesure précise de diverses quantités telles que les pressions dynamiques de
l’eau et de l’air, et le degré de saturation dans les sols partiellement saturés est une tâche diffi-
cile au cours des chargements dynamiques. La propagation des ondes dans les sols non-saturés
dans les régions arides et la réponse dynamique de tels milieux sont de grand intérêt dans la
géophysique.
Figure 1 — Sol non-saturé au niveau de la surface terrestre
En général, les sols non-saturés se trouvent au niveau de la surface terrestre, support de fonda-
tion de la plupart des structures de génie civil (Fig.1). Les sols secs et saturés peuvent devenir
non-saturés par différents phénomènes thermiques ou hydriques tels que les variations saison-
nières mais aussi les interventions humaines dans le domaine de l’ingénierie : géothermie, sto-
ckage des déchets, enterrement de câbles à haute tension, etc.
Dans cette partie, après avoir abordé la terminologie des sols non-saturés, le problème du choix
des variables d’états et la présentation du concept de surfaces d’état pour les milieux poreux
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multiphasiques, on cherche à déduire des modèles thermo-hydro-mécanique (THHM) et hydro-
mécanique (HHM) pour les sols non-saturés soumis respectivement aux chargements quasi-
statique non-isotherme et dynamique.
CHAPITRE1 Synthèse Bibliographique
1.1 Terminologie des sols non saturés
Un milieu poreux non-saturé est représenté comme étant un système tri-phasique (gaz, liquide
et squelette solide), ou tri-constituant (eau, air sec et squelette solide) dans lequel deux phases
sont classifiées comme fluides (liquide et gaz).
L’espace poreux interconnecté est l’endroit à travers lequel les échanges de masse des fluides
se produisent. L’espace complémentaire s’appelle la matrice. Par conséquent, la matrice peut se
composer d’une partie solide et d’un espace occlu, qu’il soit saturé ou pas. Dans cette étude, cet
espace occlu est une partie intégrante de la matrice solide.
Dans un système tri-phasique, la phase liquide est constituée d’eau liquide contenant de l’air
dissous, la phase gazeuse est un mélange binaire d’air sec et de vapeur d’eau [269, 277], tandis
que le constituant eau est un mélange d’eau liquide et de vapeur d’eau. Dans ce mémoire,
le terme humidité sera utilisé à la place du constituant eau. Le constituant air est associé à
l’ensemble de l’air dissous dans l’eau et l’air sec (Fig.1.1). En bref, un système tri-phasique est
composé de :
– squelette solide (s)
– liquide (l) : eau liquide + air dissous
– gaz (g) : air sec + vapeur d’eau
et un système tri-constituant de :
– squelette solide (s)
– eau (w) : eau liquide + vapeur d’eau
– air (a) : air dissous dans l’eau + air sec
Dans le travail présenté, les équations de champs s’écrivent pour un système tri-constituant.
1.1.1 Porosité partielle et degré de saturation
Lorsque l’espace poreux d’un sol non-saturé est rempli par plusieurs fluides, la porosité Eulé-
rienne n est divisée en porosités partielles nα, de sorte que le volume occupé par le fluide α,
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Figure 1.1 — Sol non-saturé : un milieu poreux multiphasique
(Vα), sera nαdV , où V est le volume total du sol étudié. n s’écrit :
n =
∑
α
nα =
∑
α
Vα/V (1.1a)
0 ¹ nα ¹ 1 (1.1b)
Le degré de saturation relatif au fluide α, (Fig.1.2), appelé aussi la fraction de volume du pore
(Vvoid) occupée par la phase α, est défini par :
Sα =
nα
n
=
Vα
Vvoid
(1.2a)∑
α
Sα = 1 (1.2b)
Par conséquent, n s’écrit sous la forme :
n =
∑
α
nSα (1.3)
 
Phase gazeuse
Vg / V=Vg / Vvoid xVvoid / V=Sg n
Phase liquide
Vl / V=Vl / Vvoid xVvoid / V=Sl n
Phase solide
Vs / 1- n
Volume total
V=Vs +Vl +Vg
=Vs +Vvoid
Figure 1.2 — Volume occupé par la phase α par unité de volume total
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1.1.2 Densité et Fraction de masse
Dans cette étude, la densité, soit la masse divisée par le volume, est utilisée pour la phase α :
ρα =
Mα
Vα
; α = s, l, g (1.4)
La masse de chaque composant β par rapport à la masse totale de la phase α est appelée la
fraction de masse :
ωβα =
Mβ
Mα
; α = l, g ; β = w, a (1.5)
où l’indice inférieur β = (w, a) est relatif au constituant eau et air et l’indice supérieur α =
(s, l, g) est relatif au squelette solide et aux phases liquide et gazeuse, respectivement. Ainsi, la
masse de chaque composant par unité de volume d’une phase, est décrit comme suit :
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w r
r
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Figure 1.3 — Masse du composant β par unité de volume de la phase α
La masse de chaque composant par unité de volume total est schématisée sur la figure (Fig.1.4) :
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Figure 1.4 — Masse du composant β par unité de volume total
Dans les problèmes isothermes, la présence de la vapeur d’eau dans la phase gazeuse est négli-
gée (ωwg = 0) et par conséquent, la fraction de la masse d’air dans la phase gazeuse est égale
à l’unité (ωag = 1). En outre, en négligeant l’air dissous dans l’eau (ωal = 0), la fraction d’eau
dans la phase liquide est égale à l’unité (ωwl = 1) (Fig.1.5).
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Figure 1.5 — Masse du composant β par unité de volume total en négligeant la vapeur d’eau
et l’air dissous
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1.2 Sols non-saturés du point de vue mécanique
1.2.1 Théorie des milieux poreux saturés
L’étude des milieux poreux saturés a été un domaine de recherche très actif depuis longtemps
[100, 111, 315]. Cependant, la base théorique n’a pas été établie jusqu’au début des années
1920, au moment où Terzaghi a formulé le concept de contrainte effective. Le concept de
contrainte effective pour milieux poreux a été utilisé pour fournir une base rationnelle pour
la compréhension du comportement mécanique des sols saturés. Selon la définition classique
de Terzaghi :
1. tous les effets mesurables d’un changement de contrainte, telle que la compression, la
distorsion et un changement de résistance au cisaillement d’un sol sont exclusivement dus
aux changements de la contrainte effective.
2. la contrainte effective σ′ est définie comme l’excès de la contrainte totale σ sur la pression
d’eau interstitielle pw :
σ′ij = σij − pwδij (1.6)
Il a ainsi déduit sur une base, quelque peu intuitive, sa célèbre théorie de la consolidation uni-
dimensionnelle. Dans sa théorie, l’écoulement dans les milieux poreux n’est pas couplé au
processus de la déformation et l’équation de champs est réduite à une équation de diffusion.
Biot [36, 37, 38] a construit une base rigoureuse du couplage en poroélasticité en publiant une
série d’articles concernant la théorie générale de la poroélasticité. Dans sa théorie, le squelette
solide est considéré élastique linéaire et subit de petites déformations, tandis que l’écoulement
du fluide produit par la déformation du matériau est régi par la loi de Darcy. Cette théorie a
été plus tard généralisée pour expliquer les effets non linéaires par Biot [42], Prevost [279] et
Zienkiewicz et al. [353].
Schiffman et al. [299] ont montré que Biot [36, 37] a décrit le comportement de consolida-
tion du sol d’une manière plus correcte que celle de Terzaghi et cela en prenant en compte le
couplage entre les contraintes et les déformations du solide et du fluide. Biot a défini un coeffi-
cient de couplage hydro-mécanique (1− K
Ks
) et l’a introduit dans l’expression de la contrainte
effective :
σ′ij = σij + (1−
K
Ks
)pwδij (1.7)
K et Ks étant respectivement le coefficient de compressibilité du système ouvert du sque-
lette/fluide et celui du grain solide.
Plus tard, Biot [39, 40] a développé une théorie dynamique complète pour étudier la propaga-
tion des ondes dans les milieux poreux saturés et cela en utilisant une approche phénoménolo-
gique. L’exactitude de la théorie de Biot a été confirmée à l’aide d’une analyse 2D de l’équation
de Navier-Stokes [63] d’une part, et d’autre part du point de vue de la théorie des mélanges
[54, 56, 279] dont le cadre théorique général a été pour la première fois développé par Trues-
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dell and Toupin [325] et ultérieurement par Green et Naghdi [172]. Cependant, certaines de ces
théories contiennent souvent des constantes constitutives non déterminables en pratique.
1.2.2 Théorie des milieux poreux non-saturés
Le besoin de prévoir le comportement des sols non-saturés sur une base scientifique solide a
été longtemps reconnu comme une nécessité urgente. En développant la connaissance de la
mécanique des sols pour couvrir le cas de sols non-saturés, la possibilité que certaines des
théories classiques puissent nécessiter une modification ne doit pas être négligée. Pour cette
raison, il est important d’être conscient que des théories formulées pour les sols parfaitement
saturés ne devraient pas être appliquées aux sols non-saturés jusqu’à ce que leur validité soit
examinée.
En ce qui concerne les sols saturés, la plupart des chercheurs se réfèrent souvent à la théorie de
la poroélasticité de Biot comme point de départ de leurs recherches. En revanche, la recherche
sur les sols non-saturés a conduit à des groupes distincts de chercheurs qui apparemment ne
commencent pas à partir des mêmes bases théoriques. Cette situation est certainement due aux
différentes difficultés rencontrées en réalisant des essais et à des réponses complexes des sols
non-saturés.
1.2.2.1 Une seule contrainte effective ?
Un des problèmes sur lequel il n’y a pas d’accord commun entre les différents chercheurs, est
la définition d’une contrainte effective pour les sols non-saturés.
De nombreux chercheurs en mécanique des sols ont essayé d’étendre le principe de contrainte
effective proposé par Terzaghi au cas des sols non-saturés.
Croney et al. [92] ont proposé la forme suivante de l’équation de contrainte effective pour un
sol non-saturé :
σ′ij = σij − β′pwδij (1.8)
où σ′, σ, β′, pw sont respectivement, la contrainte normale effective, la contrainte normale to-
tale, le facteur de liaison et la pression de l’eau interstitielle.
Bishop [43] et Aitchison [3] ont proposé des formes modifiées de l’équation de contrainte ef-
fective pour expliquer la nature bi-phasique du pore de fluide dans un sol non-saturé :
σ′ij = σij − k1pwδij − k2paδij (1.9)
où pa est la pression d’air dans l’espace poreux.
En pratique, il est accepté que le concept de contrainte neutre soit appliqué et ainsi le même
changement simultané de la contrainte totale, la pression d’eau et la pression d’air n’exerceront
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aucun effet mesurable sur le volume ou la résistance. Ceci suppose que la géométrie du mé-
nisque dépend seulement de la différence (pa − pw) et est indépendant de la pression absolue.
La validité du concept de la contrainte neutre à cet égard a été démontrée expérimentalement
par Bishop et Donald [46] et plus tard par Bishop et Blight [45].
En supposant que l’eau est incompressible, la constante (pa − pw) est associée à une teneur en
eau constante sous un tel changement. En supposant que ∆σ = ∆pw = ∆pa et que k1, k2 sont
constants, l’équation (1.9) prend la forme suivante :
0 = ∆σ − k1∆pw − k2∆pa (1.10)
Il en résulte que k2 = 1− k1. Si k1 = χ, l’équation (1.9) s’écrit sous la forme suivante :
σ′ij = (σij − paδij) + χ(pa − pw)δij (1.11)
χ est un paramètre identique aux paramètres β′, ψ et β proposés par Croney et al. [92], Aitchison
[3] et Jennings [188] lorsque la pression de pore utilisée dans les équations est la même. Ce
coefficient peut être différent pour la résistance au cisaillement ou la déformation volumique.
L’équation (1.11) est réécrite sous sa nouvelle forme :
σ′ij = σij − (χpw + (1− χ)pa)δij (1.12)
= σij − p∗wδij (1.13)
où (p∗w = χpw+(1−χ)pa) est considéré comme un équivalent de la pression de pore qui main-
tient la définition actuelle de la loi de contrainte effective dans laquelle la contrainte effective est
séparée en deux composants. Le premier résulte de la contrainte normale totale et le deuxième
de la pression exercée par le fluide dans les pores.
Il est rappelé que la relation (1.11) montre la moyenne des contraintes sur un volume élémen-
taire représentatif contenant tous les constituants (les grains solides, l’air et l’eau). Comme
mentionné précédemment, la contrainte effective ne doit être que représentant de la contrainte
du squelette solide.
Si χ = 1 (sols parfaitement saturés) ou χ = 0 (sols secs), cette expression se réduit à celle
établie dans (1.6), qui est l’équation de contrainte effective pour un seul fluide. Il est supposé
que dans l’intervalle de saturation partielle, la valeur de χ dépende principalement du degré de
saturation Sr, mais également de la structure du sol et du cycle de séchage/humidification ou du
changement de contrainte menant à une valeur particulière de Sr.
Bishop et Donald [46], en supposant la validité de l’équation (1.11) dans des conditions élas-
tique, ont évalué les valeurs de χ comme suit :
χ = χ˜(Sr) (1.14)
Plusieurs chercheurs ont tenté de mesurer χ pour différents sols en utilisant des processus de
changement de volume et de résistance au cisaillement [3, 44, 188, 202, 217, 201].
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Si le paramètre de Bishop χ est remplacé par le degré de saturation en eau Sr, l’équation (1.11)
prend la forme suivante :
σ′ij = σij − paδij + Sr(pa − pw)δij = σij − (1− Sr) paδij − Srpwδij (1.15)
Cette forme a été obtenue par Lewis et Schrefler [215], en utilisant la moyenne du volume
(volume averaging) et par Hassanizadeh et Gray [178] à partir de l’inégalité d’entropie en
utilisant la procédure de Coleman-Noll [84]. Récemment, Hutter et al. [184] ont montré, en
utilisant la théorie des mélanges, que le paramètre p∗w est significatif pour des sols partiellement
saturés à condition que χ = Sr. Ce résultat est obtenu si (i) le mélange se compose des
constituants dont la masse volumique ne change pas, (ii) l’eau est un fluide parfait, et (iii)
aucune contrainte effective est introduite pour le fluide.
La définition de la contrainte effective pour les sols non-saturés comme donnée par l’équation
(1.12) ou (1.15) est en contradiction avec la définition initialement présentée pour les sols
saturés, car le paramètre de Bishop χ dépend des fluides. Il est donc préférable de parler de
contrainte de Bishop ou de contrainte moyenne du squelette [166].
Avant les années 1990, le principe de contrainte effective étendu aux sols partiellement saturés
est resté essentiellement limité au cas d’un comportement élastique (linéaire ou non). Cette
approche élémentaire semblait apporter un certain nombre de facilités pour la modélisation
constitutive et tromper de nombreuses équipes de recherche sur la validité de la contrainte
effective.
Jennings et Burland [189] semblent être les premiers à penser que l’équation de Bishop (1.12)
ne fournit pas une relation proportionnée entre le changement de volume et la contrainte
effective pour la plupart des sols, en particulier ceux au-dessous d’un degré de saturation
critique. Pour démontrer la validité du principe de la contrainte effective, ils ont supposé qu’il
était nécessaire de prouver que le comportement du sol est non affecté par le changement de
(σ − pa) et de χ(pa − pw) puisque leur somme (σ′) est une valeur constante. Leurs données
expérimentales ont montré que ce n’est pas σ′ qui contrôle le comportement de la majorité
des sols non-saturés mais plutôt les fonctions des valeurs séparées de σ et p∗w. Par conséquent,
l’équation (1.12) qui définit la contrainte effective dans un sol non-saturé selon le principe
de la contrainte effective n’est pas toujours correcte. L’équation (1.12) définit réellement
une contrainte intergranulaire mais qui est différente de la contrainte effective. La contrainte
effective contrôle le comportement du sol, ce qui n’est pas nécessairement le cas d’une
contrainte intergranulaire.
Bishop et Blight [45], Burland [61][62] et Blight [47] ont confirmé les résultats expérimentaux
de Jennings et Burland [189] et ont également reconnu les limitations de la loi de comportement
formulée en (1.12). Dans le cas d’un sol non-saturé, ils ont conclu que ce n’est pas seulement
le chemin de la contrainte effective mais aussi les chemins des deux composants (σ − pa) et
(pa − pw) qui doivent pris en considération.
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1.2.2.2 Identification des variables d’état pour les sols non-saturés
Comme mentionné ci-dessus, les modèles constitutifs basés sur une seule contrainte effective
semblent être incapables de décrire toutes les caractéristiques du comportement des sols non-
saturés. Il est donc proposé d’adopter une approche de variables de contraintes multiples.
En réponse immédiate aux Jennings et Burland [189] qui ont mis en doute la validité du concept
d’une seule contrainte effective dans les sols non-saturés, Coleman [85] a proposé l’utilisation
des variables de contraintes réduites, (σ1 − pa), (σ3 − pa) et (pw − pa), qui désignent respecti-
vement les pressions axiale, de confinement, et d’eau dans les essais triaxiaux. Il a supposé que
les lois de comportement pour la déformation volumique dans un sol non-saturé doivent être
formulées en terme de variables de contraintes proposées ci-dessus, comme suit :
ε˙eij = C
e
ijkl (σ˙kl − p˙aδkl) + Cs (p˙a − p˙w) δij (1.16)
Burland [61, 62] a supposé que le comportement mécanique des sols non-saturés doit être indé-
pendamment lié aux variables de contrainte, (σ1 − pa) et (pa − pw). Une explication qualitative
pour le comportement du changement de volume des sols non-saturés a été donnée par lui en
terme de stabilité de contact de grain.
Matyas et Radhakrishna [249] ont prouvé que la compressibilité du sol est une variable quan-
titative qui dépend de l’état physique du sol (à savoir l’indice des vides, le degré de saturation
et la contrainte) contrairement à ce qui est supposé par Blight [47]. Ainsi les changements de
volume de deux échantillons de sol identiques soumis à différentes histoires de contrainte et
de saturation mais subissant le même changement de la contrainte effective, peuvent être large-
ment différents dans la nature et dans la grandeur. Ils semblent être les premiers à étudier les
relations possibles entre les propriétés du sol (la résistance au cisaillement et la compressibilité)
et les paramètres de contrainte appropriés. Ils ont présenté le concept des variables d’état en
décrivant le comportement volumétrique des sols non-saturés, ainsi que le changement de vo-
lume comme une surface tridimensionnelle en ce qui concerne les variables d’état (σ − pa), et
la succion (pa − pw).
Barden et al. [26] ont également supposé que le changement de volume des sols non-saturés
doit être analysé en terme de composants de contrainte appliquée, (σ − pa), et de la succion,
(pa − pw).
Les différentes études menées et présentées ci-dessus prouvent qu’un effort considérable a été
fait pour la recherche d’une équation de contrainte effective à valeur unique pour les sols non-
saturés. De nombreuses équations de contrainte effective ont été proposées. Les expérimenta-
tions ont démontré que l’équation de contrainte effective ne dépend pas d’une seule variable.
En revanche, il y a une dépendance à l’égard du chemin de contrainte suivi. En général, les
équations de contrainte effective proposées n’ont pas suscité beaucoup d’attention récente en
décrivant le comportement mécanique des sols non-saturés. La recherche sur des équations de
contrainte effective proposées a mené beaucoup de chercheurs à proposer l’utilisation des va-
riables d’état indépendantes (par exemple, (σ − pa) et (pa − pw)) pour décrire le comportement
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mécanique des sols non-saturés.
Dans les travaux récents [7, 132, 336, 337], trois combinaisons possibles peuvent être em-
ployées en tant que variables d’état pour un sol non-saturé. En d’autre terme, n’importe quel
couple de trois variables possibles de contrainte normale peut être employé pour décrire l’état
de contrainte d’un sol non-saturé. Ceux-ci sont :
(σij − paδij), (pa − pw)δij
(σij − pwδij), (pa − pw)δij (1.17)
(σij − paδij), (σij − pwδij)
Geiser et al. [164] ont cependant adopté la seconde combinaison de contraintes dans l’équation
(1.17) pour surmonter des problèmes soulevés par l’utilisation de contrainte nette en décrivant
toute la gamme de saturation. La combinaison de la contrainte effective pour les sols saturés ou
la contrainte effective de Terzaghi (σ − pw) avec la matrice de succion (pa − pw) mène à une
modification dans la relation constitutive variationnelle comme suit :
ε˙eij = C
′e
ijklσ˙
′
kl + C
′
s (p˙a − p˙w) δij (1.18)
Finalement, peu importe la combinaison choisie de l’équation (1.17), l’utilisation de deux va-
riables d’état indépendantes permettra la décomposition des incréments de déformation ε˙ en
une partie mécanique ε˙m et en une partie hydraulique ε˙h :
ε˙ = ε˙m + ε˙h (1.19)
1.2.2.3 Variables conjuguées dans les sols non-saturés
Une question inévitable dans la modélisation des sols non-saturés est le choix des variables
d’états.
Houlsby [183] a montré que la puissance virtuelle par unité de volume de sol non-saturé est :
W˙ = pan(1− Sr) ρ˙a
ρa
− (pa − pw)nS˙r +
(
σkl −
(
Srpw + (1− Sr)pa
)
δkl
)
ε˙kl (1.20)
ρa et n étant respectivement la masse volumique de l’air et la porosité du squelette solide.
Les trois termes de l’équation (1.20) décrivent les puissances virtuelles pour respectivement
compresser la phase d’air, changer le degré de saturation Sr et modifier la déformation moyenne.
Cette relation est dérivée en prenant les hypothèses simplificatrices suivantes : les travaux dis-
sipés par l’interface air-eau sont négligés et la vitesse relative entre le squelette solide et des
interfaces est supposée être nulle.
En négligeant le terme de compressibilité d’air, on arrive à la forme simplifiée suivante :
W˙ = −(pa − pw)nS˙r +
(
σkl −
(
Srpw + (1− Sr)pa
)
δkl
)
ε˙kl (1.21)
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Cette équation montre que le deuxième terme du membre de droite (connu comme la contrainte
moyenne ou la contrainte de Bishop) est conjugué à la déformation du squelette solide, alors que
la succion est conjuguée à la teneur en eau relative dans les vides. La puissance virtuelle pour la
déformation du squelette solide est contrôlée par une contrainte moyenne et la déformation du
squelette solide. Ceci est similaire au cas des sols saturés, où la déformation du squelette solide
est exclusivement contrôlée par la contrainte effective.
Les termes du membre de droite de l’équation (1.21) peuvent être réarrangés de plusieurs ma-
nières, par exemple :
W˙ = (σkl − paδkl) ε˙kl +
(
(pa − pw)δkl
) (−nS˙r + Srε˙kl)
= (σkl − paδkl) ε˙kl + (pa − pw)Srε˙v − (pa − pw)nS˙r (1.22)
= (σkl − paδkl) ε˙kl + (pa − pw)ε˙w
où ε˙w = Srε˙v − nS˙r est le taux d’une déformation volumique et εw = nSr.
L’équation (1.22) montre que la succion doit être associée à εw si la contrainte nette
(σkl − paδkl) est associée à la déformation du squelette solide. Vaunat et al. [328] ont appellé la
quantité de déformation εw comme la déformation hydraulique.
Puisqu’il est clair que n’importe quel ensemble conjugué adéquat de contraintes et de déforma-
tions peut être utilisé pour la modélisation constitutive des sols non-saturés, la différence vient
de la mise en oeuvre des modèles constitutifs dans les codes de calcul numériques.
Une autre approche pour identifier des variables conjuguées de contraintes et de déformations
dans les sols non-saturés a été introduite par Coussy et Dangla [90]. Ils ont supposé que le sque-
lette solide du sol se compose des particules solides et des interfaces de phases. Ce point de
vue est interprétable comme une nécessité de prendre en compte des effets de collage (bonding
effect), en plus de l’identification de la contrainte volumique moyenne agissant sur les particules
solides. Par conséquent, dans le cas où l’espace poreux est rempli par deux fluides, toutes les in-
terfaces fluide-fluide et des interfaces solide-fluides possèdent leurs propres énergies d’interface
et d’entropie et sont supposées agir directement sur l’énergie libre du squelette ΨS :
ΨS(εij, Sr, T ) = ψS(εij, T ) + nU(Sr, T ) (1.23)
ψS est l’énergie libre de la matrice solide par unité de volume,U est l’énergie d’interface globale
par unité de volume et T désigne la température.
Les équations d’état du squelette pour la thermo-poro-élasticité non-saturée sont écrites comme
suit :
σ′ij = σij + piij =
(
∂ψS
∂εij
)
T
(1.24)
SS = −
(
∂ψS
∂T
)
εij
(1.25)
n(pa − pw) = −∂ΨS
∂Sr
(1.26)
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où SS est l’entropie et piij , nommée la pression de pore équivalente, est une fonction des pres-
sions de fluides, du degré de saturation et de l’énergie d’interface :
piij = (Srpw + (1− Sr)pa) δij −
(
∂(nU)
∂εij
)
Sr,T
(1.27)
La contrainte effective définie par Coussy et Dangla [90] dans l’équation (1.24) et (1.27) est
similaire à la contrainte effective de Bishop (1.15) à laquelle le terme concernant l’énergie des
interfaces est ajouté. En plus, la deuxième variable d’état est définie sous la forme de succion
réduite par la porosité. Elle gouverne la valeur du degré de saturation.
En considérant les deux formes présentées dans les équations (1.21) et (1.22), on peut obtenir
les modèles constitutifs en se basant sur un des ensembles des variables d’état présentés ci-
dessous : {
contrainte nette : (σkl − paδkl) ↔ ε˙kl
succion : (pa − pw) ↔ ε˙w
(1.28){
contrainte de Bishop :
(
σkl −
(
Srpw + (1− Sr)pa
)
δkl
)
↔ ε˙kl
succion modifiée : n (pa − pw) ↔ −S˙r
(1.29)
Plusieurs chercheurs se sont récemment intéressés à utiliser d’autres formes de combinaisons
de contraintes comme suit [166] :{
(σij − paδij) + µ˜1(s, Sr)
µ˜2(s, Sr)
(1.30)
où s est la succion.
D’une manière similaire à Gens [167], il est proposé de classer des modèles basés sur les
contraintes présentées dans l’équation (1.30) dans trois catégories.
• Catégorie 1
{
σij − paδij (µ˜1 = 0)
µ˜2(s, Sr)
(1.31)
Cette catégorie a été utilisée par plusieurs chercheurs tels que Alonso et al.[7], Josa et al. [192],
Wheeler and Sivakumar [337], Cui et al. [98], Gatmiri er Delage [149], Gatmiri [143], etc.
Les caractéristiques des modèles basés sur cette catégorie sont :
– la représentation simple des chemins conventionnels de contrainte,
– les difficultés pour modéliser la transition de l’état saturé à l’état non-saturé,
– les difficultés pour intégrer l’hystérésis et les effets hydrauliques,
– la nécessité de prendre en compte des fonctions indépendantes pour modéliser l’augmen-
tation de la résistance avec la succion.
• Catégorie 2
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{
σij − paδij + µ˜1(s)
µ˜2(s, Sr)
(1.32)
Cette catégorie a été utilisée par plusieurs chercheurs tels que Kohgo et al. [204], Modaressi
and Abou Bekr [253], Geiser et al. [164], Loret and Khalili [221], etc.
Les caractéristiques des modèles basés sur cette catégorie sont :
– les difficultés pour modéliser des chemins conventionnels de contrainte,
– les difficultés pour modéliser la transition de l’état saturé à l’état non-saturé,
– les difficultés pour intégrer l’hystérésis et les effets hydrauliques,
– l’augmentation de la résistance avec la succion résulte de la définition de variable d’état.
• Catégorie 3
{
σij − paδij + µ˜1(s, Sr)
µ˜2(s, Sr)
(1.33)
Cette catégorie a été utilisée par plusieurs chercheurs tels que Jommi and de Prisco [191],
Bolzon et al. [48], Jommi [190], Wheeler et al. [335], Gallipoli et al. [134], Sheng et al. [305],
etc. Les caractéristiques des modèles basés sur cette catégorie sont :
– la représentation des chemins conventionnels de contrainte semble être difficile, même
parfois impossible,
– la facilité pour modéliser la transition de l’état saturé à l’état non-saturé,
– l’hystérésis et les effets hydrauliques peuvent naturellement être intégrés,
– l’augmentation de la résistance avec la succion résulte de la définition de variables d’état.
1.2.2.4 Surfaces d’état :
Deux relations constitutives volume-masse sont exigées afin de relier toutes les propriétés liées
à la masse et au volume du sol à l’état de contrainte [131]. Les propriétés les plus communes
utilisées en géotechnique pour définir des relations volume-masse sont : l’indice des vides e, la
teneur en eau θw et le degré de saturation Sr. Le recours aux variables indépendantes a permis
de mettre au point des modèles de comportement élastiques fondés sur la définition des surfaces
d’état pour l’indice des vides, la teneur en eau et le degré de saturation. De telles représentations
donnent une bonne description de la dépendance des modules vis-à-vis de l’état de contraintes
[15]. Les relations constitutives pour un sol non-saturé exigent une extension des modèles non
linéaires pour le sol saturé. Les modèles développés doivent inclure l’effet de la succion qui
provoque une non linéarité.
Fredlund et Morgenstern [131] ont proposé d’écrire une équation différentielle qui s’applique à
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n’importe quel point de contrainte sur les surfaces d’état de e et de θw :
de =
∂e
∂(σm − pa)d(σm − pa) +
∂e
∂(pa − pw)d(pa − pw)
dθw =
∂θw
∂(σm − pa)d(σm − pa) +
∂θw
∂(pa − pw)d(pa − pw)
(1.34)
où σm = (σ1 + σ2 + σ3)/3 et σm − pa est égale à la contrainte moyenne nette.
Fredlund (1979) [130] a donné les premières expressions de surface d’état en indice des vides
et teneur en eau :  e = e0 − Ct lg(σm − pa)− Cm lg(pa − pw)θw = θw0 −Dt lg(σm − pa)−Dm lg(pa − pw) (1.35)
Delage et Cui [110] ont rappelé que ces équations représentent des surfaces planes dans l’espace
[e(ou θw) : lg(σ − pa) : lg(pa − pw)], ce qui ne correspond pas au comportement des sols non
saturés. Cela suppose en effet que les modules de déformation volumique sont indépendants de
la succion et ne permettent pas de modéliser le gonflement sous faibles contraintes et l’effon-
drement sous fortes contraintes. La proposition de Lloret et Alonso [219] prend en compte la
courbure des surfaces par des coefficients de couplage contrainte-succion (d et d′) et permet de
corriger ces problèmes. Ils ont proposé les expressions de surfaces d’état en indice des vides et
en degré de saturation comme suit : e = a+ b lg(σ − pa) + c lg(pa − pw) + d lg(σ − pa) lg(pa − pw)Sr = a′ + [c′ + d′(σ − pa)] tanh [b′(pa − pw)] (1.36)
Gatmiri [142, 143] et Gatmiri et Delage [149] (en respectant la compatibilité globale entre les
aspects volumique (surface d’état) et déviatorique (Kondner-Duncan) du modèle) ont proposé
les expressions suivantes pour la surface d’état :
e =
(1 + e0)
exp
(
a
(σ − pa)
Patm
+ b
(
1− (σ − pa)
σe
)
(pa − pw)
Patm
)1−m
Kb(1−m)
− 1
Sr = 1− [as + bs(σ − pa)][1− exp(cs(pa − pw))]
(1.37)
où Kb, a, b, as, bs, cs sont constantes et σe est la pression de gonflement. Ainsi, dans le travail
de Gatmiri [143] les surfaces d’état en indice des vides et en degré de saturation sont étendues
pour prendre en compte l’effet thermique sous forme exponentielle :
e =
(1 + e0) exp (−ce(T − T0))
exp
(
a
(σ − pa)
Patm
+ b
(
1− (σ − pa)
σe
)
(pa − pw)
Patm
)1−m
Kb(1−m)
− 1
Sr = 1− [as + bs(σ − pa)][1− exp(cs(pa − pw))] exp(ds(T − T0))
(1.38)
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1.2.2.5 Différentes théories :
Récemment, considérant les milieux poreux en tant que milieu continu ouvert, Coussy [88] a
généralisé la théorie de Biot dans le contexte de la thermodynamique.
La théorie de Biot et ses généralisations, malgré leur simplicité, ne considèrent pas la struc-
ture microscopique des milieux poreux qui joue une rôle critique dans le comportement général
des matériaux poreux. Hassanizadeh et Gray [179], Muraleetharan et al. [257] et Wei et Mu-
raleetharan [333] ont développé la théorie du mélange avec les interfaces (TMI) d’un point
de vue microscopique pour décrire le comportement des milieux poreux non-saturés afin de
modéliser les différents phénomènes couplés. Cette théorie est capable de caractériser rigoureu-
sement d’une manière théorique les interactions entre les composants volumiques comprenant
les conditions de compatibilité dynamique sur des interfaces.
Dans les modèles basés sur la théorie des mélanges, certaines variables telles que les fractions
de volume sont introduites pour représenter la microstructure et les divers processus internes
couplés des milieux poreux. Bien que ces approches aient trouvé des applications réussies dans
quelques circonstances particulières, elles n’expliquent pas les mécanismes importants suscep-
tibles de se produire dans des milieux poreux. Par exemple, l’hystérésis de la pression capillaire
dans les milieux poreux multiphasiques n’a pas été simulée d’une manière satisfaisante basée
sur l’une des théories ci-dessus. Aussi les effets de la pression capillaire sur le comportement
des milieux poreux multiphasiques demeurent mal compris [333]. Ainsi, quelques paramètres
matériels dans la théorie des mélanges peuvent ne pas être accessible par les expérimentations.
En revanche, une théorie à l’échelle macroscopique suppose que les principes standards de
la mécanique des milieux continus sont appropriés aux milieux poreux. Dans ce contexte, le
comportement des milieux poreux est décrit en se basant sur les variables mesurées directement
dans le laboratoire à l’échelle macroscopique. Il est généralement plus concluant d’appliquer
une théorie macro-échelle qu’une théorie du mélange. Cependant, la théorie de macro-échelle
généralement ne représente pas les détails microscopiques importants des milieux poreux.
En ce qui concerne les modèles mécaniques présentés dans ce mémoire, on n’a pas cherché
à intégrer ni les actions chimio-physiques ni toutes les actions mécaniques au niveau micro-
scopique. Il est à noter que ces modèles phénoménologiques sont dérivés en se basant sur la
théorie de la poromécanique et les observations expérimentales. Par conséquent, quelques phé-
nomènes microscopiques qui se montrent au niveau macroscopique dans les expérimentations
sont automatiquement considérés. Autrement dit, ces modèles sont multi-échelles. Un de ces
phénomènes est la pression capillaire de la succion qui a été prise en compte au niveau du Vo-
lume Élémentaire de Référence (VER).
Quant à la théorie de la poromécanique, ces modèles sont obtenus dans le cadre du modèle
mathématique présenté par Gatmiri [143] et Gatmiri et al. [150] en utilisant la succion et la
température (dans le cas non-isotherme) comme des variables indépendantes. Dans ce modèle,
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l’effet de déformation sur la distribution de succion et de température dans le squelette solide
et l’effet inverse sont inclus par l’intermédiaire d’une formulation des surfaces d’état en indice
des vides et en degré de saturation.
CHAPITRE2Modélisation
thermo-hydro-mécanique
des sols non-saturés
DANS ce chapitre, un système d’équations couplées, gouvernant le comportement thermo-hydro-mécanique (THHM) des milieux poreux non saturés soumis aux chargements
quasi-statiques est présenté en se basant sur le modèle mathématique présenté par Gatmiri [143].
La simplicité de l’implémentation numérique et de la détermination facile des paramètres sont
les avantages de ce modèle. Dans ce modèle, les variables d’état sont la contrainte totale nette
« σ − pg », la succion « pg − pw » et la température « T ». Comme expliqué dans le chapitre
précédant, l’humidité est constituée de la vapeur et du liquide. Le terme de transfert de liquide
sera utilisé pour le transfert qui se produit exclusivement dans la phase liquide, et le transfert
au-delà de celui de l’état liquide est nommé le transfert de vapeur. La théorie du transfert de la
chaleur et de l’humidité de Philip et De Vries [274] est modifiée de sorte qu’on puisse prendre
en compte la déformation du squelette. On conclue, qu’en l’absence de la continuité de l’eau,
tout le transfert est celui de la vapeur. En augmentant la teneur en eau, le transfert de phase
liquide devient dominant. Les effets de la déformation sur la distribution de la température et
de la succion dans le squelette solide et les effets inverses sont inclus dans le modèle via des
surfaces d’état en indice des vides « e » et en degré de saturation « Sr » dépendantes de la
température et de la succion. Le milieu poroélastique du squelette est isotrope et linéaire. Les
propriétés mécaniques et hydrauliques de sol sont supposées être dépendantes de la température
et de la succion. La loi de Darcy généralisée s’utilise pour le mouvement de l’eau liquide et de
l’air sec. Les chaleurs latente et sensible, et l’air dissous sont pris en compte. La loi de Fourier
est appliquée pour le flux de chaleur par conduction.
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2.1 Bibliographie sur le transfert couplé de l’humidité et de
la chaleur dans les milieux poreux non saturés
Le mouvement simultané de l’humidité et de la chaleur est un des phénomènes principaux ob-
servés dans les milieux poreux sous condition non isotherme. Ce phénomène est important par
rapport à plusieurs problèmes, y compris la dissipation de la chaleur produite par les câbles à
haute tension enterrés, l’extraction du pétrole ou de l’énergie géothermique, les remblais rou-
tiers et les fondations des chaussées soumis à des cycles thermiques, l’échauffement dû au
frottement au niveau des failles dans le sol ou des formations rocheuses et le stockage des dé-
chets radioactifs, etc.
Dans les sols saturés, le mouvement de l’humidité a lieu uniquement dans la phase liquide, tan-
dis que dans les sols non saturés il se produit dans les deux phases liquide et gazeuse (vapeur).
En raison de la nature complexe des espaces poreux et du champ de force agissant sur la vapeur
et sur l’eau, ce processus est plus compliqué dans les sols non saturés, que dans ceux saturés.
Le mouvement de l’humidité provoqué par la chaleur peut mener aux modifications des pro-
priétés thermiques et mécaniques du sol. Ceci peut par la suite affecter le fonctionnement du sol
pour son but prévu. Les transferts d’humidité et d’énergie dans les milieux poreux non saturés
sont fortement couplés en raison de la dépendance exclusive de la pression de vapeur saturante
à la température. La présence d’un gradient thermique induit des gradients concomitants dans
la densité et dans la pression de vapeur qui la font déplacer dans la direction de la température
décroissante par une combinaison de diffusion et d’écoulement de gaz [277]. Cela nécessite
une meilleure compréhension du comportement thermo-hydro-mécanique des milieux poreux
multiphasiques et des couplages entre trois mécanismes : thermique, hydrique et mécanique. Il
prouve l’intérêt scientifique considérable de l’étude expérimentale, théorique et numérique des
effets combinés de transfert et de déformation sous les effets thermiques dans les sols [187].
Une étude bibliographique détaillée montre que plusieurs théories existent pour le transfert de
l’humidité sous les gradients thermiques.
Dans les premières décennies du XX siècle, deux études pionnières sur le mouvement de l’hu-
midité dans le sol ont été effectuées. La première a été poursuivie par Bouyoucos [53] dans
laquelle seulement l’effet du gradient thermique sur le mouvement de l’humidité du sol a été
étudié. Il a observé que l’humidité s’est déplacée du côté chaud au côté froid dans un échan-
tillon du sol. La deuxième étude faite sur ce sujet est réalisée par Lebedeff [212]. Il a étudié le
mouvement de l’humidité dans les deux phases, liquide et vapeur, sous des conditions isotherme
et non isotherme.
Au début des années 1950, une grande attention a été accordée à la compréhension de la phy-
sique et de la nature de ce phénomène dans les milieux poreux. Smith [307] a attribué le mou-
vement d’humidité au mouvement de masse de la vapeur d’eau (convection de vapeur). Le
mécanisme de diffusion de la vapeur a été également étudié par Maclean et Gwatkin [230].
Croney et Coleman [91] en utilisant l’équation de Kelvin ont mis au point une équation reliant
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la pression de vapeur à la température et a conclu que le mouvement de l’humidité se déroule
normalement en phase vapeur.
Dans tous les cas mentionnés ci-dessus, il a été constaté que pour chaque sol, il existe une teneur
en eau initiale optimale dans laquelle le transfert d’eau sera maximal.
Winterkorn [340], a eu l’intention de montrer la similitude entre la thermo-osmose et l’électro-
osmose. Il a décrit le mouvement de l’humidité en présentant une phase de film sur la surface
interne du système de sol poreux. Cet écoulement de film de la zone chaude à la zone froide est
censé être dû au changement de l’affinité de l’eau avec le changement de la température. Win-
terkorn [340], et Gouda et Winterkorn [170] ont aussi mentionné que la teneur en eau initiale
joue un rôle important sur le mouvement de l’humidité.
Gurr et al. [174] ont signalé la contribution de l’écoulement de liquide et de vapeur dans le
transfert de l’humidité sous gradient thermique, en mesurant les changements de la distribution
d’une petite quantité de sels solubles dans le sol. Il a été supposé que le mouvement des sels so-
lubles est seulement dû au transport dans la phase liquide. Les sels sont situés dans l’extrémité
froide comme traceur. Dans tous les cas, sauf les échantillons les plus humides et les plus secs,
un transfert de sels vers le côté le plus chaud est observé. Ce résultat peut être dû à un transfert
net de l’eau du côté chaud au côté froid. L’eau évaporée du côté chaud se déplace sous forme
de vapeur vers le côté le plus froid, où elle se condense et retourne à l’état liquide, quand un
gradient approprié de pression d’humidité a été développé. Le transfert net maximal de l’eau
à partir du côté chaud vers le côté froid aura lieu dans les échantillons dont la teneur en eau
initiale est environ un tiers de l’équivalent d’humidité. Le mouvement de l’eau dans la phase
liquide se produit à une teneur basse en eau.
Rollins et al. [286] ont examiné le transfert de l’humidité sous gradient thermique, et ont conclu
qu’un état d’équilibre nécessite un transfert cyclique de l’humidité dans le système sol-eau.
Leurs résultats expérimentaux montrent que les débits sont fortement influencés par la densité
et le pourcentage des vides remplis par l’air. Une comparaison des résultats des distributions
de l’humidité pour les systèmes circulatoire et non-circulatoire indique que le mouvement de
l’humidité dans l’état liquide n’est pas un phénomène prédominant de transfert de l’humidité
pour le sol utilisé.
Comme on a pu conclure, beaucoup de chercheurs avant la présentation de la théorie de Philip
et De Vries [274] et de De Vries [107] ont implicitement supposé que le transfert de l’humi-
dité aura lieu dans la phase vapeur. Cette hypothèse conduit à l’utilisation de la loi de Fick
modifiée pour prendre en considération la réduction de section transversale de la diffusion par
la matrice solide, l’eau liquide et la tortuosité du chemin de la diffusion à travers du milieu
poreux. La comparaison entre les résultats théoriques et les essais en laboratoire a prouvé que
cette théorie sous-estime la quantité du transfert net de la vapeur d’eau par un facteur de 3 à 10
[174, 286, 314].
Philip et De Vries [274] ont considéré que le transfert de l’humidité dans les sols non saturés
se produit dans les deux phases liquide et vapeur sous l’influence combinée de la gravité et des
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gradients de la température et de la teneur en eau. Plus tard, De Vries [107] a étendu cette théo-
rie pour inclure l’humidité et le stockage de chaleur latente dans la phase de vapeur, la chaleur
de mouillage et l’advection de la chaleur sensible par l’eau.
Une autre théorie pour l’analyse du transfert couplé de la masse et de la chaleur dans les milieux
poreux a été développée par Taylor et Cary [313] en utilisant la théorie générale de la thermody-
namique irréversible. Les expérimentations en laboratoire effectuées par Cassel et al. [66] ont
montré que cette approche sous-estime le débit par un facteur de 10 à 40. Il semble que cette
approche a manqué de considération rigoureuse pour le passage de l’échelle microscopique à
l’échelle macroscopique.
Dirksen [115], en étudiant le mouvement de l’humidité dans une colonne de congélation de sol
en l’absence d’une nappe phréatique, a observé une bonne concordance avec la théorie de Philip
et De Vries. Cassel et al. [66] ont également montré une corrélation étroite avec la théorie de
Philip et De Vries, à travers des études expérimentales.
Il s’avère que la théorie de Philip et De Vries a été généralement acceptée en géotechnique.
Cependant, cette théorie a des restrictions dans la pratique du génie géotechnique qui doivent
être surmontées. Une de ses limites est l’hypothèse de l’incompressibilité du squelette du sol
qui n’est pas réaliste particulièrement dans la modélisation du comportement des barrières ou-
vragées argileuses qui sont molles et significativement déformables. La formulation utilisant
θ (teneur en eau volumique) comme une variable d’état qui est initialement choisie par Philip
et De Vries pour la présentation de leur théorie est valable pour un sol homogène et ne peut
pas considérer les effets de l’hystérésis. Afin de surmonter ces restrictions, deux tentatives ont
été signalées dans la littérature par Sophocleous [310] et Milly [251]. Ils ont converti cette for-
mulation à une forme dans laquelle la succion ou la pression capillaire du sol est considérée
comme une des variables du problème afin de permettre la considération de l’inhomogénéité
du sol et les effets de l’hystérésis dans les cycles de séchage-remouillage. Cependant, les deux
formulations développées ne sont pas appropriées pour les analyses du transfert de chaleur et
d’humidité dans les sols non saturés déformables. Autrement dit, ces formulations ne tiennent
pas compte des effets de changement de la pression de l’air interstitielle due à la température et
au chargement, et aussi de la consolidation sur l’écoulement de liquide qui se produit en réponse
à un gradient hydraulique [343].
Ces dernières années, avec le développement des techniques numériques puissantes, la formu-
lation de Philip et De Vries fait l’objet de plusieurs modifications et extensions [124, 169, 268,
277, 319, 317]. Ces équations sont fortement couplées et leur résolution est complexe. Cepen-
dant, la difficulté fondamentale dans l’application de la théorie vient plus du manque d’infor-
mations disponibles pour déterminer les différents paramètres et les coefficients nécessaires que
sur la procédure de calcul elle-même.
Geraminegad et Saxena [169] sont les premiers à développer un modèle mathématique couplé
thermo-hydro-mécanique en se basant sur la théorie de Philip et De Vries dans laquelle la dé-
formation du squelette de sol est considérée. Dans ce modèle, la déformation du sol est limitée
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à la déformation volumique due à la pression du gaz et de la succion dans le cadre de la thermo-
élasticité en négligeant l’effet de chargement extérieur. En ce qui concerne le transfert du gaz, il
est régi par la loi de Darcy. De plus, l’existence de l’air dissous et le transfert de la chaleur dû au
changement de phase entre le liquide et le gaz sont considérés. On note que dans ce modèle, les
variables sont la température, la succion et la pression du gaz. Aussi, en élargissant la théorie de
Philip et De Vries, Pollock [277] a pris en compte la diffusion de masse de l’air et de la vapeur
à travers leurs vitesses moyennes et la chaleur de désintégration radioactive par un terme de
source. En raison des limites susmentionnées, le modèle proposé par Geraminegad et Saxena
[169] n’est pas applicable pour les milieux poreux non saturés déformables.
Thomas et He [318] ont analysé le transfert couplé de la chaleur, de l’humidité, et de l’air
dans un sol non saturé déformable. Le travail a étendu les analyses précédentes du transfert de
la chaleur et de l’humidité dans le sol non saturé à la prise en compte des déformation et du
comportement contrainte-déformation du sol. Le progrès a été réalisé grâce à l’utilisation de
la théorie de l’élasticité couplée avec l’approche de surface d’état pour relier la déformation
volumique non seulement à la contrainte, mais aussi à la succion et à la température.
Schrefler et al. [301] ont proposé un modèle numérique afin de simuler le couplage complet
thermo-hydro-mécanique. Il a été supposé que le transfert de chaleur se produit par conduction
et par convection et que la viscosité du fluide interstitiel varie avec la température. Toutefois, le
changement de phase ainsi que le transfert de chaleur dus à l’évaporation et à la condensation
(chaleur latente) ne sont pas pris en compte. Cela a été introduit par Gawin et al. [163] dans un
modèle destiné à simuler la réponse du milieu non saturé dans les différents états de saturation
allant des conditions complètement saturées à des conditions sèches [187].
En se basant sur l’approche proposée par Alonso et al. [6] qui est un modèle élastique, Gat-
miri [139, 141, 142] et Gatmiri et al. [140] ont proposé un modèle mathématique pour prendre
en compte la réponse mécanique non linéaire du squelette solide. Les équations de transfert
et de conservation des différentes composantes du sol non saturé dans des conditions non iso-
thermes sont bien intégrées dans ce modèle. Le comportement mécanique non linéaire est basé
sur le modèle non linéaire hyperbolique de Kondner-Duncan. La notion d’une surface d’état de
l’indice des vides qui dépende de la température, de la succion et des contraintes nettes, est éga-
lement introduite. De plus, la formulation choisie pour cette surface assure la compatibilité avec
le modèle non linéaire de Kondner-Duncan. Ce modèle a été intégré dans les codes d’éléments
finis « U-DAM » et «Θ -STOCK » développés par Gatmiri [139, 141, 146] pour la modélisation
de l’écoulement couplé et de la déformation des sols non saturés. Les aspects importants de la
construction des barrages en terres ont été considérés dans ces codes.
2.2 Système d’équations
Le système d’équations, gouvernant le comportement des milieux poreux non saturés influencés
par les effets de la chaleur est composé de : l’équation d’équilibre et les équations constitutives
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du squelette solide, l’équation de transfert et l’équation de conservation de la masse de l’hu-
midité, l’équation de transfert et l’équation de conservation de la masse de l’air, l’équation de
conservation de l’énergie et l’équation de diffusion de la chaleur.
2.2.1 Squelette solide
La déformation totale d’un milieu poreux peut être calculée à partir de l’équation d’équilibre du
squelette solide en adoptant une loi de comportement [143, ?, 144, 151, 146]. Pour obtenir une
formulation couplée entre les trois phases, les effets de la succion et de la température sur la
déformation et sur le degré de saturation sont modélisés en écrivant deux lois de comportement.
La première loi introduit la relation entre la contrainte totale nette et la déformation en tenant
compte des effets de la succion et de la température. La deuxième loi représente l’évolution
du degré de saturation en fonction du niveau de la contrainte appliquée, de la succion et de la
température. La loi de comportement du squelette solide se limite au cas linéaire en simplifiant
celle du cas hyperbolique paramétrée par la succion et la température [143].
2.2.1.1 Équation d’équilibre
En supposant l’hypothèse des petites perturbations et en définissant le tenseur de contraintes
nettes (σij − δijpg), l’équilibre mécanique d’un sol non saturé s’écrit comme suit :
(σij − δijpg),j + pg,i + bi = 0 (2.1)
où σij est le tenseur de contrainte totale, δij est le delta de Kronecker, pg est la pression du gaz
et bi est la force volumique appliquée sur Ω.
2.2.1.2 Lois de comportement
La première loi constitutive du squelette (relation contrainte-déformation) peut donc être définie
incrémentalement en terme de variation de contrainte totale nette d(σij − δijpg) comme suit :
d(σij − δijpg) = Dijkldεσkl (2.2)
où Dijkl est la matrice de rigidité élastique linéaire et dεσkl est l’incrément de la déformation dûe
à la variation de contrainte totale nette dans les sols non saturés.
Il est supposé que :
dεσkl = dεkl − dεsuckl − dεTkl (2.3)
où dεkl est l’incrément de la déformation totale. dεsuckl et dεTkl sont les incréments de la déforma-
tion volumique dûe respectivement, à la variation de succion et de température.
Par identification de l’équation (3.80) dans (3.79), on obtient :
d(σij − δijpg) = Dijkl(dεkl − dεsuckl − dεTkl) (2.4)
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Dans cette équation dεsuckl et dεTkl s’écrivent comme suit :
d(pg − pw)δkl = Dsuckmdεsucml ⇒ dεsuckl = (Dsucmk )−1d(pg − pw)δml (2.5a)
d(T )δkl = D
T
kmdε
T
ml ⇒ dεTkl = (DTmk)−1d(T )δml (2.5b)
où d(pg − pw) et d(T ) sont respectivement, l’incrément de la succion et de la température.
Dsucmk = βsuc[1, 1, 0]
T et DTmk = βT [1, 1, 0]
T dans lesquelles βsuc et βT s’obtiennent à partir de
la surface d’état de l’indice des vides (e).
En substituant l’équation (3.82) dans (3.81), on obtient :
d(σij − δijpg) = Dijkldεkl − F sucij d(pg − pw)− F Tij d(T ) (2.6)
où F sucij = Dijkl(Dsuclk )−1 et F Tij = Dijkl(DTlk)−1.
La matrice de rigidité élastique linéaire Dijkl s’écrit :
Dijkl = λδijδkl + µ(δikδjl + δilδjk) (2.7)
où λ et µ sont les coefficients de Lamé qui dans un milieu non saturé dépendent des variables
indépendantes (σ − pg), (pg − pw) et (T ) :
Dijkl(λ, µ) = Dijkl(K0, Et) = Dijkl(σ − pg, pg − pw, T ) (2.8)
où Et est le module tangent d’élasticité et K0 est le module de compressibilité volumique cal-
culé à partir de la surface d’état de l’indice des vides (e).
Dans un cadre linéaire, le module tangent d’élasticité Et est évalué comme :
Et = El + Esuc + ET (2.9)
où El est le module d’élasticité en l’absence de la succion sous conditions isothermes.
Il faut noter que la rigidité initiale augmente avec la succion. msuc étant constant, Esuc présente
l’effet de la succion sur le module d’élasticité :
Esuc = msuc(pg − pw) (2.10)
Tandis que, ET reproduit les aspects thermiques du problème traité :
ET = mTT (2.11)
où mT est constant.
Par conséquent, en injectant (3.84) dans (3.83), la première loi constitutive s’obtient comme
suit :
d(σij − δijpg) = (λδijdεkk + 2µdεij)− F sucij d(pg − pw)− F Tij d(T ) (2.12)
La relation déformation-déplacement, décrivant la cinématique de la déformation s’écrit :
dεij =
1
2
(ui,j + uj,i) (2.13)
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En substituant la première loi de comportement (3.88) dans l’équation d’équilibre (2.1), on
obtient l’équation d’équilibre finale pour le squelette solide, sous la forme suivante :
(λ+ µ)uj,ij + µui,jj + F
sucpw,i + (1− F suc)pg,i − F TT,i + bi = 0 (2.14)
Dans ce qui précède, il a été mentionné que les effets de la déformation sur la distribution de
la température et de la succion dans le squelette solide et les effets inverses doivent être pris
en compte dans le modèle via des surfaces d’état en indice des vides et en degré de saturation,
dépendantes de la température et de la succion.
Dans ce qui suit, on essaiera de retrouver les relations des surfaces d’état de e et de Sr afin
de calculer les différents paramètres mécaniques dépendants de la succion et de la température
présentés dans cette partie.
Surface d’état de l’indice des vides
Comme déjà mentionné, la surface d’état de l’indice des vides (e) est une fonction des variables
indépendantes (σ − pg), (pg − pw) et (T ) :
e = f(σ − pg, pg − pw, T ) (2.15)
Les effets de la succion et de la température sur la déformation (3.88) s’expriment respective-
ment par βsuc et βT :
βsuc =
1
1 + e
∂e
∂(pg − pw) (2.16a)
βT =
1
1 + e
∂e
∂T
(2.16b)
En considérant la définition du module de compressibilité volumique (variation relative de vo-
lume sous l’effet d’une pression appliquée), celui d’un sol non saturé s’écrit :
dεv =
1
1 + e
∂e
∂(σ − pg)d(σ − pg) = K
−1
0 d(σ − pg) (2.17)
Afin d’assurer la compatibilité avec la loi linéaire, le module de compressibilité volumique doit
être défini de sorte que les propriétés volumiques des sols non saturés soumis à des variations
monotones croissantes du degré de saturation soient assurées. L’expression suivante du module
de compressibilité volumique est simplifiée par rapport à celle proposée par Gatmiri [142] dans
le cas non linéaire :
K0 =
KL0 Patm
ae − be (pg − pw)
σe
(2.18)
où KL0 est le module de compressibilité volumique en l’absence de la succion, ae et be sont des
constantes, σe est la pression de gonflement et Patm est la pression atmosphérique.
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Pour une succion nulle (pg − pw) = 0, en choisissant ae = 1, on obtient la forme générale de la
loi linéaire :
K0 = K
L
0 Patm (2.19)
Ainsi, l’expression finale de e de ce modèle non isotherme s’écrit comme suit :
e =
(1 + e0) exp (−ce(T − T0))
exp
(σ − pg)
(
ae − be
σe
(pg − pw)
)
+ be(pg − pw)
KL0 Patm

− 1 (2.20)
On note que cette relation dérive des équations concernant le module d’élasticité et le module
de compressibilité volumique du modèle linéaire. En considérant une succion, une température
et une contrainte nulles, on observe que e = e0 (indice des vides initial).
Ainsi, βsuc et βT s’écrivent :
βsuc =
be
KL0
(1− σ − pg
σe
) (2.21a)
βT = ce (2.21b)
Surface d’état du degré de saturation
La deuxième loi constitutive (relation contrainte-succion-degré de saturation) a été générale-
ment décrite en fonction de la succion, de la contrainte nette et de la température telle que :
Sr = f(σ − pg, pg − pw, T ) (2.22)
Cependant, une variation de la succion peut produire un changement plus important dans le
degré de saturation ou de la teneur en eau que celui produit par un changement de contrainte
normale nette [133]. Pour cette raison et pour simplifier les équations, le degré de saturation
s’écrit en fonction de la succion et de la température.
De nombreuses relations ont été utilisées pour définir le degré de saturation des sols non saturés,
mais la forme exponentielle basée sur des variations de succion et de température est la plus
commune et la plus fiable. Le degré de saturation s’écrit [143] :
Sr = 1− (1− exp (as(pg − pw))) (exp (bs(T − T0))) (2.23)
dans laquelle as et bs sont des constantes.
À noter que la contrainte nette (σ − pg) a été négligée pour simplifier l’équation. Alors, on
revient sur la notion classique de la courbe de rétention de l’eau qui varie cependant avec la
température.
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2.2.2 Eau (liquide et vapeur)
Comme cela a été décrit, après avoir abordé les aspects mécaniques du comportement dans la
partie précédente, on étudiera le transfert de l’humidité (liquide et vapeur) se produisant au
sein d’un milieu non saturé dans des conditions non isothermes, ainsi que la conservation de la
masse de ce constituant.
2.2.2.1 Transfert en phase liquide
Plusieurs mécanismes ont été utilisés pour expliquer l’écoulement de l’eau liquide à travers un
sol non saturé. Par exemple, un gradient de la teneur en eau, ou de la succion, ou du charge
hydraulique ont tous été considérés comme des potentiels porteurs (driving potentials). Il est
important d’utiliser la forme de la loi d’écoulement qui régit proprement le mouvement de
l’eau.
Bien que le changement de volume du sol se produit à la suite d’un changement de la teneur
en eau dans le sol, il n’est pas correct de supposer que l’eau s’écoule d’un point ayant la plus
forte teneur en eau vers un point ayant une teneur en eau inférieure. Ce type de loi d’écoulement
n’a pas une base fondamentale, car l’eau peut aussi s’écouler inversement, d’un endroit ayant
la plus basse teneur en eau à un endroit ayant une teneur en eau supérieure. Cela est possible
sous l’influence des facteurs tels que la différence de pression de l’air, les effets d’hystérésis,
les différences de concentration chimique ou thermique. Par conséquent, un gradient de teneur
en eau ne doit pas être utilisé comme un potentiel d’écoulement de l’eau [133].
Dakshanamurthy et Fredlund [99] ont supposé que l’écoulement est défini de façon plus conve-
nable en terme d’un gradient de charge hydraulique pour chacun des fluides (air et eau). Ainsi,
ce n’est pas le gradient de succion qui produit l’écoulement en phase liquide dans le sol non
saturé. Dans le cas particulier où le gradient de pression de l’air est nul, le gradient de la succion
sera numériquement égal au gradient de pression de l’eau. C’est la situation courante dans la
nature.
Richards [284] a supposé que la différence essentielle entre l’écoulement dans un milieu po-
reux saturé et non saturé réside dans le fait que sous cette dernière condition, la pression est
déterminée par les forces capillaires. Différents auteurs [142, 143, 144, 274] ont confirmé cette
hypothèse.
Plusieurs chercheurs ont proposé la généralisation de la loi de Darcy pour le transfert de l’eau
dans le sol non saturé [60, 81, 284]. La loi de Darcy généralisée reste la plus utilisée dans les
modélisations théoriques et numériques des écoulements dans les milieux poreux, bien qu’une
justification expérimentale rigoureuse de la généralisation de ce modèle aux conditions non sa-
turées semble indispensable [187].
En utilisant cette loi et selon l’hypothèse de Richards [284], l’équation de transfert de l’eau dans
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les sols non saturés s’écrit comme suit :
U = qw
ρw
= −Kw∇(Ψ + z) (2.24)
avec
U : vitesse d’écoulement de l’eau m/s,
qw : vecteur de flux de densité du liquide en kg/m2s,
ρw : poids spécifique du fluide en kg/m3,
Kw : tenseur de perméabilité à l’eau du milieu en m/s,
Ψ : potentiel capillaire en m,
z : cote du point considéré ou le terme de gravitation en m.
Dans un problème non isotherme, le potentiel capillaire Ψ varie en fonction de la teneur en hu-
midité et de la température. Celui pour une température de référence Ψr, en termes de succion,
prendra la forme suivante :
Ψr(pg − pw) = pg − pw
γw
(2.25)
Ewen et Thomas [124] ont également écrit le potentiel capillaire dans une température de réfé-
rence en terme de teneur en eau :
Ψr(θw) =
−2, 41− 0, 002θw
g
(2.26)
La variation du potentiel capillaire en fonction de la température est considérée par l’introduc-
tion de la tension superficielle de l’eau, σ(T ) [143] :
Ψ(θw, T ) =
σ(T )
σr
Ψr(θw) (2.27)
où σr est la tension superficielle de l’eau dans une température de référence.
Par conséquent, le paramètre ∇(Ψ) dans l’équation (2.24) s’écrit comme :
∇Ψ(θw, T ) = ∂Ψ
∂T
∇T + ∂Ψ
∂θw
∇θw (2.28)
où
∂Ψ
∂T
=
Ψr(θw)
σr
dσ(T )
dT
(2.29)
∂Ψ
∂θw
=
σ(T )
σr
dΨr(θw)
dθw
(2.30)
Donc, le terme ∂Ψ
∂θw
∇θw dans l’équation (2.28) peut s’écrire comme :
∂Ψ
∂θw
∇θw = σ(T )
σr
∇Ψr = σ(T )
σrγw
∇(pg − pw) (2.31)
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T (◦C) T (◦K) σ(T )
0 273 0,0757
10 283 0,0742
20 293 0,07275
30 303 0,0712
40 313 0,0696
50 323 0,0679
60 333 0,0662
70 343 0,0644
80 353 0,0626
100 373 0,0588
Tableau 2.1 — Tension superficielle de l’eau, d’après Fredlund et Rahadjo [133]
En substituant les relations (2.29) et (2.31) dans l’équation (2.24), la vitesse de l’eau en terme
de succion sera représentée par :
U = qw
ρw
= −DTw∇T −DPw∇(pg − pw)−Dw∇z (2.32)
où
DTw : diffusivité thermique de l’eau, Kw
Ψr(θw)
σr
dσ(T )
dT
,
DPw : diffusivité isotherme de l’eau, Kw
σ(T )
σrγw
,
Dw : diffusivité due à la pesanteur, Kw.
Tension superficielle de l’eau
On sait que la tension superficielle de l’eau dans le sol non saturé diminue avec l’augmentation
de la température. Mohamed et al. [254], d’après le manuel CRC de chimie et de physique [332]
(Tab. 2.1), ont formulé la relation entre la tension superficielle σT et la température comme suit :
σ(T ) = (75.882− 0.165 T )× 10−3 (2.33)
où σ(T ) est en N/m et T est en ◦C.
L’autre formulation est présentée par Thomas et Li [320] :
σ(T ) = 0.1171− 0.0001516 T (2.34)
où T est en ◦K.
Les variations de σ(T ) en fonction de la température entre 0 et 100 ◦C sont présentées dans la
figure (2.1).
Chapitre 2. Modélisation thermo-hydro-mécanique des sols non-saturés 41
0.05
0.06
0.07
0.08
0 20 40 60 80 100 120
T (°C)
T
e
n
s
io
n
 S
u
rf
a
c
iq
u
e
 (
N
/m
)
Valeurs expérimentale
Mohamed et al., 1992
Thomas et Li, 1997
Figure 2.1 — Tension superficielle de l’eau (N/m) en fonction de la température (◦C)
Coefficient de perméabilité à l’eau du milieu
Le coefficient de perméabilité à l’eau d’un sol Kw est une mesure de l’espace disponible pour
l’écoulement de l’eau dans le sol. L’eau liquide dans un sol non saturé, peut seulement s’écouler
à travers les espaces poreux remplis par l’eau. Les pores remplis d’air sont des canaux isolants
de l’écoulement de l’eau. Le coefficient de perméabilité dépend des propriétés du fluide et des
propriétés du milieu poreux. Différents types de fluides (par exemple, eau et huile) ou différents
types de sol (par exemple, sable et argile) produisent des valeurs différentes pour le coefficient
de perméabilité [133].
En outre, il est évident que selon la façon dont sont déposés les sédiments dans la nature, la
perméabilité à l’eau horizontale est normalement plus significative dans l’écoulement de l’eau.
Le rapport de la perméabilité horizontale à la perméabilité verticale est compris entre 1 et 100.
Mais, dans cette étude, l’écoulement de l’eau est considéré comme étant isotrope.
Le coefficient de perméabilité à l’eau du milieu s’écrit sous la forme générale suivante :
Kw =
ρwg
µw
Kint (2.35)
avec
µw : viscosité de l’eau Ns/m2,
Kint : perméabilité dite géométrique ou intrinsèque du milieu m2.
Cette équation montre l’influence de la densité ρw et de la viscosité de l’eau µw sur le coefficient
de perméabilité.
La perméabilité intrinsèque d’un sol Kint représente les caractéristiques du milieu poreux et est
indépendante des propriétés du fluide. Les caractéristiques du milieu poreux sont fonctions des
propriétés du volume-masse du sol. Pour cette raison, Kw s’écrit en fonction de n’importe quel
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couple de trois propriétés possibles de volume-masse (Sr, e, θw) [133, 220].
Dans un sol non saturé, le coefficient de perméabilité dépend considérablement de la gradation
du sol et de la composition, l’indice des vides, le tissu et le degré de saturation [211]. Pour un
sol donné, si le tissu ne change pas significativement au cours du processus de consolidation,
l’indice des vides et le degré de saturation sont les principaux facteurs contrôlant la perméabi-
lité. Mais, en général, le changement de l’indice des vides dans un sol non saturé est faible et
son effet sur le coefficient de perméabilité est secondaire. Cependant, l’effet d’un changement
du degré de saturation peut être très important. Par conséquent, le coefficient de perméabilité
est souvent décrit comme une fonction singulière du degré de saturation Sr ou de la teneur en
eau θw.
Comme déjà mentionné auparavant, l’eau s’écoule à travers les espaces poreux remplis par
l’eau. Donc le pourcentage des vides remplis d’eau est un facteur important. Lorsqu’un sol
devient non saturé, l’air remplace d’abord une partie de l’eau dans les grands pores. Cela pro-
duit l’écoulement de l’eau à travers les plus petits pores avec une tortuosité accrue au chemin
d’écoulement. Une nouvelle augmentation de la succion du sol aboutit à une nouvelle diminu-
tion du volume de pores occupés par l’eau. Autrement dit, le coefficient de perméabilité à l’eau
diminue rapidement au moment où l’espace disponible pour l’écoulement de l’eau se réduit.
Relations entre le coefficient de perméabilité à l’eau et le degré de saturation
Brooks et Corey [58] ont été les premiers à proposer l’obtention du coefficient de perméabilité à
partir de la courbe de succion et de degré de saturation (pg−pw, Sr) (Fig. 2.2). Trois paramètres
du sol peuvent être identifiés à partir de cette courbe : la valeur du point d’entrée d’air (pg −
pw)b, le degré de saturation résiduel Sru, et l’indice de distribution de taille des pores Id. Ces
paramètres sont facilement visualisés si l’état de saturation s’exprime en termes de degré de
saturation effectif Sre [87] :
Sre =
Sr − Sru
1− Sru (2.36)
Le degré de saturation résiduel Sru, est défini comme étant le degré de saturation auquel une
augmentation de la succion ne produit pas un changement significatif dans le degré de saturation
(Fig. 2.2(a)). Le degré de saturation effectif Sre, peut être calculé en estimant d’abord le degré
de saturation résiduel. Le degré de saturation effectif est alors tracé en fonction de la succion
comme illustré dans la Fig. 2.2(b). Deux lignes horizontale et inclinée peuvent être tracées par
les points. Cependant, les points ayant des valeurs élevées de la succion peuvent ne pas se
trouver sur la ligne droite utilisée pour la première estimation du degré de saturation résiduel.
Par conséquent, le point ayant la succion la plus élevée doit être forcé à passer par la ligne
droite en estimant une nouvelle valeur de Sru (voir Fig. 2.2(b)). Une deuxième estimation du
degré de saturation résiduel est ensuite effectuée pour recalculer les valeurs pour le degré de
saturation effectif. Une nouvelle courbe de succion et de degré de saturation effectif peut alors
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(a) Courbe de succion et de degré de saturation (b) Courbe de degré de saturation effectif et de
succion
Figure 2.2 — Détermination de la valeur du point d’entrée d’air (pg − pw)b, degré de satu-
ration résiduel Sru et indice de distribution de taille des pores Id (d’après Brooks et Corey,
1964).
être obtenue. La procédure ci-dessus est répétée jusqu’à ce que tous les points sur la ligne
inclinée constituent une ligne droite. Cela se produit généralement par la deuxième estimation
du degré de saturation résiduel.
La valeur du point d’entrée d’air du sol (pg−pw)b, est la valeur de succion qui doit être dépassée
avant que l’air recule dans les pores de sol. Le point d’intersection entre la ligne en pente droite
et l’ordonnée de saturation (Sre = 1) dans la Fig. 2.2(b) définit la valeur du point d’entrée d’air
du sol. La ligne inclinée pour les points ayant des succions plus grandes que la valeur du point
d’entrée d’air peut être décrite par l’équation suivante :
Sre =
(
(pg − pw)b
(pg − pw)
)Id
pour (pg − pw) Â (pg − pw)b (2.37)
avec
Id : indice de distribution de taille des pores défini comme étant la pente négative de la courbe
de degré de saturation effectif et de succion.
Le coefficient de perméabilité à l’eau d’après Brooks et Corey [58] s’écrit comme suit :{
Kw = Ks pour (pg − pw) ¹ (pg − pw)b
Kw = KsS
δ
re pour (pg − pw) Â (pg − pw)b
(2.38)
avec
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Ks : coefficient de perméabilité à l’eau pour le sol dans le cas saturé (c-à-d, Sr = 100%),
δ : constante empirique qui vaut
(
=
2 + 3Id
Id
)
.
Tab. (2.2) présente les valeurs de δ et leurs Id correspondants pour différents types du sol.
Sol δ Id Référence
sable uniforme 3,0 ∞ Irmay [185]
sol et roches poreux 4,0 2,0 Corey [86]
dépôts de sable naturel 3,5 4,0 Averjanov [17]
Tableau 2.2 — valeurs de δ et de Id
Relations entre le coefficient de perméabilité à l’eau et la succion
Le coefficient de perméabilité à l’eau Kw peut également être exprimé en fonction de la succion
en substituant le degré de saturation effectif (2.37), dans la fonction de perméabilité (2.38) [58].
Le facteur le plus important contrôlant la valeur de la perméabilité est le degré de saturation
(ou la succion). Les changements de la perméabilité de trois ou de plusieurs ordres de grandeur
en variant le degré de saturation, sont connus. Les résultats typiques concernant la variation
de la perméabilité à l’eau avec la succion du sol et le degré de saturation sont présentés dans
la Fig. (2.3). Ils correspondent aux essais sur des échantillons de billes de verre réalisés par
Topp et Miller [321] et signalés par Mualem [256]. Il s’avère que la relation entre Kw et Sr est
susceptible d’être plus utile puisque les effets d’hystérésis sont beaucoup plus petits. Cependant,
les relations entre Kw et Ψ sont souvent utilisées dans des analyses d’écoulement de l’eau,
généralement sans tenir compte d’hystérésis.
Plusieurs expressions empiriques ont été données pour la relation Kw−Sr et Kw−Ψ. Certaines
d’entre eux sont présentées ci-dessous :
– Irmay (1954), Corey (1957) :
Kw = Ks
(
Sr − Sru
1− Sru
)d
, d =

3 (Irmay [185])
4 (Corey [86])
3, 5 (Kovacs [205])
(2.39)
– Gardner (1958) [135] :
Kw =
Ks
1 + a
(
pg − pw
ρwg
)n (2.40a)
Kw = Ks exp
(
−n pg − pw
ρwg
)
(2.40b)
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(a)
(b)
Figure 2.3 — Variation de la perméabilité à l’eau d’un échantillon de billes de verre avec (a)
succion du sol et (b) degré de saturation (d’après Topp et Miller, 1966).
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– Gardner (1960) [136] :
Kw =
a
b+ (pg − pw)n (2.41)
– Scott (1963) [303] :
Kw = Ks(1− n(1− Sr)) (2.42)
– Brutsaert (1968) [59] :
Kw = KsS
n
r (2.43)
– Arbhabhirama et Kndakorn (1968) [13] :
Kw =
Ks
1 +
(
pg − pw
(pg − pw)b
)n (2.44)
– Richards et Chan (1969) [283] :
Kw = E +
D
A+Bsm + Csn
(2.45)
– Nielsen et al. (1986) [265] :
Kw = KsS
n
re
(
1− (1− S1/mre )m
)2 (2.46)
a, b, n, m, A, B, C, D, E sont des paramètres liés au type du sol considéré.
Par exemple, l’équation proposée par Gardner [135] (équation. 2.40) est illustrée sur la Fig.
(2.4). Cette équation fournit une fonction de perméabilité flexible définie par deux constantes,
a et n. La constante n désigne la pente de la fonction, et la constante a est liée au point d’arrêt
de la fonction. Quatre fonctions typiques avec les différentes valeurs de a et de n sont illustrées
dans la Fig. (2.4).
Afin de combiner les effets de l’indice des vides et de la saturation, il est proposé d’utiliser un
modèle de produit comme suit :
Kw(Sr, e) = f1(Sr)f2(e) = Kw(Sr, e0)10
(e−e0)/α (2.47)
où e0 est l’indice des vides initial (ou référence) et α est la pente de la relation linéaire log10Kw
en fonction de e pour un Sr constant.
La relation suivante est proposée par Alonso et al. [6] :
Kw(Sr, e) = A
(
Sr − Sru
1− Sru
)3
10eα (2.48)
où A et α sont des constantes.
En se basant sur des données expérimentales effectuées par Villar et al. [329], l’expression de
la conductivité hydraulique du sol non saturé a été adaptée comme :
Kw(Sr, e) = 1.2 e
−16
(
Sr − 0.05
1− 0.05
)3
105e (2.49)
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Figure 2.4 — Modèle de Gardner pour le coefficient de perméabilité à l’eau en fonction de
la succion.
Aussi, Thomas et Li [320] ont proposé la forme suivante :
Kw(θ, n) =

1.9× 10−13 exp
(
76.56
θ
n
)
; θ ≺ 0.052
1.5× 10−10 exp
(
28.06
θ
n
− 12.23
(
θ
n
)2)
; 0.052 ≺ θ ¹ n
(2.50)
Relations entre le coefficient de perméabilité à l’eau et la température
L’effet du changement de volume du squelette et l’effet de la teneur en eau sur la perméabilité
sont respectivement, présenté par l’intermédiaire des surfaces d’état en indice des vides et en
degré de saturation qui sont, toutes les deux, dépendantes de la température.
De plus, les travaux expérimentaux de Habibagahi [175] mettent en évidence une variation de
la perméabilité à l’eau lors de l’échauffement. Sur la Fig. (2.5), on observe les résultats de la
variation de la perméabilité en fonction de la température et de l’indice des vides. On constate
que pour le même indice des vides, la perméabilité augmente avec l’augmentation de la tempé-
rature.
Afin d’intégrer les phénomènes liés à la variation de la température dans la formulation, les
effets thermiques sont souvent pris en considération à travers la variation de viscosité de l’eau
en fonction de la température. L’augmentation de la perméabilité à l’eau avec la température
peut être due au fait qu’en chauffant, la viscosité de l’eau diminue, en induisant une diminution
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Figure 2.5 — perméabilité à l’eau-influence de la température (d’après Habibagahi, 1977).
des frottements intervenant lors de l’écoulement de l’eau dans le matériau.
Donc, pour des problèmes non-isothermes, la dépendance de la perméabilité hydraulique à
l’égard de l’indice des vides, du degré de saturation et de la température du sol doit être adaptée
dans la formulation en utilisant la relation entre Kw et la viscosité dynamique de l’eau µw :
Kw(Sr, e, T ) =
µw(Tr)
µw(T )
Kwr(Sr, e) (2.51)
avec
T : température où l’indice inférieur r désigne la température de référence, qui est 20◦C,
Kwr : coefficient de perméabilité à l’eau à la température de référence absolue (m.s−1),qui est
défini dans la partie précédente.
La même notion a été considérée par Gatmiri [143]. Elle s’exprime par :
Kw(Sr, e, T ) = a10
eα
(
Sr − Sru
1− Sru
)d
µw(Tr)
µw(T )
(2.52)
où a, α et d sont des constantes.
Un exemple de la perméabilité relative à l’eau pour modéliser le comportement d’une montmo-
rillonite [329] à une température donnée, est présenté sur la figure (2.6).
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Figure 2.6 — Perméabilité relative à l’eau
Variation de la viscosité de l’eau en fonction de la température
Les valeurs expérimentales de µw en fonction de la température sont présentées dans le Tab.
(2.3).
Plusieurs équations ont été proposées pour déterminer la variation de µw(Ns/m2) en fonction
de la température comme suit :
– Kaye et Laby (1973) [199] :
µw = 0.6612 (T − 229)(−1.562) (2.53)
où T est la température absolue en ◦K.
– Mohamed et al. (1992) [254] :
µw = 10
−3(1.74− 0.05T + 0.001T 2 − 0.0000175T 3) (2.54)
où T est la température en ◦C.
– Gatmiri et al. (1997) [?] :
µw = 1.54158× 10−3 exp(−0.018218(T − 273)) (2.55)
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T (◦C) µw(Ns/m2) (×10−3)
0 1.794
5 1.519
10 1.310
15 1.144
20 1.009
25 0.895
30 0.800
35 0.731
40 0.654
45 0.597
50 0.548
55 0.507
60 0.470
65 0.437
70 0.407
75 0.381
80 0.357
85 0.336
90 0.317
95 0.299
100 0.284
Tableau 2.3 — Variation de la viscosité de l’eau avec la température (d’après Fredlund et
Rahadjo, 1993)
où T est la température absolue en ◦K.
Dans la Fig. (2.7), on présente les variations de µw en fonction de la température entre 0◦C
et 100◦C. Comme on peut le constater, les chargements thermiques font varier la viscosité de
l’eau qui à son tour va entraîner la variation de la perméabilité à l’eau du milieu poreux.
2.2.2.2 Transfert de vapeur
Rollins et al. [286] ont décrit un modèle capillaire soumis à un gradient thermique pour mesurer
la quantité d’humidité se déplaçant dans la phase vapeur. Ils ont écrit le flux de densité de la
vapeur comme étant :
qvap = −
Datm ω
RT
pg
pg − pvap∇pvap (2.56)
avec
qvap : flux de densité de la vapeur en kg/m2s,
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Figure 2.7 — perméabilité à l’eau en fonction de la température.
Datm : diffusivité moléculaire de la vapeur d’eau dans l’air en m2/s,
ω : masse molaire du fluide,
R : constante universelle des gaz de 8.314472 J/mol/K,
T : température absolue en ◦K,
pg : pression de gaz en bar,
pvap : pression partielle de la vapeur d’eau en bar.
Dans les sols non saturés, seulement les vides remplis par l’air sont disponibles pour la diffusion,
ainsi l’équation (2.56) doit être modifiée dans une certaine mesure. Puisque la diffusion des
molécules de vapeur dans les sols suit un chemin plus tortueux à travers les vides, un paramètre
(αθg) est inclu. Donc, l’équation (2.56) devient :
qvap = −αθg
Datm ω
RT
pg
pg − pvap∇pvap (2.57)
où
α : facteur de tortuosité ajouté pour faire intervenir l’effet du ralentissement du flux de vapeur
passant au travers du réseau capillaire qui se forme entre les grains du sol dans le milieu poreux
non saturé,
θg : teneur en air volumique du sol θg = n(1 − Sr), où n est la porosité du milieu et Sr est le
degré de saturation en eau.
Si on suppose que la vapeur d’eau est conforme à la loi des gaz parfaits (pvap = ρvapRT/ω),
l’équation (2.57) devient :
qvap = −Datmναθg∇ρvap (2.58)
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où
ν : pg/(pg − pvap). Dans des conditions thermiques normales des sols, cette valeur est souvent
proche de l’unité,
ρvap : poids spécifique de la vapeur d’eau en kg/m3.
Cette équation simple modifiée est supposée être valide pour la diffusion de la vapeur d’eau
dans le sol par plusieurs chercheurs [206, 273, 327]. Mais, cette théorie néglige l’interaction
des phases vapeur, liquide et solide et aussi la différence entre le gradient de température dans
des pores remplis par l’air et le gradient thermique à l’échelle de l’échantillon lui-même. Philip
et De Vries [274] ont montré comment l’équation modifiée (2.58) peut être étendue pour prendre
en compte :
– une séparation des composants isothermes et non isothermes du transfert de vapeur,
– effet de l’humidité relative sur le transfert.
Afin de retrouver l’expression de la densité de vapeur d’eau ρvap en fonction de la température et
de la teneur en eau, l’équilibre thermodynamique locale entre l’énergie libre de l’eau et l’énergie
libre de la vapeur s’écrit :
gψ = RT ln
(
pvap
pvsat
)
(2.59)
où pvsat est la pression de vapeur saturante, g est l’accélération de la pesanteur et ψ est le po-
tentiel capillaire du milieu.
Par conséquent, l’humidité relative du milieu h peut s’exprimer en fonction du potentiel capil-
laire du milieu par la relation suivante :
h =
pvap
pvsat
= exp(gψ/RT ) (2.60)
En utilisant la loi des gaz parfaits pour une température constante à l’interface de liquide-vapeur,
p/ρ = cte., le rapport devient [121] :
h =
ρvap
ρvsat
= exp(gψ/RT ) (2.61)
Alors :
ρvap = ρvsat(T )h = ρvsat(T ) exp(gψ/RT ) (2.62)
avec
ρvsat : la densité de vapeur d’eau saturée en kg/m3,
h : humidité relative du milieu.
Par conséquent, on aura :
∇ρvap = h∇ρvsat + ρvsat∇h (2.63)
Philip et De Vries [274] ont étudié l’influence de la température sur h pour une valeur constante
de θw. Ils ont constaté que l’effet de la température sur toute la gamme de h est si petite que
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nous pouvons considérer ∂h/∂T = 0. Pour vérifier cette hypothèse en injectant les équations
(2.26), (2.28) et (2.33) dans l’équation (2.60), l’humidité relative peut être réécrite comme suit :
h = exp
(−2.41− 0.002 θ
−1.75
w )
(
75.882− 0.165T
72.582
)
R(T + 273)
 (2.64)
où Tr est supposée égale à 20◦C.
L’autre expression pour l’humidité relative est proposée par Geraminegad et Saxena [169] :
h =
(
1 +
(
θw
0.04ρvsat
)−4.27)−0.42
(2.65)
avec :
ρvsat = 10
−6 exp
(
19.819− 4975.9
T + 273
)
(2.66)
Dans la figure (2.8), on peut constater que pour les valeurs de teneur en eau inférieure à 0.05,
il y a une différence entre les expressions (2.64) et (2.65). Mais en raison des faibles valeurs de
la teneur en eau qui font cette différence et pour simplifier le modèle présenté, l’influence de
la température sur l’humidité relative devient négligeable et l’hypothèse de Philip et De Vries
[274] sera acceptable.
Comme ρvsat et h sont fonctions de T et θw respectivement, l’équation (2.63) s’écrit :
∇ρvap = hdρvsat
dT
∇T + ρvsat dh
dθw
∇θw (2.67)
En utilisant l’équation (2.61) pour évaluer dh/dθw, on obtient :
∇ρvap = hdρvsat
dT
∇T + gρvap
RT
∂ψ
∂θw
∇θw (2.68)
En introduisant (2.68) dans (2.58), nous obtenons une équation de la forme suivante :
qvap
ρw
= −Dθvap∇θw −DTvap∇T (2.69)
où Dθvap et DTvap sont respectivement, les diffusivités isotherme et thermique de la vapeur dans
le milieu :
Dθvap =
Datm
ρw
ναθg
ρvap g
RT
∂ψ
∂θw
(2.70)
DTvap =
Datm
ρw
ναθg
dρvsat
dT
h (2.71)
Cependant, Philip et De Vries [274] ont modifié l’équation de la diffusivité thermique de la
vapeur DTvap, parce qu’elle sous-estime le transport de vapeur d’eau par un facteur de 3 à 10.
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Figure 2.8 — Influence de la température sur l’humidité relative dans l’équation (2.65)
Ils ont constaté que le flux de vapeur décroît avec la diminution de la section dite effective
existante au sein du matériau non saturé, car la vapeur ne traverse que les pores remplis d’air.
Cette section semble dépendre de la quantité d’air qui se trouve à l’intérieur du sol. Elle diminue
avec l’augmentation de la teneur en eau. Autrement dit, au-dessous d’une certaine teneur en eau
(critique), la vapeur peut traverser tout l’espace poreux rempli d’air, alors qu’en se rapprochant
d’une teneur en eau du même ordre de grandeur que la porosité (n) du sol, cet espace tend
vers zéro [187]. Ce concept est pris en compte dans l’expression de DTvap par le facteur (θg +
f(θg)θw) dans lequel :
f(θg) =
{
θg/θ
k
g pour 0 ≺ θg ≺ θkg
1 pour θg º θkg
(2.72)
où θkg est la teneur en air pour laquelle la continuité liquide dans les pores n’existe plus. Cette
valeur est en relation directe avec la teneur en eau critique.
Aussi, afin d’introduire les aspects microscopiques du flux de chaleur, ils ont proposé de tenir
compte d’un facteur nommé (∇T )a. Ils ont considéré qu’au niveau des petits chemins de pas-
sage de ce flux formé à l’intérieur du sol, les gradients de température sont plus importants par
rapport aux gradients thermiques à l’échelle de l’échantillon lui-même [187].
Cette équation a été retrouvé en bon accord avec les observations expérimentales :
DTvap =
(
Datm
ρw
)
ν (θg + f(θg)θw) h
(∇T )a
∇T
dρvsat
dT
(2.73)
avec
(∇T )a : gradient moyen de la température dans les pores remplis par l’air,
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∇T : gradient thermique à l’échelle de l’échantillon.
En se basant sur la méthode de calcul de Preece [278], qui a été liée au travail de De Vries [108],
on a :
(∇T )a
∇T =
1
3
(
2
1 +BG
+
1
1 +B (1− 2G)
)
(2.74)
avec
B =
λg + λv
λw − 1 (2.75)
G =

0.3333− 0.325n− θw
n
, 0.09 ≺ θw ≺ n
0.0033 + 11.11
(
0.33− 0.325 n− 0.09
n
)
θw, 0 ≺ θw ≺ 0.09
(2.76)
où λg est la conductivité thermique de l’air (0.0258W/mK), λw est la conductivité thermique
de l’ eau (0.6W/mK) et λv la conductivité thermique de la vapeur représentée par :
λv = DatmνhL
dρvsat
dT
(2.77)
L introduit la notion de chaleur latente de l’évaporation.
L’équation de Philip et De Vries est modifiée par Ewen et Thomas [124] en considérant le
facteur du chemin de flux de la vapeur f dans les deux termes du gradient de la température
et de l’humidité. Ils ont constaté que si la vitesse de la vapeur est proportionnelle au gradient
de la densité de la vapeur, f apparaît dans les deux termes du gradient. Philip et De Vries ont
élaboré les termes séparément et n’ont pas concilié le développement du terme de gradient de
la température avec le terme du gradient de l’humidité.
Enfin, la formulation finale de l’équation du flux de la vapeur s’écrit en fonction de la variable
indépendante de la succion (pg − pw) comme suit [143] :
qvap
ρw
= V = −DTv∇T −DPv∇(pg − pw) (2.78)
où
DTv =

Datm
ρw
ν n
(∇T )a
∇T
(
h
dρvsat
dT
)
, θw ≺ n
0, θw = n
(2.79)
DPv =

Datm
ρw
ν n ρvap
g
RT
σ(T )
σrγw
, θw ≺ n
0, θw = n
(2.80)
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2.2.2.3 Transfert total de l’humidité
Le mouvement total de l’humidité dans le sol non saturé du aux gradients de température et
de teneur en eau (ou de succion) est égal à la somme des écoulements qui ont lieu en phases
gazeuse et liquide. Par conséquent, on a :
q
ρw
=
qvap
ρw
+
qw
ρw
= V + U
= −DT∇T −DP∇(pg − pw)−Dw∇z
(2.81)
avec
DT : diffusivité thermique de l’humidité égale à :
DT = DTv +DTw =

Datm
ρw
νn
(∇T )a
∇T h
dρvsat
dT
+ Kw
Ψr(θw)
σr
dσ(T )
dT
, θw ≺ n
Kw
Ψr(θw)
σr
dσ(T )
dT
, θw = n
(2.82)
DP : diffusivité isotherme de l’humidité égale à :
DP = DPv +DPw =

σ(T )
σrγw
(
Datm
ρw
νnρvap
g
RT
+ Kw
)
, θw ≺ n
Kw
σ(T )
σrγw
, θw = n
(2.83)
Dw : diffusivité due à la pesanteur égale à :
Dw = Kw (2.84)
2.2.2.4 Conservation de la masse d’humidité
L’équation de conservation de la masse d’humidité exprime l’équilibre entre les flux d’en-
trées/sorties et la variation instantanée de l’espace poreux disponible dans un volume élémen-
taire de contrôle :
∂ρm
∂t
+ div(ρm(V + U)) = 0 (2.85)
La densité homogénéisée de l’humidité, une quantité caractéristique du constituant eau, est
définie par,
ρm =
Mw +Mvap
V
= ρwθw + ρvapθg = ρw nSr + ρvap n(1− Sr) (2.86)
En considérant que la variation de ρw et de ρvap avec le temps est négligeable, nous obtenons :
∂ρm
∂t
= (ρwSr + ρvap(1− Sr)) ∂n
∂t
+ (ρw n− ρvap n)∂Sr
∂t
(2.87)
Chapitre 2. Modélisation thermo-hydro-mécanique des sols non-saturés 57
En injectant l’équation (2.87) dans l’équation (2.85) et en supposant que la valeur de ρw dans le
milieu est constante, nous aurions :
(ρwSr + ρvap(1− Sr)) ∂n
∂t
+ (ρw n− ρvap n)∂Sr
∂t
=
ρwdiv(DT∇T +Dp∇(pg − pw) +Dw∇z)
(2.88)
En supposant que les coefficients du premier membre de l’équation (2.88) sont constants :
(ρwSr + ρvap(1− Sr))∂n
∂t
+ (ρw n− ρvap n)∂Sr
∂t
=
ρw(−Dp∇2pw +Dp∇2pg +DT∇2T )
(2.89)
Toutefois, il est nécessaire de trouver les deux termes qui apparaissent dans cette équation ∂n/∂t
et ∂Sr/∂t selon les variables d’état du problème.
La variation de la porosité du milieu avec le temps s’écrit :
∂n
∂t
=
∂εv
∂t
=
∂uk,k
∂t
(2.90)
où εv est la déformation volumique du milieu poreux.
L’évolution de Sr avec le temps s’écrit :
∂Sr
∂t
= g1
∂(pg − pw)
∂t
+ g2
∂T
∂t
(2.91)
avec
g1 =
∂Sr
∂(pg − pw) ,
g2 =
∂Sr
∂T
.
Les équations (2.90) et (2.91) sont identifiées dans la relation (2.88). Cela nous fournit l’équa-
tion différentielle finale de la conservation de masse de l’humidité du milieu comme suit :
(ρwSr + ρvap(1− Sr))∂uk,k
∂t
+ n(ρw − ρvap)g1∂(pg − pw)
∂t
+
n(ρw − ρvap)g2∂T
∂t
= ρw(DT∇2T +Dp∇2pg −Dp∇2pw)
(2.92)
2.2.3 Air
2.2.3.1 Transfert de l’air
En général, quand le degré de saturation du milieu diminue à environ 85% ou moins [87],
l’écoulement d’air peut se produire parce que dans ces conditions, l’air interstitiel se présente
sous forme continue. Ainsi, pour les degrés de saturation plus grand que 90%, l’écoulement de
l’air est limité à la diffusion dans l’eau interstitielle [248].
L’écoulement du gaz dans le sol peut se produire à l’intermédiaire de deux mécanismes diffé-
rents : la convection et la diffusion.
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Dans le cas de la convection, aussi appelée l’écoulement de la masse, la force motrice se com-
pose d’un gradient de pression totale de gaz, et il en résulte dans la masse entière de l’air une
ruissellement à partir d’une zone de haute pression à l’une de plus basse pression.
Dans le cas de la diffusion, la force motrice est un gradient de pression partielle (ou de concen-
tration) de n’importe quel membre constitutif du mélange variable de gaz que nous appelons
l’air. Il provoque la migration des molécules du constituant inégalement distribué à partir d’une
zone de haute concentration vers celle de basse concentration alors que le gaz dans son en-
semble peut demeurer isobare et stationnaire.
Dans la suite, pour simplifier les équations, nous ne considérons pas la diffusion de l’air sec
dans le sol. Nous prenons en compte seulement la convection de l’air du sol.
Le flux d’air en convection dans le sol est similaire à certains égards à l’écoulement de l’eau, et
différent d’autres manières. La similitude est dans le fait que l’écoulement des deux fluides est
poussé par, et proportionnel à, un gradient de pression. La dissimilitude résulte de l’incompres-
sibilité relative de l’eau en comparaison de l’air qui est fortement compressible de sorte que sa
densité et sa viscosité sont fortement dépendantes de la pression.
Malgré les différences entre les flux d’eau et d’air, il est possible de formuler l’écoulement de
l’air dans le sol comme une équation analogue à la loi de Darcy pour l’écoulement de l’eau. La
loi de Darcy a été utilisée en Géotechnique par plusieurs auteurs [25, 27, 248] afin d’examiner
l’écoulement de l’air à travers le sol.
Schneebeli [300] a affirmé, à partir de considérations théoriques, que la loi de Darcy peut s’ap-
pliquer de manière satisfaisante à l’étude de l’écoulement des gaz.
En se fondant sur la loi de Darcy pour décrire l’écoulement de l’air dans le problème thermo-
hydro-mécanique, la vitesse de l’air dans le sol non saturé en eau prend la forme suivante :
Vg =
qg
ρg
= −Kg
(
∇(pg
γg
) +∇z
)
(2.93)
avec
qg : vecteur de flux de l’air,
ρg : poids spécifique du gaz,
Kg : perméabilité à l’air du milieu,
pg : pression de l’air,
z : cote du point considéré.
En considérant que la pression du gaz dépend de la température, cette équation s’écrit :
Vg =
qg
ρg
= −Kg
γg
∂pg
∂T
∇T −Kg
(
∇(pg
γg
) +∇z
)
(2.94)
En utilisant l’équation d’état thermodynamique du gaz, 1
γg
∂pg
∂T
peut être remplacé par :
1
γg
∂pg
∂T
=
pg + patm
(T + 273)γg
= βpg (2.95)
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Figure 2.9 — Perméabilité à l’air
Donc,
Vg = −Kgβpg∇T −Kg
(
∇(pg
γg
) +∇z
)
(2.96)
Généralement, la perméabilité à l’air d’un milieu poreux, comme la perméabilité à l’eau, dé-
pend de la granulométrie, de l’indice des vides, de la distribution des dimensions des pores dans
le milieu, du type du sol et du degré de saturation [187].
Plusieurs chercheurs [6, 143, 187, 220, 320], en se basant sur la relation présentée par Yoshimi
et Osterberg [344], ont exprimé une relation linéaire entre le logarithme du coefficient de per-
méabilité à l’air et l’indice des vides, comme suit :
Kg = c
ρgg
µg
(e(1− Sr))d (2.97)
avec
ρg : masse spécifique du gaz 1kg/m3,
µg : viscosité du gaz égale à 1.846× 10−5N.s/m2,
e : indice des vides,
Sr : degré de saturation,
c et d : constantes dépendant du sol étudié.
Dans l’équation (2.97), la perméabilité à l’air dépend d’une manière implicite de la température,
elle est une fonction de la porosité et du degré de saturation du milieu [143]. Cette expression
est utilisée dans ce travail, pour lequel la variation schématique de la perméabilité à l’air en
fonction de e et de Sr est présentée dans la Fig. (2.9).
2.2.3.2 Conservation de la masse d’air
L’équation de conservation de la masse d’air comprend les contributions de l’air sec et de l’air
dissous dans l’eau. Comme mentionné auparavant, la circulation d’air sec a deux contributions :
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un flux advectif lié au mouvement en phase gazeuse conduit par un gradient de pression totale
de gaz et un flux non-advectif correspondant à la diffusion de l’air dans le mélange gazeux qui
est négligé dans ce travail. Cependant, la diffusion de l’air dissous dans l’eau est considérée.
Donc, l’équation de conservation de la masse d’air s’écrit sous la forme suivante :
∂ (ρgn(1− Sr +HSr))
∂t
+ div(ρgVg) + div(ρgHU) = 0 (2.98)
où H est le coefficient de solubilité du gaz dans l’eau ou coefficient d’Henry. La masse d’air
dissous est censée être suffisamment faible pour que les propriétés de l’eau ne soient pas in-
fluencées.
Avec la même approche présentée pour le développement de l’équation de la conservation de
l’humidité, l’équation de conservation de masse d’air peut s’écrire comme :
ρg (1 + (H − 1)Sr) ∂uk,k
∂t
+ ρgn(H − 1)g1∂(pg − pw)
∂t
+
ρgn(H − 1)g2∂T
∂t
=
− ρg(HDpw∇2pw +
(
Kg
γg
+HDpw
)
∇2pg + (Kgβpg +HDTw)∇2T )
(2.99)
2.2.4 Chaleur
2.2.4.1 Transfert de la chaleur
En général, il existe trois principaux modes de transfert d’énergie : conduction, convection et
rayonnement.
La conduction thermique, le premier mode de transfert d’énergie, est la propagation de la cha-
leur dans un milieu par mouvement des molécules internes. Puisque la température est une
expression de l’énergie cinétique des molécules d’un milieu, l’existence d’une différence de
température dans un milieu causera normalement la transmission de l’énergie cinétique par les
nombreuses collisions des molécules rapidement en mouvement dans la région la plus chaude
du milieu avec leurs voisines dans la région la plus froide. Donc, le processus de conduction
thermique est analogue à celui de diffusion. Autrement dit, la diffusion a tendance à équilibrer
la composition d’un mélange dans le temps, la conduction thermique tend à équilibrer la distri-
bution interne de l’énergie cinétique moléculaire d’un milieu [181].
La conductivité thermique contrôle les taux de flux de chaleur par conduction. Comme les va-
leurs de la conductivité thermique pour des minéraux du sol sont beaucoup plus élevées que
celles de l’air et de l’eau, il est évident que l’écoulement de la chaleur par conduction se fait
principalement à travers le squelette solide. Plus un sol est dense, plus sa conductivité thermique
composée est élevée. En outre, puisque l’eau a une conductivité thermique plus élevée que l’air,
un sol humide a une conductivité thermique plus élevée qu’un sol sec.
La convection, le deuxième mode de transfert d’énergie, implique un déplacement d’une masse
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transportant la chaleur dans le milieu. Un exemple plus pertinent au regard de la physique de ce
phénomène dans le sol serait l’infiltration des eaux usées chaudes dans un sol initialement froid
[181]. Le transfert par convection est important s’il y a un débit élevé d’eau ou d’air dans le sol
[252].
Par rayonnement, nous nous référons à l’émission de l’énergie sous forme d’ondes électroma-
gnétiques à partir de tous les corps au-dessus de 0◦K. Selon la loi de Stephan-Boltzmann, toute
l’énergie émise par un corps Jt intégrée sur toutes les longueurs d’onde, est proportionnelle à
la puissance quatre de la température absolue T de la surface du corps.
En plus des trois modes de transfert d’énergie décrits, il y a un phénomène composé qui peut
se reconnaître comme quatrième mode, à savoir le transfert de chaleur latente. Un exemple ty-
pique est le processus de la distillation, qui comprend l’étape d’absorption de la chaleur d’éva-
poration. Celle-ci est suivie par la convection ou la diffusion de la vapeur, et est terminée par
la phase de libération de la chaleur de condensation. Un processus similaire peut également se
produire dans la transition aller-retour de la glace et de l’eau liquide.
Transfert de chaleur par conduction dans le sol non saturé
Le transfert de la chaleur par conduction s’exprime par la loi de Fourier. Cette loi indique que
le flux de chaleur dans un milieu homogène est proportionnel au gradient de température :
h = −λT∇T (2.100)
où
h : flux de chaleur par conduction par unité de section perpendiculaire à la direction de l’écou-
lement et par unité de temps,
λT : conductivité thermique.
conductivité thermique du sol
La conductivité thermique λT est une grandeur physique représentant la quantité de chaleur
transférée par unité de surface et par unité de temps sous un gradient de température de 1 degré
par mètre. Comme montré dans le Tab. (2.4), les conductivités thermiques des constituants du
sol diffèrent très nettement. Par conséquent, la conductivité thermique moyenne d’un sol (au ni-
veau macroscopique) dépend de sa composition minérale et de sa teneur en matière organique,
ainsi que des fractions de volume d’eau et d’air. Puisque la conductivité thermique de l’air est
beaucoup plus petite que celle de l’eau ou de la matière solide, une teneur élevée en air (ou
teneur basse en eau) apporte une basse conductivité thermique. En outre, puisque les propor-
tions d’eau et d’air varient de façon continue, λT est également une variable de temps [181]. La
conductivité thermique est sensible non seulement à la composition du volume d’un sol mais
aussi aux tailles, aux formes, et aux dispositions spatiales des particules du sol.
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constituant densité capacité thermique conductivité thermique
quartz 2, 66× 103 2, 0× 106 8,8
autres minéraux (moyen) 2, 65× 103 2, 0× 106 2,9
matière organique 1, 3× 103 2, 5× 106 0,25
eau (liquide) 1, 0× 103 4, 2× 106 0,57
glace 0, 92× 103 1, 9× 106 2,2
air 1, 25 1, 25× 103 0, 025
Tableau 2.4 — Densité, capacité thermique volumique et conductivité thermique des consti-
tuants de sol (à 10◦C) et de glace (à 0◦C)
De Vries [108] a présenté son modèle théorique pour la conductivité thermique en 1963. Dans
ce modèle, l’un des trois constituants du sol non saturé (eau, air ou squelette solide) peut être
considéré comme un milieu continu dans le sol, dans lequel les deux autres composants sont dis-
persés. Une conductivité thermique composée pour le milieu en entier peut être définie comme
suit :
λT =
fwθwλTw + fgθgλTg + fsθsλTs
fwθw + fgθg + fsθs
(2.101)
avec
fs, fw, fg : facteurs de pondération pour le solide, l’eau et l’air, respectivement,
λTs, λTw, λTg : conductivité thermique du solide, de l’eau et de l’air, respectivement.
En outre, les facteurs de pondération sont calculés en utilisant l’hypothèse que les particules du
sol sont de forme ellipsoïdale. Le facteur de pondération pour le milieu continu (solide, eau ou
air) est égal à l’unité.
Pour un sol non saturé, l’eau peut être considérée comme un milieu continu dans lequel l’air et
des particules du sol sont dispersés (fw = 1). Cette hypothèse s’applique tant que la teneur en
eau est au-dessus d’un certain minimum de sorte que l’eau soit toujours considérée continue.
Les facteurs de pondération pour les phases solide et l’air peuvent alors être calculés conformé-
ment à la relation suivante :
fg =
1
3
3∑
i=1
[
1 +
(
λg
λw
− 1
)
gi
]−1
(2.102)
fs =
1
3
3∑
i=1
[
1 +
(
λs
λw
− 1
)
gi
]−1
(2.103)
où gi sont les facteurs de dépolarisation pour l’ellipsoïde (g1 + g2 + g3 = 1). Les valeurs de gi
sont indépendantes de la taille des particules et ne dépendent que du rapport de la longueur des
axes de l’ellipsoïde.
Quelque soit l’équation utilisée pour calculer la conductivité thermique d’un sol, cela doit don-
ner un résultat se trouvant entre la limite supérieure, obtenue à partir du modèle de flux en
parallèle et la limite inférieure donnée par le modèle de flux en série (Fig. 2.10). Dans ces mo-
dèles, les particules solides sont toutes censées être groupées sans résistance de contact entre
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(a) Modèle de flux en parallèle (b) Modèle de flux en série
Figure 2.10 — Modèles idéalisés pour le flux de chaleur à travers l’unité de volume du sol
elles.
En supposant que la chaleur s’écoule en parallèle à travers des sols non saturés, l’équation de la
conductivité thermique du sol est [143] :
λT = (1− n)λTs + θwλTw + θgλTg (2.104)
Le modèle de flux en série signifie que les résistances thermiques (c.-à-d, l’inverse des conduc-
tivités) sont additionnées, ce qui donne [126] :
1
λT
= (1− n) 1
λTs
+ θw
1
λTw
+ θg
1
λTg
(2.105)
Dans la suite, l’équation (2.104) sera prise en compte afin d’examiner la conductivité thermique.
Les valeurs de λTs, λTw et λTg seront considérées constantes afin de simplifier les équations.
Transfert de chaleur par convection dans un sol non saturé
Lorsqu’un corps solide est exposé à un fluide en mouvement ayant une température différente
de celle du corps, l’énergie est transportée par le fluide [275]. Dans le sol non saturé, les fluides
qui convectent sont : l’air sec, l’eau et la vapeur d’eau. La valeur de transmission de chaleur
pour chaque fluide par unité de gradient de la température est :
VT = cTU (2.106)
avec
cT : capacité thermique volumique de fluide α (= Cmρ),
Cm : capacité thermique massique de fluide α,
U : vélocité du flux de fluide α.
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Capacité thermique volumique de sol non saturé
La capacité thermique volumique d’un sol cT est sa capacité à stocker de la chaleur rapportée
à son volume. C’est la quantité de chaleur stockée par un m3 de sol lorsqu’on le chauffe pour
élever sa température d’un degré. cT dépend de la composition de la phase solide du sol (les
constituants minéraux et organiques), la densité volumique et l’humidité du sol. La valeur de la
capacité thermique volumique de sol non saturé peut être calculée par l’addition des capacités
thermiques des différents constituants, pondérés selon leurs fractions de volume :
cT = (1− n)ρsCms + θwρwCmw + (n− θw)ρvapCmv + (n− θw)ρgCmg (2.107)
où Cms, Cmw, Cmv et Cmg sont respectivement, les capacités thermiques massiques du solide,
de l’eau, de la vapeur et de l’air.
La plupart des sols ont presque les mêmes valeurs de la densité (∼= 2.65 × 103kg/m3) et de la
capacité thermique (' 2.0 × 106J/m3K). La densité de l’eau est moins que la moitié de celle
des particules du sol (∼= 1.0 × 103kg/m3) mais la chaleur thermique de l’eau est le double de
celle du sol (' 4.2 × 106J/m3K). Enfin, la densité de l’air est d’environ 0.001 de celle de
l’eau, et la chaleur thermique de l’air et de la vapeur sont respectivement, Cmg = 1000J/kg K
et Cmv = 1870J/kg K.
Transfert de chaleur latente dans le sol non saturé
La chaleur latente de vaporisation est la quantité d’énergie qu’il faut fournir à 1kg d’eau (à
pression et température constantes) pour obtenir 1kg de vapeur saturée. Donc, la transmission
de chaleur latente est égale à ρvapVhfg où hfg est la chaleur latente de vaporisation de l’eau du
sol. hfg est considérée égale à 2.4× 106 J/kg ou 584.94 cal/g.
Transfert total de chaleur dans le sol non saturé
Puisque le terme de rayonnement est traité comme une condition aux limites [226], il sera
éliminé dans l’équation de transfert total de la chaleur. Par conséquent, le flux total de la chaleur
latente et sensible dans un milieu poreux non saturé s’écrit en se basant sur la théorie de Philip
et De Vries comme :
Q =− λT∇T + (CmwρwU + CmvρvapV + CmgρgVg)(T − T0)+
hfg(ρwV + ρvapVg)
(2.108)
Conservation de l’énergie
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L’équation de conservation de l’énergie dans un milieu poreux peut être exprimée par :
∂ϕT
∂t
+ div(Q) = 0 (2.109)
où Q est le flux de chaleur et ϕT décrit la quantité volumique de chaleur du sol exprimée par :
ϕT = cT (T − T0) + (n− θw)ρvaphfg (2.110)
En introduisant les équations (2.107), (2.108) et (2.110) dans (2.109), l’expression de la conser-
vation d’énergie prendra la forme suivante :
χ1
∂uk,k
∂t
− χ2g1∂pw
∂t
+ χ2g1
∂pg
∂t
+ (χ2g2 + χ3)
∂T
∂t
=
χ6∇2pw + χ5∇2pg + χ4∇2T
(2.111)
avec
χ1 = (−Cmsρs+CmwSrρw +Cmv(1− Sr)ρvap+Cmg(1− Sr)ρg)(T − T0) + ρvaphfg(1− Sr),
χ2 = n(Cmwρw − Cmvρvap − Cmgρg)(T − T0)− ρvaphfgn,
χ3 = (Cmsρs(1− n) + CmwSrρw + Cmv(1− Sr)ρvap + Cmgn(1− Sr)ρg,
χ4 = λT + (CmwρwDTw +CmvρwDTv +CmgKgβPgρg)(T − T0) + hfg(ρwDTv + ρvapKgβPg),
χ5 = (CmwρwDPw + CmvρwDPv + CmgKgρg)(T − T0) + hfg(ρwDPv + ρvaphfg Kgγg ),
χ6 = (−CmwρwDPw − CmvρwDPv)(T − T0)− ρwhfgDPv.

CHAPITRE3Modélisation du
comportement dynamique
des sols non-saturés
LE comportement dynamique des sols saturés a été largement étudié, voir par exemple[36, 39, 279, 280, 355]. Dans l’état de l’art actuel, on peut prétendre que le comporte-
ment des milieux poreux saturés a été bien compris. Au contraire, l’étude du comportement
dynamique des milieux poreux non saturés est un champ relativement nouveau dans le domaine
du génie parasismique. La mesure précise de diverses quantités telles que les pressions dyna-
miques de l’eau et de l’air, et le degré de saturation dans les sols partiellement saturés est une
tâche difficile au cours des chargements dynamiques [282].
La propagation des ondes dans les sols non saturés dans les régions arides et la réponse dyna-
mique de tels milieux sont de grand intérêt dans la géophysique. Cependant, il est bien reconnu
dans la géomécanique que le comportement d’un milieu comprenant plus de deux phases n’est
pas compatible avec les principes et les concepts de la mécanique des sols classique. Cette la-
cune provient de grandes difficultés associées à l’évaluation des effets d’interface dans de tels
milieux. Par conséquent, la prédiction et la simulation du comportement des sols non saturés
sont de grande importance dans la prise de décisions critiques qui affectent beaucoup de facettes
de l’ingénierie de la conception et de la construction.
Zienkiewicz et al. [359] semblent être les premiers à développer un système d’équations pour
l’analyse dynamique des sols partiellement saturés. Ils l’ont obtenu en se basant sur les prin-
cipes de la moyenne volumique locale dans le cadre de la théorie de fraction volumique. La
contrainte effective utilisée par Zienkiewicz et al. est fondamentalement la même que celle pro-
posée par Bishop [43] avec χ = Sr, où Sr est le degré de saturation en eau et χ est le seul
paramètre inconnu dans la formulation de Bishop. En outre, la courbe de rétention de l’eau par
le sol a été incorporée dans ces analyses [216, 358, 359]. Mais comme expliqué dans le chapitre
1, l’hypothèse d’une seule variable d’état (nommée contrainte effective) dans le sol non saturé
n’est plus valable et donc, la logique mécanique derrière l’utilisation de ce type d’analyse n’est
pas satisfaisante.
Muraleetharan et Wei [257] ont utilisé la théorie des mélanges avec des interfaces (TMI) pour
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développer des équations de champ régissant le comportement des milieux poreux non saturés
dans des conditions de chargement dynamique. Cette théorie est une extension de la théorie des
mélanges introduite par Trusdell et Touppin [325] en incluant des effets d’interface pour décrire
le comportement des milieux poreux non saturés [171, 177, 179].
Dans ce modèle, les fractions volumiques et les densités des aires (area densities) sont consi-
dérées comme étant les variables constitutives indépendantes. Une nouvelle définition pour la
contrainte totale qui inclue explicitement les effets d’interface est déduite. Les restrictions ther-
modynamiques sont utilisées pour établir les relations constitutives. Ils ont trouvé qu’il existe
un potentiel thermodynamique de Gibbs qui induit l’écoulement des fluides. La base théorique
pour l’utilisation de deux variables d’état de contrainte, soient la contrainte nette et la succion,
au lieu d’une seule contrainte effective est fournie. Aussi, la variation de la succion due à la
déformation du squelette solide est prise en compte.
Dans ce modèle basé sur la théorie des mélanges avec des interfaces, il y a un grand nombre
de paramètres constitutifs inconnus qui sont extrêmement difficiles à évaluer. Ces paramètres
matériels, parfois au niveau microscopique, peuvent ne pas être accessibles par les expérimen-
tations.
En revanche, une théorie à l’échelle macroscopique suppose que les principes standard de la
mécanique des milieux continus sont appropriés aux milieux poreux. Dans ce contexte, le com-
portement des milieux poreux est décrit en se basant sur les variables mesurées directement
dans le laboratoire à l’échelle macroscopique. Il est généralement plus concluant d’appliquer
une théorie macro-échelle qu’une théorie des mélanges. Cependant, la théorie de macro-échelle
généralement ne représente pas les détails microscopiques importants des milieux poreux.
Dans ce chapitre, un système d’équations aux dérivées partielles complètement couplées, gou-
vernant le comportement d’un milieu poreux rempli par deux fluides compressibles (eau et air)
soumis aux chargements dynamiques, est obtenu. Ce modèle ne contient pas les actions mé-
caniques au niveau microscopique. Par conséquent, seule la partie capillaire de la succion au
niveau du Volume Élémentaire de Référence (VER) a été prise en compte. De plus, tous les
constituants sont à la même température, qui est supposée constante dans le temps et dans l’es-
pace. Ces équations sont obtenues en utilisant les lois physiques telles que la conservation de la
masse, la conservation de la quantité de mouvement et la première et deuxième loi de la ther-
modynamique.
Ces formulations phénoménologiques sont présentées en se basant sur les observations expé-
rimentales et la théorie de la poromécanique. Cela est obtenu dans le cadre du modèle mathé-
matique présenté par Gatmiri [143] et Gatmiri et al. [150] en utilisant la succion comme une
variable indépendante. Dans ce modèle, l’effet de déformation sur la distribution de succion
dans le squelette solide et l’effet inverse sont inclus via des surfaces d’état en indice des vides
« e » et en degré de saturation « Sr ». Le milieu poroélastique du squelette est supposé être
isotrope et linéaire. Les propriétés mécaniques et hydrauliques du sol sont supposées être dé-
pendantes de la succion.
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Dans le cas d’une modélisation numérique par la méthode des éléments finis pour les sols non
saturés, les accélérations relatives de l’eau et de l’air par rapport au squelette solide sont négli-
gées dans la procédure de résolution [258, 302, 334] et les équations sont résolues en considé-
rant le déplacement du squelette solide « ui », la pression de l’eau « pw » et la pression de l’air
« pa » comme les inconnues nodales. Malheureusement, il n’y a pas d’étude systématique pour
estimer l’influence de cette hypothèse sur le comportement prévu des sols non saturés particu-
lièrement dans des conditions de chargement dynamique.
Également, dans cette étude, on utilise la même notion « u−pw−pa » pour dériver les équations
concernant le comportement dynamique des sols non saturés.
3.1 Concepts basiques et la cinématique
La notion de fraction volumique est formulée pour le solide poreux, l’eau et l’air. Le volume
total V d’un VER est égal à la somme des volumes partiels des phases constituants du milieu
Vβ :
V =
∑
β
Vβ (3.1)
où β = s, w, a.
La fraction volumique de phase β, nβ , est définie par :
nβ(x, t) = Vβ/V (3.2)
nβ est une propriété moyenne qui est affectée au centre du VER et est donc une fonction conti-
nue de la localisation spatiale x et du temps t. De (3.1) et (3.2), il peut être démontré que nβ est
limitée par ∑
β
nβ(x, t) = 1 (3.3a)
0 ¹ nβ(x, t) ¹ 1 (3.3b)
Aussi, la masse de la phase β, Mβ , dans le VER est définie par :
Mβ = ρβVβ = ρβnβV (3.4)
où ρβ est la masse volumique de la phase β.
Donc, la densité globale du mélange s’obtient par :
ρ =
∑
β
ρβnβ = ρs(1− n) + ρwnw + ρana (3.5)
Soit ℵβ ⊂ <3 une configuration de référence fixe, mais autrement arbitraire de phase β. Chaque
composant individuel est affecté d’un mouvement indépendant défini par :
xβt : ℵβ 7→ =t ⊂ <3, i.e. x = xβt (Xβ) = xβ(Xβ, t) (3.6)
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où =t ⊂ <3 est la configuration actuelle, et t ∈ [0, T ] est le temps passé. Xβ représente la
coordonnée d’une particule de phase β dans sa configuration de référence. x est la position spa-
tiale de la même particule au temps t [333]. La fonction xβ(Xβ, t) est supposée être inversible
et dérivable autant de fois que nécessaire. Les vecteurs de la vitesse et de l’accélération de la
phase β sont respectivement définis par :
vβ = x˙β =
Dβxβ
Dt
(3.7a)
aβ = x¨β =
Dβ2xβ
Dt2
(3.7b)
Dβ(?)/Dt est la dérivée particulaire d’un champ (?) par rapport à une particule dans la phase
β :
Dβ
Dt
(?) =
∂
∂t
(?) + vβ.∇(?) = D
λ
Dt
(?) + vβ,λ.∇(?) (3.8)
où
vβ,λ = vβ − vλ (3.9)
est la vitesse relative de la phase β par rapport à la phase λ(= s, w, a). En écrivant les équations
d’équilibre pour un mélange triphasique, nous nous concentrons sur la configuration actuelle du
mélange. Donc, le symbole ∇(= ∂/∂x) représente toujours le gradient par rapport à x, dans ce
chapitre.
Le mouvement des fluides (α = w, a) doit être décrit par rapport au squelette solide (s). Par
conséquent, les dérivées particulaires par rapport aux fluides (Dα/Dt) doivent également être
prises par rapport au squelette solide.
Soient respectivement vs, vw et va les vitesses absolues du squelette solide, de l’eau et de l’air
écrites en variables d’Euler. Donc, d’après (3.8), les dérivées particulaires par rapport aux trois
phases solide (s), liquide (w) et gazeuse (a) s’écrivent comme suit :
Ds
Dt
(?) =
∂
∂t
(?) + vs.∇(?) (3.10a)
Dw
Dt
(?) =
Ds
Dt
(?) + vw,s.∇(?) (3.10b)
Da
Dt
(?) =
Ds
Dt
(?) + va,s.∇(?) (3.10c)
où
vw,s = vw − vs : vitesse relative de l’eau par rapport au squelette solide.
va,s = va − vs : vitesse relative de l’air par rapport au squelette solide.
Aussi, la dérivée particulaire peut s’appliquer à une intégrale volumique de n’importe quelle
quantité physique $ selon :
Dβ
Dt
∫
Ωt
$dΩt =
∫
Ωt
Dβ
Dt
($dΩt) (3.11)
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Sachant que
Dβ
Dt
(dΩt) = (∇ · vβ)dΩt (3.12)
et en utilisant (3.8), on peut réécrire (3.11) sous la forme suivante :
Dβ
Dt
∫
Ωt
$dΩt =
∫
Ωt
(
∂$
∂t
+∇ · ($vβ)) dΩt (3.13a)
Dβ
Dt
∫
Ωt
$dΩt =
∫
Ωt
(
∂$
∂t
+∇ · ($ ⊗ vβ))dΩt (3.13b)
où ∇ · ($ ⊗ vβ) = $∇ · vβ + vβ∇$.
L’utilisant du théorème de la divergence donne enfin l’expression finale comme :
Dβ
Dt
∫
Ωt
$dΩt =
∫
Ωt
∂$
∂t
+
∫
Γt
$vβ · n dΓt (3.14)
où Γt représente la frontière du volume Ωt, tandis que n est le vecteur unitaire normal à la
surface dΓt.
Le champ de déplacement est défini par le déplacement du squelette solide u (ou ui) et les
déplacements des fluides par rapport au squelette solide wα (ou wαi ). Ici, α représente l’eau w
et l’air a.
Le déplacement absolu de fluide α, Uα (ou Uαi ) est défini de telle sorte que le volume de fluide α
déplacé par unité de section perpendiculaire à la direction de l’écoulement soit égal à «nSαUαi »,
où n est la porosité et Sα est le degré de saturation par rapport au fluide α.
3.1.1 Déformation du squelette solide
Dans la configuration de référence, on considère un vecteur matériel infinitésimal dXs joignant
la particule du squelette située à Xs à la particule juxtaposée située à Xs + dXs. Après la dé-
formation, dXs devient dx joignant les mêmes particules du squelette dans leurs nouvelles po-
sitions, x et x + dx (Fig. 3.1) [89]. Le vecteur dx peut être obtenu à partir de celui de dXs par
différenciation :
dx = F.dXs (3.15)
où :
F =
∂xs(Xs, t)
∂Xs
= ∇Xx ; Fij = ∂xi
∂Xsj
(3.16)
Dans (3.16), ∇X représente l’opérateur nabla par rapport à la configuration initiale. F s’ap-
pelle le gradient de la déformation. Il transporte n’importe quel vecteur matériel dXs à son cas
déformé dx.
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Figure 3.1 — Gradient de la déformation
Soit u(Xs, t) le vecteur de déplacement de la particule dont les positions initiale et actuelle sont
Xs et x :
u = xs(Xs, t)− Xs = x− Xs (3.17)
À partir des définitions (3.16) et (3.17), le gradient de la déformation peut être exprimé comme
une fonction du vecteur de déplacement comme suit :
F = I +
∂u
∂Xs
(3.18)
où I est le tenseur isotrope du second ordre. Dans la suite, nous supposons que la transformation
entre les configurations préserve l’orientation, et donc J = detF Â 0.
Le tenseur des déformations de Green-Lagrange qui mesure les variations de déformation en
fonction du gradient de déformation F est :
E =
1
2
(FTF− I) (3.19)
Dans la limite de la transformation infinitésimale ‖∇u‖ ¿ 1, le tenseur des déformations de
Green-Lagrange E se réduit à celui linéarisé ε :
ε =
1
2
(∇u + t∇u) ; εij = 1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.20)
Dans la transformation infinitésimale, la dilatation volumique linéarisé du squelette s’écrit :
² = εii = ∇.u (3.21)
La dilatation volumique observable du squelette est due à la variation de l’espace poreux
connecté (par exemple, causée par la succion) et à la dilatation volumique de la matrice so-
lide. Cette dernière sera notée ²m, où l’indice m représente la matrice solide. Si dΩm et dΩmt
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désignent respectivement le volume occupé par la matrice, dans la configuration de référence et
actuelle, la dilatation volumique de la matrice s’écrit :
²m =
dΩmt − dΩm
dΩm
(3.22)
Dans ce chapitre, l’hypothèse de l’incompressibilité des grains solides est considérée. Par consé-
quent, dΩmt = dΩm et ²m = 0. Donc, la dilatation volumique du squelette est égale à la variation
de l’espace poreux connecté désigné par n.
3.1.2 Vecteur courant relatif de volume des fluides
Pour décrire le mouvement matériel d’un milieu poreux non saturé, le mouvement des particules
du fluide α(= w, a) par rapport à la configuration initiale du squelette doit maintenant être
précisé. Soit dΓ une surface infinitésimale du squelette orientée par le vecteur normal unitaire
n (dΓ = ndΓ). A l’instant t et par unité de temps, un volume de fluide α écrit comme
qαdΓ = w˙
α · ndΓ (3.23)
s’écoule à travers la surface dΓ qui est suivi du mouvement des particules du squelette. Le terme
qα représente le flux volumique relatif du fluide α par unité de surface [L3 ·L−2 · T−1]. Puisque
wα (ou wαi ) est le vecteur de déplacement du fluide α par rapport au squelette solide, w˙α est
la vitesse de Darcy ou le vecteur courant relatif (par rapport au squelette) de volume de fluide,
écrit en variables d’Euler.
Le vecteur courant relatif de volume de fluide w˙α peut être défini à partir de la vitesse relative
vα,s comme suit :
w˙α = nSαv
α,s = nSα(v
α − vs) = nSα(U˙α − u˙) (3.24)
3.2 Formulation eulérienne de la conservation de la masse
3.2.1 Conservation de la masse de squelette solide
La masse du squelette solide dans un volume élémentaire représentatif peut s’écrire comme :
Ms =
∫
Ωt
(1− n)ρsdΩt (3.25)
où (1− n)ρs représente la densité du squelette solide dans la configuration actuelle.
La conservation de la masse exige que :
DsMs
Dt
=
Ds
Dt
∫
Ωt
(1− n)ρsdΩt = 0 (3.26)
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En remplaçant $ = (1− n)ρs dans (3.13), on aura :
DsMs
Dt
=
∫
Ωt
(
∂((1− n)ρs)
∂t
+∇ · ((1− n)ρs ⊗ vs)
)
dΩt = 0 (3.27)
L’équation (3.27) doit être vérifiée pour tout volume Ωt. Par conséquent :
∂((1− n)ρs)
∂t
+∇ · ((1− n)ρs ⊗ vs) = 0 (3.28a)
(1− n)∂ρs
∂t
− ρs∂n
∂t
+ (1− n)ρs∇ · vs + vs∇((1− n)ρs) = 0 (3.28b)
(1− n)∂ρs
∂t
+ vs(1− n)∇ρs︸ ︷︷ ︸
I
−ρs∂n
∂t
− ρsvs∇n︸ ︷︷ ︸
II
+(1− n)ρs∇ · vs = 0 (3.28c)
En remplaçant respectivement ? = ρs et ? = n dans (3.10a), les parties I et II dans l’équa-
tion (3.28c) sont égales respectivement aux dérivées particulaires de ρs et de n par rapport au
squelette solide. Par conséquent, on en déduit l’équation de continuité par rapport au squelette
solide :
(1− n)D
sρs
Dt
− ρsD
sn
Dt
+ (1− n)ρs∇ · vs = 0 (3.29)
Par l’hypothèse de l’incompressibilité des grains du sol (Dsρs/Dt = 0), nous obtenons
Dsn
Dt
= (1− n)∇ · vs = (1− n)u˙i,i (3.30)
Cette équation exprime que la déformation du squelette solide consiste seulement en un réar-
rangement des grains.
3.2.2 Conservation de la masse d’eau
La masse de l’eau dans un volume élémentaire représentatif peut s’écrire comme :
Mw =
∫
Ωt
nwρwdΩt =
∫
Ωt
nSwρwdΩt (3.31)
où nwρw représente la densité de l’eau dans la configuration actuelle. La conservation de la
masse exige que :
DwMw
Dt
=
Dw
Dt
∫
Ωt
nSwρwdΩt =
∫
Ωt
(
∂(nSwρw)
∂t
+∇ · (nSwρw ⊗ vw)
)
dΩt = 0 (3.32)
En introduisant les équations (3.9) et (3.24) dans (3.32), on aura :
DwMw
Dt
=
∫
Ωt
(
∂(nSwρw)
∂t
+∇ · (nSwρw ⊗ vs + ρw ⊗ w˙w)
)
dΩt = 0 (3.33)
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Puisque l’équation (3.33) doit être vérifiée pour n’importe quel volume Ωt, l’intégrant doit être
égal à zéro. Cela donne l’équation de conservation locale de la masse d’eau communément
appelée l’équation de continuité relative à l’eau :
∂(nSwρw)
∂t
+∇ · (nSwρw ⊗ vw) = ∂(nSwρw)
∂t
+∇ · (nSwρw ⊗ vs + ρw ⊗ w˙w) = 0 (3.34)
Alors, on aura :
∂(nSwρw)
∂t
+ nSwρw∇ · (vs) + vs∇(nSwρw) + ρw∇ · w˙w + w˙w∇ρw = 0 (3.35a)
Ds(nSwρw)
Dt
+ nSwρw∇ · (vs) + ρw∇ · w˙w + w˙w∇ρw = 0 (3.35b)
En supposant un milieu homogène qui satisfait ∇ρw = 0, on a :
nSw
Dsρw
Dt
+ nρw
DsSw
Dt
+ Swρw
Dsn
Dt
+ nSwρwu˙i,i + ρww˙
w
i,i = 0 (3.36)
En considérant l’hypothèse de l’incompressibilité des grains du sol (3.30) :
nSw
ρw
Dsρw
Dt
+ n
DsSw
Dt
+ Swu˙i,i + w˙
w
i,i = 0 (3.37)
La première expression dans le premier membre de l’équation (3.37) peut être écrite comme :
1
ρw
Dsρw
Dt
=
1
ρw
Dsρw
Dpw
Dspw
Dt
= Cw
Dspw
Dt
(3.38)
où Cw =
(Dsρw/ρw)
Dpw
est la compressibilité de l’eau. Par conséquent,
CwnSw
Dspw
Dt
+ n
DsSw
Dt
+ Swu˙i,i + w˙
w
i,i = 0 (3.39)
Comme montré auparavant, la surface d’état en degré de saturation Sw dans un problème iso-
therme dépend de la succion (pa − pw) et de la contrainte nette (σ − pa) :
Sw = f(σ − pa, pa − pw) (3.40)
Cependant, une variation de la succion peut produire un changement plus important dans le
degré de saturation ou de la teneur en eau que celui produit par un changement de contrainte
normale nette [133]. Pour cette raison et pour simplifier les équations, le degré de saturation
s’écrit seulement en fonction de la succion. Donc, DsSw/Dt s’écrit comme :
DsSw
Dt
= g1
Ds(pa − pw)
Dt
(3.41)
où g1 =
DsSw
D(pa − pw) .
Alors l’équation finale de la conservation de la masse d’eau prend cette forme :
CwnSw
Dspw
Dt
+ ng1
Ds(pa − pw)
Dt
+ Swu˙i,i + w˙
w
i,i = 0 (3.42)
w˙wi,i = −Swε˙ii + Cwwp˙w + Cwap˙a (3.43)
où Cww = (ng1 − CwnSw) et Cwa = Caw = −ng1.
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3.2.3 Conservation de la masse d’air
Avec la même approche que celle présentée pour la conservation de la masse d’eau, l’équation
de conservation de la masse d’air dans un volume élémentaire représentatif peut être écrite
comme :
∂(nSaρa)
∂t
+∇ · (nSaρa ⊗ va) = ∂(nSaρa)
∂t
+∇ · (nSaρa ⊗ vs + ρa ⊗ w˙a) = 0(3.44a)
Ds(nSaρa)
Dt
+ nSaρa∇ · (vs) + ρa∇ · w˙a + w˙a∇ρa = 0 (3.44b)
En supposant un milieu homogène qui satisfait ∇ρa = 0 et en considérant l’hypothèse de
l’incompressibilité des grains du sol (3.30), on aura :
CanSa
Dspa
Dt
+ n
DsSa
Dt
+ Sau˙i,i + w˙
a
i,i = 0 (3.45)
où Ca =
(Dsρa/ρa)
Dpa
est la compressibilité de l’air.
Sachant que Sw + Sa = 1, on aura :
DsSa
Dt
= −D
sSw
Dt
= −g1D
s(pa − pw)
Dt
(3.46)
Alors, l’équation finale de la conservation de la masse d’air peut être écrite comme :
CanSa
Dspa
Dt
− ng1D
s(pa − pw)
Dt
+ Sau˙i,i + w˙
a
i,i = 0 (3.47)
w˙ai,i = −Saε˙ii + Cwap˙w + Caap˙a (3.48)
où Caa = (ng1 − CanSa) et Cwa = Caw = −ng1.
3.3 Conservation de la quantité de mouvement
En mécanique des milieux continus, on considère que tout sous domaine matérielΩt d’un milieu
continu S est soumis à deux types d’efforts extérieurs (Fig. 3.2) :
– des forces de volume définies par une densité massique de force de volume (pesanteur)
g(x, t), la force de volume infinitésimal par unité de volume f agissant sur le volume
élémentaire matériel dΩt étant donc
f = ρg(x, t) (3.49)
où ρ désigne la densité massique de volume élémentaire matériel dΩt, ici y compris le
squelette et les fluides (eau et air) définis dans (3.5).
On suppose que la densité massique de force de volume (pesanteur) g ne depend que du
vecteur position x et du temps t.
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Figure 3.2 — Définition des efforts extérieurs
– des forces s’exerçant sur la frontière Γt qui enferme le domaine Ωt. Ces forces sont re-
présentées à chaque instant par une densité surfacique T(x, t, n), où n est la normale
extérieure à la frontière Γt au point x considéré. La force de surface infinitésimale δT
agissant sur un élément infinitésimal de surface dΓt est donc définie comme :
δT = T(x, t, n)dΓt (3.50)
Comme la densité massique de force de volume, on suppose que la densité surfacique T
ne dépend que de x, de n et du temps t.
Les forces extérieures, la densité de force de surface T aussi bien que la densité massique de
force de volume g, se rapportent à tout le mélange, sans qu’une distinction soit faite entre les
forces agissant sur le squelette et celles qui agissent sur les fluides.
La quantité de mouvement linéaire des particules du squelette et des fluides contenus dans le
domaine poreux élémentaire à l’instant t et pour tout sous domaine matériel Ωt est écrite comme
suit :
P(t) =
∫
Ωt
(ρs(1− n)vs + ρwnSwvw + ρanSava) dΩt (3.51)
La loi de conservation de la quantité de mouvement linéaire exprime que le taux de variation
de la quantité de mouvement linéaire de toute la matière contenue dans Ωt par rapport au temps
doit être égal à la somme des forces de surface et celles de volume agissant sur le volume de
contrôle :
Ds
Dt
∫
Ωt
ρs(1− n)vsdΩt + D
w
Dt
∫
Ωt
ρwnSwv
wdΩt +
Da
Dt
∫
Ωt
ρanSav
adΩt =∫
Ωt
ρg(x, t)dΩt +
∫
Γt
T(x, t, n)dΓt
(3.52)
L’existence d’un champ de tenseur de contrainte σ, le tenseur de contrainte de Cauchy, est dérivé
de telle sorte qu’à chaque point :
σ · n = T (3.53)
Ici, la définition du tenseur de contrainte σ ne diffère en rien de celle du tenseur de contrainte
pour un milieu continu monophasique. Il est intéressant de noter que ce tenseur ne prend pas en
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considération séparément la contrainte lié au squelette et la contrainte lié à la succion ayant lieu
dans l’espace poreux connecté. En introduisant (3.53) dans (3.52) et à l’aide du théorème de la
divergence, on aura :
Ds
Dt
∫
Ωt
ρs(1− n)vsdΩt + D
w
Dt
∫
Ωt
ρwnSwv
wdΩt +
Da
Dt
∫
Ωt
ρanSav
adΩt =∫
Ωt
ρg(x, t) dΩt +
∫
Ωt
∇ · σ dΩt
(3.54)
∫
Ωt
Ds
Dt
(ρs(1− n)vsdΩt) +
∫
Ωt
Dw
Dt
(ρwnSwv
wdΩt) +
∫
Ωt
Da
Dt
(ρanSav
adΩt) =∫
Ωt
ρg(x, t) dΩt +
∫
Ωt
∇ · σ dΩt
(3.55)
∫
Ωt
[
∂(ρs(1− n)vs)
∂t
+∇ · (ρs(1− n)vs ⊗ vs)
]
dΩt+∫
Ωt
[
∂(ρwnSwv
w)
∂t
+∇ · (ρwnSwvw ⊗ vw)
]
dΩt+∫
Ωt
[
∂(ρanSav
a)
∂t
+∇ · (ρanSava ⊗ va)
]
dΩt =
∫
Ωt
ρg(x, t) dΩt +
∫
Ωt
∇ · σ dΩt
(3.56)
∫
Ωt
[
ρs(1− n)∂v
s
∂t
+ vs
∂ (ρs(1− n))
∂t
+ vs∇ · (ρs(1− n)⊗ vs) + ρs(1− n)vs∇ · vs
]
dΩt+∫
Ωt
[
ρwnSw
∂vw
∂t
+ vw
∂ (ρwnSw)
∂t
+ vw∇ · (ρwnSw ⊗ vw) + ρwnSwvw∇ · vw
]
dΩt+∫
Ωt
[
ρanSa
∂va
∂t
+ va
∂ (ρanSa)
∂t
+ va∇ · (ρanSa ⊗ va) + ρanSava∇ · va
]
dΩt =∫
Ωt
ρg(x, t) dΩt +
∫
Ωt
∇ · σ dΩt
(3.57)
∫
Ωt
[
vs
(
∂ (ρs(1− n))
∂t
+∇ · (ρs(1− n)⊗ vs)
)
+ ρs(1− n)
(
∂vs
∂t
+ vs∇ · vs
)]
dΩt+∫
Ωt
[
vw
(
∂ (ρwnSw)
∂t
+∇ · (ρwnSw ⊗ vw)
)
+ ρwnSw
(
∂vw
∂t
+ vw∇ · vw
)]
dΩt+∫
Ωt
[
va
(
∂ (ρanSa)
∂t
+∇ · (ρanSa ⊗ va)
)
+ ρanSa
(
∂va
∂t
+ va∇ · va
)]
dΩt =∫
Ωt
ρg(x, t) dΩt +
∫
Ωt
∇ · σ dΩt
(3.58)
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∫
Ωt
[
vs
(
∂ (ρs(1− n))
∂t
+∇ · (ρs(1− n)⊗ vs)
)
+ ρs(1− n)D
svs
Dt
]
dΩt+∫
Ωt
[
vw
(
∂ (ρwnSw)
∂t
+∇ · (ρwnSw ⊗ vw)
)
+ ρwnSw
Dwvw
Dt
]
dΩt+∫
Ωt
[
va
(
∂ (ρanSa)
∂t
+∇ · (ρanSa ⊗ va)
)
+ ρanSa
Dava
Dt
]
dΩt =∫
Ωt
ρg(x, t) dΩt +
∫
Ωt
∇ · σ dΩt
(3.59)
Par conséquent, on obtient :
vs
(
∂ (ρs(1− n))
∂t
+∇ · (ρs(1− n)⊗ vs)
)
+ vw
(
∂ (ρwnSw)
∂t
+∇ · (ρwnSw ⊗ vw)
)
+
va
(
∂ (ρanSa)
∂t
+∇ · (ρanSa ⊗ va)
)
+ ρs(1− n)D
svs
Dt
+ ρwnSw
Dwvw
Dt
+ ρanSa
Dava
Dt
= ρg(x, t) +∇ · σ
(3.60)
En introduisant les équations (3.28a), (3.34) et (3.44a) dans l’équation (3.60) :
ρs(1− n)D
svs
Dt
+ ρwnSw
Dwvw
Dt
+ ρanSa
Dava
Dt
= ρg +∇ · σ (3.61)
L’équation (3.61) peut être écrite comme :
ρs(1− n)D
svs
Dt
+ ρwnw
(
Dsvw
Dt
+ vw,s∇ · vw
)
+ ρana
(
Dsva
Dt
+ va,s∇ · va
)
= ρg +∇ · σ
(3.62)
ρ
Dsvs
Dt
+ ρwnw
(
Dsvw,s
Dt
+ vw,s∇ · vw
)
+ ρana
(
Dsva,s
Dt
+ va,s∇ · va
)
= ρg +∇ · σ
(3.63)
Les termes d’accélération convective dans les équations ci-dessus sont négligés en raison des
difficultés numériques, mais les termes d’accélération relative sont retenus :
ρ
Dsvs
Dt
+ ρwnSw
Dsvw,s
Dt
+ ρanSa
Dsva,s
Dt
= ρ g +∇ · σ (3.64)
ρ
Dsvs
Dt
+ ρw
Dsw˙w
Dt
+ ρa
Dsw˙a
Dt
= ρ g +∇ · σ (3.65)
ρ u¨ + ρww¨
w + ρaw¨
a = ρ g +∇ · σ (3.66)
En supposant que les accélérations de l’eau et de l’air par rapport au squelette solide sont négli-
geables, w¨w/u¨ → 0 et w¨a/u¨ → 0, on aura :
∇ · σ + ρ g = ρ u¨ (3.67)
Pour avoir la variable d’état des contraintes nettes dans l’équation d’équilibre simplifiée du
squelette solide, l’équation (3.68) s’écrit avec la notation indicielle sous la forme suivante :
(σij − δijpa),j + pa,i + fi = ρu¨i (3.68)
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3.4 Équation d’écoulement de l’eau
Il s’agit de la loi de Darcy généralisée. Cette équation décrit l’équilibre des forces agissant sur
la phase liquide du volume élémentaire représentatif, à savoir le gradient de la succion, la force
d’inertie et la force résistante de l’eau due à sa viscosité.
nSwv
w,s = kw
(
−∇pw + ρwg− ρwD
wvw
Dt
)
(3.69)
nSwv
w,s = kw
(
−∇pw + ρwg− ρw
(
Dsvs
Dt
+
Dsvw,s
Dt
+ vw,s∇ · vw
))
(3.70)
dans lesquelles kw désigne la perméabilité à l’eau dans un sol non saturé,
kw = aw10
eαw
(
Sw − Swu
1− Swu
)dw
(3.71)
où e est l’indice des vides et aw, αw, dw et Swu sont des constantes dépendant du sol étudié.
Comme expliqué dans le chapitre 2, le coefficient de perméabilité à l’eau dans un sol non saturé
isotherme s’écrit en fonction de n’importe quel couple de trois propriétés possibles de volume-
masse (Sr, e, θw).
En négligeant le terme d’accélération convective dans les équations ci-dessus, on obtient :
w˙w = kw
(
−∇pw + ρwg− ρwu¨− ρw
nSw
w¨w
)
(3.72)
En omettant le terme d’accélération relative de l’eau :
−pw,i = ρwu¨ + w˙
w
kw
− ρwg (3.73)
3.5 Équation d’écoulement de l’air
Il s’agit de la loi de Darcy généralisée. Cette équation décrit l’équilibre des forces agissant sur
la phase gazeuse du volume élémentaire représentatif, à savoir le gradient de la pression d’air,
la force d’inertie et la force résistante de l’air due à sa viscosité.
nSav
a,s = ka
(
−∇pa + ρag− ρaD
ava
Dt
)
(3.74)
nSav
a,s = ka
(
−∇pa + ρag− ρa
(
Dsvs
Dt
+
Dsva,s
Dt
+ va,s∇ · va
))
(3.75)
dans lesquelles ka désigne la perméabilité à l’air dans un sol non saturé,
ka = ca
γa
µa
(e(1− Sw))da (3.76)
où e est l’indice des vides, µa est la viscosité de l’air, γa est le poids volumique de l’air et ca et
da sont des constantes dépendant du sol étudié.
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Comme expliqué dans le chapitre 2, la perméabilité à l’air d’un sol non saturé, comme la per-
méabilité à l’eau, dépend de la granulométrie, de l’indice des vides, de la distribution des di-
mensions des pores dans le milieu, du type du sol et du degré de saturation.
En négligeant le terme d’accélération convective dans les équations ci-dessus, on obtient :
w˙a = ka
(
−∇pa + ρag− ρau¨− ρa
nSa
w¨a
)
(3.77)
En omettant le terme d’accélération relative de l’air :
−pa,i = ρau¨ + w˙
a
ka
− ρag (3.78)
3.6 Loi de comportement du squelette solide
Pour obtenir une formulation dynamique couplée entre les trois phases dans le cas isotherme,
l’effet de la succion sur la déformation et sur le degré de saturation est modélisé en écrivant deux
lois de comportement. La première loi introduit la relation entre la contrainte totale nette et la
déformation en tenant compte de l’effet de la succion. La deuxième loi représente l’évolution
du degré de saturation en fonction du niveau de la contrainte appliquée et de la succion. La
loi de comportement du squelette solide se limite au cas linéaire en simplifiant celle du cas
hyperbolique paramétrée par la succion [143].
La première loi constitutive du squelette (relation contrainte-déformation) peut donc être définie
incrémentalement en terme de variation de contrainte totale nette d(σij − δijpg) comme suit :
d(σij − δijpa) = Dijkl dεσkl (3.79)
où Dijkl est la matrice de rigidité élastique linéaire et dεσkl est l’incrément de la déformation due
à la variation de contrainte totale nette dans les sols non saturés. Il est supposé que :
dεσkl = dεkl − dεsuckl (3.80)
où dεkl est l’incrément de la déformation totale et dεsuckl est l’incrément de la déformation volu-
mique due à la variation de succion.
Par identification de l’équation (3.80) dans (3.79), on obtient :
d(σij − δijpa) = Dijkl(dεkl − dεsuckl ) (3.81)
Dans cette équation dεsuckl s’écrit comme suit :
d(pa − pw)δkl = Dsuckmdεsucml ⇒ dεsuckl = (Dsucmk )−1d(pa − pw)δml (3.82)
où d(pg − pw) est l’incrément de la succion. Dsuckm = βsuc[1, 1, 0]T dans laquelle βsuc s’obtient à
partir de la surface d’état de l’indice des vides « e ».
En substituant l’équation (3.82) dans (3.81), on obtient :
d(σij − δijpa) = Dijkldεkl − F sucij d(pa − pw) (3.83)
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où F sucij = Dijkl(Dsuclk )−1.
La matrice de rigidité élastique linéaire Dijkl s’écrit :
Dijkl = λδijδkl + µ(δikδjl + δilδjk) (3.84)
où λ et µ sont les coefficients de Lamé qui dans un milieu non saturé dépendent des variables
indépendantes (σ − pa), (pa − pw) :
Dijkl(λ, µ) = Dijkl(K0, Et) = Dijkl(σ − pa, pa − pw) (3.85)
où Et est le module tangent d’élasticité et K0 est le module de compressibilité volumique cal-
culé à partir de la surface d’état de l’indice des vides « e ». Dans un cadre linéaire, le module
tangent d’élasticité Et est évalué comme :
Et = El + Esuc (3.86)
où El est le module d’élasticité en l’absence de la succion sous conditions isothermes. Il faut
noter que la rigidité initiale augmente avec la succion. msuc étant constant, Esuc présente l’effet
de la succion sur le module d’élasticité :
Esuc = msuc(pa − pw) (3.87)
Par conséquent, en injectant (3.20) et (3.84) dans (3.83), la première loi constitutive s’obtient
comme suit :
d(σij − δijpa) = (λδijdεkk + 2µdεij)− F sucij d(pa − pw) (3.88)
En intégrant l’équation ci-dessus, on aura :
(σij − δijpa) = (λδijεkk + 2µεij)− F sucij (pa − pw) (3.89)
Dans ce qui précède, il a été mentionné que l’effet de la déformation sur la distribution de la
succion dans le squelette solide et l’effet inverse doivent être pris en compte dans le modèle via
des surfaces d’état en indice des vides et en degré de saturation, dépendantes de la succion.
Dans ce qui suit, on essaiera de retrouver les relations de « e » et de « Sr » afin de calculer les
différents paramètres mécaniques dépendants de la succion présentés dans cette partie.
3.6.1 Surface d’état de l’indice des vides
Comme déjà mentionné, la surface d’état de l’indice des vides (e) est une fonction des variables
indépendantes (σ − pa), (pa − pw) :
e = f(σ − pa, pa − pw) (3.90)
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L’effet de la succion sur la déformation (3.88) s’exprime par βsuc :
βsuc =
1
1 + e
∂e
∂(pa − pw) (3.91)
En considérant la définition du module de compressibilité volumique (variation relative de vo-
lume sous l’effet d’une pression appliquée), celui d’un sol non saturé s’écrit :
dεv =
1
1 + e
∂e
∂(σ − pa)d(σ − pa) = K
−1
0 d(σ − pa) (3.92)
Afin d’assurer la compatibilité avec la loi linéaire, le module de compressibilité volumique doit
être défini de sorte que les propriétés volumiques des sols non saturés soumis à des variations
monotones croissantes du degré de saturation soient assurées. L’expression suivante du module
de compressibilité volumique est simplifiée par rapport à celle proposée par Gatmiri [142] dans
le cas non linéaire :
K0 =
KL0 Patm
ae − be (pa − pw)
σe
(3.93)
où KL0 est le module de compressibilité volumique en l’absence de la succion, ae et be sont
des constantes, σe est la pression de gonflement et Patm est la pression atmosphérique. Pour
une succion nulle (pa − pw) = 0, en choisissant ae = 1, on obtient la forme générale de la loi
linéaire :
K0 = K
L
0 Patm (3.94)
Ainsi, l’expression finale de e de ce modèle non isotherme s’écrit comme suit :
e =
(1 + e0)
exp
(σ − pa)
(
ae − be
σe
(pa − pw)
)
+ be(pa − pw)
KL0 Patm

− 1 (3.95)
On note que cette relation dérive des équations concernant le module d’élasticité et le module
de compressibilité volumique du modèle linéaire. En considérant une succion et une contrainte
nulles, on observe que e = e0 (indice des vides initial).
Ainsi, βsuc s’écrit :
βsuc =
be
KL0
(1− σ − pa
σe
) (3.96)
3.6.2 Surface d’état du degré de saturation
La deuxième loi constitutive (relation contrainte-succion-degré de saturation) a été générale-
ment décrite en fonction de la succion et de la contrainte nette :
Sw = f(σ − pa, pa − pw) (3.97)
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Figure 3.3 — Comparaison entre la surface d’état en degré de saturation proposée par Gat-
miri (1997) et Gens et al. (1997)
Cependant, une variation de la succion peut produire un changement plus important dans le
degré de saturation ou de la teneur en eau que celui produit par un changement de contrainte
normale nette [133]. Pour cette raison et pour simplifier les équations, le degré de saturation
s’écrit en fonction de la succion.
De nombreuses relations ont été utilisées pour définir le degré de saturation des sols non saturés,
mais la forme exponentielle basée sur des variations de succion est la plus commune et la plus
fiable. Le degré de saturation s’écrit [143] :
Sw = 1− (1− exp (as(pa − pw))) (3.98)
dans laquelle as est une constante. En supposant une valeur négative de as, on peut remarquer
que n’importe quelle augmentation dans la succion provoque une diminution dans Sw et n’im-
porte quelle diminution dans la succion résulte que Sw approche l’unité, ce qui est le cas d’un sol
saturé. Comme illustrée dans la Fig. (3.3), cette relation semble en bon accord avec l’expression
de la surface d’état en degré de saturation proposée par Gens et al. [168]. Cette expression est
basée sur les études expérimentales faites par Villar et Martin [330] et est obtenue en adoptant
le modèle de Van Genutchen.
3.6.3 Résumé des équations
Brièvement, en négligeant les forces de volume des fluides, les équations de champ régissant le
comportement des milieux poreux non-saturés dans des conditions de chargement dynamique
sont écrites comme ci-dessous :
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– conservation de la quantité de mouvement :
(σij − δijpa),j + pa,i + fi = ρu¨i (3.99)
– loi de comportement du squelette solide :
(σij − δijpa) = (λδijεkk + 2µεij)− F sucij (pa − pw) (3.100)
– conservation de la masse d’eau :
w˙wi,i = −Swε˙ii + Cwwp˙w + Cwap˙a (3.101)
– équation d’écoulement de l’eau :
−pw,i = ρwu¨ + w˙
w
kw
(3.102)
– conservation de la masse d’air :
w˙ai,i = −Saε˙ii + Cwap˙w + Caap˙a (3.103)
– équation d’écoulement de l’air :
−pa,i = ρau¨ + w˙
a
ka
(3.104)
En introduisant (6.2) dans (6.1), (6.4) dans (6.3) et (6.6) dans (6.5), on trouve le système final des
équations de champs régissant le comportement dynamique des milieux poreux non-saturés :
(λ+ µ)uβ,αβ + µuα,ββ + F
sucpw,α + (1− F suc)pa,α − ρu¨α + fα = 0 (3.105)
−Swu˙α,α + ρwkwu¨α,α + kwpw,αα + Cwwp˙w + Cwap˙a = 0 (3.106)
−Sau˙α,α + ρakau¨α,α + kapa,αα + Cwap˙w + Caap˙a = 0 (3.107)
3.6.4 Conclusion
Dans ce chapitre, le modèle de couplage hydro-mécanique dans les milieux poreux non saturés
soumis aux chargements dynamiques a été obtenu. Ce modèle phénoménologique est présenté
en se basant sur les observations expérimentales et la théorie de la poromécanique. Cela est
obtenu dans le cadre du modèle mathématique présenté par Gatmiri [143] et Gatmiri et al. [150]
en utilisant la succion comme une variable indépendante.
Les équations de la conservation de la masse pour tous les constituants et l’équation de la conser-
vation de la quantité de mouvement ont été utilisées pour dériver les équations de champs. Dans
ce modèle, l’effet de déformation sur la distribution de succion dans le squelette solide et l’effet
inverse sont inclus via des surfaces d’état en indice des vides « e » et en degré de saturation
« Sr ».
La loi de Darcy généralisée a été utilisée pour décrire l’écoulement de l’eau et de l’air dans le
86 3.6. Loi de comportement du squelette solide
milieu poreux non-saturé.
Quant à la modélisation du comportement dynamique des sols non saturés, deux variables d’état
indépendantes, la contrainte nette et la succion, ont été considérées. Aussi, on a utilisé la notion
« u− pw− pa » pour dériver les équations concernant le comportement dynamique des sols non
saturés.
Le système final des équations de champs, fondé sur des hypothèses simplificatrices, peut être
facilement implémenté dans les techniques numériques comme la méthode des élément de fron-
tière ou la méthode des éléments finis pour l’analyse des problèmes dynamiques et sismiques.
Deuxième partie
Méthode des Éléments de Frontière en
Milieu Poreux

CHAPITRE4 Bibliographie
LA complexité du système d’équations, gouvernant le comportement couplé entre le champde déplacement et le champ scalaire de pression (ou de température) dans un milieu poreux
(qu’il soit saturé ou pas), exclut la dérivation de solutions analytiques (sauf dans les cas les plus
simples). Plus généralement, l’utilisation des méthodes numériques est incontournable.
La méthode numérique la plus populaire appliquée aux problèmes de l’ingénierie est la méthode
des éléments finis (FEM). Cette méthode bien établie est documentée dans plusieurs monogra-
phies, voir [28, 356]. La FEM s’est avérée être souvent nécessaire, parfois indispensable, pour
modéliser le comportement hétérogène, non-élastique et non-linéaire des domaines bornés ou
à géométrie complexe. Alors, concernant sa vaste capacité en géomécanique, la méthode des
éléments finis a été utilisée dans de nombreux codes de calcul. L’un des codes qui a été déve-
loppé afin de modéliser les différents aspects des sols dans le cas sec, saturé ou non saturé sous
chargement thermique et quasi-statique est le code Θ-STOCK écrit par Gatmiri [143]. Ce code
a été validé par plusieurs applications. Pour la brièveté du texte, l’étude bibliographique a été
omise. Une étude bibliographique exhaustive a été donnée dans [146, 151, 156, 180].
Les formulations dynamiques des éléments finis pour les milieux poreux saturés ont été pu-
bliées par [114, 137, 138, 140, 355, 354]. Cependant, les phénomènes de propagation d’ondes
en géotechnique sont souvent observés dans les milieux infinis ou semi-infinis, par exemple, le
mouvement de tremblement de terre ou la propagation des excitations des machines de fonda-
tion dans un demi-espace. Dans un domaine semi-infini seulement la propagation des ondes vers
l’extérieur apparaît et, puisque à l’infini il n’y a aucune interaction avec les frontières, aucune
propagation vers l’intérieur n’est possible. En outre, on sait que leur amplitude diminue avec la
distance du point d’excitation. Ces observations physiques sont mathématiquement formulées
dans la condition de rayonnement de Sommerfeld [309]. Une méthode numérique appropriée
pour calculer la propagation d’ondes dans les milieux infinis ou semi-infinis doit s’assurer que
cette condition n’est pas violée [292].
Toutefois, pour modéliser ces problèmes par la méthode des éléments finis, on est contraint de
faire appel à une troncature artificielle, qui provoque des réflexions des ondes sur les bords du
maillage FE (réflexions parasites) pouvant compromettre gravement la précision du résultat. En
régime transitoire, le maillage doit s’élargir suffisamment pour éviter ces ondes parasites, ce
qui augmente considérablement la taille du modèle et rend le coût des calculs prohibitifs. En
régime stationnaire, l’extension du maillage n’est même pas applicable ; la totalité du domaine
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d’étude est affectée par des ondes parasites [262].
Pour résoudre ce problème, des techniques spéciales telles que les frontières absorbantes
peuvent être appliquées [229, 338]. D’autres techniques, telle que la méthode nommée « cellule
EF infiniment cohérente » ne peuvent pas être utilisées pour l’analyse dynamique non-linéaire
en raison de leur inconvénient majeur d’être formulées dans les domaines transformés.
Après plusieurs décennies de développement, la méthode des éléments de frontière (BEM) pos-
sède une assise solide dans le domaine des méthodes numériques pour résoudre les équations
aux dérivées partielles. L’idée de base de cette méthode consiste en la transformation des équa-
tions aux dérivées partielles en un ensemble d’équations intégrales de frontière et à obtenir
des solutions fondamentales pour le système adjoint aux équations aux dérivées partielles cor-
respondantes (adjoint partial differential equations). La solution fondamentale est la solution
d’une équation aux dérivées partielles inhomogène avec une distribution de Dirac. Physique-
ment parlant, la réponse est celle d’un milieu infini soumis à une force ponctuelle, unitaire et
impulsionnelle, exercée en un point dans le milieu. Ensuite, un système d’équations algébriques
doit être constitué en faisant la discrétisation de la surface et en prenant l’intégration numérique
sur chaque élément de la surface.
En comparaison avec les méthodes numériques les plus populaires, telles que la méthode des
éléments finis (FEM) et la méthode des différences finies (FDM), qui peuvent être classifiées
comme des méthodes de domaines, la BEM se distingue en tant qu’une méthode de frontière.
Cela signifie que la discrétisation numérique est effectuée avec une dimension spatiale réduite.
Par exemple, pour des problèmes en trois dimensions spatiales, la discrétisation est seulement
effectuée sur la surface de la frontière ; tandis que pour des problèmes en deux dimensions
spatiales, elle se fait seulement sur le contour de la frontière. Cette dimension réduite mène à
de petits systèmes linéaires, à de moindre d’exigences de mémoire d’ordinateur, et à un calcul
plus efficace. Cet effet est plus prononcé lorsque le domaine est non borné. Cette méthode est
particulièrement performante, par rapport à la méthode des éléments finis, pour traiter des pro-
blèmes extérieurs (infinis ou semi-infinis) et des domaines variables ou inconnus (propagations
de fissures). Son champ d’application est donc très étendu [262].
En utilisant les méthodes de domaines pour modéliser un milieu non borné, celui-ci doit être
tronqué, tandis que la BEM modèle automatiquement le comportement à l’infini sans qu’il soit
nécessaire de déployer un maillage. Autrement dit, la condition de rayonnement de Sommer-
feld, en utilisant la méthode des éléments de frontière, sera implicitement satisfaite.
Les méthodes des éléments de frontière peuvent être globalement classées en trois catégo-
ries : méthodes directes, méthodes indirectes et méthodes variationnelles. Les méthodes directes
semblent actuellement être les plus utilisées grâce à leur robustesse et à leur souplesse. Le prin-
cipe de ces méthodes est d’abord d’établir une équation intégrale de frontière, en termes de
déplacements et de contraintes, ensuite de discrétiser cette équation par la méthode de points
de collocation. La recherche actuelle se concentre dans le traitement des problèmes numériques
associés. Il s’agit de l’évaluation des intégrales fortement singulières ou hyper-singulières, la
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stabilité des schémas temporels, le traitement des coins, l’effet de la troncature des domaines
semi-infinis, la présence des fréquences propres fictives par la résolution en domaine fréquen-
tiel, etc. Les méthodes indirectes, quant à elles, consistent à résoudre numériquement l’équation
intégrale indirecte exprimée en termes des variables intermédiaires (densités des potentiels de
simple couche ou double couche), d’où le nom ’indirect’ ; les quantités physiques, déplacements
et tractions, sont ensuite déduites de ces variables. La méthode de discontinuité des déplace-
ments est aussi une méthode indirecte spéciale. Ces méthodes trouvent leur avantage dans les
calculs de diffraction d’ondes (e.g. problèmes des effets de site) où elles peuvent donner une
compréhension claire sur la naissance et la nature des ondes diffractées. Toutes les méthodes
appartenant aux deux premières catégories sont caractérisées par leurs matrices résolvantes asy-
métriques et pleines, ce qui conduit à une augmentation significative du temps de calcul et de
l’espace de stockage en mémoire de l’ordinateur. Les méthodes du troisième groupe, dans le
but d’éviter ces inconvénients, discrétisent l’équation intégrale (directe ou indirecte) par une
approche variationnelle. Le système d’équations est donc symétrique, mais ces méthodes font
intervenir des intégrales doubles dans les équations intégrales discrétisées au lieu des intégrales
simples dans les méthodes usuelles, ce qui nécessitent plus d’opérations pour les évaluer [262].
4.1 BEM pour l’élastodynamique
La première formulation intégrale de frontière pour l’élastodynamique a été publiée par Cruse
et Rizzo [94, 95]. Cette formulation a été effectuée dans le domaine de Laplace avec une trans-
formation inverse ultérieure au domaine temporel pour obtenir des résultats concernant le com-
portement transitoire. La formulation correspondante dans le domaine de Fourier, c.-à-d. le do-
maine fréquentiel, a été présentée par Domínguez [116, 117]. La première formulation éléments
de frontière directement dans le domaine temporel a été développée par Mansur pour l’équa-
tion d’onde scalaire et pour l’élastodynamique en considérant les conditions initiales nulles
[244, 245]. L’extension de cette formulation aux conditions initiales non-nulles a été présentée
par Antes [9]. Une approche complètement différente pour traiter les problèmes dynamiques
utilisant les solutions fondamentales statiques est une évolution de la méthode des éléments de
frontière, dite DRBEM (Dual Reciprocity Boundary Element Method). Cette méthode a été pré-
sentée par Nardini et Brebbia [261] et les détails peuvent être trouvés dans la monographie de
Partridge et al. [270]. Une synthèse bibliographique approfondie sur la méthode des éléments
de frontière appliquée au problème élastodynamique et une liste détaillée des applications telles
que, l’interaction sol-structure [20], l’analyse dynamique des fondations 3D [197] ou les pro-
blèmes de contact [11] peuvent être consultées dans les deux articles de Beskos : [32] (période
avant 1986) et [33] (période 1986-1996).
Les méthodologies mentionnées ci-dessus pour traiter les problèmes élastodynamiques par la
BEM montrent principalement deux approches : directement dans le domaine temporel ou via
une transformation inverse du domaine de Laplace. La plupart du temps, ce dernier a été utilisé.
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Puisque toutes les formules d’inversion numériques dépendent d’un choix approprié de leurs
paramètres [80, 260], une évaluation directe dans le domaine temporel semble être préférable.
En outre, il est plus normal de travailler dans le domaine en temps réel et d’observer les phéno-
mènes à mesure qu’ils évoluent.
La méthode classique des éléments de frontière (BEM) dans le domaine temporel contient une
intégrale de convolution entre les solutions fondamentales et les données de frontière qui doit
être résolue sur la surface de la frontière [293]. Si la solution fondamentale est connue dans
le domaine temporel, la convolution temporelle peut être effectuée analytiquement. Alors, la
discrétisation en temps peut être traitée en utilisant des fonctions ansatz par rapport au temps.
Ceci fournit une procédure d’avancement pas-à-pas dans le temps dans laquelle les données de
frontière sont approximées par des fonctions de forme polynomiale dans les éléments de fron-
tière. Cette technique a été proposée par Mansur [245] et est dénoté dans la suite comme la
formulation classique de BE dans le domaine temporel.
Mais, comme toutes les procédures d’avancement pas-à-pas dans le temps (time-stepping), une
telle formulation exige un choix correct de la taille du pas de temps. Un choix impropre de
la taille du pas de temps mène à l’instabilité ou à l’amortissement numérique [292]. Quatre
procédures pour améliorer la stabilité de la formulation dynamique classique peuvent être ci-
tées : la première emploie une méthode dite « modified numerical time marching procedure »,
par exemple, Antes et Jäger [10], Yu et al. [345] pour l’acoustique, Peirce et Siebrits [272] et
Yu et al. [348] pour l’élastodynamique ; la deuxième emploie une solution fondamentale modi-
fiée, par exemple, Rizos et Karabalis [285], Coda et Venturini [83] pour l’élastodynamique ; la
troisième emploie une équation intégrale supplémentaire pour les vitesses [246] ; et la dernière
utilise les méthodes pondérées, par exemple, Yu et al. [346] pour l’élastodynamique et Yu et al.
[347] pour l’acoustique.
Cependant, aucune des formulations ci-dessus directement écrites dans le domaine temporel ne
peut s’étendre aux cas dans lesquels aucune solution fondamentale de forme analytique (closed-
form fundamental solution) n’existe (problème non linéaire, milieux poreux, etc.).
Dans le cas où les solutions fondamentales sont seulement connues dans le domaine fréquentiel
et où il est impossible de les obtenir explicitement dans le temps sous une forme analytique,
une approche nommée « Méthode Quadrature de Convolution (MQC) » développée par Lu-
bich [222, 223] peut être utilisée pour évaluer les intégrales de convolution. Les formulations
des éléments de frontière (BE) basées sur la MQC sont d’abord publiées par Schanz et Antes
[293, 294] avec des applications en élastodynamique et en viscoélastodynamique.
Dans cette formulation, l’intégrale de convolution est numériquement approximée par une for-
mule de quadrature dont les pondérations sont déterminées par la transformée de Laplace de la
solution fondamentale et une méthode multipas linéaire.
En bref, il y a principalement deux raisons pour utiliser la méthode des éléments de frontière
basée sur la MQC au lieu des procédures habituelles d’avancement pas-à-pas dans le temps
[297]. Une des raisons est d’améliorer la stabilité du procédé d’avancement pas-à-pas dans le
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temps. L’autre raison est d’attaquer aux problèmes dans lesquels aucune solution fondamentale
dans le domaine temporel n’est disponible, par exemple, pour le comportement non-élastique
des matériaux dans le cas de la viscoélastodynamique [290], en poroélastodynamique [291] ou
pour les matériaux à gradient fonctionnel [350]. En outre, cette méthode est utilisée pour éviter
les solutions fondamentales fortement compliquées dans le domaine temporel [12, 349].
4.2 BEM pour la poroélasticité
L’application de la méthode des éléments de frontière aux problèmes poroélastiques a été ini-
tialement limitée aux problèmes quasi-statiques. Une formulation BE pour les cas 2D a été
développée par Cheng et Ligget pour les problèmes de consolidation [78] et pour les problèmes
de fracture [77]. Plus tard, une formulation pour les cas 3D a été publiée par Badmus et al. [18].
Une synthèse bibliographique complète sur les différentes formulations d’équations intégrales
disponibles pour les problèmes quasi-statiques peut être consultée dans [76]. Il faut mentionner
que toutes ces formulations et également celles qui se présenteront dans la suite se basent sur la
théorie de Biot.
Pour des problèmes dynamiques, les premières formulations BE ont été établies dans les do-
maines transformés (Laplace ou Fourier), car une expression explicite de la solution fondamen-
tale en domaine temporel est mathématiquement difficile à trouver. La première formulation,
exprimée en termes de déplacements du squelette solide et du fluide (ui − Ui), a été publiée
dans le domaine de Laplace par Manolis et Beskos [242]. Cependant, on peut montrer que dans
les domaines transformés, seulement 4 variables, 3 composantes de déplacement du squelette
solide ui et la pression du fluide p, sont indépendantes [49]. Basés sur ces 4 variables (3 variables
en 2D), plusieurs formulations ont été publiées par Cheng et al. [74] et Domínguez [118] dans
le domaine fréquentiel. Dans ces formulations, la réponse transitoire d’un milieu poroélastique
a été déterminée avec une transformation inverse.
Comme discuté auparavant, il est préférable, aussi dans le cas de la poroélasticité, qu’on tra-
vaille dans le domaine temporel. Une telle formulation a été développée par Wiebe et Antes
[339], en termes de (ui − Ui), mais avec la restriction de l’amortissement faible entre le sque-
lette solide et le fluide. Ils ont utilisé des solutions fondamentales temporelles.
Une autre formulation en domaine temporel a été proposée par Chen et Dargush [73] en se
basant sur la transformation inverse analytique des solutions fondamentales obtenues dans le
domaine de Laplace. Mais, d’après Schanz [292], cette formulation est fortement exigeante en
CPU. Gatmiri et Kamalian [157, 158] ont continué cette série du développement en proposant
des solutions fondamentales pour la formulation ui− p des équations porodynamiques 2D dans
les domaines fréquentiel et temporel. Récemment, Nguyen et Gatmiri [264] ont développé une
formulation BE dans le domaine temporel, en termes de (ui − p), en négligeant l’accélération
du fluide interstitiel et en utilisant l’hypothèse simplificatrice de l’incompressibilité des consti-
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tuants du milieu (les grains solides et le fluide). Utilisant la méthode des éléments de frontière
basée sur la MQC, Schanz [291, 298] a proposé une procédure d’avancement pas-à-pas dans
le temps, en termes de (ui − p). Celle-ci utilise les solutions fondamentales transformées du
domaine de Laplace.
4.3 Solution fondamentale
Afin de modéliser un problème mécanique par la méthode des éléments de frontière, au cours
de la formulation des équations intégrales, les solutions fondamentales pour les équations aux
dérivées partielles gouvernant le comportement du milieu, doivent premièrement être obtenues.
Autrement dit, tenter de résoudre numériquement les problèmes aux valeurs limites en utilisant
la méthode des éléments de frontière mène à chercher des solutions fondamentales associées.
Les solutions fondamentales pour les équations aux dérivées partielles gouvernant le compor-
tement des sols saturés ont été un sujet intéressant pendant les dernières décennies. Cleary [82]
a obtenu des solutions fondamentales pour le problème quasi-statique suivant les travaux anté-
rieurs de Nowacki [267]. Cheng et Liggett [77, 78] ont présenté une solution temporelle exacte
pour un problème poroélastique quasi-statique.
La première tentative pour obtenir les solutions fondamentales pour la poroélasticité dynamique
a été effectuée par Burridge et Vargas [64] pour la formulation (ui − Ui). Ils ont présenté une
procédure de solution semblable à celle de Deresiewicz [112]. Comme inhomogénéité, ils ont
choisi seulement une force ponctuelle dans le solide qui n’est pas suffisante pour l’utilisation
d’une telle solution fondamentale dans une formulation BE. Plus tard, Norris [266] a dérivé
la solution fondamentale harmonique dans le temps pour la même formulation en utilisant une
force ponctuelle dans le solide ainsi qu’une force ponctuelle dans le fluide. Il a également ob-
tenu des approximations asymptotiques explicites pour des déplacements en champ lointain,
aussi bien que ceux pour des réponses à basse et à haute fréquence. Pour le même ensemble
d’inconnues, mais dans le domaine de Laplace, Manolis et Beskos [242] ont publié des solu-
tions fondamentales (voir également les modifications dans [243]). En plus de la dérivation de
ces solutions, ils ont souligné l’analogie entre la poroélasticité et la thermoélasticité. Cependant,
cette analogie n’est possible que pour la formulation (ui − p). Ceci a été également montré par
Bonnet [49] quand il a présenté la solution fondamentale pour la formulation (ui − p) dans le
domaine fréquentiel. En plus des solutions 3D qu’il a converti des solutions thermoélastiques
de Kupradze [207], il a présenté les solutions 2D. Ensuite, Kaynia et Banerjee [200] ont utilisé
un schéma de solution semblable à celui de Norris [266] et ont dérivé la solution fondamentale
dans le domaine transformé de Laplace aussi bien que la solution transitoire à court terme (t
petit).
La solution de Burridge et Vargas [64] a été obtenue pour trois forces, tandis que dans celles de
Norris [266] et Kaynia et Banerjee [200] six variables ont été utilisées (déplacements du sque-
lette solide et déplacements moyens du fluide). En réalité, toutes les deux semblent être tout à
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fait insuffisantes. La première approche n’a pas assez de variables, alors que la seconde en a
trop. Bonnet [49] a conclu que la formulation (ui − p) est suffisante tandis que la formulation
(ui − Ui) est surdéterminée.
Les solutions fondamentales bien connues pour la poroélasticité dynamique ont été présentées
par Bonnet [49] et Boutin et al. [52].
Avec une exception dans tous les articles mentionnés ci-dessus, les solutions fondamentales
sont présentées dans les domaines transformés. Une solution fondamentale dans le domaine
temporel a été présentée par Weibe et Antes [339] pour la théorie de poroélasticité dynamique
de Biot [41, 38, 39], en termes de (ui−Ui). Cependant, dans ces solutions le couplage visqueux
entre le squelette solide et le fluide a été négligé.
Sans cette restriction et en termes de (ui − p), Chen a proposé dans deux articles des approxi-
mations pour les solutions fondamentales 2D et 3D dans le domaine temporel [70, 71]. Ces
solutions sont atteintes à partir des solutions modifiées de Bonnet [49] dans le domaine de La-
place en faisant la transformation inverse. Ceci conduit en partie à une intégrale qui doit être
calculée numériquement.
À ce sujet, Gatmiri et Kamalian [157, 158] ont modifié la solution 2D de Chen [70] par une ap-
proximation à long terme (t grand) et la formulation des intégrales de frontière pour mener à des
résultats plus précis. Également, Gatmiri et Nguyen [162] ont dérivé les solutions fondamen-
tales analytiques 2D, en termes de (ui − p) et en tenant compte de l’hypothèse simplificatrice
de l’incompressibilité des constituants du milieu. Ils ont montré que leur solution est une bonne
approximation de la solution exacte, surtout à long terme.
Plus récemment, Schanz et Pryl [296] ont obtenu, dans le domaine transformé de Laplace, les
solutions fondamentales dynamiques pour le squelette solide déformable du sol avec les deux
hypothèses de la compressibilité et de l’incompressibilité du fluide. En comparaison les deux
ensembles des solutions dérivées, ils ont conclu qu’un modèle incompressible peut seulement
être utilisé dans les problèmes de propagation des ondes si on considère pas le comportement à
court terme et aussi, si les rapports des modules de compression sont très faibles.
Pour les sols non saturés, Gatmiri et Jabbari [152, 153, 154, 155] ont dérivé les premières
solutions fondamentales 2D et 3D dans les deux cas statique et quasi-statique en prenant des
hypothèses simplificatrices. Aussi, Jabbari et Gatmiri [186] ont obtenu les solutions fondamen-
tales 2D et 3D pour les équations gouvernant le comportement thermo-hydro-mécanique des
sols non saturés sous chargement statique.
Les solutions fondamentales citées ci-dessus sont principalement dérivées par deux méthodes :
d’abord, il y a la possibilité de fractionner les opérateurs en introduisant trois potentiels ou,
d’autre part, de réduire la matrice des opérateurs différentiels, qui est fortement compliquée, à
un opérateur scalaire simple en utilisant la méthode de Hörmander [182].
Cette partie vise à développer la méthode des éléments de frontière (BEM) pour les milieux
poreux, qu’ils soient saturés ou non saturés.
À l’heure actuelle, l’application de la BEM aux problèmes des milieux poreux non saturés
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est encore limitée, car l’expression analytique exacte de la solution fondamentale n’a pas été
publiée, ni dans le domaine fréquentiel ni dans le domaine temporel. Ceci provient de la com-
plexité du système d’équations régissant le comportement des milieux poreux non saturés. Les
solutions fondamentales obtenues par Gatmiri et Jabbari [152, 153, 154, 155] sont basées sur
les hypothèses simplificatrices. Dans le cadre de ce travail, nous nous intéressons à obtenir les
solutions fondamentales pour les milieux poreux non saturés en considérant des hypothèses plus
réalistes.
Tandis que la succion dans les sols non saturés provoque des comportements physiques non
linéaires, ceci nécessite un développement de la méthode des éléments de frontière (BEM) dans
le domaine temporel. Comme l’obtention des solutions fondamentales dans le domaine tem-
porel parait difficile, on développe les formulations de la BEM en se basant sur la méthode
quadrature de convolution (MQC). On évalue les intégrales de convolution en utilisant les so-
lutions fondamentales dans le domaine de Laplace.
De plus, les formulations de la BEM développées par Nguyen et Gatmiri [262, 264] dans le
domaine temporel pour la poroélastodynamique, sauf pour les cas simples, provoquent des in-
stabilités numériques. Cela est dû au fait que les solutions fondamentales obtenues sont com-
pliquées, ce qui rend les algorithmes très sensibles aux erreurs. Ceci nous encourage à utiliser
la méthode des éléments de frontière basée sur la MQC.
Le chapitre 5 aborde les équations intégrales de frontière ainsi que les solutions fondamentales
pour les sols saturés sous chargements quasi-statique et dynamique. Les expressions explicites
des solutions fondamentales dans le domaine de Laplace concernant les deux problèmes quasi-
statique et dynamique sont développées respectivement par Cheng et Detournay [75] et Schanz
et Struckmeier [298].
Dans le chapitre 6, pour la première fois, on a établi les équations intégrales de frontière et les
solutions fondamentales associées pour un milieu poreux non saturé sous chargement quasi-
statique pour les deux cas isotherme (dans le domaine de Laplace) et non-isotherme (dans les
domaine de Laplace et temporel) [161, 231, 232, 235, 237, 239]. Aussi, la deuxième section
de ce chapitre contient les équations intégrales de frontière ainsi que les solutions fondamen-
tales (dans le domaine de Laplace) pour le modèle dynamique couplé des sols non saturés,
décrit au chapitre 3, en termes de déplacement et de pressions interstitielles de l’eau et de l’air
(ui − pw − pa).
Les équations intégrales de frontière ont été obtenues via l’utilisation de la méthode des résidus
pondérés d’une manière qui permet une discrétisation et une mise en œuvre facile dans un code
d’éléments de frontière.
Le dernier chapitre de cette partie (chapitre 7) est consacré à décrire la technique de la régulari-
sation des équations intégrales singulières, dite la technique de « translation du corps rigide »,
ainsi qu’à expliquer la discrétisation des équations intégrales dans l’espace et dans le temps
par la méthode de convolution quadrature (MQC). Aussi, la mise en œuvre des équations algé-
briques obtenues sera présentée dans ce chapitre.
CHAPITRE5 Équations intégrales de
frontière et solutions
fondamentales pour les sols
saturés
5.1 Théorie des milieux poreux saturés
UNE étude bibliographique sur le sujet de la mécanique des milieux poreux saturés identifiedeux théories de la poromécanique, à savoir la théorie de Biot [41, 36, 39] et la théorie
des milieux poreux fondée sur la théorie des mélanges [103, 104, 105].
En se basant sur le travail de von Terzaghi, une description théorique pour des problèmes quasi-
statiques des matériaux isotropes élastiques linéaires infiltrés de fluide visqueux a été présentée
par Biot [36]. L’extension de cette théorie aux problèmes dynamiques a été réalisée par Biot
dans deux articles, l’un pour la gamme des basses fréquences [39] et l’autre pour la gamme des
hautes fréquences [41]. Parmi les résultats importants de la théorie de Biot se situe l’identifica-
tion de trois types d’ondes de volume : l’onde de compression de première espèce (P1), l’onde
de compression de seconde espèce (P2) et l’onde de cisaillement S. L’existence de la seconde
onde de compression (P2), connue sous le nom d’onde lente, a été expérimentalement confir-
mée [276]. L’onde de compression de première espèce correspond au mouvement des particules
du squelette et des particules de la phase liquide dans la même direction (in-phase), tandis que
l’onde de compression de seconde espèce correspond au mouvement de ces particules à contre-
sens (Fig. 5.1). Dans les travaux initiaux de Biot, le squelette est supposé élastique linéaire
et subit de petites déformations (hypothèse de petites perturbations). L’extension de sa théorie
pour prendre en compte des transformations finies et le comportement inélastique non-linéaire
du squelette a été menée par Zienkiewicz et Bettes [357], Zienkiewicz et al. [359], Prévost [279]
et d’autres. Cette extension a acquis une importance considérable ces dernières années, due au
souci accru avec le phénomène de liquéfaction des dépôts de sable saturé sous chargement sis-
98 5.1. Théorie des milieux poreux saturés
(a) Onde rapide de compression (P1) (b) Onde lente de compression (P2)
Figure 5.1 — Ondes de compression 1
mique [262].
En se basant sur le travail de Fillunger, la théorie des milieux poreux a été développée. Cette
théorie est basée sur les axiomes des théories des mélanges [54, 325] et est étendue en utilisant
le concept de fractions de volume par Bowen [56, 55] et Ehlers [122].
Les remarques sur l’équivalence des deux théories, qui modélisent le même phénomène phy-
sique, se trouvent dans les travaux de Bowen [56], Ehlers et Kubik [123], et Schanz et Diebels
[295]. Dans toutes ces publications, les versions linéaires de ces deux théories sont comparées.
Récapitulant les résultats, il est constaté que pour les constituants incompressibles les deux
théories sont identiques si la densité de masse apparente de la théorie de Biot ρa est mise à
zéro [298]. En outre, dans le cas des constituants compressibles, l’opérateur mathématique est
identique mais il y a une différence au niveau des coefficients constants, c.-à-d. les constantes
physiques utilisées sont différentes.
Cependant, pour plusieurs variables et constantes matérielles résultant de la théorie des milieux
poreux, il est très difficile de trouver la signification physique correspondante. Ainsi, l’utili-
sation de cette théorie par l’ingénieur est très restreinte. En pratique, la théorie de Biot est la
plus connue et admise par les ingénieurs ainsi que les scientifiques, surtout dans les domaines
de géomécanique et géophysique. Dans cette étude, la théorie de Biot est utilisée mais pour
le cas dynamique les résultats peuvent être simplement transférés à la théorie des milieux po-
reux. Parce que dans la suite, la densité de masse apparente sera négligée et l’équivalence de
l’opérateur mathématique dans le cas des constituants compressibles assure d’avoir les mêmes
solutions fondamentales cependant avec des constantes matérielles différentes.
Choix des variables d’état
Dans les deux théories de la poromécanique mentionnées ci-dessus, la question se pose de savoir
quelles variables d’état doivent être utilisées pour l’écriture des équations régissant le compor-
tement des milieux poreux saturés.
Dans le cas le plus général, le vecteur de déplacement du squelette solide ui, le vecteur de
vitesse de filtration wi, et la pression interstitielle p sont utilisés pour établir les équations.
1Cours de « Linear Poroelastic Theories and a Poroelastic Boundary Element Formulation », M. Schanz, Mars
2002, Institute of Applied Mechanics, TU Braunschweig
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Clairement, la vitesse de filtration peut être remplacée soit par le vecteur de déplacement re-
latif fluide/squelette soit par le vecteur de déplacement absolu du fluide. Mais, ceci ne change
pas la quantité de degrés de liberté (ddl). Au total, il y a sept ddl dans une formulation tri-
dimensionnelle (3D) et cinq ddl dans une formulation bi-dimensionnelle (2D).
D’un point de vue physique ainsi que d’un point de vue numérique, une réduction des degrés
de liberté est préférable. Normalement, le fluide et le solide sont décrits respectivement par une
valeur scalaire comme la pression p et par une quantité vectorielle comme le vecteur de dé-
placement ui. Ceci mène à un nombre suffisant de variables d’état [49]. Cependant, ceci exige
l’élimination de la vitesse de filtration. Parce que la vitesse de filtration est donnée dans une
équation aux dérivées partielles par rapport au temps obtenue en utilisant la loi d’écoulement
du fluide (loi de Darcy), son élimination n’est possible que dans un domaine transformé, par
exemple, le domaine de Laplace ou de Fourier [39]. Dans un modèle quasi-statique appliqué
aux problèmes de la consolidation, les effets d’inertie sont négligés, et par conséquent, cette
élimination est même possible dans le domaine temporel. Cependant, pour les problèmes dyna-
miques une telle simplification n’est pas possible.
Pour éviter ces difficultés dans la modélisation numérique de la propagation d’ondes dans les
milieux poroélastiques par la méthode des éléments finis (FEM), un modèle simplifié est in-
troduit par Zienkiewicz et al. [352]. Ceci est effectué pour être en mesure de formuler et de
résoudre le système des équations de champs directement dans le domaine temporel. Cette sim-
plification est basée sur l’omission de l’accélération du fluide par rapport au squelette solide.
Zienkiewicz et Bettess [357] ont montré théoriquement que cette hypothèse est valable pour des
chargements de basse fréquence (par exemple, des sollicitations sismiques) ou des phénomènes
de vitesse moyenne.
Dans ce chapitre, les équations régissant le comportement dynamique des milieux poreux sa-
turés seront obtenues en prenant en compte cette hypothèse simplificatrice et en termes de ces
variables (ui − p).
5.2 Problèmes dynamiques
5.2.1 Théorie de Biot : Système d’équations
Selon l’approche de Biot pour modéliser le comportement des milieux poreux, un squelette
élastique avec une distribution statistique des pores interconnectés est considéré. Cette porosité
est désignée par :
n = V f/V (5.1)
où V f est le volume des pores interconnectés contenus dans un échantillon de sol. Au contraire
à cet espace, les pores occlus déconnectés seront considérés comme faisant partie du solide.
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Lorsque la saturation complète est supposée, on a
V = V f + V s (5.2)
V s étant le volume du solide.
Équations constitutives : Si les équations constitutives sont formulées pour le solide élas-
tique et le fluide interstitiel visqueux désignés respectivement par s et f , les formulations sui-
vantes pour les contraintes partielles σsij , σf s’obtiennent :
σsij = 2Gε
s
ij +
(
K − 2
3
G+
Q2
R
)
εskkδij +Qε
f
kkδij (5.3)
σf = −n p = Qεskk +Rεfkk (5.4)
εsij et ε
f
kk étant respectivement la déformation du solide et la déformation volumique du fluide.
Le squelette élastique est supposé être isotrope et homogène. Son comportement élastique est
régi par deux constantes matérielles : le module de compression K et le module de cisaillement
G. Le couplage entre le solide et le fluide est caractérisé par deux paramètres supplémentaires Q
et R. Dans ces équations, les conventions de signe pour la contrainte et la déformation suivent
celle de l’élasticité, à savoir, la contrainte et la déformation sont positives en traction. Par consé-
quent, dans l’équation (5.4) la pression interstitielle p est la contrainte hydrostatique négative
dans le fluide σf .
Une représentation alternative des équations constitutives (5.3, 5.4) est utilisée dans les travaux
antérieurs de Biot [36]. Il a proposé la contrainte totale de cette façon : σij = σsij + σfijδij . En
outre, en introduisant le coefficient de la contrainte effective de Biot α = n(1 +Q/R), l’équa-
tion constitutive en termes de la déformation du solide εsij et la pression interstitielle p s’écrit
sous la forme suivante :
σij = G(ui,j + uj,i) +
((
K − 2
3
G
)
uk,k − αp
)
δij (5.5)
Dans cette équation, la déformation du solide est remplacée par la relation linéaire déforma-
tion/déplacement εsij = (ui,j + uj,i)/2 dans laquelle ui est le déplacement du squelette solide.
En plus de la contrainte totale σij , la variation du volume du fluide ζ par unité de volume de
référence est présenté comme une second équation constitutive :
ζ = αui,i +
n2
R
p (5.6)
Dans un sol saturé, non seulement chaque constituant (les grains solides et le fluide) peut être
compressible à un niveau microscopique, mais aussi le système squelette/fluide lui-même pos-
sède une compressibilité structurelle. Si le module de compressibilité d’un constituant est beau-
coup plus grand (au niveau microscopique) que celui du système squelette/fluide, ce constituant
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est supposé être matériellement incompressible. Un exemple courant d’un constituant incom-
pressible est les grains solides du sol. Dans ce cas, les grains sont beaucoup plus rigides que
le squelette. Les conditions de telles incompressibilitiés pour les constituants du sol saturé sont
respectivement [113] :
K
Ks
¿ 1 : solide incompressible; K
Kf
¿ 1 : fluide incompressible (5.7)
où Ks, Kf et K indiquent les modules de compressibilité du grain solide, du fluide et du sys-
tème squelette/fluide.
Dans la plupart des sols K ¿ Ks. Cela signifie que la déformation volumique moyenne des
grains solides est très petite par rapport à la variation de la porosité.
La considération des relations constitutives au niveau micromécanique, comme montré par De-
tournay et Cheng [113], mène à une définition raisonnable des paramètres matériaux α, R et Q
comme suit :
α = 1− K
Ks
(5.8)
R =
n2KfK
2
s
Kf (Ks −K) + nKs(Ks −Kf ) (5.9)
Q =
n(α− n)KfK2s
Kf (Ks −K) + nKs(Ks −Kf ) (5.10)
Pour des roches, α prend des valeurs de 0.5 à 0.8, tandis que dans la plupart des sols α est
proche 1.
Conservation de la masse du fluide (équation de continuité) : Cette équation exprime
l’équilibre dynamique entre le volume du fluide sortant et celui du fluide entrant dans un volume
élémentaire représentatif :
∂ζ
∂t
+ qi,i = γ (5.11)
où γ(t) est le taux de volume injecté par unité de volume de référence dû à une source de fluide
et qi désigne le flux de fluide :
qi = nwi = n
(
u˙fi − u˙i
)
(5.12)
où wi est la vitesse de filtration (ou vitesse de Darcy) et ufi est le déplacement absolu du fluide.
L’intégration de l’équation (5.11) par rapport au temps identifie ζ comme une sorte de défor-
mation volumique décrivant le mouvement du fluide par rapport au solide comme discuté dans
[113].
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Équation d’équilibre : Cette équation exprime l’équilibre global des forces agissant sur un
volume élémentaire représentatif, à savoir le gradient de la contrainte totale, la densité de force
externe volumique Fi et les forces d’inertie :
σij,j + Fi = ρ
∂2ui
∂t2
+ nρf
∂wi
∂t
(5.13)
où ρ est la masse volumique du système squelette/solide ρ = (1− n)ρs + nρf dans laquelle ρs
et ρf sont respectivement les masses volumiques des grains solides et du fluide.
Équation d’écoulement du fluide : Le transport de fluide dans l’espace interstitiel en termes
de flux qi est modélisé en utilisant la loi de Darcy généralisée :
nwi = qi = −κ
(
p,i + ρf
∂2ui
∂t2
+
ρa + nρf
n
∂wi
∂t
)
(5.14)
dans laquelle κ représente le coefficient de perméabilité.
Dans cette équation, un nouveau paramètre nommé la masse volumique apparente ρa a été
introduit par Biot [39]. ρa décrit l’interaction dynamique entre la phase de fluide et le squelette
solide. Dans ce qui suit, on néglige ce paramètre-ci.
Récapitulatif des formulations : Les cinq équations (5.5, 5.6, 5.11, 5.13, 5.14) représentent
la théorie linéaire de Biot pour un milieu poroélastique. Pour éliminer dans ces équations la
vitesse de filtration wi, la loi de Darcy doit être remaniée pour trouver une expression pour la
vitesse de filtration. Évidemment, en raison des différentes dérivées de wi par rapport au temps,
ce n’est pas possible dans le domaine temporel. Cependant, si les effets d’inertie du fluide sont
négligés, c.-à-d. ∂wi/∂t se met à zéro dans (5.13) et (5.14), l’élimination de la vitesse de fil-
tration est possible. Par conséquent en tenant compte cette hypothèse simplificatrice, l’équation
d’équilibre dynamique et l’équation d’écoulement du fluide (la loi de Darcy) s’écrivent respec-
tivement :
σij,j + Fi = ρ
∂2ui
∂t2
(5.15)
nwi = qi = −κ
(
p,i + ρf
∂2ui
∂t2
)
(5.16)
Maintenant, la loi de Darcy (5.16) peut être utilisée pour remplacer la vitesse de filtration dans
les équations ci-dessus (5.6, 5.11). En substituant (5.5) dans (5.15) ; (5.6) et (5.16) dans (5.11),
on trouve l’ensemble des équations aux dérivées partielles régissant le comportement dyna-
mique des milieux poreux saturés en termes de déplacement du squelette solide ui et la pression
interstitielle p :
Gui,jj +
(
K +
1
3
)
uj,ij − αp,i − ρ∂
2ui
∂t2
= −Fi (5.17)
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κp,ii − n
2
R
∂p
∂t
− α∂ui,i
∂t
+ κρf
∂2ui,i
∂t2
= −γ (5.18)
Cette simplification et, par suite, la possibilité de représenter les équations de champs en termes
de ce nombre réduit des variables d’état a été initialement publiée par Zienkiewicz et al. [352].
Zienkiewicz et Bettess [357] ont montré théoriquement que cette hypothèse est valable pour des
chargements de basse fréquence (par exemple, des sollicitations sismiques) ou des phénomènes
de vitesse moyenne.
Dans la suite, les solutions fondamentales pour les équations simplifiées de Biot sont dérivées
dans le domaine de Laplace. Ces solutions seront plus tard utilisées dans une formulation de
BE basée sur la méthode de la convolution quadrature. Pour ce faire, d’abord, les équations de
champs (5.17, 5.18) sont transformées dans le domaine de Laplace.
La transformée de Laplace d’une fonction f(t) d’une variable réelle positive t est la fonction
f˜(s) de la variable complexe s, définie par :
f˜(s) = L{f(t)} =
∫ +∞
0
e−stf(t)dt (5.19)
En supposant des conditions initiales nulles, le système d’équations (5.17, 5.18) peut s’écrire
sous la forme matricielle suivante :
B
[
u˜j
p˜
]
= −
[
F˜i
γ˜
]
(5.20)
B =
 (G∇2 − ρs2) δij +
(
K +
1
3
G
)
∂i∂j −α∂i
−s (α− sκρf ) ∂j κ∇2 − n
2s
R
 (5.21)
Dans l’équation (5.21), ∂i désigne la dérivée partielle par rapport à xi et ∇2 = ∂i∂i est l’opé-
rateur laplacien. Les éléments sur la diagonale secondaire indiquent que cet opérateur est non
auto-adjoint. Ceci est causé par la dérivée partielle du premier ordre représentée par le facteur
multiplicatif s. Physiquement, il représente la dissipation due au frottement entre le squelette
solide et le fluide interstitiel conduisant à une perte d’énergie.
5.2.2 Solutions fondamentales
L’interprétation physique de la solution fondamentale ou du noyau d’une équation différentielle
est une fonction de potentiel Π(x, ξ) ou, d’autre part, la réponse du milieu au point x à une
excitation ponctuelle e(ξ) au point ξ dans un domaine infini qui peut être une distribution de
Dirac dans l’espace δ(ξ) et une distribution de Dirac ou une fonction d’étape de Heaviside dans
le temps, désignées respectivement par δ(t) et H(t). Mathématiquement parlant, la solution
fondamentale est une solution de l’équation BG + I δ(x − ξ) δ(t − τ) = 0 où la matrice des
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solutions fondamentales est dénotée par G, la matrice identité par I et la matrice d’opérateur
différentiel par B.
Pour obtenir les solutions fondamentales pour la poroélasticité, en principe, deux possibili-
tés existent : I) l’utilisation de l’analogie entre la thermoélasticité et la poroélasticité dans les
domaines de Laplace ou de Fourier pour convertir les solutions thermoélastiques à celles po-
roélastiques [118], ou II) la méthode d’Hörmander [182]. Dans ce travail, cette dernière sera
utilisée.
5.2.2.1 Idée centrale dans la méthode de Hörmander
La méthode de Hörmander peut être appliquée à n’importe quel ensemble d’EDP (équations
aux dérivées partielles) elliptique avec des coefficients constants. De tels systèmes peuvent être
écrits comme :
Bu = 0 (5.22)
avec la matrice d’opérateur différentiel B et le vecteur des inconnues u. Une matrice d’opérateur
différentiel est une matrice dont les éléments sont des opérateurs différentiels. La multiplication
d’une telle matrice avec un vecteur ou une matrice signifie que les éléments, les opérateurs
différentiels, sont appliqués sur les éléments du vecteur ou de la matrice suivant les règles de la
multiplication d’une matrice normale avec un vecteur ou une matrice, par exemple
Bu =
 ∂x ∂y 0∂t 6 ∂y
0 ∂x 3∂y

 u(x, y, t)v(x, y, t)
w(x, y, t)
⇔
∂u(x, y, t)
∂x
+
∂v(x, y, t)
∂y
∂u(x, y, t)
∂t
+ 6v(x, y, t) +
∂w(x, y, t)
∂y
∂v(x, y, t)
∂x
+ 3
∂w(x, y, t)
∂y
(5.23)
Les règles connues du calcul matriciel peuvent être transformées de façon similaire à une ma-
trice d’opérateur différentiel. Dans la suite, la matrice des cofacteurs Bco est utilisée pour cal-
culer l’inverse de la matrice de B :
BB−1 = I avec B−1 =
Bco
det(B)
(5.24)
Bco dénote parfois la matrice adjointe et leurs éléments sont calculés de la façon suivante :
l’élément Bcoij est le déterminant de la sous-matrice déduite de B en ayant enlevé la ligne j et
la colonne i, affecté du signe (−1)i+j . Dans l’exemple ci-dessus, les éléments Bco11 et Bco12 sont
présentés par exemple pour voir les détails de cette opération :
Bco11 = (−1)2
∣∣∣∣∣ 6 ∂y∂x 3∂y
∣∣∣∣∣ = 18∂y − ∂x∂y (5.25a)
Bco12 = (−1)3
∣∣∣∣∣ ∂y 0∂x 3∂y
∣∣∣∣∣ = −3∂2y (5.25b)
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et la forme complète de la matrice des cofacteurs :
Bco =
 18∂y − ∂x∂y −3∂2y ∂2y−3∂t∂y 3∂x∂y −∂x∂y
∂t∂x −∂2x 6∂x − ∂t∂y
 (5.26)
On note que cette matrice est différente de l’opérateur adjoint.
Pour trouver la solution fondamentale G, l’équation (5.22) doit être résolue avec une distribution
de Dirac avec une homogénéité pour tous les degrés de liberté. Autrement dit, l’équation
BG + I δ(x− ξ) = 0 (5.27)
doit être satisfaite.
Pour la deuxième étape, nous supposons que ϕ est une solution scalaire à l’équation
det (B) Iϕ+ Iδ(x− ξ) = 0 ↔ det (B)ϕ+ δ(x− ξ) = 0 (5.28)
En introduisant (5.24) dans (5.28), on aura :
BBcoϕ+ Iδ(x− ξ) = 0 (5.29)
Par conséquent, on obtient :
G = Bcoϕ (5.30)
Comme montré ci-dessus, la procédure d’obtention des solutions fondamentales est réduite à
trouver la fonction scalaire ϕ. Après la détermination de ϕ, par rétro-substitution dans l’équation
(5.30), la matrice de la solution fondamentale sera déterminée [292].
5.2.2.2 Solutions fondamentales pour la poroélastodynamique
Maintenant, après l’explication de l’idée centrale de la méthode de Hörmander, les solutions
fondamentales pour la poroélastodynamique sont déduites.
Les solutions fondamentales dans le domaine de Laplace pour le système des équations (5.17)-
(5.18) sont des solutions dues aux forces ponctuelles unitaires dans le solide (dans les deux
directions spatiales), F˜ij = F˜iej = δ(x−ξ)δij , représentées par U˜ sij et P˜ sj aussi due à une source
d’injection du fluide γ˜ = δ(x−ξ) représentées par U˜ fi et P˜ f . Autrement dit, les déplacements du
squelette solide dans la direction i engendrés respectivement par une force ponctuelle unitaire
dans le solide dans la direction j et une source d’injection du fluide sont désignés respectivement
par U˜ sij et U˜
f
i . Également, les pressions interstitielles engendrées respectivement par une force
ponctuelle unitaire dans le solide dans la direction j et une source d’injection du fluide sont
désignées respectivement par P˜ sj et P˜ f .
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Comme montré auparavant, dans un problème poroélastique 2D on a 3 ddl (u1, u2 et p). Par
conséquent, la dimension de la matrice de la solution fondamentale est 3× 3 :
G =
[
U˜ sij U˜
f
i
P˜ sj P˜
f
]
(5.31)
À partir de la théorie mathématique de la formule de Green, il est bien connu que les solutions
fondamentales doivent satisfaire l’opérateur adjoint [311]. Au contraire de l’élasticité, l’opéra-
teur gouvernant la poroélasticité n’est pas auto-adjoint (5.21). Par conséquent, ici, la solution
pour l’opérateur adjoint B? :
B?G + Iδ(x− ξ) = 0 (5.32)
est obtenue avec
B? =
 (G∇2 − ρs2) δij + (K + 13G) ∂i∂j s (α− sκρf ) ∂i
α∂j κ∇2 − n
2s
R
 (5.33)
Selon le paragraphe précédent, il est évident que la fonction scalaire ϕ doit être tout d’abord
déterminée. Pour cela, le déterminant de la matrice de l’opérateur adjoint B? est calculé :
det (B?) = κG
(
K +
4
3
G
)(∇2 − λ23) (∇2 − λ21) (∇2 − λ22) (5.34)
Ce déterminant a évidemment trois racines λi, i = 1, 2, 3 :
λ21,2 =
1
2
[
n2s
κR
+
αs(α− sρfκ)(
K + 4
3
G
)
κ
+
ρs2(
K + 4
3
G
)
±
√√√√(n2s
κR
+
αs(α− sρfκ)(
K + 4
3
G
)
κ
+
ρs2(
K + 4
3
G
))2 − 4 s2ρn2s
R
(
K + 4
3
G
)
κ
 (5.35)
λ23 =
ρs2
G
(5.36)
Ces trois racines correspondent aux trois ondes attendues, les ondes de compression rapide (P1)
et lente (P2) associées respectivement aux λ1,2 et l’onde de cisaillement (S) à λ3.
En remplaçant le déterminant de la matrice de l’opérateur adjoint B? (5.34), l’équation scalaire
correspondant à (5.28) s’obtient comme suit :(∇2 − λ23) (∇2 − λ21) (∇2 − λ22)Φ + δ(x− ξ) = 0 (5.37)
avec l’abréviation
Φ = κG
(
K +
4
3
G
)
ϕ (5.38)
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Pour résoudre cette équation, on suppose que :
ϕ1 =
(∇2 − λ23) (∇2 − λ22)Φ (5.39)
ϕ2 =
(∇2 − λ23) (∇2 − λ21)Φ (5.40)
ϕ3 =
(∇2 − λ21) (∇2 − λ22)Φ (5.41)
En substituant les expressions ci-dessus dans l’équation (6.44), on obtient :(∇2 − λ21)ϕ1 + δ(x− ξ) = 0 (5.42)(∇2 − λ22)ϕ2 + δ(x− ξ) = 0 (5.43)(∇2 − λ23)ϕ3 + δ(x− ξ) = 0 (5.44)
Les équations ci-dessus ne sont autres que l’équation de Helmholtz dans R2. Les solutions
fondamentales de telles équations pour un domaine bidimensionnel complètement symétrique
sont :
ϕi =
K0 (λir)
2pi
, i = 1, 2, 3 (5.45)
où r dénote la distance entre les deux points d’observation x et la source ξ :
r =
√
(riri) (5.46)
ri = xi − ξi (5.47)
Pour la suite du calcul, on a besoin d’utiliser les dérivées de r qui sont de la forme suivante :
∂r
∂xi
= r,i =
ri
r
(5.48)
La dérivée normale de la distance r par rapport à la direction n sera représentée par un produit
de cette forme (Fig. 5.2) :
∂r
∂n
= r,ini (5.49)
Par définition de ϕ1, ϕ2, et ϕ3, on en déduit :(∇2 − λ21)Φ = ϕ3 − ϕ2λ23 − λ22 (5.50)(∇2 − λ23)Φ = ϕ1 − ϕ2λ21 − λ22 (5.51)
La fonction Φ est donc déterminée :
Φ =
ϕ3 − ϕ2
λ23 − λ22
− ϕ1 − ϕ2
λ21 − λ22
(5.52)
Φ =
1
2pi
[
K0 (λ1r)
(λ21 − λ22) (λ21 − λ23)
+
K0 (λ2r)
(λ22 − λ23) (λ22 − λ21)
+
K0 (λ3r)
(λ23 − λ21) (λ23 − λ22)
]
(5.53)
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Figure 5.2 — Caractéristiques géométriques
avec la fonction de Bessel modifiée de seconde espèce d’ordre zéro K0(λir).
Ayant en vue que la transformée de Laplace de la fonction qui décrit un front d’onde avec une
constante de vitesse c est K0(rs/c) = L{ 1√
t2 − r2/c2H(t−r/c)}, il est évident que l’équation
ci-dessus (5.53) représente les trois ondes de compression et de cisaillement propagées dans le
milieu saturé. Comme les racines λi sont fonctions de s, les vitesses de l’onde de compression
sont dépendantes du temps. Ceci représente l’atténuation dans un milieu poroélastique [298].
Au contraire de la théorie complète de Biot, la vitesse de l’onde de cisaillement n’est plus
dépendante du temps. Autrement dit, elle n’est pas atténuée. Le terme s dans l’expression λ3
(5.36) appartient à la fonction de Bessel K0(rs/c2) et non pas à la vitesse de l’onde de cisaille-
ment c2 [298].
La deuxième étape est de calculer la matrice des cofacteurs B? co en utilisant (5.24) :
B? co =
 F∂22 + AD −F∂1∂2 −AE∂1−F∂1∂2 F∂21 + AD −AE∂2
−Aα∂1 −Aα∂2 A(B∇2 + A)
 (5.54)
avec les abréviations A = (G∇2 − ρs2), B = (K + 1
3
G
)
, D = (κ∇2 − n2s/R), E =
s(α− sκρf ), F = BD − αE. Maintenant, tous les résultats partiels sont fusionnés.
En tenant compte de la relation appropriée entre ϕ et Φ (5.38) et en appliquant ultérieurement
la matrice d’opérateur B? co à la solution ϕ(r, s) (5.30), les solutions fondamentales de la poroé-
lastodynamique s’obtiennent :
G˜ =
[
G˜ij G˜i3
G˜3j G˜33
]
=
[
U˜ sij U˜
f
i
P˜ sj P˜
f
]
=
[
(F∇2 + AD)δij − F∂i∂j −AE∂i
−Aα∂j A(B∇2 + A)
]
Φ
κG
(
K + 4
3
G
)
(5.55)
Les expressions explicites des éléments de G˜ sont comme suit [298] :
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– déplacement du squelette solide dans la direction i dû à la force ponctuelle dans le solide
dans la direction j :
U˜ sij =
1
2pis2ρ
(
λ24 − λ22
λ21 − λ22
R1 − λ
2
4 − λ21
λ21 − λ22
R2 +
(
δijλ
2
3K0(λ3r)−R3
)) (5.56)
– pression interstitielle due à la force ponctuelle dans le solide dans la direction j :
P˜ sj =
α r,j
2piκ
(
K + 4
3
G
) (λ1K1(λ1r)
λ21 − λ22
+
λ2K1(λ2r)
λ22 − λ21
)
(5.57)
– déplacement du squelette solide dans la direction i dû à la source ponctuelle de fluide
injecté :
U˜ fi =
(
1− sρfκ
α
)
sP˜ si (5.58)
– pression interstitielle due à la source ponctuelle de fluide injecté :
P˜ f =
1
2piκ (λ21 − λ22)
(
K0(λ1r)
(
λ21 − λ24
)−K0(λ2r) (λ22 − λ24)) (5.59)
avec Rk = (2r,ir,j − δij)(λk/r)K1(λkr) + r,ir,jλ2kK0(λkr) et λ24 = (ρs2)/(K + 43G). K0 et
K1 sont respectivement les fonctions de Bessel modifiées de seconde espèce d’ordres zéro et un.
5.2.3 Équations intégrales de frontière pour la poroélastodynamique
L’équation intégrale de frontière pour la poroélasticité dynamique dans le domaine de Laplace
peut être obtenue en utilisant soit le théorème de réciprocité correspondant [72] soit la mé-
thode des résidus pondérés [73, 291]. Comme l’opérateur différentiel poroélastique B est non
auto-adjoint, les deux méthodes seront présentées dans cette section. Elles exigent différentes
solutions fondamentales, cependant les deux méthodes aboutissent finalement à la même équa-
tion intégrale [292].
Résidus pondérés : L’équation intégrale de la poroélastodynamique peut être obtenue en
utilisant la méthode de la fonction de Green, qui est essentiellement une intégration par parties
[72]. Une description brève de la méthode de la fonction de Green est donnée comme suit : une
équation aux dérivées partielles peut avoir cette forme
Lu = f (5.60)
où L est l’opérateur différentiel d’ordre m dans n variables indépendantes x1, x2, ..., xn :
Lu =
∑
|k|¹m
ak(x)D
ku (5.61)
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dans laquelle les coefficients ak(x) ont des dérivées partielles de tous les ordres. Son opérateur
adjoint L? est défini comme :
L?G =
∑
|k|¹p
(−1)kDk(ak, G) (5.62)
où u et G sont des fonctions ayant des dérivées d’ordre m dans Rn. Une relation intéressante
impliquant les opérateurs L et L? est
GLu− uL?G = divJ(u,G) (5.63)
où J(u,G) est une forme bilinéaire vectorielle en u, G et leurs dérivées d’ordre m−1 ou moins.
On prouve ce résultat pour m = 2. L’extension aux dimensions plus élevées peut être effectuée
sans problème. Pour m=2 :
Lu =
(
Aij
∂2
∂xi∂xj
+Bj
∂
∂j
+ c
)
u (5.64)
où la convention de sommation est invoquée, on suppose Aij = Aji, donc :
GAij
∂2u
∂xi∂xj
=
∂
∂xj
[
(GAij)
∂u
∂xi
]
−
[
∂
∂xi
(GAij)
]
∂u
∂xj
=
∂
∂xj
[
(GAij)
∂u
∂xi
]
− ∂
∂xi
[
∂
∂xj
(GAij)u
]
+
[
∂2u
∂xi∂xj
(GAij)
]
u
(5.65)
Également
GBj
∂u
∂xj
=
∂
∂xj
[GBju]− u ∂
∂xj
(GBj) (5.66)
Donc,
GLu = u
{
∂2u
∂xi∂xj
(GAij)− ∂
∂xi
(GBi) +Gc
}
+
∂
∂xi
{
GAij
∂u
∂xj
− ∂
∂xj
(GAij)u+GBiu
}
= uL?G+ divJ(u,G)
(5.67)
où J = J(J1, J2, ..., Jn) est
Ji =
n∑
j=1
∂
∂xi
{
GAij
∂u
∂xj
− u ∂
∂xj
(GAij)
}
+GBiu (5.68)
Finalement, on applique le théorème de la divergence et on obtient :∫
Ω
(GLu− uL?G) dΩ =
∫
Γ
nJdΓ (5.69)
où Ω est une région bornée dans Ωn de frontière Γ dont la normale unité extérieure est désignée
par n = (n1, n2, ..., nn).
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Dans cette section, l’équation intégrale de la poroélastodynamique sera obtenue en utilisant la
méthode de la fonction de Green présentée ci-dessus. Celle-ci peut être dérivée directement en
égalisant le produit scalaire (inner product) des équations (5.17, 5.18), écrites sous la forme
matricielle avec la matrice des opérateurs différentiels B définie dans (5.21), et la matrice des
solutions fondamentales adjointes G˜ (6.21) à un vecteur nul, c.-à-d.∫
Ω
B
[
u˜i
p˜
]
G˜ dΩ = 0 avec G˜ =
[
G˜ij G˜i3
G˜3j G˜33
]
=
[
U˜ sij U˜
f
i
P˜ sj P˜
f
]
(5.70)
où l’intégration est effectuée sur un domaine Ω de frontière Γ.
Par le produit scalaire effectué dans (6.17), essentiellement, l’erreur en satisfaisant les équations
de champs (5.17, 5.18), est forcée d’être orthogonal à G˜ [73, 292].
En supposant que les forces de voume Fi et les sources γ sont nulles, l’équation (6.17) peut
s’écrire avec la notation indicielle :∫
Ω
[
(λ+ µ)G˜αj u˜β,βα + µ G˜αj4u˜α − ρs2u˜αG˜αj − αG˜αj p˜,α
+κG˜3j 4p˜− s(α− sκρf )G˜3j u˜α,α − (n2/R) sG˜3j p˜
]
dΩ = 0
(5.71)
où α, β = 1, 2 et i, j = 1, 2, 3. Il faut préciser que µ = G et (λ+ µ) = K + 1
3
G.
Pour chaque terme dans (6.18), en intégrant par parties sur le domaine et en utilisant le théorème
de Green, l’opérateur B se transforme d’une action sur le vecteur des inconnues [ u˜i p˜ ]T en
une action sur la matrice des solutions fondamentales G˜.
Pour montrer les procédures principales, chaque terme de l’équation intégrale (6.18) est présenté
en détail comme suit :
λ
∫
Ω
G˜αj u˜β,βαdΩ = λ
∫
Γ
G˜αj u˜k,knβδαβdΓ− λ
∫
Γ
u˜αG˜kj,knβδαβdΓ + λ
∫
Ω
u˜αG˜βj,αβdΩ
(5.72)
µ
∫
Ω
G˜αj u˜β,βαdΩ = µ
∫
Γ
G˜αj u˜β,αnβdΓ− µ
∫
Γ
u˜αG˜βj,αnβdΓ + µ
∫
Ω
u˜αG˜βj,αβdΩ (5.73)
µ
∫
Ω
G˜αj4u˜αdΩ = µ
∫
Γ
(G˜αju˜α,β − u˜αG˜αj,β)nβdΓ + µ
∫
Ω
4G˜βju˜αdΓ (5.74)
− α
∫
Ω
G˜αj p˜,αdΩ = −α
∫
Γ
G˜αj p˜ nβδαβdΓ + α
∫
Ω
G˜αj,αp˜ dΩ (5.75)
κ
∫
Ω
G˜3j4p˜ dΩ = κ
∫
Γ
G˜3j p˜,ndΓ− κ
∫
Γ
G˜3j,np˜ dΓ + κ
∫
Ω
4G˜3j p˜ dΩ (5.76)
− s(α− sκρf )
∫
Ω
G˜3ju˜α,α dΩ = −s(α− sκρf )
∫
Γ
G˜3ju˜αnβδαβdΓ + s(α− sκρf )
∫
Ω
u˜αG˜3j,αdΩ
(5.77)
Comme montré dans les équations intégrales ci-dessus, les intégrales avec une différenciation
mènent au changement du signe de l’intégrale de domaine obtenue, tandis qu’elles demeurent
sans changement dans le cas de deux intégrations par parties [291].
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Ceci aboutit au système d’équations intégrales suivant écrit avec la notation indicielle :∫
Γ
[(λ u˜k,k − αp˜) nβδαβ + µ (u˜β,α + u˜α,β)nβ] G˜αjdΓ
−
∫
Γ
u˜α
[
(λG˜kj,k + s(α− sκρf )G˜3j)nβδαβ + µ
(
G˜αj,β + G˜βj,α
)
nβ
]
dΓ
+ κ
∫
Γ
(
p˜,nG˜3j − p˜ G˜3j,n
)
dΓ∫
Ω
[
u˜α((λ+ µ)G˜βj,αβ + µ4G˜βj − ρs2G˜αj + s(α− sκρf )G˜3j,α) +
p˜ (κ4G˜3j + αG˜αj,α − (n2/R) sG˜3j)
]
dΩ = 0
(5.78)
ou∫
Γ
[(λ u˜k,k − αp˜) nβδαβ + µ (u˜β,α + u˜α,β)nβ] G˜αjdΓ + κ
∫
Γ
p˜,nG˜3j dΓ
−
∫
Γ
u˜α
[
(λG˜kj,k + s(α− sκρf )G˜3j)nβδαβ + µ
(
G˜αj,β + G˜βj,α
)
nβ
]
dΓ− κ
∫
Γ
p˜ G˜3j,ndΓ
+
∫
Ω
u˜iB
?
imGmj dΩ = 0
(5.79)
où dans la dernière phrase u˜i = [ u˜α p˜ ]T et B? est déjà présenté dans (5.33) :
B? =
 (G∇2 − ρs2) δij + (K + 13G) ∂i∂j s (α− sκρf ) ∂i
α∂j κ∇2 − n
2s
R

La dernière phrase dans l’équation (6.19) montre que l’opérateur B est transformée en son
opérateur adjoint B?.
L’équation (6.19) peut s’écrire sous la forme matricielle suivante :∫
Γ
[
U˜Sαβ −P˜ Sα
U˜ fβ −P˜ f
][
t˜α
q˜
]
dΓ−
∫
Γ
[
T˜ Sαβ Q˜
S
α
T˜ fβ Q˜
f
][
u˜α
p˜
]
dΓ = −
∫
Ω
(B?G˜)T
[
u˜α
p˜
]
dΩ
(5.80)
où le vecteur de contrainte t˜α = σαβnβ = [(λ u˜k,k − αp˜) δαβ + µ(u˜β,α + u˜α,β)]nβ et le flux
normal q˜ = −κ (p,β + ρfs2u˜β)nβ sont introduits.
Également, les abréviations
T˜ Sαβ =
[
(λU˜Skβ,k + αsP˜
S
β ) δαl + µ
(
U˜Sαβ,l + U˜
S
lβ,α
)]
nl (5.81)
Q˜Sα = κP˜
S
α,lnl (5.82)
T˜ fβ =
[
(λU˜ fk,k + αsP˜
f ) δαl + µ
(
U˜ fα,l + U˜
f
l,α
)]
nl (5.83)
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Q˜fβ = κP˜
f
,l nl (5.84)
sont utilisées, où T˜ Sαβ et Q˜Sα peuvent être interprétés comme étant les termes adjoints au vecteur
de contrainte t˜α et au flux q˜, respectivement. Dans la définition du flux q˜ la version simplifiée
de la loi de Darcy (5.16) est utilisée. Cependant, dans son terme adjoint Q˜Sα et dans sa solution
fondamentale correspondante Q˜f seule la version quasi-statique de la loi de Darcy est trouvée.
Ceci est dû à l’omission des effets d’inertie dans le fluide [298].
En introduisant (6.21) dans (5.80) et en utilisant la propriété de la distribution de Dirac δ(x−ξ),
on aura :[
u˜β
p˜
]
=
∫
Γ
[
U˜Sαβ −P˜ Sα
U˜ fβ −P˜ f
][
t˜α
q˜
]
dΓ−
∫
Γ
[
T˜ Sαβ Q˜
S
α
T˜ fβ Q˜
f
][
u˜α
p˜
]
dΓ (5.85)
En identifiant les solutions fondamentales (5.56, 5.57, 5.58, 5.59) dans les abréviations pré-
sentées ci-dessus (6.26, 6.27, 6.28, 6.29), on trouve leurs expressions explicites comme suit
(i, j = 1, 2) :
T˜ Sij =
[
(λU˜Skj,k + αsP˜
S
j ) δil + µ
(
U˜Sij,l + U˜
S
lj,i
)]
nl
U˜Skj,kδilnl =
r,jni
2piρs2 (λ21 − λ22)
[
λ31K1(λ1r)
(
λ22 − λ24
)− λ32K1(λ2r) (λ21 − λ24)] (5.86)
µ
(
U˜Sij,l + U˜
S
lj,i
)
nl =
1
pi
[
λ24 − λ22
λ23 (λ
2
1 − λ22)
(
R7
λ1
r
(
λ1K0(λ1r) +
2K1(λ1r)
r
)
− r,ir,jr,nλ31K1(λ1r)
)
− λ
2
4 − λ21
λ23 (λ
2
1 − λ22)
(
R7
λ2
r
(
λ2K0(λ2r) +
2K1(λ2r)
r
)
− r,ir,jr,nλ32K1(λ2r)
)
− R7
λ3r
(
λ3K0(λ3r) +
2K1(λ3r)
r
)
− r,n(δij − 2r,ir,j) + r,inj
2
λ3K1(λ3r)
]
(5.87)
avec R7 = [r,n(δij − 4r,ir,j) + r,jni + r,inj].
Q˜Si =
αλ24
2piρs2 (λ21 − λ22)
[
r,ir,n
(
λ22K0(λ2r)− λ21K0(λ1r)
)
+
2r,ir,n − ni
r
(λ2K1(λ2r)− λ1K1(λ1r))
]
(5.88)
T˜ fi =
1
2piκ (λ21 − λ22)
(
K + 4
3
G
) [ 2r,ir,ns (α− sκρf )G
×
((
λ22K0(λ2r) +
λ2
r
K1(λ2r)
)
−
(
λ21K0(λ1r) +
λ1
r
K1(λ1r)
))
− 2(ni − r,ir,n)s(α− sρfκ)G
(
λ2
r
K1(λ2r)− λ1
r
K1(λ1r)
)
+ ni
[(
K − 2
3
G
)
s(α− sρfκ)λ22 − αs
(
K +
4
3
G
)(
λ22 − λ24
)]
K0(λ2r)
−ni
[(
K − 2
3
G
)
s(α− sρfκ)λ21 − αs
(
K +
4
3
G
)(
λ21 − λ24
)]
K0(λ1r)
]
(5.89)
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Q˜f =
r,n
2pi (λ21 − λ22)
[(
λ22 − λ24
)
λ2K1(λ2r)−
(
λ21 − λ24
)
λ1K1(λ1r)
] (5.90)
Théorème de réciprocité : considérons deux états poroélastiques différents (σij, εij, p, ζ) et
(σ∗ij, ε
∗
ij, p
∗, ζ∗), associés aux conditions initiales nulles. La relation de réciprocité en domaine
de Laplace peut s’exprimer sous la forme locale [79] :
σ˜ij ε˜
∗
ij + p˜ ζ˜
∗ = σ˜∗ij ε˜ij + p˜
∗ζ˜ (5.91)
En fait, cette relation est établie en utilisant l’hypothèse du comportement isotrope élastique
linéaire et la propriété symétrique du tenseur d’élasticité Dijkl = Dklij :
σ˜ij ε˜
∗
ij + p˜ ζ˜
∗ = (Dijklε˜kl − αp˜ δij)ε˜∗ij + p˜ ζ˜∗ = Dijklε˜klε˜∗ij + p˜ (ζ˜∗ − αε˜∗ii)σ˜ij
= Dijklε˜
∗
klε˜ij +
n2
R
p˜ p˜∗ = σ˜∗ij ε˜ij + p˜
∗ζ˜
(5.92)
L’intégration de l’équation (5.92) sur tout le domaine Ω conduit au théorème de réciprocité pour
la poroélasticité qui peut être considéré comme une généralisation du théorème de réciprocité
de Maxwell-Betti pour l’élasticité [79] :∫
Ω
(σ˜ij ε˜
∗
ij + p˜ ζ˜
∗) dΩ =
∫
Ω
(σ˜∗ij ε˜ij + p˜
∗ζ˜) dΩ (5.93)
Une transformation inverse mène au théorème de réciprocité dépendant du temps dans lequel
les produits dans l’équation (5.93) sont les produits de convolutions temporelle :
(x ? y)(t) =
∫ t
0
x(t− τ)y(τ)dτ =
∫ t
0
x(τ)y(t− τ)dτ (5.94)
Cependant, pour déduire l’équation intégrale de frontière il est plus adéquat de rester dans le
domaine de Laplace.
Dans la suite, les membres de l’intégrale (5.93) seront traités séparément. En considérant la re-
lation linéaire déformation-déplacement, le théorème de la divergence et l’équation d’équilibre
(5.13), on aura :∫
Ω
σ˜ij ε˜
∗
ijdΩ =
∫
Ω
σ˜iju˜
∗
i,jdΩ =
∫
Γ
σ˜ijnju˜
∗
i dΓ−
∫
Ω
σ˜ij,ju˜
∗
i dΩ =∫
Γ
t˜iu˜
∗
i dΓ−
∫
Ω
(ρs2u˜i + nρfsw˜i − F˜i)u˜∗i dΩ
(5.95)
L’autre intégrale dans le membre de gauche de l’équation (5.93) peut être développée en utili-
sant l’équation de continuité (5.11) de la façon suivante :∫
Ω
p˜ ζ˜∗ dΩ =
∫
Ω
p˜
−q˜∗i,i + γ˜∗
s
dΩ = −1
s
∫
Γ
p˜ q˜∗dΓ +
1
s
∫
Ω
p˜,i q˜
∗
i dΩ +
∫
Ω
p˜
γ˜∗
s
dΩ (5.96)
La seconde intégrale dans le membre de droite de l’équation (5.96), en considérant la loi de
Darcy (5.14) avec ρa = 0, s’écrit :
1
s
∫
Ω
p˜,i q˜
∗
i dΩ = −
∫
Ω
(
q˜i
κ
+ ρfs
2u˜i + ρfsw˜i
)
nw˜∗i dΩ (5.97)
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En faisant un développement identique pour le membre de droite de l’équation (5.93), le théo-
rème de réciprocité s’obtient finalement :∫
Γ
(t˜iu˜
∗
i − t˜∗i u˜i)dΓ−
1
s
∫
Γ
(p˜q˜∗ − p˜∗q˜)dΓ +
∫
Ω
(F˜iu˜
∗
i − F˜ ∗i u˜i)dΩ +
1
s
∫
Ω
(p˜γ˜∗ − p˜∗γ˜)dΩ = 0
(5.98)
Pour obtenir les solutions, c.-à-d. les deux composantes de déplacement u˜i et la pression in-
terstitielle p˜, trois chargements différents (les forces de volume externes F˜ ∗ij suivant les deux
coordonnés j et une source d’injection du fluide γ˜∗) doivent être appliqués à l’état étoile (∗)
dans l’équation intégrale (5.98). Comme utilisé habituellement dans les formulations intégrales
de frontière, on considère des charges ponctuelles unitaires, c.-à-d. les distributions de Dirac,
F˜ ∗ij = δ(x − ξ)δij et γ˜∗ = δ(x − ξ). En supposant l’absence de force de volume et de source
d’injection du fluide dans l’état non-étoile (F˜ij, γ˜), la représentation correspondante à l’équa-
tion (5.85) en notation matricielle sera :[
u˜j
p˜
]
=
∫
Γ
 u˜∗ij 1s p˜∗i
−su˜∗j −p˜∗
[ t˜i
q˜
]
dΓ−
∫
Γ
 t˜∗ij 1s q˜∗i
−st˜∗j −q˜∗
[ u˜i
p˜
]
dΓ (5.99)
Comme les chargements dans l’état étoile sont ponctuels, l’état étoile représente les solutions
fondamentales des équations aux dérivées partielles (5.17) et (5.18) dans le domaine de Laplace.
Ceci est au contraire de l’équation intégrale obtenue par la méthode des résidus pondérés et les
solutions fondamentales doivent satisfaire l’équation suivante :
BG˜∗ + I δ(x− ξ) = 0 (5.100)
avec l’opérateur original B (5.21) et
G˜∗ =
[
G˜∗ij G˜
∗
i3
G˜∗3j G˜
∗
33
]
=
[
u˜∗ij u˜
∗
j
p˜∗i p˜
∗
]
(5.101)
En plus, t˜∗ij , t˜∗j et q˜∗, q˜∗i dans l’équation (5.99) dénotent les solutions fondamentales concernant
la traction et le flux, respectivement :
t˜∗ij =
[
(λu˜∗kj,k − α p˜∗j) δil + µ
(
u˜∗ij,l + u˜
∗
lj,i
)]
nl (5.102)
q˜∗j = −κ
(
p˜∗j,i + ρfs
2u˜∗ji
)
ni (5.103)
t˜∗i =
[
(λu˜∗k,k − αp˜∗) δil + µ
(
u˜∗i,l + u˜
∗
l,i
)]
nl (5.104)
q˜∗ = −κ (p˜∗,j + ρfs2u˜∗j)nj (5.105)
qui sont différents par rapport aux solutions (6.26)-(6.29). Cela est dû au fait que la solution
fondamentale G˜ correspond à l’opérateur adjoint B? tandis que G˜∗ correspond à l’opérateur
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Composantes Singularité
U˜Sij faiblement singulières (ln r)
U˜ fi régulières (1)
P˜ Si régulières (1)
P˜ f faiblement singulière (ln r)
T˜ Sij fortement singulières (1/r)
T˜ fi faiblement singulières (ln r)
Q˜Sj faiblement singulières (ln r)
Q˜f fortement singulière (1/r)
Tableau 5.1 — Singularité des solutions fondamentales
original B. En comparant les deux équations (6.21) et (5.100) pour la détermination de G˜ et de
G˜∗, on trouvera :
u˜∗ij = U˜
S
ij −su˜∗j = U˜ fj −p˜∗i = sP˜ Si p˜∗ = P˜ f (5.106)
Avec ces relations, l’équivalence de l’équation intégrale (5.85) déduite par la méthode des
résidus pondérés et l’équation intégrale (5.99) déduite par le théorème de réciprocité est claire
[291].
Dans la suite, l’équation intégrale (5.85) avec les solutions fondamentales G˜ est considérée
comme le meilleur choix.
Équation intégrale singulière : La représentation intégrale (5.85 ou 5.99) permet d’évaluer
les valeurs des inconnues (u˜i, p˜) en un point ξ à l’intérieur du domaine Ω en fonction des valeurs
(u˜i, t˜i, p˜, q˜) sur la frontière Γ. Pour un problème bien posé, la moitié des composants scalaires
des variables est donnée par des conditions aux limites, l’autre moitié restant inconnu [262].
Il reste donc à définir une équation intégrale ne portant que des inconnues sur la frontière Γ.
Comme l’expression (5.85) ne vaut que pour ξ 6∈ Γ, l’établissement d’une équation intégrale
s’effectue en approchant le point source ξ vers la frontière. Par conséquent afin de déterminer
des inconnues de frontière, il est nécessaire de savoir le comportement des solutions fondamen-
tales lorsque r = |ξ−x| tend vers zéro, autrement dit, quand le point d’intégration x s’approche
du point de collocation ξ. Le développement en série par rapport à la variable r = |ξ−x|montre
l’ordre de singularité de ces solutions (5.56, 5.57, 5.58, 5.59, 6.26, 6.27, 6.28, 6.29) (Tab. 5.1) :
P˜ Si , U˜
f
i = O(r0) (5.107)
U˜Sij = −
1 + ν
4piE(1− ν) {(3− 4ν) ln r δij − r,ir,j}︸ ︷︷ ︸
solution fondamentale élastostatique
+O(r0) (5.108)
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P˜ f = − 1
2piκ
ln r +O(r0) (5.109)
T˜ Sij = −
1
4pi(1− ν)r {[(1− 2ν)δij + 2r,ir,j] r,n − (1− 2ν)(r,jni − r,inj)}︸ ︷︷ ︸
solution fondamentale élastostatique
+O(r0) (5.110)
T˜ fi = −
nis
4piκ(1− ν) {sρfκ+ α(1− 2ν)} ln r +O(r
0) (5.111)
Q˜Sj =
nj(1 + ν)
4pi
α(1− 2ν)
E(1− ν) ln r +O(r
0) (5.112)
Q˜f = − 1
2pi
r,n
r︸ ︷︷ ︸
solution fondamentale acoustique
+O(r0) (5.113)
Comme montré auparavant, les singularités fortes des fonctions noyaux (5.110, 5.113) sont
égales à celles des solutions fondamentales élastostatique et acoustique.
Par conséquent, en approchant le point source ξ vers la frontière Γ, on obtient les équations
intégrales de frontière :[
cij 0
0 c
][
u˜i
p˜
]
=
∫
Γ
[
U˜Sij −P˜ Si
U˜ fj −P˜ f
][
t˜i
q˜
]
dΓ−
∮
Γ
[
T˜ Sij Q˜
S
i
T˜ fj Q˜
f
][
u˜i
p˜
]
dΓ (5.114)
avec les termes libres :
c(ξ) = lim
²→0
∫
S²
T˜ Sij (x− ξ)dΓ (5.115)
c(ξ) = lim
²→0
∫
S²
Q˜f (x− ξ)dΓ (5.116)
Ces termes dépendent de la géométrie local de la surface Γ (si ξ est un point régulier de Γ,
cαβ(ξ) =
1
2
δij). Comme il sera expliqué dorénavant, les composantes T˜ Sij et Q˜f sont fortement
singulières et par conséquent, les intégrales de contour contenant ces termes ne convergent que
dans le sens de la valeur principale de Cauchy.
Une transformation au domaine temporel mène finalement à l’équation intégrale temporelle
pour la poroélasticité :[
cij(ξ) 0
0 c (ξ)
][
ui(ξ; t)
p (ξ; t)
]
=
∫ t
0
∫
Γ
[
USij(x, ξ; t− τ) −P Si (x, ξ; t− τ)
U fj (x, ξ; t− τ) −P f (x, ξ; t− τ)
][
ti(x; τ)
q (x; τ)
]
dΓdτ
−
∫ t
0
∮
Γ
[
T Sij (x, ξ; t− τ) QSi (x, ξ; t− τ)
T fj (x, ξ; t− τ) Qf (x, ξ; t− τ)
][
ui(x; τ)
p (x; τ)
]
dΓdτ
(5.117)
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5.3 Problèmes quasi-statiques
5.3.1 Système d’équations de champs
Pour l’exhaustivité et la consultation plus facile, la théorie de la poroélasticité linéaire, isotrope
et quasi-statique est brièvement présentée ci-dessous. L’intention est de préciser la notation
et d’indiquer les hypothèses de base. Pour une description plus détaillée sur la théorie de la
consolidation, voir le travail originale de Biot [36].
Les équations de champs de la poroélasticité se composent des éléments suivants :
Équations constitutives :
σij = G(ui,j + uj,i) +
2Gν
1− 2ν δijuk,k − αδijp (5.118)
ζ = αuk,k +
α2(1− 2νu)(1− 2ν)
2G(νu − ν) p (5.119)
où σij est le tenseur de contrainte totale, p est la pression interstitielle, ui est le déplacement
du squelette solide et ζ est la variation de volume de fluide par unité de volume de référence.
G, le module de cisaillement et ν, le coefficient de Poisson sont connus de l’élasticité. α, le
coefficient de Biot et νu, le coefficient de Poisson non-drainé complètent l’ensemble des para-
mètres matériaux. De plus, une relation linéaire déformation-déplacement εij =
1
2
(ui,j + uj,i)
est utilisée, c.-à-d., de petits gradients de déformation sont supposés.
Équation d’équilibre :
σij,j = −Fi (5.120)
où Fi est la force volumique par unité de volume.
Équation de continuité du fluide :
∂ζ
∂t
+ qi,i = γ (5.121)
où qi est le flux spécifique du fluide et γ(t) est le taux de volume injecté dûe à une source de
fluide.
Loi de Darcy :
qi = −κp,i (5.122)
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où κ est la perméabilité.
Les processus poroélastiques linéaires sont donc décrits par les équations (5.118, 5.119, 5.120,
5.121, 5.122) et par un ensemble des paramètres mécaniques des matériaux. Comme montré
dans [49], il suffit d’utiliser le déplacement du squelette solide et la pression interstitielle en
tant que variables d’état pour décrire un milieu poroélastique. Par conséquent, ces équations
seront combinées pour obtenir des équations de champ en terme de ui et p. Celles-ci consistent
en une équation de l’élasticité avec un terme couplé de fluide et une équation de diffusion avec
un terme couplé de squelette solide :
Gui,jj +
G
1− 2ν uj,ij − αp,i = −Fi (5.123)
κp,ii − α
2(1− 2νu)(1− 2ν)
2G(νu − ν)
∂p
∂t
− α∂ui,i
∂t
= −γ (5.124)
Puisque dans ce qui suit, les solutions fondamentales ne s’obtiennent que dans le domaine
transformé de Laplace, les équations (6.7, 6.8) doivent être transformées dans le domaine de
Laplace (5.19).
Donc, en supposant les conditions initiales nulles pour toutes les variables d’état, les équations
(6.7, 6.8) s’écrivent dans le domaine de Laplace sous la forme suivante :
Gu˜i,jj +
G
1− 2ν u˜j,ij − αp˜,i = −F˜i (5.125)
κp˜,ii − sα
2(1− 2νu)(1− 2ν)
2G(νu − ν) p˜− αsu˜i,i = −γ˜ (5.126)
Ce système d’équations peut s’écrire sous la forme matricielle suivante :
B
[
u˜i
p˜
]
= −
[
F˜i
γ˜
]
(5.127)
B =
 G∇2δij +
G
1− 2ν ∂i∂j −α∂i
−αs∂i κ∇2 − α
2s(1− 2νu)(1− 2ν)
2G(νu − ν)
 (5.128)
où B est la matrice d’opérateurs différentiels qui est non auto-adjointe.
5.3.2 Solutions fondamentales
Une collection de tous les types des solutions fondamentales dans le domaine temporel provo-
quées par différentes chargements pour la poroélasticité quasi-statique peut être trouvée dans
[76]. Les solutions fondamentales dans le domaine de Laplace présentées ci-dessous sont celles
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obtenues par Cheng et Detournay [75] pour la matrice d’opérateur adjoint B? (5.134).
Le déplacement et la pression dues à une force ponctuelle unitaire dans le solide sont respecti-
vement :
U˜Sij =
1
2pi

− 3− 4νu
4G(1− νu)δij ln r +
1
4G(1− νu)r,ir,j+
νu − ν
2G(1− ν)(1− νu)
[
δij
(
1
r2λ2
− 1
rλ
K1(rλ)
)
+ r,ir,j
(
K2(rλ)− 2
r2λ2
)]

(5.129)
P˜ Si =
1
2pi
νu − ν
sα(1− 2ν)(1− νu)λr,i
(
K1(rλ)− 1
rλ
)
(5.130)
et dues à une source d’injection ponctuelle unitaire dans le fluide :
U˜ fi =
1
2pi
νu − ν
α(1− 2ν)(1− νu)λr,i
(
K1(rλ)− 1
rλ
)
(5.131)
P˜ f =
1
2piκ
K0(rλ) (5.132)
où K0, K1 et K2 sont respectivement les fonctions de Bessel modifiées de seconde espèce
d’ordre zéro, premier et second et λ2 = sα
2(1− νu)(1− 2ν)2
2κG(1− ν)(νu − ν) =
s
c
.
5.3.3 Équations intégrales de frontière
L’équation intégrale de frontière pour la poroélasticité quasi-statique en domaine de Laplace
peut être obtenue en utilisant soit le théorème de réciprocité [18] soit la méthode des résidus
pondérés [297]. La procédure pour obtenir l’équation intégrale par ces deux méthodes est bien
détaillée dans la partie précédente. Ici, pour la brièveté du texte on présente les formes finales
de l’équation intégrale de frontière obtenues par les deux méthodes.
Résidus pondérés :[
cij 0
0 c
][
u˜i
p˜
]
=
∫
Γ
[
U˜Sij −P˜ Si
U˜ fj −P˜ f
][
t˜i
q˜
]
dΓ−
∫
Γ
[
T˜ Sij Q˜
S
i
T˜ fj Q˜
f
][
u˜i
p˜
]
dΓ (5.133)
où le vecteur de contrainte t˜i = σijnj = [(λ u˜k,k − αp˜) δij + µ(u˜j,i + u˜i,j)]nj et le flux normal
q˜ = −κ p,j nj sont introduits.
U˜Sij , P˜
S
i , U˜
f
j et P˜
f sont les composantes de la matrice de solution fondamentale G˜ qui doit être
solution de la matrice d’opérateur adjoint B? pour les problèmes quasi-statiques :
B? =
 G∇2δij +
G
1− 2ν ∂i∂j αs∂i
α∂i κ∇2 − α
2s(1− 2νu)(1− 2ν)
2G(νu − ν)
 (5.134)
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Également, les abréviations
T˜ Sij =
[
(λU˜Skj,k + αsP˜
S
j ) δil + µ
(
U˜Sij,l + U˜
S
lj,i
)]
nl (5.135)
Q˜Si = κP˜
S
i,lnl (5.136)
T˜ fj =
[
(λU˜ fk,k + αsP˜
f ) δil + µ
(
U˜ fi,l + U˜
f
l,i
)]
nl (5.137)
Q˜fj = κP˜
f
,l nl (5.138)
sont utilisées, où T˜ Sij et Q˜Si peuvent être interprétés comme étant les termes adjoints au vecteur
de contrainte t˜i et au flux q˜, respectivement.
En identifiant les solutions fondamentales (5.129)-(5.132), les formes explicites de ces abrévia-
tions s’obtiennent comme suit :
T˜ Sij =
1
2pi

1− 2νu
2(1− νu)
nir,j − njr,i − δijr,n
r
− 1
1− νu
r,ir,jr,n
r
+
νu − ν
(1− ν)(1− νu)λ
×[ nir,j
(
K3(rλ)− 3
rλ
K2(rλ)− 2
r3λ3
)
+ (njr,i + δijr,n)
(
1
rλ
K2(rλ)− 2
r3λ3
)
+
r,ir,jr,n
(
8
r3λ3
−K3(rλ)
)
]

(5.139)
T˜ fi =
1
2pi
sα(1− 2ν)
2κ(1− ν)
[
ni
(
K2(rλ) +K0(rλ)− 2
r2λ2
)
+ r,ir,n
(
4
r2λ2
− 2K2(rλ)
)]
(5.140)
Q˜Sj =
1
2pi
α(1− 2ν)
2G(1− ν)
[
r,jr,n
(
2
r2λ2
−K2(rλ)
)
+ nj
(
1
rλ
K1(rλ)− 1
r2λ2
)]
(5.141)
Q˜f = − 1
2pi
r,nλK1(rλ) (5.142)
K3 étant la fonction de Bessel modifiée de seconde espèce de troisième ordre et r,n = r,knk la
dérivée normale.
Théorème de réciprocité :[
cij 0
0 c
][
u˜i
p˜
]
=
∫
Γ
 u˜∗ij 1s p˜∗i
−su˜∗j −p˜∗j
[ t˜i
q˜
]
dΓ−
∫
Γ
 t˜∗ij 1s q˜∗i
−st˜∗j −q˜∗
[ u˜i
p˜
]
dΓ(5.143)
où l’état étoile représente les composantes de la matrice de solution fondamentale G˜∗ qui doit
être solution de la matrice d’opérateur différentiel B (6.16). Ceci est au contraire de l’équation
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intégrale obtenue par la méthode des résidus pondérés dans laquelle les solutions fondamentales
doivent satisfaire l’équation (6.21). En plus, t˜∗ij , t˜∗j et q˜∗, q˜∗i dans l’équation (5.143) dénotent les
solutions fondamentales concernant la traction et le flux, respectivement :
t˜∗ij =
[
(λu˜∗kj,k − α p˜∗j) δil + µ
(
u˜∗ij,l + u˜
∗
lj,i
)]
nl (5.144)
q˜∗i = −κp˜∗i,lnl (5.145)
t˜∗j =
[
(λu˜∗k,k − αp˜∗) δil + µ
(
u˜∗i,l + u˜
∗
l,i
)]
nl (5.146)
q˜∗ = −κp˜∗,lnl (5.147)
qui sont différents par rapport aux solutions (5.135)-(5.138). Cela est dû au fait que la solution
fondamentale G˜ correspond à l’opérateur adjoint B˜? tandis que G˜∗ correspond à l’opérateur
original B˜. En comparant les deux équations (6.16) et (5.134) pour la détermination de G˜ et de
G˜∗, on trouvera :
u˜∗ij = U˜
S
ij −su˜∗j = U˜ fj −p˜∗i = sP˜ Si p˜∗ = P˜ f (5.148)
Avec ces relations, l’équivalence de l’équation intégrale (5.133) déduite par la méthode des ré-
sidus pondérés et l’équation intégrale (5.143) déduite par le théorème de réciprocité est claire
[291].
Dans la suite, l’équation intégrale (5.133) avec les solutions fondamentales G˜ est prise en
compte. La singularité de ces solutions fondamentales, lorsque le point d’observation x s’ap-
proche du point source ξ est celle présentée pour le cas dynamique (Tab. 5.1) :
U˜Sij =
1
8piG(1− ν) {r,ir,j − (3− 4νu) δij ln r}+O(r
0) (5.149)
P˜ f = − 1
2piκ
ln r +O(r0) (5.150)
T˜ Sij = −
1
4pi(1− ν)r {[(1− 2ν)δij + 2r,ir,j] r,n − (1− 2ν)(r,jni − r,inj)}+O(r
0) (5.151)
T˜ fi =
−sα(1− 2ν)
4piκ(1− ν) ni ln r +O(r
0) (5.152)
Q˜Sj =
α(1− 2ν)
8piG(1− ν)nj ln r +O(r
0) (5.153)
Q˜f = − 1
2pi
r,n
r
+O(r0) (5.154)
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Une transformation au domaine temporel mène finalement à l’équation intégrale temporelle
pour la poroélasticité :[
cij(ξ) 0
0 c (ξ)
][
ui(ξ; t)
p (ξ; t)
]
=
∫ t
0
∫
Γ
[
USij(x, ξ; t− τ) −P Si (x, ξ; t− τ)
U fβ (x, ξ; t− τ) −P f (x, ξ; t− τ)
][
ti(x; τ)
q (x; τ)
]
dΓ
−
∫ t
0
∮
Γ
[
T Sij (x, ξ; t− τ) QSi (x, ξ; t− τ)
T fj (x, ξ; t− τ) Qf (x, ξ; t− τ)
][
ui(x; τ)
p (x; τ)
]
dΓ
(5.155)

CHAPITRE6 Équations intégrales de
frontière et solutions
fondamentales pour les sols
non-saturés
6.1 Problèmes dynamiques
DANS le chapitre 3, le modèle de couplage hydro-mécanique dans les milieux poreux nonsaturés soumis aux chargements dynamiques a été bien décrit [234, 236]. Ce modèle
phénoménologique est présenté en se basant sur les observations expérimentales et la théorie de
la poromécanique. Cela est obtenu dans le cadre du modèle mathématique présenté par Gatmiri
[143] et Gatmiri et al. [150] en utilisant la succion comme une variable indépendante.
Les équations de la conservation de la masse pour tous les constituants et l’équation de la
conservation de la quantité de mouvement ont été utilisées pour dériver les équations de champs.
Dans ce modèle, l’effet de déformation sur la distribution de succion dans le squelette solide
et l’effet inverse sont inclus via des surfaces d’état en indice des vides « e » et en degré de
saturation « Sr ». La loi de Darcy généralisée a été utilisée pour décrire l’écoulement de l’eau et
de l’air dans le milieu poreux non-saturé. Quant à la modélisation du comportement dynamique
des sols non saturés, deux variables d’état indépendantes, la contrainte nette et la succion, ont été
considérées. Aussi, les équations concernant le comportement dynamique des sols non saturés
sont dérivées en considérant le déplacement du squelette solide «u », la pression de l’eau « pw »
et la pression de l’air « pa » comme les degrés de liberté.
Pour une consultation plus facile, on récapitule brièvement ci-dessous le système d’équations
obtenu. Le but général de cette section est d’établir les équations intégrales de frontière et les
solutions fondamentales correspondant à ce système-ci dans les deux cas 2D et 3D. Elles seront
dérivées d’une manière qui permet une discrétisation et une mise en œuvre facile dans un code
d’éléments de frontière.
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6.1.1 Système d’équations de champs
Le système d’équations régissant le comportement dynamique des milieux poreux non saturés
se compose des éléments suivants :
Conservation de la quantité de mouvement :
(σij − δijpa),j + pa,i + fi = ρu¨i (6.1)
où σij est le tenseur de contrainte totale, δij est le delta de Kronecker, pa est la pression intersti-
tielle de l’air, fi est la force volumique par unité de volume, ρ = ρs(1− n) + ρwnw + ρana est
la masse volumique du système squelette/eau/air et ui est le déplacement du squelette solide.
Cette équation est obtenue en supposant que les accélérations de l’eau et de l’air par rapport au
squelette solide sont négligeables (w¨w/u¨ → 0, w¨a/u¨ → 0).
Loi de comportement du squelette solide :
(σij − δijpa) = (λδijεkk + 2µεij)− F sij(pa − pw) (6.2)
Dans cette équation constitutive (σij − δijpa) et (pa − pw) indiquent respectivement le tenseur
de contrainte totale nette et la succion, pw est la pression interstitielle de l’eau, λ et µ sont les
coefficients de Lamé qui dans un sol non saturé dépendent des variables indépendantes (σ−pa)
et (pa−pw). εij est la déformation totale du squelette et F sij = Dijkl(Dsuclk )−1 dans laquelle Dijkl
est la matrice de rigidité élastique linéaire et Dsuclk = βsuc[1, 1, 0]T où βsuc s’obtient à partir de
la surface d’état de l’indice des vides « e ».
Conservation de la masse d’eau :
w˙wi,i = −Swε˙ii + Cwwp˙w + Cwap˙a (6.3)
où ww est le déplacement relatif de l’eau par rapport au squelette solide, Sw est le degré de
saturation par rapport à l’eau w, Cww = (ng1 − CwnSw) dans laquelle n est la porosité, g1 =
DsSw/D(pa − pw), Cw est la compressibilité de l’eau et Cwa = −ng1.
Équation d’écoulement de l’eau :
−pw,i = ρwu¨ + w˙
w
kw
(6.4)
où kw désigne la perméabilité à l’eau dans un sol non saturé.
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Conservation de la masse d’air :
w˙ai,i = −Saε˙ii + Cwap˙w + Caap˙a (6.5)
où wa est le déplacement relatif de l’air par rapport au squelette solide, Sa est le degré de
saturation par rapport à l’air a, Caa = (ng1−CanSa) dans laquelle Ca est la compressibilité de
l’air et Caw = −ng1.
Équation d’écoulement de l’air :
−pa,i = ρau¨ + w˙
a
ka
(6.6)
où ka désigne la perméabilité à l’air dans un sol non saturé.
En introduisant (6.2) dans (6.1), (6.4) dans (6.3) et (6.6) dans (6.5), on trouve le système final des
équations de champs régissant le comportement dynamique des milieux poreux non-saturés :
(λ+ µ)uβ,αβ + µuα,ββ + F
spw,α + (1− F s)pa,α − ρu¨α + fα = 0 (6.7)
−Swu˙α,α + ρwkwu¨α,α + kwpw,αα + Cwwp˙w + Cwap˙a = 0 (6.8)
−Sau˙α,α + ρakau¨α,α + kapa,αα + Cwap˙w + Caap˙a = 0 (6.9)
En prenant la transformée de Laplace (équation 5.19) pour éliminer la variable temps et en
supposant des conditions initiales nulles,
ui(t=0) = w
w
i(t=0) = w
a
i(t=0) = 0 (6.10)
pw(t=0) = pa(t=0) = 0 (6.11)
les équations (6.7, 6.8, 6.9) s’écrivent dans le domaine de Laplace sous la forme suivante :
(λ+ µ)u˜β,αβ + µu˜α,ββ + F
sp˜w,α + (1− F s)p˜a,α − ρs2u˜α + f˜α = 0 (6.12)
−sθ1u˜α,α + kwp˜w,αα + Cwwsp˜w + Cwasp˜a = 0 (6.13)
−sθ2u˜α,α + Cwasp˜w + kap˜a,αα + Caasp˜a = 0 (6.14)
où θ1 = (Sw−ρwkws) et θ2 = (Sa−ρakas). Ce système d’équations peut s’écrire sous la forme
matricielle suivante :
B
 u˜αp˜w
p˜a
 = −
 f˜α0
0
 (6.15)
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où B est la matrice d’opérateurs différentiels :
B =
 (µ∇2 − ρs2) δαβ + (λ+ µ) ∂α∂β F s∂α (1− F s) ∂α−s θ1∂β kw∇2 + Cwws Cwas
−s θ2∂β Cwas ka∇2 + Caas
 (6.16)
dans laquelle α, β = 1, 2 pour les problèmes bi-dimensionnels et α, β = 1, 2, 3 pour les pro-
blèmes tri-dimensionnels, ∂α désigne la dérivée partielle par rapport à xα et ∇2 = ∂α∂α est
l’opérateur laplacien. Les éléments sur les diagonales secondaires indiquent que cet opérateur
est non auto-adjoint.
6.1.2 Équations intégrales de frontière pour l’analyse du comportement
dynamique des sols non saturés
À l’état de l’art actuel, les équations intégrales de frontière pour le comportement dynamique
des milieux poreux non-saturés n’ont pas été encore obtenues. Notre objectif est de parvenir
à ces équations intégrales à un tel niveau qu’on puisse les appliquer aux problèmes physiques
significatifs. Les solutions fondamentales correspondantes pour les deux cas 2D et 3D seront
dérivées dans la section (6.1.3). Grâce à la méthode des éléments de frontière, une discrétisation
et une mise en œuvre facile peuvent être faites dans un code numérique. À cette fin, la présente
section est consacrée à la dérivation d’un ensemble d’équations intégrales de frontière pour la
poroélasticité multiphasique dynamique en utilisant la méthode des résidus pondérés. Le détail
de cette méthode est bien expliqué dans le chapitre précédent. Dans cette méthode, l’équation
intégrale peut être dérivée directement en égalisant le produit scalaire des équations (6.12, 6.13,
6.14), écrites sous la forme matricielle avec la matrice d’opérateurs différentiels B définie dans
(6.16), et la matrice des solutions fondamentales adjointes G (5.32) à un vecteur nul, c.-à-d.
∫
Ω
B
 u˜αp˜w
p˜a
 G˜ dΩ = 0 avec G˜ =
 G˜αβ G˜αw G˜αaG˜wβ G˜ww G˜wa
G˜aβ G˜aw G˜aa
 =
 U˜Sαβ U˜Wα U˜AαP˜wSβ P˜wW P˜wA
P˜ aSβ P˜
aW P˜ aA
(6.17)
où α, β = 1, 2 pour les problèmes bi-dimensionnels et α, β = 1, 2, 3 pour les problèmes tri-
dimensionnels. Dans cette équation, l’intégration est effectuée sur un domaine Ω de frontière Γ,
en supposant que les forces volumiques et les sources d’injection des fluides sont nulles.
L’équation (6.17) peut s’écrire avec la notation indicielle :∫
Ω
[
(λ+ µ)G˜αj u˜β,βα + µ G˜αj∆u˜α − ρs2u˜αG˜αj + F sG˜αj p˜w,α + (1− F s) G˜αj p˜a,α
+ kwG˜wj ∆p˜w − sθ1G˜wj u˜α,α + CwwsG˜wj p˜w + CwasG˜wj p˜a
+ kaG˜aj ∆p˜a − sθ2G˜aj u˜α,α + CwasG˜aj p˜w + CaasG˜aj p˜a
]
dΩ = 0
(6.18)
où i, j = 1, 2, 3, 4 pour les problèmes bi-dimensionnels et i, j = 1, 2, 3, 4, 5 pour les problèmes
tri-dimensionnels.
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Comme montré dans le chapitre précédent, en faisant l’intégration par parties sur le domaine
pour chaque terme dans (6.18) et en utilisant le théorème de Green, l’opérateur B se transforme
d’une action sur le vecteur des inconnues u˜i = [ u˜α p˜w p˜a ]T en une action sur la matrice des
solutions fondamentales G˜. Ceci aboutit au système d’équations intégrales suivant écrit avec la
notation indicielle :∫
Γ
[(λ u˜k,k − F s (p˜a − p˜w) + p˜a) nβδαβ + µ (u˜β,α + u˜α,β)nβ] G˜αjdΓ
−
∫
Γ
u˜α
[
(λG˜kj,k + sθ1G˜wj + sθ2G˜aj)nβδαβ + µ
(
G˜αj,β + G˜βj,α
)
nβ
]
dΓ
+ kw
∫
Γ
(
p˜w,nG˜wj − p˜wG˜wj,n
)
dΓ + ka
∫
Γ
(
p˜a,nG˜aj − p˜aG˜aj,n
)
dΓ
+
∫
Ω
u˜iB
?
imG˜mjdΩ = 0
(6.19)
dans laquelle
B? =
 (µ∇2 − ρs2) δαβ + (λ+ µ) ∂α∂β sθ1∂α sθ2∂α−F s∂β kw∇2 + Cwws Cwas
− (1− F s) ∂β Cwas ka∇2 + Caas
 (6.20)
Comme mentionné dans l’équation (5.32), G˜ doit être solution de la matrice d’opérateur adjoint
B? comme suit :
B?G + Iδ(x− ξ) = 0 (6.21)
Donc, en introduisant l’équation (6.21) dans l’équation (6.19) et en utilisant la propriété de la
distribution de Dirac δ(x− ξ), on aura [233, 234] : cαβ(ξ) 0 00 c (ξ) 0
0 0 c (ξ)

 u˜α(ξ; s)p˜w(ξ; s)
p˜a(ξ; s)
 =
∫
Γ
 U˜Sαβ(x, ξ; s) −P˜wSα (x, ξ; s) −P˜ aSα (x, ξ; s)U˜Wβ (x, ξ; s) −P˜wW (x, ξ; s) −P˜ aW (x, ξ; s)
U˜Aβ (x, ξ; s) −P˜wA(x, ξ; s) −P˜ aA(x, ξ; s)

 t˜α(x; s)q˜w(x; s)
q˜a(x; s)
 dΓ
−
∮
Γ
 T˜ Sαβ(x, ξ; s) Q˜wSα (x, ξ; s) Q˜aSα (x, ξ; s)T˜Wβ (x, ξ; s) Q˜wW (x, ξ; s) Q˜aW (x, ξ; s)
T˜Aβ (x, ξ; s) Q˜
wA(x, ξ; s) Q˜aA(x, ξ; s)

 u˜α(x; s)p˜w(x; s)
p˜a(x; s)
 dΓ
(6.22)
où le vecteur de contrainte, le flux normal de l’eau et le flux normal de l’air sont respectivement :
t˜α = σαβnβ = [(λ u˜k,k − F s (p˜a − p˜w) + p˜a) δαβ + µ(u˜β,α + u˜α,β)]nβ (6.23)
q˜w = −kw
(
p˜w,β + ρws
2u˜β
)
nβ (6.24)
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q˜a = −ka
(
p˜a,β + ρas
2u˜β
)
nβ (6.25)
Également, T˜S , Q˜wS et Q˜aS peuvent être interprétés comme étant respectivement les termes
adjoints au vecteur de contrainte t˜, au flux de l’eau q˜w et au flux de l’air q˜a :
T˜ Sαβ =
[(
λU˜Skβ,k + sSwP˜
wS
β + sSaP˜
aS
β
)
δαl + µ
(
U˜Sαβ,l + U˜
S
lβ,α
)]
nl (6.26)
T˜Wα =
[(
λU˜Wk,k + sSwP˜
wW + sSaP˜
aW
)
δαl + µ
(
U˜Wα,l + U˜
W
l,α
)]
nl (6.27)
T˜Aα =
[(
λU˜Ak,k + sSwP˜
wA + sSaP˜
aA
)
δαl + µ
(
U˜Aα,l + U˜
A
l,α
)]
nl (6.28)
Q˜wSα = kwP˜
wS
α,l nl (6.29)
Q˜wW = kwP˜
wW
,l nl (6.30)
Q˜wA = kwP˜
wA
,l nl (6.31)
Q˜aSα = kaP˜
aS
α,lnl (6.32)
Q˜aW = kaP˜
aW
,l nl (6.33)
Q˜aA = kaP˜
aA
,l nl (6.34)
Dans la définition du flux de l’eau q˜w et de l’air q˜a les versions simplifiées de la loi de Darcy
(6.4, 6.6) sont utilisées. Cependant, dans leurs termes adjoints Q˜wSα , Q˜aSα et dans leurs solutions
fondamentales correspondantes Q˜wW , Q˜aA seules les versions quasi-statiques de la loi de Darcy
sont trouvées. Ceci est dû à l’omission des effets d’inertie dans les fluides.
L’équation intégrale de frontière dépendant du temps pour le comportement dynamique des sols
non saturés peut être obtenue par une transformation au domaine temporel [234] : cαβ(ξ) 0 00 c (ξ) 0
0 0 c (ξ)

 uα(ξ; t)pw(ξ; t)
pa(ξ; t)
 =
∫ t
0
∫
Γ
 USαβ(x, ξ; t− τ) −PwSα (x, ξ; t− τ) −P aSα (x, ξ; t− τ)UWβ (x, ξ; t− τ) −PwW (x, ξ; t− τ) −P aW (x, ξ; t− τ)
UAβ (x, ξ; t− τ) −PwA(x, ξ; t− τ) −P aA(x, ξ; t− τ)

 tα(x; τ)qw(x; τ)
qa(x; τ)
 dΓ
−
∫ t
0
∮
Γ
 T Sαβ(x, ξ; t− τ) QwSα (x, ξ; t− τ) QaSα (x, ξ; t− τ)TWβ (x, ξ; t− τ) QwW (x, ξ; t− τ) QaW (x, ξ; t− τ)
TAβ (x, ξ; t− τ) QwA(x, ξ; t− τ) QaA(x, ξ; t− τ)

 uα(x; τ)pw(x; τ)
pa(x; τ)
 dΓ
(6.35)
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6.1.3 Solutions fondamentales pour l’analyse du comportement dyna-
mique des sols non saturés
Dans cette section, les solutions fondamentales 2D et 3D pour le modèle dynamique des sols
non saturés seront obtenues dans le domaine de Laplace en utilisant la méthode de Hörmander
[182] ou Kupradze et al. [208]. L’idée centrale de cette méthode est clairement expliquée dans
la section (5.2.2.1). Comme l’opérateur différentiel régissant le comportement dynamique des
milieux poreux non saturés B n’est pas auto-adjoint (6.16), ici, les solutions pour l’opérateur
adjoint B? (6.20) seront dérivées.
D’après l’équation (5.28), d’abord, le déterminant de la matrice de l’opérateur adjoint B? (6.20)
est calculé. Cela donne :
2D : det (B?) = µ (λ+ 2µ) kwka
(∇2 − λ21) (∇2 − λ22) (∇2 − λ23) (∇2 − λ24) (6.36)
3D : det (B?) = µ2 (λ+ 2µ) kwka
(∇2 − λ21)2 (∇2 − λ22) (∇2 − λ23) (∇2 − λ24) (6.37)
dans lesquelles λ21, λ22, λ23 et λ24 sont les racines de ces polynômes, où λ21 = ρs2/µ correspond à
la vitesse de l’onde de cisaillement se propageant dans le milieu. La partie restante des équations
(6.36, 6.37) est un polynôme d’ordre 3 de ∆, qui a trois racines λ22, λ23 et λ24. Ces trois racines
doivent être déterminées en utilisant les expressions suivantes :
λ22 + λ
2
3+λ
2
4 =
ρs2
(λ+ 2µ)
+
F sρws
2
(λ+ 2µ)
+
ρa (1− F s) s2
(λ+ 2µ)
− Caas
ka
− Cwws
kw
− SwF
ss
(λ+ 2µ) kw
− Sa (1− F
s) s
(λ+ 2µ) ka
(6.38)
λ22λ
2
3 + λ
2
2λ
2
4+λ
2
3λ
2
4 = −
ρCaas
3
(λ+ 2µ) ka
− ρCwws
3
(λ+ 2µ) kw
− ρw (F
sCaa − (1− F s)Cwa) s3
(λ+ 2µ) ka
− ρa (−F
sCwa + (1− F s)Cww) s3
(λ+ 2µ) kw
+
(CwwCaa − C2wa) s2
kwka
+
Sw (F
sCaa − (1− F s)Cwa) s2
(λ+ 2µ) kwka
+
Sa (−F sCwa + (1− F s)Cww) s2
(λ+ 2µ) kwka
(6.39)
λ22λ
2
3λ
2
4 =
ρ (CwwCaa − C2wa) s4
(λ+ 2µ) kwka
(6.40)
Ces trois racines correspondent aux trois ondes de compression qui sont affectées par le degré
de saturation et la distribution spatiale des fluides dans le milieu.
Biot a démontré l’existence de deux types d’ondes de compression dans un milieu complète-
ment saturé (P1 et P2), tandis que dans le cas des sols non saturés où les espaces poreux sont
remplis par deux fluides immiscibles, les forces capillaires sont importantes et l’existence d’une
troisième onde de compression P3 (c.-à-d., une deuxième onde lente) est prédite dans le milieu
[65].
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À partir des équations (6.38, 6.39, 6.40) les coefficients complexes λ22, λ23 et λ24 peuvent être
déterminés comme les racines de l’équation cubique suivante :
(λ2)3 +
[−(λ22 + λ23 + λ24)] (λ2)2 + [(λ22λ23 + λ22λ24 + λ23λ24)] (λ2) + [−(λ22λ23λ24)] = 0 (6.41)
Maintenant, on peut calculer les éléments de la matrice des cofacteurs B? co en utilisant l’équa-
tion (5.24) :
2D : B? co =
 B? coαβ B? coαw B? coαaB? cowβ B? coww B? cowa
B? coaβ B
? co
aw B
? co
aa
 (6.42)
3D : B? co = µ
(∇2 − λ21)
 B? coαβ B? coαw B? coαaB? cowβ B? coww B? cowa
B? coaβ B
? co
aw B
? co
aa
 (6.43)
où
B? coαβ = δαβ (λ+ 2µ) kwka
(∇2 − λ22) (∇2 − λ23) (∇2 − λ24)
−∂α∂β
{
kwka (λ+ µ)∇4 +[
(1− F s) kw (Sa − kaρas) + F ska (Sw − kwρws) + (λ+ µ) (Caakw + Cwwka)
]
s∇2 +[
(λ+ µ)
(
CwwCaa − C2wa
)
+ CaaF
s (Sw − kwρws)− Cwa (1− F s) (Sw − kwρws)
+Cww (1− F s) (Sa − kaρas)− CwaF s (Sa − kaρas)
]
s2
}
B? cowβ =
{
µF ska∇4 +
[
− µCwa(1 − F s) + µCaaF s − ρF skas
]
s∇2 +
[
ρCwa(1 − F s) −
ρCaaF
s
]
s3
}
∂β
B? coaβ =
{
µ(1− F s)kw∇4 +
[
µCww(1− F s)− µCwaF s − ρ(1− F s)kws
]
s∇2 +[
− ρCww(1− F s) + ρCwaF s
]
s3
}
∂β
B? coαw =
{
(−µSwka + µkwkaρws) s∇4 +[
µ(CwaSa − CaaSw) + (µ(−Cwakaρa + kwρwCaa) + ρSwka)s− ρkwkaρws2
]
s2∇2 +[
− ρ(CwaSa − CaaSw) + ρ(Cwakaρa − kwρwCaa)s
]
s4
}
∂α
B? coww = µ(λ+ 2µ)ka∇6 +[
Caaµ(λ+ 2µ) + µ(1− F s)Sa − (µ(1− F s)kaρa + ρ(λ+ 2µ)ka + µρka) s
]
s∇4 +[
− ρ(1− F s)Sa − ρCaa(λ+ 2µ)− µCaaρ+
(
ρ(1− F s)kaρa + ρ2ka
)
s
]
s3∇2
+Caaρ
2s5
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B? coaw = µ
[
− Cwa(λ+ 2µ)− (1− F s)Sw + (1− F s)kwρws
]
s∇4 +[
ρCwa(λ+ 2µ) + ρ(1− F s)Sw + µCwaρ− ρ(1− F s)kwρws
]
s3∇2 − Cwaρ2s5
B? coαa =
{
(−µSakw + µkwkaρas) s∇4 +[
µ(CwaSw − CwwSa) + (µ(−Cwakwρw + kaρaCww) + ρSakw)s− ρkwkaρas2
]
s2∇2 +[
− ρ(CwaSw − CwwSa) + ρ(Cwakwρw − kaρaCww)s
]
s4
}
∂α
B? cowa = µ
[
− Cwa(λ + 2µ) − F sSa + F skaρas
]
s∇4 +
[
ρCwa(λ + 2µ) + ρF
sSa + µCwaρ −
ρF skaρas
]
s3∇2 − Cwaρ2s5
B? coaa = µ(λ+ 2µ)kw∇6 +[
Cwwµ(λ+ 2µ) + µF
sSw − (ρ(λ+ 2µ)kw + µρwkwF s + µρkw) s
]
s∇4 +[
− ρCww(λ+ 2µ)− µCwwρ− ρF sSw +
(
ρF skwρw + ρ
2kw
)
s
]
s3∇2 + Cwwρ2s5
En remplaçant le déterminant de la matrice de l’opérateur adjoint B? (6.36, 6.37), l’équation
scalaire correspondant à (5.28) s’obtient comme suit :(∇2 − λ21) (∇2 − λ22) (∇2 − λ23) (∇2 − λ24)Φ + δ(x− ξ) = 0 (6.44)
avec l’abréviation
2D : Φ = µ (λ+ 2µ) kwkaϕ (6.45)
3D : Φ = µ2 (λ+ 2µ) kwka
(∇2 − λ21)ϕ (6.46)
L’équation (6.44) peut être exprimée comme l’une des quatre équations (6.47), (6.48), (6.49) ou
(6.50) : (∇2 − λ21)ϕ1 + δ(x− ξ) = 0
ϕ1 =
(∇2 − λ22) (∇2 − λ23) (∇2 − λ24)Φ (6.47)
(∇2 − λ22)ϕ2 + δ(x− ξ) = 0
ϕ2 =
(∇2 − λ21) (∇2 − λ23) (∇2 − λ24)Φ (6.48)
(∇2 − λ23)ϕ3 + δ(x− ξ) = 0
ϕ3 =
(∇2 − λ21) (∇2 − λ22) (∇2 − λ24)Φ (6.49)
(∇2 − λ24)ϕ4 + δ(x− ξ) = 0
ϕ4 =
(∇2 − λ21) (∇2 − λ22) (∇2 − λ23)Φ (6.50)
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Les équations ci-dessus ne sont autres que les équations de Helmholtz. Les solutions fondamen-
tales de telles équations pour un domaine complètement symétrique dans les deux cas 2D et 3D
sont respectivement :
2D : ϕi =
K0 (λir)
2pi
, i = 1, 2, 3, 4 (6.51)
3D : ϕi =
exp (−λir)
4pir
, i = 1, 2, 3, 4 (6.52)
où r = |x− ξ| dénote la distance entre les deux points d’observation x et la source ξ.
Par définition de ϕ1, ϕ2, ϕ3 et ϕ4, on en déduit :(∇2 − λ24)Φ = 1λ22 − λ21
[
ϕ3 − ϕ2
λ23 − λ22
− ϕ3 − ϕ1
λ23 − λ21
]
(6.53)
(∇2 − λ23)Φ = − 1λ22 − λ21
[
ϕ4 − ϕ1
λ24 − λ21
− ϕ4 − ϕ2
λ24 − λ22
]
(6.54)
La fonction Φ est donc déterminée :
Φ =
1
(λ22 − λ21) (λ23 − λ24)
[
ϕ3 − ϕ2
λ23 − λ22
− ϕ3 − ϕ1
λ23 − λ21
+
ϕ4 − ϕ1
λ24 − λ21
− ϕ4 − ϕ2
λ24 − λ22
]
(6.55)
En remplaçant les équations (6.51, 6.52) dans (6.55), on obtient :
2D : Φ =
1
2pi
[
K0 (λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
K0 (λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
K0 (λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
K0 (λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
] (6.56)
3D : Φ = 1
4pir
[
exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
] (6.57)
avec la fonction de Bessel modifiée de seconde espèce d’ordre zéro K0(λir).
Ayant en vue que la transformée de Laplace de la fonction qui décrit un front d’onde avec une
constante de vitesse c est exp(−rs/c) = L{H(t − r/c)} (3D), il est évident que l’équation
ci-dessus (6.57) représente les quatre ondes de compression et de cisaillement propagées dans
le milieu non saturé. Comme les racines λi, i = 2, 3, 4 sont fonctions de s, les vitesses de
l’onde de compression sont dépendantes du temps. Ceci représente l’atténuation dans un milieu
poroélastique [298]. Au contraire, la vitesse de l’onde de cisaillement λ1 n’est plus dépendante
du temps. Autrement dit, elle n’est pas atténuée. Le terme s dans l’expression λ1 appartient
à la fonction exponentielle exp(−rs/c) et non pas à la vitesse de l’onde de cisaillement c2
[298]. La même interprétation est valable pour le cas 2D où les fronts d’ondes amorties sont
représentés dans le domaine de Laplace par la fonction de Bessel modifiée K0(z).
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En tenant compte de la relation appropriée entre ϕ et Φ (6.45, 6.46) et en appliquant ultérieu-
rement la matrice d’opérateur B? co (6.42, 6.43) à la solution ϕ(r, s) (d’après l’équation (5.30)),
les solutions fondamentales pour les sols non saturés soumis aux chargements dynamiques dans
les deux cas 2D et 3D s’obtiennent [234, 238].
G˜ =
 G˜αβ G˜αw G˜αaG˜wβ G˜ww G˜wa
G˜aβ G˜aw G˜aa
 =
 U˜Sαβ U˜Wα U˜AαP˜wSβ P˜wW P˜wA
P˜ aSβ P˜
aW P˜ aA
 =
 B? coαβ B? coαw B? coαaB? cowβ B? coww B? cowa
B? coaβ B
? co
aw B
? co
aa
 Φ
µ (λ+ 2µ) kwka
(6.58)
Il faut préciser que les expressions des dérivées partielles de Φ(r, s) sont données dans l’annexe
(A.1).
Après quelques manipulations algébriques, on trouve les formes explicites des solutions
fondamentales comme suit :
solutions 2D :
• déplacement du squelette solide dans la direction α dû à la force ponctuelle impulsion-
nelle dans le solide dans la direction β
U˜Sαβ =
1
2piµ

− (λ+ µ) Λ2
ρs2
(λ21 −K2ss1) (λ21 −K2ss2)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
(
R1λ1K1(λ1r) +R2λ
2
1K0(λ1r)
)
+
− (λ+ µ) Λ2
ρs2
(λ22 −K2ss1) (λ22 −K2ss2)
(λ22 − λ21) (λ22 − λ23) (λ22 − λ24)
(
R1λ2K1(λ2r) +R2λ
2
2K0(λ2r)
)
+
− (λ+ µ) Λ2
ρs2
(λ23 −K2ss1) (λ23 −K2ss2)
(λ23 − λ21) (λ23 − λ22) (λ23 − λ24)
(
R1λ3K1(λ3r) +R2λ
2
3K0(λ3r)
)
+
− (λ+ µ) Λ2
ρs2
(λ24 −K2ss1) (λ24 −K2ss2)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
(
R1λ4K1(λ4r) +R2λ
2
4K0(λ4r)
)

+
δαβ
2piµ
K0(λ1r)
(6.59)
avec R1 =
(
2r,αr,β − δαβ
r
)
, R2 = r,αr,β , Λ
2 =
ρs2
(λ+ 2µ)
et
K2ss1+K
2
ss2 =
−SwF ss
(λ+ µ) kw
+
−Sa(1− F s)s
(λ+ µ) ka
− (kwCaa + kaCww) s
kwka
+
ρwF
ss2
(λ+ µ)
+
ρa(1− F s)s2
(λ+ µ)
K2ss1K
2
ss2 =
(
(CwwCaa − C2wa)
kwka
+
Sw (F
sCaa − Cwa(1− F s))
(λ+ µ) kwka
+
Sa ((1− F s)Cww − F sCwa)
(λ+ µ) kwka
− ρw (F
sCaa − Cwa(1− F s)) s
(λ+ µ) ka
− ρa (Cww(1− F
s)− F sCwa) s
(λ+ µ) kw
)
s2
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• pression interstitielle de l’eau due à la force ponctuelle impulsionnelle dans le solide
dans la direction β
P˜wSβ =
F s
2pi (λ+ 2µ) kw
r,β×
−λ2
(λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa(1− F s)− F sCaa
)
s
F ska
K1(λ2r)+
−λ3
(λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa(1− F s)− F sCaa
)
s
F ska
K1(λ3r)+
−λ4
(λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa(1− F s)− F sCaa
)
s
F ska
K1(λ4r)

(6.60)
• pression interstitielle de l’air due à la force ponctuelle impulsionnelle dans le solide dans
la direction β
P˜ aSβ =
(1− F s)
2pi (λ+ 2µ) ka
r,β×
−λ2
(λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cww(1− F s)− F sCwa
)
s
−(1− F s)kw
K1(λ2r)+
−λ3
(λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cww(1− F s)− F sCwa
)
s
−(1− F s)kw
K1(λ3r)+
−λ4
(λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cww(1− F s)− F sCwa
)
s
−(1− F s)kw
K1(λ4r)

(6.61)
• déplacement du squelette solide dans la direction α dû à la source ponctuelle impulsion-
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nelle d’eau injectée
U˜Wα =
− (Sw − ρwkws) s
2pi (λ+ 2µ) kw
r,α×
−λ2
(λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)
K1(λ2r)+
−λ3
(λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)
K1(λ3r)+
−λ4
(λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)
K1(λ4r)

(6.62)
• pression interstitielle de l’eau due à la source ponctuelle impulsionnelle d’eau injectée
P˜wW =
1
2pikw

1
(λ24 − λ22) (λ23 − λ22)
(
λ22 −K2w
) (
λ22 − Λ2w
)
K0(λ2r)+
1
(λ24 − λ23) (λ22 − λ23)
(
λ23 −K2w
) (
λ23 − Λ2w
)
K0(λ3r)+
1
(λ23 − λ24) (λ22 − λ24)
(
λ24 −K2w
) (
λ24 − Λ2w
)
K0(λ4r)

(6.63)
avec
K2wΛ
2
w =
−ρCaas3
(λ+ 2µ) ka
K2w + Λ
2
w =
−Sa(1− F s)s
(λ+ 2µ) ka
− Caas
ka
+
ρa(1− F s)s2
(λ+ 2µ)
+
ρs2
(λ+ 2µ)
• pression interstitielle de l’air due à la source ponctuelle impulsionnelle d’eau injectée
P˜ aW =
s
2pi (λ+ 2µ) kwka
×
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ22 + ρCwas
2
(λ24 − λ22) (λ23 − λ22)
K0(λ2r)+
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ23 + ρCwas
2
(λ24 − λ23) (λ22 − λ23)
K0(λ3r)+
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ24 + ρCwas
2
(λ23 − λ24) (λ22 − λ24)
K0(λ4r)

(6.64)
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• déplacement du squelette solide dans la direction α dû à la source ponctuelle impulsion-
nelle d’air injecté
U˜Aα =
(Sa − ρakas) s
2pi (λ+ 2µ) ka
r,α×
λ2
(λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)
K1(λ2r)+
λ3
(λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)
K1(λ3r)+
λ4
(λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)
K1(λ4r)

(6.65)
• pression interstitielle de l’eau due à la source ponctuelle impulsionnelle d’air injecté
P˜wA =
s
2pi (λ+ 2µ) kwka
×
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ22 + ρCwas
2
(λ24 − λ22) (λ23 − λ22)
K0(λ2r)+
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ23 + ρCwas
2
(λ24 − λ23) (λ22 − λ23)
K0(λ3r)+
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ24 + ρCwas
2
(λ23 − λ24) (λ22 − λ24)
K0(λ4r)

(6.66)
• pression interstitielle de l’air due à la source ponctuelle impulsionnelle d’air injecté
P˜ aA =
1
2pika

1
(λ24 − λ22) (λ23 − λ22)
(
λ22 −K2a
) (
λ22 − Λ2a
)
K0(λ2r)+
1
(λ24 − λ23) (λ22 − λ23)
(
λ23 −K2a
) (
λ23 − Λ2a
)
K0(λ3r)+
1
(λ23 − λ24) (λ22 − λ24)
(
λ24 −K2a
) (
λ24 − Λ2a
)
K0(λ4r)

(6.67)
avec
K2aΛ
2
a =
−ρCwws3
(λ+ 2µ) kw
K2a + Λ
2
a =
−SwF ss
(λ+ 2µ) kw
− Cwws
kw
+
ρwF
ss2
(λ+ 2µ)
+
ρs2
(λ+ 2µ)
solutions 3D :
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• déplacement du squelette solide dans la direction α dû à la force ponctuelle impulsion-
nelle dans le solide dans la direction β
U˜ sαβ =
1
4piµ

− (λ+ µ) Λ2
ρs2
(λ21 −K2ss1) (λ21 −K2ss2)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
(
R1 +R2λ1 +R3λ
2
1
)
exp(−λ1r)+
− (λ+ µ) Λ2
ρs2
(λ22 −K2ss1) (λ22 −K2ss2)
(λ22 − λ21) (λ22 − λ23) (λ22 − λ24)
(
R1 +R2λ2 +R3λ
2
2
)
exp(−λ2r)+
− (λ+ µ) Λ2
ρs2
(λ23 −K2ss1) (λ23 −K2ss2)
(λ23 − λ21) (λ23 − λ22) (λ23 − λ24)
(
R1 +R2λ3 +R3λ
2
3
)
exp(−λ3r)+
− (λ+ µ) Λ2
ρs2
(λ24 −K2ss1) (λ24 −K2ss2)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
(
R1 +R2λ4 +R3λ
2
4
)
exp(−λ4r)

+
δαβ
4piµr
exp(−λ1r)
(6.68)
avec R1 =
(
3r,αr,β − δαβ
r3
)
, R2 =
(
3r,αr,β − δαβ
r2
)
, R3 =
r,αr,β
r
, Λ2 =
ρs2
(λ+ 2µ)
et
K2ss1+K
2
ss2 =
−SwF ss
(λ+ µ) kw
+
−Sa(1− F s)s
(λ+ µ) ka
− (kwCaa + kaCww) s
kwka
+
ρwF
ss2
(λ+ µ)
+
ρa(1− F s)s2
(λ+ µ)
K2ss1K
2
ss2 =
(
(CwwCaa − C2wa)
kwka
+
Sw (F
sCaa − Cwa(1− F s))
(λ+ µ) kwka
+
Sa ((1− F s)Cww − F sCwa)
(λ+ µ) kwka
− ρw (−Cwa(1− F
s) + F sCaa) s
(λ+ µ) ka
− ρa (Cww(1− F
s)− F sCwa) s
(λ+ µ) kw
)
s2
• pression interstitielle de l’eau due à la force ponctuelle impulsionnelle dans le solide
dans la direction β
P˜wSβ =
−F s
4pi (λ+ 2µ) kwr2
r,β×
(1 + λ2r) exp(−λ2r)
(λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa(1− F s)− F sCaa
)
s
F ska
+
(1 + λ3r) exp(−λ3r)
(λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa(1− F s)− F sCaa
)
s
F ska
+
(1 + λ4r) exp(−λ4r)
(λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa(1− F s)− F sCaa
)
s
F ska


(6.69)
• pression interstitielle de l’air due à la force ponctuelle impulsionnelle dans le solide dans
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la direction β
P˜ aSβ =
−(1− F s)
4pi (λ+ 2µ) kar2
r,β×
(1 + λ2r) exp(−λ2r)
(λ24 − λ22) (λ23 − λ22)
λ22 +
(
Cww(1− F s)− F sCwa
)
s
(1− F s)kw
+
(1 + λ3r) exp(−λ3r)
(λ24 − λ23) (λ22 − λ23)
λ23 +
(
Cwa(1− F s)− F sCaa
)
s
(1− F s)kw
+
(1 + λ4r) exp(−λ4r)
(λ23 − λ24) (λ22 − λ24)
λ24 +
(
Cwa(1− F s)− F sCaa
)
s
(1− F s)kw


(6.70)
• déplacement du squelette solide dans la direction α dû à la source ponctuelle impulsion-
nelle d’eau injectée
U˜Wα =
(Sw − ρwkws) s
4pi (λ+ 2µ) kwr2
r,α×
(1 + λ2r) exp(−λ2r)
(λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)
+
(1 + λ3r) exp(−λ3r)
(λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)
+
(1 + λ4r) exp(−λ4r)
(λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)


(6.71)
• pression interstitielle de l’eau due à la source ponctuelle impulsionnelle d’eau injectée
P˜wW =
1
4pikwr

exp(−λ2r)
(λ24 − λ22) (λ23 − λ22)
(
λ22 −K2w
) (
λ22 − Λ2w
)
+
exp(−λ3r)
(λ24 − λ23) (λ22 − λ23)
(
λ23 −K2w
) (
λ23 − Λ2w
)
+
exp(−λ4r)
(λ23 − λ24) (λ22 − λ24)
(
λ24 −K2w
) (
λ24 − Λ2w
)

(6.72)
avec
K2wΛ
2
w =
−ρCaas3
(λ+ 2µ) ka
K2w + Λ
2
w =
−Sa(1− F s)s
(λ+ 2µ) ka
− Caas
ka
+
ρa(1− F s)s2
(λ+ 2µ)
+
ρs2
(λ+ 2µ)
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• pression interstitielle de l’air due à la source ponctuelle impulsionnelle d’eau injectée
P˜ aW =
s
4pi (λ+ 2µ) kwkar
×
exp(−λ2r)
(λ24 − λ22) (λ23 − λ22)
[
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ22 + ρCwas
2
]
+
exp(−λ3r)
(λ24 − λ23) (λ22 − λ23)
[
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ23 + ρCwas
2
]
+
exp(−λ4r)
(λ23 − λ24) (λ22 − λ24)
[
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ24 + ρCwas
2
]

(6.73)
• déplacement du squelette solide dans la direction α dû à la source ponctuelle impulsion-
nelle d’air injecté
U˜Aα =
(Sa − ρakas) s
4pi (λ+ 2µ) kar2
r,α×
(1 + λ2r) exp(−λ2r)
(λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)
+
(1 + λ3r) exp(−λ3r)
(λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)
+
(1 + λ4r) exp(−λ4r)
(λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)


(6.74)
• pression interstitielle de l’eau due à la source ponctuelle impulsionnelle d’air injecté
P˜wA =
s
4pi (λ+ 2µ) kwkar
×
exp(−λ2r)
(λ24 − λ22) (λ23 − λ22)
[
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ22 + ρCwas
2
]
+
exp(−λ3r)
(λ24 − λ23) (λ22 − λ23)
[
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ23 + ρCwas
2
]
+
exp(−λ4r)
(λ23 − λ24) (λ22 − λ24)
[
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ24 + ρCwas
2
]

(6.75)
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• pression interstitielle de l’air due à la source ponctuelle impulsionnelle d’air injecté
P˜ aA =
1
4pikar

exp(−λ2r)
(λ24 − λ22) (λ23 − λ22)
(
λ22 −K2a
) (
λ22 − Λ2a
)
+
exp(−λ3r)
(λ24 − λ23) (λ22 − λ23)
(
λ23 −K2a
) (
λ23 − Λ2a
)
+
exp(−λ4r)
(λ23 − λ24) (λ22 − λ24)
(
λ24 −K2a
) (
λ24 − Λ2a
)

(6.76)
avec
K2aΛ
2
a =
−ρCwws3
(λ+ 2µ) kw
K2a + Λ
2
a =
−SwF ss
(λ+ 2µ) kw
− Cwws
kw
+
ρwF
ss2
(λ+ 2µ)
+
ρs2
(λ+ 2µ)
Pendant la dérivation de l’équation intégrale de frontière pour l’analyse du comportement
dynamique des sols non saturés (6.22) plusieurs abréviations correspondant aux termes adjoints
sont présentées (6.26, 6.27, 6.28, 6.29, 6.30, 6.31, 6.32, 6.33, 6.34). En introduisant les
solutions fondamentales obtenues ci-dessus et leurs dérivées partielles, les formes explicites de
ces termes dans les deux cas 2D et 3D sont comme suit :
termes adjoints 2D :
– T˜ Sαβ =
[(
λU˜Skβ,k + sSwP˜
wS
β + sSaP˜
aS
β
)
δαl + µ
(
U˜Sαβ,l + U˜
S
lβ,α
)]
nl ⇒
(
U˜Sαβ,l + U˜
S
lβ,α
)
nl =
2
2pi

CsS1
(
R3λ
2
1K0(λ1r) +
(
2
r
R3 −R4λ21
)
λ1K1(λ1r)
)
+
CsS2
(
R3λ
2
2K0(λ2r) +
(
2
r
R3 −R4λ22
)
λ2K1(λ2r)
)
+
CsS3
(
R3λ
2
3K0(λ3r) +
(
2
r
R3 −R4λ23
)
λ3K1(λ3r)
)
+
CsS4
(
R3λ
2
4K0(λ4r) +
(
2
r
R3 −R4λ24
)
λ4K1(λ4r)
)

− (r,αnβ + r,nδαβ)
2piµ
λ1K1(λ1r)
(6.77)
avec R3 =
(−4r,αr,βr,n + r,βnα + r,αnβ + r,nδαβ)
r
, R4 = r,αr,βr,n
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U˜Skβ,kδαlnl =−
r,βnα
2pi
(
CsS1 λ
3
1K1(λ1r) + C
sS
2 λ
3
2K1(λ2r) + C
sS
3 λ
3
3K1(λ3r) + C
sS
4 λ
3
4K1(λ4r)
)
− r,βnα
2piµ
λ1K1(λ1r)
(6.78)
– T˜Wα =
[(
λU˜Wk,k + sSwP˜
wW + sSaP˜
aW
)
δαl + µ
(
U˜Wα,l + U˜
W
l,α
)]
nl ⇒
(
U˜Wα,l + U˜
W
l,α
)
nl =
2
2pi

nα − 2r,αr,n
r
(
CsW1 λ2K1(λ2r) + C
sW
2 λ3K1(λ3r) + C
sW
3 λ4K1(λ4r)
)
−r,αr,n
(
CsW1 λ
2
2K0(λ2r) + C
sW
2 λ
2
3K0(λ3r) + C
sW
3 λ
2
4K0(λ4r)
)

(6.79)
U˜Wk,kδαlnl =−
nα
2pi
(
CsW1 λ
2
2K0(λ2r) + C
sW
2 λ
2
3K0(λ3r) + C
sW
3 λ
2
4K0(λ4r)
)
(6.80)
– T˜Aα =
[(
λU˜Ak,k + sSwP˜
wA + sSaP˜
aA
)
δαl + µ
(
U˜Aα,l + U˜
A
l,α
)]
nl ⇒
(
U˜Aα,l + U˜
A
l,α
)
nl =
2
2pi

nα − 2r,αr,n
r
(
CsA1 λ2K1(λ2r) + C
sA
2 λ3K1(λ3r) + C
sA
3 λ4K1(λ4r)
)
−r,αr,n
(
CsA1 λ
2
2K0(λ2r) + C
sA
2 λ
2
3K0(λ3r) + C
sA
3 λ
2
4K0(λ4r)
)

(6.81)
U˜Ak,kδαlnl =−
nα
2pi
(
CsA1 λ
2
2K0(λ2r) + C
sA
2 λ
2
3K0(λ3r) + C
sA
3 λ
2
4K0(λ4r)
)
(6.82)
Les autres expressions explicites sont
QwSα =
nα − 2r,αr,n
2pir
(
CwS1 λ2K1(λ2r) + C
wS
2 λ3K1(λ3r) + C
wS
3 λ4K1(λ4r)
)
− r,αr,n
2pi
(
CwS1 λ
2
2K0(λ2r) + C
wS
2 λ
2
3K0(λ3r) + C
wS
3 λ
2
4K0(λ4r)
) (6.83)
144 6.1. Problèmes dynamiques
QwW = −r,n
2pi
(
CwW1 λ2K1(λ2r) + C
wW
2 λ3K1(λ3r) + C
wW
3 λ4K1(λ4r)
)
(6.84)
QwA = −r,n
2pi
(
CwA1 λ2K1(λ2r) + C
wA
2 λ3K1(λ3r) + C
wA
3 λ4K1(λ4r)
)
(6.85)
QaSα =
nα − 2r,αr,n
2pir
(
CaS1 λ2K1(λ2r) + C
aS
2 λ3K1(λ3r) + C
aS
3 λ4K1(λ4r)
)
− r,αr,n
2pi
(
CaS1 λ
2
2K0(λ2r) + C
aS
2 λ
2
3K0(λ3r) + C
aS
3 λ
2
4K0(λ4r)
) (6.86)
QaW = −r,n
2pi
(
CaW1 λ2K1(λ2r) + C
aW
2 λ3K1(λ3r) + C
aW
3 λ4K1(λ4r)
)
(6.87)
QaA = −r,n
2pi
(
CaA1 λ2K1(λ2r) + C
aA
2 λ3K1(λ3r) + C
aA
3 λ4K1(λ4r)
)
(6.88)
dans lesquelles les coefficients Cmni sont présentés dans l’annexe (A.2).
termes adjoints 3D :
– T˜ Sαβ =
[(
λU˜Skβ,k + sSwP˜
wS
β + sSaP˜
aS
β
)
δαl + µ
(
U˜Sαβ,l + U˜
S
lβ,α
)]
nl ⇒
(
U˜Sαβ,l + U˜
S
lβ,α
)
nl =
2nl
4pir

CsS1
(
R5
r2
(
λ1 +
1
r
)
+
R6
r
λ21 − r,αr,βr,lλ31
)
exp(−λ1r)+
CsS2
(
R5
r2
(
λ2 +
1
r
)
+
R6
r
λ22 − r,αr,βr,lλ32
)
exp(−λ2r)+
CsS3
(
R5
r2
(
λ3 +
1
r
)
+
R6
r
λ23 − r,αr,βr,lλ33
)
exp(−λ3r)+
CsS4
(
R5
r2
(
λ4 +
1
r
)
+
R6
r
λ24 − r,αr,βr,lλ34
)
exp(−λ4r)

− (r,αnβ + r,nδαβ)
4piµr
(
λ1 +
1
r
)
exp(−λ1r)
(6.89)
avec R5 = 3 (r,αδβl + r,βδαl + r,lδαβ − 5r,αr,βr,l), R6 = (r,αδβl + r,βδαl + r,lδαβ − 6r,αr,βr,l)
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U˜Skβ,kδαlnl =−
r,βnα
4pir

CsS1
(
1
r
+ λ1
)
λ21 exp(−λ1r) + CsS2
(
1
r
+ λ2
)
λ22 exp(−λ2r)
+CsS3
(
1
r
+ λ3
)
λ23 exp(−λ3r) + CsS4
(
1
r
+ λ4
)
λ24 exp(−λ4r)

− r,βnα
4piµr
(
1
r
+ λ1
)
exp(−λ1r)
(6.90)
– T˜Wα =
[(
λU˜Wk,k + sSwP˜
wW + sSaP˜
aW
)
δαl + µ
(
U˜Wα,l + U˜
W
l,α
)]
nl ⇒
(
U˜Wα,l + U˜
W
l,α
)
nl =
2nl
4pir
{
CsW1 R1 exp(−λ2r) + CsW2 R2 exp(−λ3r) + CsW3 R3 exp(−λ4r)
}
(6.91)
U˜Wk,kδαlnl =−
nα
4pir
(
CsW1 λ
2
2 exp(−λ2r) + CsW2 λ23 exp(−λ3r) + CsW3 λ24 exp(−λ4r)
)
(6.92)
avec Rk =
δαl − 3r,αr,l
r2
+ λk
δαl − 3r,αr,l
r
− λ2kr,αr,l
– T˜Aα =
[(
λU˜Ak,k + sSwP˜
wA + sSaP˜
aA
)
δαl + µ
(
U˜Aα,l + U˜
A
l,α
)]
nl ⇒
(
U˜Aα,l + U˜
A
l,α
)
nl =
2nl
4pir
{
CsA1 R1 exp(−λ2r) + CsA2 R2 exp(−λ3r) + CsA3 R3 exp(−λ4r)
}
(6.93)
U˜Ak,kδαlnl =−
nα
4pir
(
CsA1 λ
2
2 exp(−λ2r) + CsA2 λ23 exp(−λ3r) + CsW3 λ24 exp(−λ4r)
)
(6.94)
Les autres expressions explicites sont
QwSα =
nα
4pir
{
CwS1 R1 exp(−λ2r) + CwS2 R2 exp(−λ3r) + CwS3 R3 exp(−λ4r)
}
(6.95)
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QwW = − r,n
4pir
{
CwW1
(
λ2 +
1
r
)
exp(−λ2r) + CwW2
(
λ3 +
1
r
)
exp(−λ3r)+
CwW3
(
λ4 +
1
r
)
exp(−λ4r)
} (6.96)
QwA = − r,n
4pir
{
CwA1
(
λ2 +
1
r
)
exp(−λ2r) + CwA2
(
λ3 +
1
r
)
exp(−λ3r)+
CwA3
(
λ4 +
1
r
)
exp(−λ4r)
} (6.97)
QaSα =
nα
4pir
{
CaS1 R1 exp(−λ2r) + CaS2 R2 exp(−λ3r) + CaS3 R3 exp(−λ4r)
}
(6.98)
QaW = − r,n
4pir
{
CaW1
(
λ2 +
1
r
)
exp(−λ2r) + CaW2
(
λ3 +
1
r
)
exp(−λ3r)+
CaW3
(
λ4 +
1
r
)
exp(−λ4r)
} (6.99)
QaA = − r,n
4pir
{
CaA1
(
λ2 +
1
r
)
exp(−λ2r) + CaA2
(
λ3 +
1
r
)
exp(−λ3r)+
CaA3
(
λ4 +
1
r
)
exp(−λ4r)
} (6.100)
6.1.4 Comportement singulier des solutions fondamentales
Comme montré dans la section (6.1.2), l’équation intégrale de frontière est obtenue en appro-
chant le point source ξ vers la frontière Γ. Par conséquent, afin de déterminer des inconnues de
frontière, il est nécessaire de connaître le comportement des solutions fondamentales lorsque
r = |ξ − x| tend vers zéro, autrement dit, quand le point d’intégration x s’approche du point de
collocation ξ. Le développement en série par rapport à la variable r = |ξ−x|montre que les sin-
gularités de ces solutions dans la limite r → 0 sont égales à celles des solutions fondamentales
élastostatique, poro-élastostatique ou acoustique (Tab.6.1).
cas 2D : la variable r dans les solutions bi-dimensionnelles se trouve dans les fonctions de
Bessel modifiées. Quand r → 0, l’argument des fonctions de Bessel Modifiées tend aussi vers
zéro. Par conséquent, on a :
K0(λkr) = − ln (λkr) +O(r2) = − ln (λk) + ln (1/r) +O(r2) (6.101)
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Premièrement, on considère G˜ww = P˜wW , la pression due à une source de Dirac engendrée
dans l’eau. En introduisant (6.101) dans (6.63), elle se réduit à la forme suivante :
G˜ww = P˜
wW = − 1
2pikw
ln (r)︸ ︷︷ ︸
solution fondamentale poro-élastostatique
+O(r0) (6.102)
De façon similaire pour G˜aa = P˜ aA, on a :
G˜aa = P˜
aA = − 1
2pika
ln (r) +O(r0) (6.103)
Deuxièmement, nous considérons G˜αw = U˜Wα . L’équation (6.62) peut être écrite comme
G˜αw = U˜
W
α =
(Sw − ρwkws) s
4pi (λ+ 2µ) kw
xα
(λ24 − λ22) (λ24 − λ23) (λ23 − λ22)
f(r)+
(Sw − ρwkws) s
4pi (λ+ 2µ) kw
xα
(λ24 − λ22) (λ24 − λ23) (λ23 − λ22)

− (λ22 −Mw) (λ24 − λ23)λ22K0(λ2r)
+ (λ23 −Mw) (λ24 − λ22)λ23K0(λ3r)
− (λ24 −Mw) (λ23 − λ22)λ24K0(λ4r)

(6.104)
où Mw =
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws) et
f(r) =
(λ22 −Mw) (λ24 − λ23)λ22r2K2(λ2r)
r2
− (λ
2
3 −Mw) (λ24 − λ22)λ23r2K2(λ3r)
r2
+
(λ24 −Mw) (λ23 − λ22)λ24r2K2(λ4r)
r2
(6.105)
dans laquelle
K2(λkr) = K0(λkr) +
2
λkr
K1(λkr) (6.106)
Par conséquent, on cherche à trouver la valeur de f(r) lorsque r → 0. Comme
K2(λkr) =
2
λ2kr
2
+O(r3) (6.107)
quand r → 0, donc le numérateur et le dénominateur de f(r) tendent vers zéro. Ceci nous donne
le cas 0/0. Par conséquent, on applique la règle de L’Hôpital en notant que K1(λkr) =
1
λkr
+
O(r2) quand r → 0 :
lim
r→0
f(r) = −1
2
[(
λ24 − λ23
)
λ42 −
(
λ24 − λ22
)
λ43 +
(
λ23 − λ22
)
λ44
] (6.108)
En substituant (6.108) dans (6.104), on obtient :
G˜αw = U˜
W
α = −
r
8pi
(Sw − ρwkws) s
(λ+ 2µ) kw
xα
r
(1− 2 ln r) +O(r0) (6.109)
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Avec la même approche, on aura :
G˜αa = U˜
A
α = −
r
8pi
(Sa − ρakas) s
(λ+ 2µ) ka
xα
r
(1− 2 ln r) +O(r0) (6.110)
G˜wβ = P˜
wS
β =
r
8pi
F s
(λ+ 2µ) kw
xβ
r
(1− 2 ln r) +O(r0) (6.111)
G˜aβ = P˜
aS
β =
r
8pi
(1− F s)
(λ+ 2µ) ka
xβ
r
(1− 2 ln r) +O(r0) (6.112)
G˜aw = P˜
aW = O(r0) (6.113)
G˜wa = P˜
wA = O(r0) (6.114)
Finalement, on étudie G˜αβ = U˜Sαβ qui peut s’écrire d’une façon plus compacte :
G˜αβ = U˜
s
αβ =
r,αr,β
2piµ
− (λ+ µ) Λ2
ρs2
h(r)− δαβ
4piµ
− (λ+ µ) Λ2
ρs2
h(r)− δαβ
4piµ
− (λ+ µ) Λ2
ρs2
×
− λ
2
1 (λ
2
1 −K2ss1) (λ21 −K2ss2)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
K0(λ1r)− λ
2
2 (λ
2
2 −K2ss1) (λ22 −K2ss2)
(λ22 − λ21) (λ22 − λ23) (λ22 − λ24)
K0(λ2r)
− λ
2
3 (λ
2
3 −K2ss1) (λ23 −K2ss2)
(λ23 − λ21) (λ23 − λ22) (λ23 − λ24)
K0(λ3r)− λ
2
4 (λ
2
4 −K2ss1) (λ24 −K2ss2)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
K0(λ4r)

+
δαβ
2piµ
K0(λ1r)
(6.115)
avec
h(r) =
1
r2

λ21 (λ
2
1 −K2ss1) (λ21 −K2ss2)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
r2K2(λ1r) +
λ22 (λ
2
2 −K2ss1) (λ22 −K2ss2)
(λ22 − λ21) (λ22 − λ23) (λ22 − λ24)
r2K2(λ2r)
+
λ23 (λ
2
3 −K2ss1) (λ23 −K2ss2)
(λ23 − λ21) (λ23 − λ22) (λ23 − λ24)
r2K2(λ3r) +
λ24 (λ
2
4 −K2ss1) (λ24 −K2ss2)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
r2K2(λ4r)

(6.116)
Comme le cas h(r) lorsque r → 0 est 0/0, on applique la règle de L’Hôpital :
lim
r→0
h(r) = −1
2
(6.117)
Dès lors en combinant les équations (6.117) et (6.115), quelques manipulations algébriques
nous permettent d’obtenir
G˜αβ = U˜
S
αβ =
1
8pi
1
µ (1− ν)
{xαxβ
r2
− δαβ (3− 4ν) ln r
}
︸ ︷︷ ︸
solution fondamentale élastostatique
+O(r0) (6.118)
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Également pour les termes adjoints, on a :
T˜ Sαβ =−
1
4pi
1
(1− ν) r
{
∂r
∂n
[(1− 2ν) δαβ + 2r,αr,β]− (1− 2ν) (r,αnβ − r,βnα)
}
︸ ︷︷ ︸
solution fondamentale élastostatique
+O(r0)
(6.119)
T˜Wα =
µ
4pi
−Sws
(λ+ 2µ) kw
[
(1 + 2 ln r)nα − 2r,αr,n
]
+
µ
4pi
ρwkws
2
(λ+ 2µ) kw
[(
1− 2
(
λ+ µ
µ
)
ln r
)
nα − 2r,αr,n
]
+O(r0)
(6.120)
T˜Aα =
µ
4pi
−Sas
(λ+ 2µ) ka
[
(1 + 2 ln r)nα − 2r,αr,n
]
+
µ
4pi
ρakas
2
(λ+ 2µ) ka
[(
1− 2
(
λ+ µ
µ
)
ln r
)
nα − 2r,αr,n
]
+O(r0)
(6.121)
Q˜wSα =
1
8pi
F s
(λ+ 2µ)
[
(1− 2 ln r)nα − 2r,αr,n
]
+O(r0) (6.122)
Q˜aSα =
1
8pi
(1− F s)
(λ+ 2µ)
[
(1− 2 ln r)nα − 2r,αr,n
]
+O(r0) (6.123)
Q˜wWα = Q˜
aA
α = −
r,n
2pir︸ ︷︷ ︸
solution fondamentale acoustique
+O(r0) (6.124)
Q˜wAα = Q˜
aW
α = O(r0) (6.125)
cas 3D : la variable r dans les solutions tri-dimensionnelles se trouve dans les fonctions ex-
ponentielles. Quand r → 0, l’argument des fonctions exponentielles tend aussi vers zéro. Par
conséquent, on a :
exp(−λkr) =
∞∑
l=0
(−λkr)l
l!
= 1− λkr +O(r2) (6.126)
Brièvement en remplaçant l’équation (6.126) dans les solutions fondamentales 3D, on obtient
(Tab. 6.2)
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Composantes Singularité
U˜Sαβ faiblement singulières (ln r)
U˜Wα faiblement singulières (ln r)
U˜Aα faiblement singulières (ln r)
P˜wSβ faiblement singulières (ln r)
P˜ aSβ faiblement singulières (ln r)
P˜wW faiblement singulière (ln r)
P˜ aA faiblement singulière (ln r)
P˜ aW régulière (1)
P˜wA régulière (1)
T˜ Sαβ fortement singulières (1/r)
T˜Wα faiblement singulières (ln r)
T˜Aα faiblement singulières (ln r)
Q˜wSα faiblement singulières (ln r)
Q˜aSα faiblement singulières (ln r)
Q˜wW fortement singulière (1/r)
Q˜aA fortement singulière (1/r)
Q˜wA régulière (1)
Q˜aW régulière (1)
Tableau 6.1 — Singularité des solutions fondamentales 2D
U˜Sαβ =
1
16pi
1
µ (1− ν)
1
r
{xαxβ
r2
+ δαβ (3− 4ν)
}
︸ ︷︷ ︸
solution fondamentale élastostatique
+O(r0) (6.127)
P˜wW =
1
4pikw
1
r︸ ︷︷ ︸
solution fondamentale poro-élastostatique
+O(r0) (6.128)
P˜ aA =
1
4pika
1
r
+O(r0) (6.129)
U˜Wα = U˜
A
α = O(r0) (6.130)
P˜wSβ = P˜
aS
β = O(r0) (6.131)
P˜wA = P˜ aW = O(r0) (6.132)
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Également pour les termes adjoints, on a :
T˜ Sαβ =−
1
8pi
1
(1− ν) r2
{
∂r
∂n
[(1− 2ν) δαβ + 3r,αr,β]− (1− 2ν) (r,αnβ − r,βnα)
}
︸ ︷︷ ︸
solution fondamentale élastostatique
+O(r0)
(6.133)
T˜Wα =
s
4pikw
{
4µ (Sw − ρwkws)
(λ+ 2µ)
r,nr,α + ρwkwsnα
}
1
r
+O(r0) (6.134)
T˜Aα =
s
4pika
{
4µ (Sa − ρakas)
(λ+ 2µ)
r,nr,α + ρakasnα
}
1
r
+O(r0) (6.135)
Q˜wWα = Q˜
aA
α = −
r,n
4pir2︸ ︷︷ ︸
solution fondamentale acoustique
+O(r0) (6.136)
Q˜wAα = Q˜
aW
α = O(r0) (6.137)
Q˜wSβ =
F s
4pi (λ+ 2µ)
1
r
(nβ − 2r,nr,β) +O(r0) (6.138)
Q˜aSβ =
(1− F s)
4pi (λ+ 2µ)
1
r
(nβ − 2r,nr,β) +O(r0) (6.139)
6.1.5 Vérification analytique des solutions fondamentales
Après avoir obtenu les solutions fondamentales, ici, on s’intéresse à vérifier la validité de ces
solutions d’une façon un peu plus détaillée. On étudie les formes des solutions en approchant
kw et ka vers infini et ρw, ρa et F s vers zéro pour voir si elles seront exactement de la même
forme que la solution fondamentale élastodynamique dans le domaine transformé de Laplace.
Cas limite : Élastodynamique
En approchant kw et ka vers infini et ρw, ρa et F s vers zéro, les racines de l’équation du déter-
minant de la matrice de l’opérateur adjoint B? (6.36, 6.37) se réduisent à deux et nous aurons
λ21 =
ρs2
µ
, λ22 = λ
2
3 = 0, λ
2
4 = Λ
2 =
ρs2
(λ+ 2µ)
(6.140)
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Composantes Singularité
U˜Sαβ faiblement singulières (1/r)
U˜Wα régulières (1)
U˜Aα régulières (1)
P˜wSβ régulières (1)
P˜ aSβ régulières (1)
P˜wW faiblement singulière (1/r)
P˜ aA faiblement singulière (1/r)
P˜ aW régulière (1)
P˜wA régulière (1)
T˜ Sαβ fortement singulières (1/r2)
T˜Wα faiblement singulières (1/r)
T˜Aα faiblement singulières (1/r)
Q˜wSα faiblement singulières (1/r)
Q˜aSα faiblement singulières (1/r)
Q˜wW fortement singulière (1/r2)
Q˜aA fortement singulière (1/r2)
Q˜wA régulière (1)
Q˜aW régulière (1)
Tableau 6.2 — Singularité des solutions fondamentales 3D
Dès lors
U˜Wα = U˜
A
α = 0 (6.141)
P˜wSβ = P˜
aS
β = 0 (6.142)
P˜wW = P˜ aA = 0 (6.143)
P˜ aW = P˜wA = 0 (6.144)
U˜Sαβ =
1
2piρC22
(
aδαβ − bxαxβ
r2
)
(6.145)
dans laquelle
C21 =
µ
ρ
, C21 =
(λ+ 2µ)
ρ
(6.146)
Chapitre 6. Équations intégrales de frontière et solutions fondamentales pour les sols non-saturés 153
2D : a = K0
(
sr
C2
)
+
C2
sr
[
K1
(
sr
C2
)
− C2
C1
K1
(
sr
C1
)]
(6.147)
b = K2
(
sr
C2
)
− C
2
2
C21
K2
(
sr
C1
)
3D : a =
(
1
r
+
C2
sr2
+
C22
s2r3
)
exp
(−sr
C2
)
− C
2
2
C21
(
C1
sr2
+
C21
s2r3
)
exp
(−sr
C1
)
(6.148)
b =
(
1
r
+
3C2
sr2
+
3C22
s2r3
)
exp
(−sr
C2
)
− C
2
2
C21
(
1
r
+
3C1
sr2
+
3C21
s2r3
)
exp
(−sr
C1
)
Les équations ci-dessus montrent les solutions fondamentales singulières dans le domaine trans-
formé de Laplace. Ce cas limite confirme que les solutions fondamentales de la poroélasticité
non-saturé dynamique dérivées dans la section précédente pour les deux cas 2D et 3D sont
susceptibles d’être correctes.
6.1.6 Visualisation des solutions fondamentales 2D
Finalement, quelques exemples de solutions fondamentales sont calculées pour visualiser leurs
comportements principaux. Dans ce qui suit, seulement le déplacement du squelette solide dû
à une force ponctuelle impulsionnelle U˜Sαβ et la pression interstitielle de l’eau due à une source
ponctuelle impulsionnelle d’eau injectée P˜wW pour le cas 2D sont présentés.
On considère un échantillon de sol non saturé avec les grains solides incompressibles dont les
propriétés matérielles ont été définies dans le système métrique comme suit :
Kb(−) E(N/m2) Kl(−) ae(−) be(−) e0(−) σe(−) n(−) ρs(Kg/m3)
3281 21× 106 1678 2 0.2 0.4 35× 105 0.4 2600
Tableau 6.3 — données matérielles d’un sol non saturé (paramètres mécaniques)
ρw(Kg/m
3) Kw(N/m
2) aw(m/s) αw(−) Swu(−) βw(Pa−1) msuc(−) pw(Pa)
1000 2.15× 109 1.2× 10−9 5 0.05 1.08× 10−8 1 300× 105
Tableau 6.4 — données matérielles d’un sol non saturé (paramètres de l’eau)
ρa(Kg/m
3) Ka(N/m
2) ba(m
2) αa(−) µa(N.s.m−2) Patm(N/m2) pa(Pa)
1 1.01× 105 3× 10−10 4 1.846× 10−5 105 0
Tableau 6.5 — données matérielles d’un sol non saturé (paramètres de l’air)
Tout d’abord, dans la Fig. (6.1), le déplacement dans la direction 1 dû à une force ponctuelle
unitaire impulsionnelle dans la même direction U˜S11 est représenté par rapport à la distance r et
la fréquence ω. À cette fin, la partie réelle de la variable complexe de Laplace s est mise égale
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à zéro, c.-à-d. s = iω.
La valeur absolue des solutions de déplacement à valeurs complexes, c’est à dire l’amplitude,
est présentée. En raison de la singularité des solutions, la figure est coupée dans la gamme de
10−10. Comme montré dans cette figure, le comportement singulier pour des petites valeurs
de r est approximativement indépendant de la fréquence. En outre, pour un r constant loin de
l’origine, on observe que l’amplitude des solutions fondamentales diminue avec la fréquence.
Ces observations sont en accord avec la solution fondamentale de déplacement pour les sols
saturés [296].
Figure 6.1 — Solution fondamentale de déplacement en direction 1 due à une force ponc-
tuelle unitaire dans la même direction |U˜S11| par rapport à la distance r et la fréquence ω
Également, les visualisations 2D de quelques solutions fondamentales sont présentées en
maintenant constant la distance r et en variant les fréquences ω pour voir d’une manière plus
claire le comportement des solutions fondamentales. De plus, tous les résultats, c.-à-d., les
résultats de déplacement et de pression, sont normalisés à leur comportement singulier présenté
dans la section (6.1.4).
Dans la Fig. (6.2), la solution fondamentale de déplacement |U˜S11| normalisée par |U˜S11|statique
(6.118) est présentée en fonction de la fréquence pour deux points à r = 0.1m et à r = 0.5m
de distance de l’origine.
Une comparaison entre les Fig. 6.2(a) et Fig. 6.2(b) prouve qu’il y a une différence entre les
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temps d’arrivée de l’onde de compression rapide. Il est évident que plus grande est la distance,
plus tardif est le temps d’arrivée, c’est à dire, plus courte est la fréquence. Par conséquent,
dans la Fig. 6.2(b) à r = 0.5m, l’onde de compression rapide arrive plus tard et influence les
fréquences plus courtes.
(a) r = 0.1m
(b) r = 0.5m
Figure 6.2 — Solution fondamentale de déplacement |U˜S11| normalisée par |U˜S11|statique en
fonction de la fréquence ω
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Ensuite dans la Fig. 6.3, la pression d’eau normalisée due à une source dans l’eau est représen-
tée. Comme montré, le changement de pression est immédiat dans les deux cas. Par conséquent,
la pression d’eau n’est pas fortement dépendante du temps ou de la fréquence [296].
(a) r = 0.1m
(b) r = 0.5m
Figure 6.3 — Solution fondamentale de pression d’eau |P˜wW | normalisée par
|P˜wW |statique contre la fréquence ω
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6.2 Problèmes quasi-statiques isothermes
6.2.1 Système d’équations de champs
Pour l’exhaustivité et la consultation plus facile, le modèle de couplage hydro-mécanique dans
les milieux poreux non saturés soumis aux chargements quasi-statiques (modèle de consolida-
tion) est brièvement présenté ci-dessous. Dans ce modèle, les variables d’état sont la contrainte
totale nette « σ − pa » et la succion « pa − pw ». Les effets de la déformation sur la distribution
de la succion dans le squelette solide et les effets inverses sont inclus dans le modèle via des
surfaces d’état en indice des vides « e » et en degré de saturation « Sr » dépendantes de la suc-
cion. Le milieu poroélastique du squelette est isotrope et linéaire. Les propriétés mécaniques et
hydrauliques du sol sont supposées être dépendantes de la succion. La loi de Darcy généralisée
s’utilise pour le mouvement de l’eau et de l’air. Pour une description plus détaillée sur le modèle
de consolidation dans les sols non saturés, voir [143, 144, 148, 149, 150].
Les équations de champs de la poroélasticité multiphasique se composent des éléments sui-
vants :
Équation d’équilibre :
(σij − δijpa),j + pa,i + fi = 0 (6.149)
où σij est le tenseur de contrainte totale, δij est le delta de Kronecker, pa est la pression intersti-
tielle de l’air, fi est la force volumique par unité de volume.
Loi de comportement du squelette solide :
(σij − δijpa) = (λδijεkk + 2µεij)− F sij(pa − pw) (6.150)
Dans cette équation constitutive (σij − δijpa) et (pa − pw) indiquent respectivement le tenseur
de contrainte totale nette et la succion, pw est la pression interstitielle de l’eau, λ et µ sont les
coefficients de Lamé qui dans un sol non saturé dépendent des variables indépendantes (σ−pa)
et (pa−pw). εij est la déformation totale du squelette et F sij = Dijkl(Dsuclk )−1 dans laquelle Dijkl
est la matrice de rigidité élastique linéaire et Dsuclk = βsuc[1, 1, 0]T où βsuc s’obtient à partir de
la surface d’état de l’indice des vides « e ».
Conservation de la masse d’eau :
∂ (ρwnSw)
∂t
+ div (ρwU) = 0 (6.151)
dans laquelle ρw est la masse volumique de l’eau, n = εv = uk,k est la porosité, Sw est le degré
de saturation par rapport à l’eau et U est la vitesse d’écoulement de l’eau.
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Équation d’écoulement de l’eau :
U = −kw∇
(
pw
γw
+ z
)
(6.152)
où kw désigne la perméabilité à l’eau dans un sol non saturé.
Conservation de la masse d’air :
∂
(
ρan (1− Sw)
)
∂t
+ div (ρaV ) = 0 (6.153)
dans laquelle ρa est la masse volumique de l’air et V est la vitesse d’écoulement de l’air.
Équation d’écoulement de l’eau :
V = −ka∇
(
pa
γa
+ z
)
(6.154)
où ka désigne la perméabilité à l’air dans un sol non saturé.
En introduisant (6.150) dans (6.149), (6.152) dans (6.151) et (6.154) dans (6.153), on trouve
le système final des équations de champs régissant le comportement quasi-statique des milieux
poreux non-saturés. En supposant des conditions initiales nulles, ce système s’écrit dans le
domaine de Laplace (équation 5.19) sous la forme suivante :
(λ+ µ) u˜β,αβ + µu˜α,ββ + F
sp˜w,α + (1− F s)p˜a,α + f˜α = 0 (6.155)
ρwSws u˜α,α − ρwk′wp˜w,αα − ρwng1s p˜w + ρwng1s p˜a = 0 (6.156)
ρa (1− Sw) s u˜α,α + ρang1s p˜w − ρak′ap˜a,αα − ρang1s p˜a = 0 (6.157)
où k′w = kw/γw, k′a = ka/γa et g1 = ∂Sw/∂ (pa − pw). Ce système d’équations peut s’écrire
sous la forme matricielle suivante :
B
 u˜αp˜w
p˜a
 = −
 f˜α0
0
 (6.158)
où B est la matrice d’opérateurs différentiels :
B =
 (µ∆) δαβ + (λ+ µ) ∂α∂β F s∂α (1− F s) ∂αsρwSw∂β −ρwk′w∆− sρwng1 sρwng1
sρa (1− Sw) ∂β sρang1 −ρak′a∆− sρang1
 (6.159)
dans laquelle α, β = 1, 2 (problème 2D), ∂α désigne la dérivée partielle par rapport à xα et
∆ = ∂α∂α est l’opérateur laplacien. Les éléments sur les diagonales secondaires indiquent que
cet opérateur est non auto-adjoint.
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6.2.2 Équations intégrales de frontière pour l’analyse du comportement
quasi-statique des sols non saturés
La procédure pour obtenir l’équation intégrale pour la poroélasticité non-saturée en utilisant la
méthode des résidus pondérés est bien détaillée dans la partie précédente. De la même façon, la
forme finale de l’équation intégrale de frontière pour l’analyse du comportement quasi-statique
des sols non saturés s’écrit comme suit : cαβ(ξ) 0 00 c (ξ) 0
0 0 c (ξ)

 u˜α(ξ; s)p˜w(ξ; s)
p˜a(ξ; s)
 =
∫
Γ
 U˜Sαβ(x, ξ; s) −P˜wSα (x, ξ; s) −P˜ aSα (x, ξ; s)U˜Wβ (x, ξ; s) −P˜wW (x, ξ; s) −P˜ aW (x, ξ; s)
U˜Aβ (x, ξ; s) −P˜wA(x, ξ; s) −P˜ aA(x, ξ; s)

 t˜α(x; s)q˜w(x; s)
q˜a(x; s)
 dΓ
−
∮
Γ
 T˜ Sαβ(x, ξ; s) Q˜wSα (x, ξ; s) Q˜aSα (x, ξ; s)T˜Wβ (x, ξ; s) Q˜wW (x, ξ; s) Q˜aW (x, ξ; s)
T˜Aβ (x, ξ; s) Q˜
wA(x, ξ; s) Q˜aA(x, ξ; s)

 u˜α(x; s)p˜w(x; s)
p˜a(w; s)
 dΓ
(6.160)
où le vecteur contrainte, le flux normal de l’eau et le flux normal de l’air sont respectivement :
t˜α = σαβnβ = [(λ u˜k,k − F s (p˜a − p˜w) + p˜a) δαβ + µ(u˜β,α + u˜α,β)]nβ (6.161)
q˜w = ρwk
′
wp˜w,βnβ (6.162)
q˜a = ρak
′
ap˜a,βnβ (6.163)
U˜Sαβ , U˜
W
β , U˜
A
β , P˜
wS
α , P˜
aS
α , P˜
wW
, P˜ aA, P˜wA et P˜ aW sont les composantes de la matrice de
solution fondamentale G˜ qui doit être solution de la matrice d’opérateur adjoint B? pour les
problèmes quasi-statiques :
B? =
 (µ∆) δαβ + (λ+ µ) ∂α∂β −sρwSw∂β −sρa (1− Sw) ∂β−F s∂α −ρwk′w∆− sρwng1 sρang1
−(1− F s) ∂α sρwng1 −ρak′a∆− sρang1
 (6.164)
Également, T˜S , Q˜wS et Q˜aS peuvent être interprétés comme étant respectivement les termes
adjoints au vecteur de contrainte t˜, au flux de l’eau q˜w et au flux de l’air q˜a :
T˜ Sαβ =
[(
λU˜Skβ,k + sρwSwP˜
wS
β + sρaSaP˜
aS
β
)
δαl + µ
(
U˜Sαβ,l + U˜
S
lβ,α
)]
nl (6.165)
T˜Wα =
[(
λU˜Wk,k + sρwSwP˜
wW + sρaSaP˜
aW
)
δαl + µ
(
U˜Wα,l + U˜
W
l,α
)]
nl (6.166)
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T˜Aα =
[(
λU˜Ak,k + sρwSwP˜
wA + sρaSaP˜
aA
)
δαl + µ
(
U˜Aα,l + U˜
A
l,α
)]
nl (6.167)
Q˜wSα = ρwk
′
wP˜
wS
α,l nl (6.168)
Q˜wW = ρwk
′
wP˜
wW
,l nl (6.169)
Q˜wA = ρwk
′
wP˜
wA
,l nl (6.170)
Q˜aSα = ρak
′
aP˜
aS
α,lnl (6.171)
Q˜aW = ρak
′
aP˜
aW
,l nl (6.172)
Q˜aA = ρak
′
aP˜
aA
,l nl (6.173)
L’équation intégrale de frontière dépendant du temps pour le comportement quasi-statique des
sols non saturés peut être obtenue par une transformation au domaine temporel [237] : cαβ(ξ) 0 00 c (ξ) 0
0 0 c (ξ)

 uα(ξ; t)pw(ξ; t)
pa(ξ; t)
 =
∫ t
0
∫
Γ
 USαβ(x, ξ; t− τ) −PwSα (x, ξ; t− τ) −P aSα (x, ξ; t− τ)UWβ (x, ξ; t− τ) −PwW (x, ξ; t− τ) −P aW (x, ξ; t− τ)
UAβ (x, ξ; t− τ) −PwA(x, ξ; t− τ) −P aA(x, ξ; t− τ)

 tα(x; τ)qw(x; τ)
qa(x; τ)
 dΓ
−
∫ t
0
∮
Γ
 T Sαβ(x, ξ; t− τ) QwSα (x, ξ; t− τ) QaSα (x, ξ; t− τ)TWβ (x, ξ; t− τ) QwW (x, ξ; t− τ) QaW (x, ξ; t− τ)
TAβ (x, ξ; t− τ) QwA(x, ξ; t− τ) QaA(x, ξ; t− τ)

 uα(x; τ)pw(x; τ)
pa(w; τ)
 dΓ
(6.174)
6.2.3 Solutions fondamentales pour l’analyse du comportement quasi-
statique des sols non saturés
Afin d’être capable de modéliser le phénomène de la consolidation dans les sols non-saturés par
la méthode des éléments de frontière, il faut d’abord trouver les solutions fondamentales corres-
pondantes. Comme mentionné auparavant, les solutions fondamentales obtenues par Gatmiri et
Jabbari [152, 153, 154, 155] sont basées sur les hypothèses simplificatrices. Dans cette section,
on fera un effort pour obtenir les solutions fondamentales 2D pour l’analyse du comportement
quasi-statique des sols non saturés dans le domaine de Laplace en utilisant la méthode de Hör-
mander [182] ou de Kupradze et al. [208].
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Comme l’opérateur différentiel régissant le comportement quasi-statique des milieux poreux
non saturés B n’est pas auto-adjoint (6.159), ici, les solutions pour l’opérateur adjoint B? (6.164)
seront dérivées. Pour obtenir les solutions, on va suivre les étapes présentées dans la section
(5.2.2.1).
La première étape, d’après l’équation (5.28), est de calculer le déterminant de la matrice de
l’opérateur adjoint B? (6.164). Cela donne :
det (B?) = µ (λ+ 2µ) ρwρak′wk′a∇4
(∇2 − λ21) (∇2 − λ22) (6.175)
dans laquelle
λ21,2 =
1
2
[
−
(
g1ns (k
′
w + k
′
a)
k′wk′a
+
F sSws
k′w (λ+ 2µ)
+
(1− F s) (1− Sw) s
k′a (λ+ 2µ)
)
±
√(
g1ns (k
′
w + k
′
a)
k′wk′a
+
F sSws
k′w (λ+ 2µ)
+
(1− F s) (1− Sw) s
k′a (λ+ 2µ)
)2
− 4 g1ns
2
k′wk′a (λ+ 2µ)

(6.176)
Par conséquent, on a
λ21 + λ
2
2 = −
(
g1ns (k
′
w + k
′
a)
k′wk′a
+
F sSws
k′w (λ+ 2µ)
+
(1− F s) (1− Sw) s
k′a (λ+ 2µ)
)
(6.177)
λ21λ
2
2 =
g1ns
2
k′wk′a (λ+ 2µ)
(6.178)
Maintenant, on peut calculer les éléments de la matrice des cofacteurs B? co en utilisant l’équa-
tion (5.24) :
B? co =
 B? coαβ B? coα3 B? coα4B? co3β B? co33 B? co34
B? co4β B
? co
43 B
? co
44
 (6.179)
où
B? coαβ = δαβ (λ+ 2µ) ρwρak
′
wk
′
a∆(∆− λ21) (∆− λ22)− ρwρa∂α∂β
{
k′wk
′
a (λ+ µ)∇4 +(
F sk′aSw + (1− F s) (1− Sw) k′w + (λ+ µ) g1n (k′a + k′w)
)
s∇2 + g1ns2
}
B˜coα3 = −∇2µ ρwρas
(
g1ns ∂α + k
′
aSw∂α∇2
)
B˜coα4 = −∇2µ ρwρas
(
g1ns ∂α + k
′
w (1− Sw) ∂α∇2
)
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B˜co3β = −∇2µ ρa
(
g1ns ∂β + F
sk′a∂β∇2
)
B˜co33 = −∇2µ ρa
(
k′a (λ+ 2µ)∇4 +
(
(1− F s) s (1− Sw) + (λ+ 2µ) g1ns
)∇2)
B˜co34 = −∇2µ ρas
(
− F s (1− Sw) + (λ+ 2µ) g1n
)
∇2
B˜co4β = −∇2µ ρw
(
(1− F s) k′w∂β∇2 + g1ns ∂β
)
B˜co43 = −∇2µ ρws
(
g1n (λ+ 2µ)− (1− F s)Sw
)
∇2
B˜co44 = −∇2µ ρw
(
k′w (λ+ 2µ)∇4 + (F ssSw + (λ+ 2µ) g1ns)∇2
)
En remplaçant le déterminant de la matrice de l’opérateur adjoint B? (6.175), l’équation scalaire
correspondant à (5.28) s’obtient comme suit :
∆
(
∆− λ22
) (
∆− λ21
)
Φ + δ (x− ξ) = 0 (6.180)
avec l’abréviation
Φ = µ (λ+ 2µ) ρwρak
′
wk
′
a∆φ (6.181)
Pour résoudre cette équation, on suppose que
φ1 = ∆
(
∆− λ22
)
Φ (6.182)
φ2 =
(
∆− λ22
) (
∆− λ21
)
Φ (6.183)
φ3 = ∆
(
∆− λ21
)
Φ (6.184)
En substituant les expressions ci-dessus dans l’équation (6.181), on obtient :(
∆− λ21
)
φ1 + δ (x− ξ) = 0 (6.185)(
∆− λ22
)
φ3 + δ (x− ξ) = 0 (6.186)
∆φ2 + δ (x− ξ) = 0 (6.187)
Les deux premières équations ne sont autres que l’équation de Helmholtz dans R2, tandis que la
troisième équation est l’équation de Laplace. Les solutions de ces équations sont bien connues :
φ1 =
1
2pi
K0 (λ1r) (6.188)
φ2 = − 1
2pi
ln (r) (6.189)
φ3 =
1
2pi
K0 (λ2r) (6.190)
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Par définition de φ1, φ2, et φ3, on en déduit :
∆Φ− λ22Φ =
φ1 − φ2
λ21
(6.191)
∆Φ− λ21Φ =
φ3 − φ2
λ22
(6.192)
La fonction Φ est donc déterminée :
Φ =
1
λ21 − λ22
(
φ1 − φ2
λ21
− φ3 − φ2
λ22
)
=
1
2pi
(
K0 (λ1r)
λ21 (λ
2
1 − λ22)
− ln (r)
λ21λ
2
2
+
K0 (λ2r)
λ22 (λ
2
2 − λ21)
)
(6.193)
Alors :
∆φ =
1
2piµ (λ+ 2µ) ρwρak′wk′a
(
K0 (λ1r)
λ21 (λ
2
1 − λ22)
− ln (r)
λ21λ
2
2
+
K0 (λ2r)
λ22 (λ
2
2 − λ21)
)
(6.194)
Comme
∆($) =
1
r
∂
∂r
(
r
∂ ($)
∂r
)
(6.195)
∆−1 ($) =
∫
r
(
r−1
∫
r
(r$dr)
)
dr (6.196)
on aura :
∆ [K0 (λkr)] =
λk
2r
[λkrK0 (λkr)− 2K1 (λkr) + λkrK2 (λkr)]
=
λk
2r
[
λkrK0 (λkr)− 2K1 (λkr) + λkr
(
K0 (λkr) +
2
λkr
K1 (λkr)
)]
= λ2kK0 (λkr)
(6.197)
et
∆−1 [K0 (λkr)] =
K0 (λkr)
λ2k
(6.198)
Également, on aura
∆ [ln (r)] = 0 (6.199)
et
∆−1 [ln (r)] = − λ
2
2 ln (r)
λ21 (λ
2
1 − λ22)
− λ
2
1 ln (r)
λ22 (λ
2
2 − λ21)
+
r2
4
(ln (r)− 1) (6.200)
Par conséquent, en remplaçant les équations (6.198) et (6.200) dans (6.194), on obtient :
φ =
1
2piµ (λ+ 2µ) ρwρak′wk′a
×(
K0 (λ1r)
λ41 (λ
2
1 − λ22)
+
ln (r)
λ41 (λ
2
1 − λ22)
+
r2
4λ21λ
2
2
(1− ln (r)) + K0 (λ2r)
λ42 (λ
2
2 − λ21)
+
ln (r)
λ42 (λ
2
2 − λ21)
)
(6.201)
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Finalement, en appliquant la matrice d’opérateur B? co à la solution φ(r, s), les solutions fonda-
mentales pour les sols non saturés soumis aux chargements quasi-statiques s’obtiennent [237] :
G˜ =
 G˜αβ G˜α3 G˜α4G˜3β G˜33 G˜34
G˜4β G˜43 G˜44
 =
 U˜Sαβ U˜Wα U˜AαP˜wSβ P˜wW P˜wA
P˜ aSβ P˜
aW P˜ aA
 =
 B? coαβ B? coα3 B? coα4B? co3β B? co33 B? co34
B? co4β B
? co
43 B
? co
44
φ (6.202)
On va présenter ci-dessous les détails de calcul pour chaque composante de la matrice de
solution fondamentale G. Il faut préciser que les opérations des dérivées partielles apparues
dans les équations suivantes sont données explicitement dans l’annexe (B.1).
• déplacement du squelette solide dans la direction α dû à la force ponctuelle dans le
solide dans la direction β
G˜αβ = B
? co
αβ φ = δαβk
′
wk
′
a (λ+ 2µ) ρwρa∆
(
∆− λ21
) (
∆− λ22
)
φ︸ ︷︷ ︸
I
−ρwρak′wk′a (λ+ µ)∇4∂i∂jφ︸ ︷︷ ︸
II
−ρwρa
(
F sk′asSw + (1− F s) (1− Sw) sk′w + (λ+ µ) g1ns (k′a + k′w)
)
∇2∂α∂βφ︸ ︷︷ ︸
III
−ρwρag1ns2∂α∂βφ︸ ︷︷ ︸
IV
(6.203)
I = δαβk
′
wk
′
a (λ+ 2µ) ρwρa∆(∆− λ21) (∆− λ22)
∆−1Φ
µ (λ+ 2µ) ρaρwk′wk′a
I =
δαβ
µ
(
∆− λ21
) (
∆− λ22
)
Φ
I =
δαβ
2piµ
(
∆− λ21
)( K0 (λ1r)
(λ21 − λ22)
− λ
2
2K0 (λ1r)
λ21 (λ
2
1 − λ22)
+
ln (r)
λ21
)
I =
−δij
2piµ
ln (r)
II = −ρwρak′wk′a (λ+ µ)∇4∂α∂β
∆−1Φ
µ (λ+ 2µ) ρaρwk′wk′a
II = − (λ+ µ)
µ (λ+ 2µ)
∂α∂β∆Φ
II = − (λ+ µ)
2piµ (λ+ 2µ)
1
(λ21 − λ22)
(
r,αr,β
(
λ21K2 (λ1r)− λ22K2 (λ2r)
)− δαβ (λ1K1 (λ1r)
r
− λ2K1 (λ2r)
r
))
III = −ρwρa
(
F sk′asSr+(1− F s) (1− Sw) sk′w+(λ+ µ) g1n.s (k′a + k′w)
)
∆∂α∂β
∆−1Φ
µ (λ+ 2µ) ρaρwk′wk′a
III = −
(
F ssSw
µ (λ+ 2µ) k′w
+
(1− F s) (1− Sw) s
µ (λ+ 2µ) k′a
+
(λ+ µ) g1ns (k
′
a + k
′
w)
µ (λ+ 2µ) k′wk′a
)
∂α∂βΦ
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III = − 1
2pi
(
F ssSw
µ (λ+ 2µ) k′w
+
(1− F s) (1− Sw) s
µ (λ+ 2µ) k′a
+
(λ+ µ) g1ns (k
′
a + k
′
w)
µ (λ+ 2µ) k′wk′a
)
×
r,αr,β
(λ21 − λ22)
(K2 (λ1r)−K2 (λ2r))− δαβ 1
(λ21 − λ22)
(
K1 (λ1r)
rλ1
− K1 (λ2r)
rλ2
)
+
(
2r,αr,β − δαβ
r2
)
1
λ21λ
2
2

IV = − g1ns
2
2piµ (λ+ 2µ) k′wk′a
×
δαβ
1
λ21 (λ
2
1 − λ22)
[
1
r2λ21
− 1
rλ1
K1 (λ1r)
]
+ r,αr,β
1
λ21 (λ
2
1 − λ22)
[
K2 (λ1r)− 2
r2λ21
]
−δαβ 1
λ22 (λ
2
1 − λ22)
[
1
r2λ22
− 1
rλ2
K1 (λ2r)
]
− r,αr,β 1
λ22 (λ
2
1 − λ22)
[
K2 (λ2r)− 2
r2λ22
]
− δαβ
2λ21λ
2
2
ln (r)− r,αr,β
2λ21λ
2
2

À la fin, après quelques manipulations algébriques G˜αβ s’écrit sous la forme finale suivante :
G˜αβ = U˜
s
αβ =
−δαβ
4piµ
ln (r) +
r,αr,β
4piµ
+
1
2pi (λ+ 2µ) (λ21 − λ22)
×
(
r,αr,β (λ
2
1K2 (λ1r)− λ22K2 (λ2r))− δαβ
(
λ1K1 (λ1r)
r
− λ2K1 (λ2r)
r
))
+
(
g1ns (k
′
a + k
′
w)
k′wk′a
) (
r,αr,β (K2 (λ1r)−K2 (λ2r))− δαβ
(
K1 (λ1r)
rλ1
− K1 (λ2r)
rλ2
))

+
(
g1ns (k
′
a + k
′
w)
2pi (λ+ 2µ) k′wk′a
)(
2r,αr,β − δαβ
r2
)
1
λ21λ
2
2
(6.204)
Avec la même approche présentée ci-dessus, on trouve les formes explicites finales pour les
autres solutions fondamentales comme suit :
• déplacement du squelette solide dans la direction α dû à la source ponctuelle impulsion-
nelle d’eau injectée
U˜Wα =
r,α
2pi (λ21 − λ22)
×{(
λ22 +
Sws
(λ+ 2µ) k′w
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
Sws
(λ+ 2µ) k′w
)
λ2K1 (λ2r)
}
(6.205)
• déplacement du squelette solide dans la direction α dû à la source ponctuelle impulsion-
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nelle d’air injecté
U˜Aα =
r,α
2pi (λ21 − λ22)
×{(
λ22 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ2K1 (λ2r)
}
(6.206)
• pression interstitielle de l’eau due à la force ponctuelle impulsionnelle dans le solide
dans la direction β
P˜wSβ =
r,β
2piρws (λ21 − λ22)
×{(
λ22 +
F ss
(λ+ 2µ) k′w
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
F ss
(λ+ 2µ) k′w
)
λ2K1 (λ2r)
}
(6.207)
• pression interstitielle de l’eau due à la source ponctuelle impulsionnelle d’eau injectée
P˜wW = − 1
2pi (λ21 − λ22) ρwk′w
{(
λ21 +K
2
w
)
K0 (λ1r)−
(
λ22 +K
2
w
)
K0 (λ2r)
}
(6.208)
avec K2w =
(1− F s) s (1− Sw)
(λ+ 2µ) k′a
+
g1ns
k′a
• pression interstitielle de l’eau due à la source ponctuelle impulsionnelle d’air injecté
P˜wA =
s
2pi (λ21 − λ22) ρwk′wk′a
(
F s (1− Sw)
(λ+ 2µ)
− g1n
)(
K0 (λ1r)−K0 (λ2r)
)
(6.209)
• pression interstitielle de l’air due à la source ponctuelle impulsionnelle d’eau injectée
P˜ aW =
s
2pi (λ21 − λ22) ρak′wk′a
(
(1− F s)Sw
(λ+ 2µ)
− g1n
)(
K0 (λ1r)−K0 (λ2r)
)
(6.210)
• pression interstitielle de l’air due à la force ponctuelle impulsionnelle dans le solide dans
la direction β
P˜ aSβ =
r,β
2piρas (λ21 − λ22)
×{(
λ22 +
(1− F s) s
(λ+ 2µ) k′a
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
(1− F s) s
(λ+ 2µ) k′a
)
λ2K1 (λ2r)
}
(6.211)
• pression interstitielle de l’air due à la source ponctuelle impulsionnelle d’air injectée
P˜ aA = − 1
2pi (λ21 − λ22) ρak′a
{(
λ21 +K
2
a
)
K0 (λ1r)−
(
λ22 +K
2
a
)
K0 (λ2r)
}
(6.212)
Chapitre 6. Équations intégrales de frontière et solutions fondamentales pour les sols non-saturés 167
avec K2a =
F ssSw
(λ+ 2µ) k′w
+
g1ns
k′w
Également, en introduisant les solutions fondamentales ci-dessus dans les abréviations de
l’équation intégrale (6.165, 6.166, 6.167, 6.168, 6.169, 6.170, 6.171, 6.172, 6.173) on trouve
leurs formes explicites comme suit :
– T˜ Sαβ =
[(
λU˜Skβ,k + sρwSwP˜
wS
β + sρaSaP˜
aS
β
)
δαl + µ
(
U˜Sαβ,l + U˜
S
lβ,α
)]
nl
Dans un souci de clarté, les différentes composantes de T˜ Sαβ seront présentées séparément. P˜wSβ
et P˜ aSβ sont déjà présentées respectivement dans (6.207) et (6.211). Pour les composantes des
dérivées partielles de la solution en déplacement, on aura :
U˜Sαβ,l =
[−δαβ
4piµ
ln (r)
]
,l︸ ︷︷ ︸
I
+
[
r,αr,β
4piµ
]
,l︸ ︷︷ ︸
II
+
1
2pi (λ+ 2µ) (λ21 − λ22)
×

[
r,αr,β
(
λ21K2 (λ1r)− λ22K2 (λ2r)
)]
,l︸ ︷︷ ︸
IV
−
[
δαβ
(
λ1K1 (λ1r)
r
− λ2K1 (λ2r)
r
)]
,l︸ ︷︷ ︸
V
+
(
g1ns (k
′
a + k
′
w)
k′wk′a
)

[r,αr,β (K2 (λ1r)−K2 (λ2r))],l︸ ︷︷ ︸
V I
−
[
δαβ
(
K1 (λ1r)
rλ1
− K1 (λ2r)
rλ2
)]
,l︸ ︷︷ ︸
V II


+
[(
g1ns (k
′
a + k
′
w)
2pi (λ+ 2µ) k′wk′a
)(
2r,αr,β − δαβ
r2
)
1
λ21λ
2
2
]
︸ ︷︷ ︸
III
(6.213)
I =
[−δαβ
4piµ
ln (r)
]
,l
=
−δαβ
4piµ
r,l
r
II =
[
r,αr,β
4piµ
]
,l
=
1
4piµ
[
δαl − r,αr,l
r
r,β + r,α
δβl − r,βr,l
r
]
=
1
4piµ
r,αδβl + r,βδαl − 2r,αr,βr,l
r
III =
(
g1ns (k
′
a + k
′
w)
2pi (λ+ 2µ) k′wk′a
)
1
λ21λ
2
2
[
2r,αr,β − δαβ
r2
]
,l
=(
g1ns (k
′
a + k
′
w)
2pi (λ+ 2µ) k′wk′a
)
1
λ21λ
2
2
[(
1
r2
)
,l
(2r,αr,β − δαβ) + 1
r2
(2r,αr,β − δαβ),l
]
,l
=(
g1ns (k
′
a + k
′
w)
2pi (λ+ 2µ) k′wk′a
)
1
λ21λ
2
2
2
r3
(r,αδβl + r,βδαl + r,lδαβ − 4r,αr,βr,l)
IV = [r,αr,β],l (λ
2
1K2 (λ1r)− λ22K2 (λ2r)) + r,αr,β (λ21K2 (λ1r)− λ22K2 (λ2r)),l =
r,αδβl + r,βδαl − 4r,αr,βr,l
r
(
λ21K2 (λ1r)− λ22K2 (λ2r)
)−r,αr,βr,l (λ31K1 (λ1r)− λ32K1 (λ2r))
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V = −δαβ
[
λ1
(
K1 (λ1r)
r
)
,l
− λ2
(
K1 (λ2r)
r
)
,l
]
=
δαβ
[(
λ21r,l
r
K0 (λ1r) +
2r,l
r2
λ1K1 (λ1r)
)
−
(
λ22r,l
r
K0 (λ2r) +
2r,l
r2
λ2K1 (λ2r)
)]
=
δαβ
[
λ21r,l
r
(
K0 (λ1r) +
2
λ1r
K1 (λ1r)
)
− λ
2
2r,l
r
(
K0 (λ2r) +
2
λ2r
K1 (λ2r)
)]
=
r,lδαβ
r
(
λ21K2 (λ1r)− λ22K2 (λ2r)
)
V I = (r,αr,β),l (K2 (λ1r)−K2 (λ2r)) + r,αr,β (K2 (λ1r)−K2 (λ2r)),l =
r,αδβl + r,βδαl − 4r,αr,βr,l
r
(K2 (λ1r)−K2 (λ2r))−r,αr,βr,l (λ1K1 (λ1r)− λ2K1 (λ2r))
V II = −δαβ
[−r,l
r
K2 (λ1r)− −r,l
r
K2 (λ2r)
]
=
r,lδαβ
r
(K2 (λ1r)−K2 (λ2r))
Alors
U˜Sαβ,l =
1
4piµ
r,αδβl + r,βδαl − r,lδαβ − 2r,αr,βr,l
r
+
1
2pi (λ+ 2µ) (λ21 − λ22)
×
r,αδβl + r,βδαl + r,lδαβ − 4r,αr,βr,l
r
(
λ21K2 (λ1r)− λ22K2 (λ2r)
)
−r,αr,βr,l (λ31K1 (λ1r)− λ32K1 (λ2r))+(
g1ns (k
′
a + k
′
w)
k′wk′a
) [
r,αδβl + r,βδαl + r,lδαβ − 4r,αr,βr,l
r
(K2 (λ1r)−K2 (λ2r))
−r,αr,βr,l (λ1K1 (λ1r)− λ2K1 (λ2r))
]

+
(
g1ns (k
′
a + k
′
w)
2pi (λ+ 2µ) k′wk′a
)
1
λ21λ
2
2
2
r2
(r,αδβl + r,βδαl + r,lδαβ − 4r,αr,βr,l)
r
(6.214)
Donc, on obtient :(
U˜Sαβ,l + U˜
S
lβ,α
)
nl =
1
2piµ
r,βnα − 2r,αr,βr,n
r
+
2
2pi (λ+ 2µ) (λ21 − λ22)
×
r,αnβ + r,βnα + r,nδαβ − 4r,αr,βr,n
r
(
λ21K2 (λ1r)− λ22K2 (λ2r)
)
−r,αr,βr,n (λ31K1 (λ1r)− λ32K1 (λ2r))+(
g1ns (k
′
a + k
′
w)
k′wk′a
) [
r,αnβ + r,βnα + r,nδαβ − 4r,αr,βr,n
r
(K2 (λ1r)−K2 (λ2r))
−r,αr,βr,n (λ1K1 (λ1r)− λ2K1 (λ2r))
]

+
(
g1ns (k
′
a + k
′
w)
2pi (λ+ 2µ) k′wk′a
)
1
λ21λ
2
2
4
r2
(r,αnβ + r,βnα + r,nδαβ − 4r,αr,βr,n)
r
(6.215)
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U˜Skβ,kδαlnl =
−r,βnα
2pi (λ+ 2µ) (λ21 − λ22)
×{
(λ31K1 (λ1r)− λ32K1 (λ2r)) +
(
g1ns (k
′
a + k
′
w)
k′wk′a
)
(λ1K1 (λ1r)− λ2K1 (λ2r))
}
(6.216)
– T˜Wα =
[(
λU˜Wk,k + sρwSwP˜
wW + sρaSaP˜
aW
)
δαl + µ
(
U˜Wα,l + U˜
W
l,α
)]
nl
Dans un souci de clarté, les différentes composantes de T˜Wβ seront présentées séparément. P˜wW
et P˜ aW sont déjà présentées respectivement dans (6.208) et (6.210). Pour les composantes des
dérivées partielles de la solution en déplacement, on aura :
U˜Wα,l =
1
2pi (λ21 − λ22)
×
δαl − 2r,αr,l
r
[(
λ22 +
Sws
(λ+ 2µ) k′w
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
Sws
(λ+ 2µ) k′w
)
λ2K1 (λ2r)
]
−r,αr,l
[(
λ22 +
Sws
(λ+ 2µ) k′w
)
λ21K0 (λ1r)−
(
λ21 +
Sws
(λ+ 2µ) k′w
)
λ22K0 (λ2r)
]

(6.217)
Alors(
U˜Wα,l + U˜
W
l,α
)
nl =
2
2pi (λ21 − λ22)
×
nα − 2r,αr,n
r
[(
λ22 +
Sws
(λ+ 2µ) k′w
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
Sws
(λ+ 2µ) k′w
)
λ2K1 (λ2r)
]
−r,αr,n
[(
λ22 +
Sws
(λ+ 2µ) k′w
)
λ21K0 (λ1r)−
(
λ21 +
Sws
(λ+ 2µ) k′w
)
λ22K0 (λ2r)
]

(6.218)
U˜Wk,kδαlnl =
−nα
2pi (λ21 − λ22)
×{(
λ22 +
Sws
(λ+ 2µ) k′w
)
λ21K0 (λ1r)−
(
λ21 +
Sws
(λ+ 2µ) k′w
)
λ22K0 (λ2r)
}
(6.219)
– T˜Aα =
[(
λU˜Ak,k + sρwSwP˜
wA + sρaSaP˜
aA
)
δαl + µ
(
U˜Aα,l + U˜
A
l,α
)]
nl
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Également pour plus de clarté, les différentes composantes de T˜Aβ seront présentées séparément.
P˜wA et P˜ aA sont déjà présentées respectivement dans (6.209) et (6.212). Pour les composantes
des dérivées partielles de la solution en déplacement, on aura :
U˜Aα,l =
1
2pi (λ21 − λ22)
×
δαl − 2r,αr,l
r
[(
λ22 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ2K1 (λ2r)
]
−r,αr,l
[(
λ22 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ21K0 (λ1r)−
(
λ21 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ22K0 (λ2r)
]

(6.220)
Alors(
U˜Aα,l + U˜
A
l,α
)
nl =
2
2pi (λ21 − λ22)
×
nα − 2r,αr,n
r
[(
λ22 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ2K1 (λ2r)
]
−r,αr,n
[(
λ22 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ21K0 (λ1r)−
(
λ21 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ22K0 (λ2r)
]

(6.221)
U˜Ak,kδαlnl =
−nα
2pi (λ21 − λ22)
×{(
λ22 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ21K0 (λ1r)−
(
λ21 +
(1− Sw) s
(λ+ 2µ) k′a
)
λ22K0 (λ2r)
} (6.222)
Les autres expressions explicites après quelques manipulations algébriques s’obtiennent comme
suit :
Q˜wSα =
k′w
2pis (λ21 − λ22)
×
nα − 2r,αr,n
r
[(
λ22 +
F ss
(λ+ 2µ) k′w
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
F ss
(λ+ 2µ) k′w
)
λ2K1 (λ2r)
]
−r,αr,n
[(
λ22 +
F ss
(λ+ 2µ) k′w
)
λ21K0 (λ1r)−
(
λ21 +
F ss
(λ+ 2µ) k′w
)
λ22K0 (λ2r)
]

(6.223)
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Q˜wW =
r,n
2pi (λ21 − λ22)
{(
λ21 +
(1− F s) s (1− Sw)
(λ+ 2µ) k′a
+
g1ns
k′a
)
λ1K1 (λ1r)
−
(
λ22 +
(1− F s) s (1− Sw)
(λ+ 2µ) k′a
+
g1ns
k′a
)
λ2K1 (λ2r)
} (6.224)
Q˜wA = − r,n
2pi (λ21 − λ22) k′a
(
F s (1− Sw)
(λ+ 2µ)
− g1n
)
s
(
λ1K1 (λ1r)− λ2K1 (λ2r)
)
(6.225)
Q˜aSα =
k′a
2pis (λ21 − λ22)
×
nα − 2r,αr,n
r
[(
λ22 +
(1− F s) s
(λ+ 2µ) k′a
)
λ1K1 (λ1r) +
(λ21 − λ22)
r
−
(
λ21 +
(1− F s) s
(λ+ 2µ) k′a
)
λ2K1 (λ2r)
]
−r,αr,n
[(
λ22 +
(1− F s) s
(λ+ 2µ) k′a
)
λ21K0 (λ1r)−
(
λ21 +
(1− F s) s
(λ+ 2µ) k′a
)
λ22K0 (λ2r)
]

(6.226)
Q˜aW = − r,n
2pi (λ21 − λ22) k′w
(
(1− F s)Sw
(λ+ 2µ)
− g1n
)
s
(
λ1K1 (λ1r)− λ2K1 (λ2r)
)
(6.227)
Q˜aA =
r,n
2pi (λ21 − λ22)
×{(
λ21 +
F ssSw
(λ+ 2µ) k′w
+
g1ns
k′w
)
λ1K1 (λ1r)−
(
λ22 +
F ssSw
(λ+ 2µ) k′w
+
g1ns
k′w
)
λ2K1 (λ2r)
}
(6.228)
6.2.4 Vérification analytique des solutions fondamentales
Dans cette partie, on s’intéresse à la vérification de la validité des solutions fondamentales
obtenues. Puisque ces solutions sont présentées pour la première fois dans cette étude, il n’y
a pas de possibilité de les comparer avec d’autres résultats correspondants pour trouver les
différences probables.
Toutefois, nous pouvons vérifier les solutions mathématiquement, en approchant t → ∞ (ou
s→ 0), pour voir si elles prennent exactement la même forme que les solutions fondamentales
poroélastostatiques [70].
Cas limite : Poroélastostatique
À partir de l’équation (6.176) lorsque s → 0, on a λ1, λ2 → 0. De plus, les conditions de la
poroélasticité nécessitent que ρa → 0, Sw → 1, g1 → 0 et F s → 1. Dès lors en considérant
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(6.101 et 6.107) et après quelques simplifications, on obtient :
G˜αβ = U˜
s
αβ =
1
8piµ (1− ν)
{xαxβ
r2
− δαβ (3− 4ν) ln r
}
(6.229)
G˜33 = P˜
wW =
1
2piρwk′w
ln r (6.230)
G˜44 = P˜
aA = 0 (6.231)
G˜3β = −U˜Wα = 0 (6.232)
G˜4β = −U˜Aα = 0 (6.233)
G˜α3 = −P˜wSα = −
r
4pi
1
(λ+ 2µ) ρwk′w
xα
r
(
1
2
− ln r
)
(6.234)
G˜α4 = −P˜ aSα = 0 (6.235)
G˜34 = P˜
aW = 0 (6.236)
G˜43 = P˜
wA = 0 (6.237)
6.2.5 Illustration des solutions fondamentales
Dans ce qui suit, nous présenterons les solutions fondamentales en déplacement du squelette
solide (U˜Sαβ , U˜Wα et U˜Aα ) pour visualiser leurs comportements principaux et leurs singularités
lorsque r(= rxex + ryey)→ 0.
On considère un échantillon de sol non saturé avec les grains solides incompressibles dont les
propriétés matérielles ont été définies dans le système métrique comme suit :
E(N/m2) ν(−) F s(N/m2) e0(−)
30× 106 0.35 1 0.75
Tableau 6.6 — données matérielles d’un sol non saturé (paramètres mécaniques)
ρw(Kg/m
3) aw(m/s) αw(−) Swu(−) g1(Pa−1) pw(Pa)
1000 1.2× 10−9 5 0.05 1× 10−6 1× 104
Tableau 6.7 — données matérielles d’un sol non saturé (paramètres de l’eau)
Chapitre 6. Équations intégrales de frontière et solutions fondamentales pour les sols non-saturés 173
Figure 6.4 — Solution fondamentale en déplacement en direction 1 due à une force ponc-
tuelle unitaire impulsionnelle dans la même direction, U˜S11
Figure 6.5 — Solution fondamentale en déplacement en direction 1 due à une force ponc-
tuelle unitaire impulsionnelle dans la direction 2, U˜S12
ρa(Kg/m
3) ba(m
2) αa(−) µa(N.s.m−2) pa(Pa)
1 1× 10−4 2.6 1.846× 10−5 1× 105
Tableau 6.8 — données matérielles d’un sol non saturé (paramètres de l’air)
Il faut constater que le paramètre de Laplace s = 1.
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Figure 6.6 — Solution fondamentale en déplacement en direction 1 due à la source ponc-
tuelle impulsionnelle d’eau injectée, U˜W1
Figure 6.7 — Solution fondamentale en déplacement en direction 1 due à la source ponc-
tuelle impulsionnelle d’air injectée, U˜A1
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6.3 Problèmes quasi-statiques non-isothermes
Dans le chapitre 2, un système d’équations couplées, gouvernant le comportement thermo-
hydro-mécanique (THHM) des milieux poreux non saturés soumis aux chargements quasi-
statiques est présenté. Dans ce modèle, les variables d’état sont la contrainte totale nette
« σ − pa », la succion « pa − pw » et la température « T ». Comme expliqué dans le chapitre
1, l’humidité est constituée de la vapeur et du liquide. Le terme de transfert de liquide sera
utilisé pour le transfert qui se produit exclusivement dans la phase liquide, et le transfert au-delà
de celui de l’état liquide est nommé le transfert de vapeur. Les effets de la déformation sur la
distribution de la température et de la succion dans le squelette solide et les effets inverses sont
inclus dans le modèle via des surfaces d’état en indice des vides « e » et en degré de saturation
« Sr ». Les hypothèses de base prises en compte dans cette section sont les suivantes :
– Le milieu poroélastique du squelette est isotrope et linéaire.
– Les conditions quasi-statiques et la petite transformation sont considérées.
– La loi de Darcy généralisée s’utilise pour le mouvement de l’eau liquide et de l’air sec.
– La loi de Fourier est appliquée pour le flux de chaleur par conduction.
– Les surfaces d’état en indice des vides « e » et en degré de saturation « Sr » sont dépen-
dantes de la température et de la succion.
– Les chaleurs latente et sensible, et l’air dissous sont pris en compte.
Pour la brièveté du texte, on récapitule le système d’équations ci-dessous. Pour plus d’informa-
tions voir le chapitre 2.
6.3.1 Système d’équations de champs
Le système d’équations régissant le comportement des milieux poreux non saturés influencés
par les effets de la chaleur se compose des éléments suivants :
Équation d’équilibre :
(σij − δijpa),j + pa,i + bi = 0 (6.238)
où σij est le tenseur de contrainte totale, δij est le delta de Kronecker, pa est la pression de l’air
et bi est la force volumique appliquée sur Ω.
Loi de comportement du squelette solide :
(σij − δijpa) = (λδijεkk + 2µεij)− F sij(pa − pw)− F Tij (T ) (6.239)
où F sij = Dijkl(Dsuclk )−1 et F Tij = Dijkl(DTlk)−1 dans lesquelles Dijkl est la matrice de rigidité
élastique linéaire et Dsuclk = βsuc[1, 1, 0]T et DTlk = βT [1, 1, 0]T où βsuc et βT s’obtiennent à
partir de la surface d’état de l’indice des vides (e).
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Conservation de la masse d’humidité :
∂ρm
∂t
+ div(ρm(V + U)) = 0 (6.240)
où ρm = ρw nSr + ρvap n(1 − Sr) est la masse volumique homogénéisée de l’humidité dans
laquelle n est la porosité, Sr = Sw est le degré de saturation relatif à l’eau, ρw et ρvap sont
respectivement les masses volumiques de l’eau liquide et de la vapeur d’eau. U est la vitesse
d’écoulement de l’eau et V est celle de la vapeur.
Transfert en phase liquide :
U = −Kw∇(Ψ + z) = −DTw∇T −DPw∇(pa − pw)−Dw∇z (6.241)
où Kw est le tenseur de perméabilité à l’eau du milieu, Ψ est le potentiel capillaire qui dans
un problème non isotherme varie en fonction de la teneur en humidité et de la température,
z est la cote du point considéré ou le terme de gravitation. DTw, DPw et Dw sont respective-
ment la diffusivité thermique de l’eau, la diffusivité isotherme de l’eau et la diffusivité due à la
pesanteur.
Transfert de vapeur :
V = −DTv∇T −DPv∇(pa − pw) (6.242)
où DPv et DTv sont respectivement, les diffusivités isotherme et thermique de la vapeur dans le
milieu.
Conservation de la masse d’air :
∂
(
ρan (1− Sr +HSr)
)
∂t
+ div(ρaVa) + div(ρaHU) = 0 (6.243)
où H est le coefficient de solubilité du gaz dans l’eau ou coefficient d’Henry, ρa est la masse
volumique de l’air et Va est la vitesse de l’air dans le sol non saturé.
Transfert de l’air :
Va = −Ka
(
∇
(
pa
γa
)
+∇z
)
= −Kaβpa∇T −Ka
(
∇
(
pa
γa
)
+∇z
)
(6.244)
dans laquelle Ka est la perméabilité à l’air du milieu et βpa =
1
γa
∂pa
∂T
.
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Conservation de l’énergie :
∂ϕT
∂t
+ div(Q) = 0 (6.245)
où Q est le flux de chaleur et ϕT = cT (T−T0)+(n−θw)ρvaphfg décrit la quantité volumique de
chaleur du sol dans laquelle cT = (1−n)ρsCms+θwρwCmw+(n−θw)ρvapCmv+(n−θw)ρaCma
est la valeur de la capacité thermique volumique de sol non saturé et hfg est la chaleur latente
de vaporisation de l’eau du sol.
Transfert de la chaleur :
Q = −λT∇T + (CmwρwU + CmvρvapV + CmaρaVa)(T − T0) + hfg(ρwV + ρvapVa)
(6.246)
où Cms, Cmw, Cmv et Cma sont respectivement, les capacités thermiques massiques du solide,
de l’eau, de la vapeur et de l’air.
En remplaçant (6.239) dans (6.238), (6.241) et (6.242) dans (6.240), (6.244) dans (6.243) et
(6.246) dans (6.245), on trouve le système final des équations de champs régissant le com-
portement thermo-hydro-mécanique des milieux poreux non-saturés soumis aux chargements
quasi-statiques :
(λ+ µ) uβ,αβ + µuα,ββ + F
spw,α + (1− F s) pa,α − F T T,α + bα = 0 (6.247)
(
ρwSr + ρvap(1− Sr)
)∂uα,α
∂t
+ n(ρw − ρvap)g1∂(pa − pw)
∂t
+ n(ρw − ρvap)g2∂T
∂t
= ρw(DT∇2T +Dp∇2pa −Dp∇2pw)
(6.248)
ρa (1 + (H − 1) Sr) ∂uα,α
∂t
+ ρan (H − 1) g1 ∂(pa − pw)
∂t
+ ρan (H − 1) g2 ∂T
∂t
=
−ρa
(
HDPw∇2pw +
(
Ka
γa
+HDPw
)
∇2pa + (Kaβpa +HDTw) ∇2T
) (6.249)
χ1
∂uα,α
∂t
− χ2 g1 ∂pw
∂t
+ χ2 g1
∂pa
∂t
+ (χ2g2 + χ3)
∂T
∂t
= χ6∇2pw + χ5∇2pa + χ4∇2T
(6.250)
Ces équations peuvent être récapitulées sous la forme matricielle suivante :
B1
∂
∂t

uα
pw
pa
T
+ B2

uα
pw
pa
T
 = −

bα
0
0
0
 (6.251)
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où
B1 =

0 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 0
a6∂β a7 a8 a9
a13∂β a14 a15 a16
a20∂β a21 a22 a23

(6.252)
B2 =

a1∂α∂β + a2∇2 a3∂α a4∂α a5∂α
0 a10∇2 a11∇2 a12∇2
0 a17∇2 a18∇2 a19∇2
0 a24∇2 a25∇2 a26∇2
 (6.253)
dans lesquelles α, β = 1, 2 pour les problèmes bi-dimensionnels et α, β = 1, 2, 3 pour les
problèmes tri-dimensionnels, ∂α désigne la dérivée partielle par rapport à xα et ∇2 = ∂α∂α
est l’opérateur laplacien. Dans la matrice B1, le nombre de lignes de zéros est déterminé par
le paramètre α. Autrement dit, dans les problèmes 2D et 3D on a respectivement deux et trois
lignes de zéros. Les coefficients ai sont :
a1 = λ+ µ, a2 = µ, a3 = F
s, a4 = 1− F s, a5 = −F T ,
a6 = ρwSr + ρvap (1− Sr) , a7 = −n (ρw − ρvap) g1, a8 = n (ρw − ρvap) g1,
a9 = n (ρw − ρvap) g2, a10 = ρwDP , a11 = −ρwDP , a12 = −ρwDT ,
a13 = ρa (1 + (H − 1) Sr) , a14 = −ρan (H − 1) g1, a15 = ρan (H − 1) g1,
a16 = ρan (H − 1) g2, a17 = ρaHDPw, a18 = −ρa
(
Ka
γa
+HDPw
)
,
a19 = −ρa (Kaβpa +HDTw) , a20 = χ1, a21 = −χ2g1, a22 = χ2g1,
a23 = (χ2g2 + χ3) , a24 = −χ6, a25 = −χ5, a26 = −χ4
En prenant la transformée de Laplace de l’équation (6.251) pour éliminer la variable temps en
supposant les conditions initiales nulles, on en déduit
sB1

u˜α
p˜w
p˜a
T˜
+ B2

u˜α
p˜w
p˜a
T˜
 = −

b˜α
0
0
0
 (6.254)
B

u˜α
p˜w
p˜a
T˜
 = −

b˜α
0
0
0
 (6.255)
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où s est le paramètre complexe de Laplace et B = sB1 + B2 est la matrice d’opérateurs diffé-
rentiels :
B =

a1∂α∂β + a2∇2 a3∂α a4∂α a5∂α
s a6∂β s a7 + a10∇2 s a8 + a11∇2 s a9 + a12∇2
s a13∂β s a14 + a17∇2 s a15 + a18∇2 s a16 + a19∇2
s a20∂β s a21 + a24∇2 s a22 + a25∇2 s a23 + a26∇2
 (6.256)
6.3.2 Équations intégrales de frontière pour l’analyse du comportement
quasi-statique non-isotherme des sols non saturés
Comme mentionné auparavant, il y a plusieurs méthodes pour dériver les équations intégrales de
frontière, y compris le théorème de réciprocité, l’approche variationnelle et la méthode des rési-
dus pondérés. Ici, les équations intégrales de frontière pour le problème thermo-poro-élastique
transitoire seront dérivées en prenant la solution fondamentale comme la fonction poids et en
utilisant la méthode des résidus pondérés, qui est essentiellement une intégration par parties
[235]. L’avantage d’utiliser des résidus pondérés est sa généralité dans la plupart des principes
et des théories tels que le théorème de Betti, la troisième identité de Green, le théorème des
travaux virtuels, etc. Ceci permet l’extension de la méthode pour résoudre les équations aux
dérivées partielles les plus complexes. Elle peut également être utilisée pour relier la méthode
des éléments de frontière à d’autres techniques numériques [57].
En outre, soient G˜ et G˜∗ la solution fondamentale correspondant à l’opérateur différentiel ori-
ginal B (6.256) et la solution fondamentale adjointe correspondant à l’opérateur différentiel
adjoint B?. Considérer que celles-ci sont associées à une force ponctuelle unitaire impulsion-
nelle dans le squelette solide, à une source ponctuelle unitaire impulsionnelle d’injection des
fluides (eau et air) et à une source ponctuelle unitaire impulsionnelle de la chaleur, exercées à
l’instant τ = 0 en un point fixé ξ hors de la frontière Γ,
F = I δ(x− ξ) δ(t− τ) transformée de Laplace−−−−−−−−−−−−−−−−−→ F˜ = I δ(x− ξ)
implique, respectivement :
BG˜+ I δ(x− ξ) = 0 (6.257)
B?G˜∗ + I δ(x− ξ) = 0 (6.258)
En utilisant la méthode des résidus pondérés un ensemble d’équations intégrales sera dérivé
directement en égalisant le produit scalaire de l’équation (6.255) et la matrice des solutions
fondamentales adjointes G˜∗ à un vecteur nul, c.-à-d.
∫
Ω
B

u˜α
p˜w
p˜a
T˜
 G˜∗ dΩ = 0 (6.259)
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avec
G˜∗ =

G˜∗αβ G˜
∗
αw G˜
∗
αa G˜
∗
αT
G˜∗wβ G˜
∗
ww G˜
∗
wa G˜
∗
wT
G˜∗aβ G˜
∗
aw G˜
∗
aa G˜
∗
aT
G˜∗Tβ G˜
∗
Tw G˜
∗
Ta G˜
∗
TT
 =

U˜Sαβ U˜
W
α U˜
A
α U˜
T
α
P˜wSβ P˜
wW P˜wA P˜wT
P˜ aSβ P˜
aW P˜ aA P˜ aT
T˜ Sβ T˜
W T˜A T˜ T

En supposant que les forces volumiques et les sources de fluides et de chaleur sont nulles,
l’équation (6.259) peut s’écrire avec la notation indicielle :∫
Ω
[
(λ+ µ)G˜∗αj u˜β,βα + µ G˜
∗
αju˜α,ββ + F
sG˜∗αj p˜w,α + (1− F s) G˜∗αj p˜a,α − F T G˜∗αjT˜,α
+ a10G˜
∗
wj∆p˜w + s a6G˜
∗
wj u˜α,α + s a7G˜
∗
wj p˜w + s a8G˜
∗
wj p˜a + a11G˜
∗
wj∆p˜a + s a9G˜
∗
wjT˜
+ a12G˜
∗
wj∆T˜ + a18G˜
∗
aj∆p˜a + s a13G˜
∗
aju˜α,α + s a15G˜
∗
aj p˜a + s a14G˜
∗
aj p˜w + a17G˜
∗
aj∆p˜w
+s a16G˜
∗
ajT˜ + a19G˜
∗
aj∆T˜ + a26G˜
∗
Tj∆T˜ + s a20G˜
∗
Tju˜α,α + s a23G˜
∗
TjT˜ + s a21G˜
∗
Tj p˜w
+ a24G˜
∗
Tj∆p˜w + s a22G˜
∗
Tj p˜a + a25G˜
∗
Tj∆p˜a
]
dΩ = 0
(6.260)
où i, j = 1, 2, 3, 4, 5 pour les problèmes bi-dimensionnels et i, j = 1, 2, 3, 4, 5, 6 pour les pro-
blèmes tri-dimensionnels.
Comme montré dans le chapitre précédent, en faisant l’intégration par parties sur le domaine
pour chaque terme dans (6.260) et en utilisant le théorème de Green, l’opérateur B se trans-
forme d’une action sur le vecteur des inconnues u˜i = [ u˜α p˜w p˜a T˜ ]T en une action sur la
matrice des solutions fondamentales G˜∗. Ceci aboutit au système d’équations intégrales suivant
écrit avec la notation indicielle :∫
Γ
[(
λ u˜k,k − F s (p˜a − p˜w) + p˜a − F T T˜
)
nβδαβ + µ (u˜β,α + u˜α,β)nβ
]
G˜∗αjdΓ
−
∫
Γ
u˜α
[
(λG˜∗kj,k − s a6G˜∗wj − s a13G˜∗aj − s a20G˜∗Tj)nβδαβ + µ
(
G˜∗αj,β + G˜
∗
βj,α
)
nβ
]
dΓ
+ a10
∫
Γ
(
p˜w,nG˜
∗
wj − p˜wG˜∗wj,n
)
dΓ + a18
∫
Γ
(
p˜a,nG˜
∗
aj − p˜aG˜∗aj,n
)
dΓ
+ a26
∫
Γ
(
T˜,nG˜
∗
Tj − T˜ G˜∗Tj,n
)
dΓ + a11
∫
Γ
(
p˜a,nG˜
∗
wj − p˜aG˜∗wj,n
)
dΓ
+ a12
∫
Γ
(
T˜,nG˜
∗
wj − T˜ G˜∗wj,n
)
dΓ + a17
∫
Γ
(
p˜w,nG˜
∗
aj − p˜wG˜∗aj,n
)
dΓ
+ a19
∫
Γ
(
T˜,nG˜
∗
aj − T˜ G˜∗aj,n
)
dΓ + a24
∫
Γ
(
p˜w,nG˜
∗
Tj − p˜wG˜∗Tj,n
)
dΓ
+ a25
∫
Γ
(
p˜a,nG˜
∗
Tj − p˜aG˜∗Tj,n
)
dΓ +
∫
Ω
u˜iB
?
imG˜
∗
mjdΩ = 0
(6.261)
Comme mentionné ci-dessus, B?im est l’opérateur différentiel adjoint :
B? =

a1∂α∂β + a2∇2 −s a6∂α −s a13∂α −s a20∂α
−a3∂β s a7 + a10∇2 s a14 + a17∇2 s a21 + a24∇2
−a4∂β s a8 + a11∇2 s a15 + a18∇2 s a22 + a25∇2
−a5∂β s a9 + a12∇2 s a16 + a19∇2 s a23 + a26∇2
 (6.262)
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En substituant (6.258) dans (6.261) et en utilisant la propriété de la distribution de Dirac δ(x−ξ),
on arrive à la représentation intégrale de frontière dans le domaine transformé de Laplace pour
la thermo-poro-élasticité transitoire multiphasique [235] :
cαβ(ξ) 0 0 0
0 c (ξ) 0 0
0 0 c (ξ) 0
0 0 0 c (ξ)


u˜α(ξ; s)
p˜w(ξ; s)
p˜a(ξ; s)
T˜ (ξ; s)
 =
∫
Γ

U˜Sαβ(x, ξ; s) −P˜wSα (x, ξ; s) −P˜ aSα (x, ξ; s) −T˜ Sα (x, ξ; s)
U˜Wβ (x, ξ; s) −P˜wW (x, ξ; s) −P˜ aW (x, ξ; s) −T˜W (x, ξ; s)
U˜Aβ (x, ξ; s) −P˜wA(x, ξ; s) −P˜ aA(x, ξ; s) −T˜A(x, ξ; s)
U˜Tβ (x, ξ; s) −P˜wT (x, ξ; s) −P˜ aT (x, ξ; s) −T˜ T (x, ξ; s)


t˜α(x; s)
q˜w(x; s)
q˜a(x; s)
q˜T (x; s)
 dΓ
−
∮
Γ

F˜ Sαβ(x, ξ; s) Q˜
wS
α (x, ξ; s) Q˜
aS
α (x, ξ; s) Q˜
TS
α (x, ξ; s)
F˜Wβ (x, ξ; s) Q˜
wW (x, ξ; s) Q˜aW (x, ξ; s) Q˜TW (x, ξ; s)
F˜Aβ (x, ξ; s) Q˜
wA(x, ξ; s) Q˜aA(x, ξ; s) Q˜TA(x, ξ; s)
F˜ Tβ (x, ξ; s) Q˜
wT (x, ξ; s) Q˜aT (x, ξ; s) Q˜TT (x, ξ; s)


u˜α(x; s)
p˜w(x; s)
p˜a(x; s)
T˜ (x; s)
 dΓ
(6.263)
où le vecteur de contrainte, le flux normal de l’eau, le flux normal de l’air et le flux normal de
la chaleur sont respectivement :
t˜α = σαβnβ =
[
(λ u˜k,k − F s (p˜a − p˜w) + p˜a − F T T˜ ) δαβ + µ(u˜β,α + u˜α,β)
]
nβ (6.264)
q˜w = −ρw
[
DP (p˜w,α − p˜a,α)−DT T˜,α
]
nα (6.265)
q˜a = −ρa
[
HDPw (p˜w,α − p˜a,α)− Ka
γa
p˜a,α − (Kaβpa +HDTw) T˜,α
]
nα (6.266)
q˜T =
[
χ6p˜w,α + χ5p˜a,α + χ4T˜,α
]
nα (6.267)
Également, F˜S , Q˜wS , Q˜aS et Q˜TS peuvent être interprétés comme étant respectivement les
termes adjoints au vecteur de contrainte t˜, au flux de l’eau q˜w, au flux de l’air q˜a et au flux de la
chaleur q˜T :
F˜ Sαβ =
[(
λU˜Skβ,k − s (ρwSr + ρvap (1− Sr)) P˜wSβ − s ρa (1 + (H − 1)Sr) P˜ aSβ − s χ1T˜ Sβ
)
δαl
+µ
(
U˜Sαβ,l + U˜
S
lβ,α
)]
nl
(6.268)
F˜Wα =
[(
λU˜Wk,k − s (ρwSr + ρvap (1− Sr)) P˜wW − s ρa (1 + (H − 1)Sr) P˜ aW − s χ1T˜W
)
δαl
+µ
(
U˜Wα,l + U˜
W
l,α
)]
nl
(6.269)
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F˜Aα =
[(
λU˜Ak,k − s (ρwSr + ρvap (1− Sr)) P˜wA − s ρa (1 + (H − 1)Sr) P˜ aA − s χ1T˜A
)
δαl
+µ
(
U˜Aα,l + U˜
A
l,α
)]
nl
(6.270)
Q˜wSα =
[
ρwDP P˜
wS
α,l + ρaHDPwP˜
aS
α,l − χ6T˜ Sα,l
]
nl (6.271)
Q˜wW =
[
ρwDP P˜
wW
,l + ρaHDPwP˜
aW
,l − χ6T˜W,l
]
nl (6.272)
Q˜wA =
[
ρwDP P˜
wA
,l + ρaHDPwP˜
aA
,l − χ6T˜A,l
]
nl (6.273)
Q˜aSα =
[
−ρwDP P˜wSα,l − ρa
(
Ka
γa
+HDPw
)
P˜ aSα,l − χ5T˜ Sα,l
]
nl (6.274)
Q˜aW =
[
−ρwDP P˜wW,l − ρa
(
Ka
γa
+HDPw
)
P˜ aW,l − χ5T˜W,l
]
nl (6.275)
Q˜aA =
[
−ρwDP P˜wA,l − ρa
(
Ka
γa
+HDPw
)
P˜ aA,l − χ5T˜A,l
]
nl (6.276)
Q˜TSα =
[
−ρwDT P˜wSα,l − ρa (Ka βPa +HDTw) P˜ aSα,l − χ4T˜ Sα,l
]
nl (6.277)
Q˜TW =
[
−ρwDT P˜wW,l − ρa (Ka βPa +HDTw) P˜ aW,l − χ4T˜W,l
]
nl (6.278)
Q˜TA =
[
−ρwDT P˜wA,l − ρa (Ka βPa +HDTw) P˜ aA,l − χ4T˜A,l
]
nl (6.279)
En considérant la différence entre les deux opérateurs différentiels B∗ (6.262) et B (6.256), on
trouve la différence entre G˜∗ et G˜ comme suit :
G˜∗αβ G˜
∗
αw G˜
∗
αa G˜
∗
αT
G˜∗wβ G˜
∗
ww G˜
∗
wa G˜
∗
wT
G˜∗aβ G˜
∗
aw G˜
∗
aa G˜
∗
aT
G˜∗Tβ G˜
∗
Tw G˜
∗
Ta G˜
∗
TT
 =

G˜αβ −G˜wα −G˜aα −G˜Tα
−G˜βw G˜ww G˜aw G˜Tw
−G˜βa G˜wa G˜aa G˜Ta
−G˜βT G˜wT G˜aT G˜TT
 (6.280)
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L’équation intégrale de frontière dépendant du temps pour le comportement transitoire et non-
isotherme des sols non saturés peut être obtenue par une transformation au domaine temporel :
cαβ(ξ) 0 0 0
0 c (ξ) 0 0
0 0 c (ξ) 0
0 0 0 c (ξ)


uα(ξ; t)
pw(ξ; t)
pa(ξ; t)
T (ξ; t)
 =
∫
Γ

USαβ(x, ξ; t− τ) −PwSα (x, ξ; t− τ) −P aSα (x, ξ; t− τ) −T Sα (x, ξ; t− τ)
UWβ (x, ξ; t− τ) −PwW (x, ξ; t− τ) −P aW (x, ξ; t− τ) −TW (x, ξ; t− τ)
UAβ (x, ξ; t− τ) −PwA(x, ξ; t− τ) −P aA(x, ξ; t− τ) −TA(x, ξ; t− τ)
UTβ (x, ξ; t− τ) −PwT (x, ξ; t− τ) −P aT (x, ξ; t− τ) −T T (x, ξ; t− τ)


tα(x; τ)
qw(x; τ)
qa(x; τ)
qT (x; τ)
 dΓ
−
∮
Γ

F Sαβ(x, ξ; t− τ) QwSα (x, ξ; t− τ) QaSα (x, ξ; t− τ) QTSα (x, ξ; t− τ)
FWβ (x, ξ; t− τ) QwW (x, ξ; t− τ) QaW (x, ξ; t− τ) QTW (x, ξ; t− τ)
FAβ (x, ξ; t− τ) QwA(x, ξ; t− τ) QaA(x, ξ; t− τ) QTA(x, ξ; t− τ)
F Tβ (x, ξ; t− τ) QwT (x, ξ; t− τ) QaT (x, ξ; t− τ) QTT (x, ξ; t− τ)


uα(x; τ)
pw(x; τ)
pa(x; τ)
T (x; τ)
 dΓ
(6.281)
6.3.3 Solutions fondamentales pour l’analyse du comportement quasi-
statique non-isotherme des sols non saturés
6.3.3.1 Solutions fondamentales dans le domaine de Laplace
L’objective de cette section est de dériver la forme explicite de la solution fondamentale associée
à l’équation (6.251) dans le domaine de Laplace pour les deux cas 2D et 3D en utilisant la
méthode de Hörmander (voir 5.2.2.1). Celle-ci consiste en la réponse à une force ponctuelle
unitaire dans le squelette solide, à une source ponctuelle unitaire d’injection des fluides (eau et
air) et à une source ponctuelle unitaire de chaleur, exercées brutalement à l’instant τ = 0 en un
point fixé ξ hors de la frontière Γ,
F = I δ(x− ξ)H(t− τ) transformée de Laplace−−−−−−−−−−−−−−−−−→ F˜ = I δ(x− ξ)1
s
dans laquelle H(t− τ) désigne la fonction de Heaviside :
H(t− τ) =
{
1 si t º τ
0 si t ¹ τ
Alors, l’équation (6.255) peut s’écrire comme :
BG˜+ I
1
s
δ(x− ξ) = 0 (6.282)
où I désigne la matrice unité d’ordre n (= 5 dans le cas 2D ou 6 dans le cas 3D) et G˜ =
[
G˜ij
]
n×n
est la matrice des solutions fondamentales correspondant à l’opérateur B.
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Comme montré dans la section précédente, l’ensemble des équations intégrales de frontière
(6.263) est obtenu pour la force F = I δ(x − ξ) δ(t − τ), tandis que dans cette section les
fonctions noyaux pour ces équations intégrales G˜ seront obtenues pour la force F = I δ(x −
ξ)H(t− τ). Par conséquent, sachant que dH(t− τ)
dt
= δ(t− τ) et en considérant (6.280) nous
avons alors :
U˜Sαβ U˜
W
α U˜
A
α U˜
T
α
P˜wSβ P˜
wW P˜wA P˜wT
P˜ aSβ P˜
aW P˜ aA P˜ aT
T˜ Sβ T˜
W T˜A T˜ T
 =

s G˜αβ −s G˜wα −s G˜aα −s G˜Tα
−s G˜βw s G˜ww s G˜aw s G˜Tw
−s G˜βa s G˜wa s G˜aa s G˜Ta
−s G˜βT s G˜wT s G˜aT s G˜TT
 (6.283)
D’après l’équation (5.28), d’abord, le déterminant de la matrice de l’opérateur B (6.256) est
calculé. Cela donne :
2D : det (B) = D1s3∇4 +D2s2∇6 +D3s∇8 +D4∇10 (6.284)
3D : det (B) = a2∇2
(
D1s
3∇4 +D2s2∇6 +D3s∇8 +D4∇10
) (6.285)
où Dm sont des constantes comprenant les coefficients ai (annexe C.1).
Maintenant, à partir de l’équation (5.24) on peut calculer les éléments de la matrice des cofac-
teurs Bco :
2D : Bco =

Bcoαβ B
co
αw B
co
αa B
co
αT
Bcowβ B
co
ww B
co
wa B
co
wT
Bcoaβ B
co
aw B
co
aa B
co
aT
BcoTβ B
co
Tw B
co
Ta B
co
TT
 (6.286)
3D : Bco = a2∇2

Bcoαβ B
co
αw B
co
αa B
co
αT
Bcowβ B
co
ww B
co
wa B
co
wT
Bcoaβ B
co
aw B
co
aa B
co
aT
BcoTβ B
co
Tw B
co
Ta B
co
TT
 (6.287)
où
Bcoαβ = δαβ (B1s
3∇2 +B2s2∇4 +B3s∇6 +B4∇8)+∂α∂β (B5s3 +B6s2∇2 +B7s∇4 +B8∇6)
Bcoαw = B9s
2∇2∂α +B10s∇4∂α +B11∇6∂α
Bcoαa = B12s
2∇2∂α +B13s∇4∂α +B14∇6∂α
BcoαT = B15s
2∇2∂α +B16s∇4∂α +B17∇6∂α
Bcowβ = B18s
3∇2∂β +B19s2∇4∂β +B20s∇6∂β
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Bcoww = B21s
2∇4 +B22s∇6 +B23∇8
Bcowa = B24s
2∇4 +B25s∇6 +B26∇8
BcowT = B27s
2∇4 +B28s∇6 +B29∇8
Bcoaβ = B30s
3∇2∂β +B31s2∇4∂β +B32s∇6∂β
Bcoaw = B33s
2∇4 +B34s∇6 +B35∇8
Bcoaa = B36s
2∇4 +B37s∇6 +B38∇8
BcoaT = B39s
2∇4 +B40s∇6 +B41∇8
BcoTβ = B42s
3∇2∂β +B43s2∇4∂β +B44s∇6∂β
BcoTw = B45s
2∇4 +B46s∇6 +B47∇8
BcoTa = B48s
2∇4 +B49s∇6 +B50∇8
BcoTT = B51s
2∇4 +B52s∇6 +B53∇8
dans lesquelles Bi sont des constantes comprenant les coefficients ai (annexe C.2).
En remplaçant le déterminant de la matrice de l’opérateur B (6.284, 6.285), l’équation scalaire
correspondant à (5.28) s’obtient comme suit :(∇2 − λ21) (∇2 − λ22) (∇2 − λ23)Φ + δ(x) = 0 (6.288)
avec l’abréviation
2D : Φ = sD4∇4φ (6.289)
3D : Φ = sD4∇6φ (6.290)
Dans l’équation (6.288), λ1, λ2 et λ3 sont les racines de l’équation cubique du déterminant de
B (6.284, 6.285) qui sont obtenues en utilisant la méthode de Cardon :
λ1 =
√
m1
√
s, λ2 =
√
m2
√
s, λ3 =
√
m3
√
s (6.291)
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où
m1 =
(
h+ t− D3
3D4
)
(6.292)
m2 = −
(
1
2
(h+ t) +
D3
3D4
−
√
3 i
2
(h− t)
)
(6.293)
m3 = −
(
1
2
(h+ t) +
D3
3D4
+
√
3 i
2
(h− t)
)
(6.294)
dans lesquelles
h =
3
√
r +
√
q3 + r2, t =
3
√
r −
√
q3 + r2 (6.295)
avec
q =
1
9
(
3
D2
D4
−
(
D3
D4
)2)
, r =
1
54
(
9
D2
D4
D3
D4
− 27D1
D4
− 2
(
D3
D4
)3)
(6.296)
Si q3 + r2 ≺ 0 alors les coefficients m1, m2 et m3 sont calculés comme suit :
m1 =
(
2
√−q cos
(
1
3
θ
)
− D3
3D4
)
(6.297)
m2 =
(
2
√−q cos
(
1
3
θ + 120◦
)
− D3
3D4
)
(6.298)
m3 =
(
2
√−q cos
(
1
3
θ + 240◦
)
− D3
3D4
)
(6.299)
où cos (θ) = r/
√
−q3.
L’équation (6.288) peut être exprimée comme l’une des trois équations (6.300), (6.301) et
(6.302) :
(∇2 − λ21)φ1 + δ (x) = 0
φ1 = (∇2 − λ22) (∇2 − λ23) Φ
(6.300)
(∇2 − λ22)φ2 + δ (x) = 0
φ2 = (∇2 − λ21) (∇2 − λ23) Φ
(6.301)
(∇2 − λ23)φ3 + δ (x) = 0
φ3 = (∇2 − λ21) (∇2 − λ22) Φ
(6.302)
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Les équations ci-dessus ne sont autres que les équations de Helmholtz. Les solutions fondamen-
tales de telles équations pour un domaine complètement symétrique dans les deux cas 2D et 3D
sont respectivement :
2D : φm =
K0 (λmr)
2pi
, m = 1, 2, 3 (6.303)
3D : φm =
exp (−λmr)
4pir
, m = 1, 2, 3 (6.304)
Par définition de φ1, φ2 et φ3, on en déduit :(∇2 − λ23)Φ = φ1 − φ2λ21 − λ22 (6.305)(∇2 − λ21)Φ = φ3 − φ2λ23 − λ22 (6.306)
qui donnent
2D : Φ =
1
2pi
[
K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
(6.307)
3D : Φ = 1
4pir
[
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
(6.308)
En appliquant respectivement deux et trois fois l’opérateur inverse de Laplace pour les pro-
blèmes 2D et 3D, on peut obtenir la fonction φ(r, s) comme suit :
2D : φ =
1
2pipD4
(
K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ41
+
K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ42
+
K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ43
)
(6.309)
3D : φ = 1
4pipD4r
(
exp (λ1r)
(λ22 − λ21) (λ23 − λ21)λ61
+
exp (λ2r)
(λ21 − λ22) (λ23 − λ22)λ62
+
exp (λ3r)
(λ21 − λ23) (λ22 − λ23)λ63
)
(6.310)
Finalement, en appliquant la matrice d’opérateur Bco (6.286, 6.287) à la solution φ(r, s) (annexe
C.3)
G˜ =

G˜αβ G˜αw G˜αa G˜αT
G˜wβ G˜ww G˜wa G˜wT
G˜aβ G˜aw G˜aa G˜aT
G˜Tβ G˜Tw G˜Ta G˜TT
 =

Bcoαβ B
co
αw B
co
αa B
co
αT
Bcowβ B
co
ww B
co
wa B
co
wT
Bcoaβ B
co
aw B
co
aa B
co
aT
BcoTβ B
co
Tw B
co
Ta B
co
TT
φ (6.311)
et en introduisant les fonctions intermédiaires Πm comme
ΠnD1 = C1Ω
nD
11 + C2Ω
nD
12 + C3Ω
nD
13 + C4Ω
nD
14
ΠnD2 = C5Ω
nD
11 + C6Ω
nD
12 + C7Ω
nD
13 + C8Ω
nD
14
ΠnD3 = C5Ω
nD
21 + C6Ω
nD
22 + C7Ω
nD
23 + C8Ω
nD
24
(6.312)
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les solutions fondamentales pour les sols non saturés soumis aux chargements non-isothermes
quasi-statiques pour les deux cas 2D (n = 2) et 3D (n = 3) et dans le domaine de Laplace
s’obtiennent comme suit [161, 231, 232, 235, 239] :
solutions 2D :
G˜αβ (r, s) = δαβΠ
2D
1 +
rxαxβ
r3
Π2D2 +
(2xαxβ − r2δαβ)
r3
Π2D3 (6.313)
G˜αw (r, s) = −xα
r
(
C9Ω
2D
22 + C10Ω
2D
23 + C11Ω
2D
24
) (6.314)
G˜αa (r, s) = −xα
r
(
C12Ω
2D
22 + C13Ω
2D
23 + C14Ω
2D
24
) (6.315)
G˜αT (r, s) = −xα
r
(
C15Ω
2D
22 + C16Ω
2D
23 + C17Ω
2D
24
) (6.316)
G˜wβ (r, s) = −xβ
r
(
C18Ω
2D
27 + C19Ω
2D
25 + C20Ω
2D
26
) (6.317)
G˜aβ (r, s) = −xβ
r
(
C30Ω
2D
27 + C31Ω
2D
25 + C32Ω
2D
26
) (6.318)
G˜Tβ (r, s) = −xβ
r
(
C42Ω
2D
27 + C43Ω
2D
25 + C44Ω
2D
26
) (6.319)
G˜ww (r, s) = C21Ω
2D
12 + C22Ω
2D
13 + C23Ω
2D
14 (6.320)
G˜wa (r, s) = C24Ω
2D
12 + C25Ω
2D
13 + C26Ω
2D
14 (6.321)
G˜wT (r, s) = C27Ω
2D
12 + C28Ω
2D
13 + C29Ω
2D
14 (6.322)
G˜aw (r, s) = C33Ω
2D
12 + C34Ω
2D
13 + C35Ω
2D
14 (6.323)
G˜aa (r, s) = C36Ω
2D
12 + C37Ω
2D
13 + C38Ω
2D
14 (6.324)
G˜aT (r, s) = C39Ω
2D
12 + C40Ω
2D
13 + C41Ω
2D
14 (6.325)
G˜Tw (r, s) = C45Ω
2D
12 + C46Ω
2D
13 + C47Ω
2D
14 (6.326)
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G˜Ta (r, s) = C48Ω
2D
12 + C49Ω
2D
13 + C50Ω
2D
14 (6.327)
G˜TT (r, s) = C51Ω
2D
12 + C52Ω
2D
13 + C53Ω
2D
14 (6.328)
où les coefficients Ci sont des constantes et égaux à Bi/ (2piD4). Les fonctions intermédiaires
Ω2Dkl sont présentées dans l’annexe (C.4).
solutions 3D :
G˜αβ (r, s) =
δαβ
r
Π3D1 +
rxαxβ
r4
Π3D2 +
(3xαxβ − r2δαβ)
r5
Π3D3 (6.329)
G˜αw (r, s) = −xα
r3
(
C9Ω
3D
22 + C10Ω
3D
23 + C11Ω
3D
24
) (6.330)
G˜αa (r, s) = −xα
r3
(
C12Ω
3D
22 + C13Ω
3D
23 + C14Ω
3D
24
) (6.331)
G˜αT (r, s) = −xα
r3
(
C15Ω
3D
22 + C16Ω
3D
23 + C17Ω
3D
24
) (6.332)
G˜wβ (r, s) = −xβ
r3
(
C18Ω
3D
27 + C19Ω
3D
25 + C20Ω
3D
26
) (6.333)
G˜aβ (r, s) = −xβ
r3
(
C30Ω
3D
27 + C31Ω
3D
25 + C32Ω
3D
26
) (6.334)
G˜Tβ (r, s) = −xβ
r3
(
C42Ω
3D
27 + C43Ω
3D
25 + C44Ω
3D
26
) (6.335)
G˜ww (r, s) =
1
r
(
C21Ω
3D
12 + C22Ω
3D
13 + C23Ω
3D
14
) (6.336)
G˜wa (r, s) =
1
r
(
C24Ω
3D
12 + C25Ω
3D
13 + C26Ω
3D
14
) (6.337)
G˜wT (r, s) =
1
r
(
C27Ω
3D
12 + C28Ω
3D
13 + C29Ω
3D
14
) (6.338)
G˜aw (r, s) =
1
r
(
C33Ω
3D
12 + C34Ω
3D
13 + C35Ω
3D
14
) (6.339)
G˜aa (r, s) =
1
r
(
C36Ω
3D
12 + C37Ω
3D
13 + C38Ω
3D
14
) (6.340)
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G˜aT (r, s) =
1
r
(
C39Ω
3D
12 + C40Ω
3D
13 + C41Ω
3D
14
) (6.341)
G˜Tw (r, s) =
1
r
(
C45Ω
3D
12 + C46Ω
3D
13 + C47Ω
3D
14
) (6.342)
G˜Ta (r, s) =
1
r
(
C48Ω
3D
12 + C49Ω
3D
13 + C50Ω
3D
14
) (6.343)
G˜TT (r, s) =
1
r
(
C51Ω
3D
12 + C52Ω
3D
13 + C53Ω
3D
14
) (6.344)
où les coefficients Ci sont des constantes et égaux à Bi/ (4piD4). Les fonctions intermédiaires
Ω3Dkl sont présentées dans l’annexe (C.4).
Dans les solutions fondamentales ci-dessus présentées dans le domaine de Laplace, G˜αβ indique
le déplacement du squelette solide dans la direction α au point x dû à une force ponctuelle
unitaire exercée brutalement à l’instant τ = 0 dans le solide dans la direction β à l’origine,
tandis que G˜αw, G˜αa et G˜αT dénotent le déplacement du squelette solide dans la direction α au
point x dû respectivement à une source ponctuelle unitaire d’eau et d’air injectée et à une source
ponctuelle unitaire de chaleur, exercée brutalement à l’instant τ = 0 à l’origine. Également,
G˜wβ , G˜aβ et G˜Tβ sont respectivement, la pression interstitielle de l’eau, la pression interstitielle
de l’air et la température au même point due à une force ponctuelle unitaire exercée brutalement
à l’instant τ = 0 dans le solide dans la direction β à l’origine. G˜ww, G˜wa et G˜wT sont la pression
interstitielle de l’eau au point x due respectivement à une source ponctuelle unitaire d’eau et
d’air injectée et à une source ponctuelle unitaire de chaleur exercée brutalement à l’instant
τ = 0 à l’origine. D’une façon similaire, G˜aw, G˜aa et G˜aT sont la pression interstitielle de
l’air au point x due respectivement à une source ponctuelle unitaire d’eau et d’air injectée et à
une source ponctuelle de chaleur exercée brutalement à l’instant τ = 0 à l’origine, alors que
G˜Tw, G˜Ta et G˜TT sont la température au point x due respectivement à une source ponctuelle
unitaire d’eau et d’air injectés et à une source ponctuelle unitaire de chaleur exercée brutalement
à l’instant τ = 0 à l’origine.
6.3.3.2 Solutions fondamentales dans le domaine temporel
Pour obtenir les solutions fondamentales dans le domaine temporel, il faut nécessairement ap-
pliquer la transformée de Laplace inverse (f(t) = L−1{f˜(s)}). Une formule intégrale pour la
transformée de Laplace inverse, appelée l’intégrale Bromwich, l’intégrale de Fourier-Mellin, et
la transformation de Mellin inverse, est définie par l’intégrale curviligne suivante :
f(t) = L−1
{
f˜(s)
}
=
1
2pii
∫ γ+i∞
γ−i∞
f˜(s) exp (st) ds (6.345)
où l’intégration est faite sur la ligne verticale Re(s) = γ dans le plan complexe telle que γ est
plus grand que la partie réelle de toutes les singularités de f˜(s). Cela garantit que le chemin
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de contour est dans le rayon de convergence. Si toutes les singularités sont dans le demi-plan à
gauche, alors γ peut être mis à zéro et la formule intégrale inverse ci-dessus devient identique
à la transformée de Fourier inverse. En pratique, le calcul de cette intégrale complexe peut être
fait en utilisant le théorème des résidus de Cauchy.
Mais la plupart du temps, le calcul précédent est problématique, car il n’existe pas de formule
analytique générale permettant de calculer f(t) connaissant f˜(s). Pour les cas de figure pour
lesquels on ne peut pas trouver une solution analytique, il faut alors employer les techniques
numériques d’inversion de la transformée Laplace-Fourier pour avoir une solution approxima-
tive.
Dans ce qui suit, on verra que les transformées inverses des fonctions utilisées dans les
solutions fondamentales dans les deux cas 2D et 3D peuvent se trouver analytiquement [1]. Par
conséquent dans cette section, on fait un effort pour obtenir les formes explicites des solutions
fondamentales dans le domaine temporel.
solutions 2D :
Afin d’obtenir la forme explicite des solutions fondamentales 2D dans le domaine temporel,
il est nécessaire de trouver la transformée de Laplace inverse ψ2Dkl (r, t) des fonctions intermé-
diaires Ω2Dkl (r, s) comprenant les fonctions de Bessel modifiées.
On utilise les formules suivantes trouvées dans la table de transformées inverses [1] :
Λ0
(√
mjr, t
)
= L−1
{
K0
(√
mjr
√
p
)
p
}
=
1
2
Γ
(
0,
mjr
2
4t
)
(6.346)
Λ1
(√
mjr, t
)
= L−1
{
K0
(√
mjr
√
p
)
p
√
p
}
= exp
(
−mjr
2
4t
)
− mjr
2
4
Γ
(
0,
mjr
2
4t
)
(6.347)
Λ2
(√
mjr, t
)
= L−1
{
K1
(√
mjr
√
p
)
√
p
}
=
1√
mjr
exp
(
−mjr
2
4t
)
(6.348)
dans lesquelles Γ(a, x) =
∫∞
x
ta−1 exp(−t)dt.
Les expressions des fonctions intermédiaires dans le domaines temporel ψ2Dkl (r, t) sont présen-
tées dans l’annexe (C.5).
Finalement, les solutions fondamentales 2D dans le domaine temporel sont obtenues comme
suit :
Gαβ(r, t) = δαβΥ
2D
1 +
rxαxβ
r3
Υ2D2 +
(2xαxβ − r2δαβ)
r3
Υ2D3 (6.349)
Gαw(r, t) = −xα
r
(
C9ψ
2D
22 + C10ψ
2D
23 + C11ψ
2D
24
) (6.350)
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Gαa(r, t) = −xα
r
(
C12ψ
2D
22 + C13ψ
2D
23 + C14ψ
2D
24
) (6.351)
GαT (r, t) = −xα
r
(
C15ψ
2D
22 + C16ψ
2D
23 + C17ψ
2D
24
) (6.352)
Gwβ(r, t) = −xβ
r
(
C18ψ
2D
27 + C19ψ
2D
25 + C20ψ
2D
26
) (6.353)
Gaβ(r, t) = −xβ
r
(
C30ψ
2D
27 + C31ψ
2D
25 + C32ψ
2D
26
) (6.354)
GTβ(r, t) = −xβ
r
(
C42ψ
2D
27 + C43ψ
2D
25 + C44ψ
2D
26
) (6.355)
Gww(r, t) = C21ψ
2D
12 + C22ψ
2D
13 + C23ψ
2D
14 (6.356)
Gwa(r, t) = C24ψ
2D
12 + C25ψ
2D
13 + C26ψ
2D
14 (6.357)
GwT (r, t) = C27ψ
2D
12 + C28ψ
2D
13 + C29ψ
2D
14 (6.358)
Gaw(r, t) = C33ψ
2D
12 + C34ψ
2D
13 + C35ψ
2D
14 (6.359)
Gaa(r, t) = C36ψ
2D
12 + C37ψ
2D
13 + C38ψ
2D
14 (6.360)
GaT (r, t) = C39ψ
2D
12 + C40ψ
2D
13 + C41ψ
2D
14 (6.361)
GTw(r, t) = C45ψ
2D
12 + C46ψ
2D
13 + C47ψ
2D
14 (6.362)
GTa(r, t) = C48ψ
2D
12 + C49ψ
2D
13 + C50ψ
2D
14 (6.363)
GTT (r, t) = C51ψ
2D
12 + C52ψ
2D
13 + C53ψ
2D
14 (6.364)
où
Υ2D1 = C1ψ
2D
11 + C2ψ
2D
12 + C3ψ
2D
13 + C4ψ
2D
14 (6.365)
Υ2D2 = C5ψ
2D
11 + C6ψ
2D
12 + C7ψ
2D
13 + C8ψ
2D
14 (6.366)
Υ2D3 = C5ψ
2D
21 + C6ψ
2D
22 + C7ψ
2D
23 + C8ψ
2D
24 (6.367)
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solutions 3D :
Afin d’obtenir la forme explicite des solutions fondamentales 3D dans le domaine temporel,
il est nécessaire de trouver la transformée de Laplace inverse ψ3Dkl (r, t) des fonctions intermé-
diaires Ω3Dkl (r, s) comprenant les fonctions exponentielles.
Les expressions des fonctions intermédiaires dans le domaine temporel ψ3Dkl (r, t) sont présen-
tées dans l’annexe (C.5) en utilisant les formules suivantes trouvées dans la table de transfor-
mées inverses [1] :
Λ0
(√
mjr, t
)
= L−1
{
exp
(−√mj√p r)
p
}
= Erfc
(√
mjr
2
√
t
)
(6.368)
Λ1
(√
mjr, t
)
= L−1
{
exp
(−√mj√p r)
p2
}
=
(
mjr
2
2
+ t
)
Erfc
(√
mjr
2
√
t
)
−√mj r
√
t
pi
exp
(
−mjr
2
4t
) (6.369)
Λ2
(√
mjr, t
)
= L−1
{
exp
(−√mj√p r)√
p
}
=
1√
pit
exp
(
−mjr
2
4t
)
(6.370)
Λ3
(√
mjr, t
)
= L−1
{
exp
(−√mj√p r)
p
√
p
}
= 2
√
t
pi
exp
(
−mjr
2
4t
)
−√mj rErfc
(√
mjr
2
√
t
)
(6.371)
dans lesquelles Erfc(x) = 2/√pi ∫∞
x
exp(−u2)du.
Finalement, les solutions fondamentales 3D dans le domaine temporel sont obtenues comme
suit :
Gαβ(r, t) =
δαβ
r
Υ3D1 +
xαxβ
r3
Υ3D2 +
(3xαxβ − r2δαβ)
r5
Υ3D3 (6.372)
Gαw(r, t) = −xα
r3
(
C9ψ
3D
22 + C10ψ
3D
23 + C11ψ
3D
24
) (6.373)
Gαa(r, t) = −xα
r3
(
C12ψ
3D
22 + C13ψ
3D
23 + C14ψ
3D
24
) (6.374)
GαT (r, t) = −xα
r3
(
C15ψ
3D
22 + C16ψ
3D
23 + C17ψ
3D
24
) (6.375)
Gwβ(r, t) = −xβ
r3
(
C18ψ
3D
27 + C19ψ
3D
25 + C20ψ
3D
26
) (6.376)
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Gaβ(r, t) = −xβ
r
(
C30ψ
3D
27 + C31ψ
3D
25 + C32ψ
3D
26
) (6.377)
GTβ(r, t) = −xβ
r3
(
C42ψ
3D
27 + C43ψ
3D
25 + C44ψ
3D
26
) (6.378)
Gww(r, t) =
1
r
(
C21ψ
3D
12 + C22ψ
3D
13 + C23ψ
3D
14
) (6.379)
Gwa(r, t) =
1
r
(
C24ψ
3D
12 + C25ψ
3D
13 + C26ψ
3D
14
) (6.380)
GwT (r, t) =
1
r
(
C27ψ
3D
12 + C28ψ
3D
13 + C29ψ
3D
14
) (6.381)
Gaw(r, t) =
1
r
(
C33ψ
3D
12 + C34ψ
3D
13 + C35ψ
3D
14
) (6.382)
Gaa(r, t) =
1
r
(
C36ψ
3D
12 + C37ψ
3D
13 + C38ψ
3D
14
) (6.383)
GaT (r, t) =
1
r
(
C39ψ
3D
12 + C40ψ
3D
13 + C41ψ
3D
14
) (6.384)
GTw(r, t) =
1
r
(
C45ψ
3D
12 + C46ψ
3D
13 + C47ψ
3D
14
) (6.385)
GTa(r, t) =
1
r
(
C48ψ
3D
12 + C49ψ
3D
13 + C50ψ
3D
14
) (6.386)
GTT (r, t) =
1
r
(
C51ψ
3D
12 + C52ψ
3D
13 + C53ψ
3D
14
) (6.387)
où
Υ3D1 = C1ψ
3D
11 + C2ψ
3D
12 + C3ψ
3D
13 + C4ψ
3D
14 (6.388)
Υ3D2 = C5ψ
3D
11 + C6ψ
3D
12 + C7ψ
3D
13 + C8ψ
3D
14 (6.389)
Υ3D3 = C5ψ
3D
21 + C6ψ
3D
22 + C7ψ
3D
23 + C8ψ
3D
24 (6.390)
Chapitre 6. Équations intégrales de frontière et solutions fondamentales pour les sols non-saturés 195
6.3.4 Vérification analytique des solutions fondamentales
Après avoir dérivé les solutions fondamentales pour les deux cas 2D et 3D, il est d’intérêt
de vérifier leurs validité d’une façon plus détaillée. Trois cas limites sont présentés dans cette
section.
Premièrement, la forme des solutions à très longues périodes de temps, lorsque t approche
l’infini, est étudiée pour vérifier si elles prennent exactement la même forme que les solutions
fondamentales thermo-hydro-mécaniques à l’état stationnaire présentées dans [186].
Deuxièmement, comme les coefficients représentant le comportement thermique et celui de l’air
dissous dans l’eau approchent vers zéro, le comportement des fonctions de réponse statiques
(qui se trouvent dans la section 6.3.4.1) est comparé avec les solutions fondamentales hydro-
mécaniques à l’état stationnaire [152, 153].
À la fin, en négligeant les effets des fluides (eau et air) dans les solutions fondamentales du cas
hydro-mécanique à l’état stationnaire (qui se trouvent dans la section 6.3.4.2), il est vérifié si
les fonctions de réponse concernées prennent exactement la forme élasto-statique [22, 29].
6.3.4.1 Cas limite : solutions fondamentales thermo-hydro-mécaniques à l’état station-
naire
Maintenant, nous vérifions les solutions fondamentales dans le domaine transformé en laissant
t → ∞ pour voir si elles prennent exactement la forme des solutions fondamentales thermo-
hydro-mécaniques à l’état stationnaire présentées dans [186]. Pour obtenir les solutions fonda-
mentales lorsque t→∞, on a
Gij(r,∞) = lim
s→0
s G˜ij(r, s) (6.391)
Il est évident que dans les solutions dans le domaine transformé (2D : 6.313-6.328 et 3D :
6.329-6.344), les seuls termes qui sont fonctions de s sont les ΩnDij . Donc pour obtenir les
limites de s G˜ij(r, s) lorsque s → 0, il est suffisant de trouver les lim
s→0
sΩnDij . Parmi ces termes,
ceux qui ont des valeurs non-nulles sont lim
s→0
sΩnD14 et lim
s→0
sΩnD24 . De plus, quand s → 0 on a
λi(i = 1, 2, 3) → 0. Par conséquent, on trouve les limites ΩnD14 et ΩnD24 lorsque λi approchent
vers zéro.
2D : lim
s→0
sΩ2D14 = − ln r, lim
s→0
sΩ2D24 =
r
2
(
−1
2
+ ln r
)
(6.392)
3D : lim
s→0
sΩ3D14 = 1, lim
s→0
sΩ3D24 = −
r2
2
(6.393)
En substituant les équations (6.392) et (6.393) dans respectivement (6.313-6.328) et (6.329-
6.344), on obtient exactement la même forme présentée dans [186] pour les deux cas 2D et 3D :
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solutions 2D :
GTHHM−stαβ =
1
4piD4
(
δαβ
(
− (2B4 +B8) ln r + B8
2
)
+B8
(
−xαxβ
r2
))
(6.394)
GTHHM−stαw =
B11
4piD4
xα
(
1
2
− ln r
)
(6.395)
GTHHM−stαa =
B14
4piD4
xα
(
1
2
− ln r
)
(6.396)
GTHHM−stαT =
B17
4piD4
xα
(
1
2
− ln r
)
(6.397)
GTHHM−stww = −
B23
2piD4
ln r (6.398)
GTHHM−stwa = −
B26
2piD4
ln r (6.399)
GTHHM−stwT = −
B29
2piD4
ln r (6.400)
GTHHM−staw = −
B35
2piD4
ln r (6.401)
GTHHM−staa = −
B38
2piD4
ln r (6.402)
GTHHM−staT = −
B41
2piD4
ln r (6.403)
GTHHM−stTw = −
B47
2piD4
ln r (6.404)
GTHHM−stTa = −
B50
2piD4
ln r (6.405)
GTHHM−stTT = −
B53
2piD4
ln r (6.406)
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GTHHM−stwβ = G
THHM−st
aβ = G
THHM−st
Tβ = 0 (6.407)
solutions 3D :
GTHHM−stαβ =
1
4piD4
1
r
(
δαβB4 +
B8
2
(
δαβ − xαxβ
r2
))
(6.408)
GTHHM−stαw =
B11
8piD4
xα
r
(6.409)
GTHHM−stαa =
B14
8piD4
xα
r
(6.410)
GTHHM−stαT =
B17
8piD4
xα
r
(6.411)
GTHHM−stww =
B23
4piD4r
(6.412)
GTHHM−stwa =
B26
4piD4r
(6.413)
GTHHM−stwT =
B29
4piD4r
(6.414)
GTHHM−staw =
B35
4piD4r
(6.415)
GTHHM−staa =
B38
4piD4r
(6.416)
GTHHM−staT =
B41
4piD4r
(6.417)
GTHHM−stTw =
B47
4piD4r
(6.418)
GTHHM−stTa =
B50
4piD4r
(6.419)
GTHHM−stTT =
B53
4piD4r
(6.420)
GTHHM−stwβ = G
THHM−st
aβ = G
THHM−st
Tβ = 0 (6.421)
Les équations Gwβ = Gaβ = GTβ = 0 dans les deux cas 2D et 3D montrent que tous les effets
des fluides (eau et air) et de la température subis dus à une force ponctuelle dans la direction β
disparaissent à très longues périodes de temps.
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6.3.4.2 Cas limite : solutions fondamentales hydro-mécaniques à l’état stationnaire
Si les coefficients représentant le comportement thermique approchent zéro et en négligeant
l’air dissous dans l’eau, les solutions fondamentales thermo-hydro-mécaniques présentées
ci-haut approchent celles hydro-mécaniques isothermes à l’état stationnaire [152, 153] :
solutions 2D :
GHHM−stαβ =
(
(λ+ µ)− 2 (λ+ 3µ) ln r
)
r2δαβ + 2 (λ+ µ)xαxβ
8piµ (λ+ 2µ) r2
(6.422)
GHHM−stαw =
γwF
s (1 + 2 ln r)xα
8pi (λ+ 2µ)Kw
(6.423)
GHHM−stαa =
γa (1− F s) (1 + 2 ln r)xα
8pi (λ+ 2µ)Ka
(6.424)
GHHM−stww =
γw ln r
2piKw
(6.425)
GHHM−staa =
γa ln r
2piKa
(6.426)
GHHM−stwβ = G
HHM−st
aβ = 0 (6.427)
GHHM−stwa = G
HHM−st
aw = 0 (6.428)
GHHM−stiT = G
HHM−st
T j = 0, i, j = 1, 5 (6.429)
solutions 3D :
GHHM−stαβ =
(λ+ 3µ) r2δαβ + (λ+ µ)xαxβ
8piµ (λ+ 2µ) r3
(6.430)
GHHM−stαw = −
γwF
s
8pi (λ+ 2µ)Kwρw
xα
r
(6.431)
GHHM−stαa =
γa (1− F s)
8pi (λ+ 2µ)Kaρa
xα
r
(6.432)
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GHHM−stww =
γw
4piKwρwr
(6.433)
GHHM−staa =
γa
4piKaρar
(6.434)
GHHM−stwβ = G
HHM−st
aβ = 0 (6.435)
GHHM−stwa = G
HHM−st
aw = 0 (6.436)
GHHM−stiT = G
HHM−st
T j = 0, i, j = 1, 6 (6.437)
6.3.4.3 Cas limite : solutions fondamentales élasto-statiques
Également, il est évident que lorsque F s approche vers zéro et en négligeant les effets des
fluides (eau et air), les solutions hydro-mécaniques présentées ci-dessus prennent exactement
la même forme que celles élasto-statiques [22, 29] :
solutions 2D :
Gstαβ =
(
(λ+ µ)− 2 (λ+ 3µ) ln r)r2δαβ + 2 (λ+ µ)xαxβ
8piµ (λ+ 2µ) r2
(6.438)
Gstww = G
st
aa = G
st
wa = G
st
aw = 0 (6.439)
Gstwβ = G
st
aβ = 0 (6.440)
GstiT = G
st
T j = 0, i, j = 1, 5 (6.441)
solutions 3D :
Gstαβ =
(λ+ 3µ) r2δαβ + (λ+ µ)xαxβ
8piµ (λ+ 2µ) r3
(6.442)
Gstww = G
st
aa = G
st
wa = G
st
aw = 0 (6.443)
Gstwβ = G
st
aβ = 0 (6.444)
GstiT = G
st
T j = 0, i, j = 1, 6 (6.445)
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6.3.5 Validation des solutions fondamentales THHM quasi-statiques 2D
Cette section est consacrée à valider l’exactitude et la robustesse des fonctions noyaux 2D pro-
posées. À cette fin, les réponses en déplacement du squelette solide et en pression interstitielle
de l’eau d’un milieu infini à l’instant t = 1min dues à une force ponctuelle unitaire sont com-
parées avec un calcul d’éléments finis à l’aide du code Θ-STOCKS développé par Gatmiri
[139, 141, 146].
10 m
5
 m
BASE RIGIDE IMPERMÉABLE 
5
 m
5
 m
Figure 6.8 — Géométrie et chargement du milieu
Les données matérielles utilisées sont celles présentées ci-dessous :
λ = 12.5× 106(Pa), µ = 8.33× 106(Pa), F s = 1(Pa), F T = 1(Pa),
pa = 0(Pa), pw = 250× 103(Pa), ρw = 1000(kg/m3), ρa = 1.293(kg/m3),
ρs = 2.65× 103(kg/m3), as = 0.002(Pa−1), bs = 0.0001(1/◦C), T = 25(◦C),
Tr = 0(
◦C), n = 0.4(−), Sru = 0.05(−), aw = 1.2× 10−9(m/s), αw = 5(−),
dw = 3(−), ca = 10−4(−), da = 2.6(−), µa = 1.85× 10−5(kg/ms), H = 0.02(−),
R = 8.31(m3.Pa.K−1.mol−1), λw = 0.6(W/mk), λa = 0.0258(W/mk),
Cms = 800(J/kgK), Cmw = 4180(J/kgK), Cmv = 1870(J/kgK),
Cma = 1000(J/kgK)
La géométrie, le maillage et les conditions aux limites générales sont illustrées dans les figures
(6.8, 6.9). Le maillage est constitué de 1089 éléments quadrilatéraux. La dimension du modèle
est considérée assez grande afin de satisfaire les conditions aux limites libres du concept de la
solution fondamentale. Comme montré dans les figures (6.10, 6.11), il y a un bon accord entre
ces deux solutions.
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1 2 3 4 5 6 7 8 9 1011
10 éléments 0.005x0.005
Figure 6.9 — Maillage de FEM
6.3.6 Quelques résultats numériques pour les solutions fondamentales 3D
Un ensemble de résultats numériques sont présentés dans cette section pour démontrer l’exacti-
tude des solutions fondamentales analytiques proposées dans le domaine temporel. Les valeurs
obtenues par l’inversion numérique des solutions dans le domaine de Laplace (6.329-6.344)
sont comparées avec celles calculées par les solutions analytiques présentées dans le domaine
temporel (6.372-6.390). Le sous-programme « INLAP-DINLAP », fournis par la librairie de
programmes « IMSL » [331] et basé sur l’algorithme de De Hoog et al. [106] a été utilisé
pour effectuer l’inversion numérique des solutions dans le domaine transformé de Laplace.
Les paramètres matériaux sont ceux présentés dans la section précédente. La force ponctuelle
est appliquée à la coordonné (0, 0, 0) à l’instant τ = 0 et le récepteur est situé à la coordon-
née (0.2, 0.3, 0.4). Les figures (6.12-6.18) illustrent respectivement la précision des solutions
analytiques présentées pour les composantes G11, G12, G1w, Ga1, Gww, Gaa et GTT . Comme le
montrent les figures ci-dessus mentionnées, il y a un excellent accord entre les solutions fonda-
mentales proposées dans le domaine temporel et les résultats obtenus par l’inversion numérique
des solutions présentées dans le domaine transformé de Laplace.
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Figure 6.10 — Déplacement du squelette solide dans la direction 1 due à une force ponctuelle
unitaire dans la même direction en fonction de la distance : la solution fondamentale G11 est
comparée avec les résultats de FEM
Figure 6.11 — Pression interstitielle de l’eau due à une source ponctuelle unitaire d’eau
injectée en fonction de la distance : la solution fondamentale Gww est comparée avec les
résultats de FEM
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Figure 6.12 — Déplacement du point situé à (0.2, 0.3, 0.4)m dans la direction 1 au cours du
temps dû à une force ponctuelle appliquée à (0, 0, 0)m dans la même direction, G11
Figure 6.13 — Déplacement du point situé à (0.2, 0.3, 0.4)m dans la direction 1 au cours du
temps dû à une force ponctuelle appliquée à (0, 0, 0)m dans la direction 2, G12
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Figure 6.14 — Déplacement du point situé à (0.2, 0.3, 0.4)m dans la direction 1 au cours du
temps dû à une injection d’eau à (0, 0, 0)m, G1w
Figure 6.15 — Pression interstitielle d’air du point situé à (0.2, 0.3, 0.4)m au cours du temps
dû à une force ponctuelle appliquée à (0, 0, 0)m dans la direction 1, Ga1
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Figure 6.16 — Pression interstitielle d’eau du point situé à (0.2, 0.3, 0.4)m au cours du
temps dû à une injection d’eau à (0, 0, 0)m, Gww
Figure 6.17 — Pression interstitielle d’air du point situé à (0.2, 0.3, 0.4)m au cours du temps
dû à une injection d’air à (0, 0, 0)m, Gaa
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Figure 6.18 — Température du point situé à (0.2, 0.3, 0.4)m au cours du temps dû à une
source de la chaleur située à (0, 0, 0)m, GTT
6.3.7 Illustration des solutions fondamentales 2D et 3D
Dans ce qui suit, nous présenterons les solutions fondamentales 2D et 3D pour visualiser leurs
comportements principaux et leurs singularités lorsque r → 0.
Les paramètres matériaux sont ceux présentés dans la section précédente.
solutions 2D :
6.19.1 G2D11 . Déplacement du squelette solide dans
la direction 1 dû à une force ponctuelle unitaire dans
la même direction
6.19.2 G2D22 . Déplacement du squelette solide dans
la direction 2 dû à une force ponctuelle unitaire dans
la même direction
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6.19.3 G2D12 . Déplacement du squelette solide dans
la direction 1 dû à une force ponctuelle unitaire dans
la direction 2
6.19.4 G2D1w . Déplacement du squelette solide dans
la direction 1 dû à une injection unitaire d’eau
6.19.5 G2D1a . Déplacement du squelette solide dans
la direction 1 dû à une injection unitaire d’air
6.19.6 G2D1T . Déplacement du squelette solide dans
la direction 1 dû à une source unitaire de chaleur
6.19.7 G2Dw1 . Pression interstitielle de l’eau due à une
force ponctuelle unitaire dans la direction 1
6.19.8 G2Da1 . Pression interstitielle de l’air due à une
force ponctuelle unitaire dans la direction 1
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6.19.9 G2DT1 . Température due à une force ponctuelle
unitaire dans la direction 1
6.19.10 G2Dww. Pression interstitielle de l’eau due à
une injection unitaire d’eau
6.19.11 G2Dwa . Pression interstitielle de l’eau due à
une injection unitaire d’air
6.19.12 G2DwT . Pression interstitielle de l’eau due à
une source unitaire de chaleur
6.19.13 G2Daw . Pression interstitielle de l’air due à
une injection unitaire d’eau
6.19.14 G2Daa . Pression interstitielle de l’air due à
une injection unitaire d’air
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6.19.15 G2DaT . Pression interstitielle de l’air due à
une source unitaire de chaleur
6.19.16 G2DTw. Température due à une injection uni-
taire d’eau
6.19.17 G2DTa . Température due à une injection uni-
taire d’air
6.19.18 G2DTT . Température due à une source unitaire
de chaleur
solutions 3D :
6.19.19 G3D11 . Déplacement du squelette solide dans
la direction 1 dû à une force ponctuelle unitaire dans
la même direction
6.19.20 G3D22 . Déplacement du squelette solide dans
la direction 2 dû à une force ponctuelle unitaire dans
la même direction
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6.19.21 G3D12 . Déplacement du squelette solide dans
la direction 1 dû à une force ponctuelle unitaire dans
la direction 2
6.19.22 G3D1w . Déplacement du squelette solide dans
la direction 1 dû à une injection unitaire d’eau
6.19.23 G3D1a . Déplacement du squelette solide dans
la direction 1 dû à une injection unitaire d’air
6.19.24 G3D1T . Déplacement du squelette solide dans
la direction 1 dû à une source unitaire de chaleur
6.19.25 G3Dw1 . Pression interstitielle de l’eau due à
une force ponctuelle unitaire dans la direction 1
6.19.26 G3Da1 . Pression interstitielle de l’air due à
une force ponctuelle unitaire dans la direction 1
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6.19.27 G3DT1 . Température due à une force ponc-
tuelle unitaire dans la direction 1
6.19.28 G3Dww. Pression interstitielle de l’eau due à
une injection unitaire d’eau
6.19.29 G3Dwa . Pression interstitielle de l’eau due à
une injection unitaire d’air
6.19.30 G3DwT . Pression interstitielle de l’eau due à
une source unitaire de chaleur
6.19.31 G3Daw . Pression interstitielle de l’air due à
une injection unitaire d’eau
6.19.32 G3Daa . Pression interstitielle de l’air due à
une injection unitaire d’air
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6.19.33 G3DaT . Pression interstitielle de l’air due à
une source unitaire de chaleur
6.19.34 G3DTw. Température due à une injection uni-
taire d’eau
6.19.35 G3DTa . Température due à une injection uni-
taire d’air
6.19.36 G3DTT . Température due à une source unitaire
de chaleur
CHAPITRE7Mise en œuvre numérique de
la méthode des éléments de
frontière
DANS les chapitres précédents (5 et 6), nous avons établi les équations intégrales de fron-tière et les solutions fondamentales correspondantes pour les milieux poreux saturés et
non-saturés soumis aux chargements dynamiques et quasi-statiques. Celles-ci comportent des
intégrations sur la surface ainsi que sur le temps et relient les conditions aux limites connues à
des inconnues sur la frontière ou dans le domaine. En pratique, ces équations intégrales peuvent
seulement être résolues numériquement. Dans ce cas, les approximations appropriées sont né-
cessaires dans l’espace et dans le temps.
L’objet de ce chapitre est de traiter les équations intégrales présentées respectivement
– pour les sols saturés : problème de propagation d’ondes 2D (5.2.3), problème de conso-
lidation (5.3.3) :
c
[
uα(ξ; t)
p (ξ; t)
]
=
∫ t
0
∫
Γ
[
USαβ(x, ξ; t) −P Sα (x, ξ; t)
U fβ (x, ξ; t) −P f (x, ξ; t)
]
∗
[
tα(x; t)
q (x; t)
]
dΓ
−
∫ t
0
∮
Γ
[
T Sαβ(x, ξ; t) Q
S
α(x, ξ; t)
T fβ (x, ξ; t) Q
f (x, ξ; t)
]
∗
[
uα(x; t)
p (x; t)
]
dΓ
(7.1)
– pour les sols non-saturés : problème de propagation d’ondes 2D (6.1.2), problème de
consolidation isotherme (6.2.2) :
c
 uα(ξ; t)pw(ξ; t)
pa(ξ; t)
 =∫ t
0
∫
Γ
 USαβ(x, ξ; t) −PwSα (x, ξ; t) −P aSα (x, ξ; t)UWβ (x, ξ; t) −PwW (x, ξ; t) −P aW (x, ξ; t)
UAβ (x, ξ; t) −PwA(x, ξ; t) −P aA(x, ξ; t)
 ∗
 tα(x; t)qw(x; t)
qa(x; t)
 dΓ
−
∫ t
0
∮
Γ
 T Sαβ(x, ξ; t) QwSα (x, ξ; t) QaSα (x, ξ; t)TWβ (x, ξ; t) QwW (x, ξ; t) QaW (x, ξ; t)
TAβ (x, ξ; t) Q
wA(x, ξ; t) QaA(x, ξ; t)
 ∗
 uα(x; t)pw(x; t)
pa(x; t)
 dΓ
(7.2)
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par la méthode des éléments de frontière (BEM). Ceci est intégré dans le code de calcul HY-
BRID. La présentation générale, l’algorithme et l’architecture de ce code seront présentés dans
la partie suivante.
Dans ce but, une bibliographie pertinente sur l’état de l’art en mise en œuvre numérique des
équations intégrales est d’abord présentée. Cette implémentation numérique a été accomplie
en utilisant le système d’analyse « GP-BEST » (General Purpose Boundary Element Solution
Technique) qui a une large capacité dans la mécanique linéaire et non-linéaire des solides et des
fluides. Dans ce cadre, plusieurs techniques ont été développées précédemment pour l’élasto-
statique, l’élastodynamique et la poroélasticité [21, 19, 101]. Ici, on adapte ces techniques pour
l’analyse de la poroélasticité multiphasique.
Comme mentionné auparavant, comme il semble être difficile d’obtenir les solutions fonda-
mentales pour les sols non-saturés explicitement dans le temps sous une forme analytique et
aussi pour améliorer la stabilité du procédé d’avancement pas-à-pas dans le temps pour les sols
saturés, les intégrales temporelles de convolution sont numériquement approximées par une mé-
thode opérationnelle quadrature de convolution (MQC) développée par Lubich [222, 223]. Dans
cette méthode, les pondérations sont déterminées par la transformée de Laplace de la solution
fondamentale et par une méthode multipas linéaire. Également, les intégrales spatiales seront
évaluées à l’aide des techniques numériques.
7.1 Discrétisation dans le temps : Méthode Quadrature de
Convolution (MQC)
Comme la première étape, le produit de convolution de Riemann
y(t) = f(t) ∗ g(t) = (f ∗ g) (t) =
∫ t
0
f (t− τ) g(τ)dτ , t º 0 (7.3)
peut être approximée par la méthode de quadrature en utilisant la transformée de Laplace de la
fonction f(t) :
f(t) = L−1
{
f˜(s)
}
=
1
2pii
∫ c+i∞
c−i∞
f˜(s) estds (7.4)
dans laquelle c Â 0 et
f˜(s) = L{f(t)} =
∫ ∞
0
f(t) e−stds (7.5)
En substituant f (t− τ) par la transformée de Laplace inverse f˜(s) dans le produit de convolu-
tion (7.3) et en changeant l’ordre dans lequel les intégrations sont effectuées, on en déduit∫ t
0
f (t− τ) g(τ)dτ = 1
2pii
∫ c+i∞
c−i∞
f˜(s)
∫ t
0
es(t−τ)g(τ)dτ︸ ︷︷ ︸
x(s,t)
ds (7.6)
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Il est à noter que l’intégrale intérieure, abrégée en x(s, t), est la solution de l’équation différen-
tielle du premier ordre
∂x(s, t)
∂t
= sx(s, t) + g(t) (7.7)
avec x(s, 0) = 0.
Après la discrétisation du temps en N intervalles de temps égaux ∆t, le produit de convolution
à l’instant tn = n∆t peut s’écrire comme
y(n∆t) =
1
2pii
∫ c+i∞
c−i∞
f˜(s) x(s, n∆t)ds (7.8)
avec n = 0, 1, ..., N .
La solution de l’équation (7.7), x(s, t), peut être calculée approximativement à l’instant tn =
n∆t à partir de la méthode multipas linéaire d’ordre p comme suit
xn(s) = x(s, n∆t) =αkxn+k + αk−1xn+k−1 + . . .+ α0xn =
∆t
[
βk
(
sxn+k + g
(
(n+ k)∆t
))
+ . . .+ β0
(
sxn + g
(
n∆t
))] (7.9)
où x(s, n∆t) = xn(s) dénote la solution approximative de x(s, t) à l’instant n∆t.
Cette représentation de la méthode multipas ne permet pas d’extraire la valeur discrète xn qui
doit être utilisée pour évaluer l’équation (7.6). Par conséquent, l’équation (7.9) est multipliée
par zn(z ∈ C) et est additionnée sur n à partir de 0 jusqu’à ∞ :
∞∑
n=0
αkxn+kz
n + . . .+
∞∑
n=0
α0xnz
n =
∆t
∞∑
n=0
[
βk
(
sxn+k + g
(
(n+ k)∆t
))
zn + . . .+ β0
(
sxn + g
(
n∆t
))
zn
] (7.10)
En supposant que les valeurs de départ sont nulles x−k(s) = . . . = x−1(s) = 0, la somme∞∑
n=0
xn+kz
n est modifiée comme
∞∑
n=0
xn+kz
n = z−k
∞∑
n=0
xn+kz
n+k = z−k
∞∑
m=k
xmz
m = z−k
∞∑
n=0
xnz
n (7.11)
Avec la même hypothèse pour g(t ≺ 0) = 0,
∞∑
n=0
gn+kz
n est aussi modifiée de la même manière.
Alors, en introduisant (7.11) dans (7.10) on aura :
[
α0 + α1z
−1 + . . .+ αkz−k
] ∞∑
n=0
xnz
n = ∆t
[
β0 + . . .+ βkz
−k] [s ∞∑
n=0
xnz
n +
∞∑
n=0
g(n∆t)zn
]
(7.12)
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R(s)
T(s)
|s|
+
-
c
|s|      ∞
∞
∞
∞
Figure 7.1 — Chemin d’intégration de l’équation (7.15)
En utilisant la fonction caractéristique γ(z) comme
γ(z) =
α0 + . . .+ αkz
−k
β0 + . . .+ βkz−k
=
α0z
k + . . .+ αk
β0zk + . . .+ βk
(7.13)
et en réarrangeant (7.12), la fonction x(s, t) est représentée sous la forme d’une série entière
comme suit
xn(s) =
∞∑
n=0
xnz
n =
(
γ(z)
∆t
− s
)−1 ∞∑
n=0
g(n∆t)zn (7.14)
Maintenant, la représentation x(s, n∆t) peut être insérée dans (7.8). Dès lors, en multipliant
y(n∆t) par zn et en faisant la sommation sur n, le produit de convolution prend la forme sui-
vante :
∞∑
n=0
y(n∆t)zn =
1
2pii
∫ c+i∞
c−i∞
f˜(s)
γ(z)
∆t
− s
ds
∞∑
n=0
g(n∆t)zn (7.15)
Dans cette équation, l’intégration complexe est effectuée sur la ligne parallèle à l’axe imaginaire
située à c (Fig. 7.1). Le chemin d’intégration sera changé en un contour fermé en ajoutant un
demi-cercle comme montré dans la figure (7.1). Si la fonction f˜(s) satisfait l’hypothèse suivante
|f˜(s)| → 0 pour R(s) º c et |s| → ∞
l’intégrale (7.15) peut être déterminée par la valeur de l’intégrande au point singulier s =
γ(z)/∆t en utilisant le théorème des résidus comme suit :
∞∑
n=0
y(n∆t)zn =
1
2pii
∫ c+i∞
c−i∞
f˜(s)
γ(z)
∆t
− s
ds
∞∑
n=0
g(n∆t)zn = f˜
(
γ(z)
∆t
) ∞∑
n=0
g(n∆t)zn (7.16)
Chapitre 7. Mise en œuvre numérique de la méthode des éléments de frontière 217
Afin de trouver une expression directe pour y(n∆t), il est nécessaire de représenter le membre
de droite de l’équation (7.16) sous la forme d’une série avec les coefficients indépendants de z.
Par conséquent, ici, f˜(γ(z)/∆t) est développé sous la forme d’une série entière comme suit :
f˜
(
γ(z)
∆t
)
=
∞∑
n=0
ωn(∆t)z
n (7.17)
Les coefficients ωn(∆t) de la série entière (7.17) sont déterminés soit
1. par une comparaison des coefficients, si f˜(γ(z)/∆t) peut être réarrangé comme une série.
2. ou pour des fonctions arbitraires f˜(γ(z)/∆t) par la formule intégrale de Cauchy
ωn(∆t) =
1
2pii
∫
|z|=R
f˜
(
γ(z)
∆t
)
z−n−1dz (7.18)
R étant le rayon d’un cercle dans le domaine d’analyticité de f˜(γ(z)/∆t).
En introduisant la série entière (7.17) dans le membre de droite de l’équation (7.16), une somme
double apparaît. Celle-ci peut être simplifiée par le produit de Cauchy de deux séries entières :
∞∑
n=0
ωn(∆t)z
n
∞∑
n=0
g(n∆t)zn =
∞∑
n=0
n∑
k=0
ωn−k(∆t)g(k∆t)zn (7.19)
Dès lors, on aura
∞∑
n=0
y(n∆t)zn = f˜
(
γ(z)
∆t
) ∞∑
n=0
g(n∆t)zn =
∞∑
n=0
n∑
k=0
ωn−k(∆t)g(k∆t)zn (7.20)
Une comparaison des coefficients en résulte la formule de quadrature finale pour l’intégrale de
convolution comme suit
y(n∆t) =
n∑
k=0
ωn−k(∆t)g(k∆t), n = 0, 1, . . . , N (7.21)
L’équation (7.21) est une approximation pour l’intégrale de convolution (7.3) qui est seulement
basée sur la transformée de Laplace de la fonction f(t) et les valeurs discrètes de l’autre fonc-
tion dans (7.3) g(k∆t).
Comme montré ci-dessus, la seule approximation utilisée pour déduire la formule de quadrature
(7.21) est la méthode multipas linéaire (7.9), tandis que les autres calculs sont exacts. Manifes-
tement, la méthode multipas appliquée est caractérisée par γ(z). Donc, les conditions d’être
A(α)-stable avec l’angle positif α, d’être stable au voisinage de l’infini, d’être fortement zéro-
stable et d’être consistent d’ordre p peuvent s’exprimer comme :
– γ(z) n’a ni zéro ni pôle sur le disque unité fermé (|z| ¹ 1), avec l’exception d’un zéro
simple à z = 1
– |arg γ(z)| ¹ pi − α, avec |z| ¹ 1, pour α Â 0
– ∆t−1γ(e−∆t) = 1 +O(∆tp), avec ∆t→ 0, pour p º 1
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Les exemples bien connus des méthodes multipas qui satisfont ces conditions sont les méthodes
BDF (Backward Differentiation Formulas) d’ordre p ¹ 6 :
γ(z) =
p∑
i=1
(1− z)i /i (7.22)
avec α = 90◦, 90◦, 88◦, 73◦, 51◦, 18◦ pour respectivement p = 1, 2, 3, 4, 5, 6. Par exemple, BDF
d’ordre 2 qui est A-stable (α = 90◦), γ(z) = 3/2− 2z + z2/2.
Comme mentionné auparavant, la seule approximation introduite jusqu’à maintenant est la mé-
thode multipas linéaire pour l’approximation de x(s, t). Cependant, si la fonction f˜(γ(z)/∆t)
ne peut pas être analytiquement développée par une série entière, les coefficients de la série
entière doivent être calculés par la formule intégrale de Cauchy (7.18). En général, le calcul de
l’intégrale (7.18) pour déterminer les poids d’intégration ωn doit être effectué numériquement.
À cette fin, une transformation en coordonnées polaire z = Reiϕ est introduite dans (7.18) :
ωn(∆t) =
R−n
2pi
∫ 2pi
0
f˜
(
γ(Reiϕ)
∆t
)
e−inϕdϕ (7.23)
Dès lors, cette intégrale peut être approximée par la méthode des trapèzes comme suit :
ωn(∆t) =
R−n
L
L−1∑
l=0
f˜
γ
(
Reil
2pi
L
)
∆t
 e−inl 2piL (7.24)
avec L intervalles égaux 2pi/L.
Les preuves mathématiques de convergence et de stabilité peuvent être trouvées dans les articles
[222, 224, 225] pour les différents types d’application.
Il faut signaler que les poids d’intégration dépendent de la différence temporelle t − τ =
(n − k)∆t et non du temps absolu. Également dans l’équation des poids d’intégration (7.24),
la transformée de Laplace de la fonction f(t) désignée par f˜(s) doit être déterminée pour l’en-
semble des paramètres de Laplace suivant :
s =
γ
(
Reil
2pi
L
)
∆t
(7.25)
En raison de la nature de cette méthode, les paramètres de Laplace pour lesquels f˜(s) doit être
évalué ont toujours la partie réelle positive.
Supposant que les valeurs de f˜ dans (7.24) sont calculées avec une borne erreur ε, le choix
L = N et RN =
√
ε aboutit à une erreur de taille O(√ε) dans le calcul ωn [223]. De plus,
il est à noter qu’en choisissant L = N l’équation (7.24) sera identique à la transformée de
Fourier discrète. Par conséquent, les N coefficients ωn peuvent être calculés rapidement par la
technique de transformée de Fourier rapide (FFT) utilisant seulement O(N logN) opérations
au lieu de O(N2).
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Figure 7.2 — Méthode de convolution quadrature utilisant les différentes tailles du pas de
temps ∆t pour l’intégrale 1
7.1.1 Test numérique
Comme mentionné dans la section précédente, le produit de convolution de Riemann (7.3)
peut être calculé numériquement par la méthode de convolution quadrature (7.21), bien que les
poids d’intégration sont déterminés en utilisant la formule (7.24).
Dans cette section, les résultats numériques de deux intégrales de convolutions obtenues par
la méthode de convolution quadrature (7.21) seront comparés avec les solutions analytiques
connues. Les deux intégrales de convolutions utilisées pour ce test sont :
intégrale 1 :
f1(t) = δ(t− a)
g1(t) = H(t)−H(t− b)
}
⇒ f1(t) ∗ g1(t) = H(t− a)−H(t− (a+ b)) (7.26)
intégrale 2 :
f2(t) = tH(t− a)
g2(t) = H(t)
}
⇒ f2(t) ∗ g2(t) = 1
2
(
t2 − a2)H(t− a) (7.27)
dans lesquelles a = 0.5 et b = 2.
Les paramètres existants dans l’équation (7.24) sont choisis comme : L = N et ε = 10−10.
Comme montré dans les figures (7.2) et (7.3), les résultats numériques et les solutions exactes
pour les deux intégrales sont en bon accord. Pour ∆t = 0.15s, la taille de l’intervalle produit
manifestement des résultats inexacts dans le cas de l’intégrale 1 ayant en vue qu’après trois
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Figure 7.3 — Méthode de convolution quadrature utilisant les différentes tailles du pas de
temps ∆t pour l’intégrale 2
pas de temps le premier saut doit être approximé. Tandis que dans le cas de l’intégrale 2,
cette taille de l’intervalle donne des résultats suffisamment exacts. Les sauts dans l’intégrale
1 sont approximés proprement par les petites tailles de l’intervalle de temps, cependant, un
dépassement (overshooting) comparable au phénomène de Gibbs se produit. Le dépassement a
des plus petites amplitudes mais une marge plus large pour des grandes tailles de l’intervalle de
temps et des plus grandes amplitudes avec une marge plus localisée pour des petites tailles de
l’intervalle de temps.
Maintenant, en introduisant la formule de convolution quadrature (7.21) et les poids d’intégra-
tion (7.24) dans les équations intégrales (7.1) et (7.2), on obtient :
Gij(x, ξ; t) ∗ tj(x; t) =
∫ t
0
Gij(x, ξ; t− τ)tj(x; τ)dτ =
N∑
n=1
(
ωGij
)N−n+1
(x, ξ)tnj (x) (7.28)
Hij(x, ξ; t) ∗ uj(x; t) =
∫ t
0
Hij(x, ξ; t− τ)uj(x; τ)dτ =
N∑
n=1
(
ωHij
)N−n+1
(x, ξ)unj (x) (7.29)
où
dans le cas des sols saturés : uj =
[
uα(ξ; t)
p (ξ; t)
]
, tj =
[
tα(x; t)
q (x; t)
]
et
Gij =
[
USαβ(x, ξ; t) −P Sα (x, ξ; t)
U fβ (x, ξ; t) −P f (x, ξ; t)
]
, Hij =
[
T Sαβ(x, ξ; t) Q
S
α(x, ξ; t)
T fβ (x, ξ; t) Q
f (x, ξ; t)
]
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dans le cas des sols non-saturés : uj =
 uα(ξ; t)pw(ξ; t)
pa(ξ; t)
, tj =
 tα(x; t)qw(x; t)
qa(x; t)
 et
Gij =
 USαβ(x, ξ; t) −PwSα (x, ξ; t) −P aSα (x, ξ; t)UWβ (x, ξ; t) −PwW (x, ξ; t) −P aW (x, ξ; t)
UAβ (x, ξ; t) −PwA(x, ξ; t) −P aA(x, ξ; t)

Hij =
 T Sαβ(x, ξ; t) QwSα (x, ξ; t) QaSα (x, ξ; t)TWβ (x, ξ; t) QwW (x, ξ; t) QaW (x, ξ; t)
TAβ (x, ξ; t) Q
wA(x, ξ; t) QaA(x, ξ; t)

Les composantes des matrices des solutions fondamentales G et H correspondant aux sols
saturés (problèmes dynamique et quasi-statique) et non-saturés (problèmes dynamique et quasi-
statique isotherme) sont présentées respectivement dans les sections (5.2.2, 5.3.2) et (6.1.3,
6.2.3).
Également, dans ces équations (ωG)N−n+1 et (ωH)N−n+1 sont les fonctions d’influence qui
sont définies par :
(
ωGij
)m
(x, ξ) =
R−m
L
L−1∑
l=0
G˜ij(x, ξ; sl)e
−iml 2pi
L (7.30)
(
ωHij
)m
(x, ξ) =
R−m
L
L−1∑
l=0
H˜ij(x, ξ; sl)e
−iml 2pi
L (7.31)
où sl = γ
(
Re−il
2pi
L
)
/∆t.
Dans les équations (7.28) et (7.29), on suppose que dans chaque intervalle de temps ∆t les deux
champs de déplacement/pression u et de contrainte/flux t restent constants.
Finalement, en remplaçant les équations (7.28) et (7.29) dans (7.1) et (7.2) on obtient l’équation
intégrale de frontière discrétisée dans le temps :
cij(ξ)u
N
j (ξ) =
N∑
n=1
(∫
Γ
(
ωGij
)N−n+1
(x, ξ)tnj (x)dΓ−
∫
Γ
(
ωHij
)N−n+1
(x, ξ)unj (x)dΓ
)
(7.32)
7.2 Discrétisation dans l’espace
Dans cette section, une discrétisation spatiale sera effectuée afin de permettre l’évaluation nu-
mérique de l’intégrale sur la surface Γ apparue dans (7.32).
7.2.1 Discrétisation de la géométrie et interpolation des variables
La première démarche dans la discrétisation spatiale consiste à diviser la frontière Γ en E élé-
ments frontières disjoints de forme relativement simple. La géométrie de chaque élément est
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définie par les coordonnées des points nodaux et les fonctions de forme associées. Ceci donne :
ciju
N
j (ξ) =
N∑
n=1
E∑
e=1
∫
Γe
(
ωGij
)N−n+1
(x, ξ)tnj (x)dΓe −
N∑
n=1
E∑
e=1
∫
Γe
(
ωHij
)N−n+1
(x, ξ)unj (x)dΓe
(7.33)
où Γ =
E∑
e=1
Γe.
Dans cette étude, on utilise la représentation isoparamétrique pour la géométrie et les inconnues
du problème qui est similaire à celle utilisée dans la méthode des éléments finis (FEM). Cela si-
gnifie que les points de discrétisation géométrique et d’interpolation sont les mêmes. Également
les fonctions de forme N¯(η) et d’interpolation N(η) sont égales. Par conséquent, le paramètre
de la frontière x, le champ de déplacement inconnu uj(x) et le champ de contrainte inconnu
tj(x) sont approximés en utilisant les fonctions d’interpolation de cette manière :
x(η) =
M∑
m=1
Nm(η)Xm (7.34)
u(η) =
M∑
m=1
Nm(η)Um (7.35)
t(η) =
M∑
m=1
Nm(η)Tm (7.36)
où M est le nombre de noeuds par élément, Nm sont des fonctions polynomiales d’ordre M −1
ayant les propriétés suivantes :
Nm(ηm) = 1, Nm(ηi) = 0 (i 6= m),
M∑
m=1
Nm(η) = 1 (7.37)
Ces fonctions d’interpolation sont définies en termes des coordonnées intrinsèques η (−1 ¹
η ¹ 1). Xm, Um et Tm sont respectivement des coordonnées cartésiennes, des valeurs de
champ de déplacement/pression et des valeurs de champ de contrainte/flux au noeud m.
Dans ce travail, nous utilisons des éléments isoparamétriques quadratiques (Fig. 7.4). Dans ce
type d’élément, les fonctions d’interpolation sont définies comme suit (Fig. 7.5) :
N1(η) =
1
2
η (η − 1) (7.38)
N2(η) = 1− η2 (7.39)
N2(η) =
1
2
η (η + 1) (7.40)
Dès lors, en introduisant (7.35) et (7.36) dans l’équation (7.33) on obtient :
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x
y
h
h1=-1 h2=0 h3=1
1 2 3
h
Figure 7.4 — Éléments isoparamétrique quadratique
1/2
1
h
N1(h)
1/2
1
h
N3(h)
1
h
N2(h)
Figure 7.5 — Fonctions d’interpolation d’un élément quadratique
cijU
N
j (ξ) =
N∑
n=1
E∑
e=1
M=3∑
m=1
(
T ejm
)n ∫
Γe
(
ωGij
)N−n+1
(x(η), ξ)Nm(η)dΓe(x(η))
−
N∑
n=1
E∑
e=1
M=3∑
m=1
(
U ejm
)n ∫
Γe
(
ωHij
)N−n+1
(x(η), ξ)Nm(η)dΓe(x(η))
(7.41)
L’équation (7.41) s’écrit d’une façon plus compacte :
cijU
N
j (ξ) =
N∑
n=1
E∑
e=1
M=3∑
m=1
[(
T ejm
)n (
∆Geij m
)N−n+1 − (U ejm)n (∆Heij m)N−n+1] (7.42)
où il faut rappeler que e est le numéro d’élément et m est le numéro de noeud local dans l’élé-
ment e. Selon le cas saturé ou non-saturé, (∆Gem)
N−n+1
et (∆Hem)
N−n+1
sont respectivement
les matrices de dimension 3× 3 ou 4× 4 définies comme :(
∆Geij m
)N−n+1
=
∫
Γe
(
ωGij
)N−n+1
(x(η), ξ)Nm(η)dΓe(x(η)) (7.43)(
∆Heij m
)N−n+1
=
∫
Γe
(
ωHij
)N−n+1
(x(η), ξ)Nm(η)dΓe(x(η)) (7.44)
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Cette équation montre que la discrétisation de l’équation intégrale mène à une somme d’inté-
grations des produits de fonction de forme et de noyau sur les éléments.
Afin d’exprimer dΓe(x) en coordonnées intrinsèques, on a :
dΓe(x) = |J |dη (7.45)
où |J | est le Jacobien de la transformation défini par :
|J(η)| =
√(
dx
dη
)2
+
(
dy
dη
)2
=
√
(V xη )
2 + (V yη )2 (7.46)
dans laquelle Vη = (V xη , V yη ) est le vecteur tangent à l’élément quadratique unidimensionnel en
direction η :
Vη =
∂x
∂η
=
M=3∑
m=1
dNm(η)
dη
Xem = (X
e
1 − 2Xe2 +Xe3) η + 0.5 (Xe3 −Xe1) (7.47)
Par conséquent, les équations (7.43) et (7.44) s’expriment en coordonnées intrinsèques comme
suit : (
∆Geij m
)N−n+1
=
∫ 1
−1
(
ωGij
)N−n+1
(x(η), ξ)Nm(η)|J(η)|dη (7.48)
(
∆Heij m
)N−n+1
=
∫ 1
−1
(
ωHij
)N−n+1
(x(η), ξ)Nm(η)|J(η)|dη (7.49)
Nous nous occuperons de ces intégrations sur l’élément en détail plus tard.
7.2.2 Technique d’assemblage du système d’équations
Une fois la discrétisation dans le temps et dans l’espace effectuée, un système d’équations
algébriques sera établi pour construire une solution approchée du problème original. Dans ce
travail, la méthode de collocation est utilisée. Selon cette méthode, l’équation intégrale (7.1,
7.2) doit être exactement vérifiée aux points de collocation à tous les instants. En pratique, la
collocation se fait à tous les noeuds d’interpolation, c’est-à-dire que les points de collocation
coïncident avec les noeuds d’interpolation [262].
Par conséquent, l’équation intégrale (7.42) est évaluée au point nodal xc, c = 1,M ′ (ou M ′ est
le nombre total de noeuds du problème), à l’instant t = N∆t pour donner :
cijU
N
j (xc) =
N∑
n=1
E∑
e=1
M=3∑
m=1
[(
T ejm
)n (
∆Geij m(xc)
)N−n+1 − (U ejm)n (∆Heij m(xc))N−n+1](7.50)
Comme montré dans l’équations (7.29), le vecteur ui dénote respectivement dans les sols saturés
[u1, u2, p]
T
et dans les sols non-saturés [u1, u2, pw, pa]T . Donc, selon le cas étudié on a i degrés
de liberté pour chaque noeud du problème : i = 3 pour les sols saturés et i = 4 pour les sols
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non-saturés. Ceci aboutit à i équations intégrales pour chaque noeud du problème.
Pour résoudre le système d’équations, il est convenable de remplacer la somme double
E∑
e=1
M=3∑
m=1
par une multiplication matricielle du type :[
∆G
]{
T
}
=
[
∆H
]{
U
} (7.51)
où les vecteurs {U} et {T} comportent respectivement les valeurs de déplacement/pression et
de contrainte/flux pour tous les noeuds dans le système de numérotation global. Par exemple,
dans le cas des sols non-saturés on a :{
U
}
=
{
u11, u
1
2, p
1
w, p
1
a, . . . , u
M ′
1 , u
M ′
2 , p
M ′
w , p
M ′
a
} (7.52)
Également, [∆G] et [∆H] sont les matrices de coefficients globales assemblées par la collecte
des contributions élémentaires. Dans les matrices de coefficients globales, les lignes corres-
pondent aux points de collocation xc avec i degré de liberté (c’est-à-dire, pour chaque noeud
de collocation on a i lignes) et les colonnes au degré de liberté global. La procédure d’assem-
blage est très similaire à celle de la méthode des éléments finis. Pour cette procédure nous avons
besoin de la connectivité de l’élément e, qui se réfèrent aux numéros de noeud globaux de l’élé-
ment.
Afin de mieux comprendre comment l’assemblage de la matrice de coefficients globale se fait,
on considère une configuration simple avec des maillages 2D pour un milieu poroélastique sa-
turé comme montré dans la figure (7.6).
5
6
7
1
2
3
4
56
7
1 2
3
4
Figure 7.6 — Maillage BE 2D pour expliquer la procédure d’assemblage
Pour la simplicité, les éléments linéaires sont utilisés. Le tableau (7.1) montre les numéros des
degrés de liberté globaux des éléments.
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Élément Noeud 1 Noeud 2
ux uy p ux uy p
1 1 2 3 4 5 6
2 4 5 6 7 8 9
3 7 8 9 10 11 12
4 10 11 12 13 14 15
5 13 14 15 16 17 18
6 16 17 18 19 20 21
7 19 20 21 1 2 3
Tableau 7.1 — Numéros des degrés de liberté globaux des éléments
Par exemple, pour assembler les contributions de l’élément 3 avec le vecteur des degrés de li-
berté globaux (7, 8, 9, 10, 11, 12), les colonnes de la matrice de coefficients [∆H]3 sont ajoutées
à la matrice globale [∆H] comme suit :
Les indices utilisés αβ k l dans cette matrice désignent :
– α : la direction où la force est appliquée au point de collocation (x dans le squelette solide
en direction 1, y dans le squelette solide en direction 2, w source d’injection d’eau)
– β : la direction où on étudie la réponse au point d’observation (x déplacement du sque-
lette solide dans la direction 1, y déplacement du squelette solide dans la direction 2, w
pression interstitielle d’eau)
– k : le numéro du noeud auquel la force est appliquée
– l : le numéro du noeud auquel la réponse est étudiée.
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Dès lors, l’équation (7.50) s’exprime sous la forme matricielle suivante :
cUN =
N∑
n=1
[
∆GN−n+1Tn −∆HN−n+1Un] (7.53)
ou sous la forme :
H¯1UN = ∆G1TN +
N−1∑
n=1
[
∆GN−n+1Tn −∆HN−n+1Un] (7.54)
dans laquelle H¯ = ∆H1 + c.
L’équation (7.54) fait appel à la structure d’une convolution discrète qui fait a priori apparaître
les valeurs à tous les instants antérieurs ; cela met en évidence le fait que les inconnues à chaque
instant dépendent non seulement des conditions aux limites mais aussi de l’histoire du charge-
ment.
Les cas où le chargement est un signal sismique incident sont couramment rencontrés dans les
calculs de la réponse sismique des ouvrages (ou des structures), tenant compte de l’interaction
dynamique sol-structure ou dans les problèmes de diffraction des ondes sismiques par une ir-
régularité topographique ou par une vallée sédimentaire. Pour appliquer l’incidence des ondes
sismique comme un chargement, il faut ajouter ueq, champ des déplacements dus aux ondes in-
cidentes, aux équations intégrales (7.1) et (7.2). Par conséquent, l’équation intégrale discrétisée
(7.54) est modifiée comme suit :
H¯1UN = ∆G1TN +
N−1∑
n=1
[
∆GN−n+1Tn −∆HN−n+1Un]+UNeq (7.55)
Comme les variables à l’instant considéré t sont pour moitié inconnues et pour moitié données
par les conditions aux limites du problème, il faut procéder à une permutation de colonnes de
manière à isoler les valeurs nodales restées inconnues après prise en compte des conditions aux
limites, de sorte que l’équation (7.54) prend la forme :
AXN = BYN +
N−1∑
n=1
[
∆GN−n+1Tn −∆HN−n+1Un] (7.56)
où
XN : vecteur des valeurs nodales inconnues
YN : vecteur des valeurs nodales données
A et B : matrices associées à XN et YN . Ces matrices sont établies à la première étape et ne
changent pas durant le processus itératif. La matrice A, matrice résolvante, est normalement
pleine et non-symétrique, ce qui constitue une différence majeure par rapport aux méthodes
des éléments finis.
L’équation (7.54) ou (7.56) constitue un processus de résolution d’avancement pas à pas dans
le temps : les inconnues à l’instant t sont calculées en supposant résolus tous les instants
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antérieurs, et les conditions initiales à t = 0 permettent de démarrer ce processus [262].
Les étapes de résolution du problème :
1. Assemblage des matrices ∆G1, H¯1, ...,∆GN ,∆HN
2. Prise en compte des conditions aux limites, construction des matrices A et B
3. Résolution de (7.54) ou (7.56) à chaque pas de temps.
7.2.3 Évaluation numérique des intégrales élémentaires
L’évaluation des intégrales (7.48) ou (7.49) sur les éléments isoparamétriques est probablement
l’aspect le plus crucial de la mise en oeuvre numérique de la BEM et c’est beaucoup plus com-
plexe que dans la FEM. Le problème se trouve dans le fait que les fonctions qui doivent être
intégrées ont des singularités à certains points dans les éléments. En particulier, la solution ωHij
contenant les solution H˜ij est fortement singulière et les intégrales correspondantes n’existent
que dans le sens de la valeur principale de Cauchy.
Dans cette section, on distingue les deux types d’intégrales singulières et non-singulières. On
discute premièrement de l’évaluation numérique des intégrales non-singulières. Puis, le traite-
ment numérique des intégrales singulières ou impropres sera abordé.
7.2.3.1 Intégrales élémentaires régulières
Lorsque le point source ξ ne se trouve pas dans le même élément que celui du point d’observa-
tion x, on est dans le cas des intégrales non-singulières ou régulières. Dans ce cas, les intégrales
élémentaires seront évaluées par les méthodes de quadrature de Gauss.
La règle d’intégration de Gauss-Legendre à g points implique que :∫ 1
−1
φ(β)dβ ≈
g∑
s=1
W gs φ(β
g
s ) (7.57)
où W gs et βgs sont respectivement des poids et des abscisses. Il s’agit d’intégrer la fonction
φ(β) = a0 + a1β + ... + a2g−1φ2g−1. Ceci mène à des résultats précis si l’intégrande peut
raisonnablement être approximé par un polynôme en une variable indépendante β. Comme il y
a des fonctions avec des singularités logarithmiques à être intégrées et la fonction ln β ne peut
pas être précisément approximée par un polynôme en β à proximité de β = 0, nous exigeons
également la formule de Gauss-Laguerre à g points :∫ 1
0
φ(γ) ln
1
γ
dγ ≈
g∑
s=1
Cgsφ(γ
g
s ) (7.58)
Il s’agit d’intégrer la fonction φ(γ) ln 1
γ
dans laquelle φ(γ) = a0 + a1γ + ... + a2g−1γ2g−1. Le
schéma d’intégration doit garantir les conditions suivantes :
Chapitre 7. Mise en œuvre numérique de la méthode des éléments de frontière 229
1. les intégrations doivent être entre les limites -1 et 1 ou 0 et 1 en fonction de la formule
utilisée.
2. l’intégrande doit varier approximativement comme un polynôme en β, ou comme un po-
lynôme en γ multiplié par ln 1
γ
.
3. la valeur de g doit être de sorte à assurer une précision suffisante. Les valeurs inutilement
élevées de g doivent être évitées, car elles augmentent le coût du calcul.
Dans cette étude, les fonctions à intégrer sont des produits d’un noyau, d’une fonction de forme
et d’un Jacobien. Généralement, le Jacobien ne varie pas beaucoup sur un élément. De plus, les
fonctions de forme varient lentement à l’égard des coordonnées intrinsèques sur un élément,
tandis que les noyaux varient beaucoup plus rapidement sur les éléments qui sont à proximité
du point de collocation ξ par rapport à leur longueur que sur les éléments qui sont loin du point
de collocation. Par conséquent, un traitement spécial est nécessaire lorsque l’intégrande varie
brutalement comme le point de collocation approche vers l’élément. Plusieurs techniques ont été
développées pour s’occuper de ce type d’intégration, y compris la méthode de subdivision des
éléments [210, 30, 29], l’intégration gaussienne adaptative [67], la technique de transformation
de variable [316, 127] et l’intégration semi-analytique basée sur le développement en série [96,
250]. Dans cette étude, on utilise la méthode de subdivision des éléments. Cette technique a été
premièrement développée par Lachat [209] et est discutée en détail par Banerjee et Batterfield
[23].
Dans cette méthode, le but est de développer un critère qui assure à peu près la même précision
d’intégration partout, sans tenir compte de l’approximée du point de collocation ξ.
Lachat et Watson [210] ont relié le nombre des subdivisions à une borne supérieure d’erreur
dans la formule de Gauss-Legendre selon la démarche présentée par Stroud et Secrest [312].
Stroud et Secrest [312] ont fourni une formule pour les bornes supérieures de l’erreur en termes
d’une borne supérieure pour la valeur absolue de 2g-ième dérivée de l’intégrande. Supposons
que : ∣∣∣∣d2gφdβ2g
∣∣∣∣ ¹ Hg (7.59)
Alors, la borne supérieure pour l’erreur est :∣∣∣∣∣
∫ 1
−1
φ(β)dβ −
g∑
k=1
W gkφ(β
g
k)
∣∣∣∣∣ ¹ 4Hg22g(2g)! (7.60)
Dans un code de calcul, il est seulement possible de préciser, par exemple au moyen de la
commande « DATA », les coefficients de quadrature (ou poids) et les abscisses de Gauss pour
une gamme limitée de valeurs de g. Si la précision d’intégration requise sur un élément ne peut
pas être obtenue en prenant la plus grande valeur disponible, il est nécessaire de subdiviser cet
élément en deux ou plusieurs intervalles sur lesquels les formules disponibles seront appliquées.
Par conséquent, le schéma d’intégration doit être fourni pour la subdivision d’un élément en plus
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b= -1 b=1
x=1x= -1
x=1-2F/G x=1-2(F-1)/G
intervalle F
Figure 7.7 — Schématisation d’un intervalle sur un élément isoparamétrique
x b=-1 b=1
LR
Figure 7.8 — Intervalle représentatif d’intégration
d’un intervalle. Dans le schéma simple décrit ici, chacun des intervalles en lesquels un élément
est subdivisé, correspond à une gamme égale de coordonnée intrinsèque η = [−1, 1].
Diviser l’intervalle d’intégration en G intervalles mène à
∫ 1
−1
φ(ξ)dξ ≈ 1
G
G∑
F=1
g(F )∑
k=1
W
g(F )
k φ
(
ξ
g(F )
k
)
(7.61)
où le facteur 1/G est le Jacobien dξ/dβ et (Fig. 7.7)
ξ
g(F )
k =
1
G
(
G− 2F + 1 + βg(F )k
)
(7.62)
La stratégie en principe est d’utiliser l’inégalité (7.60) pour déterminer les valeurs appropriées
de G et g(1), g(2), ..., g(G) dans l’équation (7.61). Ceci nécessite l’évaluation des bornes su-
périeures Hg comme définies dans l’inégalité (7.59) qui n’est pas pratique pour les intégrales
en question. Par conséquent, on considère plutôt un problème simplifié représentatif. Comme
le noyau H varie plus rapidement que G, au moins sur les éléments proches du point de col-
location ξ, le schéma d’intégration est déterminé par la nécessité d’évaluer précisément les
coefficients ∆Heij m. On néglige la variation du Jacobien et des fonctions de forme, et on prend
la variation de la fonction 1/r comme la représentante du noyau H. Le problème est alors da-
vantage simplifié en ne considérant pas l’intervalle réel mais un intervalle de même longueur
L qui se trouve sur une ligne droite passée par le point de collocation ξ comme montré dans
la figure (7.8). La distance minimale R de ξ jusqu’à l’intervalle est considérée comme étant la
même dans le problème simplifié. En dérivant la fonction 1/r, 2g fois par rapport à β et puis en
Chapitre 7. Mise en œuvre numérique de la méthode des éléments de frontière 231
substituant r = R on obtient le résultat approximatif suivant :
Hg =
(
L
2
)2g
(2g)!
R2g+1
(7.63)
En introduisant cette relation dans l’inégalité (7.60), on obtient la borne supérieure approxima-
tive : ∣∣∣∣∣
∫ 1
−1
1
r
(β)dβ −
g∑
k=1
W gk
1
r
(βgk)
∣∣∣∣∣ ¹
(
L
4
)2g
4
R2g+1
(7.64)
Nous prenons comme une mesure de précision d’intégration, le rapport entre la borne supérieure
(7.64) et une borne supérieure de l’intégrale de 1/r sur l’intervalle. On écrit :∣∣∣∣∫ 1−1 1r (β)dβ
∣∣∣∣ ¹ 2R (7.65)
Par conséquent (
L
4
)2g
4
R2g+1
¹ 2
R
² (7.66)
où ² est une constante qui doit être choisie d’après l’expérience.
Ce résultat peut être réarrangé pour la commodité du calcul comme suit :
L
R
¹ 4
( ²
2
) 1
2g (7.67)
Soient Lb la longueur de l’élément Γe, Rb la distance minimale du point de collocation ξ jusqu’à
Γe et gmax la plus grande valeur disponible de g. Comme dans le but de choisir le schéma d’inté-
gration le Jacobien est considéré étant constant sur l’élément, on peut écrire pour un intervalle :
L =
Lb
G
(7.68)
La valeur de G doit être choisie de telle sorte que la précision satisfaisante de l’intégration peut
être atteinte pour l’intervalle en utilisant la formule de Gauss avec gmax points au maximum.
En substituant l’équation (7.68) et les valeurs R = Rb et g = gmax dans l’équation (7.67), on
obtient [30] :
G º Lb
4Rb
(
2
²
) 1
2gmax (7.69)
Par conséquent, la valeur deG est considérée comme étant le plus petit entier satisfaisant l’équa-
tion (7.69). Une fois que G est calculé, les valeurs de g(1), g(2), ..., g(G) sont déterminées selon
l’équation (7.67).
Dès lors, ∆Geij m et ∆Heij m sont calculés selon les équations suivantes :
(
∆Geij m
)N−n+1 ≈ 1
G
G∑
F=1
g(F )∑
k=1
(
ωGij
)N−n+1 (
x(η
g(F )
k ), ξ
)
Nm
(
η
g(F )
k
)
J
(
η
g(F )
k
)
W
g(F )
k (7.70)
(
∆Heij m
)N−n+1 ≈ 1
G
G∑
F=1
g(F )∑
k=1
(
ωHij
)N−n+1 (
x(η
g(F )
k ), ξ
)
Nm
(
η
g(F )
k
)
J
(
η
g(F )
k
)
W
g(F )
k (7.71)
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Dans ce travail, l’estimation approximative décrite ci-dessus est intégrée dans le code de calcul
HYBRID en prenant le nombre d’intervalles G entre 1 et 4 et l’ordre de l’intégration g(F ) entre
3 et 10.
7.2.3.2 Intégrales élémentaires singulières
Lorsque le point source ξ se trouve dans le même élément que celui du point d’observation x, on
est dans le cas des intégrales singulières ou impropres. Dans ce cas, la précision de l’évaluation
numérique des intégrales élémentaires est sérieusement dégradée même si un grand nombre de
points de Gauss est utilisé. Dans ce cas, il faut diviser l’élément considéré en sous-éléments de
la manière expliquée ci-dessous.
Quand ξ est l’un des noeuds de l’élément, les fonctions G et H tendent vers l’infini dans la
zone d’intégration. Nous considérons les deux cas montrés dans la figure (7.9) :
1 2 3
h
Lb
H,G
N3
1 2 3
h
Lb
H,G
N3
(a) (b)
Figure 7.9 — Intégration lorsque ξ est l’un des noeuds de l’élément
a) ξ est situé au point 1 et m dans les équations (7.48, 7.49) est égal à 2 ou 3 : cela signifie
que même si les noyaux G et H tendent vers l’infini (à l’ordre ln r et 1/r respectivement)
en s’approchant du point 1, les fonctions de forme (N2 et N3) tendent vers zéro à η = −1,
alors l’intégrale des produits ωHij (x, ξ)Nm(η) et ωGij(x, ξ)Nm(η) tend vers une valeur finie.
Par conséquent, pour le cas où ξ n’est pas au noeud m de l’élément, on rend ces intégrales
régulières. Selon la position du point source on divise l’élément concerné en un ou deux
sous-éléments comme montré dans la figure (7.10). Pour chaque sous-élément on définit
une coordonnée η¯ qui varie entre−1 et 1 et dénote par η¯0 la valeur de η¯ à ξ. Pour la variation
quadratique, η¯ et η¯0 sont comme présentés dans le tableau (7.2). Dès lors, ∆Geij m et ∆Heij m
peuvent être évalués sur un sous-élément en utilisant la formule de Gauss-Laguerre comme
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1 2 3
1 2 3
1 2 3
h=-1
h=-1
h=-1
h=0
h=0
h=0
h=1
h=1
h=1
G
e
1
G
e
1 G
e
2
G
e
1
Figure 7.10 — Sous-éléments d’un élément quadratique
expliqué dans la section (7.2.3.1) sans aucun problème :
(
∆Geij m
)N−n+1 ≈ Je
G
G∑
F=1
g(F )∑
k=1
(
ωGij
)N−n+1 (
x(η¯
g(F )
k ), ξ
)
Nm
(
η¯
g(F )
k
)
J
(
η¯
g(F )
k
)
W
g(F )
k
(7.72)
(
∆Heij m
)N−n+1 ≈ Je
G
G∑
F=1
g(F )∑
k=1
(
ωHij
)N−n+1 (
x(η¯
g(F )
k ), ξ
)
Nm
(
η¯
g(F )
k
)
J
(
η¯
g(F )
k
)
W
g(F )
k
(7.73)
dans laquelle Je =
dη
dη¯
.
Une valeur appropriée de G peut être déterminée en considérant l’intégration sur un élément
isoparamétrique de longueur égale à celle du sous-élément et la distance minimale du noeud
ξ égale à sa longueur, alors l’équation (7.69) s’écrit :
G º 1
4
(
2
²
) 1
2gmax (7.74)
La valeur de G est considérée comme étant le plus petit entier satisfaisant cette équation.
Nous proposons g(1), g(2), ..., g(G) = g′ où g′ est le plus petit entier pour lequel :
G º 1
4
(
2
²
) 1
2g′
(7.75)
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ξ à η = 1 ξ à η = 0 ξ à η = −1
Γ1e Γ
1
e Γ
2
e Γ
1
e
η¯ = η η¯ = 2η + 1 η¯ = 2η − 1 η¯ = η
η¯0 = 1 η¯0 = −1 η¯0 = 1 η¯0 = −1
Tableau 7.2 — Valeurs de η et de η0 pour un élément quadratique
b) ξ est situé au point m′ = (1, 2ou3) et m dans les équations (7.48, 7.49) est égale à m′ : Dans
ce cas, les noyauxG etH tendent vers l’infini tandis que la fonction de forme au point source
ξ est égale à l’unité. Par conséquent, les produits ωGij(x, ξ)Nm(η) et ωHij (x, ξ)Nm(η) tendent
aussi vers l’infini. Comme le noyau G a une singularité d’ordre ln 1/r, le premier produit
ne peut être intégré qu’en utilisant la formule de Gauss-Laguerre (7.58) comme expliqué
dans la section (7.2.3.1). L’intégrale du deuxième produit ωHij (x, ξ)Nm(η) qui contient les
fonctions fortement singulières d’ordre 1/r n’existe que dans le sens de la valeur principale
de Cauchy et donc ne peut pas être correctement calculée par la quadrature de Gauss.
Deux approches générales existent pour la détermination de l’intégrale en valeur principale
de Cauchy. La première est une approche mathématique présentée par Guiggiani et Casalini
[173] et l’autre est basée sur des concepts simples d’ingénierie. Comme la deuxième ap-
proche est plus simple à mettre en oeuvre, elle est celle intégrée dans le code HYBRID. La
section suivante est consacrée à présenter cette approche nommée la « translation du corps
rigide ».
Translation du corps rigide
Dans cette section, on se préoccupe des éléments T Sαβ et Qf pour les sols saturés et T Sαβ , QwW
et QaA pour les sols non-saturés dans ∆Heij m qui sont fortement singulières et non-intégrables.
Ceci aboutit au fait qu’en considérant la forme matricielle globale (7.54), le calcul des blocs
diagonaux ∆Hkk exige un traitement spécial. Comme indiqué ci-dessus, les intégrales élémen-
taires contenant ces composantes n’existent qu’au sens de la valeur principale de Cauchy et ne
peuvent pas être correctement calculées par la quadrature de Gauss.
Sachant que la singularité des solutions fondamentales dynamique, quasi-statique et statique est
identique [101], les intégrales singulières du problème dynamique ou quasi-statique sont régu-
larisées en retranchant le noyau statique au noyau dynamique ou quasi-statique comme suit :
H¯1αβ = cαβ +
∫
Γ1
T SαβN1dΓ1 (7.76)
où α, β = 1, 2, N1 est la fonction de forme au nœud singulier et Γ1 est l’élément singulier.
De la même façon, pour le problème statique on a :
stHαβ = cαβ +
∫
Γ1
stT
S
αβN1dΓ1 (7.77)
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Par conséquent, on obtient :
H¯1αβ =
stHαβ +
∫
Γ1
(
T Sαβ − stT Sαβ
)
N1dΓ1 (7.78)
De la même façon, on aura pour les sols saturés :
H¯133 =
stH33 +
∫
Γ1
(
Qf − stQf
)
N1dΓ1 (7.79)
ou pour les sols non-saturés
H¯133 =
stH33 +
∫
Γ1
(
QwW − stQwW
)
N1dΓ1 (7.80)
H¯144 =
stH44 +
∫
Γ1
(
QaA − stQaA
)
N1dΓ1 (7.81)
Comme les différences (T Sαβ − stT Sαβ), (Qf − stQf ), (QwW − stQwW ) et (QaA − stQaA) ne
contiennent aucune singularité, l’évaluation du deuxième terme de (7.78, 7.79, 7.80, 7.81) ne
pose aucune difficulté spéciale. Par contre, les premiers termes stHαβ , stH33 et stH44 sont tou-
jours singuliers. Ils seront indirectement évalués par l’emploi du concept de « translation de
corps rigide ». Ce fameux concept a été utilisé avec succès pour des problèmes élastostatique
[93] et élastodynamique [2]. Dargush et Banerjee [101], Chen et Dargush [73] ont récemment
proposé une interprétation de ce concept, adaptée aux problèmes poroélastostatiques.
Considérons d’abord un champ de déplacement unitaire uniformément réparti dans tout le do-
maine Ω, tel qu’il n’y ait aucun mouvement relatif fluide/squelette (uα = 1 et q = 0). Dans ce
cas, il est facile de montrer qu’il n’y a pas de contrainte et de pression interstitielle générées
dans le domaine Ω (tα = 0 et p = 0). Ainsi, avec l’application de l’équation intégrale de la
poroélastostatique à cet état, on constate que quatre éléments stH11, stH12, stH21, stH22 situés
sur le bloc (3 × 3) diagonal de stH¯ sont égaux à la somme des coefficients correspondants de
tous les blocs non-diagonaux de même ligne, avec un changement de signe [262].
stHαβ = −
[
M=3∑
m=2
∫
Γ1
stHαβNmdΓ1 +
E∑
e=2
M=3∑
m=1
∫
Γe
stHαβNmdΓe
]
(7.82)
Examinons ensuite la composante stH33 : une pression unitaire d’eau p = 1 uniformément
répartie sur toute la frontière Γ du même domaine Ω produit un débit de fluide nul q = 0 sur
toute la frontière, mais les champs de déplacements et de vecteurs-contrainte ne sont pas nuls
(uα 6= 0 et tα 6= 0). Heureusement, stU fi = 0 et stT fi = 0 (5.2.3), ce qui implique que le
coefficient stH33 situé sur le bloc (3 × 3) diagonal de stH¯ est égal à la somme des coefficients
correspondants de tous les blocs non-diagonaux de même ligne, avec un changement de signe
[262].
stH33 = −
[
M=3∑
m=2
∫
Γ1
stH33NmdΓ1 +
E∑
e=2
M=3∑
m=1
∫
Γe
stH33NmdΓe
]
(7.83)
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frontière artificielle
éléments frontières
éléments enfermants
Figure 7.11 — Modélisation de l’espace semi-infini
La même procédure peut être appliquée au cas des sols non-saturés. Les composantes stHαβ
et stH33 sont comme celles présentées ci-dessus. La composante stH44 s’obtient avec la même
démarche que celle de stH33 comme suit :
stH44 = −
[
M=3∑
m=2
∫
Γ1
stH44NmdΓ1 +
E∑
e=2
M=3∑
m=1
∫
Γe
stH44NmdΓe
]
(7.84)
Les expressions des composantes de la solution fondamentale de la poroélastostatique saturée
et non-saturée sont données respectivement dans les chapitres 5 et 6.
Cependant, nous ne pouvons pas appliquer la technique de « translation du corps rigide » au pro-
blème impliquant un espace semi-infini ou infini, car le domaine Ω considéré n’est pas fermé.
Ahmad et Banerjee [2] ont développé une nouvelle technique utilisant des éléments dits en-
fermants (enclosing element) pour surmonter cette difficulté (figure 7.11). L’hypothèse de base
dans cette technique est que les déplacements et les contraintes aux éléments enfermants situés
à une distance suffisamment grande ont un effet négligeable sur les déplacements en tous les
points réels du modèle. En généralisant le concept de « translation du corps rigide » au cas de
la poroélasticité, les composantes singulières stHαβ , stH33 et stH44 sont obtenues par la somme
des termes non-singuliers calculée sur tous les éléments réels du modèle aussi bien que sur les
éléments enfermants :
stHαβ = −
[
M=3∑
m=2
∫
Γ1
stHαβNmdΓ1 +
E∑
e=2
M=3∑
m=1
∫
Γe
stHαβNmdΓe +
L∑
l=2
3∑
m=1
∫
Γl
stHαβNmdΓl
]
(7.85)
stH33 = −
[
M=3∑
m=2
∫
Γ1
stH33NmdΓ1 +
E∑
e=2
M=3∑
m=1
∫
Γe
stH33NmdΓe +
L∑
l=2
3∑
m=1
∫
Γl
stH33NmdΓl
]
(7.86)
stH44 = −
[
M=3∑
m=2
∫
Γ1
stH44NmdΓ1 +
E∑
e=2
M=3∑
m=1
∫
Γe
stH44NmdΓe +
L∑
l=2
3∑
m=1
∫
Γl
stH44NmdΓl
]
(7.87)
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où L est le nombre des éléments enfermants, Γl sont des éléments enfermants.
Il est à noter que tous les problèmes de singularité appartiennent à l’instant initial t0 , et non
pas aux instants ultérieurs (tn, n Â 1). Cela vient du fait que l’approche du point d’observation
x vers le point source ξ correspond toujours à l’instant initial t0. Par conséquent, aux instants
ultérieurs (tn, n Â 1) les intégrales élémentaires sont toutes régulières et nous les abordons
comme expliqué dans la section (7.2.3.1).

Troisième partie
Algorithmique et Programmation

CHAPITRE8Code de calcul « HYBRID »
DANS ce travail, les formulations d’éléments de frontière présentées dans la partie précé-dente pour les problèmes de propagation d’ondes ainsi que pour les problèmes de conso-
lidation dans les milieux poreux saturés et non-saturés ont été implémentées dans un code de
calcul nommé « HYBRID ». Nous présentons dans ce qui suit l’introduction générale, l’archi-
tecture du code et les subroutines spécifiques ajoutées pendant ce travail de recherche.
Le code de calcul HYBRID, initialement écrit par Gatmiri a été complété et validé par Kama-
lian (1997-2001) [193] pour résoudre les problèmes bidimensionnels (en déformation plane)
statiques et dynamiques transitoires dans les milieux secs ou poreux saturés. Ceci est développé
en utilisant la méthode des éléments finis (FEM) et la méthode des éléments de frontière (BEM)
de telle sorte que chaque partie, FEM ou BEM, peut être appliquée séparément ou elles peuvent
être couplées l’une avec l’autre pour analyser des problèmes plus complexes.
En ce qui concerne la partie FEM, elle peut modéliser des milieux secs ayant un comportement
purement mécanique et également des milieux poreux saturés qui obéissent à la théorie des
milieux poreux saturés comportant un couplage hydro-mécanique. Les différents types de com-
portement constitutif des géomatériaux sont intégrés dans la partie FEM, y compris les modèles
élastique linéaire, élastique non-linéaire de type hyperbolique (modèles de Duncan et Chang
[119] et de Hardin et Drnevich [176]). Le modèle du comportement élasto-plastique (modèle de
Prévost [281]) est en cours d’intégration dans le cadre d’une autre recherche.
La partie BEM, quant à elle, est capable de modéliser des milieux secs dans des domaines bor-
nés (D1), infinis (D2) et semi-infinis (D3) en considérant le comportement constitutif élastique
linéaire.
Les deux parties FEM et BEM sont discrétisées respectivement par les éléments quadrilatéraux
à 8 noeuds et par les éléments linéiques quadratiques à 3 noeuds.
En tenant compte des avantages et des inconvénients de chaque méthode, la partie FEM sert
à modéliser l’ouvrage et le sol alentour, qui peuvent avoir un comportement complexe, alors
242 8.1. Architecture du code « HYBRID »
que la partie BEM est utilisée pour modéliser le sol dans le champ lointain, supposé élastique
linéaire [262].
Ce code est particulièrement efficace pour traiter des problèmes dynamiques en géotechnique
impliquant les domaines infinis ou semi-infinis comme la propagation (et/ou la réflexion, la
réfraction, la diffraction) d’ondes, l’interaction dynamique sol-structure, le comportement dy-
namique des ouvrages et des fondations et l’effet local de site.
Dans le but de développer la partie BEM, un peu plus tard, une formulation BEM pour l’ana-
lyse dynamique des milieux poreux saturés ayant le comportement constitutif élastique linéaire,
dans le domaine temporel en négligeant l’accélération du fluide interstitiel et en utilisant l’hy-
pothèse simplificatrice de l’incompressibilité des constituants du milieu (les grains solides et le
fluide) a été développée par Nguyen (2002-2005) [262, 162, 264]. Également, il a amélioré la
stabilité numérique du schéma temporel des solutions BEM élastodynamiques en utilisant deux
approches : utiliser l’interpolation temporelle mixte avec le pas de temps approprié ou utiliser
la méthode Θ dans le code de calcul.
Aussi, afin de surmonter les inconvénients majeurs du schéma BEM et FEM/BEM appliqué en
élastodynamique transitoire, Dehghan et Gatmiri [109] ont appliqué dans le code de calcul une
stratégie d’amélioration de performance de la BEM. Ces inconvénients concernent le temps
de calcul et l’espace de stockage des informations temporaires sur l’ordinateur qui croissent
très vite avec le nombre de pas de temps N . Cette méthode d’amélioration, inspirée de l’idée
de Davey et Hinduja [102], consiste à tronquer les intégrales temporelles, c’est-à-dire de ne
plus démarrer l’intégration à partir de l’instant initial t0 mais à partir d’un instant ultérieur, en
conservant la précision du résultat dans une limite acceptable. L’efficacité de cette méthode
est surprenante, particulièrement si le nombre de pas de temps N est de l’ordre de plusieurs
centaines ou milliers.
Le code de calcul HYBRID est écrit en Fortran (norme 90). Il s’agit d’un programme exé-
cutable, qui est alimenté par un fichier de données en texte et fournit en sortie un fichier de
résultats en texte.
Ayant intégrées les formulations de BEM pour les problèmes de propagation d’ondes ainsi
que pour les problèmes de consolidation dans les milieux poreux saturés et non-saturés, nous
pouvons prétendre d’avoir fourni à l’heure actuelle le premier code de calcul aux éléments de
frontière (BEM) qui modélise les différents problèmes dans les sols secs, saturés et non-saturés.
Dans la section suivante, on présente la structure générale du code de calcul HYBRID.
8.1 Architecture du code « HYBRID »
Le logiciel est piloté par un sous-programme central (subroutine CONTROL), qui à son tour ap-
pelle toutes les subroutines actives (Fig. 8.1). Le corps de ce code traite les points fondamentaux
suivants :
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CONTROL
DIM1
INPUT
DIM2
DETNA
INIT1
INIT3
init = 1,2
BEM
FEM
SOLVE
UPDATE1
FSTRESS
INIT2
Do itime = 1, ntime
CHARGE1
k = 1
CHARGE2
Do iter = 1, itmax
ibem = 1 BEM
CHARGE3
ifem = 1 FEM
CHARGE4
SOLVE
UPDATE1
FSTRESS
TOLL
toll
B
o
u
cle d
’itératio
n
UPDATE3
OUTPUT
B
o
u
cle d
e ch
arg
em
en
t
DEL
B
o
u
cle d
’itératio
n
B
o
u
cle d
e ch
arg
em
en
t
Figure 8.1 — Organigramme du code HYBRID
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8.1.1 Acquisition des données de base et dimensionnement des variables
de stockage dynamique
Lors de cette étape toutes les données concernant le mode de calcul, la méthode de résolution,
la définition géométrique des éléments, les caractéristiques mécaniques et hydrauliques des ma-
tériaux, le chargement, les conditions aux limites, les conditions initiales et d’autres paramètres
sont lues à partir d’un fichier de données en texte et stockés. Le stockage des données et des
variables du problème est effectué dans un unique vecteur {a}, dont la longueur est ajustée en
fonction des caractéristiques du problème, comme le nombre d’éléments, le type d’éléments
utilisés (sec, saturé ou non-saturé), le type de domaine modélisé (borné, semi-infini ou infini),
le type de comportement constitutif choisi ou les conditions aux limites. Le vecteur {a} se
compose des sous-vecteurs {a}(Lk) de longueur Lk comprenant les variables ou des séries de
données, à l’échelle de l’ensemble du modèle. Comme les longueurs Lk ne sont pas fixées
par l’utilisateur, on appelle ce système de stockage le « stockage dynamique des variables ».
L’accès aux différentes variables se fait donc par l’intermédiaire d’un système d’index flottants
de cette manière : le numéro du coefficient de {a} qui correspond au premier coefficient de
chaque sous-vecteur, désigné par lk, est calculé dans les subroutines DIM1 et DIM2 à travers
des données lues. Alors, le sous-vecteur {a}(Lk) sera stocké entre les coefficients {a}(lk) et
{a}(lk+1). Par conséquent, la localisation lk donne la position du premier coefficient du sous-
vecteur {a}(Lk) dans le vecteur de stockage global {a}. Un aperçu des variables de stockage
dynamique intervenant dans HYBRID est donné dans le tableau (8.1). Les variables qui ont été
ajoutées dans le code pour implanter des formulations de BEM présentées dans ce travail sont
désignées par une étoile (∗).
Les subroutines correspondantes sont :
• DIM1 : les données principales telles que, le titre du problème (title) ; le nombre to-
tal de noeuds (nnp) ; la méthode de calcul (FEM, BEM ou FEM/BEM) (ifem, ibem) ; si
ifem=1 le nombre d’éléments drainés (ne8d), saturés (ne8c) ou bien non-saturés (ne8u) ;
si ibem=1 le nombre de zones D1, D2 et D3 (nbed1, nbed2, nbed3) et le nombre de
noeuds dans chacune de ces zones (nnpbed1 (1 :nbed1), nnpbed2 (1 :nbed2), nnpbed3) ;
le nombre d’éléments enfermants (nnpen) ; le nombre de matériaux drainés (m8d), saturés
(m8c) ou bien non-saturés (m8u) et leurs types de comportement (m8dep (1 :m8d), m8cep
(1 :m8c), m8uep (1 :m8u)), le type de chargement (idyn) ; le code de séisme (ieaq) ; le
nombre d’étapes de chargement (nload) ; le nombre de pas de temps (ntime) ; l’indicateur
du type de solution (symétrique ou asymétrique) (isolv) ; le code d’analyse (Newton-
Raphson ou Newton-Raphson modifié) (nr) ; les pas de temps minimum et maximum
(dtimei et dtimem) ; la constante d’intégration de temps (ptoll1) ; la tolérance acceptable
(ptoll3) ; le code de K-correction (kcorf ) ; le point de coupure de l’intégration (mtime) et la
tolérance admissible de K-correction (rmtol) ; le nombre de conditions aux limites nulles
concernant la partie mécanique (nbcx, nbcy) aussi bien que la partie hydraulique (nbcw,
nbca) ; les paramètres du schéma d’intégration de Newmark (anew1, anew2) ; le para-
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mètre de la méthode Θ (wil) et l’indicateur de l’interpolation temporelle pour les noyaux
de la BEM dans les sols saturés (intb) sont lues et stockées. À partir de ces données, la
première série des dimensions dynamiques des variables est déterminée.
• INPUT : les caractéristiques géométriques et mécaniques/hydrauliques telles que, les co-
ordonnées des noeuds (x (1 :2, nnp)) ; le tableau des numéros globaux des noeuds formés
des éléments respectivement drainés, saturés et non-saturés (ie8d (1 :8, ne8d1), ie8c (1 :8,
ne8c1), ie8u (1 :8, ne8u1)) avec leurs codes de type de matériau (ie8d (9, ne8d1), ie8c (9,
ne8c1), ie8u (9, ne8u1)) dans la partie FEM ; le tableau des numéros globaux des noeuds
formés des domaines D1, D2 et D3 (ie3d1 (npbmax, nbed11), ie3d2 (npbmax, nbed21),
ie3d3 (1 :nnpbed3)) dans la partie BEM ; le tableau des numéros globaux des noeuds
formés des éléments enfermants (xencl (nnpen), yencl (nnpen)) ; le tableau des propriétés
mécaniques/hydrauliques des matériaux drainés, saturés et non-saturés (sm8d (60, m8d),
sm8c (60, m8c), sm8u (60, m8u)) ; le tableau des conditions aux limites de type Dirichlet
nulles (kodex (nbcx1), kodey (nbcy1), kodew (nbcw1), kodea (nbca1)) ; les caractéristiques
des phases de chargement (iconst (3,nload1)) ainsi que les valeurs initiales des variables
sont lues et stockées.
• DIM2 : cette subroutine détermine le tableau des degrés de liberté (id) qui affecte un
code pour chacun des ddl envisageables. Également, la deuxième série des dimensions
dynamiques des variables sera traitée dans cette subroutine.
• DETNA : cette subroutine détermine la mémoire accordée à la construction et au traite-
ment de la matrice de rigidité globale (FEM/BEM) dans des conditions symétriques et
non-symétriques. Ceci est fait pour identifier les ddl effectifs du maillage et pour réduire
ainsi la taille de la matrice de rigidité globale. À cette fin, la construction du tableau id
sera finalisée de cette manière : si le maillage comporte nnp noeuds, il y a au maximum
4*nnp degrés de liberté dans le problème (les deux composantes de déplacement, la pres-
sion d’eau et la pression d’air). De plus, le code pour chacun des ddl envisageables est
[15] :
– pour les déplacements dans la direction 1 (x en déformations planes), le code est
mdof+nbcx si une condition de type Dirichlet nulle est imposée, et 0 sinon.
– pour les déplacements dans la direction 2 (y en déformations planes), le code est
mdof+nbcx+nbcy si une condition de type Dirichlet nulle est imposée, et 0 sinon.
– pour les pressions d’eau, si l’élément est sec le code est 4*nnp+1 sinon, le code est
mdof+nbcx+nbcy+nbcw si une condition de type Dirichlet nulle est imposée, et 0 si-
non.
– pour les pressions d’air, si l’élément est sec ou saturé, le code est 4*nnp+1 sinon, le
code est mdof+nbcx+nbcy+nbcw+nbca si une condition de type Dirichlet nulle est
imposée, et 0 sinon.
Seuls les degrés de liberté effectifs, dont le code est 0 dans la matrice id, influencent la
matrice de rigidité globale. Ces composantes de la matrice prendront les valeurs de 1 à
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mdof dans la suite. Par conséquent, seuls les couples de ddl effectifs sont stockés. La par-
tie triangulaire supérieure de la matrice de rigidité est stockée dans le vecteur dynamique
{s1} et la partie inférieure, dans le vecteur dynamique {s2} (voir le tableau 8.1) selon
la méthode dite « ligne de ciel » (sky line). Chaque couple de ddl effectifs a un numéro
de positionnement dans {s1} ou {s2}. Le vecteur dynamique {na}, déterminé dans la su-
broutine DETNA, donne le numéro de positionnement des coefficients diagonaux de la
matrice de rigidité pour chaque ddl effectif. Le positionnement des autres couples de ddl
effectifs n’a pas besoin d’être stocké. Il suffit de lire le tableau {id} dans un ordre déter-
miné, et d’incrémenter la numérotation lorsque les codes des ddl concernés sont nuls.
8.1.2 Initialisation des variables
Les subroutines correspondantes sont :
• INIT1 : cette subroutine met à zéro tous les tableaux de stockage des déplacements, des
vitesses, des accélérations et des contraintes ainsi que les vecteurs des forces nodales {r},
{rr}, {rrr}, {totrr}, les vecteurs des résidus {rnn} et {rnn1} et les vecteurs qui stockent
les ddl incrémentaux et cumulés {dt}, {di}, {dti}.
• INIT2 : cette subroutine détermine le champ de contrainte σ de 3 manières différentes :
– prise en compte du poids des couches de sol susjacentes (init=1) ;
– considération d’un état d’équilibre géostatique (init=2) ;
– prise en compte du poids des couches susjacentes, en considérant que la géométrie du
modèle est rectangulaire (init=3)
Si l’utilisateur choisit d’initialiser le champ de contraintes en considérant le poids des
couches susjacentes réelles (init=1) ou en considérant l’équilibre géostatique (init=2),
alors il faut connaître la matrice de rigidité initiale pour initialiser le vecteur des ddl
{dt} = {U}. C’est pourquoi interviennent
– la subroutine BEM, dans laquelle les subroutines BEMINIT, BEMT1 et BEMS1S2
sont appelées afin de permettre de calculer la matrice de rigidité de la partie BEM ;
– la subroutine FEM, dans laquelle selon le type de sol les subroutines STIF8D (élé-
ments drainés) ou STIF8C (éléments saturés) sont appelées pour calculer la matrice de
rigidité de la partie FEM ;
– la subroutine SOLVE, qui permet de résoudre le système d’équations.
– la subroutine UPDATE1, qui permet d’injecter la solution du système d’équations
d’équilibre {r} dans le vecteur {dt}.
– la subroutine FSTRESS, qui permet de déterminer les valeurs des variables de
contrainte dans les éléments de la partie FEM à partir des valeurs des ddl nodaux.
• INIT3 : elle lit et stocke les conditions initiales imposées sur respectivement les dépla-
cements, les vitesses, les accélérations, les pressions interstitielles d’eau et d’air dans
les vecteurs correspondantes. Également, le tableau de numérotation globale des noeuds
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pour les nelmu éléments non-saturés dans la zone BEM {ie3u} et les composantes du
tableau {sig3u} concernant les valeurs moyennes initiales de succions et de pressions in-
terstitielles sur chaque élément non-saturé dans la zone BEM sont calculées dans cette
subroutine.
¨ Début de boucle sur l’incrément du chargement
8.1.3 Constitution du vecteur de forces nodales externes
Les conditions aux limites de Dirichlet qui sont choisies nulles pour toute la simulation sont
prises en compte dans la phase d’acquisition des données (variables dynamiques kodex, kodey,
kodew et kodea). Cette prise en compte permet notamment de réduire la taille de la matrice de
rigidité globale (voir le paragraphe sur l’acquisition des données) [15]. Les conditions tempo-
raires, valables pour un incrément de chargement seulement, sont traitées en faisant intervenir
les subroutines correspondantes comme suit :
• CHARGE1 : cette subroutine est appelée au début de chaque pas de temps (incrément du
chargement) pour contrôler l’occurrence d’un changement d’incrément de chargement.
Également, le vecteur des forces nodales dans la zone BEM {rrr} au début de chaque
incrément de chargement est remis à zéro.
• CHARGE2 : Dans les cas où le chargement n’est pas un signal sismique incident
(ieaq = 0), les conditions imposées temporaires sont traitées comme suit : les condi-
tions imposées sur les ddl nodaux sont stockées dans des vecteurs spécifiques dans cette
subroutine. Celles imposées sur des surfaces sont traduites sous la forme d’un vecteur
de forces nodales {rr}. Ces forces traduisent l’action de l’environnement extérieur sur le
système imposé au début de l’incrément de chargement. Ceci est effectué
– dans la subroutine LOADNODE dans laquelle les conditions imposées en contraintes
sur des surfaces sont traduites en conditions imposées en force sur les noeuds de la
surface. La relation entre les contraintes nodales (∆σe) et les forces nodales (∆Fe)
sur tous les noeuds d’un élément e est commodément écrite sous la forme matricielle
suivante :
∆n{Fe} =Me∆n{σe} (8.1)
où
Me =
 N
e
11I · · · N e1jI
.
.
.
.
.
.
.
.
.
N ej1I · · · N ejjI
 (8.2)
dans laquelle I est la matrice unité d’ordre 2, j est le numéro local du noeud de l’élé-
ment et
N eij =
∫
Γe
NiNjdΓe =
∫ 1
−1
NiNjJdη =
gi∑
m=1
NiNjJWm (8.3)
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– dans les subroutines FLOWNODE et FLOANODE dans lesquelles les chargements
en flux d’eau et en flux d’air sont traités. Dans ce cas, pour obtenir les vecteurs de
forces nodales, les flux doivent être intégrés dans le temps. Pour ce faire, une méthode
semblable à celle de Θ-méthode est utilisée.
Le vecteur {rr} est bien entendu recalculé au début de chaque incrément de chargement.
Dans le cas où le chargement est un signal sismique incident, les conditions imposées
temporaires en déplacement sur les noeuds de la surface ∆n{Ueq} sont ajoutées dans les
tableaux uxeq et uyeq.
• CHARGE3 : dans cette subroutine, les valeurs nodales des charges calculées à la su-
broutine CHARGE2 pour chaque incrément {rr} sont ajoutées à celles totales obtenues
jusqu’à l’instant tn−1 {totrr}.
Les conditions de Dirichlet temporaires sont prises en compte lors de la constitution de la
matrice de rigidité globale. Les ddl sur lesquels des conditions sont imposées sont en fait
neutralisés.
♦ Début de boucle d’itération
8.1.4 Construction de la matrice de rigidité et des vecteurs de forces de la
zone BEM
Comme mentionné auparavant, les aspects non-linéaire, irréversible et hétérogène du compor-
tement des matériaux ne sont pris en compte que dans la zone FEM. Par conséquent, dans un
schéma itératif dans chaque pas de temps, la matrice de rigidité équivalente de la zone BEM
est calculée une seule fois pour une analyse linéaire. Cependant, les matrices des solutions
fondamentales doivent être calculées pour chaque pas de temps, ce qui entraîne une quantité
d’opérations de calcul importante.
Pour que le couplage FEM/BEM puisse être effectué, les deux systèmes d’équations de ces
méthodes doivent faire intervenir les mêmes variables. Dans cette optique, la méthode des élé-
ments finis relie le vecteur des déplacements nodaux à celui des forces nodales, tandis que
la méthode des éléments de frontière donne la relation entre les déplacements nodaux et les
vecteurs-contraintes nodaux. Par conséquent, ce dernier doit être converti en vecteur des forces
nodales. À cette fin, les matrices Me (8.2) de tous les éléments de la zone d’éléments de fron-
tière sont assemblées pour obtenir la matrice de distribution globaleM qui sert à convertir, dans
le sens intégral, le vecteur des contraintes nodales en vecteur des forces nodales équivalent. Une
fois que les contraintes nodales sont converties en forces nodales, l’équation intégrale de fron-
tière discrétisée peut être transformée pour faire apparaître sa matrice de rigidité équivalente,
en multipliant les deux membres de l’équation (7.55) par le terme M(∆G1)−1 :
bKUN = RN + ZN−1 + FNeq (8.4)
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où
bK =M(∆G1)−1H¯1 (8.5a)
RN =MTN (8.5b)
ZN−1 =M(∆G1)−1
N−1∑
n=1
[
∆GN−n+1Tn −∆HN−n+1Un] (8.5c)
FNeq =M(∆G
1)−1UNeq (8.5d)
Tous les calculs de cette zone sont contrôlés dans la subroutine BEM. Dans cette subroutine
la matrice de rigidité équivalente de la zone BEM ainsi que les vecteurs de forces nodales
concernant l’histoire de chargement des pas de temps antécédents sont déterminés. La structure
générale de cette subroutine est schématisée dans la figure (8.2).
Les subroutines principales appelées sont :
• BEMINIT : cette subroutine met à zéro au début du premier pas de temps les vecteurs
de tractions concernant l’histoire de chargement
∑N−1
n=1
[
∆GN−n+1Tn −∆HN−n+1Un]
qui sont selon le domaine étudié ({rbed1}, {rbed2} et {rbed3}). Également, la même
procédure est abordée pour les vecteurs de forces nodales équivalentes ZN−1 ({frbed1},
{frbed2} et {frbed3}).
• BEMT1 : dans cette subroutine, les matrices des solutions fondamentales pour le premier
pas de temps H¯1 et ∆G1 et pour les domaines borné, infini et semi-infini sont construites
respectivement dans GHMATD1, GHMATD2 et GHMATD3 dans lesquelles les su-
broutines suivantes sont appelées :
– SNGTP : cette subroutine détermine l’occurrence de la singularité et selon elle le
nombre d’intervalles ou de sous-éléments et le nombre de points de Gauss dans chaque
éléments.
– EXTINEQ et EXTINEQ1 : elles calculent les matrices (∆Ge)N et (∆He)N respec-
tivement au niveau de l’élément quadratique et de ses intervalles. Dans la subroutine
EXTINEQ1 sont évaluées les intégrales (7.78)-(7.81). À cette fin, les solutions fonda-
mentales dynamiques ainsi que statiques seront calculées pour chaque point de Gauss
dans les subroutines correspondantes d’après la figure (8.2). Dans cette figure ibem = 1
et ibem = 2 désignent respectivement les problèmes élastodynamique et poroélastody-
namique saturé.
– GHSAVED : cette subroutine stocke les matrices ∆GN et ∆HN pour chaque pas de
temps sur l’ordinateur.
– DINVERSE : elle calcule l’inverse de la matrice ∆G1.
– MTRFRD : elle calcule la matrice de distribution globale M qui permet de transférer
les tractions nodales aux forces nodales équivalentes. Ceci est réalisé au moyen de la
subroutine MMATRICE qui calcule la matrice Me au niveau élémentaire.
– OTHERMAT1, OTHERMAT2 et OTHERMAT3 : cette subroutine calcule les ma-
trices (∆G1)−1H¯1, M(∆G1)−1 et M(∆G1)−1H¯1 respectivement pour les domaines
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Figure 8.2 — Organigramme de la subroutine BEM
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D1, D2 et D3 ({gihd1}, {gihd2}, {gihd3}, {xgid1}, {xgid2}, {xgid3}, {xgihd1},
{xgihd2} et {xgihd3}).
• BEMTN : cette subroutine contrôle les opérations expliquées ci-dessus pour les pas de
temps ultérieurs (tN Â 1) pour les domaines D1, D2 et D3 respectivement à l’aide des
subroutines suivantes :
– BEMTND1 : cette subroutine est consacrée aux calculs pour le domaine borné D1.
Elle appelle les subroutines suivantes :
– BEMTD1, dans laquelle le vecteur de contraintes/flux dans chaque pas de temps est
calculé.
– GHMATD1, dans laquelle les matrices des solutions fondamentales ∆GN et ∆HN
pour chaque pas de temps sont calculées.
– BEMRD1, dans laquelle le vecteur de tractions concernant l’histoire de chargement∑N−1
n=1
[
∆GN−n+1Tn −∆HN−n+1Un] jusqu’à l’instant tN est calculé {rbed1}.
– BEMFD1, dans laquelle le vecteur de forces nodales équivalentes ZN−1 {frbed1}
est calculé.
– BEMTND2 : elle est consacrée aux calculs pour le domaine fini D2. Les subroutines
BEMTD2, GHMATD2, BEMRD2 et BEMFD2 qui fonctionnent comme celles ex-
pliquées pour le domaine D1 sont appelées dans cette subroutine.
– BEMTND3 : elle est consacrée aux calculs pour le domaine semi-fini D3. Les subrou-
tines BEMTD3, GHMATD3, BEMRD3 et BEMFD3 qui fonctionnent comme celles
expliquées pour le domaine D1 sont appelées dans cette subroutine.
• CHARGE5 : dans le cas où le chargement est un signal sismique incident, cette subrou-
tine calcule le vecteur des forces sismiques pour chaque pas de tempsFNeq dans le domaine
semi-infini D3.
• CHARGE6 : cette subroutine construit le membre de droite de l’équation (8.4) par un
assemblage des vecteurs des forces nodales internes et sismiques {rrr}.
• BEMS1S2 : dans cette subroutine la matrice de rigidité équivalente de la zone BEM
bK = M(∆G1)−1H¯1 est stockée selon la méthode de « ligne de ciel » dans les vecteurs
de matrice de rigidité globale (s1 pour la partie triangulaire supérieure de la matrice de
rigidité et s2 pour la partie inférieure)
8.1.5 Construction de la matrice de rigidité et des vecteurs de forces de la
zone FEM
Puisque ce travail est censé développer la partie BEM dans le code de calcul HYBRID pour
couvrir les différents aspects dans les milieux poreux saturés et non-saturés ainsi que pour la
brièveté du texte, nous ne présentons pas dans ce mémoire les formulations concernant la par-
tie FEM. Pour plus de détails sur la formulation variationnelle de la partie FEM, se référer à
[193, 262].
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Figure 8.3 — Organigramme de la subroutine FEM
Tous les calculs de cette zone sont contrôlés dans la subroutine FEM. Cette subroutine dé-
termine la matrice de rigidité équivalente de la zone FEM en faisant la somme de celles des
éléments secs et saturés. La même procédure sera abordée pour construire les vecteurs des
forces nodales concernant l’histoire de chargement des pas de temps antécédents ainsi que ceux
des résidus provoqués par la méthode de Newton-Raphson. Également, les vecteurs des forces
nodales correspondant aux matrices de masse et d’amortissement sont déterminés et assemblés.
La structure générale de cette subroutine est schématisée dans la figure (8.3).
Les subroutines principales appelées sont :
• STIF8D : cette subroutine contrôle les opérations expliquées ci-dessus pour les éléments
secs à l’aide des subroutines :
– DMATD dans laquelle la matrice de rigidité des éléments drainés est établie. À cette
fin, elle appelle les subroutines DMATDL, DMATDH et DMATDP pour respecti-
vement les comportements élastique linéaire, élastique non-linéaire hyperbolique et
élastoplastique.
– SHAPE8N qui calcule les fonctions d’interpolation et leurs dérivées.
– BMAT8N qui calcule la matrice de transformation des déplacements aux déformations
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B pour chaque élément.
– BODY dans laquelle les forces de volume pour chaque élément sont évaluées.
• STIF8C : cette subroutine contrôle les opérations expliquées ci-dessus pour les élé-
ments saturés à l’aide des subroutines DMATC (dans laquelle DMATCL, DMATCH
et DMATCP sont appelées), SHAPE8N, BMAT8N et BODY.
8.1.6 Constitution du vecteur global des forces nodales
À ce stade, la subroutine CHARGE4 est appelée pour assembler les vecteurs de forces nodales
externes, les vecteurs de forces nodales provoqués par la BEM et ceux provoqués par la FEM
dans {r}. Également, les vecteurs des résidus ({rnn} et {rnn1}) pour la FEM sont calculés dans
cette subroutine.
8.1.7 Résolution du système
Maintenant, en ayant la matrice de rigidité globale et le vecteur global des forces nodales, on
peut obtenir le vecteur nodal des inconnues : déplacements, pressions d’eau et pressions d’air.
À cette fin, la subroutine SOLVE est consacrée à résoudre le système d’équations en fonction
du type de problème considéré. Si seuls des éléments finis secs sont utilisés, alors la méthode de
résolution sera la méthode de Mondkar & Powel, applicable aux matrices symétriques (isolv=1).
Par contre, s’il existe des éléments finis saturés ou des éléments de frontière, on devra utiliser la
méthode de Taylor applicable aux matrices asymétriques (isolv=3). Les solutions obtenues sont
stockées dans le vecteur {r}.
8.1.8 Traitement des résultats, mise à jour des données
Les subroutines correspondantes sont :
• UPDATE1 : grâce à cette subroutine une fois que le vecteur des inconnues est trouvé pour
chaque itération, la solution du problème provisoirement stockée dans le vecteur {r} est
transférée dans le vecteur {dt}. La solution de l’itération précédente i−1 est stockée dans
le vecteur {dti} alors que la différence entre les deux itérations consécutives (i et i − 1)
est stockée dans le vecteur {di}. À la fin, le vecteur {r} est remis à zéro.
• FSTRESS : elle permet de calculer les vecteurs des contraintes incrémentales et totales
à l’aide des valeurs des degrés de liberté nodaux incrémentaux précédemment obtenus et
stockés dans {dt}. La subroutine fait appel à
– la subroutine STR8ND pour calculer les contraintes élémentaires en milieu sec
– et à la subroutine STR8NC pour calculer les contraintes élémentaires en milieu saturé.
• TOLL : cette subroutine assure la convergence du processus itératif en vérifiant les trois
critères de convergence : le critère en déplacement, le critère en force et le critère en
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énergie interne.
• UPDATE3 : cette subroutine actualise les vecteurs de déplacements, de vitesses, d’accé-
lérations ainsi que les vecteurs de contraintes pour chaque itération.
• OUTPUT : elle écrit les résultats dans un fichier de sortie principal, qui comporte la
quasi-intégralité des données du problème entrées par l’utilisateur.
♦ Fin de boucle d’itération
¨ Fin de boucle sur l’incrément du chargement
Tableau 8.1: Variables de stockage dynamiques utilisées dans le code de calcul HYBRID. Pour les
variables localisées aux emplacements 1 à 12 et aux 50 à 51, la dimension du vecteur de stockage
est divisée par 2 car on utilise des réels à 8 bits et non 16 bits.
Localisation lk Variable Dimensions Description
a(l01) IE8D (ne8d1*9+1)/2 numérotation des ddl pour les
ne8d1 éléments secs dans la zone
FEM
a(l02) IE8C (ne8c1*9+1)/2 numérotation des ddl pour les ne8c1
éléments saturés dans la zone FEM
a(l03) IE8U (∗) (ne8u1*9+1)/2 numérotation des ddl pour les
ne8u1 éléments non-saturés dans la
zone FEM
a(l04) IE3D1 (nbed11*npbmax+1)/2 numérotation des ddl pour les
nbed11 éléments formés le domaine
D1 dans la zone BEM
a(l05) IE3D2 (nbed21*npbmax+1)/2 numérotation des ddl pour les
nbed21 éléments formés le domaine
D2 dans la zone BEM
a(l06) IE3D3 (nbed31*npbmax+1)/2 numérotation des ddl pour les
nbed11 éléments formés le domaine
D3 dans la zone BEM
a(l07) ID (nnp*4+1)/2 identification des ddl des nnp
noeuds du maillage (déclarés actifs,
bloqués ou avec condition imposée)
a(l08) ICONST (nload1*3+1)/2 caractéristiques des nload1 incré-
ments de chargement
.../...
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Localisation lk Variable Dimensions Description
a(l09) KODEX (nbcx1+1)/2 identification des nbcx1 ddl avec
CL à 0 imposées sur les déplace-
ments ux
a(l10) KODEY (nbcy1+1)/2 identification des nbcx1 ddl avec
CL à 0 imposées sur les déplace-
ments uy
a(l11) KODEW (nbcw1+1)/2 identification des nbcw1 ddl avec
CL à 0 imposées sur les pressions
d’eau pw
a(l12) KODEA (∗) (nbca1+1)/2 identification des nbcw1 ddl avec
CL à 0 imposées sur les pressions
d’air pa
a(l13) X nnp*2 coordonnées des noeuds de
maillage FEM/BEM
a(l14) XINT (∗) nbeint1*2 coordonnées des noeuds facultatifs
à l’intérieur de la zone BEM
a(l15) SM8D m8d1*60 paramètres des modèles de compor-
tement des m8d1 types d’éléments
secs choisis
a(l16) SM8C m8c1*60 paramètres des modèles de compor-
tement des m8c1 types d’éléments
saturés choisis
a(l17) SM8U (∗) m8u1*60 paramètres de modèle de compor-
tement élastique linéaire des m8u1
types d’éléments non-saturés choi-
sis
a(l18) SIG8D ne8d1*5*9 valeurs des variables de contrainte
cumulées pour les éléments secs
dans la zone FEM
a(l19) SIG8C ne8c1*6*9 valeurs des variables de contrainte
cumulées pour les éléments saturés
dans la zone FEM
a(l20) SIG8U (∗) ne8u1*7*9 valeurs des variables de contrainte
cumulées pour les éléments non-
saturés dans la zone FEM
.../...
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Localisation lk Variable Dimensions Description
a(l21) SIG8DO ne8d1*5*9 valeurs des variables de contrainte
cumulées pour les éléments secs
dans la zone FEM
a(l22) SIG8CO ne8c1*6*9 valeurs des variables de contrainte
cumulées pour les éléments saturés
dans la zone FEM
a(l23) SIG8UO (∗) ne8u1*7*9 valeurs des variables de contrainte
cumulées pour les éléments non-
saturés dans la zone FEM
a(l24) SIG8DI ne8d1*5*9 valeurs des variables de contrainte
cumulées pour les éléments secs
dans la zone FEM
a(l25) SIG8CI ne8c1*6*9 valeurs des variables de contrainte
cumulées pour les éléments saturés
dans la zone FEM
a(l26) SIG8DI (∗) ne8u1*7*9 valeurs des variables de contrainte
cumulées pour les éléments non-
saturés dans la zone FEM
a(l27) SIGMAD ne8d1*5*9 valeurs des variables de contrainte
cumulées pour les éléments secs
dans la zone FEM
a(l28) SIGMAC ne8c1*6*9 valeurs des variables de contrainte
cumulées pour les éléments saturés
dans la zone FEM
a(l29) SIGMAU (∗) ne8u1*7*9 valeurs des variables de contrainte
cumulées pour les éléments non-
saturés dans la zone FEM
a(l30) DPAD ne8dd*3*3 matrice de rigidité élastoplastique
pour les ne8dd éléments secs dans
la zone FEM
a(l31) DPAC ne8cc*3*3 matrice de rigidité élastoplastique
pour les ne8cc éléments saturés
dans la zone FEM
a(l32) DPAU (∗) ne8uu*3*3 matrice de rigidité élastoplastique
pour les ne8uu éléments non-
saturés dans la zone FEM
.../...
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Localisation lk Variable Dimensions Description
a(l33) ALFAD ne8dd*4*10 centres des surfaces de plasticité
pour les ne8dd éléments secs dans
la zone FEM
a(l34) ALFAC ne8cc*4*10 centres des surfaces de plasticité
pour les ne8cc éléments saturés
dans la zone FEM
a(l35) ALFAU (∗) ne8uu*4*10 centres des surfaces de plasti-
cité pour les ne8uu éléments non-
saturés dans la zone FEM
a(l36) IYSD ne8dd*2 caractéristiques du comportement
élastoplastique des ne8dd éléments
secs dans la zone FEM
a(l37) IYSC ne8cc*2 caractéristiques du comportement
élastoplastique des ne8cc éléments
saturés dans la zone FEM
a(l38) IYSU (∗) ne8uu*2 caractéristiques du comportement
élastoplastique des ne8uu éléments
non-saturés dans la zone FEM
a(l39) SIG3U (∗) 5*500*nbed11 valeurs des variables de contrainte
pour les éléments non-saturés dans
la zone BEM
a(l40) R mdof vecteur global des forces nodales,
calculé pour chacun des mdof ddl
a(l41) RR mdof vecteur des forces appliquées par
l’extérieur au début de l’incrément
de chargement
a(l42) TOTRR mdof vecteur des forces nodales au début
de l’incrément de chargement dans
la zone FEM
a(l43) RRR mdof vecteur des forces nodales au début
de l’incrément de chargement dans
la zone BEM
a(l44) DI mdofn valeurs des mdof ddl incrémentaux
et stockage de mdofn-mdof CL à 0
.../...
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Localisation lk Variable Dimensions Description
a(l45) DTI mdofn valeurs des mdof ddl cumulés à
l’instant N − 1 et stockage de
mdofn-mdof CL à 0
a(l46) DT mdofn valeurs des mdof ddl cumulés à
l’instant N et stockage de mdofn-
mdof CL à 0
a(l47) DISP mdofn valeurs des déplacements/pressions
après chaque incrément de charge-
ment
a(l48) VEL mdofn valeurs des vitesses après chaque
incrément de chargement - utile
dans la zone FEM
a(l49) ACC mdofn valeurs des accélérations après
chaque incrément de chargement -
utile dans la zone FEM
a(l50) NA (mdof+1)/2 identification des ddl non bloqués
a(l51) IACT (nnp+1)/2 identification des noeuds actifs (0 si
dans un élément fictif, 1 si dans un
élément matériel - utile pour le pha-
sage des construction)
a(l52) XGIHD1 n12gh*n12gh*nbed11 stockage de la matrice
M(∆G1)−1H¯1 dans le domaine
D1 de la zone BEM
a(l53) XGIHD2 n12gh*n12gh*nbed21 stockage de la matrice
M(∆G1)−1H¯1 dans le domaine
D2 de la zone BEM
a(l54) XGIHD3 n12gh*n12gh stockage de la matrice
M(∆G1)−1H¯1 dans le domaine
D3 de la zone BEM
a(l55) GIHD1 n12gh*n12gh*nbed11 stockage de la matrice (∆G1)−1H¯1
dans le domaine D1 de la zone
BEM
a(l56) GIHD2 n12gh*n12gh*nbed21 stockage de la matrice (∆G1)−1H¯1
dans le domaine D2 de la zone
BEM
.../...
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Localisation lk Variable Dimensions Description
a(l57) GIHD3 n12gh*n12gh stockage de la matrice (∆G1)−1H¯1
dans le domaine D3 de la zone
BEM
a(l58) XGID1 n12gh*n12gh*nbed11 stockage de la matrice M(∆G1)−1
dans le domaine D1 de la zone
BEM
a(l59) XGID2 n12gh*n12gh*nbed21 stockage de la matrice M(∆G1)−1
dans le domaine D2 de la zone
BEM
a(l60) XGID3 n12gh*n12gh stockage de la matrice M(∆G1)−1
dans le domaine D3 de la zone
BEM
a(l61) GID1 n12gh*n12gh*nbed11 inverse de la matrice des solu-
tions fondamentales déplace-
ments/pressions à l’instant t1 pour
le domaine borné dans la zone
BEM, (∆G1)−1
a(l62) GID2 n12gh*n12gh*nbed21 inverse de la matrice des solu-
tions fondamentales déplace-
ments/pressions à l’instant t1 pour
le domaine infini dans la zone
BEM, (∆G1)−1
a(l63) GID3 n12gh*n12gh inverse de la matrice des solu-
tions fondamentales déplace-
ments/pressions à l’instant t1 pour
le domaine semi-infini dans la zone
BEM, (∆G1)−1
a(l64) TBED1 n12gh*ntime*nbed11 vecteur de traction/flux pour tous
les intervalles de temps TN calcu-
lés pour chacun des mdof ddl pour
le domaine borné dans la zone BEM
a(l65) TBED2 n12gh*ntime*nbed21 vecteur de traction/flux pour tous
les intervalles de temps TN calcu-
lés pour chacun des mdof ddl pour
le domaine infini dans la zone BEM
.../...
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Localisation lk Variable Dimensions Description
a(l66) TBED3 n12gh*ntime vecteur de traction/flux pour tous
les intervalles de temps TN calcu-
lés pour chacun des mdof ddl pour
le domaine semi-infini dans la zone
BEM
a(l67) UBED1 n12gh*ntime*nbed11 vecteur de déplacement/pression
pour tous les intervalles de temps
UN calculés pour chacun des mdof
ddl pour le domaine borné dans la
zone BEM
a(l68) UBED2 n12gh*ntime*nbed21 vecteur de déplacement/pression
pour tous les intervalles de temps
UN calculés pour chacun des mdof
ddl pour le domaine infini dans la
zone BEM
a(l69) UBED3 n12gh*ntime vecteur de déplacement/pression
pour tous les intervalles de temps
UN calculés pour chacun des mdof
ddl pour le domaine semi-infini
dans la zone BEM
a(l70) RBED1 n12gh*ntime*nbed11 histoire de chargement pour tous
les intervalles de temps pour le do-
maine borné dans la zone BEM
ZN−1
a(l71) RBED2 n12gh*ntime*nbed21 histoire de chargement pour tous
les intervalles de temps pour le do-
maine infini dans la zone BEM
ZN−1
a(l72) RBED3 n12gh*ntime histoire de chargement pour tous
les intervalles de temps pour le
domaine semi-infini dans la zone
BEM ZN−1
a(l73) S1 ls triangle supérieur de la matrice de
rigidité globale FEM/BEM
a(l74) S2 ls1 triangle inférieur de la matrice de ri-
gidité globale FEM/BEM
.../...
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Localisation lk Variable Dimensions Description
a(l75) S11 ls sauvegarde du triangle supérieur
de la matrice de rigidité globale
FEM/BEM
a(l76) S22 ls1 sauvegarde du triangle inférieur
de la matrice de rigidité globale
FEM/BEM
a(l77) RNN mdof vecteur des résidus calculé pour
chacun des mdof ddl dans la zone
FEM
a(l78) RNN1 mdof vecteur des résidus calculé pour
chacun des mdof ddl dans la zone
FEM
8.2 Subroutines spécifiques ajoutées dans HYBRID pour
modéliser les différents phénomènes dans les milieux po-
reux saturés et non-saturés
Comme mentionné auparavant, les formulations d’éléments de frontière BEM présentées dans
la partie précédente pour les problèmes de propagation d’ondes 2D ainsi que pour les problèmes
de consolidation dans les milieux poreux saturés et non-saturés ont été implémentées dans le
code de calcul « HYBRID ». À cette fin, des nouvelles variables de stockage dynamique spé-
cifiques à ces formulations sont ajoutées dans le vecteur global {a} comme répertorié dans
le tableau (8.1). Également, cette implémentation nécessite d’ajuster la dimension des sous-
vecteurs {a}(Lk) déjà existants aux 4 degrés de liberté par noeud pour tenir compte de ce qui
concerne les sols non-saturés (voir le tableau 8.1). Comme montré dans la section précédente,
ces modifications sont effectuées dans la partie d’acquisition des données de base et dimension-
nement des variables de stockage dynamique dans les deux subroutines DIM1 et DIM2.
La programmation de ces formulations affecte le coeur du code HYBRID, particulièrement dans
les parties existantes dans la boucle de chargement (Figs. 8.4 et 8.5).
En ce qui concerne la modélisation pour les sols saturés (ibem = 2), les modifications sont
effectuées dans la subroutine EXTINEQ1 comme montré dans la figure (8.5). Dans cette su-
broutine, d’après le mode d’évaluation des intégrales temporelles dans la procédure de calcul
(Icqm = 0 : évaluation analytique [262], Icqm = 1 : évaluation numérique par la méthode
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Figure 8.4 — Organigramme du code HYBRID modifié pour tenir compte des problèmes de
propagation d’ondes 2D ainsi que des problèmes de consolidation dans les milieux poreux
saturés et non-saturés dans la zone BEM. Les subroutines intervenant lors d’une simulation
sont comme suit : en bleu, les subroutines spécifiques ajoutées ; en rouge, les subroutines
préexistantes fortement affectées par l’implantation des nouvelles formulations ; en noir, les
subroutines peu ou pas affectées par l’intégration des nouvelles formulations dans HYBRID.
Un organigramme concernant la subroutine GHMATD1 existante dans la BEM est schéma-
tisé dans la figure (8.5).
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Figure 8.5 — Organigramme de la subroutine GHMATD1 existante dans la BEM
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MQC présentée dans le chapitre 7) les subroutines correspondantes sont appelées. Il est à no-
ter que dans le programme, l’évaluation analytique des intégrales temporelles n’existe que pour
les formulations de propagation d’ondes développées par [262]. Comme indiqué auparavant, ces
formulations sont obtenues en considérant l’hypothèse simplificatrice de l’incompressibilité des
constituants du milieu. Dans ce programme, l’implémentation des formulations dynamiques en
considérant la compressibilité des constituants et la modélisation de consolidation pour les sols
saturés (chapitre 5) sera faite en utilisant l’évaluation numérique des intégrales temporelles par
la méthode MQC. Dans ce cas, les calculs correspondants sont traités en intervenant la subrou-
tine OWCQM dans laquelle :
• la subroutine ROOTS permet de calculer les racines de l’équation du déterminant de la
matrice de l’opérateur adjoint B?. Pour les problèmes de consolidation la seule racine
s’obtient dans la même subroutine, tandis que pour les problèmes dynamiques le couple
de racines est calculé en appelant la subroutine ROOTSATDYN.
• la subroutine DCBKS permet d’évaluer une série de fonctions de Bessel modifiées de
seconde espèce d’ordre de nombre réel n à arguments complexes.
• la subroutine WSATQSTFSOLG calcule les solutions fondamentales en déplace-
ments/pression pour les problèmes quasi-statiques (5.129-5.132) pour chaque point de
Gauss.
• la subroutine WSATQSTFSOLF calcule les solutions fondamentales en tractions/flux
pour les problèmes quasi-statiques (5.139-5.142) pour chaque point de Gauss.
• la subroutine WSATDYNFSOLG calcule les solutions fondamentales en déplace-
ments/pression pour les problèmes dynamiques (5.56-5.59) pour chaque point de Gauss.
• la subroutine WSATDYNFSOLF calcule les solutions fondamentales en tractions/flux
pour les problèmes dynamiques (5.86-5.90) pour chaque point de Gauss.
• la subroutine DFFTCF calcule les N coefficients complexes ωn (7.28-7.29) par la
technique de transformée de Fourier rapide (FFT).
En ce qui concerne la modélisation pour les sols non-saturés (ibem = 3), on suppose que la
variation des variables est constante dans chaque pas de temps. Celle-ci nécessite d’évaluer les
valeurs de l’indice des vides et du degré de saturation en eau dans chaque pas de temps n en
utilisant les valeurs nodales de déplacements, de pressions d’eau et de pressions d’air obtenues
par la résolution du système dans le pas de temps antécédent n− 1. Ces valeurs sont comptées
comme étant les valeurs initiales pour le nouveau pas de temps. Ces opérations sont effectuées
sur chaque élément de frontière dans la subroutine DMATUELAS existante dans la subroutine
GHMATD1 en faisant intervenir les subroutines suivantes :
• STATEVT dans laquelle la valeur de l’indice des vides s’obtient en utilisant la surface
d’état « e ».
• STATEST dans laquelle la valeur du degré de saturation en eau s’obtient en utilisant la
courbe de rétention « Sr ».
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Grâce à ces valeurs, on peut calculer dans la subroutine DMATUELAS les autres paramètres
mécaniques/hydrauliques du problème comme le module tangent d’élasticité Et, le module de
compressibilité volumique K0, les coefficients de Lamé (λ, µ), puis la matrice de rigidité élas-
tique linéaireD, βsuc et F suc dans chaque pas de temps. Également, les valeurs de perméabilités
à l’eau et à l’air s’obtiennent respectivement dans les subroutines PERWT et PERAT.
Avec les paramètres mécaniques/hydrauliques obtenus dans chaque pas de temps on calcule
les solutions fondamentales pour les sols non-saturés soumis aux chargements dynamiques et
quasi-statiques dans la subroutine OWCQM comme montré dans la figure (8.5). Dans cette
subroutine, le couple de racines complexes de l’équation du déterminant de la matrice de l’opé-
rateur adjoint B? pour les problèmes de consolidation (6.175) ainsi que les 4 racines com-
plexes pour les problèmes dynamiques (6.36) s’obtiennent respectivement dans les subroutines
ROOTQST et ROOTDYN existantes dans ROOTS. Alors, les fonctions de Bessel modifiées
de seconde espèce d’ordre n à arguments complexes existantes dans les expressions des solu-
tions fondamentales dans le domaine de Laplace seront évaluées dans la subroutine DCBKS.
À cette étape, les solutions fondamentales en déplacements/pressions et en tractions/flux pour
les problèmes quasi-statiques et dynamiques seront calculées pour chaque point de Gauss res-
pectivement dans les subroutines WUNSATQSTFSOLG, WUNSATQSTFSOLF, WUNSAT-
DYNFSOLG et WUNSATDYNFSOLF. Finalement, les N coefficients complexes ωn (7.28-
7.29) seront évalués par la technique de transformée de Fourier rapide (FFT) dans la subroutine
DFFTCF.
8.3 Validation du code « HYBRID »
La validation des différentes parties du code de calcul HYBRID est traitée en réalisant plusieurs
cas test dans les travaux originaux de Kamalian [193] et de Nguyen [262] comme répertorié dans
le tableau (8.2).
Dans la présente section, nous nous intéressons à valider et à vérifier les développements ef-
fectués dans la partie des éléments de frontière (BEM) du code de calcul HYBRID. Les dé-
veloppements dans la partie BEM sont effectués afin de traiter les problèmes de propagation
d’ondes 2D ainsi que les problèmes de consolidation dans les milieux poreux saturés et non-
saturés. L’application de ce code aux calculs d’effets de site sismiques est abordée dans la partie
suivante.
8.3.1 Problème de consolidation dans les sols saturés
Pour montrer la précision et la robustesse des formulations proposées pour les problèmes de
consolidation dans les sols saturés, la réponse en déplacement ainsi que la distribution de pres-
sion interstitielle d’une colonne de sol saturé sont comparées avec une solution analytique [113]
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méthode
type de
chargement
type de
domaine
type de
sol
loi de comportement
d’analyse FEM BEM
FEM BEM
élastique
linéaire
élastique
hyperbolique
élastique
linéaire
? statique borné sec ? ?
? consolidation borné saturé ? ?
? dynamique borné saturé ? ?
? statique borné sec ?
? statique infini sec ?
? statique semi-infini sec ?
? dynamique borné sec ?
? dynamique semi-infini sec ?
? dynamique semi-infini saturé ?
? ? statique borné sec/sec ? ?
? ? statique semi-infini sec/sec ? ?
? ? dynamique semi-infini sec/sec ? ?
? ? dynamique semi-infini saturé/sec ? ?
Tableau 8.2 — Validation des différentes parties du code de calcul HYBRID
et un calcul par éléments finis (FEM) 1 comme mentionné dans [297].
La simulation à l’aide du code de calcul HYBRID a été réalisée sur une colonne de sol de 3m
de hauteur (H = 3m), maillée par 32 éléments quadratiques à 3 noeuds sur la frontière et en
tout 64 noeuds (Fig. 8.6).
La charge appliquée sur le bord supérieur est une pression longitudinale, brutale et constante
ty = −1N/m2H(t) qui est distribuée de façon uniforme. Elle reste également constante au
cours du phénomène de consolidation.
Comme les conditions aux limites, le bord inférieur est verticalement fixé. Concernant les dé-
placements sur les bords latéraux, ils sont uniquement bloqués dans le sens horizontal. De plus,
la surface supérieure où la charge est appliquée est supposée être perméable, c.-à-d., la pression
interstitielle est nulle, tandis que les autres bords comprenant les bord latéraux et le bord infé-
rieur sont imperméables, c.-à-d., il n’y a pas de flux d’eau à travers ces limites.
Les maillages de BEM et de FEM sont montrés dans la figure (8.6) sur la quelle les carrés sur la
frontière indiquent les 64 noeuds de la BEM, alors que les lignes fines indiquent les 48 éléments
linéaires utilisés pour la FEM.
Concernant les propriétés mécaniques et hydrauliques du massif, on les résume dans le tableau
(8.3).
Sur la figure (8.7), les déplacements verticaux calculés au point central de la surface supérieure
1le code aux éléments finis DIANA-SWANDYNE II à partir du site http ://www.bham.ac.uk/CivEng/swandyne
est utilisé
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Figure 8.6 — Colonne de sol saturé
G(N/m2) ν(−) n(−) α(−) νu(−) κ(m4/N.s)
9.8× 107 0.298 0.48 0.980918 0.49 3.55× 10−9
Tableau 8.3 — données matérielles d’un sol saturé (sable grossier)
sont tracés par rapport au temps pour la solution analytique, les résultats de la BEM et les ré-
sultats de la FEM.
Outre les résultats poroélastiques, comme des limites supérieure et inférieure, deux solu-
tions élastostatiques sont présentées, c’est-à-dire, les solutions élastostatiques drainées et non-
drainées qui sont données pour comparaison. Comme on peut le constater la concordance est
très satisfaisante.
Également, dans la figure (8.8) la solution en pression pour les deux méthodes numériques et
le résultat analytique sont tracés le long de la ligne médiane de la colonne pour trois moments
différents : t = 0.1s, t = 1s et t = 10s. Comme on peut le constater, il y a un bon accord entre
les résultats obtenus par la méthode des éléments de frontière avec les résultats numériques de
la FEM et la solution analytique.
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Figure 8.7 — Déplacement vertical au point central de la surface supérieure tracé par rap-
port au temps : les résultats de la BEM sont comparés avec ceux de la FEM et la solution
analytique
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Figure 8.8 — Pression le long de la ligne médiane de la colonne : les résultats de la BEM
sont comparés avec ceux de la FEM et la solution analytique pour trois moments différents
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8.3.2 Problème de propagation d’ondes 2D dans les sols saturés
Dans cette section, on s’intéresse à étudier la précision et la robustesse des formulations
proposées pour les problèmes de propagation d’ondes 2D dans les sols saturés. À cette fin, les
réponses en déplacement ainsi qu’en pression interstitielle d’une colonne de sol saturé (Fig.
8.6) sont comparées avec la solution analytique obtenue par [298].
Les conditions aux limites et le type de chargement sont comme ceux expliqués dans la section
précédente (8.3.1).
Concernant les propriétés mécaniques et hydrauliques du massif, on les résume dans le tableau
(8.4).
Les figures (8.9) et (8.10) présentent respectivement les déplacements verticaux au point central
de la surface supérieure et la pression interstitielle au point central de la surface inférieure
par rapport au temps. Ces résultats numériques sont comparés avec les solutions analytiques
existantes dans la littérature [298]. Comme on peut le constater, il y a un bon accord entre les
résultats obtenus par la méthode des éléments de frontière avec la solution analytique.
E(N/m2) ν(−) n(−) α(−) R(N/m2) κ(m4/N.s) ρ(kg/m3) ρf (kg/m3)
1.44× 1010 0 0.19 0.86 4.7× 108 1.9× 10−10 2458 1000
Tableau 8.4 — données matérielles d’un sol saturé (grès de Berea)
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Figure 8.9 — Déplacement vertical au point central de la surface supérieure tracé par rapport
au temps : les résultats de la BEM sont comparés avec la solution analytique
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Figure 8.10 — Pression au point central de la surface inférieure tracée par rapport au temps :
les résultats de la BEM sont comparés avec la solution analytique
8.3.3 Comparaison avec le cas élastostatique
À l’état de l’art actuel, cette recherche est le premier effort pour développer les formulations
concernant le problème de consolidation dans les sols non-saturés. Également, la complexité
du modèle de couplage hydro-mécanique dans les milieux poreux non-saturés soumis aux char-
gements quasi-statiques aboutit au fait qu’aucune solution analytique n’est connue. Par consé-
quent, les résultats obtenus par éléments de frontière pour le modèle de consolidation dans les
sols non-saturés seront vérifiés partiellement à partir de résultats élastostatiques. Il s’agit de si-
mulation purement mécanique. Dans ce cas, on bloque les degrés de liberté nodaux relatifs à la
pression d’eau et à la pression d’air.
On considère une colonne de sol de 3m de hauteur, maillée par 32 éléments quadratiques sur
la frontière et en tout 64 noeuds (Fig. 8.11). On applique sur la surface supérieure une pression
longitudinale, brutale et constante ty = −1N/m2H(t) qui est distribuée de façon uniforme. Sur
les parois latérales les déplacements normaux sont empêchés, alors que sur le bord inférieur ils
sont bloqués dans le sens vertical. De plus, tous les bords sont supposés être perméables, c.-à-d.,
la pression d’eau est nulle. Également, la pression d’air est supposée être égale à zéro.
Concernant les propriétés mécaniques et hydrauliques du massif, on les résume dans le tableau
(8.5).
Dans la figure (8.12), on a présenté les déplacements verticaux des noeuds situés sur les parois
latérales et sur la ligne médiane de la colonne pour les différents niveaux à partir de la surface
supérieure jusqu’à la base inférieure. Comme on peut le constater les déplacements des noeuds
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E(N/m2) K0(N/m
2) ae(−) be(−) e0(−) σe(N/m2)
2.54× 1010 2.1× 1010 1.0 0.15 0.73 8.5× 108
aw(m/s) αw(−) Sru(−) ba(m2) µa(Ns/m2) as(m2/N)
1.2× 10−8 5.0 0.05 1.0× 10−8 1.846× 10−5 −5.0× 10−7
Tableau 8.5 — données matérielles d’un sol non-saturé
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p
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Figure 8.11 — Colonne de sol non-saturé
situés sur chaque niveau sont de même valeur et donc les déplacements des bords droit et gauche
sont symétriques. Également, les valeurs absolues des déplacements verticaux diminuent d’une
façon régulière en descendant de la surface supérieure jusqu’à la base inférieure.
Afin de comparer avec le cas élastostatique, les valeurs absolues des déplacements verticaux le
long de la ligne médiane de la colonne ainsi que celles du cas élastostatique sont tracées dans
la figure (8.13). On constate que la concordance est très satisfaisante.
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Figure 8.12 — Déplacements verticaux des noeuds situés sur les parois latérales et sur la
ligne médiane de la colonne pour les différents niveaux
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Figure 8.13 — Déplacements verticaux le long de la ligne médiane de la colonne : les résul-
tats de la BEM non-saturée sont comparés avec ceux de l’élastostatique
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8.3.4 Comparaison avec le cas élastodynamique
Comme expliqué ci-dessus, cette recherche est le premier effort pour développer les formu-
lations concernant le problème de propagation d’ondes 2D dans les sols non-saturés. La com-
plexité du modèle concernant le couplage hydro-mécanique dans les milieux poreux non-saturés
soumis aux chargements dynamiques aboutit au fait qu’aucune solution analytique n’est connue.
Par conséquent, les résultats obtenus par éléments de frontière pour le modèle dynamique dans
les sols non-saturés seront vérifiés partiellement à partir de résultats élastodynamiques. Il s’agit
de simulation purement mécanique. Dans ce cas, on bloque les degrés de liberté nodaux relatifs
à la pression d’eau et à la pression d’air.
L’échantillon considéré et les conditions aux limites sont comme ceux expliqués dans la section
précédente. La charge appliquée est une pression verticale, brutale et constante uniformément
répartie sur la surface supérieure.
Le résultat du calcul numérique par éléments de frontière pour le point central de la surface
supérieure est comparé à celui élastodynamique. On observe un bon accord entre la solution
élastodynamique et la solution numérique résolue par la formulation proposée.
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Figure 8.14 — Déplacements verticaux obtenus pour le point central de la surface supérieure
de la colonne : les résultats de la BEM non-saturée sont comparés avec ceux de l’élastodyna-
mique

Quatrième partie
Application aux Calculs Sismiques

CHAPITRE9 Effets topographiques et
sédimentaires sur
l’amplification d’un
mouvement sismique
CE chapitre vise à caractériser et à quantifier les effets de site dans des configurations bi-dimensionnelles dans le domaine spectral. Il s’agit de prendre en compte les influences
combinées de la topographie et de la géologie sur la réponse sismique de vallées alluviales.
L’étude paramétrique est réalisée grâce au programme de simulation numérique HYBRID pré-
senté dans le chapitre précédent. Le but recherché est de définir un critère simple combinant les
caractéristiques géométriques et les caractéristiques du sol, permettant de prédire l’amplifica-
tion du spectre de réponse en accélération dans des vallées sédimentaires aussi bien que vides.
À cette fin, nous commençons par des généralités sur les effets de sites, puis abordons les dif-
férentes méthodes utilisées pour l’étude des effets de site, les phénomènes physiques en jeu et
l’influence des différents paramètres à prendre en compte pour les effets de site topographiques
et sédimentaires.
9.1 Introduction et bibliographie
9.1.1 Généralité sur les Effets de site
Quand un séisme se produit par la rupture d’une faille en profondeur, les ondes sismiques sont
rayonnées par la source et se propagent rapidement dans la croûte terrestre. Durant leur par-
cours de la source du séisme jusqu’à la surface du sol, les ondes sismiques traversent en grande
majorité de la roche. Mais la portion finale de ce voyage est souvent effectuée dans le sol, dont
les caractéristiques peuvent beaucoup influencer la nature de la secousse à la surface. Les carac-
téristiques de la source sismique (par exemple, le moment sismique, la chute de contrainte, le
mécanisme, les caractéristiques des fractures et le contenu spectral de l’énergie libérée) peuvent
avoir une influence non négligeable sur les effets de site. Le chemin de propagation dépend de
l’amplitude des ondes sismiques, du type des ondes et de l’angle d’incidence du champ sismique
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sur le site analysé. Le type, la profondeur et la taille de la faille, les propriétés physiques de la
croûte et les propriétés géophysiques du sol affleurant se combinent et affectent simultanément
la réponse du site. En bref, le mouvement sismique induit en surface d’un site donné dépend de
la magnitude du séisme (l’énergie produite par la source), mais aussi du chemin parcouru dans
la lithosphère (aléa régional) et des conditions locales (aléa local) (Fig. 9.1).
L’aléa régional (effet de la source et du chemin parcouru) peut être calculé à partir de formules
empiriques en connaissant les failles sismogènes et la magnitude maximale possible des séismes
qu’elles peuvent engendrer. Dans cette étude nous nous intéressons à l’aléa local (effet de site).
Figure 9.1 — Facteurs influant sur le signal sismique : Source, chemin et conditions locales
On appelle effet de site la modification du mouvement sismique en surface due aux conditions
géotechniques et topographiques locales d’un site par rapport au mouvement d’un site voisin
correspondant à des conditions de références (la définition la plus courante du site de référence
étant le rocher plat). Les rapports des amplitudes spectrales de différents sites (au sommet de
la colline et à l’intérieur du bassin sédimentaire) à celui de référence illustre cette définition
(figure 9.2).
L’endommagement peut être très variable à l’intérieur d’une zone peu étendue, et des dom-
mages importants peuvent toucher des sites éloignés de la source du séisme. Parfois cela peut
être en raison des différents types de construction, mais, dans beaucoup de cas, les conditions
topographiques et géologiques du site ont une grande influence sur l’intensité des secousses
(Fig. 9.3). C’est la raison pour laquelle on voit souvent un bâtiment lourdement endommagé à
côté d’un bâtiment de construction similaire qui n’a pas été affecté.
Plusieurs séismes ont permis de mettre en évidence ce phénomène, le plus célèbre étant le
séisme de Michoacan (Mexique), en 1985, de Magnitude 8.1 Ms, qui a causé d’importants dé-
gâts dans la ville de Mexico située à environ 400 km de l’épicentre (Fig. 9.4). L’accélération
maximale enregistrée dans la vallée a été multipliée par cinq par rapport à un site proche situé
sur le rocher. Une autre preuve est le cas du séisme de Bam (Iran) en 2004 (Fig. 9.5). Ce séisme
de magnitude 6.6 sur l’échelle de Richter est d’une extrême violence car le foyer du séisme se
trouvait à une profondeur de 10 km, ce qui explique en partie la gravité des dégâts. D’autres
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Figure 9.2 — Définition de l’effet de site (extrait de [120]).
exemples célèbres sont les séismes de Loma Prieta en 1989, de Northridge en 1994 où la colline
de Tarzana a subit une accélération 2 à 4 fois supérieure aux sites voisins et d’Izmit en 1999.
9.1.1.1 Effets de site dans les remplissages sédimentaires
L’influence des caractéristiques géologiques locales du sol sur l’intensité des secousses sis-
miques et sur l’ampleur des dommages dus aux tremblements de terre est connue depuis de
nombreuses années. L’endommagement dû au séisme est généralement plus grand en présence
de sédiments mous que sur des affleurements rocheux rigides [5]. L’endommagement associé
aux dépôts mous peut causer des augmentations d’intensité locales aussi grandes que 2, ou
même 3 degrés sur les échelles MM, MSK (Medvedev-Kàrnìk-Sponheuer/européen) ou EMS
(l’Échelle Macrosismique européenne).
Plus les sédiments locaux sont mous, plus le signal sismique est amplifié. Pour connaître les
propriétés d’amplification d’un site, on peut y mesurer la vitesse des ondes de cisaillement. Les
vitesses les plus faibles caractérisent des sols plus mous et donc, les plus grandes amplifications.
Par conséquent, les zones où les vitesses de cisaillement sont faibles, (i.e. les vitesses des ondes
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Figure 9.3 — L’amplitude du signal sismique peut être localement amplifiée par la topogra-
phie (phénomène appelé « effet de site topographique ») et par la nature des couches géolo-
giques du sous-sol (phénomène appelé « effet de site lithologique »)
S) l’endommagement est généralement plus important. Cependant, la faible vitesse des ondes
de cisaillement n’est pas un critère suffisant pour établir la cartographie des zones potentielle-
ment à risque. Le signal sismique est plus influencé par la configuration en bassin sédimentaire
(comme la Vallée de San Fernando) que par la simple présence d’alluvions molles près de la
surface. Les interactions complexes entre la structure de la cuvette et les ondes sismiques pro-
pagées peuvent augmenter l’amplitude et la durée de la secousse sismique. Les réflexions, les
réfractions et les diffractions peuvent aboutir à une concentration des ondes à leur arrivée au
fond de la cuvette. De plus, les bords des cuvettes peuvent piéger les ondes sismiques inci-
dentes, et peuvent ainsi augmenter la durée des secousses dans le bassin sédimentaire.
Par conséquent, le principal phénomène responsable de l’amplification du mouvement du sol
en présence de sédiments mous est le piégeage des ondes sismiques à l’intérieur du bassin en
raison du contraste d’impédance entre la couche de sédiments et le lit rocheux. L’impédance
est le produit de la vitesse de l’onde sismique par la masse volumique du sol traversé. Dans
une modélisation unidimensionnelle, le piégeage dans les strates du sol n’affecte que les ondes
volumiques se propageant verticalement dans les couches de surface. Dans les modèles bi- ou
tridimensionnels, des hétérogénéités latérales comme des variations d’épaisseur peuvent aussi
influencer le piégeage des ondes de surface qui sont diffractées, et réfléchies au bord du bassin
(Fig. 9.6). Par conséquent, on distingue généralement des effets de site 1D (effets de stratigra-
phie) et des effets 2D ou 3D (effets de bassin sédimentaire).
Effet de site stratigraphique 1D
Lorsque les variations latérales des propriétés géotechniques sont négligeables, on considère
Chapitre 9. Effets topographiques et sédimentaires sur l’amplification d’un mouvement sismique 281
Figure 9.4 — Séisme de Michoacan du 19 septembre 1985
(a) avant le tremblement de terre (b) après le tremblement de terre
Figure 9.5 — Images de la citadelle de Bam avant et après tremblement de terre
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Figure 9.6 — Accélérogramme synthétique montrant l’apparition d’ondes de surface [304]
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Figure 9.7 — Géométrie de la couche sédimentaire
une superposition de couches horizontales, homogènes, d’épaisseur constante sur un substra-
tum rocheux. Comme la rigidité des sols augmente généralement avec la profondeur, les rais
sismiques tendent à se redresser à chaque interface entre deux couches de sol. Les ondes at-
teignent finalement la surface sous une incidence quasi verticale. C’est pourquoi la modélisa-
tion en colonnes de sol verticales est couramment utilisée. Cette représentation sert de base à
tous les codes de calcul qui prennent en compte l’effet de site géologique à l’heure actuelle.
Les principaux résultats de la théorie unidimensionnelle sont résumés dans [262]. Considérons
une couche de sédiments d’épaisseur H au dessus d’un substratum rocheux semi-infini élas-
tique soumis à l’incidence d’une onde SV plane harmonique (Fig. 9.7).
ks et α étant respectivement le nombre d’onde relatif au sédiment ks = 2pif/vs (dans laquelle
vs est la vitesse de propagation de l’onde SV et f désigne la fréquence prédominante de l’ex-
citation) et le rapport d’impédance entre la couche et le substratum rocheux (ρsvs)/(ρrvr) et
en prenant le déplacement du substratum rocheux comme référence, le déplacement superficiel
d’un sol non-amorti est amplifié de :
uA
uB
=
1√
cos2(ksH) + α2 sin
2(ksH)
(9.1)
L’amplification maximale du mouvement en surface se produit pour des fréquences caractéris-
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Figure 9.8 — Fréquences de résonance d’une couche sédimentaire non-amortie sur un sub-
stratum élastique
tiques de la résonance de la couche superficielle (Fig. 9.8) :
fn = (2n+ 1)
vs
4H
(9.2)
La valeur maximale de l’amplitude aux fréquences de résonance vaut :(
uA
uB
)
max
=
1
α
(9.3)
Il faut remplacer v, k et α respectivement par les grandeurs complexes :
v∗ = v(1 + iξ), k∗ = k(1− iξ), α∗ = ρsv
∗
s
ρrv∗r
(9.4)
Si le terrain comporte plusieurs matériaux élastiques, on caractérise la couche i par son épais-
seur hi, la masse volumique ρi, la rigidité Gi et l’amortissement ξi. Le déplacement provoque
par une onde de cisaillement qui se propage verticalement est du type :
ui(z = zi, t) =
(
Ai exp(+ik
∗
i hi) +Bi exp(−ik∗i hi)
)
exp(iωt) (9.5)
En écrivant la continuité des contraintes et des déplacements à chaque interface, on trouve :
Ai+1 =
1
2
Ai(1 + α
∗
i ) exp(+ik
∗
i hi) +
1
2
Bi(1− α∗i ) exp(−ik∗i hi)
Bi+1 =
1
2
Ai(1− α∗i ) exp(+ik∗i hi) +
1
2
Bi(1 + α
∗
i ) exp(−ik∗i hi)
(9.6)
où α∗i = (ρic∗s i)/(ρi+1c∗s i+1).
La condition de surface libre donne A1 = B1 pour la couche superficielle. Posant Ai = ai(ω) et
Bi = bi(ω), on peut calculer la fonction de transfert entre les couches i et j par une démarche
récursive :
Fij(ω) =
ai(ω) + bi(ω)
aj(ω) + bj(ω)
(9.7)
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Bessasson et Kaynia [34] ont étudié l’effet de site provoqué par la présence de lave sur une
couche sédimentaire reposant sur un substratum rocheux. La masse volumique de la lave est
plus élevée que celle des alluvions. La présence de lave tend donc à augmenter la masse de
l’ensemble des couches recouvrant le substratum, et donc à allonger la période fondamentale
du site. A contrario, les sédiments se compactent sous le poids de la lave, ce qui augmente la
rigidité du sol et diminue la période fondamentale. L’effet de site est donc difficile à prévoir a
priori. Le modèle unidimensionnel permet néanmoins de montrer que lorsque l’intensité de la
sollicitation sismique augmente [14] :
– la fréquence fondamentale de la colonne de sol diminue (en raison de la dégradation du
module de cisaillement du sol avec le niveau de déformation)
– l’amplitude de la réponse décroît (à cause de l’augmentation de l’effet d’amortissement
avec la distorsion).
Comme expliqué ci-dessus, deux phénomènes physiques indépendants de la fréquence ex-
pliquent l’effet de site géologique unidimensionnel [262] :
– lorsque le contraste d’impédance est marqué (i.e. α¿ 1) entre les deux milieux, l’ampli-
tude de l’onde réfractée est amplifiée par rapport à celle de l’onde incidente (9.1).
– les ondes sismiques arrivant à la surface se réfléchissent aux interfaces entre différentes
couches et restent piégées aux abords de la surface ; de l’énergie est donc piégée à l’inté-
rieur de la couche sédimentaire superficielle.
Effet de bassin sédimentaire 2D
La représentation unidimensionnelle ne peut rendre compte que de phénomènes très locaux.
Une modélisation en deux dimensions est nécessaire lorsque les propriétés mécaniques du sol
présentent une hétérogénéité latérale ou lorsque l’épaisseur de la couche sédimentaire superfi-
cielle varie de façon non négligeable.
Les simulations en 2D donnent des coefficients d’amplification et des durées de réponse plus
grands que les calculs en une dimension. Ces différences sont moins significatives lorsque l’on
passe d’une géométrie bidimensionnelle à une représentation en trois dimensions. Les pro-
blèmes de modélisation spécifiques aux représentations bidimensionnelles concernent la dif-
fraction et les interférences entre les ondes d’une part, et le caractère ouvert de l’espace semi-
infini d’autre part [14].
Plusieurs auteurs ont mis en évidence le fait que le mouvement est plus amplifié au centre
d’un bassin sédimentaire que si l’on suppose une couche de sol horizontale de même hauteur
[125, 69, 241]. Dans certains cas, l’utilisation d’un modèle 2D, même grossier, est préférable à
une modélisation 1D très détaillée. On observe que l’amplification est maximale au centre de
la vallée pour une fréquence fondamentale. La durée du mouvement est prolongée par rapport
à celle du signal incident (Fig. 9.9).
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Figure 9.9 — Comparaison des solutions 2D et 1D en domaine temporel [262]
• Résonance 1D ou résonance 2D
Dans un bassin sédimentaire, les différentes ondes piégées interfèrent et on peut observer des
phénomènes de résonance, qui dépendent des caractéristiques géométriques et mécaniques de
la structure. Les ondes sismiques remontant à la surface peuvent être déviées par les petites ir-
régularités aux interfaces géologiques. Lorsque les ondes traversent une interface courbée, leur
vélocité et leur direction changent. Un nouveau changement a lieu à l’interface suivante. L’effet
de convergence amplifie environ 1.5 fois la secousse à l’endroit où les ondes convergent à la
surface. Cet effet est caractéristique de structures géologiques aux propriétés géométriques et
géologiques particulières, qui peuvent concentrer l’énergie. L’effet de divergence réduit la se-
cousse à environ 0.75 de la valeur du signal véhiculé par l’onde incidente non affectée.
L’un ou l’autre de ces deux effets (piégeage des ondes de volume et génération d’ondes de sur-
face) peut être prépondérant suivant l’élancement de la vallée.
Dans le cas des vallées peu profondes les deux phénomènes sont indépendants alors que pour
une vallée profonde, les deux phénomènes peuvent interférer. Un rapport de forme critique
(H/L)c (rapport de l’épaisseur maximale de la vallée à sa demi-largeur) dépendant du contraste
de vitesse cv = vr/vs, présenté par Bard et Bouchon [24] permet de contrôler le type de réso-
nance d’un bassin sédimentaire soumis à un champ d’ondes SH (Fig. 9.10). Pour les ondes P et
SV, (H/L)c prend des valeurs différentes [4].
– Si (H/L) ≺ (H/L)c : les ondes de surface arrivent plus tard dans la zone centrale de la
vallée que les ondes de volume réfléchies ou réfractées. La résonance verticale 1D des
ondes de volume et la propagation latérale des ondes de surface influencent le signal sis-
mique séparément. La fréquence de résonance fondamentale de la vallée est alors proche
de la fréquence de résonance fondamentale calculée en 1D (9.2) :
fh0 =
vs
4H
(9.8)
Les ondes de surface peuvent augmenter considérablement l’amplitude et la durée de la
réponse sismique, et rendre le mouvement superficiel spatialement incohérent [14].
286 9.1. Introduction et bibliographie
– Si (H/L) Â (H/L)c : les deux phénomènes physiques ne se distinguent pas et l’effet de
site se traduit par une résonance globale en deux dimensions. Si H et L sont du même
ordre de grandeur, la longueur des ondes de surface λ est de l’ordre de L, et des interfé-
rences latérales s’ajoutent aux interférences verticales identifiées précédemment.
Des observations [326, 203] sur des vallées instrumentées de rapport de forme 0.2 à 0.3 montrent
que ces vallées (considérées comme relativement profondes) ont des modes de résonance spé-
cifiques. En effet la fréquence pour laquelle l’amplification est maximale est la même pour tous
les points de la vallée, elle ne dépend donc pas de la hauteur des sédiments au point considéré : il
y a donc une fréquence de résonance globale de la vallée différente de la fréquence de résonance
d’une couche de sol horizontale de même hauteur.
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Figure 9.10 — Condition d’existence de la résonance 2D dans le cas des ondes SH (d’après
[24]).
• Description du phénomène de résonance 2D
Il existe une fréquence de résonance globale pour la vallée supérieure à celle du cas 1D corres-
pondant. Cette fréquence de résonance 2D ne dépend que de la fréquence de résonance 1D au
centre de la vallée en fonction du type d’onde (P, SV ou SH) et du facteur de forme H/L [24] :
fP0 = f
P
h0
√
1 +
(
H
L
)2
fSV0 = f
SV
h0
√
1 +
(
2.9H
L
)2
fSH0 = f
SH
h0
√
1 +
(
2H
L
)2 (9.9)
La réponse 2D est plus défavorable que la réponse 1D si l’excitation est riche en hautes
fréquences alors que pour une excitation riche en basses fréquences c’est la réponse 1D qui est
la plus défavorable [262].
• Paramètres influençant l’amplification sismique due aux effets bassins sédimentaires
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Pour un site modélisé en 2D, le nombre de paramètres qu’on fait varier dépend du type
d’effet de site qu’on cherche à caractériser. Nous présentons ci-dessous quelques-uns de ces
paramètres fréquemment mentionnés dans la littérature :
◦ Caractéristiques de l’onde incidente
– type d’ondes : La réponse d’une vallée dépend du type d’onde incidente. Sur la figure
(9.11) sont montrés les modes de résonance 2D fondamentaux d’une vallée alluviale
de forme sinusoïdale : mode de dilatation/compression (cas de l’onde incidente P, fi-
gure 9.11a), mode de cisaillement (cas de l’onde incidente SV, figre 9.11b) et mode de
cisaillement anti-plan (cas de l’onde incidente SH, figure 9.11c).
a) Incidence P
c) Incidence SH
b) Incidence SV
Figure 9.11 — Modes fondamentaux d’une vallée alluviale en fonction de l’onde incidente
(d’après [24]).
– angle d’incidence : On considère souvent que l’on a affaire à des ondes à propagation
verticale car les ondes réfractées ont tendance à se redresser lorsque la rigidité des
couches diminue en allant vers la surface.
– contenu fréquentiel de l’excitation : L’effet d’amplification est maximal lorsque la
fréquence dominante fc est de l’ordre de f0. À basse fréquence (de fc ≺ f0 jusqu’à
fc ≈ f0), l’amplification de la composante horizontale est maximale au centre de la
vallée et décroît vers les bords du bassin sédimentaire. Les déplacements sismiques
près des bords de la vallée sont presque identiques à ceux qu’on observe en surface
de l’espace semi-infini. À haute fréquence (pour fc Â f0), l’amplification de la
composante horizontale est maximale en-dehors du centre de la vallée. La réponse
temporelle du site est complexe ; on distingue plusieurs modes d’ondes de surface. fc
influence peu la durée de la réponse du site [262].
◦ Propriétés des sédiments
– contraste d’impédance sédiment/substratum α = (ρsvs) / (ρrvr) :
Il ne modifie pas la fréquence de résonance de la vallée. L’amplification augmente avec
le contraste d’impédance [24]. Quand le contraste d’impédance augmente, la durée du
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mouvement est allongée [262].
– hétérogénéité : Le degré d’hétérogénéité est directement lié à l’amplitude maximale du
signal [241]. Le déplacement maximal augmente lorsque le nombre de discontinuités
augmente (Fig. 9.12).
Figure 9.12 — Réponse temporelle en déplacement pour 3 modèles plus ou moins détaillés
(d’après [241]).
Des études ont été menées [227] pour étudier l’effet d’un gradient de vitesse des
ondes de cisaillement en fonction de la profondeur sur la réponse sismique d’un bassin
sédimentaire (Fig. 9.13).
Figure 9.13 — Amplitude des déplacements dans le domaine spacio-fréquentiel pour 4 dis-
tributions de vitesses (d’après [227]).
L’hétérogénéité des sédiments affecte essentiellement les hautes fréquences. En effet,
pour un milieu hétérogène l’amplitude des déplacements est maximale aux bords du
bassin pour les hautes fréquences ce qui peut causer des mouvements différentiels cri-
tiques.
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– comportement linéaire/non linéaire : Le comportement non linéaire du sol dissipe de
l’énergie et tend à augmenter l’amortissement apparent et à réduire l’amplification par
rapport au cas élastique. Cette réduction est surtout significative pour les courtes pé-
riodes [351]. L’énergie dissipée dans le sol augmente avec le niveau d’excitation (PGA)
et peut même mener à une atténuation du mouvement en surface pour les périodes
courtes pour un niveau de sollicitation élevé (Fig. 9.14).
Figure 9.14 — Représentation schématique du « cross-over point », limite entre l’amplifica-
tion et l’atténuation du mouvement en fonction du PGA (d’après [351]).
– état hydrique : Dans la majorité des cas le sédiment est supposé sec et modélisé
comme un milieu continu. Néanmoins il est intéressant d’étudier la réponse sismique
d’un sol saturé ou même non saturé. Les nouveaux paramètres influant sur la réponse
sismique d’un bassin sont la porosité, la perméabilité et le degré de saturation du sol.
Liang et al. [218] ont étudié la diffraction d’ondes planes SV par une vallée semi-
circulaire constituée d’un milieu saturé. Il montre que pour de faibles porosités le
comportement du sol saturé est presque identique à celui du sol sec et qu’il est peu
affecté par les conditions de drainage. Pour des porosités plus grandes, l’effet des
conditions de drainage devient significatif et l’amplitude des déplacements dans un
milieu non drainé est plus élevée que dans un milieu drainé. Les pressions de fluides
dans les pores augmentent avec la porosité.
Nguyen [262] a étudié le comportement sismique des vallées triangulaires remplies
par des sols saturés d’eau : le sol a un comportement intermédiaire entre la réponse
d’un milieu élastique drainé et non-drainé. De plus il montre que la perméabilité a une
influence négligeable sur la réponse sismique de la vallée. En effet, le mouvement du
terrain sous la sollicitation sismique est tellement rapide que l’eau interstitielle n’a
pas le temps de s’évacuer et que le sol se comporte comme un milieu poreux très peu
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perméable. Plus le contenu fréquentiel de l’excitation est riche en hautes fréquences,
plus le mouvement en surface du cas saturé est amplifié par rapport au cas élastique
drainé, surtout en présence d’un sol de mauvaise qualité.
◦ Caractéristiques géométriques
– rapport de forme H/L : La profondeur (pour une largeur donnée) contrôle le type de
résonance de la vallée : résonance 1D + propagation des ondes de surface si la vallée
est allongée, résonance 2D si la vallée est profonde. Le rapport de forme critique est
compris entre 0.3 et 0.35 pour les ondes SH, 0.2 et 0.3 pour les ondes SV et 0.5 et 0.6
pour les ondes P. Il dépend aussi du contraste de vitesse [24].
Le rapport de forme joue un rôle important car il affecte la fréquence fondamentale de
la vallée. De plus, lorsqu’il augmente, la durée du signal sismique est allongée [262].
Quand le rapport de forme augmente, l’amplification des déplacements horizontaux au
centre augmente et la zone d’influence de la vallée augmente [145].
– angle d’inclinaison : L’influence de l’angle d’inclinaison est complexe car elle dépend
à la fois du rapport de forme H/L et de la forme de la vallée.
La fonction de l’amplification en fonction de l’angle peut ne pas être monotone [145].
– forme : La forme triangulaire est la moins critique et la forme rectangulaire la plus
critique.
– remplissage de la vallée : Il existe des cas où la vallée n’est pas entièrement remplie par
la sédimentation. On peut définir un taux de remplissage H1/H où H1 est la hauteur
des sédiments au centre de la vallée. Lorsque celui-ci augmente, l’amplification du
déplacement horizontal passe d’un comportement de vallée vide (atténuation au centre
de la vallée) à un comportement de vallée pleine (amplification maximale au centre de
la vallée) [145] (Fig. 9.15). De plus la durée du mouvement augmente avec l’épaisseur
de sédiments [262].
9.1.1.2 Effets de site topographiques
En ce qui concerne les vallées vides, les études expérimentales sur les irrégularités topogra-
phiques montrent l’existence de variations dans l’amplitude et le contenu fréquentiel de la ré-
ponse du sol le long des pentes des collines. En particulier, les dommages subis après les grands
séismes sont souvent plus grands sur le sommet qu’à la base de collines.
Les études montrent que l’amplification peut atteindre un facteur 10 ou même plus au som-
met de la crête. Mais la valeur de l’amplification varie beaucoup d’une expérience à l’autre.
Les différences entre les facteurs d’amplification n’ont jusqu’à maintenant pas été expliquées.
Par exemple, pendant le séisme de 1980 en Italie du Sud, en présence d’irrégularités topogra-
phiques, des sauts jusqu’à 2◦ dans l’échelle d’intensité MSK ont été observés.
Les modèles théoriques et numériques prédisent aussi une amplification du signal sismique dans
les reliefs convexes (crête des collines, sommet des pentes, falaises et bords des vallées). De
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Figure 9.15 — Influence du taux de remplissage sur l’amplification du déplacement hori-
zontal (d’après [262]).
manière analogue, ils prédisent une atténuation pour les configurations géométriques concaves,
comme les vallées et les pieds des collines.
Des études sur la montagne Kitherion près de Corinthe (Grèce) [213] et quelques travaux an-
térieurs [271, 68] suggèrent qu’avec une colline lisse et uniforme de caractéristiques de sol
homogènes, l’amplification du mouvement du sol due à l’effet de site topographique est faible.
Les principaux résultats obtenus jusqu’à maintenant à propos des effets de site topographiques
[165, 125, 128] montrent tout d’abord que cet effet affecte plus les composantes horizontales
du mouvement sismique que la composante verticale.
Pedersen et ses collaborateurs [271] ont expliqué que la présence de roches érodées au som-
met des collines pouvait renforcer l’effet topographique. Des recherches supplémentaires sur ce
thème sont en cours. Deuxièmement, il y a une amplification du mouvement du sol au sommet
des collines et une atténuation à la base. Cette amplification dépend de la fréquence et est maxi-
male à une fréquence appelée « fréquence de résonance de la colline ».
Les effets de site topographiques affectant la réponse sismique d’un relief dépendent forte-
ment du contenu fréquentiel de l’excitation. Cette influence est contrôlée par le rapport de la
dimension caractéristique du relief par la longueur d’onde du signal incident. En général, plus
la fréquence d’excitation est élevée, plus les effets de site topographiques sont significatifs et
complexes. Si la fréquence d’excitation est assez basse, le relief peut être considéré comme un
petit obstacle ; ainsi, ses effets sur le mouvement du sol peuvent être négligés.
L’effet d’amplification est généralement plus important pour les composantes horizontales, qui
sont les plus critiques pour le dimensionnement des bâtiments.
Deux phénomènes physiques peuvent expliquer l’effet de site topographique [24] :
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– la focalisation des ondes dans les topographies convexes du fait de réflexions multiples à
la surface (Fig. 9.16).
– la transformation des ondes de volume en ondes de surface et les interférences entre les
différents types d’ondes.
n=4 n=3
Figure 9.16 — Réflexions multiples à la surface de collines triangulaires dont l’angle au
sommet vaut 2pi/n (d’après [287]). L’amplification au sommet vaut n
Également, des études paramétriques [262] permettent de mettre en évidence l’influence de
différents paramètres sur l’amplification sismique due aux effets topographiques :
◦ Caractéristiques de l’onde incidente
– type d’onde : Le champ d’ondes incidente arrivant à la surface est une combinaison de
différents types d’ondes : les ondes de volume (ondes de pression P ou ondes longitudi-
nales et ondes de cisaillement S ou ondes transversales (SH pour le mouvement dans le
plan et SV pour le mouvement hors-plan)) et les ondes de surface (Rayleigh ou Love).
La vibration en surface est essentiellement due aux ondes transversales et aux ondes
de surface. Aux interfaces les ondes P (ou SV) se réfléchissent et créent des ondes P
et SV. Les ondes diffractées contiennent des ondes P, SV et des ondes de Rayleigh. Il
existe donc des couplages entre ces différents types d’ondes qui rendent le problème
complexe. On remarque que l’effet de site est plus accentué dans le cas des ondes SV
et P.
– angle d’incidence : Comme précédemment on considère en général une onde à inci-
dence verticale.
Le coefficient d’amplification d’une onde arrivant sur une surface plane atteint un maxi-
mum local pour une incidence verticale et un pic autour de l’angle d’incidence θc tel
que θc = vP/vS [4] (Fig. 9.17), lorsque les ondes P arrivant à la surface se transforment
en ondes de surface. Ce cas peut également correspondre à une onde a incidence verti-
cale sur une surface inclinée.
– fréquence prédominante de l’onde : Un signal sismique est multi-fréquentiel avec une
gamme de fréquences allant de 0.5 à 10 Hz. Si l’épicentre du séisme est proche, le
signal contient essentiellement des hautes fréquences, alors que s’il est plus éloigné (et
de magnitude plus élevée pour obtenir un signal de même amplitude), il est plus riche
en basses fréquences.
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Figure 9.17 — Amplitudes normalisées des déplacements horizontal et vertical à la surface
libre en fonction de l’angle d’incidence (d’après [4])
On peut définir une fréquence adimensionnelle prédominante η, fonction de la fré-
quence f ou de la longueur d’onde λ de l’onde incidente, de la vitesse vs des ondes de
cisaillement dans le sol, de la hauteur H et de la demi-largeur L du relief, qui permet
de s’affranchir de l’effet d’échelle [262] :
Pentes :
η =
fH
vs
=
H
λ
(9.10)
Vallées et collines :
η =
2fL
vs
=
2L
λ
(9.11)
Ce paramètre représente le rapport entre la dimension de l’irrégularité et la longueur
d’onde incidente. L’amplification est maximale pour les longueurs d’onde compa-
rables à la dimension caractéristique (demi-largeur). Pour les très basses fréquences,
l’irrégularité topographique peut être vue comme un petit obstacle, l’effet de site est
alors négligeable. Pour les hautes fréquences l’amplification est plus importante, les
mouvements différentiels accentués, et la zone d’influence étendue. Le mouvement
créé en surface est plus complexe et l’amplification maximale peut intervenir ailleurs
qu’au niveau des reliefs convexes. À partir d’une certaine fréquence critique, la valeur
maximale du coefficient d’amplification n’évolue plus. Pour un signal sismique réel
multifréquentiel, l’effet des basses fréquences compense celui des hautes fréquences
ce qui « lisse » le mouvement en surface. Pour les pentes, l’amplification maximale se
produit pour η = 0.2 avec une amplification d’environ 25% pour les ondes SH et 50%
pour les ondes SV [16].
◦ Géométrie du relief : On peut distinguer 3 configurations de base : les collines, les pentes
et les vallées (Fig. 9.18).
– inclinaison de la pente : Plus la pente est raide, plus l’effet d’amplification en haut et
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Figure 9.18 — Configurations de base : (a) colline, (b) pente, (c) vallée (d’après [262])
l’effet d’atténuation en bas de la pente sont accentués. Le mouvement différentiel est
également accentué sur les surfaces planes autour du relief.
– forme et profondeur : Plusieurs configurations idéalisées ont été étudiées telles que des
vallées triangulaires, trapézoïdales, circulaires, ellipsoïdales, sinusoïdales, etc.
Pour des dimensions comparables, la forme triangulaire est la moins critique et la forme
rectangulaire est la plus critique [147]. Ces résultats sont à mettre en parallèle avec
l’influence de l’inclinaison de la pente, une vallée triangulaire ayant une pente plus
douce qu’une vallée rectangulaire. Pour une vallée demi-elliptique qui n’a pas une
inclinaison constante, on peut considérer son inclinaison moyenne qui se situe entre
l’inclinaison d’une vallée triangulaire et d’une vallée rectangulaire. Son comportement
se situe également entre les comportements de ces deux types de vallées.
9.1.2 Importance des effets de site en ingénierie
Les effets de site locaux jouent un rôle important dans la conception para-sismique. Malgré leur
existence évidente, les effets de site locaux ont constitué l’objet d’une discussion dans ces der-
nières années. Effectivement, les coefficients spécifiques représentant les effets de site locaux
ne sont apparus dans les codes de construction des bâtiments que dans les années 1970.
Les codes de dimensionnement parasismiques actuels comme l’Eurocode 8 ou le PS 92/5.2.4
reposent sur des calculs issus de modèles unidimensionnels. Cette méthode permet de mesurer
l’influence de la nature et de l’épaisseur de la couche sédimentaire sur la propagation verticale
des ondes de volume en multipliant l’accélération spectrale attendue du sol par un coefficient S
dépendant de la raideur des matériaux, de l’épaisseur de la couche de sédiments mous et de la
vitesse de l’onde de cisaillement vs. En 1992, le National Council for Earthquake Engineering
Research [247] a proposé d’utiliser un coefficient d’amplification Fa pour les signaux de courte
période et un coefficient Fv pour les périodes longues. Fa et Fv dépendent de la nature du sol et
de la célérité vs, qui est liée à l’épaisseur de la couche sédimentaire. Fa et Fv augmentent avec
l’épaisseur de la couche d’alluvions (i.e. lorsque vs décroît), et diminuent lorsque l’excitation
sismique gagne en intensité. Malheureusement les coefficients Fa et Fv sont très sensibles à
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la période de la sollicitation. De plus, l’évaluation de ces coefficients requiert de nombreuses
données empiriques sur le sol. Le dernier règlement américain, UBC 97, tient compte des effets
des non-linéarités du sol [14].
Cependant, ces résultats ne concordent pas avec les estimations fournies par des modélisations
bidimensionnelles ou tridimensionnelles comportant l’influence des conditions topographiques
et géologiques sur le mouvement sismique et sur le contenu fréquentiel. Lorsque le contraste
d’impédance entre le sédiment et le substratum ou la profondeur de la vallée alluviale augmente,
la résonance verticale 1D des ondes de volume et la propagation latérale des ondes de surface
tendent à intervenir simultanément [24]. Par conséquent, la prise en compte des effets de site
dans les codes parasismiques est indispensable.
Afin de dimensionner des bâtiments capables de résister aux séismes, les ingénieurs utilisent
une méthode qui consiste à remplacer l’effet du séisme par des forces équivalentes proportion-
nelles à l’accélération maximale subie par le bâtiment. Cette accélération dépend de la rigidité
du bâtiment étudié. Les réglementations parasismiques se basent donc sur un spectre de réponse
élastique qui traduit la réponse normalisée en accélération d’un oscillateur amorti à un degré de
liberté en fonction de sa période. Ce spectre normalisé constitue l’enveloppe des réponses des
différents oscillateurs à divers séismes possibles dans une zone donnée.
La norme européenne EUROCODE 8 définit 5 spectres de réponse élastique à 5% d’amortis-
sement en fonction de 5 types de sol (classes A, B, C, D et E) et pour deux sortes de séisme.
Les séismes de catégorie 1 correspondent à des régions sismiques actives, la magnitude est
supérieure à 5.5. Les séismes de catégorie 2 représentent les régions de faible sismicité, la ma-
gnitude est inférieure à 5.5. Celles-ci sont définies en fonction de Vs,30, la moyenne de la vitesse
des ondes de cisaillement dans les 30 premiers mètres :
Vs,30 =
30
N∑
i=1
hi
Vi
(9.12)
où hi et Vi sont l’épaisseur et la vitesse de l’onde de cisaillement pour la formation numéro i,
sur un total de N couches présentes sur les 30 premiers mètres de profondeur.
Alors, les sites sont classifiés suivant la valeur de Vs,30 comme montré dans le tableau (9.1).
On peut voir sur la figure (9.19) que les caractéristiques du site influencent significativement le
spectre. Pour les sols de mauvaise qualité l’accélération maximale à prendre en compte est plus
élevée. On remarque surtout que l’accélération est amplifiée par rapport au rocher essentielle-
ment pour des oscillateurs basse fréquence. De plus, les valeurs des périodes « de coin » Tb et
Tc, sont assez différentes selon les sites et les sols. En examinant la figure 3, on constate que :
– À période égale, plus les couches sont molles, plus l’amplification est élevée (penser au
mouvement de l’eau dans un bassin agité, par comparaison au mouvement de la même
eau, mais gelée, dans le même bassin).
– L’amplification relative du site D par rapport au site A atteint pratiquement 3 pour des
oscillateurs (bâtiments, château d’eau, etc.) de période égale à 1s.
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Classe de sol Description du profil stratigraphique Vs,30(m/s)
A Rocher ou autre formation géologique de ce type comportant
une couche superficielle d’au plus 5 m de matériau moins ré-
sistant
Â 800
B Dépôts raides de sable, de gravier ou d’argile sur-consolidée,
d’au moins plusieurs dizaines de mètres d’épaisseur, caracté-
risés par une augmentation progressive des propriétés méca-
niques avec la profondeur
360− 800
C Dépôts profonds de sable de densité moyenne, de gravier ou
d’argile moyennement raide, ayant des épaisseurs de quelques
dizaines à plusieurs centaines de mètres
180− 360
D Dépôts de sol sans cohésion de densité faible à moyenne (avec
ou sans couches cohérentes molles) ou comprenant une majo-
rité de sols cohérents mous à fermes
≺ 180
E Profil de sol comprenant une couche superficielle d’alluvions
avec des valeurs de Vs de classe C ou D et une épaisseur com-
prise entre 5 m environ et 20 m, reposant sur un matériau plus
raide avec Vs,30 Â 800(m/s)
-
Tableau 9.1 — Classification des sites
– La période Tc de « coin » du spectre se déplace vers la droite quand on passe d’un sol
rocheux à un sol mou.
L’EUROCODE 8 conseille pour les structures importantes, des coefficients d’amplification to-
pographiques pour la vérification de la stabilité des pentes pour les buttes et versants longs de
hauteur supérieure à 30 m. Ces coefficients sont pris indépendants de la période de vibration. Ils
sont considérés comme négligeables pour des inclinaisons moyennes inférieures à 15◦ et vont
de 1.2 à 1.4.
9.1.3 Méthodes pour estimer les effets de site
Plusieurs méthodes ont été utilisées pour estimer la réponse sismique des cuvettes. Les observa-
tions ou les mesures in-situ sont indispensables pour une meilleure compréhension des effets de
site, qui ne sont pas jusqu’à présent complètement compris. Les techniques analytiques peuvent
être appliquées seulement pour des géométries simples et des dépôts sédimentaires homogènes.
Dans ces cas précis, il est possible de séparer les variables dans les équations du mouvement.
Pour les modèles de cuvettes réalistes avec des formes irrégulières et des matériaux de remplis-
sage hétérogènes, les méthodes numériques deviennent essentielles. Les plus largement utilisées
sont la méthode des différences finies, la méthode des éléments finis et la méthode des éléments
de frontière. On peut aussi combiner les méthodes des éléments finis et des éléments de fron-
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(a) Spectre de Type 1. Séisme lointain de magnitude Ms º 5.5
(b) Spectre de Type 2. Séisme de magnitude Ms ≺ 5.5
Figure 9.19 — Spectres de calcul Se(T ) de l’EUROCODE 8 pour les tremblements de terre
des types 1 et 2.
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tière.
9.1.3.1 Enregistrement de signaux sismiques
L’enregistrement des séismes donne de nombreux renseignements permettant de mieux com-
prendre les effets de site. Néanmoins les séismes de grande intensité ne se produisent pas sou-
vent et ne fournissent que peu d’enregistrements. C’est pourquoi des méthodes d’analyse des
signaux de faible intensité ont été développées.
Microtremors (Micro-vibrations) : Il s’agit des vibrations du sol dues au bruit ambiant
(vent, vagues, trafic routier, etc.) composées essentiellement d’ondes de Rayleigh (ondes de
surface). L’analyse spectrale de ces signaux montre une corrélation avec les conditions géolo-
giques du site mais la variabilité spatiale et temporelle des sources pose des problèmes pour la
comparaison avec un site de référence. La méthode « H/V ratio » (rapport entre le spectre de
Fourier des composantes horizontales et verticales des microtremblements en un point) intro-
duite par Nakamura en 1989 [259] permet de s’affranchir du choix d’un site de référence. Cette
méthode permet d’obtenir des informations sur la fréquence de résonance et l’amplification sis-
mique en un site. Bien que les preuves scientifiques manquent, cette méthode est très utilisée
du fait des bons résultats obtenus et de son moindre coût.
Séismes de faible intensité : Il s’agit d’événements sismiques, naturels ou artificiels d’in-
tensité faible à modérée (séismes de faible amplitude, répliques, explosions minières ou nu-
cléaires). Pour estimer les effets de site à partir de ces signaux, il faut s’affranchir des effets de
source et de chemin. Si on dispose d’enregistrements à un site de référence situé suffisamment
près du site étudié pour qu’on puisse considérer que les effets de source et de chemin soient
identiques et non affectés par des effets de site (rocher horizontal), on peut calculer le rap-
port spectral du mouvement du site étudié au site de référence (Standard Spectral Ratio (SSR)
method). Il s’agit de disposer d’un réseau de sites d’enregistrement de plusieurs événements
sismiques. Pour le ième site et le jème événement, le spectre d’amplitude en fréquence du mouve-
ment enregistré peut s’écrire de la manière suivante :
Rij(f) = Ej(f)Pij(f)Si(f) (9.13)
où Ej(f) est la fonction de source, Pij(f) la contribution du chemin parcouru entre la source et
le site et Si(f) la contribution locale du site.
Si la distance au site de référence est faible comparée à la distance à la source, on peut considérer
que les effets de source et de chemin sont indépendants du site. De plus, le site de référence est
choisi sans effet de site (SR(f) = 1), l’effet de site au site i peut donc être estimé de la manière
suivante :
Si(f) =
RSij(f)
RRj (f)
(9.14)
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où RSij(f) est le spectre d’amplitude en fréquence du mouvement enregistré au site i et RRj (f)
celui au site de référence. Lorsqu’il n’est pas possible de trouver un site de référence adéquat,
il est toujours possible d’appliquer la technique H/V de Nakamura.
Séismes de forte intensité : Dans les rares cas où on dispose d’enregistrements de séismes
réels de grande intensité, les mêmes techniques peuvent être appliquées, mais dans ce cas, les
effets non linéaires sont pris en compte, ce qui n’est pas le cas lors de séismes peu intenses qui
ne sollicitent le sol qu’en élasticité.
9.1.3.2 Solutions analytiques
Comme le problème d’effets de site est compliqué, il n’existe pas beaucoup de solution ana-
lytique. Les solutions existantes ne sont valables que pour des configurations relativement
simples. Les problèmes les plus simples concernent la diffraction bidimensionnelle des ondes
SH qui peuvent être analysées séparément des autres ondes. En utilisant la séparation des va-
riables, Trifunac [324, 323] a obtenu la solution exacte pour la diffraction des ondes SH par une
vallée alluviale et par une vallée vide demi-circulaire. Wong et Trifunac [341, 342] ont trouvé
une solution similaire pour le cas d’une vallée alluviale et d’une cuvette vide semi-elliptique.
Un résultat très simple a été montré par [287] pour le cas d’une colline triangulaire.
Par contre, pour les problèmes impliquant les ondes SV ou P, les solutions exactes sont diffi-
ciles à trouver. Quelques solutions ont été obtenues de manière approximative sous certaines
hypothèses simplificatrices. On peut citer le résultat de Lee [214] pour le cas d’une vallée vide
semi-sphérique ; cette approche est cependant limitée aux basses fréquences. Sanchez-Sesma
[288] a aussi obtenu la réponse d’une colline triangulaire dans quelques configurations particu-
lières.
D’après des études analytiques de Géli et al. [165], la fréquence de résonance fondamentale
d’une topographie peut être approximée par f = 0.4β/l dans laquelle β est la vitesse de l’onde
S et l est la demi-largeur de la topographie.
Ces solutions permettent de comprendre les phénomènes physiques en jeu et servent par la suite
de base pour valider certaines méthodes numériques.
9.1.3.3 Méthodes numériques
Les méthodes numériques sont très utiles dans la conception parasismique, car il est rare d’avoir
des enregistrements d’événements sismiques importants effectués au moyen d’un réseau d’ins-
truments dense dans la région étudiée. Nous avons aussi besoin de méthodes efficaces pour
estimer la réponse du sol en prévision des séismes suivants, et l’unique moyen d’y parvenir est
la modélisation numérique. Ces estimations numériques doivent, cependant, être comparées aux
observations dès que cela est possible. C’est une tâche assez difficile, car les méthodes d’esti-
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mation de la réponse du sol à partir d’observations sont multiples. Il est quelquefois impossible
(par exemple, quand la source n’est pas connue) de modéliser numériquement les estimations
dérivées de l’expérience. En raison de la sensibilité des méthodes numériques vis-à-vis des
paramètres de source (le mécanisme focal, la profondeur, la distance du récepteur à la source
et l’azimut), la simulation doit toujours être accomplie avec les conditions imposées lors des
observations. Les simulations numériques bidimensionnelles (2D) montrent que les variations
de l’amplification sont très complexes, même dans les vallées simples. Donc, pour améliorer
les interprétations quantitatives des observations sur l’amplification locale, il est la plupart du
temps nécessaire de considérer des modèles plus complets. Un effort considérable a été fait pour
étendre la modélisation des cuvettes à trois dimensions (3D), mais le coût est considérable du
point de vue de la mémoire et/ou du temps de calcul.
Les méthodes de simulation numériques permettent d’étudier des géométries arbitraires et des
milieux hétérogènes. Il existe une grande diversité de méthodes numériques, chacune ayant un
domaine de validité restreint. Le choix de la méthode se fait donc en fonction de l’étude voulue.
Méthode des différences finies Cette méthode permet de modéliser des cuvettes géométri-
quement complexes remplies de matériaux extrêmement hétérogènes mais demande une forte
capacité de calcul, par exemple [8], [50] en 2D et [129] en 3D.
Méthode des éléments finis (FEM) Très utilisée, cette méthode est adaptée pour modéliser
un comportement inélastique, non-linéaire et hétérogène. Le problème de la prise en compte de
la radiation d’ondes vers l’infini dans les problèmes dynamiques faisant intervenir un domaine
semi-infini peut être résolu en introduisant des éléments infinis ou des frontières absorbantes.
Cette méthode demande elle aussi une forte capacité de calcul, par exemple [228, 306, 322].
Méthode des éléments de frontière (BEM) Cette méthode est adaptée aux calculs de propa-
gation d’ondes dans les milieux ouverts car sa principale caractéristique est que les conditions
de radiation sont satisfaites automatiquement. De plus, si la vallée se compose de couches ho-
rizontales et homogènes, seulement la frontière de la cuvette a besoin d’être considérée. Mais,
si la matière dans la cuvette est extrêmement hétérogène, l’application de la méthode des élé-
ments de frontière devient embarrassante. Cette méthode est utilisée par plusieurs chercheurs,
par exemple [51, 24, 198, 289, 194, 263, 196, 308].
Méthodes hybrides Pour pallier à ces limites, des méthodes hybrides ont été développées, par
exemple en couplant les éléments finis et les éléments frontières, par exemple [255, 35, 195].
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9.2 Spectre de réponse spécifique d’un site
La réponse sismique d’un bâtiment dépend des caractéristiques du tremblement de terre. Les
accélérogrammes donnent une mesure de l’excitation incidente subie par le sol. Un accélé-
rogramme contient deux composantes horizontales et une composante verticale. Idéalement,
un bâtiment peut-être conçu en fonction d’un accélérogramme représentant un événement sis-
mique dont la probabilité d’occurrence est connue. Mais en réalité, comme expliqué ci-dessus,
la réponse sismique d’un bâtiment ne dépend pas seulement du signal incident, mais aussi des
caractéristiques locales du site où la structure est implantée. On utilise donc d’autres méthodes
pour déterminer les réponses maximales des bâtiments. La méthode la plus courante et la plus
facile à utiliser de nos jours est le spectre de réponse sismique. G.W. Housner a défini le concept
de spectre de réponse sismique. M.A.Biot (1932) présente le spectre de réponse comme un outil
pratique pour caractériser des mouvements sismiques.
Le spectre de réponse fournit un outil convenable pour résumer la réponse maximale de tous les
systèmes linéaires à un degré de liberté possibles. Le spectre de réponse est un graphe représen-
tant la valeur maximale d’une grandeur caractéristique de la réponse (comme le déplacement,
la vitesse ou l’accélération) en fonction de la période naturelle de vibration du système Tn ou
en fonction de la fréquence cyclique fn. Pour chaque spectre, l’oscillateur à un degré de liberté
a un rapport amortissement fixé ξ (Fig. 9.20).
M
u (t)
F (u,u)
ÿ (t)
ÿ (t)
.
Figure 9.20 — Oscillateur à 1 degré de liberté
Pour couvrir la gamme des valeurs d’amortissement rencontrées dans les structures réelles, il est
donc nécessaire de superposer plusieurs graphes, correspondant chacun à une valeur d’amortis-
sement particulière. Tracer le spectre de réponse en fréquence ou en période relève d’un choix
personnel. Les deux options ne présentent pas de différence conceptuelle. Nous avons choisi
de tracer les courbes de réponse en fonction de la période, parce que les ingénieurs préfèrent
utiliser la période naturelle plutôt que la fréquence naturelle, la période de vibration étant un
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concept plus familier.
9.2.1 Équation du mouvement
Pour un oscillateur simple à 1 degré de liberté, l’équation du mouvement sismique est :{
Mu¨+ Cu˙+Ku = −My¨g
u¨+ 2ξωu˙+ ω2u = −y¨g(t)
(9.15)
où ω2 = K/M est la pulsation propre, f = ω/2pi est la fréquence propre, T = 1/f = 2pi/ω
est la période propre, ξ = C/(2
√
K/M) = C/(2Mω) est l’amortissement critique et−My¨g ≡
Peff (t) est le chargement effectif.
Il existe deux techniques principales pour résoudre l’équation ci-dessus (9.15) :
1. par une résolution classique,
2. par une intégrale de Duhamel.
Une approche célèbre pour résoudre les équations différentielles linéaires consiste à représenter
la force appliquée comme un train d’impulsions. La réponse du système à une force appliquée
P (t) au temps t, est obtenue en additionnant les réponses à toutes les impulsions subies jusqu’à
l’instant t. L’intégrale de Duhamel fournit une méthode alternative à la solution classique si la
force appliquée P (t) est définie analytiquement par une fonction simple. L’intégrale à calculer
est évaluée analytiquement. Pour les excitations complexes qui sont définies seulement par des
valeurs numériques discrètes de P (t), l’intégrale de Duhamel peut être évaluée par une méthode
numérique.
u(t) = − 1
ωD
∫ t
0
y¨(τ) exp
(− ξωn(t− τ)) sin (ωD(t− τ))dτ (9.16)
u(t) = − 1
ωD
∫ t
0
y¨(τ)
exp(ξωnτ)
exp(ξωnt)
(
sin(ωDt) cos(ωDτ)− sin(ωDτ) cos(ωDt)
)
dτ (9.17)
u(t) = − 1
ωD
{
sin(ωDt)
exp(ξωnt)
∫ t
0
y¨(τ) exp(ξωnτ) cos(ωDτ)dτ (9.18)
− cos(ωDt)
exp(ξωnt)
∫ t
0
y¨(τ) exp(ξωnτ) sin(ωDτ)dτ
}
Pour une valeur fixée de ξ, la courbe représentant
SD = u0 (Tn, ξ) = maxt |u(t, Tn, ξ)| (9.19)
en fonction de Tn est appelée spectre de réponse en déplacement.
Le spectre de réponse en pseudo-accélération est la courbe de SA définie par
SA = ω
2
nSD =
(
2pi
Tn
)2
SD (9.20)
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en fonction de Tn pour une valeur fixée du coefficient d’amortissement.
Dans cette étude, l’intégrale de Duhamel (9.18) est résolue numériquement en utilisant la for-
mule d’intégration Gauss-Legendre. Pour une valeur d’amortissement fixe (ξ = 5%), on cal-
cule pour chaque période Tn = 2pi/ωn le déplacement maximal observé en fonction du temps
SD(Tn) et on en déduit ensuite le spectre de réponse élastique en pseudo-accélération SA(Tn).
9.3 Modélisation numérique
9.3.1 Type de sollicitation
Les composantes horizontales du déplacement du sol générées par la propagation et la diffrac-
tion des ondes de cisaillement sont les plus critiques pour le dimensionnement des bâtiments.
En effet, comme les bâtiments courants sont dimensionnés pour reprendre les charges verti-
cales, l’effet du séisme ne rajoute qu’une variation des charges verticales négligeable. De plus,
l’amplification de ces composantes horizontales est plus importante.
Les ondes réfractées ont tendance à se redresser lorsque la rigidité des couches diminue en al-
lant vers la surface, on considère donc une incidence verticale.
On utilise un signal synthétique de type Ricker (Fig. 9.21) tel que :
u(t) = A0(a
2 − 0.5) exp(−a2) (9.21)
dans laquelle A0 = 1, ts = tp = 0.5s et a = pi(t− ts)/tp.
Figure 9.21 — Signal de Ricker d’ordre 2
Il s’agit d’un signal multifréquentiel de fréquence prédominante 2 Hz ayant un contenu fré-
quentiel significatif de 1 à 5 Hz (Fig. 9.22).
9.3.2 Propriétés des matériaux
L’éventuelle couche sédimentaire est constituée d’un matériau unique et homogène. Dans la
modélisation adoptée, le lit rocheux et la couche alluviale obéissent à une loi de comporte-
304 9.3. Modélisation numérique
0 1 2 3 4 5 6 7 8 9 10
0 00
0 04
0 08
0 12
F (Hz)
u
x 
(m
)
.
.
.
.
u
x 
(m
)
fc=1/tp
(a) Transformée de Fourier du signal de Ricker en déplacement
0 1 2 3 4 5 6 7 8 9 10
0
5
10
15
20
25
F (Hz)
a
 (
m
/s
²)
(b) Transformée de Fourier du signal de Ricker en accélération
Figure 9.22 — Transformée de Fourier du signal de Ricker
ment élastique linéaire. Les caractéristiques mécaniques et physiques choisies pour les diffé-
rents types de sol sont présentées dans le Tableau (9.2). Les différents coefficients présentés
E K ν G γ ρ vs Impédance (α)
(MPa) (MPa) (-) (MPa) (kN/m3) (Kg/m3) (m/s) (-)
Substratum 6720.0 11200.0 0.4 2400.0 24.0 2.45×103 1000.0 1.0
Sédiments
382.0 318.0 0.3 147.0 16.0 1.63 300.0 0.2
899.5 749.6 0.3 346.0 16.0 1.63 465.0 0.3
1527.0 1272.0 0.3 587.0 16.0 1.63 600.0 0.4
2385.0 1988.0 0.3 917.0 16.0 1.63 750.0 0.5
Tableau 9.2 — Caractéristiques des matériaux utilisés dans nos calculs
sont les suivants :
E : Module d’élasticité,
K : Module de compressibilité,
ν : Coefficient de poisson,
G : Module de cisaillement,
γ : Poids volumique,
ρ : Masse volumique,
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vs : Vitesse de propagation des ondes de cisaillement dans le sol,
α : Rapport d’impédance entre la couche de sol et le substratum rocheux (ρsvs)/(ρrvr), dans
laquelle ρs ,vs , ρr et vr sont respectivement les masses volumiques et vitesses des ondes de
cisaillement dans la couche de sédiment et le substratum rocheux.
9.3.3 Caractéristiques géométriques
Les formes étudiées sont le triangle, le trapèze, le rectangle, l’ellipse et l’ellipse tronquée (Fig.
9.23). Les vallées sont caractérisées par leur demi-largeur en surface L, leur demi-largeur à la
base L1, leur profondeur H et la hauteur de sédiments H1. On appelle S1 la surface de la section
occupée par les sédiments et S la surface de la vallée. Également, pour les vallées triangulaires,
trapézoïdales et rectangulaires A est l’angle formé par la pente du relief par rapport à l’hori-
zontale, alors que pour les configurations ellipsoïdales et ellipsoïdales tronquées, A est l’angle
entre la tangente au coin en haut de vallée et la ligne horizontale.
La valeur de la demi-largeur à la base L1 pour les vallées trapézoïdales et ellipsoïdales tron-
quées est fixée à 40m. La valeur de la demi-largeur en surface L est fixée à 100m pour toutes
les vallées. Les calculs sont effectués pour les rapports de forme H/L = 0.2, 0.4, 0.6, 1.0 et
pour les taux de remplissage H1/H = 0.0, 0.25, 0.5, 0.75, 1.0.
On utilise respectivement des maillages de type quadratique à 3 noeuds pour les éléments de
frontière et de type quadrangulaire à 8 noeuds pour les éléments finis. Par exemple, le maillage
réalisé pour une vallée trapézoïdale avec H/L = 0.4 et H1/H = 0.75 est montré sur la figure
(9.24).
9.3.4 Méthode d’étude
Pour cette étude nous avons choisi de nous intéresser à l’influence des conditions topogra-
phiques et géologiques sur le spectre de réponse en accélération afin d’aboutir à un critère
directement exploitable par les ingénieurs, permettant de prédire l’amplification du spectre de
réponse en accélération dans des vallées vides et sédimentaires.
Nous avons donc calculé, pour chacun des cas étudiés, le spectre de réponse élastique à 5%
d’amortissement.
Le site de référence est une station éloignée de l’épicentre, qui ne subit pas d’effet de site (effets
topographiques et géologiques). À cette fin, la référence est prise comme étant l’onde incidente
multipliée par un facteur 2 (amplification d’une onde sur une surface libre).
On définit le rapport spectral SR comme le maximum du rapport entre la pseudo-accélération
SA et la pseudo-accélération du spectre de Ricker SAR.
On définit la période d’amplification du site Ts comme la période de l’oscillateur pour laquelle
SR est maximum.
Par exemple, pour une couche de sol unidimensionnelle de hauteur H = 40m avec un contraste
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Figure 9.23 — Configurations des vallées étudiées : (a) rectangle ;(b) triangle ;(c) ellipse
tronquée ;(d) trapèze ;(e) ellipse
Figure 9.24 — Exemple de maillage pour une vallée trapézoïdale avec H/L = 0.4 et
H1/H = 0.75
d’impédance α = 0.3, on a (Figs. 9.25 et 9.26) :
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Figure 9.25 — Comparaison du spectre étudié et du spectre de référence
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Figure 9.26 — Méthode de calcul de Ts et de SR
9.4 Étude de l’effet de site topographique dans les vallées
vides
Comme nous l’avons déjà vu, l’effet topographique n’est pas négligeable. Pour prendre en
compte cet effet dans les règlements parasismiques, on doit comprendre le comportement de
chaque vallée soumise à des ondes sismiques, en différents points géométriques.
Pour un type de vallée vide donné (Fig. 9.23), on choisit 20 points géométriques servant de
stations d’observation pour étudier l’effet topographique. On trace les courbes de spectre de
réponse en accélération au point d’observation et au site de référence. On trace également la
courbe du rapport spectral obtenue par la division des deux spectres précédents. On obtient un
triplet de courbes pour chaque point d’observation choisi et pour chaque type de vallée. Par
exemple, dans l’annexe (D) on a présenté ces courbes le long des vallées avec H fixé à 100m.
Ces points représentent des stations d’observation particulièrement intéressantes du point de
vue de l’ingénierie sismique.
Pour trouver le point le plus critique, on trace la courbe du « rapport spectral en fonction de la
variable adimensionnelle x/L » pour les différentes vallées (Fig. 9.27). On trouve que [160] :
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Figure 9.27 — Courbes du « rapport spectral en fonction de la variable adimensionnelle
x/L » pour les différentes vallées vides
1. en général, pour les points d’ordonnée inférieure à celle du point situé à mi-pente, il existe
une atténuation de la réponse spectrale en accélération,
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2. dans toutes les figures, on note une amplification de la réponse spectrale en accélération
pour tous les points des reliefs situés entre la station à mi-pente et le coin supérieur de la
vallée. Au point d’abscisse adimensionnelle x/L = 1, on a la plus forte amplification.
Dans le paragraphe précédent, on a étudié le rapport spectral en différents points pour chaque
vallée. On peut maintenant quantifier les atténuations et amplifications du rapport spectral d’une
topographie donnée. Les figures (9.28), (9.29), (9.30) et (9.31) représentent le spectre de réponse
en accélération de différentes vallées aux points d’abscisses x/L = 0, x/L = coin, x/L =
mi− pente et x/L = 1. En comparant ces courbes, on peut voir les mêmes résultats [160] :
1. en général dans toutes les courbes, de x/L = 0 à x/L = 1, l’accélération spectrale tend à
augmenter,
2. aux points d’abscisses x/L = 0 et x/L = coin, il existe une atténuation,
3. en montant sur la pente, l’atténuation se transforme en amplification,
4. l’amplification maximale est atteinte au point d’abscisse x/L = 1. Ce point est le plus
critique pour l’analyse sismique. Donc dans la suite, on s’appuiera sur les résultats obtenus
pour ce point.
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Figure 9.28 — Spectres de réponse en accélération au point central (x/L = 0)
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Figure 9.29 — Spectres de réponse en accélération au pied de la pente
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Figure 9.30 — Spectres de réponse en accélération au pied situé à mi-pente
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Figure 9.31 — Spectres de réponse en accélération au sommet de la pente
9.4.1 Domaine d’influence de l’effet topographique dans les vallées vides
Si toutes les courbes de spectre de réponse en accélération des différents points de vallées sont
établies sur une seule figure, le domaine d’influence des effets topographiques dans les vallées
vides peut être déterminé (Fig. 9.32).
9.4.2 Quantification de l’effet topographique dans les vallées vides
Comme on le voit dans la figure (9.31), si la valeur de H/L augmente, l’accélération spectrale
croît. Si on compare les courbes de toutes les configurations étudiées, il est difficile de trou-
ver une corrélation entre les caractéristiques de la topographie et l’amplification de la réponse
sismique du site.
9.4.2.1 Géométries non-courbes (triangle, trapèzes et rectangles)
Dans un premier temps, on élimine les courbes relatives à l’ellipse et à l’ellipse tronquée (Fig.
9.33). Le tableau (9.3) établit une relation entre les paramètres géométriques des configurations
restantes et le classement des amplifications sismiques calculées. Le classement 1 correspond à
la plus forte amplification.
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Figure 9.32 — Domaine d’influence des effets topographiques sur les réponses sismiques
des vallées vides. Le spectre de Ricker est représenté en noir et les lignes grises sont les
spectres de réponse en accélération des différents points d’observation des vallées vides.
Classement Forme Dimension (H/L) Surface (S) Angle (A) S/A
1 Rectangle 1 20, 000m2 90◦ 222.2
2 Rectangle 0.6 12, 000m2 90◦ 133.3
3 Trapèze 1 14, 000m2 120◦ 116.7
4 Rectangle 0.4 8, 000m2 90◦ 88.8
5 Triangle 1 10, 000m2 135◦ 74.07
6 Trapèze 0.6 8, 400m2 135◦ 62.2
7 Triangle 0.6 6, 000m2 150◦ 40.0
7 Trapèze 0.4 5, 600m2 146◦ 38.4
8 Triangle 0.4 4, 000m2 158◦ 44.4
8 Rectangle 0.2 4, 000m2 90◦ 25.3
9 Triangle 0.2 2, 000m2 169◦ 17.3
9 Trapèze 0.2 2, 800m2 162◦ 11.8
Tableau 9.3 — Classement de courbes
Il y a une relation très claire entre le paramètre de « Surface/Angle » et le classement (la vallée
triangulaire caractérisée par le rapport de forme H/L = 0.4 est une exception, mais de faible
importante). Donc, on peut considérer que les courbes de spectre de réponse sont indépendantes
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Figure 9.33 — Spectres de réponse en accélération au sommet de la pente pour les géomé-
tries non-courbes (triangle, trapèzes et rectangles).
de la forme de la vallée. On peut ainsi modéliser l’effet de site topographique subi par les
différentes configurations uniquement avec le paramètre Surface/Angle (S/A) [160].
9.4.2.2 Géométries courbes (ellipses et ellipses tronquées)
Dans un second temps, on étudie toutes les formes géométriques envisagées à H/L fixé (9.31).
La modélisation de l’effet de site topographique pour les configurations courbes (ellipse et
ellipse tronquée) est désormais possible. Pour chaque valeur de H/L, le spectre de réponse
croît avec le paramètre Surface/Angle. On note de plus que le comportement des formes courbes
(ellipse et ellipse tronquée) est intermédiaire : les courbes spectrales sont toujours situées entre
celles des vallées rectangulaires et celles des vallées trapézoïdales [160].
9.5 Étude des effets combinés topographiques et géologiques
dans les bassins sédimentaires 2D
Comme expliqué ci-dessus, les codes de dimensionnement parasismiques actuels reposent sur
des calculs issus de modèles unidimensionnels. L’objectif de cette section est d’étudier l’ef-
fet combiné des caractéristiques géométriques et du contraste d’impédance des sédiments par
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Figure 9.34 — Effet de la hauteur sur le spectre de réponse des couches de sol unidimen-
sionnelles
rapport au substratum α sur le spectre de réponse élastique en accélération.
9.5.1 Cas d’une couche de sol unidimensionnelle
9.5.1.1 Période du site Ts
On veut étudier l’influence de la hauteur de sédiments et des propriétés de ceux-ci sur le spectre
de réponse dans le cas d’une couche unidimensionnelle afin d’adopter une démarche générali-
sable ensuite au cas bidimensionnel.
On étudie la réponse d’une couche de sol unidimensionnelle pour α variant de 0.2 à 0.5 (Tab.
9.2) et H de 10 à 100m.
On s’intéresse tout d’abord à la période du pic d’amplification Ts. On observe que lorsque H
augmente pour α fixé, on observe d’abord un décalage du pic vers des périodes plus élevées. Si
on augmente encore H , pour des valeurs de α faibles, on observe ensuite un retour du pic vers
de faibles périodes (Fig. 9.34).
De même, lorsque α diminue pour H fixé on a un décalage du pic vers des périodes plus élevées
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Figure 9.35 — Effet du contraste d’impédance sur le spectre de réponse des couches de sol
unidimensionnelles
(Fig. 9.35).
Si on suppose que l’amplification maximale se produit pour la période du spectre de réponse
correspondant à la fréquence de résonance de la couche de sol on a :
Ts =
1
fn
=
4H
vs
=
4ρs
ρrvr
H
α
= 0.0027
H
α
(9.22)
On trace Ts en fonction de H/α pour les cas où l’amplification est significative et on compare
les points obtenus grâce à HYBRID avec le modèle théorique Ts = 0.0027H/α. Pour H/α
compris entre 65 et 300, les données issues du calcul sont très proches du modèle théorique
(Fig. 9.36) :
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Figure 9.36 — Détermination de Ts en fonction de H/α
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Si on définit pour chaque point l’erreur relative en pourcentage ei(%) =
(T calculs − Tmodles )
Tmodles
,
l’erreur relative maximale en pourcentage est eimax(%) = max |ei(%)| = 15.3% et l’erreur
relative moyenne en pourcentage est e¯i(%) =
1
n
n∑
i=1
|ei(%)| = 3.9%.
Ces valeurs de H/α correspondent à des fréquences de résonance de la couche de sol allant de
1.2 à 5.8 Hz.
On remarque que ces fréquences sont celles contenues dans le signal de Ricker. Pour des fré-
quences plus élevées (H/α plus faible) non contenues dans le signal de Ricker, l’amplification
est très faible ce qui ne permet pas de déterminer correctement la période Ts.
Les fréquences plus basses (H/α plus élevé) correspondent à l’observation du retour de la pé-
riode du site vers les périodes faibles. On peut donc supposer que ces fréquences étant peu
présentes dans le signal incident, la couche de sol résonne selon un mode de résonance plus
élevé. Pour la suite de notre étude nous écarterons ces cas.
La corrélation avec la théorie étant très bonne, cela permet de valider le modèle de calcul.
9.5.1.2 Rapport spectral
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Figure 9.37 — Spectres de réponse en accélération de couches de sol unidimensionnelles
pour H/α ≺ 225 (en noir Ricker, en bleu α = 0.2, en jaune α = 0.3, en rouge α = 0.4)
On observe que pour une même période Ts, l’amplitude des spectres diminue lorsque α
augmente (Fig. 9.37) et lorsque H augmente (ces deux paramètres étant liés par la relation
Ts = 0.0027H/α).
On veut représenter sur un même graphique les rapports spectraux des différentes couches de
sol pour pouvoir estimer le rapport spectral à partir des valeurs de α et de H (Fig. 9.38).
On choisit de représenter en abscisse le paramètre H/α qui gouverne la période de pic Ts et
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en ordonnée le paramètre (SR − 1)H . Le paramètre (SR − 1) permet une bonne visualisa-
tion de l’amplification ou de la non-amplification. En effet, lorsqu’il n’y a pas d’amplification
(SR− 1) = 0.
On multiplie ensuite ce paramètre par H pour prendre en compte le fait que le rapport spectral
diminue lorsque H augmente pour une période donnée.
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Figure 9.38 — Évolution du paramètre (SR− 1)H en fonction du paramètre H/α
9.5.2 Cas bidimensionnel
9.5.2.1 Vallées pleines
Ici, les réponses en accélération des vallées pleines sont comparées aux réponses de colonnes de
sol unidimensionnelles. La hauteur de la colonne 1D de référence est choisie égale à l’épaisseur
de la couche sédimentaire à l’aplomb du point d’observation considéré dans la vallée pleine.
Pour étudier seulement l’influence de la bidimensionnalité sur la réponse du site, on néglige
l’effet du contraste d’impédance et on continue le calcul avec le rapport d’impédance sédi-
ment/substratum α fixé à 0.3. Les caractéristiques géométriques des vallées ont été exposées
auparavant. On suppose que les vallées sont complètement remplies par une unique couche sé-
dimentaire homogène.
Pour un type de vallée pleine donné, on choisit 13 points superficiels servant de stations d’obser-
vation pour étudier les effets combinés de la topographie et des sédiments. On trace les spectres
de réponse en accélération pour chaque point d’observation et pour la station de référence. On
trace également la courbe du rapport spectral obtenu par la normalisation des spectres observés
par le spectre de référence. On obtient un triplet de courbes pour chaque point d’observation
choisi et pour chaque type de vallée. Ces points représentent des stations d’observation parti-
culièrement intéressantes du point de vue de l’ingénierie sismique. Par exemple, on a présenté
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dans l’annexe E ces courbes sur les points de surface des vallées avec H fixé à 100m. Pour
savoir le comportement de chaque vallée sous sollicitation sismique, on trace le rapport spec-
tral en fonction de la variable adimensionnelle x/L pour les différentes vallées (Fig. 9.39). On
trouve que [160] :
1. toutes les courbes sont constituées de deux parties. Une partie décroissante du point central
(x/L = 0) jusqu’à un point d’abscisse comprise entre x/L = 0.5 et x/L = 1, et une par-
tie croissante entre le point intermédiaire d’abscisse x/L = 0.5 et le sommet de la pente
x/L = 1. Pour la première partie, c’est évident que si on s’éloigne du point central, l’am-
plitude décroît [145]. La partie croissante de la courbe montre la prédominance de l’effet
topographique sur les pentes du relief recouvertes de sédiment. Dans la partie centrale de
la vallée, l’effet sédimentaire unidimensionnel contrôle la réponse locale du site. Sur les
pentes du bassin sédimentaire, la présence d’alluvions ne fait qu’atténuer l’amplification
topographique dominante.
2. sur quasiment toutes les courbes, l’amplification maximale est atteinte au point central de
la vallée x/L = 0. Donc ce point est le plus critique. Par conséquent, dans la suite, on
s’intéresse à la modélisation des effets combinés au centre des vallées. Les figures (9.40),
(9.41) et (9.42) représentent le spectre de réponse en accélération de différentes vallées
aux points superficiels d’abscisses x/L = 0, x/L = coin inférieur et x/L = mi− pente.
En comparant ces courbes, on observe les mêmes tendances que précédemment : si on
s’éloigne du point central de la vallée, l’amplitude de la réponse en accélération décroît.
Comparaison des effets combinés et 1D dans les vallées pleines
Comme on le voit dans la figure (9.40), les courbes forment un groupe très compact. Pour
avoir une meilleure lisibilité des résultats, on considère seulement les sept courbes donnant
les plus fortes amplifications. Dans le tableau (9.4), la courbe n◦1 correspond à la plus forte
amplification de la réponse spectrale en accélération.
Classement Forme Dimension (H/L) Surface (S) Hauteur (H) H/S
1 Rectangle 1 20, 000m2 100 0.005
2 Ellipse tronquée 1 15, 700m2 100 0.006
3 Rectangle 0.6 12, 000m2 60 0.005
4 Ellipse 1 15, 708m2 100 0.006
5 Ellipse tronquée 0.6 9, 055m2 60 0.006
6 Trapèze 0.6 8, 400m2 60 0.007
7 Triangle 0.4 4, 000m2 40 0.01
Tableau 9.4 — Classement de courbes de l’effet combiné
On présente dans le tableau (9.4) un paramètre de « Hauteur/Surface (H/S) ». On considère que
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(b) Vallée trapézoïdale
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(c) Vallée ellipsoïdale
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(d) Vallée ellipsoïdale tronquée
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Figure 9.39 — Courbes du « rapport spectral en fonction de la variable adimensionnelle
x/L » pour les différentes vallées pleines
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Figure 9.40 — Spectres de réponse en accélération au point central des vallées pleines
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Figure 9.41 — Spectres de réponse en accélération au pied de la pente des vallées pleines
si H/S diminue, l’amplification augmente. La vallée rectangulaire caractérisée par le rapport
de forme H/S = 0.6 est une exception, mais de faible importance. Il est important de noter
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Figure 9.42 — Spectres de réponse en accélération au point situé à mi-pente
que :
H
S
∝ 1
L
(9.23)
Autrement dit :
H
S
↓⇒ 1
L
↓⇒ L ↑⇒ amplification ↑ (9.24)
Cela veut dire que, au point fixé x/L = 0, quandL augmente, l’amplification augmente. D’autre
part, au point fixé x/L = 0, si la valeur de la hauteur est constante, avec l’augmentation de la
largeur en surface, l’influence de l’effet topographique dans une vallée pleine disparaît et donc
l’effet combiné se transforme en effet géologique 1D.
Pour vérifier ce résultat, on compare les vallées caractérisées par la même profondeur, mais
par des surfaces S différentes. Dans ce cas, faire varier S en maintenant H constante revient à
faire varier L à H fixé. On trace les courbes pour les valeurs de H égales à 20 et 100 qui sont
les valeurs minimale et maximale de la hauteur (Figs. 9.43 et 9.44). Alors, on arrive au même
résultat : si S augmente, l’amplification de la réponse en accélération au centre de la vallée
augmente. Une question se pose : sur un point éloigné de l’effet topographique, si la valeur
de L tend vers ∞, est-ce que les courbes représentant les effets combinés 2D tendent vers les
courbes caractérisant l’effet 1D ?
Pour répondre à cette question, les réponses en accélération de vallées pleines sont comparées
aux réponses de colonnes de sol unidimensionnelles. La hauteur de la colonne 1D de réfé-
rence est choisie égale à l’épaisseur de la couche sédimentaire à l’aplomb du point d’observa-
tion considéré dans la vallée pleine (Figs. 9.45, 9.46, 9.47, 9.48). En comparant les différentes
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Figure 9.43 — Spectres de réponse en accélération pour H=20m
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Figure 9.44 — Spectres de réponse en accélération pour H=100m
courbes, on trouve que sur un point éloigné de l’effet topographique, si la valeur de L va vers
∞, les courbes de l’effet combiné tendent vers la courbe caractéristique de l’effet 1D. Alors,
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dans ce point, l’effet 1D est prédominant.
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Figure 9.45 — Comparaison des réponses en accélération des vallées pleines et des réponses
de colonnes de sol 1D au point central pour H=20m
9.5.2.2 Vallées semi-pleines
Dans cette section, on s’intéresse à l’étude des effets de taux de remplissage (Fig. 9.23) et de
contraste d’impédance des sédiments par rapport au substratum α (Tab. 9.2) sur le spectre de ré-
ponse en accélération. Les formes de vallée étudiées se limitent aux configurations triangulaire
et trapézoïdale.
Évolution spatiale
Dans un premier temps, on trace le rapport spectral en fonction de la position du point considéré
(Figs. 9.49 et 9.50).
On peut remarquer que l’on passe d’un comportement de vallée vide avec une amplification
maximale au bord de la vallée à un comportement de vallée pleine avec une amplification maxi-
male au centre de la vallée. Pour une vallée remplie au quart, on remarque que le comportement
est le même que celui d’une vallée vide. Pour les taux de remplissage intermédiaires, on a un
maximum local au bord de la vallée, un maximum local au centre de la vallée et un minimum au
point de contact entre les sédiments et le substratum. On observe également une décroissance
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Figure 9.46 — Comparaison des réponses en accélération des vallées pleines et des réponses
de colonnes de sol 1D au point central pour H=40m
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Figure 9.47 — Comparaison des réponses en accélération des vallées pleines et des réponses
de colonnes de sol 1D au point central pour H=60m
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Figure 9.48 — Comparaison des réponses en accélération des vallées pleines et des réponses
de colonnes de sol 1D au point central pour H=100m
du rapport spectral lorsque l’on s’éloigne de la vallée (Fig. 9.51).
Nous étudierons par la suite ces deux points spécifiques : le point de contact sédi-
ments/substratum et le centre de la vallée (x/L = 0).
Point de contact sédiments/substratum
Au point de contact entre les sédiments et le substratum, on remarque que le rapport spectral est
toujours inférieur au rapport spectral de la vallée vide correspondante (effet topographique). On
peut donc ne considérer, dans les zones où le rocher affleure, que l’effet topographique d’une
vallée vide et se placer ainsi dans le sens de la sécurité.
On vérifie autant sur les cas des vallées profondes que peu profondes, pleines ou remplies au
quart que le spectre de la vallée vide est toujours supérieur au spectre de la vallée contenant des
sédiments (Fig. 9.52).
Point central de la vallée
Pour les différentes configurations étudiées, l’enveloppe des spectres obtenus au point central
de la vallée est établi sur la figure (9.53).
On observe que certains spectres sont légèrement atténués pour les périodes basses du fait de
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Figure 9.49 — Rapport spectral en fonction de l’abscisse du point considéré pour les confi-
gurations triangulaires de vallées, différentes caractéristiques de sol et différents taux de rem-
plissage.
l’effet topographique mais l’effet d’amplification des spectres amplifiés est néanmoins nette-
ment plus marqué. C’est pourquoi nous nous intéresserons uniquement aux effets d’amplifica-
tion.
Période du site
En suivant la même démarche que pour une couche de sol unidimensionnelle, on vise à définir
un critère permettant de caractériser la période de site Ts pour les configurations pour lesquelles
l’amplification est significative.
On propose d’étudier l’évolution de la période du site en fonction du paramètre S1/α
√
α qui
permet de combiner les caractéristiques du sol (paramètre α) et les caractéristiques géomé-
triques (paramètre S1) comme montré dans la figure (9.54).
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Figure 9.50 — Rapport spectral en fonction de l’abscisse du point considéré pour les confi-
gurations trapézoïdales de vallées, différentes caractéristiques de sol et différents taux de
remplissage.
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Figure 9.51 — Évolution du spectre de réponse le long d’une vallée trapézoïdale (H/L =
0.6, H1/H = 0.5, α = 0.3) (Spectre de Ricker en noir)
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(b) H1/H = 0.25, H/L = 1, x/L = 0.55
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(c) H1/H = 1, H/L = 0.2, x/L = 1
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(d) H1/H = 1, H/L = 1, x/L = 1
Figure 9.52 — Point de contact sédiments / substratum
Les différentes valeurs du paramètre S1/α
√
α pour toutes les configurations étudiées sont pré-
sentées en annexe F.
On se place dans le cas où 13000 ≺ S1/α
√
α ≺ 120000. Pour S1/α
√
α ≺ 13000 l’am-
plification n’est pas suffisante pour pouvoir déterminer une période Ts représentative. Pour
S1/α
√
α Â 120000, on écarte le cas correspondant à : (H/L = 1, α = 0.2, H1/H = 1 et
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Figure 9.53 — Enveloppe des spectres obtenus en faisant varier les caractéristiques géomé-
triques et les paramètres du sol. Le spectre de Ricker est représenté en noir.
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Figure 9.54 — Évolution de la période du site en fonction de S1/α√α pour les formes
trapézoïdales et triangulaires
S1/α
√
α = 156000) pour lequel on observe un retour du pic vers les basses périodes.
On observe une évolution à tendance linéaire de Ts en fonction de S1/α
√
α.
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Pour une couche de sol unidimensionnelle, on a observé que pour une même période les spectres
sont plus élevés pour les sols mous (α plus faible). Par analogie avec le cas 1D, on propose de
représenter (SR − 1)S1 en fonction du paramètre S1/α
√
α qui gouverne la période d’amplifi-
cation du site Ts (Fig. 9.55).
On obtient pour les formes triangulaires et trapézoïdales les points suivants après avoir écarté
le cas correspondant aux valeurs des différents paramètres suivantes : H/L = 1, α = 0.2,
H1/H = 1, S1/α
√
α = 156000 ; ce cas correspondant au retour vers les basses fréquences de
la période Ts que nous avons déjà observé dans le cas unidimensionnel.
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Figure 9.55 — Évolution du paramètre (SR− 1)S1 en fonction du paramètre S1/α√α
On observe que l’amplification peut être considérée comme négligeable jusqu’à un seuil tel que
S1/α
√
α = 13000. L’évolution de (SR − 1)S1 en fonction de S1/α
√
α montre ensuite une
tendance parabolique.
À partir de ces courbes on peut maintenant, en connaissant les caractéristiques géométriques
de la vallée S1 et les caractéristiques du sol α, calculer le coefficient S1/α
√
α. À partir de ce
coefficient on peut estimer, par lecture sur les courbes précédemment fournies la période du pic
Ts ainsi que le coefficient (SR− 1)S1 et par déduction la valeur du rapport spectral SR.
9.6 Conclusion
S’il n’est pas encore pris en compte dans la réglementation parasismique, de nombreuses études
ont montré l’importance de l’effet de bassin 2D sur le mouvement sismique. En effet, celui-ci
donne souvent lieu à un accroissement de l’amplification du signal sismique par rapport au cas
1D. De plus on observe un allongement de la durée du signal sismique.
Le but recherché dans ce chapitre a été de définir un critère simple combinant les caractéristiques
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géométriques et les caractéristiques du sol, permettant de prédire l’amplification du spectre de
réponse en accélération dans des vallées sédimentaires aussi bien que vides.
Comme on l’a vu dans la section (9.4), il existe un critère géométrique permettant d’estimer
l’effet topographique dans les vallées vides bidimensionnelles. L’effet topographique est direc-
tement lié au paramètre Surface/Angle (S/A), et est indépendant de la forme de la vallée.
Dans la section (9.5.1) on a retrouvé que dans le cas d’une couche de sol unidimensionnelle, on
retrouve les mêmes résultats que la solution analytique connue pour une couche de sol soumise
à une onde de cisaillement harmonique. En effet, le spectre de réponse en accélération connaît
son amplification maximale pour la période d’oscillateur correspondant à la fréquence de réso-
nance d’une couche de sol.
Dans la section (9.5.2.1), on a vu que la réponse sismique de chaque vallée pleine dépend de
la position du point d’observation. Entre x/L = 0 et x/L = 0.5, l’effet sédimentaire est pré-
pondérant. Pour x/L compris entre 0.5 et 1, l’effet topographique tend à amplifier la réponse
spectrale en accélération, et la présence de sédiments sur les pentes de la vallée ne fait qu’at-
ténuer cet effet topographique dominant. On a aussi vérifié que la réponse sismique maximale
des vallées alluviales pleines (effet 2D) était atteinte au point central de la vallée (x/L = 0).
Cette station d’observation est la moins influencée par l’effet topographique en ce qui concerne
les points superficiels à l’intérieur de la vallée pleine. On constate que si la valeur de L tend
vers l’infini, les courbes caractéristiques de la réponse 2D (effets topographique et sédimentaire
combinés) tendent vers les spectres de réponse obtenus en 1D (effet sédimentaire). Et donc,
l’effet 1D devient prédominant.
Également, dans la section (9.5.2.2) on a observé qu’en augmentant le taux de remplissage, on
passe d’un comportement de vallée vide à un comportement de vallée pleine.
Maintenant, deux questions se posent :
1. Est-ce qu’on peut définir un critère clair pour estimer l’effet topographique dans une vallée
vide ?
2. Est-ce qu’on peut définir un critère clair pour estimer l’effet combiné aux différents points
à la surface d’une vallée sédimentaire ?
9.6.1 Définition d’un critère clair pour l’effet topographique dans une
vallée vide
Comme on l’a présenté ci-dessus, on peut classer les spectres de réponse en accélération selon
un critère géométrique unique : le rapport Surface/Angle (S/A). En utilisant la figure (9.33), et
en faisant une régression entre les valeurs minimale et maximale du paramètre S/A, on peut
trouver le spectre de réponse en accélération d’une vallée quelconque.
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9.6.2 Définition d’un critère clair pour l’effet combiné aux différents
points superficiels d’une vallée sédimentaire
En ce qui concerne les vallées sédimentaires pleines, nous tentons de définir un critère permet-
tant de déterminer l’effet de site prépondérant à la surface. D’après la section (9.4), concernant
l’effet topographique, la réponse spectrale en accélération est atténuée pour tous les points d’or-
donnée inférieure à celle du point situé à mi-pente. Mais dans la section (9.5.2.1), concernant les
effets de site combinés dans les vallées sédimentaires pleines, on a vu que dans la zone centrale
(première partie), il existe une amplification de la réponse sismique. Donc, dans la zone centrale
l’effet sédimentaire domine l’effet topographique, qui aurait tendance à atténuer la réponse. On
peut vérifier ce constat dans les figures (9.56) à (9.57).
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Figure 9.56 — Comparaison entre l’effet topographique et l’effet combiné dans les vallées
pleines au centre de la vallée x/L = 0
On a également observé qu’au point central, les spectres caractéristiques des effets combinés
2D tendaient vers les courbes obtenues par des simulations unidimensionnelles. Ce constat re-
joint la conclusion précédente : l’effet sédimentaire est toujours dominant au centre des vallées
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Figure 9.57 — Comparaison entre l’effet topographique et l’effet combiné dans les vallées
pleines au pied de la pente
alluviales. Si nous comparons l’effet topographique et l’effet géologique sur le point à mi-pente
(Fig. 9.58), on peut voir que l’effet topographique est légèrement prédominant par rapport à
l’effet géologique. Le point à mi-pente constitue donc une bonne zone de transition : à partir
de ce point, jusqu’au bord de la vallée (x/L = 1), l’effet topographique devient prédominant
(la prépondérance des effets de site s’inverse). En conclusion, dans la zone centrale (du point
x/L = 0 à x/L = mi − pente), on peut utiliser les résultats de l’analyse unidimensionnelle
(comme dans les règlements parasismiques actuels). Et dans la zone latérale, on peut estimer
la réponse spectrale des vallées sédimentaires à partir des spectres caractéristiques de l’effet
topographique, présentés dans la section (9.4).
En ce qui concerne les vallées sédimentaires partiellement remplies, on a observé qu’au centre
de la vallée, il y a une évolution à tendance linéaire de la période d’amplification maximale
Ts en fonction du paramètre S1α
√
α. Ce paramètre permet de combiner les caractéristiques du
sol et les caractéristiques géométriques de la vallée. Au centre de la vallée on peut estimer le
rapport spectral SR à partir de la courbe présentant l’évolution de (SR − 1)S1 en fonction de
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Figure 9.58 — Comparaison entre l’effet topographique et l’effet combiné dans les vallées
pleines au point situé à mi-pente
S1α
√
α (Fig. 9.55).
Conclusions et Perspectives
CE travail de recherche se situe dans le cadre du développement de la méthode deséléments de frontière (BEM) pour les milieux poreux multiphasiques. À l’heure actuelle,
l’application de la BEM aux problèmes des milieux poreux non-saturés est encore limitée,
car l’expression analytique exacte de la solution fondamentale n’a pas été obtenue, ni dans le
domaine fréquentiel ni dans le domaine temporel. Ceci provient de la complexité du système
d’équations régissant le comportement des milieux poreux non-saturés.
Les développements de la BEM pour les sols non-saturés effectués au cours de cette thèse
sont basés sur les modèles thermo-hydro-mécanique (THHM) et hydro-mécanique (HHM)
présentés dans la première partie de ce mémoire. Ces modèles phénoménologiques sont obtenus
en se basant sur la théorie de la poromécanique et les acquis expérimentaux. Par conséquent,
quelques phénomènes microscopiques qui se manifestent au niveau macroscopique dans
les expérimentations sont automatiquement considérés. Autrement dit, ces modèles sont
multi-échelles. Un de ces phénomènes est la pression capillaire de la succion qui a été prise
en compte au niveau du Volume Élémentaire de Référence (VER). Quant à la théorie de la
poromécanique, ces modèles sont obtenus dans le cadre du modèle mathématique présenté
par Gatmiri [143] et Gatmiri et al. [150] en utilisant la contrainte nette « σ − pa », la succion
« pa − pw » et la température « T » (dans le cas non-isotherme) comme des variables d’état
indépendantes. Dans ce modèle, l’effet de déformation sur la distribution de succion et de
température dans le squelette solide ainsi que l’effet réciproque sont inclus par l’intermédiaire
d’une formulation des surfaces d’état en indice des vides « e » et en degré de saturation « Sr ».
Quant à la modélisation du comportement dynamique des sols non-saturés, on a utilisé la
notion « u− pw − pa ». Le système final des équations de champs concernant le comportement
dynamique des sols non-saturés est fondé sur des hypothèses simplificatrices dans lesquelles
les accélérations relatives de l’eau et de l’air par rapport au squelette solide sont négligées.
Après avoir présenté les modèles THHM et HHM, on a réussi à établir, pour la première fois,
les équations intégrales de frontière et les solutions fondamentales associées pour des sols non-
saturés soumis aux chargements suivants :
• quasi-statiques isothermes. Les solutions fondamentales sont obtenues dans le domaine
de Laplace pour le cas 2D [237].
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• quasi-statiques non-isothermes. Les solutions fondamentales sont dérivées pour les deux
cas 2D et 3D dans le domaine de Laplace. Comme les transformées inverses des fonctions
qui forment les solutions dans le domaine de Laplace peuvent se trouver analytiquement,
on a fait un effort pour obtenir les formes explicites des solutions fondamentales dans le
domaine temporel [161, 231, 232, 235, 239].
• dynamiques. Les solutions fondamentales sont trouvées pour les deux cas 2D et 3D dans
le domaine de Laplace [233, 234, 238, 240].
Comme montré dans la partie 2, les équations intégrales de frontière sont obtenues en appro-
chant le point source ξ vers la frontière Γ. Par conséquent, afin de déterminer des inconnues de
frontière, il est nécessaire de connaître le comportement des solutions fondamentales lorsque
r = |ξ − x| tend vers zéro, autrement dit, quand le point d’intégration x s’approche du point
de collocation ξ. Alors, le développement en série par rapport à la variable r = |ξ − x| a
été effectué pour montrer les singularités de ces solutions dans la limite r → 0. Également,
les solutions fondamentales dérivées ont été vérifiées analytiquement avec les cas simplifiés
élastodynamique, élastostatique, poroélastostatique et thermo-hydro-mécanique à l’état sta-
tionnaire existant dans la littérature. Pendant la dérivation de l’équation intégrale de frontière,
plusieurs abréviations correspondant aux termes adjoints ont été apparus. Les formes explicites
de ces termes ont été dérivées également en introduisant les solutions fondamentales obtenues
et leurs dérivées partielles. Finalement, quelques exemples de solutions fondamentales ont été
calculées pour visualiser leurs comportements principaux.
Dan une autre étape, les équations intégrales de frontière dans lesquelles les solutions fon-
damentales obtenues sont les fonctions noyaux, ont été traitées par la méthode des éléments
de frontière (BEM). Comme le changement de la succion dans les sols non-saturés mène aux
changements des valeurs de l’indice des vides, du degré de saturation en eau et des coefficients
de perméabilité à l’eau et à l’air, donc la nature du comportement physique des sols non-saturés
par rapport au temps est non-linéaire. Ceci nécessite un développement de la BEM dans le
domaine temporel. Comme il semble être difficile d’obtenir les solutions fondamentales pour
les sols non-saturés explicitement dans le domaine temporel, on a développé les formulations
de la BEM en se basant sur la méthode quadrature de convolution (MQC). Dans cette approche,
les intégrales temporelles de convolution sont déterminées par la transformée de Laplace des
solutions fondamentales et par une méthode multipas linéaire. Les intégrales spatiales ont été
aussi évaluées à l’aide des techniques numériques.
Une fois la discrétisation dans le temps et dans l’espace effectuée, un système d’équations
algébriques a été établi en utilisant la méthode de collocation pour construire une solution
approchée du problème original. Selon cette méthode, les équations intégrales doivent être
exactement vérifiées aux points de collocation à tout instant. En pratique, la collocation se fait
à tous les noeuds d’interpolation, c’est-à-dire que les points de collocation coïncident avec
ces derniers. Dans cette étude, selon le cas étudié on a i degrés de liberté pour chaque noeud
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du problème : i = 3 (u1, u2, pw) pour les sols saturés et i = 4 (u1, u2, pw, pa) pour les sols
non-saturés. Ceci aboutit à i équations intégrales pour chaque noeud du problème.
Afin d’assembler le système d’équations algébriques, l’évaluation numérique des intégrales sur
les éléments isoparamétriques a été traitée en fonction de la présence du point source ξ dans le
même élément que celui du point d’observation x. Dans le cas des intégrales non-singulières
ou régulières, on a utilisé les méthodes de quadrature de Gauss. Un traitement spécial dit
la méthode de subdivision des éléments [210, 312] a été appliqué lorsque l’intégrande varie
brutalement quand le point de collocation s’approche de l’élément. Dans cette méthode,
le but est de développer un critère qui assure à peu près la même précision d’intégration
partout, sans tenir compte de la proximité du point de collocation ξ. Dans le cas des intégrales
singulières ou impropres, la technique dite la « translation du corps rigide » a été utilisée pour
la détermination des intégrales en valeur principale de Cauchy [73, 101].
Les formulations d’éléments de frontière (BEM) pour les problèmes de propagation d’ondes
2D ainsi que pour les problèmes de consolidation dans les milieux poreux saturés et non-saturés
ont été implémentées dans le code de calcul « HYBRID ». Ce code, initialement écrit par
Gatmiri et amélioré et modifié par Kamalian [193] et Nguyen [262], est développé en utilisant
la méthode des éléments finis (FEM) et la méthode des éléments de frontière (BEM). Ceci est
fait de telle sorte que chaque partie, FEM ou BEM, peut être appliquée séparément ou elles
peuvent être couplées l’une avec l’autre pour analyser des problèmes plus complexes. Des
variables de stockage dynamique ont été ajoutées pour les besoins des formulations intégrées
dans le code de calcul. La validation des développements effectués dans la partie de la BEM du
code de calcul HYBRID a été traitée en réalisant plusieurs cas test.
Ayant intégrées les formulations de BEM pour les problèmes de propagation d’ondes ainsi
que pour les problèmes de consolidation dans les milieux poreux saturés et non-saturés,
il nous semble avoir fourni à l’heure actuelle un premier code de calcul aux éléments de
frontière (BEM) qui modélise les différents problèmes dans les sols secs, saturés et non-saturés
[236, 237].
L’application du code HYBRID aux calculs d’effets de site sismiques est abordée dans la
dernière partie de ce mémoire [160, 159].
La communauté des ingénieurs est consciente que la réponse d’un site à une sollicitation
sismique dépend de la topographie et des caractéristiques géotechniques locales. Mais mal-
heureusement, les règlements d’ingénierie actuels reposent sur des calculs issus de modèles
unidimensionnels. Cette démarche ne donne pas de solution complète tenant compte de l’in-
fluence des conditions topographiques et géologiques sur l’amplitude et le contenu fréquentiel
de la réponse sismique.
Cette étude a donc permis de caractériser et de quantifier les effets de site dans des configu-
rations bidimensionnelles, dans le domaine spectral. L’objectif a été d’aboutir à un résultat
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directement exploitable par les ingénieurs. Nous avons considéré des vallées bidimensionnelles
de configurations triangulaire, trapézoïdale, rectangulaire, ellipsoïdale et ellipsoïdale tronquée
avec le rapport de forme H/L inférieur à 1 et avec différents taux de remplissage. Les
remplissages sédimentaires dans les vallées étudiées ont un rapport d’impédance α supérieur
à 0.2. À l’aide du code de calcul HYBRID, on a calculé les déplacements horizontaux à la
surface des vallées soumises à une onde de Ricker de type SV se propageant verticalement. Les
résultats ont été ensuite convertis sous forme de spectres de réponse en pseudo-accélération.
Pour les vallées vides, on peut classer les spectres de réponse en accélération selon un critère
géométrique unique : le rapport « Surface/Angle (S/A) ». En effet, en utilisant les spectres
obtenus par simulation numérique, et en faisant une régression entre les valeurs minimale et
maximale du paramètre S/A, on peut trouver le spectre de réponse en accélération d’une vallée
vide de topographie quelconque.
Par conséquent, pour évaluer l’influence de la bidimensionnalité dans la réponse en accélération
de vallées pleines, les réponses de bassins alluviaux sont comparées aux réponses de colonnes
de sol unidimensionnelles. On constate que le point central de la vallée donne la réponse la
plus éloignée du spectre caractéristique de l’effet topographique. De plus, l’amplification de la
réponse sismique y est maximale : c’est le point critique. Au centre de la vallée, l’effet 1D est
prédominant et si la valeur de la surface de la vallée tend vers l’infini, les spectres relatifs à
l’effet combiné tendent vers la courbe caractéristique de l’effet 1D.
Nous avons tenté de définir un critère permettant de déterminer l’effet de site prépondérant à
la surface d’une vallée pleine : dans la zone centrale de la vallée, c’est-à-dire entre le point
central et le point situé à mi-pente, on peut utiliser les résultats de l’analyse unidimensionnelle
(comme dans les règlements parasismiques actuels). Dans la zone latérale, entre le point situé à
mi-pente et le bord de la vallée, on peut estimer la réponse spectrale des vallées sédimentaires
à partir des spectres caractéristiques de l’effet topographique.
En ce qui concerne les vallées sédimentaires partiellement remplies, on a observé qu’au centre
de la vallée, il y une évolution à tendance linéaire de la période d’amplification maximale Ts en
fonction du paramètre S1α
√
α. Ce paramètre permet de combiner les caractéristiques du sol et
les caractéristiques géométriques de la vallée. Au centre de la vallée on peut estimer le rapport
spectral SR à partir de la courbe présentant l’évolution de (SR− 1)S1 en fonction de S1α
√
α.
Nous pouvons envisager plusieurs perspectives pour la suite de ce travail :
• sur le plan théorique :
– transformer les solutions fondamentales dynamiques obtenues dans le domaine de La-
place dans ce travail explicitement en domaine temporel, même s’il faudra prendre des
hypothèses simplificatrices.
• sur le plan numérique :
– étudier la stabilité numérique des formulations de la BEM basées sur la méthode qua-
drature de convolution (MQC) établies pour les problèmes de propagation d’ondes
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ainsi que pour les problèmes de consolidation dans les milieux poreux saturés et non-
saturés.
– approfondir l’effet de succion sur les réponses en déplacement, en pression d’eau et
en pression d’air des sols non-saturés soumis aux chargements quasi-statique et dyna-
mique.
– implémenter les équations intégrales de frontières en utilisant les solutions fondamen-
tales dynamiques 3D obtenues comme les fonctions noyaux, dans le code de calcul
HYBRID pour couvrir le problème de propagation d’ondes 3D dans les milieux po-
reux multiphasiques.
– implémenter les équations intégrales de frontières en utilisant les solutions fondamen-
tales thermo-hydro-mécaniques 2D et 3D obtenues comme les fonctions noyaux, dans
le code de calcul HYBRID pour modéliser les différents aspects liés aux problèmes du
transfert couplé de l’humidité et de la chaleur dans les milieux poreux multiphasiques
(par exemple, les problèmes concernant le stockage des déchets radioactifs dans les
formations géologiques) par la méthode des éléments de frontière.
• sur le plan de l’application (effets de site sismiques) :
– étendre ces travaux dans les vallées sédimentaires partiellement remplies, d’une part à
des vallées de formes différentes (par exemple rectangulaire ou ellipsoïdale), d’autre
part à des sols plus mous. En effet, des rapports d’impédance supérieurs à 0.2 ne per-
mettent pas de prendre en compte des sols aussi mous que celui de la vallée de Mexico
(Vs ≺ 100m/s).
– faire varier la fréquence prise égale à 2 Hz dans ce travail, afin d’étudier son influence
sur l’amplification spectrale dans les vallées vides, sédimentaires pleines et sédimen-
taires partiellement remplies.

ANNEXEADétail du calcul des solutions
fondamentales pour les sols
non-saturés soumis aux
chargements dynamiques
A.1 Dérivées partielles de Φ(r, s)
solution 2D
∇2Φ = 1
2pi
[
λ21K0 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ22K0 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ23K0 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ24K0 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
∇4Φ = 1
2pi
[
λ41K0 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ42K0 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ43K0 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ44K0 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
∇6Φ = 1
2pi
[
λ61K0 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ62K0 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ63K0 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ64K0 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
En considérant que
∂i [K0(λkr)] = −λkr,iK1(λkr)
∂i∂j [K0(λkr)] =
{
r,ir,jλ
2
kK0(λkr) +
(
2r,ir,j − δij
r
)
λkK1(λkr)
}
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on aura
∂iΦ =
−r,i
2pi
[
λ1K1 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ2K1 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ3K1 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ4K1 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
∂i∇2Φ = −r,i
2pi
[
λ31K1 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ32K1 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ33K1 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ34K1 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
∂i∇4Φ = −r,i
2pi
[
λ51K1 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ52K1 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ53K1 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ54K1 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
∂i∇6Φ = −r,i
2pi
[
λ71K1 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ72K1 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ73K1 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ74K1 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
∂i∂jΦ =
1
2pi
{(
2r,ir,j − δij
r
)[
λ1K1 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ2K1 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ3K1 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ4K1 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
+ r,ir,j
[
λ21K0 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ22K0 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ23K0 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ24K0 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]}
∂i∂j∇2Φ = 1
2pi
{(
2r,ir,j − δij
r
)[
λ31K1 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ32K1 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ33K1 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ34K1 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
+ r,ir,j
[
λ41K0 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ42K0 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ43K0 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ44K0 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]}
∂i∂j∇4Φ = 1
2pi
{(
2r,ir,j − δij
r
)[
λ51K1 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ52K1 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
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λ53K1 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ54K1 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]
+ r,ir,j
[
λ61K0 (λ1r)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
+
λ62K0 (λ2r)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
+
λ63K0 (λ3r)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
+
λ64K0 (λ4r)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
]}
solution 3D
∇2Φ = 1
4pir
[
λ21 exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ22 exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ23 exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ24 exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
∇4Φ = 1
4pir
[
λ41 exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ42 exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ43 exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ44 exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
∇6Φ = 1
4pir
[
λ61 exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ62 exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ63 exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ64 exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
∂,iΦ =
−r,i
4pir2
[
(1 + rλ1) exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
(1 + rλ2) exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
(1 + rλ3) exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
(1 + rλ4) exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
∂,i∇2Φ = −r,i
4pir2
[
λ21 (1 + rλ1) exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ22 (1 + rλ2) exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ23 (1 + rλ3) exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ24 (1 + rλ4) exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
∂,i∇4Φ = −r,i
4pir2
[
λ41 (1 + rλ1) exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ42 (1 + rλ2) exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ43 (1 + rλ3) exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ44 (1 + rλ4) exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
∂,i∂,jΦ =
1
4pi
{(
3r,ir,j − δij
r3
)[
(1 + rλ1) exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
(1 + rλ2) exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
(1 + rλ3) exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
(1 + rλ4) exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
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+
r,ir,j
r
[
λ21 exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ22 exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ23 exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ24 exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]}
∂,i∂,j∇2Φ = 1
4pi
{(
3r,ir,j − δij
r3
)[
λ21 (1 + rλ1) exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ22 (1 + rλ2) exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ23 (1 + rλ3) exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ24 (1 + rλ4) exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
+
r,ir,j
r
[
λ41 exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ42 exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ43 exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ44 exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]}
∂,i∂,j∇4Φ = 1
4pi
{(
3r,ir,j − δij
r3
)[
λ41 (1 + rλ1) exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ42 (1 + rλ2) exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ43 (1 + rλ3) exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ44 (1 + rλ4) exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]
+
r,ir,j
r
[
λ61 exp (−λ1r)
(λ21 − λ23) (λ21 − λ24) (λ21 − λ22)
+
λ62 exp (−λ2r)
(λ22 − λ24) (λ22 − λ23) (λ22 − λ21)
+
λ63 exp (−λ3r)
(λ23 − λ22) (λ23 − λ21) (λ23 − λ24)
+
λ64 exp (−λ4r)
(λ24 − λ21) (λ24 − λ22) (λ24 − λ23)
]}
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A.2 Coefficients des termes adjoints Cmni
CsS1 =
1
µ
− (λ+ µ) Λ2
ρs2
(λ21 −K2ss1) (λ21 −K2ss2)
(λ21 − λ22) (λ21 − λ23) (λ21 − λ24)
CsS2 =
1
µ
− (λ+ µ) Λ2
ρs2
(λ22 −K2ss1) (λ22 −K2ss2)
(λ22 − λ21) (λ22 − λ24) (λ22 − λ23)
CsS3 =
1
µ
− (λ+ µ) Λ2
ρs2
(λ23 −K2ss1) (λ23 −K2ss2)
(λ23 − λ24) (λ23 − λ22) (λ23 − λ21)
CsS4 =
1
µ
− (λ+ µ) Λ2
ρs2
(λ24 −K2ss1) (λ24 −K2ss2)
(λ24 − λ23) (λ24 − λ21) (λ24 − λ22)
CsW1 =
(Sw − ρwkws) s
(λ+ 2µ) kw (λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)

CsW2 =
(Sw − ρwkws) s
(λ+ 2µ) kw (λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)

CsW3 =
(Sw − ρwkws) s
(λ+ 2µ) kw (λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa (Sa − ρakas)− Caa (Sw − ρwkws)
)
s
ka (Sw − ρwkws)

CsA1 =
(Sa − ρakas) s
(λ+ 2µ) ka (λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)

CsA2 =
(Sa − ρakas) s
(λ+ 2µ) ka (λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)

CsA3 =
(Sa − ρakas) s
(λ+ 2µ) ka (λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa (Sw − ρwkws)− Cww (Sa − ρakas)
)
s
kw (Sa − ρakas)

CwS1 = −
F s
(λ+ 2µ) (λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cwa(1− F s)− F sCaa
)
s
F ska

CwS2 = −
F s
(λ+ 2µ) (λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cwa(1− F s)− F sCaa
)
s
F ska

CwS3 = −
F s
(λ+ 2µ) (λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cwa(1− F s)− F sCaa
)
s
F ska

CwW1 =
1
(λ24 − λ22) (λ23 − λ22)
(
λ22 −K2w
) (
λ22 − Λ2w
)
CwW2 =
1
(λ24 − λ23) (λ22 − λ23)
(
λ23 −K2w
) (
λ23 − Λ2w
)
CwW3 =
1
(λ23 − λ24) (λ22 − λ24)
(
λ24 −K2w
) (
λ24 − Λ2w
)
CwA1 =
s
(λ+ 2µ) ka
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ22 + ρCwas
2
(λ24 − λ22) (λ23 − λ22)
CwA2 =
s
(λ+ 2µ) ka
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ23 + ρCwas
2
(λ24 − λ23) (λ22 − λ23)
CwA3 =
s
(λ+ 2µ) ka
−
(
(λ+ 2µ)Cwa + (Sa − ρakas)F s
)
λ24 + ρCwas
2
(λ23 − λ24) (λ22 − λ24)
CaS1 = −
(1− F s)
(λ+ 2µ) (λ24 − λ22) (λ23 − λ22)
λ22 −
(
Cww(1− F s)− F sCwa
)
s
−(1− F s)kw

CaS2 = −
(1− F s)
(λ+ 2µ) (λ24 − λ23) (λ22 − λ23)
λ23 −
(
Cww(1− F s)− F sCwa
)
s
−(1− F s)kw

CaS3 = −
(1− F s)
(λ+ 2µ) (λ23 − λ24) (λ22 − λ24)
λ24 −
(
Cww(1− F s)− F sCwa
)
s
−(1− F s)kw

CaW1 =
s
(λ+ 2µ) kw
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ22 + ρCwas
2
(λ24 − λ22) (λ23 − λ22)
CaW2 =
s
(λ+ 2µ) kw
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ23 + ρCwas
2
(λ24 − λ23) (λ22 − λ23)
CaW3 =
s
(λ+ 2µ) kw
−
(
(λ+ 2µ)Cwa + (Sw − ρwkws) (1− F s)
)
λ24 + ρCwas
2
(λ23 − λ24) (λ22 − λ24)
CaA1 =
1
(λ24 − λ22) (λ23 − λ22)
(
λ22 −K2a
) (
λ22 − Λ2a
)
CaA2 =
1
(λ24 − λ23) (λ22 − λ23)
(
λ23 −K2a
) (
λ23 − Λ2a
)
CaA3 =
1
(λ23 − λ24) (λ22 − λ24)
(
λ24 −K2a
) (
λ24 − Λ2a
)
ANNEXEBDétail du calcul des solutions
fondamentales pour les sols
non-saturés soumis aux
chargements quasi-statiques
B.1 Dérivées partielles de φ(r, s) et Φ(r, s)
∇2 (Φ) = 1
2pi (λ21 − λ22)
(
K0 (λ1r)−K0 (λ2r)
)
∇4 (Φ) = 1
2pi (λ21 − λ22)
(
λ21K0 (λ1r)− λ22K0 (λ2r)
)
∂α (Φ) =
−r,α
2pi
(
K1 (λ1r)
λ1 (λ21 − λ22)
+
1
rλ21λ
2
2
+
K1 (λ2r)
λ2 (λ22 − λ21)
)
∂α∇2 (Φ) = −r,α
2pi (λ21 − λ22)
(
λ1K1 (λ1r)− λ2K1 (λ2r)
)
∂α∇4 (Φ) = −r,α
2pi (λ21 − λ22)
(
λ31K1 (λ1r)− λ32K1 (λ2r)
)
∂α∂βΦ =
1
2pi

r,αr,β
(λ21 − λ22)
(K2 (λ1r)−K2 (λ2r))− δαβ 1
(λ21 − λ22)
(
K1 (λ1r)
rλ1
− K1 (λ2r)
rλ2
)
+
(
2r,αr,β − δαβ
r2
)
1
λ21λ
2
2

∂α∂β∇2 (Φ) = 1
2pi (λ21 − λ22)
×(
r,αr,β
(
λ21K2 (λ1r)− λ22K2 (λ2r)
)− δαβ (λ1K1 (λ1r)
r
− λ2K1 (λ2r)
r
))
∂αφ =
1
2piµ (λ+ 2µ) ρaρwk′wk′a
×(−r,αK1 (λ1r)
λ31 (λ
2
1 − λ22)
+
r,α
rλ41 (λ
2
1 − λ22)
+
xα
2λ21λ
2
2
(
1
2
− ln(r)
)
+
−r,αK1 (λ2r)
λ32 (λ
2
2 − λ21)
+
r,α
rλ42 (λ
2
2 − λ21)
)
∂α∂βφ =
1
2piµ (λ+ 2µ) ρaρwk′wk′a
×
δαβ
1
λ21 (λ
2
1 − λ22)
[
1
r2λ21
− 1
rλ1
K1 (λ1r)
]
+ r,αr,β
1
λ21 (λ
2
1 − λ22)
[
K2 (λ1r)− 2
r2λ21
]
−δαβ 1
λ22 (λ
2
1 − λ22)
[
1
r2λ22
− 1
rλ2
K1 (λ2r)
]
− r,αr,β 1
λ22 (λ
2
1 − λ22)
[
K2 (λ2r)− 2
r2λ22
]
− δαβ
2λ21λ
2
2
ln (r)− r,αr,β
2λ21λ
2
2

ANNEXECDétail du calcul des solutions
fondamentales pour les sols
non-saturés soumis aux
chargements non-isothermes
quasi-statiques
C.1 Coefficients de l’équation du déterminant Dm
D1 = a2

a20
(
(a4a7 − a3a8)a16 + (−a5a7 + a3a9)a15 + (a5a8 − a4a9)a14
)
+
a21
(
− a5a8a13 + a4a9a13 − a4a6a16 + (a1 + a2)(a8a16 − a9a15) + a5a6a15
)
+
a22
(
a5a7a13 − a3a9a13 + a3a6a16 − a5a6a14 + (a1 + a2)(a9a14 − a7a16)
)
+
a23
(
− a4a7a13 + a3a8a13 − a3a6a15 + a4a6a14 + (a1 + a2)(a7a15 − a8a14)
)

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D2 = a2

a20
(
a4(a10a16 + a7a19 − a12a14 − a9a17) + a3(a12a15 + a9a18 − a11a16 − a8a19)
+ a5(a11a14 + a8a17 − a10a15 − a7a18)
)
+
a21
(
a5(a6a18 − a11a13) + a4(a12a13 − a6a19) + (a1 + a2)(a11a16 + a8a19 − a12a15
−a9a18)
)
+
a22
(
a5(a10a13 − a6a17) + a3(a6a19 − a12a13) + (a1 + a2)(a12a14 + a9a17 − a10a16
−a7a19)
)
+
a23
(
a4(a6a17 − a10a13) + a3(a11a13 − a6a18) + (a1 + a2)(a10a15 + a7a18 − a11a14
−a8a17)
)
+
a24
(
a5(a6a15 − a8a13) + a4(a9a13 − a6a16) + (a1 + a2)(a8a16 − a9a15)
)
+
a25
(
a5(a7a13 − a6a14) + a3(a6a16 − a9a13) + (a1 + a2)(a9a14 − a7a16)
)
+
a26
(
a4(a6a14 − a7a13) + a3(a8a13 − a6a15) + (a1 + a2)(a7a15 − a8a14)
)

D3 = a2

a20
(
a4(a10a19 − a12a17) + a3(a12a18 − a11a19) + a5(a11a17 − a10a18)
)
+
a23(a2 + a1) (a10a18 − a11a17)+
a26
(
a4(a6a17 − a10a13) + a3(a11a13 − a6a18) + (a2 + a1)(a10a15 + a7a18 − a11a14
−a8a17)
)
+a22(a2 + a1) (a12a17 − a10a19) + a21(a2 + a1) (a11a19 − a12a18)+
a25
(
a5(a10a13 − a6a17) + a3(a6a19 − a12a13) + (a2 + a1)(a12a14 + a9a17 − a10a16
−a7a19)
)
+
a24
(
a5(a6a18 − a11a13) + a4(a12a13 − a6a19) + (a2 + a1)(a11a16 + a8a19 − a12a15
−a9a18)
)

D4 = a2(a2 + a1)
(
a26(a10a18 − a11a17) + a25(a12a17 − a10a19) + a24(a11a19 − a12a18)
)
C.2 Coefficients des éléments de la matrice des cofacteurs Bi
B1 =

a20
(
a16(a4a7 − a3a8) + a15(−a7a5 + a3a9) + a14(a8a5 − a4a9)
)
+
a21
(−a5a8a13 + a4a9a13 + a2a8a16 − a4a6a16 + a1a8a16 − a2a9a15 + a5a6a15 − a1a9a15)+
a22
(
a5a7a13 − a3a9a13 − a2a7a16 + a3a6a16 − a1a7a16 + a2a9a14 − a5a6a14 + a1a9a14
)
+
a23
(−a4a7a13 + a3a8a13 + a15a2a7 − a15a3a5 + a15a1a7 − a2a8a14 + a4a6a14 − a1a8a14)

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B2 =

a20
(
a16(a4a10 − a3a11) + a19(a4a7 − a3a8) + a15(−a10a5 + a3a12)+
a18(−a7a5 + a3a9) + a14(a11a5 − a4a12) + a17(a8a5 − a4a9)
)
+
a23
(
−a4a13a10 + a3a11a13 + a15a2a10 + a15a1a10 + a18a2a7 − a18a3a5
+a18a1a7 − a2a11a14 − a1a11a14 − a2a8a17 + a4a6a17 − a1a8a17
)
+
a26
(
−a4a7a13 + a3a8a13 + a15a2a7 − a15a3a5 + a15a1a7 − a2a8a14 + a4a6a14
−a1a8a14
)
+
a25
(
a5a7a13 − a3a9a13 − a2a7a16 + a3a6a16 − a1a7a16 + a2a9a14 − a5a6a14
+a1a9a14
)
+
a21
(
−a5a13a11 + a4a12a13 + a2a11a16 + a1a11a16 + a2a8a19 − a4a6a19
+a1a8a19 − a2a12a15 − a1a12a15 − a2a9a18 + a5a6a18 − a1a9a18
)
+
a24
(
−a5a8a13 + a4a9a13 + a2a8a16 − a4a6a16 + a1a8a16 − a2a9a15 + a5a6a15
−a1a9a15
)
+
a22
(
a5a13a10 − a3a12a13 − a2a10a16 − a1a10a16 − a2a7a19 + a3a6a19 − a1a7a19
+a2a12a14 + a1a12a14 + a2a9a17 − a5a6a17 + a1a9a17
)

B3 =

a20
(
(a4a10 − a3a11)a19 + (−a10a5 + a3a12)a18 + (a11a5 − a4a12)a17
)
+
a21(a1 + a2) (a11a19 + a12a18) + a22(a1 + a2) (−a10a19 + a12a17)+
a23(a1 + a2) (a10a18 − a11a17)+
a26
(
−a4a13a10 + a3a11a13 + (a1 + a2) (a10a15 + a7a18 − a11a14 − a8a17)
−a3a6a18 + a4a6a17
)
+
a25
(
a5a13a10 − a3a12a13 − (a1 + a2) (a10a16 + a7a19 − a12a14 − a9a17)
+a3a6a19 − a5a6a17
)
+
a24
(
−a5a13a11 + a4a12a13 + (a1 + a2) (a11a16 + a8a19 + a12a15 + a9a18)
−a4a6a19 − a5a6a18
)

B4 = (a1 + a2)
(
a26 (a18a10 − a11a17) + a25 (−a10a19 + a12a17) + a24 (a11a19 − a12a18)
)
B5 =

a23
(
a15(a3a6 − a1a7) + a14(−a4a6 + a1a8) + a13(a4a7 − a3a8)
)
+
a22
(
a16(−a3a6 + a1a7) + a14(a5a6 − a1a9) + a13(−a5a7 + a3a9)
)
+
a21
(
a16(a4a6 − a1a8) + a15(−a5a6 + a1a9) + a13(a5a8 − a4a9)
)
+
a20
(
a16(−a4a7 + a3a8) + a15(a7a5 − a3a9) + a14(−a8a5 + a4a9)
)

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B6 =

a23
(
−a15a1a10 + a18(a3a6 − a1a7) + a14a1a11 + a17(−a4a6 + a1a8)
+a13(a4a10 − a3a11)
)
+
a26
(
a15(a3a6 − a1a7) + a14(−a4a6 + a1a8) + a13(a4a7 − a3a8)
)
+
a22
(
a16a1a10 + a19(−a3a6 + a1a7)− a14a1a12 + a17(a5a6 − a1a9)
+a13(−a5a10 + a3a12)
)
+
a25
(
a16(−a3a6 + a1a7) + a14(a5a6 − a1a9) + a13(−a5a7 + a3a9)
)
+
a21
(
−a16a1a11 + a19(a4a6 − a1a8) + a15a1a12 + a18(−a5a6 + a1a9)
+a13(a5a11 − a4a12)
)
+
a24
(
a16(a4a6 − a1a8) + a15(−a5a6 + a1a9) + a13(a5a8 − a4a9)
)
+
a20
(
a16(−a4a10 + a3a11) + a19(−a4a7 + a3a8) + a15(a10a5 − a3a12)
+a18(a7a5 − a3a9) + a14(−a11a5 + a4a12) + a17(−a8a5 + a4a9)
)

B7 =

a23
(−a18a1a10 + a17a1a11)+
a26
(−a15a1a10 + a18(a3a6 − a1a7) + a14a1a11 + a17(−a4a6 + a1a8) + a13(a4a10 − a3a11))+
a22
(
a19a1a10 − a17a1a12
)
+
a25
(
a16a1a10 + a19(−a3a6 + a1a7)− a14a1a12 + a17(a5a6 − a1a9) + a13(−a5a10 + a3a12)
)
+
a21
(−a1a11a19 + a18a1a12)+
a24
(−a16a1a11 + a19(a4a6 − a1a8) + a15a1a12 + a18(−a5a6 + a1a9) + a13(a5a11 − a4a12))+
a20
(
a19(−a4a10 + a3a11) + a18(a10a5 − a3a12) + a17(−a11a5 + a4a12)
)

B8 = a1
(
a26 (−a18a10 + a17a11) + a25 (a19a10 − a17a12) + a24 (−a11a19 + a18a12)
)
B9 = a2 (a23(−a3a15 + a4a14) + a22(a3a16 − a5a14) + a21(−a4a16 + a5a15))
B10 = a2
(
a21(−a4a19 + a5a18) + a22(a3a19 − a5a17) + a23(−a3a18 + a4a17)
+a24(−a4a16 + a5a15) + a25(a3a16 − a5a14) + a26(−a3a15 + a4a14)
)
B11 = a2
(
a24(−a4a19 + a5a18) + a25(a3a19 − a5a17) + a26(−a3a18 + a4a17)
)
B12 = a2
(
a23(−a4a7 + a3a8) + a22(a5a7 − a3a9) + a21(−a5a8 + a4a9)
)
B13 = a2
(
a23(−a4a10 + a3a11) + a26(−a4a7 + a3a8) + a22(a5a10 − a3a12) + a25(a5a7 − a3a9)+
a21(−a5a11 + a4a12) + a24(−a5a8 + a4a9)
)
B14 = a2
(
a26(−a4a10 + a3a11) + a25(a5a10 − a3a12) + a24(−a5a11 + a4a12)
)
B15 = a2
(
a16(a4a7 − a3a8) + a15(−a5a7 + a3a9) + a14(a5a8 − a4a9)
)
B16 = a2
(
a16(a4a10 − a3a11) + a19(a4a7 − a3a8) + a15(−a5a10 + a3a12) + a18(−a5a7 + a3a9)+
a14(a5a11 − a4a12) + a17(a5a8 − a4a9)
)
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B17 = a2
(
a19(a4a10 − a3a11) + a18(−a5a10 + a3a12) + a17(a5a11 − a4a12)
)
B18 = a2
(
a13a23a8 − a13a22a9 − a15a23a6 + a20a15a9 + a22a16a6 − a20a16a8
)
B19 = a2
(
−a12a13a22 + a11a13a23 + a19a22a6 − a18a23a6 − a19a20a8 + a13a26a8 + a18a20a9
−a13a25a9 + a12a20a15 − a15a26a6 + a25a16a6 − a20a16a11
)
B20 = a2
(
a12a18a20 − a11a19a20 − a12a13a25 + a11a13a26 + a19a25a6 − a18a26a6
)
B21 = a2
(
a20(a4a16 − a5a15) + a23(−a4a13 + (a1 + a2)a15) + a22(a5a13 − (a1 + a2)a16)
)
B22 = a2
(
a20(a4a19 − a5a18) + a23(a1 + a2)a18 + a26(−a4a13 + (a1 + a2)a15)
−a22(a1 + a2)a19 + a25(a5a13 − (a1 + a2)a16)
)
B23 = a2(a1 + a2) (a26a18 − a25a19)
B24 = a2
(
a20(a5a8 − a4a9) + a23(a4a6 − (a1 + a2)a8) + a22(−a5a6 + (a1 + a2)a9)
)
B25 = a2
(
a20(a5a11 − a4a12)− a23(a1 + a2)a11 + a26(a4a6 − (a1 + a2)a8)
+a22(a1 + a2)a12 + a25(−a5a6 + (a1 + a2)a9)
)
B26 = a2(a1 + a2) (−a26a11 + a25a12)
B27 = a2
(
a13(−a5a8 + a4a9) + a16(a8(a1 + a2)− a4a6) + a15(a5a6 − (a1 + a2)a9)
)
B28 = a2
(
a13(−a5a11 + a4a12) + a16(a1 + a2)a11 + a19(a8(a1 + a2)− a4a6)
−a15(a1 + a2)a12 + a18(a5a6 − (a1 + a2)a9)
)
B29 = a2(a1 + a2) (a19a11 − a18a12)
B30 = a2 (−a13a23a7 + a13a21a9 − a16a21a6 + a20a16a7 + a23a14a6 − a20a14a9)
B31 = a2
(
a12a13a21 − a10a13a23 − a19a21a6 + a17a23a6 + a19a20a7 − a13a26a7 − a17a20a9
+a13a24a9 + a16a20a10 − a16a24a6 + a26a14a6 − a20a14a12
)
B32 = a2 (−a12a17a20 + a10a19a20 + a12a13a24 − a10a13a26 − a19a24a6 + a17a26a6)
B33 = a2
(
a20(−a16a3 + a14a5) + a23(−(a1 + a2)a14 + a3a13) + a21(−a5a13 + (a1 + a2)a16)
)
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B34 = a2
(
a20(−a3a19 + a17a5)− a23(a1 + a2)a17 + a26(−(a1 + a2)a14 + a3a13) + a21(a1 + a2)a19
+a24(−a5a13 + (a1 + a2)a16)
)
B35 = a2(a1 + a2) (−a26a17 + a24a19)
B36 = a2
(
a20(−a5a7 + a3a9) + a23((a1 + a2)a7 − a3a6) + a21(a5a6 − (a1 + a2)a9)
)
B37 = a2
(
a20(−a5a10 + a3a12) + a23(a1 + a2)a10 + a26((a1 + a2)a7 − a3a6)− a21(a1 + a2)a12+
a24(a5a6 − (a1 + a2)a9)
)
B38 = a2(a1 + a2) (a26a10 − a24a12)
B39 = a2
(
a13(a5a7 − a3a9) + a16(−(a1 + a2)a7 + a3a6) + a14(−a5a6 + (a1 + a2)a9)
)
B40 = a2
(
a13(a5a10 − a3a12)− a16(a1 + a2)a10 + a19(−(a1 + a2)a7 + a3a6) + a14(a1 + a2)a12+
a17(−a5a6 + (a1 + a2)a9)
)
B41 = a2(a1 + a2) (−a19a10 + a17a12)
B42 = a2 (a13a22a7 − a13a21a8 − a14a22a6 + a20a14a8 + a21a15a6 − a20a15a7)
B43 = a2
(
−a11a13a21 + a10a13a22 + a18a21a6 − a17a22a6 − a18a20a7 + a13a25a7 + a17a20a8
−a13a24a8 + a11a20a14 − a14a25a6 + a24a15a6 − a20a15a10
)
B44 = a2 (a11a17a20 − a10a18a20 − a11a13a24 + a10a13a25 + a18a24a6 − a17a25a6)
B45 = a2
(
a20(a15a3 − a14a4) + a22((a1 + a2)a14 − a3a13) + a21(a4a13 − (a1 + a2)a15)
)
B46 = a2
(
a20(a3a18 − a17a4) + a22(a1 + a2)a17 + a25((a1 + a2)a14 − a3a13)− a21(a1 + a2)a18+
a24(a4a13 − (a1 + a2)a15)
)
B47 = a2(a1 + a2) (a25a17 − a24a18)
B48 = a2
(
a20(a4a7 − a3a8) + a22(−(a1 + a2)a7 + a3a6) + a21(−a4a6 + (a1 + a2)a8)
)
B49 = a2
(
a20(a4a10 − a3a11)− a22(a1 + a2)a10 + a25(−(a1 + a2)a7 + a3a6) + a21(a1 + a2)a11+
a24(−a4a6 + (a1 + a2)a8)
)
B50 = a2
(−a25(a1 + a2)a10 + a24(a1 + a2)a11)
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B51 = a2
(
a13(−a4a7 + a3a8) + a15((a1 + a2)a7 − a3a6) + a14(a4a6 − (a1 + a2)a8)
)
B52 = a2
(
a13(−a4a10 + a3a11) + a15(a1 + a2)a10 + a18((a1 + a2)a7 − a3a6)
−a14(a1 + a2)a11 + a17(a4a6 − (a1 + a2)a8)
)
B53 = a2(a1 + a2) (a18a10 − a17a11)
C.3 Application de la matrice d’opérateur Bco à la solution
scalaire φ(r, s)
solutions 2D :
G˜αβ(r, s) =
(
δαβ (B1s
3∇2 +B2s2∇4 +B3s∇6 +B4∇8) +B5s3∂α∂β +B6s2∇2∂α∂β
+B7s∇4∂α∂β +B8∇6∂α∂β
)
φ
G˜αw(r, s) = (B9s
2∇2∂α +B10s∇4∂α +B11∇6∂α)φ
G˜αa(r, s) = (B12s
2∇2∂α +B13s∇4∂α +B14∇6∂α)φ
G˜αT (r, s) = (B15s
2∇2∂α +B16s∇4∂α +B17∇6∂α)φ
G˜wβ(r, s) = (B18s
3∇2∂β +B19s2∇4∂β +B20s∇6∂β)φ
G˜ww(r, s) = (B21s
2∇4 +B22s∇6 +B23s∇8)φ
G˜wa(r, s) = (B24s
2∇4 +B25s∇6 +B26∇8)φ
G˜wT (r, s) = (B27s
2∇4 +B28s∇6 +B29∇8)φ
G˜aβ(r, s) = (B30s
3∇2∂β +B31s2∇4∂β +B32s∇6∂β)φ
G˜aw(r, s) = (B33s
2∇4 +B34s∇6 +B35∇8)φ
G˜aa(r, s) = (B36s
2∇4 +B37s∇6 +B38∇8)φ
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G˜aT (r, s) = (B39s
2∇4 +B40s∇6 +B41∇8)φ
G˜Tβ(r, s) = (B42s
3∇2∂β +B43s2∇4∂β +B44s∇6∂β)φ
G˜Tw(r, s) = (B45s
2∇4 +B46s∇6 +B47∇8)φ
G˜Ta(r, s) = (B48s
2∇4 +B49s∇6 +B50∇8)φ
G˜TT (r, s) = (B51s
2∇4 +B52s∇6 +B53∇8)φ
où
∇2 (φ) = 1
2pipD4
(
K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
)
∇4 (φ) = 1
2pipD4
(
K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∇6 (φ) = 1
2pipD4
(
λ21K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ22K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ23K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∇8 (φ) = 1
2pipD4
(
λ41K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ42K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ43K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∂α (φ) = − 1
2pipD4
xα
r
(
K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ31
+
K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ32
+
K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ33
)
∇2∂α (φ) = − 1
2pipD4
xα
r
(
K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ1
+
K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ2
+
K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ3
)
∇4∂α (φ) = − 1
2pipD4
xα
r
(
λ1K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ2K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ3K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∇6∂α (φ) = − 1
2pipD4
xα
r
(
λ31K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ32K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ33K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∂α∂β (φ) =
1
2pipD4
1
r3
×
rxαxβ
[
K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
]
+(2xαxβ − r2δαβ)

K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ31
+
K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ32
+
K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ33


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∇2∂α∂β (φ) = 1
2pipD4
1
r3
×
rxαxβ
[
K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
+(2xαxβ − r2δαβ)

K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ1
+
K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ2
+
K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ3


∇4∂α∂β (φ) = 1
2pipD4
1
r3
×
rxαxβ
[
λ21K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ22K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ23K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
+(2xαxβ − r2δαβ)

λ1K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ2K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ3K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)


∇6∂α∂β (φ) = 1
2pipD4
1
r3
×
rxαxβ
[
λ41K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ42K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ43K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
+(2xαxβ − r2δαβ)

λ31K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ32K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ33K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)


solutions 3D :
G˜αβ(r, s) =
(
δαβ (B1s
3∇4 +B2s2∇6 +B3s∇8 +B4∇10) +B5s3∇2∂α∂β +B6s2∇4∂α∂β
+B7s∇6∂α∂β +B8∇8∂α∂β
)
φ
G˜αw(r, s) = (B9s
2∇4∂α +B10s∇6∂α +B11∇8∂α)φ
G˜αa(r, s) = (B12s
2∇4∂α +B13s∇6∂α +B14∇8∂α)φ
G˜αT (r, s) = (B15s
2∇4∂α +B16s∇6∂α +B17∇8∂α)φ
G˜wβ(r, s) = (B18s
3∇4∂β +B19s2∇6∂β +B20s∇8∂β)φ
G˜ww(r, s) = (B21s
2∇6 +B22s∇8 +B23s∇10)φ
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G˜wa(r, s) = (B24s
2∇6 +B25s∇8 +B26∇10)φ
G˜wT (r, s) = (B27s
2∇6 +B28s∇8 +B29∇10)φ
G˜aβ(r, s) = (B30s
3∇4∂β +B31s2∇6∂β +B32s∇8∂β)φ
G˜aw(r, s) = (B33s
2∇6 +B34s∇8 +B35∇10)φ
G˜aa(r, s) = (B36s
2∇6 +B37s∇8 +B38∇10)φ
G˜aT (r, s) = (B39s
2∇6 +B40s∇8 +B41∇10)φ
G˜Tβ(r, s) = (B42s
3∇4∂β +B43s2∇6∂β +B44s∇8∂β)φ
G˜Tw(r, s) = (B45s
2∇6 +B46s∇8 +B47∇10)φ
G˜Ta(r, s) = (B48s
2∇6 +B49s∇8 +B50∇10)φ
G˜TT (r, s) = (B51s
2∇6 +B52s∇8 +B53∇10)φ
où
∇2 (φ) = 1
4pipD4r
(
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ41
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ42
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ43
)
∇4 (φ) = 1
4pipD4r
(
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
)
∇6 (φ) = 1
4pipD4r
(
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∇8 (φ) = 1
4pipD4r
(
λ21 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ22 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ23 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∇10 (φ) = 1
4pipD4r
(
λ41 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ42 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ43 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∂α (φ) = − 1
4pipD4r2
xα
r
(
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ61
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ62
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ63
)
∇2∂α (φ) = − 1
4pipD4r2
xα
r
(
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ41
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ42
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ43
)
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∇4∂α (φ) = − 1
4pipD4r2
xα
r
×(
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
)
∇6∂α (φ) = − 1
4pipD4r2
xα
r
×(
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∇8∂α (φ) = − 1
4pipD4r2
xα
r
×(
(1 + rλ1)λ
2
1 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
(1 + rλ2)λ
2
2 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
(1 + rλ3)λ
2
3 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
)
∂α∂β (φ) =
1
4pipD4
1
r5
×
r2xαxβ
[
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ41
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ42
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ43
]
+(3xαxβ − r2δαβ)

(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ61
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ62
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ63


∇2∂α∂β (φ) = 1
4pipD4
1
r5
×
r2xαxβ
[
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
]
+(3xαxβ − r2δαβ)

(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ41
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ42
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ43


∇4∂α∂β (φ) = 1
4pipD4
1
r5
×
r2xαxβ
[
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
+(3xαxβ − r2δαβ)

(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ23


∇6∂α∂β (φ) = 1
4pipD4
1
r5
×
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
r2xαxβ
[
λ21 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ22 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ23 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
+(3xαxβ − r2δαβ)

(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)


∇8∂α∂β (φ) = 1
4pipD4
1
r5
×
r2xαxβ
[
λ41 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ42 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ43 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
+(3xαxβ − r2δαβ)

(1 + rλ1)λ
2
1 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
(1 + rλ2)λ
2
2 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
(1 + rλ3)λ
2
3 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)


C.4 Fonctions intermédiaires ΩnDkl
solutions 2D :
Ω2D11 = s
2
[
K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
]
Ω2D12 = s
[
K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω2D13 =
[
λ21K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ22K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ23K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω2D14 =
1
s
[
λ41K0 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ42K0 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ43K0 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω2D21 = s
2
[
K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ31
+
K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ32
+
K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ33
]
Ω2D22 = s
[
K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ1
+
K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ2
+
K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ3
]
Ω2D23 =
[
λ1K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ2K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ3K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω2D24 =
1
s
[
λ31K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ32K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ33K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)
]
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Ω2D25 = s
(
λ1K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ2K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ3K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)
)
Ω2D26 =
(
λ31K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ32K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ33K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)
)
Ω2D27 = s
2
(
K1 (λ1r)
(λ22 − λ21) (λ23 − λ21)λ1
+
K1 (λ2r)
(λ21 − λ22) (λ23 − λ22)λ2
+
K1 (λ3r)
(λ21 − λ23) (λ22 − λ23)λ3
)
solutions 3D :
Ω3D11 = s
2
[
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
]
Ω3D12 = s
[
exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω3D13 =
[
λ21 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ22 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ23 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω3D14 =
1
s
[
λ41 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
λ42 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
λ43 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω3D21 = s
2
[
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ41
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ42
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ43
]
Ω3D22 = s
[
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
]
Ω3D23 =
[
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω3D24 =
1
s
[
(1 + rλ1)λ
2
1 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
(1 + rλ2)λ
2
2 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
(1 + rλ3)λ
2
3 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω3D25 = s
[
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω3D26 =
[
(1 + rλ1)λ
2
1 exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)
+
(1 + rλ2)λ
2
2 exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)
+
(1 + rλ3)λ
2
3 exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)
]
Ω3D27 = s
2
[
(1 + rλ1) exp (−λ1r)
(λ22 − λ21) (λ23 − λ21)λ21
+
(1 + rλ2) exp (−λ2r)
(λ21 − λ22) (λ23 − λ22)λ22
+
(1 + rλ3) exp (−λ3r)
(λ21 − λ23) (λ22 − λ23)λ23
]
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C.5 Fonctions intermédiaires ψnDkl
solutions 2D :
ψ2D11 = L−1
{
Ω2D11
}
=
(
m4
m1
Λ0 (
√
m1r, t) +
m5
m2
Λ0 (
√
m2r, t) +
m6
m3
Λ0 (
√
m3r, t)
)
ψ2D12 = L−1
{
Ω2D12
}
=
(
m4Λ0
(√
m1r, t
)
+m5Λ0
(√
m2r, t
)
+m6Λ0
(√
m3r, t
))
ψ2D13 = L−1
{
Ω2D13
}
=
(
m4m1Λ0
(√
m1r, t
)
+m5m2Λ0
(√
m2r, t
)
+m6m3Λ0
(√
m3r, t
))
ψ2D14 = L−1
{
Ω2D14
}
=
(
m4m
2
1Λ0
(√
m1r, t
)
+m5m
2
2Λ0
(√
m2r, t
)
+m6m
2
3Λ0
(√
m3r, t
))
ψ2D21 = L−1
{
Ω2D21
}
=
(
m4
m1
√
m1
Λ1 (
√
m1r, t) +
m5
m2
√
m2
Λ1 (
√
m2r, t) +
m6
m3
√
m3
Λ1 (
√
m3r, t)
)
ψ2D22 = L−1
{
Ω2D22
}
=
(
m4√
m1
Λ1 (
√
m1r, t) +
m5√
m2
Λ1 (
√
m2r, t) +
m6√
m3
Λ1 (
√
m3r, t)
)
ψ2D23 = L−1
{
Ω2D23
}
=
(
m4
√
m1Λ1
(√
m1r, t
)
+m5
√
m2Λ1
(√
m2r, t
)
+m6
√
m3Λ1
(√
m3r, t
))
ψ2D24 = L−1
{
Ω2D24
}
=
(
m4m1
√
m1Λ1
(√
m1r, t
)
+m5m2
√
m2Λ1
(√
m2r, t
)
+m6m3
√
m3Λ1
(√
m3r, t
))
ψ2D25 = L−1
{
Ω2D25
}
=
(
m4
√
m1Λ2
(√
m1r, t
)
+m5
√
m2Λ2
(√
m2r, t
)
+m6
√
m3Λ2
(√
m3r, t
))
ψ2D26 = L−1
{
Ω2D26
}
=
(
m4m1
√
m1Λ2
(√
m1r, t
)
+m5m2
√
m2Λ2
(√
m2r, t
)
+m6m3
√
m3Λ2
(√
m3r, t
))
ψ2D27 = L−1
{
Ω2D27
}
=
(
m4√
m1
Λ2 (
√
m1r, t) +
m5√
m2
Λ2 (
√
m2r, t) +
m6√
m3
Λ2 (
√
m3r, t)
)
avec
m4 =
1
(m2 −m1) (m3 −m1)
m5 =
1
(m1 −m2) (m3 −m2)
m6 =
1
(m1 −m3) (m2 −m3)
solutions 3D :
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ψ3D11 = L−1
{
Ω3D11
}
=
(
1
m4m1
Λ0 (
√
m1r, t) +
1
m5m2
Λ0 (
√
m2r, t) +
1
m6m3
Λ0 (
√
m3r, t)
)
ψ3D12 = L−1
{
Ω3D12
}
=
(
1
m4
Λ0 (
√
m1r, t) +
1
m5
Λ0 (
√
m2r, t) +
1
m6
Λ0 (
√
m3r, t)
)
ψ3D13 = L−1
{
Ω3D13
}
=
(
m1
m4
Λ0 (
√
m1r, t) +
m2
m5
Λ0 (
√
m2r, t) +
m3
m6
Λ0 (
√
m3r, t)
)
ψ3D14 = L−1
{
Ω3D14
}
=
(
m21
m4
Λ0 (
√
m1r, t) +
m22
m5
Λ0 (
√
m2r, t) +
m23
m6
Λ0 (
√
m3r, t)
)
ψ3D21 = L−1
{
Ω3D21
}
=
(
1
m4m21
Λ1 (
√
m1r, t) +
1
m5m22
Λ1 (
√
m2r, t) +
1
m6m23
Λ1 (
√
m3r, t)
)
+
(
r
m4
√
m31
Λ3 (
√
m1r, t) +
r
m5
√
m32
Λ3 (
√
m2r, t) +
r
m6
√
m33
Λ3 (
√
m3r, t)
)
ψ3D22 = L−1
{
Ω3D22
}
=
(
1
m4m1
Λ1 (
√
m1r, t) +
1
m5m2
Λ1 (
√
m2r, t) +
1
m6m3
Λ1 (
√
m3r, t)
)
+
(
r
m4
√
m1
Λ3 (
√
m1r, t) +
r
m5
√
m2
Λ3 (
√
m2r, t) +
r
m6
√
m3
Λ3 (
√
m3r, t)
)
ψ3D23 = L−1
{
Ω3D23
}
=
(
1
m4
Λ1 (
√
m1r, t) +
1
m5
Λ1 (
√
m2r, t) +
1
m6
Λ1 (
√
m3r, t)
)
+
(
r
√
m1
m4
Λ3 (
√
m1r, t) +
r
√
m2
m5
Λ3 (
√
m2r, t) +
r
√
m3
m6
Λ3 (
√
m3r, t)
)
ψ3D24 = L−1
{
Ω3D24
}
=
(
m1
m4
Λ1 (
√
m1r, t) +
m2
m5
Λ1 (
√
m2r, t) +
m3
m6
Λ1 (
√
m3r, t)
)
+
(
r
√
m31
m4
Λ3 (
√
m1r, t) +
r
√
m32
m5
Λ3 (
√
m2r, t) +
r
√
m33
m6
Λ3 (
√
m3r, t)
)
ψ3D25 = L−1
{
Ω3D25
}
=
(
1
m4
Λ0 (
√
m1r, t) +
1
m5
Λ0 (
√
m2r, t) +
1
m6
Λ0 (
√
m3r, t)
)
+
(
r
√
m1
m4
Λ2 (
√
m1r, t) +
r
√
m2
m5
Λ2 (
√
m2r, t) +
r
√
m3
m6
Λ2 (
√
m3r, t)
)
ψ3D26 = L−1
{
Ω3D26
}
=
(
m1
m4
Λ0 (
√
m1r, t) +
m2
m5
Λ0 (
√
m2r, t) +
m3
m6
Λ0 (
√
m3r, t)
)
+
(
r
√
m31
m4
Λ2 (
√
m1r, t) +
r
√
m32
m5
Λ2 (
√
m2r, t) +
r
√
m33
m6
Λ2 (
√
m3r, t)
)
ψ3D27 = L−1
{
Ω3D27
}
=
(
1
m4m1
Λ0 (
√
m1r, t) +
1
m5m2
Λ0 (
√
m2r, t) +
1
m6m3
Λ0 (
√
m3r, t)
)
+
(
r
m4
√
m1
Λ2 (
√
m1r, t) +
r
m5
√
m2
Λ2 (
√
m2r, t) +
r
m6
√
m3
Λ2 (
√
m3r, t)
)
avec
m4 =
1
(m2 −m1) (m3 −m1)
m5 =
1
(m1 −m2) (m3 −m2)
m6 =
1
(m1 −m3) (m2 −m3)
ANNEXED Triplet de courbes SA, SAR
et SR pour les différentes
vallées vides
Le triplet de courbes SA, SAR et SR pour les différentes vallées vides sont comme suit :
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Figure D.1 — Les courbes SA, SAR et SR pour les stations d’observation le long de la
vallée triangulaire avec la hauteur H = 100m
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Figure D.2 — Les courbes SA, SAR et SR pour les stations d’observation le long de la
vallée trapézoïdale avec la hauteur H = 100m
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Figure D.3 — Les courbes SA, SAR et SR pour les stations d’observation le long de la
vallée ellipsoïdale avec la hauteur H = 100m
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Figure D.4 — Les courbes SA, SAR et SR pour les stations d’observation le long de la
vallée ellipsoïdale tronquée avec la hauteur H = 100m
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Figure D.5 — Les courbes SA, SAR et SR pour les stations d’observation le long de la
vallée rectangulaire avec la hauteur H = 100m

ANNEXEE Triplet de courbes SA, SAR
et SR pour les différentes
vallées pleines
Le triplet de courbes SA, SAR et SR pour les différentes vallées pleines sont comme suit :
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Figure E.1 — Les courbes SA, SAR et SR pour les stations d’observation sur la surface de
la vallée pleine triangulaire avec la hauteur H = 100m
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Figure E.2 — Les courbes SA, SAR et SR pour les stations d’observation sur la surface de
la vallée pleine trapézoïdale avec la hauteur H = 100m
Chapitre E. Triplet de courbes SA, SAR et SR pour les différentes vallées pleines 373
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Figure E.3 — Les courbes SA, SAR et SR pour les stations d’observation sur la surface de
la vallée pleine ellipsoïdale avec la hauteur H = 100m
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Figure E.4 — Les courbes SA, SAR et SR pour les stations d’observation sur la surface de
la vallée pleine ellipsoïdale tronquée avec la hauteur H = 100m
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Figure E.5 — Les courbes SA, SAR et SR pour les stations d’observation sur la surface de
la vallée pleine rectangulaire avec la hauteur H = 100m

ANNEXEFValeurs du paramètre
S1/α
√
α pour les différentes
configurations étudiées
Les valeurs du paramètre S1/α
√
α pour les différentes configurations étudiées sont comme
suit :
H(m)
20 5311 12298 20963 31305
40 10621 24597 41926 62610
60 15932 36895 62889 93915
100 26553 61492 104816 156525
Tableau F.1 — Valeurs du paramètre S1/α
√
α pour des vallées trapézoïdales de diverses
dimensions et taux de remplissage pour α = 0.2
H(m)
20 2752 6373 10863 16222
40 5504 12746 21726 32445
60 8256 19119 32590 48667
100 13760 31865 54316 81112
Tableau F.2 — Valeurs du paramètre S1/α
√
α pour des vallées trapézoïdales de diverses
dimensions et taux de remplissage pour α = 0.3
378
H(m)
20 1878 4348 7412 11068
40 3755 8696 14823 22136
60 5633 13044 22235 33204
100 9388 21741 37058 55340
Tableau F.3 — Valeurs du paramètre S1/α
√
α pour des vallées trapézoïdales de diverses
dimensions et taux de remplissage pour α = 0.4
H(m)
20 1344 3111 5303 7920
40 2687 6223 10607 15839
60 4031 9334 15910 23759
100 6718 15556 26517 39598
Tableau F.4 — Valeurs du paramètre S1/α
√
α pour des vallées trapézoïdales de diverses
dimensions et taux de remplissage pour α = 0.5
H(m)
20 1398 5590 12578 22361
40 2795 11180 25156 44721
60 4193 16771 37734 67082
100 6988 27951 62889 111803
Tableau F.5 — Valeurs du paramètre S1/α
√
α pour des vallées triangulaires de diverses
dimensions et taux de remplissage pour α = 0.2
H(m)
20 724 2897 6518 11587
40 1448 5794 13036 23175
60 2173 8691 19554 34762
100 3621 14484 32590 57937
Tableau F.6 — Valeurs du paramètre S1/α
√
α pour des vallées triangulaires de diverses
dimensions et taux de remplissage pour α = 0.3
H(m)
20 494 1976 4447 7906
40 988 3953 8894 15811
60 1482 5929 13341 23717
100 2471 9882 22235 39528
Tableau F.7 — Valeurs du paramètre S1/α
√
α pour des vallées triangulaires de diverses
dimensions et taux de remplissage pour α = 0.4
H(m)
20 354 1414 3182 5657
40 707 2828 6364 11314
60 1061 4243 9546 16971
100 1768 7071 15910 28284
Tableau F.8 — Valeurs du paramètre S1/α
√
α pour des vallées triangulaires de diverses
dimensions et taux de remplissage pour α = 0.5
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