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Abstract
In this thesis new techniques are presented to achieve performance enhance-
ment in wireless cooperative networks. In particular, techniques to im-
prove transmission rate and maximise end-to-end signal-to-noise ratio are
described.
An oset transmission scheme with full interference cancellation for a
wireless cooperative network with frequency at links and four relays is in-
troduced. This method can asymptotically, as the size of the symbol block
increases, achieve maximum transmission rate together with full cooperative
diversity provided the destination node has multiple antennas. A novel full
inter-relay interference cancellation method that also achieves asymptoti-
cally maximum rate and full cooperative diversity is then designed for which
the destination node only requires a single antenna.
Two- and four-relay selection schemes for wireless cooperative amplify
and forward type networks are then studied in order to overcome the degra-
dation of end-to-end bit error rate performance in single-relay selection net-
works when there are feedback errors in the relay to destination node links.
Outage probability analysis for a four-relay selection scheme without inter-
ference is undertaken.
Outage probability analysis of a full rate distributed transmission scheme
with inter-relay interference is also studied for best single- and two-relay
selection networks.
The advantage of multi-relay selection when no interference occurs and
when adjacent cell interference is present at the relay nodes is then shown
theoretically. Simulation results for outage probability analysis are included
which support the theoretical expressions.
ii
Finally, outage probability analysis of a cognitive amplify and forward
type relay network with cooperation between certain secondary users, chosen
by best single-, two- and four-relay selection is presented. The cognitive
amplify and forward relays are assumed to exploit an underlay approach,
which requires adherence to an interference constraint on the primary user.
The relay selection scheme is performed either with a max min strategy or
one based on maximising exact end-to-end signal-to-noise ratio. The outage
probability analyses are again conrmed by numerical evaluations.
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Chapter 1
INTRODUCTION
Cooperative relay communications has recently gained much attention in in-
dustrial and academic wireless research centers across the globe due to its
potential to enable ecient solutions for challenging problems in wireless
communications. Signal propagation through a wireless channel faces more
diculties than through a guided wire, including greater additive noise, fad-
ing, multi-path spread, and adjacent channel interference [1]. Fiber and
coaxial cables can, on the other hand, be almost free of interference. How-
ever, wireless transmission has become the favorable platform to transfer
information these days, due to the associated support for user freedom from
being physically connected and providing, exibility and portability [2].
In this chapter conventional MIMO systems will rstly be presented and
their main advantages and disadvantages will be underlined. Then, the ba-
sic concepts and system features of wireless cooperative networks will be
introduced in detail. Moreover, the relay selection schemes in cooperative
networks will be introduced in detail. Cooperative relays can also be ex-
ploited in cognitive radio, therefore, a brief introduction to cognitive relay
networks in particular is included.
1
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1.1 Conventional Multi-Input Multi-Output Systems
In the past few decades, the demands for high data rate wireless communica-
tion systems have been increasing dramatically. However, the performance
of wireless communication systems at the link level is limited by path loss
and multipath propagation eects, which lead to inter-symbol interference
(ISI), and interference from other users in the form of co-channel interfer-
ence (CCI) [3]. These limitations provide a number of technical challenges
for reliable wireless communication systems. An important technology to
address these challenges is to use multiple antenna wireless communication
systems, which have received a great deal of attention recently due to the po-
tential gains in capacity without requiring additional bandwidth or transmit
power [4]. By using multiple antennas at both ends of a point-to-point com-
munication link a multi-input multi-output (MIMO) system can be formed,
as is shown in Figure 1.1, which can potentially combat multipath fading
propagation eects and increase the channel capacity as compared with a
conventional single-input single-output (SISO) system. The benets of us-
ing multiple antennas have resulted in MIMO wireless technology being ex-
ploited in many wireless communication standards such as IEEE 802.11x
wireless delity (WiFi) and IEEE 802.16x worldwide interoperability for mi-
crowave access (WiMax) and is a major focus for long-term evolution (LTE)
and fourth generation (4G) cellular systems [5].
MIMO theoretically oers signicant increases in data throughput and
link range without additional bandwidth or transmit power. Particularly,
some signicant advantages will next be presented, such as array gain, spatial
multiplexing, and diversity gain.
Firstly, array gain, is an important parameter in MIMO communica-
tion systems, which means that a power gain of the transmitted signals can
be achieved by using multiple-antennas at the transmitter and/or receiver.
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Through exploiting an antenna array, including a correlative combination
technique, the average signal-to-noise ratio (SNR) at the receiver can be im-
proved signicantly.
Tx
Tx
Tx
Tx
Rx
Rx
Rx
Rx
SISO
SIMO
MISO
MIMO
Figure 1.1. A block diagram illustrating various forms of wireless com-
munication system: single-input single-output (SISO); single-input multiple-
output (SIMO); multiple-input single-output (MISO) and multiple-input
multiple-output (MIMO).
Secondly, MIMO can also achieve a linear growth of the capacity of the
channel proportional to the maximum spatial multiplexing ordermin(Ns; Nd)
without increasing the power of the transmitter and the bandwidth, where
Ns and Nd are the number of antennas at the source and destination node.
Finally, diversity is a signicant method to be used in wireless chan-
nels to combat fading. Moreover, diversity gain is the increase in signal-
to-interference ratio and is commonly expressed in decibels, and sometimes
given as a power ratio. The spatial diversity order for frequency at channels
is equivalent to the product of the number of antennas at the source and
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destination node (Ns  Nd), if the channel between each transmit-receive
antenna pair fades independently from the others.
Modern research on MIMO systems was conrmed that theoretically
the channel capacity can signicantly increase by using multiple transmit
and/or receive antennas assuming independent channels between transmit
and receive antennas [6]. The channel capacity is a measure of the maximum
quantity of information that can be transmitted over a channel and received
with a low probability of error at the receiver. The ergodic capacity of a SISO
channel is the ensemble average of the information rate over the distribution
of the channel hsd [4], which is given by
CSISO = E(log2(1 + jhsdj2)) bit/s (1.1.1)
where hsd is a complex Gaussian random channel coecient, and  is the
average SNR ratio at the receiver branch and E() denotes the statistical
expectation over all channel realizations. Also the ergodic capacity of a
MIMO system is given by [6]
CMIMO = E(log2(det(INd +

Nt
HHH))) bit/s (1.1.2)
where INd is the Nd  Nd identity matrix, H is the Nd  Ns normalized
channel response matrix and det(:) denotes the matrix determinant.
Therefore, the requirements of multiple-antenna terminals increases the
system complexity and the separation between the antennas increases the
terminal size. In addition, MIMO systems suer from the eect of path loss
and shadowing, where path loss refers to the signal attenuation between the
source and destination nodes due to propagation distance, while the shad-
owing is the signal fading due to objects obstructing the propagation path
between the source and destination nodes [7]. These dierent problems limit
MIMO systems functionality and applicability which challenge researchers to
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look for another innovative technology, and hence wireless cooperative net-
works have emerged as a new paradigm that can provide eective solutions
to deal with the above-mentioned problems.
1.2 Wireless Cooperative Networks
Compared with conventional point-to-point MIMO systems, a cooperative
network has dierent nodes which can share antennas, and thereby generate
a virtual multiple antenna array based on cooperation protocols [8] and [9].
Such cooperative relay networks have developed a useful technique that can
achieve the same advantage as MIMO systems whilst avoiding some of their
disadvantages. Therefore, they have recently been implemented for various
new wireless systems such as 3GPP LTE-Advanced [10]. Additionally, they
have been considered in dierent wireless system standards such as IEEE
802.16j and IEEE 802.16m standards (WiMAX) [11] and IEEE 802.11s and
IEEE 802.11n standards (WiFi) [12].
Cooperative relay networks can potentially yield several gains, such as,
cooperative diversity gain, cooperative multiplexing gain and pathloss gain.
Cooperative diversity gain can eciently combat the detrimental outcomes
of severe fading in the wireless channel [8]. Copies of the same information
can be sent to the destination node by intermediate relays between the source
and destination over independent channels. Therefore, cooperative diversity
gain can be achieved in proportion to the number of independent channels
in the cooperative relay network, which depends on the number of relay
nodes and the environment [16]. For example, in a frequency-at channel,
the maximum cooperative diversity gain Gd = Ns  Nr  Nd, where Nr is
the number of single-antenna relay nodes. Raised cooperative diversity gain
leads to improvements in the system performance such as the probability of
error Pe or the outage probability Pout. The cooperative diversity gain is
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related to how fast the probability of error decreases with an increase in the
signal strength typically measured by SNR [4]. The cooperative diversity
gain or diversity order, Gd, in terms of end-to-end error probability and
outage probability is given by [7] and [13]
Gd =   lim
SNR!1
log(Pe(SNR))
log(SNR)
and Gd =   lim
SNR!1
log(Pout(R))
log(SNR)
;
where Pout(R) denotes the probability that the instantaneous system ca-
pacity R is lower than a particular transmission rate threshold Rth, such
that
Pout = PrfGmlog2(1 + SNR)  Rthg;
where Gm is the cooperative spatial multiplexing gain which eectively
equals the number of independent channels over which dierent informa-
tion can be transmitted, which can improve capacity or transmission data
rates, R(SNR). The cooperative multiplexing gain as a function of SNR is
given by
Gm = lim
SNR!1
R(SNR)
log2(SNR)
:
Finally, using intermediate relay nodes helps in avoiding the pathloss
problem because dividing the propagation path between the source and des-
tination nodes into at least two parts yields transmit power gains because
the total resultant pathloss of part of the whole path is less than the pathloss
of the whole path [13]. This advantage of the cooperative relay network can
be stated as pathloss gain. It is known theoretically that SNR is inversely
proportional to the signal propagation distance, d, [13].
SNR / 1
dn
;
where d is the distance between the source node and destination node and n
is the pathloss exponent which typically uctuates between 2 (light-of-sight)
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and 6 (highly cluttered environment) based on the type of the propagation
environment [13]. According to this relation, a cooperative relay network
where the intermediate relay is in the middle between the source and des-
tination node and the power is divided equally between the source and the
relay will result in the following gain as compared to the conventional point-
to-point system, therefore, pathloss gain can be obtained as
Gp =
1=2
(d=2)n +
1=2
(d=2)n
1=dn
= 2n:
which means the cooperative relay network can achieve a transmit power
saving of (10log102
n) dB.
This thesis is focused upon exploiting spatial cooperative diversity gain
rather than cooperative multiplexing and pathloss gain. In brief, coopera-
tive relay systems potentially oer several advantages and disadvantages for
wireless communications [13] and [14] as follows:
1. Major advantages
a. Performance Gains: large system-wide performance gains can be
achieved due to pathloss, diversity and multiplexing gains. These gains can
reduce transmission powers and provide higher capacity and transmission
rate.
b. Coverage Extension: the coverage of the cell is impacted because of
the limit in transmission power. For example, a user at the cell edge may
experience insucient power levels to communicate due to the weak signal of
interest from the base station [13]. However, a cooperative relay system can
eectively expand the network coverage through the relaying capability, and
then the transmitted signal can service more range as compared to point-to-
point systems.
2. Major disadvantages
a. Increased interference: the use of relays will certainly generate extra
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intra- and inter-cell interference, which potentially causes the system perfor-
mance to deteriorate [13]. In this thesis, interference cancellation schemes
are proposed to mitigate this problem.
b. Strict synchronization: a tight synchronization generally needs to be
maintained to facilitate cooperation, which is dicult to achieve, due to the
nodes being in dierent locations and the varying timing delays between
nodes. This thesis also considers asynchronous cooperative relay networks,
and provides eective solutions to deal with asynchronism.
In the next section, another signicant method will be oered to improve per-
formance and reduce system complexity, which is the relay selection scheme.
1.3 Relay Selection in Cooperative Networks
Recently, relay selection has been recommended as an attractive solution
to improve the performance of conventional cooperative networks [15]. For
instance, in cooperative wireless networks, the relay nodes have dierent
locations so each transmitted signal from the source node to the destina-
tion node must pass through dierent paths causing dierent attenuations
within the signals received at the destination which results in reducing the
overall system performance. Therefore, to reduce this eect and benet from
cooperative communication, high quality paths should be chosen by using
relay selection techniques. Moreover, several works [15{17] have conrmed
that full cooperative diversity order can be achieved with the relay selection
scheme.
A transmitter broadcasts its signal toward all the relay nodes at the rst
stage; the best relay can then be selected, by using local measurements of
the instantaneous channel conditions between the source-relay and the relay-
destination, and then used to transmit its received signal to the destination
node during the second stage. No direct link between the source and desti-
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nation is assumed due to path loss and shadowing. A relay selection scheme
can be exploited in both decode and forward (DF) and amplify and forward
(AF) relaying schemes. In the literature, the DF relay selection scheme has
been investigated in [18,19] over Rayleigh fading channels.
Two selection policies for AF networks can generally be used to choose
the best relay node to help the source to transmit its signal to the destination
node, which are the max-min and max-harmonic mean schemes as below [15]
Rbest = argmax(min(jhsri j2; jhridj2)) Policy I
Rbest = argmax
 jhsri j2jhridj2
jhsri j2 + jhridj2

Policy II:
where hsri and hrid are channel links between the source-relay and relay-
destination. On the basis of these two policies, some works in [20{22] have
been considered to select the best relay from a cooperative AF network. In
this thesis, an exact selection policy will be provided to obtain an accurate
outage probability in cooperative AF networks. In the next section, a brief
introduction to cognitive relay networks will be presented.
1.4 Cognitive Relay Networks
The radio spectrum and its use are strictly managed by governments in
most countries, and spectrum allocation is a legacy command-and-control
regulation enforced by regulatory bodies, such as the federal communications
commission (FCC) in the United States [23] and Ofcom [24] in the United
Kingdom. Most of the existing wireless networks and devices follow xed
spectrum access (FSA) policies to use radio spectrum, which means that
radio spectral bands are licensed to dedicated users and services, such as
TV, 3G networks, and vehicular ad hoc networks. Licensed users are referred
to as the primary users (PUs), and a network consisting of PUs is referred
to as a primary network. In this context, only the PUs have the right to
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use the assigned spectrum, and others are not allowed to use it, even when
the licensed spectral bands are idle. Although interference among dierent
networks and devices can be eciently coordinated by using FSA, this policy
causes signicant spectral under-utilization [24].
Therefore, cognitive radio is an emerging paradigm of wireless communi-
cation in which an intelligent wireless system utilizes information about the
radio environment to adapt its operating characteristics in order to ensure
reliable communication and ecient spectrum utilization [25]. Recently, sev-
eral IEEE 802 standards for wireless systems have considered cognitive radio
systems such as IEEE 802.22 standard [26] and IEEE 802.18 standard [27].
Moreover, there are three main spectrum sharing approaches which are
overlay, underlay and interweave cognitive approaches [28].
In the overlay approach, the secondary users coexist with primary users
and use part of the transmission power to relay the primary users' signals
to the primary receiver. This assistance will oset the interference caused
by the secondary user transmissions at the primary users' receiver. Hence,
there is no loss in primary users' signal-to-noise ratio by secondary users
spectrum access.
In the underlay approach, the secondary users access the licensed spec-
trum without causing harmful interference to primary users' communica-
tions. In this method, the secondary users ensure that interference leakage
to the primary users is below an acceptable level.
In the interweave approach, identifying spectrum holes in the absence
of cooperation between primary and secondary networks is very challeng-
ing [29]. For example, a secondary transmitter could be in the shadow
region of the primary transmitter which will falsely indicate (to the sec-
ondary transmitter) availability of spectrum. The secondary transmission
based on this false indication may harm the primary receivers. This hid-
den terminal problem is deemed to be very challenging and a limiting factor
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for the employment of interweave cognitive radio networks. On the other
hand, the overlay cognitive radio is very interesting in terms of its theoreti-
cal advantages, however, there are even more challenges in terms of practi-
cal implementation as this requires the secondary transmitter to have prior
knowledge of the primary user transmitted signal. Therefore, the underlay
scheme seems more realistic and easy to implement compared to the other
schemes. Therefore the underlay cognitive radio is considered in this thesis.
1.5 Challenges and Thesis Contributions
Although cooperative relaying has been considered as an eective method
to combat fading by exploiting spatial diversity [30]; compared with tradi-
tional systems, relaying can additionally provide high quality of service for
users at the cell edge or in shadowed areas; moreover, the relaying capability
of this cooperative relay system can cope with the eects of path loss and
shadowing, but there are two main challenging problems related to cooper-
ative systems. Firstly, end-to-end transmission rate can be decreased due
to the requirement of increasing the number of transmission stages. There-
fore, some researchers provide two way transmission schemes to increase the
end-to-end transmission rate [31{33]. However, some redundant informa-
tion has to be transmitted between two destination nodes and relay nodes,
which can decrease the eciency of the system. This thesis addresses the
aforementioned challenging problems by exploiting oset transmission with
full interference cancellation and full inter-relay self interference cancellation
schemes.
The second challenge, due to the random nature of the wireless environ-
ment the channel gains between the source, via relay nodes, and destination
node are dierent which results in some relays providing a poor channel
quality. This issue can aect the transmission quality to a certain extent.
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Therefore, in this thesis, the utilizing of two- and four-relay selection schemes
is considered to overcome this problem and decrease the outage probability
of cooperative networks. Finally, a cognitive relay network with two- and
four-relay selection will be provided to decrease the outage probability and
also improve the spectrum eciency.
In summary, the contributions of this thesis can be summarized into four
main parts:
1. Full interference cancellation and full inter-relay self interference can-
cellation schemes for synchronous cooperative networks are presented to ob-
tain asymptotically unity end-to-end transmission rate and mitigate the in-
terference between the relays.
2. A two- and four-relay selection scheme is proposed based on the
local measurements of the instantaneous channel conditions to improve the
diversity and decrease the outage probability. And the best two- and four-
relay selection scheme is also shown to have robustness against feedback error
and to outperform a scheme based on selecting only the best single-relay.
3. An outage probability analysis for two dierent multi-relay selection
policies to select the best two- and four-relay from a group of available
relays by using local measurements of the instantaneous channel conditions
is examined when inter-cluster interference is present.
4. Three types of outage probability analysis are presented for a cogni-
tive AF network with single-, two- or four-relay selection from the potential
cooperative secondary relays based on the underlay approach, while adhering
to an interference constraint on the primary user.
1.6 Structure of Thesis
To simplify the understanding of this thesis and its contributions, its struc-
ture is summarized as follows:
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In Chapter 1, a general introduction to wireless communication systems
was presented. Furthermore, a brief introduction to wireless cooperative
networks including system features and advantages and disadvantages of the
performance were presented. Then, a brief introduction to the relay selection
scheme was presented. In addition, because a cognitive relay network has
been used as an application for the proposed multi-relay selection scheme, a
brief introduction to cognitive radio systems was provided highlighting the
main functions of cognitive radio and the features of cooperative cognitive
networks.
In Chapter 2, a brief introduction to distributed space-time block coding
schemes with orthogonal and quasi-orthogonal codes is presented. A dier-
ential distributed space-time code is briey introduced, which does not need
channel state information (CSI) at the receiver for decoding. Two impor-
tant performance measures, which are the pairwise error probability analysis
(PEP) and outage probability analysis, are described. Finally, a simulation
study is included to compare the performance of Jacket space-time coding
scheme with the orthogonal coding scheme.
In Chapter 3, an oset transmission with full interference cancellation
scheme is used to improve end-to-end transmission rate. Using oset trans-
mission, the source can serially transmit signals to the destination node.
However, the one group of relays scheme may suer from inter-relay inter-
ference which is caused by the simultaneous transmission of the source and
another group of relays. Therefore, the full interference cancellation scheme
can be used to remove fully these inter-relay interference terms. Moreover, a
full inter-relay self interference cancellation scheme at the relay nodes within
a four relay network is provided and the pairwise error probability approach
is used to analyze distributed diversity.
In Chapter 4, outage probability analysis of the best single- and four-
relay selection schemes in a cooperation AF network without interference is
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provided. And the best four-relay selection scheme is shown to have robust-
ness to feedback error and to outperform a scheme based on selecting only
the best single-relay.
In Chapter 5, outage probability analysis of the best single- and two-relay
selection scheme in a cooperative amplify and forward network with inter-
relay interference is provided. Also, BER analysis of the proposed scheme
with error in inter-relay interference cancellation is compared.
In Chapter 6, two dierent selection schemes are proposed to select the
best two- and four-relays from a group of available relays in the same cluster
by using local measurements of the instantaneous channel conditions in the
context of legacy systems, when inter-cluster interference is present only at
the relay nodes. Moreover, a new exact closed form expression for outage
probability in the high signal-to-noise ratio region is provided.
In Chapter 7, three types of outage probability analysis strategies for a
cognitive amplify and forward network with single-, two- or four-relay selec-
tion from the potential cooperative secondary relays based on the underlay
approach, while adhering to an interference constraint on the primary user,
is examined. New analytical expressions for the probability density function,
and cumulative distribution function of end-to-end signal-to-noise ratio are
derived together with near closed form expressions for outage probability
over Rayleigh fading channels. Moreover, the theoretical values for the new
exact outage probability are shown to match the simulated results.
Finally, in the last chapter which is Chapter 8, this thesis is concluded
by summarizing its contributions and suggestions are given for some future
possible research directions.
Chapter 2
RELEVANT LITERATURE
REVIEW
2.1 Introduction
Due to the fading eect, transmission over wireless channels can potentially
suer from severe attenuation in signal strength. For a point-to-point wire-
less communication system, this problem has been theoretically solved by
using multiple antennas at the transmitter and/or the receiver, and spatial
diversity is exploited by using space-time coding [34], [35]. However, due
to physical constraints, when applying multiple antennas at the transmitter
and/or the receiver it is hard to obtain independent spatial paths between
the transmitter and the receiver. Therefore, recently, with increasing inter-
est in wireless cooperative networks, researchers have been looking for ways
to exploit spatial diversity provided by antennas of dierent users to improve
the reliability of transmission [36] [37]. The cooperative diversity is achieved
by having dierent users in the network cooperate in some way.
Recently, cooperative relaying has been considered as an eective method
to combat fading by exploiting spatial diversity [8], and as a way for two users
with no or weak direct connection to attain a robust link. One or multi relay
nodes is generally used in such relaying to forward signals transmitted from
the source node to the destination node. In a cooperative communication
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system, there are two main cooperative methods: amplify and forward (AF)
(transparent relaying protocol) and decode and forward (DF) (regenerative
relaying protocol) [13]. In the AF method, the relay nodes only amplify
and retransmit their received signals, including noise, to the destination. In
the DF method, the relay nodes decode the source information and then re-
encode and re-transmit it to the destination. Therefore, comparing between
the two methods, AF type schemes have the advantage of simple implemen-
tation and low complexity in practical scenarios. In addition to complexity
benets, it has been shown in [38] that an AF scheme asymptotically, in
terms of appropriate power control, approaches a DF one with respect to
diversity. Therefore, the AF method will be considered in this thesis.
In this chapter, a brief overview of wireless cooperative networks concepts
relevant to this thesis are presented. The chapter begins with an introduc-
tion to distributed space-time coding schemes and overviews two important
codes, orthogonal and quasi-orthogonal codes. Also a coding scheme which
avoids the need for channel state information in decoding is represented
which is the dierential space-time code. This is followed by a description of
the performance analysis of wireless AF cooperative networks. Finally, the
Jacket space-time coding scheme is compared with the orthogonal coding
scheme.
2.2 Distributed Space-Time Coding Schemes
In a general wireless relay network, dierent relays receive dierent noisy
copies of the same transmitted information symbols. The relays process these
received signals and forwards them to the destination node. The distributed
processing at the dierent relay nodes thus forms a virtual antenna array [13].
Therefore, conventional space-time block coding schemes can be applied to
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relay networks to achieve cooperative diversity. In this section, the design
of distributed space-time block codes based on an AF type relay protocol
is the focus. There is some literature on AF type space-time block codes,
i.e. [39], [40], [41] and [42]. In this section, the fundamental designs proposed
in [42] are considered in detail.
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Figure 2.1. A two-hop wireless cooperative relay network over which dis-
tributed linear space time codes can be transmitted. The network consists of
a source, four relay and one destination nodes; the frequency at links are
labeled with a scalar coecient.
2.2.1 Distributed Transmission Technology
A wireless cooperative relay network is shown in Figure 2.1, it consists of
one transmitter node S with one antenna, one destination node D with
one antenna and R relay nodes, four in the gure. Each relay node has a
half duplex antenna for reception and transmission (not at the same time).
It is assumed that the communication channels are quasi-static independent
Rayleigh at fading and the receiver has perfect channel information hsri and
hrid, where hsri and hrid denote the channels from the transmitter to the
ith relay and from the ith relay to the receiver, respectively. And assuming
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there is no direct link between the source and the destination as path loss
or shadowing is expected to render it unusable.
It is assumed that the transmitter sends the signal s = [s1; :::; sM ]
T ,
which is normalized so that E[sHs] = 1 where M is the time slot, (:)T , (:)H
and E[] denote the transpose, Hermitian transpose and the expectation of
a random variable, respectively. The transmission operation has two steps,
in step one the transmitter sends signals
p
P1Ms to each relay where P1 is
the average power used at the transmitter for every transmission, whereas in
step two, the ith relay sends a signal vector to the receiver. The noise terms
at the ith relay within the vectors vi and at the receiver wi are independent
complex Gaussian random variables with zero-mean and unit-variance which
is additive white Gaussian noise (AWGN). The received signal vector at the
relays is given by
ri =
p
P1Mhsris+ vi: (2.2.1)
The ith relay transmits the signal vector ti which corresponds to the received
signal vector ri multiplied by a scaled unitary matrix, as such this approach
has more complexity than an amplify-and-forward (AF) scheme and there-
fore is termed AF-type. The transmitted signal vector from the ith relay
node can be generated from
ti =
r
P2
P1 + 1
(Airi +Bir

i ) (2.2.2)
=
r
P1P2Ts
P1 + 1
(hs;riAis+ h

s;riBis
) +
r
P2
P1 + 1
(Aivi +Biv

i );
where Ai and Bi are M M complex matrices, which depend on the dis-
tributed space time code, the 1 in the denominator scaling terms is the
unity noise power, (:) denotes the complex conjugate and P2 is the average
transmission power at every relay node. The received signal vector y at the
receiver, assuming perfect synchronization between all the relays and the
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destination node, is given by
y =
RX
i=1
hridti +w: (2.2.3)
The special cases that either Ai = 0M , Bi is unitary or Bi = 0M and
Ai is unitary are considered, where 0M represents the M M zero matrix.
Ai = 0M means that the i
th relay column of the code matrix only contains the
conjugates s1; :::; sM and Bi = 0M means that the i
th relay column contains
only the information symbols s1; :::; sM . Thus the following variables are
dened as [43]
A^i = Ai; h^sri = hsri; v^i = vi; s
(i) = s; if Bi = 0M
A^i = Bi; h^sri = h

sri; v^i = v

i ; s
(i) = s; if Ai = 0M :
From (2.2.2),
ti =
r
P1P2M
P1 + 1
h^sriA^s
(i) +
r
P2
P1 + 1
A^iv^i:
The signal vector at the receiver can be calculated from equations (2.2.1)
and (2.2.3) to be
y =
r
P1P2M
P1 + 1
Sh+w
0
d; (2.2.4)
where
S = [A^1s
(1) ::: A^Rs
(R)]; h = [h^sr1hr1d ::: h^srnhrnd]
T (2.2.5)
and
w
0
d =
r
P2
P1 + 1
RX
i=1
hsriA^iv^i +w: (2.2.6)
Therefore, without decoding, the relays generate a space-time codeword S
distributively at the receiver. The vector h is the equivalent channel and w
0
d
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is the equivalent noise. The optimum power allocation is when the trans-
mitter uses half the total power and the relays share the other half [42]. If
the total power is P and the number of relays is R, the average powers used
at the source and relays are
P1 =
P
2
and P2 =
P
2R
: (2.2.7)
If the channel vector h is known at the receiver, the maximum-likelihood
(ML) decoding is
s^ = arg min
s
jjy 
r
P1P2M
P1 + 1
S hjj; (2.2.8)
where jj:jj denotes the Euclidean norm, and arg min represents nding the
smallest Euclidean norm from all possible S formed as in (2.2.5) from the
source signal vectors s dened by the chosen source constellation.
2.2.2 Orthogonal and Quasi-Orthogonal Codes
A) Real Orthogonal Designs
For a real orthogonal distributed space-time code (ODSTC), in which every
entry of the code matrix is a linear combination of the information symbols,
then Bi = 0M . Actually, from the denition of a real ODSTC, in [35] proves
that Ai satises 8><>: A
T
i Ai = kIM
ATi Aj =  ATj Ai;
(2.2.9)
where IM represents an M M unity diagonal matrix. For the case that
every symbol appears once only in each column, which is true for most real
ODSTCs, Ai has the structure of a permutation matrix whose entries can
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be 1, 0, or -1. For example, the application of the 2 2 real ODSTC is
S =
264 s1 s2
 s2 s1
375 : (2.2.10)
It can be applied in two relay schemes, and the matrices used at the relays
are
A1 =
264 1 0
0  1
375 and A2 =
264 0 1
1 0
375 : (2.2.11)
B) Complex Orthogonal Designs
Similarly, in a complex ODSTC, Ai needs to satisfy8><>: A
H
i Ai = kIM
AHi Aj =  AHj Ai:
(2.2.12)
Taking the application of the 2 2 Alamouti ODSTC in [44] as an example,
the matrices Ai and Bi which are used at the two relays become
A1 = I2; A2 = B1 = 02; B2 =
264 0  1
1 0
375 :
The space-time code word formed at the two relays has the following form:
S =
264 s1  s2
s2 s

1
375 : (2.2.13)
It is clear that the space-time code in (2.2.13) is the transpose of the Alam-
outi structure. By dening s = [s1   s2]T , the Alamouti code is obtained
which has the structure
S =
264 s1 s2
 s2 s1
375 : (2.2.14)
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C) Quasi-Orthogonal Designs
For quasi-orthogonal designs in [45] and [46], the matrices Ai and Bi which
are used at the four relays become
A1 = I4; A2 = A3 = B1 = B4 = 04; A4 =
266666664
0 0 0 1
0 0  1 0
0  1 0 0
1 0 0 0
377777775
B2 =
266666664
0  1 0 0
1 0 0 0
0 0 0  1
0 0 1 0
377777775
and B3 =
266666664
0 0  1 0
0 0 0  1
1 0 0 0
0 1 0 0
377777775
:
It is straightforward to see A^i for i = 1; 2; :::; 4 are unitary, but they do not
satisfy the second equation in (2.2.12), therefore the code is quasi-orthogonal.
The space-time codeword formed at the four relays has the following form:
S =
266666664
s1  s2  s3 s4
s2 s

1  s4  s3
s3  s4 s1  s2
s4 s

3 s

2 s1
377777775
:
Again, it is the transpose of the originally proposed quasi-orthogonal code,
and by using s = [s1   s2   s3 s4]T the original form can be obtained. In
the next section, distributed dierential space-time coding will be described.
2.3 Dierential Distributed Space-Time Coding
In Section 2.2, decoding the DSTC does require full channel information,
both the channels from the source node to relay nodes and from the relay
nodes to destination node, at the destination node. Therefore, the source
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node and the relay nodes have to send training symbols. However, in some
situations, because of the cost on time and power and the complexity of
channel estimation, using training symbols is not desired [47]. Therefore,
the distributed dierential space-time coding (DDSTC) in [48] is a useful
scheme to solve this problem, because the relay and destination nodes do
not require such channel knowledge, however there is a performance loss in
bit error rate of 3dB in the decoding process.
The scheme is based on the coherent distributed space-time coding in
Section 2.2. The dierential scheme uses two blocks that overlap by one
block. The rst is a reference block for the next. For generality, the (n 1)th
and the nth block are considered. According to (2.2.4) and (2.2.6), the
received signal vector at the (n  1)th block can be written as
yd(n  1) =
r
P1P2M
P1 + 1
h
A^1s^1(n  1) A^2s^2(n  1)
i
h(n  1) +w0(n  1):
(2.3.1)
The set of possible information is encoded as a set of unitary matrices U ,
which for the Alamouti code [47], takes the form
U =
1q
js1j2 + js2j2
264 s1  s2
s2 s

1
375 ; (2.3.2)
where jj denotes the modulus of a complex number. During block n, the
signal vector sent by the transmitter is encoded dierentially as
s(n) = U(n)s(n  1): (2.3.3)
For the rst block, s(1) = [1 0]T is a reference signal. Therefore, the received
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signal vector at the nth block can be written as
yd(n) =
r
P1P2M
P1 + 1
h
A^1U^(n)s^1(n  1) A^2U^(n)s^2(n  1)
i
h(n) +w0(n);
(2.3.4)
where U^(n) = U(n) if Bi = 02 and U^(n) = U(n) if Ai = 02. If U(n)A^i =
A^iU^(n), or equivalently,
U(n)Ai = AiU(n) and U(n)Bi = BiU(n); (2.3.5)
therefore,
yd(n) =
r
P1P2M
P1 + 1
U(n)
h
A^1s^1(n  1) A^2s^2(n  1)
i
h(n) +w0(n):
The channel coecients hs;ri and hri;d are assumed to be constant over at
least two blocks, i.e., h(n) = h(n  1), therefore,
yd(n) = U(n)yd(n  1) +w00(n);
where
w00(n) = w0(n)  U(n)w0(n  1):
The ML decoding can be applied as
U^(n) = argmax
U(n)
kyd(n)  U(n)yd(n  1)k ; (2.3.6)
which needs no channel information. In the next section, methods to analyze
the performance of cooperative networks are presented.
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2.4 Performance Analysis of Wireless Cooperative Networks
In wireless cooperative networks, signal fading arising from multipath prop-
agation is a particularly severe channel impairment that can be mitigated
through the application of diversity [49]. Compared with the more conven-
tional forms of single-user space diversity with physical arrays, this section
sets up the classical relay channel model and examines the problem of creat-
ing and exploiting space diversity using a collection of distributed antennas
belonging to multiple terminals. This formula of space diversity is dened as
cooperative diversity, because the terminals share their antennas and other
resources to create a virtual antenna array through distributed transmis-
sion and signal processing [16]. Therefore, pairwise error probability (PEP)
analysis is an important method to analyze the cooperative diversity and
will be explained in this section. Furthermore, performance characterization
in terms of outage events is also an important evaluation of robustness of
transmission to fading, typically performed as outage probability analysis.
Therefore, the outage probability analysis will be presented in this section.
2.4.1 Pairwise Error Probability Analysis
Cherno Bound of General Communication System
The analysis of the Cherno bound for a general communication network is
briey described. A random variable z is assumed together with function
f(z), which satises
f(z) 
8><>: 1 z  00 z < 0: (2.4.1)
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If the mean of z always exists [50], the Cherno bound implies that the
following inequality always exists:
P (z > 0)  E(f(z)); (2.4.2)
where E() represents the statistical expectation operation. Let f(z) =
exp(z), then the Cherno bound becomes:
P (z > 0)  E(exp(z)); (2.4.3)
where  > 0. Then, a general point-to-point single antenna communication
system is considered. The received signal is obtained as y = hs + n, where
s is the transmission signal, h is the fading coecient and n is a Gaussian
random noise with the spectrum density of N0 per dimension. And the
maximum likelihood (ML) decoding is used as
s^ = arg max
s
P (yjs) = arg min
s
jy   hsj2: (2.4.4)
For ML decoding, the decoder selects the symbol that has the minimum
distance to the received signal. Therefore, the probability that the decoder
chooses that an erroneous symbol se is transmitted, denoted by P (s !
sejy; h), is given by:
P (s! sejy; h) = P (jy   hsj2 > jy   hsej2) = P (jy   hsj2   jy   hsej2 > 0):
(2.4.5)
Substituting (2:4:5) into the Cherno bound of (2:4:3), yields:
P (s! sejy; h)  E(exp((jy   hsj2   jy   hsej2))): (2.4.6)
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After some algebraic manipulation, (2:4:6) can be obtained as:
P (s! sejy; h)  exp( h2(1 N0)js  sej2); (2.4.7)
where  = 1=2N0, then
P (s! sejy; h)  exp(  1
4N0
h2js  sej2): (2.4.8)
Similarly, for a multiple antenna space-time coded system, the transmitted
codeword, channel and noise terms become matrices, namely S, H and N ,
respectively. And the received signal matrix can be represented as:
Y = HS +N: (2.4.9)
Therefore, the upper bounded PEP of the decoding error can be calculated
by using the same method as [42]:
P (S ! SejY;H)  exp

  1
4N0
HH(S   Se)H(S   Se)H

: (2.4.10)
In the next subsequent sections, the PEP upper bound of distributed space-
time coding will be described.
PEP Upper Bound for a Distributed Space-Time Code
This section employs the Cherno bound to derive the PEP upper bound
for an AF type DSTC network. Since in (2.2.6) A^i are unitary and !j ,
i the elements of w and v^i are independent Gaussian random variables,
w
0
d is a Gaussian random vector when the hs;ri are known. It is clear that
E(w
0
d) = 0M;1 and Covar(w
0
d) =

1 + P2P1+1
R
i=1jhridj2

IM . Thus, w
0
d is
both spatially and temporally white.
Dene S = [A^1s
(1) ::: A^Rs
(R)] as in (2.2.5). Therefore, S is an element
matrix in the distributed space-time code set. When both h^sri and hrid are
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known, xjs(i) is also a Gaussian random vector with a covariance matrix
1 + P2P1+1
R
i=1jhridj2

IM and mean
q
P1P2M
P1+1
Sh. Then,
P (xjs(i)) = e
 

x 
r
P1P2M
P1+1
Sh
H
x 
r
P1P2M
P1+1
Sh

1+
P2
P1+1
R
i=1
jhridj2
M

1 + P2P1+1
R
i=1jhridj2
M : (2.4.11)
The ML decoding of the system can be seen to be
s^ = arg max
s
P (xjs(i)) = arg min
s
jjy 
r
P1P2M
P1 + 1
S hjj: (2.4.12)
Since S is linear in s(i), by splitting the real and imaginary parts, the decod-
ing is equivalent to the decoding of a real linear system. Therefore, sphere
decoding can be used [51] and [52].
According to the Cherno bound, with the ML decoding in (2.4.12), the
PEP, averaged over the channel coecients, of mistaking s(i) by s(e) has the
bound [42]:
P (S ! SejY;h)  exp

  P1P2M
4(1 + P1 + P2Ri=1jhridj2)
hH(S   Se)H(S   Se)h

:
(2.4.13)
Integrating over h^sri, yields
P (S ! SejY; hrid; i = 1; ::; N)  det 1

IR +
P1P2M
4(1 + P1 + P2g)
CG

;
(2.4.14)
where C = (S   Se)H(S   Se), G = diagfjhr1;dj2; :::; jhrn;dj2g and g =
Ri=1jhridj2, and det(:) and diag(:) denote the matrix determinant and diag-
onal matrix, respectively. In order to derive the nal PEP upper bound, av-
erage (2:4:14) over hrid; i = 1; :::; N . Unfortunately, the expectations over all
hrid are dicult to calculate in a closed form, therefore, some approximation
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has to be considered. Note that g = Ri=1jhridj2 is Gamma distributed [53]:
f(g) =
gN 1e g
(N   1)! ; (2.4.15)
whose mean and variance are both N . For large N , g can be approximated
by its mean, that is g  N [42]. Therefore, (2.4.14) becomes
P (S ! SejY; hrid; i = 1; ::; N)  det 1

IR +
P1P2M
4(1 + P1 + P2N)
CG

;
(2.4.16)
which is minimized when P1P2M4(1+P1+P2N) is maximized. Assume P = P1+NP2
is the total power in the whole network. Therefore,
P1P2M
4(1 + P1 + P2N)
=
P1(P   P1)M
4R(1 + P )
 P
2M
16R(1 + P )
;
with equality when
P1 =
P
2
and P2 =
P
2N
: (2.4.17)
Thus, the optimal power allocation strategy allocates half of the total power
to the source and the relays share the other half. Finally, substituting
(2.4.17) into (2.4.16), gives
P (S ! SejY; hrid; i = 1; ::; N)  det 1

IR +
PM
16N
CG

: (2.4.18)
Then, integrating the above equation with respect to jhridj2 and assuming
that C is a full rank matrix and M  N , the average PEP of the distributed
space-time coding can be approximated as: [42]
P (S ! SejY )  det 1[C]

8N
M
N
P
 N(1  loglogP
logP
)
: (2.4.19)
Therefore, the diversity order of DSTC is N(1  loglogPlogP ) when C is a full rank
matrix and M  N . When P is very large, loglogPlogP ! 0, and the asymptotic
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diversity order is N . However, when M  N is assumed, for the general
case, the rank of C will be min(M;N) instead of N , therefore, the diversity
order achieved by the DSTC is min(M;N)(1   loglogPlogP ). Next, the outage
probability analysis for certain cooperative networks is considered.
2.4.2 Outage Probability Analysis
S D
R
h
sr
h
rd
Relay node
Source Destination
First phase Second phase
h
sd
Figure 2.2. A basic wireless cooperative network with a direct link and
single relay node.
In this section, outage events and outage probabilities are shown to char-
acterize performance of the system in Figure 2.2, which denotes the basic
cooperative network including a direct link. According to dierent types of
processing by the relay node and dierent types of combining at the destina-
tion node, the outage probability analysis of the direct link, xed, selection
and incremental relaying will be discussed, respectively; I denotes the mu-
tual information, and for a target rate R, I < R and P (I < R) denote the
outage event and outage probability, respectively.
A: Direct transmission
For the direct transmission case, the source transmits directly the signal to
the destination node, the relay node is not working at the same time, there-
fore, the maximum average mutual information between input and output
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is given by
ID = log2(1 + SNRjhsdj2): (2.4.20)
The outage event for spectral eciency R is given by ID < R and is equiv-
alent to the event
jhsdj2 < 2
R   1
SNR
: (2.4.21)
For Rayleigh fading, i.e., jhsdj2 is exponentially distributed with parameter
 2sd , the outage probability satises
P outD (SNR;R) = P (ID < R) = P (jhsdj2 <
2R   1
SNR
)
= 1  exp(  2
R   1
SNR2sd
)  1
2sd
 2
R   1
SNR
;
(2.4.22)
where 2sd is the channel variance from the source to the destination. Obvi-
ously, the outage probability is inversely proportional both to SNR and to
channel variance 2sd.
B: Fixed relaying
For xed relaying, the relay can either amplify its received signals subject to
its power constraint, or to decode, re-encode, and retransmit the messages.
1) Amplify and forward: the AF scheme with a direct link and transmission
over two time slots produces an equivalent one-input, two-output complex
Gaussian noise channel with dierent noise levels in the outputs, and the
maximum average mutual information between input and output is given by
IAF =
1
2
log2(1 + SNRjhsdj2 + f(SNRjhsrj2; SNRjhrdj2)); (2.4.23)
where f(x; y) = xyx+y+1 : The outage event for spectral eciency R is given
by ID < R and is equivalent to the event
jhsdj2 + 1
SNR
f(SNRjhsrj2; SNRjhrdj2)) < 2
2R   1
SNR
: (2.4.24)
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For Rayleigh fading, i.e., jhij j2 is exponentially distributed with parameter
 2ij , the outage probability satises [16]
P outAF (SNR;R) = P (IAF < R)  (
2sr + 
2
rd
22sd
2
sr
2
rd
)(
22R   1
SNR
)2; (2.4.25)
where 2ij , i 2 (s; r) and j 2 (r; d), are the channel variances.
2) Decode and forward: A particular decoding structure is applied at the
relay in order to analyze DF transmission. In [16], the maximum average
mutual information for repetition-coded DF can be shown to be
IDF =
1
2
minflog2(1 + SNRjhsrj2); log2(1 + SNRjhsdj2 + SNRjhrdj2)g;
(2.4.26)
where the rst term of (2.4.26) denotes the maximum rate at which the relay
can reliably decode the source message, and the second term of (2.4.26) rep-
resents the maximum rate at which the destination can reliably decode the
source message given repeated transmissions from the source and relay. The
outage event for spectral eciency R is given by IDF < R and is equivalent
to the event
minfjhsrj2; jhsdj2 + jhrdj2g < 2
2R   1
SNR
: (2.4.27)
For Rayleigh fading, the outage probability for repetition-coded DF can be
computed as [16]
P outDF (SNR;R) = P (IDF < R) = P (jhsrj2 <
22R   1
SNR
)
+P (jhsrj2  2
2R   1
SNR
)P (jhsdj2 + jhrdj2 < 2
2R   1
SNR
);
(2.4.28)
when SNR!1, this becomes
P outDF (SNR;R) 
22R   1
2srSNR
; (2.4.29)
where 2sr is channel variance from the source to the relay. Clearly, the
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outage probability is inversely proportional both to SNR and to channel
variance 2sr.
C: Selection relaying
Selection relaying builds upon xed relaying by allowing transmitting nodes
to choose a suitable cooperative or noncooperative action according to the
measured SNR. Selection relaying can be applied to overcome the weakness
of the DF transmission in [16], i.e. when the relay cannot decode, direct
transmission is implemented. As an example analysis, considering the per-
formance of selection DF, its mutual information is somewhat involved to
write down in general; however, in the case of repetition coding at the relay,
using (2.4.20) and (2.4.26), it can be shown [16] to be
ISDF =
8><>:
1
2 log2(1 + 2SNRjhsdj2); jhsrj2 < 2
2R 1
SNR
1
2 log2(1 + SNRjhsdj2 + SNRjhrdj2); jhsrj2  2
2R 1
SNR :
(2.4.30)
In the rst case in (2.4.30), the relay can not decode and the source must
repeat its transmission. Therefore, the mutual information is that of repeti-
tion coding from the source to the destination, hence the extra factor of two
in the SNR. Similarly, for the second case in (2.4.30), the mutual information
is that of repetition coding from the source and relay to the destination. The
outage event for spectral eciency R is given by ISDF < R and is equivalent
to the event
(fjhsrj2 < 2
2R   1
SNR
g
\
f(2jhsdj2 < 2
2R   1
SNR
g)
[
(fjhsrj2  2
2R   1
SNR
g
\
fjhsdj2 + jhrdj2 < 2
2R   1
SNR
g);
(2.4.31)
where
T
and
S
denote \OR" and \AND" operations. Because the events in
the union of (2.4.31) are mutually exclusive, the outage probability becomes
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a sum
P outSDF (SNR;R) = P (ISDF < R) = P (jhsrj2 <
22R   1
SNR
)P (2jhsdj2
<
22R   1
SNR
) + P (jhsrj2  2
2R   1
SNR
)P (jhsdj2 + jhrdj2 < 2
2R   1
SNR
);
(2.4.32)
when SNR!1, it becomes approximately
P outSDF (SNR;R)  (
2sr + 
2
rd
22sd
2
sr
2
rd
)(
22R   1
SNR
)2: (2.4.33)
where 2ij , i 2 (s; r) and j 2 (r; d), are the channel variances. Clearly, for
large SNR, the performance of selection DF is identical to that of xed
AF. In the next subsection uncoded and coded transmission schemes will be
introduced.
2.4.3 Coding Gain
Coding gain is the measure in the dierence between the SNR levels between
the uncoded system and coded system required to reach the same BER
levels. It also can reduce error rate to improve system performance, however,
compared with diversity gain, the nature of coding gain is dierent. Diversity
gain attests itself by increasing the magnitude of the slope of the BER curve,
whereas coding gain generally just shifts the error rate curve to the left [4],
see Figure 2.3. In space-time coding the number of uncorrelated paths over
which the code is transmitted determines the diversity gain; for example for
a two transmitter one receive scenario with the Alamouti code the diversity
gain is two, but there is no coding gain, whereas for the QO-STBC code
with a four transmitter and one receiver situation the diversity gain is four.
In the following section, convolution coding will be briey introduced.
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Figure 2.3. The dierence in the eects of coding gain and diversity gain
on bit error rate.
2.4.4 Convolution Coding
Convolutional codes are used extensively in practical applications in order to
achieve reliable data transfer, i.e. third generation (3G) cellular communi-
cation system. A convolution code generates coded symbols by passing the
information bits through a linear nite-state shift register as shown in Fig-
ure 2.4. The shift register consists of K stages with k bits per stage. There
are n binary addition operations with input taken from all K stages: these
operators produce a codeword of length n for each k bit input sequence.
Moreover, the rate of the code is k=n, because the binary input data are
shifted into each stage of the shift register k bits at a time, and each of these
shifts produces a coded sequence of length n. The number of shift register
stages K is called the constraint length. A half rate (n = 2; k = 1;K = 3)
convolution coding will be used to improve the BER performance. A well
known scheme can be employed to decode the convolution coding, which is
the Viterbi algorithm, full details of which can be found in [54]. To obtain
increased coding gain iterative decoding can be employed, a review of which
is given in the next section.
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Figure 2.4. Convolution encoder structure.
2.4.5 Constituent Encoders
Due to the operation of the decoder, convolutional codes are most advan-
tageous due to the existence of maximum a posteriori (MAP) soft decoding
algorithms. While all block codes can be described with a trellis, the number
of states in this trellis could be large. For convolutional codes, the trellis
descriptions are known and the number of states is xed by the memory
order of the encoder. Throughout the literature, recursive systematic con-
volutional (RSC) encoders have been primarily used in the turbo schemes.
Moreover, the innite impulse response (IIR) nature of these encoders al-
lows for interleaver designs which obtain large global Hamming distances for
the turbo code [55]. For example, consider the four-state RSC with genera-
tor (5,7) shown in Figure 2.5. This encoder has a feedback polynomial and
parity polynomial which are gb = 1 + D
2 and ga = 1 + D + D
2, where D
represents time delay.
Figure 2.5. A 4-state, half rate RSC structure with generator polynomial
(5,7).
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In the next section, Jacket space-time coding scheme will be compared with
the orthogonal coding scheme.
2.5 Jacket Space-Time Coding Scheme
In this section, the performance of space-time coding schemes based on
the recently proposal jacket transform and quasi-orthogonal (QO) designs
over multiple-input single-output(MISO) point-to-point and equivalent dis-
tributed, two-hop, systems are compared. In the comparison over both fre-
quency at and frequency selective channels the total transmit power is xed
and uncoded quadrature phase shift keying (QPSK) transmission is used.
Simulation studies in terms of bit error rate conrm that the closed-loop
QO designs yields the best performance and that the jacket transform has
worse performance than all open-loop QO designs, and therefore its suitabil-
ity for space-time code design for four transmit antennas is limited.
Signal transmission through a wireless channel faces more diculties than
through a guided wire, which can be approximately free of interference.
These obstructions may include additive noise, fading, adjacent channel in-
terference and multi-path spread. Nowadays, due to the desire to support
user freedom from being physically connected, a wireless channel has become
the favourable platform to transfer information.
In wireless communications, multiple-input multiple-output (MIMO) type
systems have been shown to provide robustness to fading as compared to a
single-antenna communication system by exploiting spatial diversity [46] at
the expense of increased transmit and receive hardware. In order to utilize
this diversity space-time block coding (STBC) has received signicant at-
tention [44]. Typically, STBC has been designed for point-to-point MIMO
systems. However, due to physical space limitations, the paths between
antennas are generally correlated, and therefore diversity gain is degraded.
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Over the last ten years various schemes have been proposed for STBC,
the Alamouti scheme being the simplest approach for two transmit anten-
nas. Schemes for four transmit antennas were proposed by Jafarkhani and
others [43] to obtain larger diversity gain. Very recently, in [56], the jacket
transform has been proposed for point-to-point and distributed STBC [57].
However, a fair comparison of these schemes has not been undertaken. For
fair comparison, the total power of all transmit antennas should be equal.
In this section, the jacket transform and QO designs using the same total
average power allocation and the uncoded QPSK constellation are compared.
2.5.1 Space-time block codes
Alamouti Design
The Alamouti scheme provides full diversity 2Mr, whereMr is the number of
receive antennas, one in this work, full data rate and improves the quality of
the received signal by transmitting signals across two transmit antennas and
Mr receiver antennas with two dierent time symbol periods. Perfect channel
knowledge is assumed at the receiver and no knowledge of channel state
information (CSI) at the transmitter is assumed. The open-loop Alamouti
space time encoder uses the simple orthogonal code given as
CA = Q12 =
264 x1 x2
 x2 x1
375 (2.5.1)
where the columns of the matrix represent the number of transmitter an-
tennas and the rows represent the number of time symbol periods. The
orthogonality of the columns can be veried by calculating the inner prod-
uct of the columns as
(x1; x2):(x2; x1) = x1x2   x2x1 = 0 (2.5.2)
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which is the basis for the orthogonality of the code [44]. Moreover, QH12Q12 =
I, where  = jx1j2 + jx2j2 and therefore symbolwise decoding is possible.
This code is only suitable for two transmit antennas so we consider extensions
for four antennas in order to increase diversity gain.
Quasi Orthogonal Designs
An introduction of the class of STBC based on QO designs for four transmit
antennas can be generated by [45] as:
CQO =
0B@ Q12 Q34
 Q34 Q12
1CA (2.5.3)
so that the QO transmit matrix is
CQO =
0BBBBBBB@
x1 x2 x3 x4
 x2 x1  x4 x3
 x3  x4 x1 x2
x4  x3  x2 x1
1CCCCCCCA
: (2.5.4)
This matrix is not orthogonal and therefore symbolwise decoding is not pos-
sible, however it is full rate. Schemes to perform pairwise decoding have
been proposed [45] but these are more computationally complex; constella-
tion rotation can be used at the transmitter to improve performance.
Jacket Transform Designs
Recently, a new transmit code matrix for the four transmit antennas case
has been designed on the basis of the matrix product [56]
CJ =M4SJ ; (2.5.5)
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where
SJ =
0B@ Q12 0
0 Q34
1CA (2.5.6)
and SHJ SJ = diag(Q
H
12Q12; Q
H
34Q34). In [56], it is shown if Qij is an orthogo-
nal design, SJ is an orthogonal STBC, whereas, if Qij is a quasi-orthogonal
matrix, SJ is a quasi-orthogonal STBC. So the properties of the matrix SJ
depends on Qij , but, in this section the orthogonal STBC is adopted.
In the proposed approach, the code matrix CJ may be written as
CJ =M4
264 Q12 0
0 Q34
375 (2.5.7)
where
M4 =
0BBBBBBB@
1 1 1 1
1  1 1  1
1 1  1  1
1  1  1 1
1CCCCCCCA
(2.5.8)
which is the 4 4 Hadamard matrix [56], and the transmit matrix
CJ =
0BBBBBBB@
x1   x2 x2 + x1 x3   x4 x4 + x3
x1 + x

2 x2   x1 x3 + x4 x4   x3
x1   x2 x2 + x1  x3 + x4  x4   x3
x1 + x

2 x2   x1  x3   x4  x4 + x3
1CCCCCCCA
(2.5.9)
which is an orthogonal code matrix as
CHJ CJ =
0BBBBBBB@
b0 0 0 0
0 b0 0 0
0 0 b1 0
0 0 0 b1
1CCCCCCCA
; (2.5.10)
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where b0 = 4
P2
i=1 jxij2, b1 = 4
P4
i=3 jxij2, but the elements of CJ are no
longer from the QPSK constellation. Next, the transmission models which
will use to compare the QO and jacket designs are presented.
2.5.2 Transmission schemes
Point-to-Point: Frequency Flat and Frequency Selective Channels.
A multi-input single-output (MISO) communication system with four trans-
mit and one receive antennas is considered. The channels between the trans-
mitters and receiver are denoted by fi; i = 1; 2; :::; 4 as shown in Figure 2.6,
which are assumed to be quasi static Rayleigh fading, and frequency at or
frequency selective with L paths [58]. The noise n at the receiver is complex
zero mean Gaussian distributed with variance N02 per dimension.
 
Tx1 
D 
f1 
f2 
f3 
f4 
Tx2 
Tx3 
Tx4 
Figure 2.6. Basic MISO structure of point-to-point transmission for four
transmit and one receive antennas.
Distributed relay network: Frequency Flat and Frequency Selective Links.
A wireless relay network as represented in Figure 2.7 with relay nodes Ri,
i = 1; 2 and source and destination nodes are considered in this section.
Each relay node has one receive antenna and two transmit antennas which
operate in a half-duplex mode. For simplicity, the channel coecients are un-
changed during the transmission of a signal code block (quasi-static Rayleigh
distributed). Denote the fading channel between S and the i -th relay as gi,
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i = 1; 2. And the fading channels between relays and D as fj , j = 1; 2; 3; 4.
Assume that gi, and fj are independent and identically distributed zero-
mean complex Gaussian random variables with unity variance (i.e., 2 = 1).
And the distance from the source node S to the destination node D is so
far that S can not reliably communicate with D directly. At S, the infor-
mation sequences are rst broadcasted to the relay nodes R. Then, during
the second stage, at the relay nodes, the received signals are decoded and
space-time coded as in the point-to-point case before being forwarded to D.
In the case of frequency selective links the coding is performed across fre-
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Figure 2.7. Basic structure of two-hop relay network for two relays each
using one receive and two transmit antennas.
quencies, i.e. space-frequency coding is used, so that the spatial diversity is
exploited, we do not exploit the temporal diversity in this context [4].
2.5.3 Simulation Results
In this section, the performance of the MATLAB based simulations of the
proposed jacket transform and QO designs over the point-to-point and dis-
tributed systems for frequency at and frequency selective channels are pro-
vided. The total transmit power is xed over all designs, and the perfor-
mance is shown by the end-to-end bit error rate (BER) using uncoded QPSK
symbols.
In Figure 2.8 the point-to-point BER performance of STBC with open-
loop and closed-loop designs is shown. The QO schemes clearly outperform
the jacket transform. For example to attain a BER 10 4 approximately
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Figure 2.8. Point-to-Point BER performance comparison of QO and
jacket STBC schemes.
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22dB total power is required in the case of the jacket transform, however,
in the case of QO-STBC with feedback approximately 16dB is required,
about 6dB less than the jacket transform design. The open-loop QO designs
with and without symbol rotation also require 5dB and 3dB less than the
jacket approach. Similarly, the end-to-end bit error rates of the distributed
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Figure 2.9. End-to-end BER performance comparison of QO and jacket
distributed STBC schemes.
schemes are shown in Figure 2.9. The jacket transform again has the worst
performance requiring 44dB total power at 10 4 BER, however, in the case
of QO-STBC with feedback approximately 28dB is required, about 16dB
less than the jacket transform design. The open-loop QO designs with and
without symbol rotation also require 13dB less than the jacket approach.
In Figure 2.10 the point-to-point BER performance of SFBC over fre-
quency selective links with channel length L = 4 is shown. The QO schemes
clearly again outperform the jacket transform. For example to attain a BER
10 2 approximately 16dB total power is required in the case of the jacket
transform, however, in the case of QO-SFBC with feedback approximately
11dB is required, about 5dB less than the jacket transform design. The
open-loop QO designs with and without symbol rotation also require 4dB
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less than the jacket approach. Similarly, the end-to-end bit error rates of the
distributed schemes are shown in Figure 2.11. The jacket transform again
has the worst performance requiring 21dB total power at 10 2 BER, how-
ever, in the case of QO-SFBC with feedback approximately 18dB is required,
about 3dB less than the jacket transform design. The open-loop QO designs
with and without symbol rotation also require 2dB less than the jacket ap-
proach.
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Figure 2.10. Point-to-Point BER performance comparison of QO and
jacket SFBC schemes.
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Figure 2.11. End-to-end BER performance comparison of QO and jacket
distributed SFBC schemes.
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The comparison of the performance of space-time and space-frequency cod-
ing schemes based on the recently proposed jacket transform and QO designs
over point-to-point and distributed systems is provided. In the comparison
the total transmit power is xed and uncoded quadrature phase shift key-
ing (QPSK) transmission is used. Simulation studies in terms of bit error
rate conrm that the closed-loop QO designs yields the best performance
and that the jacket transform has the weakest performance of designs. Its
suitability for space-time code design for four transmit antennas appears
therefore to be limited.
2.6 Summary
This chapter presented an overview of the various methodologies in coop-
erative networks that are of interest in the thesis. A brief introduction to
distributed space-time coding schemes with orthogonal and quasi-orthogonal
codes was given. An important method for distributed space-time coding,
which does not need channel state information (CSI) at the receiver for
decoding, which is dierential space-time code, was discussed. This was fol-
lowed by the performance analysis of cooperative networks. One approach
was the pairwise error probability analysis, and the other was outage proba-
bility analysis. Finally, methods to achieve coding gain in transmission were
considered. A simulation study was included to conrm the comparing the
Jacket transform coding with other coding schemes. In the next chapter,
in order to improve transmission rate in distributed space-time coding tech-
niques, full interference cancellation and full self-interference cancellation
schemes for synchronous systems will be described.
Chapter 3
A FULL RATE DISTRIBUTED
TRANSMISSION SCHEME
WITH INTERFERENCE
In this chapter, rstly, a simple full inter-relay self interference cancellation
(FSIC) scheme is used at the relay nodes within a two-hop cooperative four
relay network with asynchronism in the second stage. The four single an-
tenna relay nodes are arranged as two spatially well separated groups of two
relays with oset transmission scheduling. This approach can achieve the full
available diversity order and its end-to-end transmission rate can asymptot-
ically approach full rate when the number of samples is large. Pairwise error
probability analysis is used to conrm the available diversity and simulation
studies are employed to verify the end-to-end bit error rate as a function
of the level of inter-relay interference. Secondly, a distributed dierential
space-time code is used with partial channel information at the destination,
which can achieve full cooperation diversity and improve the transmission
rate. Finally, uncoded and coded bit error rate simulations conrm the
utility of the scheme.
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3.1 Introduction
A cooperative network is one of the most popular approaches to exploit
spatial diversity in wireless systems, in particular, through distributed space-
time block coding [35], [43] and [44]. Relay nodes can not only provide
independent channels between the source and the destination, to leverage
spatial diversity [4], but they also can help two users with no or weak direct
connection to attain a robust link. Although these schemes achieve the
maximal cooperative diversity, i.e. in [44], the full diversity is two with
two relays; the full diversity is four with closed feedback in [43], its end-
to-end transmission rate is only a half. Therefore, oset transmission is an
ecient method to improve the end-to-end transmission rate from a half to
asymptotically unity.
3.2 FSIC for A Cooperative Four Relay Network
Jing and Hassibi in [42] proposed a new cooperative strategy, distributed
space-time coding, which has two steps. However, this model lacks a direct
link between the source node and the destination node. In [59] and [38] a
direct link is consider, but the end-to-end transmission rate is only a half.
In order to improve the transmission rate, an oset transmission scheme
and full inter-relay interference cancellation has been applied in [60]. How-
ever, the interference cancellation is performed at the destination node, and
so multiple antennas have to be used which maybe infeasible to achieve in
practice. This problem is solved in [61] by using full inter-relay self interfer-
ence cancellation at the relay nodes. However, in [61], the diversity order is
only two without using an additional precoder scheme. In this work, there-
fore, an FSIC scheme is employed at the relay nodes so that the inter-relay
interference (IRI) terms can be removed totally and diversity order 3.5 can
be achieved without a precoder together with asymptotically full rate.
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3.2.1 System Model
The relay model for the four-path relay scheme is illustrated in Figure 3.1,
where hsri  CN(0; 2sri) (i = 1; :::; 4) denote the channels from the trans-
mitter to the four relays and hrid  CN(0; 2rid) (i = 1; :::; 4) denote the
channels from the four relays to the destination. It is assumed that only
the inter-relay channels hr1  CN(0; 2r1) and hr2  CN(0; 2r2) are con-
sidered between R1 and R2 and between R3 and R4, respectively. This
can be achieved in practice by constraining the locality of the relay pairs.
And the inter-relay channels are assumed reciprocal. There is a direct link
hsd  CN(0; 2sd) between the source and the destination. The channels are
quasi-static at-fading: hence hsri, hrid and hsd are independent and iden-
tically distributed (i.i.d.) zero-mean and unit-variance complex Gaussian
random variables. The destination node is assumed to know perfectly all
the channel coecients. The relaying protocol is next dened.
Figure 3.1. AF four-path relaying scheme.
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3.2.2 Four-Path Relaying with Inter-Relay Interference Cancella-
tion at the Relay
A) Transmission Protocol
At the source node, the source transmission is divided into frames, each
containing L data vectors of the form
x(l) =
264 x1;R(l) + jx1;I(l)
x2;R(l) + jx2;I(l)
375 where l = 1; 2; :::; L:
At the time slot 1, x(1) is sent from S to R1, R3 and D so that
yr1(1) =
p
x(1)hsr1 + nr1(1)
yr3(1) =
p
x(1)hsr3 + nr3(1)
yd(1) =
p
x(1)hsd + nd(1);
where nri(1)  CN(0; 2I) and nd(1)  CN(0; 2I) are the additive white
Gaussian noise (AWGN) vectors at the ith relay and D respectively for the 1st
time slot, and these noise terms take the same form for the later time slots.
Notice that yd(1) contains only x(1) because R2 and R4 do not transmit in
the rst time slot.
Then for time slot 2, x(2) is transmitted from S to D, R2 and R4; at the
same time, the transmitted signal at R1 is sent to R2, the transmitted signal
at R3 is sent to R4, which are respectively the inter-relay interferences.
yr2(2) =
p
x(2)hsr2 + hr1xr1(2) + nr2(2)
yr4(2) =
p
x(2)hsr4 + hr2xr3(2) + nr4(2)
yd(2) =
p
x(2)hsd + hr1dxr1(2) + hr3dxr3(2) + nd(2);
where xr1(2) = Agr1(2)yr1(1) and xr3(2) = Bgr3(2)yr3(1). And matrices A
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and B are used to encode the signals at the relay nodes, which are
A =
264 1 0
0 1
375 B =
264 0  1
1 0
375
and gri(l) is the power scaling factor at the i
th relay, which will be dened
later.
At time slot 3, x(3) is sent from S to D, R1 and R3, while xr2(3) and
xr4(3) are sent from R2 to R1 and from R4 to R3, respectively, so that
yr1(3) =
p
x(3)hsr1 + hr1xr2(3) + nr1(3) =
p
x(3)hsr1 +Ahr1gr2(3)
[
p
x(2)hsr2 + hr1xr1(2) + nr2(2)] + nr1(3);
yr3(3) =
p
x(3)hsr3 + hr2xr4(3) + nr3(3) =
p
x(3)hsr3 +Bhr2gr4(3)
[
p
x(2)hsr4+hr2xr3(2) + nr4(2)] + nr3(3)
yd(3) =
p
x(3)hsd + hr2dxr2(3) + hr4dxr4(3) + nd(3);
where xr2(3) = Agr2(3)yr2(2) and xr4(3) = Bgr4(3)yr4(2). Notice that
yr1(3) and yr3(3) contain the inter-relay self interference terms, Ahr1gr2(3)hr1xr1(2)
and Bhr2gr4(3)hr2xr3(2), respectively, which are known perfectly at R1 and
R3, and thus can be removed. Therefore, the transmit signals at slot 4 from
R1 and R3 will be
xr1(4) =Agr1(4)[yr1(3) Ahr1gr2(3)hr1xr1(2)] = Agr1(4)fpx(3)hsr1
+Ahr1gr2(3)[
p
x(2)hsr2 + nr2(2)] + nr1(3)g;
(3.2.1)
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and
xr3(4) =Bgr3(4)[yr3(3) Bhr2gr4(3)hr2xr3(2)] = Bgr3(4)fpx(3)hsr3
+Bhr2gr4(3)[
p
x(2)hsr4 + nr4(2)] + nr3(3)g:
(3.2.2)
At time slot 4, x(4) is sent from S to D, R2 and R4, while xr1(4) and xr3(4)
are sent from R1 and R3. Therefore, at R2, R4 and D,
yr2(4) =
p
x(4)hsr2 + hr1xr1(4) + nr2(4)
yr4(4) =
p
x(4)hsr4 + hr2xr3(4) + nr4(4)
yd(4) =
p
x(4)hsd + hr1dxr1(4) + hr3dxr3(4) + nd(4):
The transmit signals at time slot 5 from R2 and R4 are xr2(5) = Agr2(5)yr2(4)
and xr4(5) = Bgr4(5)yr4(4), respectively. There is no inter-relay interference
at R2 and R4 because xr2(3) and xr4(3) do not exist in the received signals
due to the cancellation in R1 and R3 as shown in (3.2.1) and (3.2.2). Using
the same method, L symbols will have been transmitted from the source to
the destination.
From the equations above, the transmitted signals at R1, R2, R3 and
R4 in the lth time slot can be generalized as
xr1(l)
8>>>><>>>>:
Agr1(l)yr1(l   1) for l = 2
Agr1(l)[yr1(l   1) Ahr1gr2(l   1)hr1xr1(l   2)];
for l = 4; 6; 8; :::; L,
xr3(l)
8>>>><>>>>:
Bgr3(l)yr3(l   1) for l = 2
Bgr3(l)[yr3(l   1) Bhr2gr4(l   1)hr2xr3(l   2);
for l = 4; 6; 8; :::; L.
xr2(l) = Agr2(l)yr2(l 1); xr4(l) = Bgr4(l)yr4(l   1) for l = 3; 5; 7; :::; L 1;
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respectively, where gri(l) are dened as
grm(l)
8>>>>><>>>>>:
q

2s;rm+
2 for l = 2q

2s;rm+
2
rwg
2
rn(l 1)(2s;rn+2)+2
for l = 4; 6; 8; :::; L,
grn(l) =
r

2s;rn+ 
2
rw+ 
2
; for l = 3; 5; 7; :::; L  1;
where m = 1 or 3, n = 2 or 4 and w = 1 or 2. And  is the average trans-
mitted power at the source and the four relays. The gains gr2(l) and gr4(l)
are constant for l = 3; 5; 7; :::; L   1. Thus, gr1(l) and gr3(l) which depend
on gr2(l   1) and gr4(l   1) are also constant for l = 4; 6; :::; L, respectively.
Therefore, the time index l can be removed hereafter.
B) Equivalent MIMO Channel
According to all the equations in Section 3.2.2-A, the received signal at the
destination can be rewritten as
yd =
p
H~x+ nd +Cnr (3.2.3)
where yd = [yd1(1) yd2(1) yd1(2) yd2(2) ::: yd1(L) yd2(L)]
T , and in order to
analyze the pairwise error probability (PEP) and diversity order, rewrite the
real and imaginary parts of the signals and the noise to be vectors, which
are
~x = [x1;R(1) x2;R(1) x1;R(2) x2;R(2) ::: x1;R(L) x2;R(L) jx1;I(1) jx2;I(1)
jx1;I(2) jx2;I(2) ::: jx1;I(L) jx2;I(L)]
T , nd = [nd1;R(1) nd2;R(1) nd1;R(2) nd2;R
(2)::: nd1;R(L) nd2;R(L)jnd1;I(1) jnd2;I(1) jnd1;I(2) jnd2;I(2) ::: jnd1;I(L) jnd2;I
(L)]T and nr = [nr11;R(1) nr12;R(1) nr21;R(2) nr22;R(2) ::: nr21;R(L) nr22;R(L)
jnr11;I(1) jnr12;I(1) jnr21;I(2) jnr22;I(2) ::: jnr21;I(L) jnr22;I(L) nr31;R(1)
nr32;R(1) nr41;R(2) nr42;R(2) ::: nr41;R(L) nr42;R(L) jnr31;I(1) jnr32;I(1) jnr41;I
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(2) jnr42;I(2) ::: jnr41;I(L) jnr42;I(L)]
T . Let H(p; q) and C(p; q) denote the
elements at the pth row and qth column of H and C respectively. Then, the
non-zero elements of H and C are given as
H(m;m) = H(m;m+ 12) = hsd; m = 1; 2; :::; 2L;
H(m;m  2) = H(m+ 1;m  1) = H(m+ 1;m+ 11) = H(m;m+ 10) =8><>: hr1dhsr1gr1 for m = 3; 7; :::; 2L  1hr2dhsr2gr2 for m = 5; 9; :::; 2L  1,
H(m;m  1) =  H(m+ 1;m  2) =  H(m;m+ 11) = H(m+ 1;m+ 10) =8><>:  hr3dh

sr3gr3 for m = 3; 7; :::; 2L  1
hr4dh

sr4gr4 for m = 5; 9; :::; 2L  1,
H(m;m  4) = H(m+ 1;m  3) = H(m;m+ 8) = H(m+ 1;m+ 9) =8><>: hr2dhsr1gr2hr1gr1   hr4dhsr3gr4h

r2g

r3 for m = 5; 9; :::; 2L  1
hr1dhsr2gr1hr1gr2   hr3dhsr4gr3hr2gr4 for m = 7; 11; :::; 2L  1,
H(m;m  6) = H(m+ 1;m  5) = H(m;m+ 6) = H(m+ 1;m+ 7)
= gr2hr2dhr1gr1hr1gr2hsr2 for m = 9; 13; :::; 2L  1;
H(m;m  5) =  H(m+ 1;m  6) =  H(m;m+ 7) = H(m+ 1;m+ 6)
= gr4hr4;dh

r2gr3hr2gr4h

s;r4 for m = 9; 13; :::; 2L  1:
Furthermore,
C(m;m  2) = C(m+ 1;m  1) = C(m+ 1;m+ 11) = C(m;m+ 10) =8><>: hr1dgr1 for m = 3; 7; :::; 2L  1hr2dgr2 for m = 5; 9; :::; 2L  1,
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C(m;m+ 23) =  C(m+ 1;m+ 22) = C(m+ 1;m+ 34) =  C(m;m+ 35) =8><>:  hr3dgr3 for m = 3; 7; :::; 2L  1 hr4dgr4 for m = 5; 9; :::; 2L  1,
C(m;m  4) = C(m+ 1;m  3) = C(m+ 1;m+ 9) = C(m;m+ 8) =8><>: hr2dgr2hr1gr1 for m = 5; 9; :::; 2L  1hr1dgr1hr1gr2 for m = 7; 11; :::; 2L  1,
C(m;m+ 20) = C(m+ 1;m+ 21) = C(m+ 1;m+ 33) = C(m;m+ 32) =8><>:  hr4dgr4h

r2g

r3 for m = 5; 9; :::; 2L  1
 hr3dgr3hr2gr4 for m = 7; 11; :::; 2L  1,
C(m;m  6) = C(m;m+ 6) = C(m+ 1;m  5) = C(m+ 1;m+ 7)
= gr2hr2dhr1gr1hr1gr2 for m = 9; 13; :::; 2L  1;
C(m;m+ 19) =  C(m;m+ 31) =  C(m+ 1;m+ 18) = C(m+ 1;m+ 30)
= gr4hr4dh

r2gr3hr2gr4 for m = 9; 13; :::; 2L  1:
Notice that Cnr is the residual noise from the relays and it is in general not
white. Rewriting (3.2.3) as
yd =
p
H~x+C0n; (3.2.4)
where C0 = [C I12 I12], and n = [nr nd].
Then, the mutual information of the four-path relaying is given as (3.2.5)
from the mutual information of the equivalent MIMO system in (3.2.4).
Following the derivation in [62],
I(x;yd) =
L
L+ 2
log2det(I+HRxH
H(C0RC0H) 1); (3.2.5)
whereRx = E[~x~x
H ] = I andR = E[nnH ] = 2I. Since two additional time
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slots are required at the end as the terminating sequence, the mutual infor-
mation is decreased by LL+2 , however, the slight loss is asymptotical zero for
large values of L. Moreover, because C0RC0H = 2[C I12 I12][C I12 I12]H =
2(CCH + 2I), the mutual information can be simplied to
I(x;yd) =
L
L+ 2
log2det(I+

2
HHH(CCH + 2I) 1): (3.2.6)
3.2.3 Pairwise Error Probability and Diversity Analysis
In this section, the PEP of the four-path relaying is derived. First, express
the received signal in (3.2.3) as
yd =
p
Xh+w; (3.2.7)
where X = [XRe jXIm], and h = [hR hI ]
T
XRe =
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XIm =
hR =
2666666666666666666666666666666666664
hsd
 gr3hr3dhsr3
gr1hr1dhsr1
gr3hr3dh

sr3
 gr4hr4dhsr4
gr2hr2dhsr2
gr2hr2dhr1gr1hsr1   gr4hr4dhr2gr3hsr3
gr4hr4dh

sr4
gr1hr1dhr1gr2hsr2   gr3hr3dhr2gr4hsr4
gr4hr4dh

r2gr3hr2gr4h

sr4
gr2hr2dh
2
r1gr1gr2hsr2
 gr4hr4dhr2gr3hr2gr4hsr4
3777777777777777777777777777777777775
;
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hI =
2666666666666666666666666666666666664
hsd
gr3hr3dh

sr3
gr1hr1dhsr1
 gr3hr3dhsr3
gr4hr4dh

sr4
gr2hr2dhsr2
gr2hr2dhr1gr1hsr1   gr4hr4dhr2gr3hsr3
 gr4hr4dhsr4
gr1hr1dhr1gr2hsr2   gr3hr3dhr2gr4hsr4
 gr4hr4dhr2gr3hr2gr4hsr4
gr2hr2dh
2
r1gr1gr2hsr2
gr4hr4dh

r2gr3hr2gr4h

sr4
3777777777777777777777777777777777775
:
Here, it is assumed that L = 6, X is a 2L  24 matrix consisting of the
transmitted symbols, h is the equivalent channel vector, and w = Cnr +nd
conditioned on h is the correlated Gaussian noise with covariance matrixP
W = 
2(CCH + 2I). Then, use ML decoding at the receiver. If X is
transmitted, then from [63], the PEP of mistaking X with Xe has the fol-
lowing Cherno upper bound
P (X! Xe)  Ehfe 
1
4
hH(X Xe)H
P 1
W (X Xe)hg: (3.2.8)
Since the covariance matrix
P
W is not a diagonal matrix, (3.2.5) can-
not be easily analyzed. However, the covariance matrix
P
W is a pos-
itive semi-denite matrix, therefore, the PEP can be upperbounded byP
W  tr(
P
W )I, where tr(
P
W ) is the trace of
P
W . With this, it fol-
lows that
P (X! Xe)  Ehfe 

4tr(
P
W )
hH(X Xe)H(X Xe)hg: (3.2.9)
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In order to calculate the expectation in (3.2.9), express h = (T1U1 +
T2U2)v, where v = [hsd;R hsr1;R; :::; hsr4;R hsd;I hsr1;I ; :::; hsr4;I ]
T , and T1,
T2, U1 = [U11; U11] and U2 = [U21;U21] are shown as
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Thus, by taking expectation over v rst yields
P (X Xe)
 ET f
Z
1
3
e
  
4tr(
P
W )
vH(TH1 U
H
1 +T
H
2 U
H
2 )(X Xe)H(X Xe)(T1U1+T2U2)ve v
Hvdvg
= ET fdet 1(I+ 
4tr(
P
W )
)g;
where A = (X   Xe)(T1U1 + T2U2), tr() represents trace of a matrix.
Using the diversity criterion in [34] the diversity order can be analyzed,
which is determined by the rank of A. It can be observed that T1 and T2
are full rank. The rank of U1 and U2 are 5. The rank of A is determined
by the rank of the product (X Xe) and (U1 +U2).
Because the real and imaginary parts of xj(i) have the same eect for
the rank of the product (X Xe), consider only the real part xj;R(i), where
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i = 1; 2; :::; L and j = 1 or 2. There are three scenarios.
Initially, only the rst symbol at the odd time slots is dierent between
X and Xe. If only x1;R(1) is dierent, there are four independent columns
in (X   Xe) (1, 3, 4, 7). However, both U1 and U2 have three and four
independent rows in (1, 3, 4, 7), respectively. Using the same method, only
the second symbol at the odd time slots is dierent, such as x2;R(1). There
are four independent columns in (X  Xe) (1, 2, 3, 7). However, both U1
and U2 only have three and four independent rows in (1, 2, 3, 7). Therefore,
the product terms in A, i.e. (X   Xe)U1 and (X   Xe)U2, have limited
rank of three and four, respectively.
Secondly, only the rst symbol at the even time slot is dierent, in this
case there are six independent columns in (X   Xe) (1, 6, 8, 9, 11, 12).
However, the limited rank of the product terms are three and four, because
there are only three and four independent corresponding rows in U1 and U2,
respectively. If the second symbol at the even time slot is dierent, there
are six independent columns in (X  Xe) (1, 5, 6, 9, 10, 11), but both U1
and U2 only have three and four independent rows in (X Xe) (1, 5, 6, 9,
10, 11). Therefore, the product terms in A have limited rank of three and
four, respectively.
Thirdly, if all of the symbols are dierent, the matrix (X  Xe) is full
rank, the rank of the product is equal to ve asU1 andU2 are both rank ve
matrices. Based on the above three cases, the minimum rank of the product
terms are three and four, respectively. Therefore, the overall diversity order
is between three and four.
Furthermore, some special situations are discussed in the following:
Firstly, if there is no direct path from the source to destination (hsd = 0),
then minimum diversity order of two can be achieved, because the rst row
of U1 and U2 are removed.
Secondly, if hr1 and hr2 do not exist (hr1 = hr2 = 0), then the (7, 9,
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10, 11, 12) diagonal elements of T1 and T2 will be 0. Thus, if one symbol
is dierent between X and Xe, there are three independent rows in U1 and
U2. Therefore, the diversity order of three can still be obtained without the
hr1 and hr2 in the equivalent channel matrix.
Thirdly, if 2r1 and 
2
r2 increase, both gr2 and gr4 will approach 0 and both
gr1 and gr3 will approach to a constant value. And the 5
th to 12th diagonal
elements of T1 and T2 will be 0. Therefore, when 
2
r1 and 
2
r2 increase, the
diversity order will be decreased.
3.2.4 Simulation Studies
In this section, the simulated performance of the proposed scheme is shown
i.e. four-path relaying with inter-relay self interference cancellation. The
performance is shown by the end-to-end BER using QPSK symbols. The
length of symbol L is assumed to be six, and all average channel gains are
normalized to 0 dB. And the asymptotic achievable rate can be obtained
where L is suciently large and hence LL+2 ! 1.
Figure 3.2 compares the average rate as a function of the signal-to-noise
ratio. Equation (3.2.6) is used to calculate the average rate. The average rate
decreases when 2sd is lower than other channels, i.e. 
2
sd is -20 dB. However,
when 2ri i 2 (1; 2) increases to 10 dB, the average rate is sightly decreased,
i.e. the average rate decreases from 70 (bit/s/Hz) to 66 (bit/s/Hz) when the
SNR is equal to 30 dB.
Figure 3.3 contrasts the BER performance with dierent inter-relay chan-
nel gains. Obviously, the diversity order decreases with the increase of 2ri,
from 3.5 to essentially two. However, when 2ri = 0, the diversity order is
three.
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3.3 DDSTCing with FIC Scheme for A Cooperative Four Relay
Network
In the last subsection, using the DSTC scheme does require full channel in-
formation at the destination node, both the channels from the transmitter to
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relays and the channels from relays to the destination. Therefore, the source
and relay nodes have to exchange training symbols. However, in some situa-
tions, regular training is not possible, because of the cost on time and power
and the complexity of the channel estimation. Therefore, the dierential
transmission scheme for wireless relay networks with no channel information
at either relays or the destination was proposed in [47]. In order to use the
FIC scheme, the previous assumption of no channel knowledge at the desti-
nation must be relaxed and the relay to destination channels are assumed to
be known which are easier to estimate than the other channel values. More-
over, the destination node needs to know the inter-relay channels between
the relay nodes.
3.3.1 Distributed Dierential Space Time Block Coding Model
In this section, the use of DSTC and DDSTC within a two-hop cooperative
wireless four relay network over block quasi-static Rayleigh fading channels
is proposed, which can achieve full cooperative diversity and improve the
transmission rate.
3.3.2 The Oset Transmission Scheduling Model
In Figure 3.4, the relay model for the oset transmission scheduling method
is illustrated. The four relay nodes are arranged as two groups of two relay
nodes, both of which employ DSTC or DDSTC design, but with oset trans-
mission scheduling, i.e., at the odd time slot, relay one and three receive the
signal from the source, at the same time, relay two and four send the re-
ceived signal which was received from the source at the previous time slot to
the destination node. Therefore, the source can serially transmit data to the
destination and the overall rate can be improved. However, the four-path
relay scheme may suer from inter-relay interference (IRI) which is caused
by the simultaneous transmission of the source and another group of relays.
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Figure 3.4. A cooperative four relay network model with oset transmis-
sion scheme.
An FIC approach is therefore used to remove the inter-relay interference at
the destination node.
In Figure 3.4, hsri (i = 1; :::; 4) denote the channels from the transmitter
to the four relays and hrid (i = 1; :::; 4) denote the channels from the four
relays to the destination. There is no direct link between the source and
the destination as path loss or shadowing is assumed to render it unusable.
The inter-relay channels are assumed to be reciprocal, i.e. the gains from
R1 and R3 to R2 and R4 are the same as those from R2 and R4 to R1 and
R3, which are denoted h12, h23, h34 and h14. The channels are assumed to
be block quasi-static Rayleigh at-fading: hsri and hrid are independent and
identically distributed (i.i.d.) zero-mean and unit-variance complex Gaus-
sian random variables. The usual requirement for space-time block coding
is that the channel is constant for at least M time instants (channel uses).
And all of the channel information is assumed known by the receiver. The
FIC with DSTC scheme is next introduced to achieve asymptotically full
rate and to completely remove IRI.
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3.3.3 Interference Cancellation Scheme
Building on the approach followed in [64], it is assumed that the relay nodes
R2 and R4 receive at time slots n-1 and n-3, and at the same times, the relay
nodes R1 and R3 are transmitting to the destination nodes. It is assumed
that the channel hrid information is known by the receiver. Considering the
received signal at the destination at time slot n-3:
yd(n  3) = t1(n  4)hr1d + t3(n  4)hr3d +wd(n  3); (3.3.1)
where wd is the Gaussian noise vector at the destination, and t1(n  4) and
t3(n  4) are formed from the received signal vectors at R1 and R3 at time
slot n-4, which are given by:
t1(n  4) = NA1r1(n  4) and t3(n  4) = NB2r3(n  4): (3.3.2)
The received signal vectors r1(n  4) and r3(n  4) are given by:
r1(n  4) =
p
P1Mhsr1U(n  4)ss(n  6) + t2(n  5)h12 + t4(n  5)h14
+ v1(n  4);
r3(n  4) =
p
P1Mhsr3U(n  4)ss(n  6) + t2(n  5)h23 + t4(n  5)h34
+ v3(n  4);
(3.3.3)
where U(n  4) can be obtained by the Alamouti code [47], as
U =
1q
js1j2 + js2j2
264 s1  s2
s2 s

1
375 ; (3.3.4)
where jj denotes the modulus of a complex number, v1 and v3 are the
Gaussian noise vectors at the relay nodes. The received signal vector can
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also be obtained at the destination at time slot n-4 as:
yd(n  4) = t2(n  5)hr2d + t4(n  5)hr4d +wd(n  4): (3.3.5)
ASSUMPTION 1: If multiple antennas were available at the destination
node, and given that the relays are suciently spatially separated, the as-
sumption that it is possible to separate out the individual relay components
within yd(n  4) is made
yd(n  4) = yd1(n  4) + yd2(n  4) +wd(n  4);
as given by
yd1(n  4) = t2(n  5)hr2d and yd2(n  4) = t4(n  5)hr4d; (3.3.6)
where the noise term is assumed to be insignicant in the current develop-
ment, however this issue and the validity of this assumption is addressed
further in the simulation studies. So
t2(n  5) = yd1(n  4)
hr2d
and t4(n  5) = yd2(n  4)
hr4d
: (3.3.7)
Finally, substituting (3.3.2), (3.3.3) and (3.3.7) into (3.3.1) gives:
yd(n  3) = N
p
P1MA1hr1dhsr1U(n  4)ss(n  6)+
NA1hr1d

yd1(n  4)
hr2d
h12 +
yd2(n  4)
hr4d
h14

+N
p
P1MB2hr3dhsr3U(n  4)ss(n  6)+
NB2hr3d
 
yd1(n  4)
hr2d
h23 +
yd2(n  4)
hr4d
h34
!
+w
0
d(n  3);
(3.3.8)
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where w
0
d(n  3) is the noise vector which is given by:
w
0
d(n  3) = NA1v1hr1d +NB2v3hr3d +wd(n  4): (3.3.9)
From (3.3.8), the inter-relay interference is found as a recursive term in the
received signal vector at the destination nodes. For example, the IRI terms
are
NA1hr1d

yd1(n  4)
hr2d
h12 +
yd2(n  4)
hr4d
h14

; (3.3.10)
NB2hr3d
 
yd1(n  4)
hr2d
h23 +
yd2(n  4)
hr4d
h34
!
; (3.3.11)
which are functions only of the previous output values yd1(n 4) and yd2(n 
4). Therefore, these terms can be completely removed from (3.3.8) in order
to cancel the inter-relay interference at the receiver, which is given by:
y
0
d(n  3) =N
p
P1MA1hr1dhsr1U(n  4)ss(n  6) +N
p
P1MB2hr3d
hsr3U(n  4)ss(n  6)w0d(n  3):
(3.3.12)
As such, (3.3.12) has no inter-relay interference, and contains only the de-
sired signal and the noise, and ss = U(n)ss(n   2) and ss(n   4) = U(n  
4)ss(n   6), which is a reference signal for the next time slot. Next using
the same method to obtain the received signal vector at time slot n-2 at the
destination node and cancelling completely the IRI,
yd(n  2) = N
p
P1MA1hr2dhsr2U(n  3)ss(n  5)+
NA1hr2d

yd1(n  3)
hr1d
h12 +
yd2(n  3)
hr3d
h23

+N
p
P1MB2hr4dhsr4U(n  3)ss(n  5)+
NB2hr4d
 
yd1(n  3)
hr1d
h14 +
yd2(n  3)
hr3d
h34
!
+w
0
d(n  2);
(3.3.13)
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where w
0
d(n  2) is the noise vector which is given by:
w
0
d(n  2) = NA1v2hr2d +NB2v4hr4d +wd(n  3): (3.3.14)
The second and fourth terms in the right hand side of (3.3.13) are IRI terms
which can be removed as in (3.3.10) and (3.3.11). Therefore, (3.3.13) be-
comes
y
0
d(n  2) =N
p
P1MA1hr2dhsr2U(n  3)ss(n  5) +N
p
P1MB2hr4d
hsr4U(n  3)ss(n  5) +w0d(n  2);
(3.3.15)
and dening ss(n 3) = U(n 3)ss(n 5), which is a reference signal for the
next time slot. Compared with (3.3.12) and (3.3.15), the same structure is
evident. However, according to the oset time slots, the alternate channels
are switched regularly. And then the same method is used to obtain the
received signal at time slots n-1 and n at the destination node and cancel
completely the IRI
y
0
d(n  1) =N
p
P1MA1hr1dhsr1U(n  2)ss(n  4) +N
p
P1MB2hr3d
hsr3U(n  2)ss(n  4) +w0d(n  1);
(3.3.16)
y
0
d(n) =N
p
P1MA1hr2dhsr2U(n  1)ss(n  3) +N
p
P1MB2hr4d
hsr4U(n  1)ss(n  3) +w0d(n):
(3.3.17)
Therefore, the transmission symbols can be easily detected by the ML de-
coding, i.e.
U^(n) = argmax
U(n)
y0d(n)  U(n)y0d(n  2)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and
U^(n  1) = arg max
U(n 1)
y0d(n  1)  U(n  1)y0d(n  3) :
3.3.4 Simulation Studies
In this section, the simulated performance of the distributed dierential
space-time coding with the FIC approach is shown and compared with the
performance of coherent distributed space-time coding. The performance is
assessed by the BERs using BPSK symbols. The total power per symbol
transmission is xed as P. The reference signals s(1) and s(2) are chosen as
[1 0]T . And the length of the block over which the channels are assumed
constant N is 8.
In Figure 3.5, rstly, the BER performance is shown without full inter-
relay interference cancellation and with full inter-relay interference cancella-
tion. The advantage of using the FIC scheme is clear, the BER performance
is signicantly better than without the FIC approach. In fact, without using
FIC the scheme is unusable. The inter-relay interference considerably cor-
rupts the transmission signal, thereby leading to the performance degrada-
tion. Secondly, the performance of dierential Alamouti DSTCs with a two
relay network, without inter-relay interference, and that of the FIC dieren-
tial Alamouti DSTCs with a four relay network (Assumption 1) is compared.
For the two hop cooperative four relay network, if the FIC scheme is used
to completely remove the inter-relay interference, the performance closely
matches Alamouti DSTCs, whilst essentially doubling the transmission rate.
Finally, compared with the performance of coherent distributed space-time
coding with FIC, the dierential scheme has the expected 3db loss in cod-
ing [65].
In the next simulation study, the eect of relaxing Assumption 1 is consid-
ered. To model the eect that even with multiple antennas at the destination
node there will be uncertainties in the values of yd1(n   4) and yd2(n   4)
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Figure 3.5. End-to-end BER performance.
in (3.3.6), due for example to estimation errors in beamforming, the noise
vectors are added to yield yd1(n  4) = t2(n  5)hr2d+n1 and yd2(n  4) =
t4(n 5)hr4d+n2, where all the elements of the n1 and n2 vectors are chosen
to have noise powers of either -9 or -12dB, and these two cases are denoted
Assumption 2 and Assumption 3. The degradation in BER is shown
in Figure 3.6, for example, at BER = 10 3 the required transmit power in-
creases from 27.5 to 33, and to 38 dB for the three cases. Through the use of
Turbo Coding, with generating polynomials g(D) = [1; 1 +D2=1 +D +D2]
and four iterations, these powers can be reduced to 19, 21.5 and 22.5 dB.
As such, additional outer coding is one method to mitigate the practical
diculties in achieving Assumption 1.
In Figure 3.7, the data rate performance of the two relay dierential
scheme and that of the four relay dierential scheme is compared. When the
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Figure 3.6. End-to-end coded and uncoded BER performance of the dif-
ferential STBC with FIC and varying uncertainty in Assumption 1.
useful block sizeM is unity, the data rates of two and four relay schemes are
the same which is 0.25. When the useful block size M is 10, the two relay
scheme data rate is 0.46 whereas the four relay scheme data rate is 0.77.
Obviously, when the useful block size M is large, the data rate of the four
relay scheme is almost equal to unity, which is twice that of the two relay
scheme, which is almost equal to 0.5.
3.4 Summary
In this chapter, full diversity and improved end-to-end transmission rate
can be achieved because the oset transmission with FIC scheme was used.
Using oset transmission, the source can serially transmit data to the des-
tination. However, the four-path relay scheme may suer from IRI which
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Figure 3.7. The end-to-end data rate performance.
is caused by the simultaneous transmission of the source and another group
of relays. Therefore, the FIC scheme was used to remove fully these IRI
terms. However, the FIC scheme is performed at the destination node, and
so multiple antennas have to be used which maybe infeasible to achieve in
practice. Assumption 1 is therefore likely to be only an approximation in a
practical network environment and therefore the reason that uncertainly was
introduced in the form of noise power in Assumption 2 and 3. Therefore, an
FSIC scheme at the relay nodes within a four relay network was provided and
the pairwise error probability approach has been used to analyze distributed
diversity. The four single antenna relay nodes were arranged as two groups
of spatially separated two relay groups with oset transmission scheduling.
This approach can achieve the full available distributed diversity order 3.5
without precoding and its end-to-end transmission rate can asymptotically
approach one when the number of samples is large. However, a synchronous
system must be assumed in the above schemes, because the timing error can
signicantly degrade the end-to-end BER performance.
Chapter 4
PERFORMANCE ANALYSIS
OF FOUR-RELAY SELECTION
SCHEME FOR
COOPERATIVE NETWORKS
WITHOUT INTERFERENCE
In this chapter, the local measurements of the instantaneous channel con-
ditions are used to select the best four relays from a set of N available
relays, and then these best relays are used with the quasi-orthogonal dis-
tributed space-time block coding (QO-DSTBC) to improve the cooperative
diversity gain and decrease the outage probability. This best four-relay se-
lection scheme is shown to have robustness against feedback error in the
relay selection and to outperform a scheme based on selecting only the best
single-relay.
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4.1 Introduction
In a cooperative relay network, many relays can help the source to transmit
to the destination, however, sometimes some relays provide poor channel
quality which can aect the transmission quality to a certain extent [66].
Therefore, the use of relay selection schemes is attracting considerable at-
tention to overcome this problem and preserve the potential diversity gains,
[67], [68] and [15]. In [67], the authors derived simple expressions for out-
age probabilities for several decode-and-forward (DF) (regenerative relaying
protocol) cooperative diversity schemes in the context of selecting a sin-
gle relay from a set of N available relays. This method, however, requires
high complexity at the relays and destination. In [68], exact outage and
diversity performance expressions for the best single-relay selection are pro-
vided for a wide range of signal-to-noise ratio (SNR) regimes in the context
of an amplify-and-forward (AF) (transparent relaying protocol) cooperative
transmission approach. The work in [15] relies on using instantaneous end-
to-end wireless channel conditions to obtain the best single relay for coop-
erative diversity. This work was extended in [69] to obtain outage-optimal
opportunistic relaying in the context of selecting a single relay from a set
of N available relays. They show that cooperative diversity gain is achieved
even when certain relays remain inactive. However, the optimal diversity
performance is obtained when transmit maximal ratio combining (MRC)
is performed across all the relays, assuming the channel state information
(CSI) is known by each relay node. For the same total power consumption
by relays, the transmit MRC based cooperative diversity scheme outper-
forms opportunistic relay selection. Also, using a best single-relay is not
always sucient to satisfy the required outage probability at a destination
node. Moreover, these works have not considered feedback error within the
relay selection process, which means sometimes the best relay cannot be
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chosen because the wrong enable feedback information is received from the
destination node. In [70], outage probability is calculated by using an ap-
proximate method to derive expressions for the moment generating function
(MGF) of the generalized selection combining (GSC). However, a simple
multi-dimensional integration approach can be used to obtain accurately
the outage probability. Therefore, in this chapter, rstly, selecting the best
four-relay from N available relays is considered. The outage probability of
the best four-relay selection is compared with the conventional best single-
relay selection. Secondly, the bit error rate (BER) performance of the best
single-relay selection scheme and the best four-relay selection is examined
with the closed-loop quasi-orthogonal STBCs scheme [71], in the presence of
errors in the feedback of relay selecting information.
4.2 Conventional Relay Selection Scheme
In cooperation wireless networks, where each transmitted signal will pass
through various paths causing dierent attenuation in the associated signals
received at the destination, the overall system performance can be reduced
when a high quality paths should be chosen by using relay selection tech-
niques. Moreover, due to the random nature of the wireless environment
the channel gains are dierent which results in some relays providing a poor
channel quality. Therefore, to minimize this eect, high quality paths should
be chosen by using one of the relay selection techniques. For a cooperative
AF network, the max min policy can generally be used to choose the best
relay node as below [15]
ibest = arg max
i2N
(min(jhsri j2; jhridj2));
where hsri and hrid are channel gains for the source-relay and the relay-
destination links, respectively. N represents the set of indices of all available
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relays. Then, a two- and four-relay selection scheme for cooperative AF
type networks is used in order to overcome the degradation of end-to-end
BER performance in single-relay selection networks when there are feedback
errors in the destination to relay node links. The best four-relay selection
scheme can be used in this chapter as
icon = arg max
i2N
max
i02N 1
max
i002N 2
max
i0002N 3
(min(jhsri j2; jhridj2));
where i = (i; i0; i00; i000).
4.3 System Model
As is shown in Figure 4.1, cooperative communication over Rayleigh at-
fading channels is considered. There is one source node, one destination node
and N available relay nodes, all equipped with single half-duplex antennas.
Perfect channel state information is assumed to be known at the destination
node.
Figure 4.1. A half-duplex dual-hop best four-relay selection system.
Here the closed-loop quasi-orthogonal DSTBC with feedback scheme is
used as in [71]. In the rst hop, the source node transmits the signal vector
x = [x1   x2   x3 x4]T to the relays. The received signal vector at the ith
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relay is given by
ysri =
p
Eshsrix+ nri ; (4.3.1)
where Es is the average energy per symbol, hsri is the channel gain between
the source and the ith relay node, and nri is the complex additive white
Gaussian noise vector at the ith relay node. In the second hop of cooperation,
the ith selected relay amplies and forwards its received signal, which is
designed to be a linear function of its received signal and its conjugate in
(4.3.2), to the destination through hrid, which is the channel gain between
the ith relay node and the destination. The received signal at the destination
node from the best four-relay selection is (4.3.3)
trid =
p
Pi(Aiysri +Biysri); (4.3.2)
yd =
NsX
i=1
hridtrid + nd; (4.3.3)
where ysri is a conjugate of received signal vector at the i
th relay, Ns is the
number of relays used, Ns = 4 in this chapter. According to [71], A1 = I4,
A2 = A3 = B1 = B4 = 04,
A4 =
266666664
0 0 0 1
0 0  1 0
0  1 0 0
1 0 0 0
377777775
; B2 =
266666664
0  1 0 0
1 0 0 0
0 0 0  1
0 0 1 0
377777775
B3 =
266666664
0 0  1 0
0 0 0  1
1 0 0 0
0 1 0 0
377777775
;
and nd is the complex additive white Gaussian noise vector at the destina-
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tion. The ith relay gain denoted by
p
Pi is calculated from
Pi =
Es
Esjhsri j2 +N0
;
where N0 is the noise variance [16]. Finally, the maximum likelihood (ML)
decoding can be used at the destination node. Then, the instantaneous
equivalent end-to-end signal-to-noise ratio (SNR) can be written as (4.3.4),
because the MRC scheme is used at the destination.
D =
X
i2Ns
sririd
sri + rid + 1
; (4.3.4)
where Ns denotes the set of relay indices for the relays chosen in the multi-
relay selection scheme. The parameters sri = jhsri j2Es=N0 and rid =
jhridj2Es=N0 are the instantaneous SNR of the S  Ri and Ri  D links, re-
spectively. Assuming that there is not any inter-relay interference between
relays. The practical implementation of the MRC may, however, incur a
capacity penalty due to the need to adopt a time multiplexing approach to
transmission between the relays and the destination node; therefore, this sec-
tion adopts an orthogonal transmission scheme, namely, the best four-relay
selection with the closed-loop quasi-orthogonal DSTBC. For the Rayleigh
at fading channels, the probability density function (PDF) and the cumu-
lative density function (CDF) of the SNR in the u 2 (sri; rid) links are given
by
fu() =
1
u
e =u ; (4.3.5)
Fu() = 1  e =u ; (4.3.6)
where u denotes the mean SNR for all links and  > 0. According to [72],
i = min(sri ; rid) 
sririd
sri + rid + 1
: (4.3.7)
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Therefore, the lower and upper bound for the equivalent end-to-end SNR
can be given as
1
2
NsX
i=1
i = low  D  up =
NsX
i=1
i; (4.3.8)
where Ns denotes the set of relay indices for the relays chosen in the multi
relay selection scheme. The upper bound SNR is more suitable for anal-
ysis in the medium and high SNR arrange. And then the CDF of i =
min(sri ; rid) can be expressed as [73]
Fi() = 1  Pr(sri > )Pr(rid > )
= 1  [1  Pr(sri  )][1  Pr(rid  )]
= 1  [1  Fsri ()][1  Frid()]:
(4.3.9)
Substituting (4.3.6) with the appropriate index into (4.3.9) yields
Fi() = 1  e =Ci ; (4.3.10)
where Ci =
sri rid
sri+rid
. Since independent and identically distributed (i.i.d.)
Rayleigh at fading relay channels are assumed, then all relay links can be
assumed to have the same average SNR, namely, sri = rid = 0 = Es=N0,
and Ci = C = 0:50. Therefore, the PDF of i can be obtained by taking
the derivative of the CDF (4.3.10) as
fi() =
1
Ci
e =Ci : (4.3.11)
In the next section, the outage probability analysis will be considered for
the best four-relays selection scheme.
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4.4 Outage Probability Analysis
Outage probability analysis for best four-relay selection is used in this section
to show the advantage of multi-relay selection when no interference occurs at
the relay nodes. In this approach the best four relay nodes are selected from
N available relays, namely, the maximum max, the second largest max 1,
the third largest max 2 and the fourth largest max 3 are selected from
the N relays instantaneous SNR. Firstly, the selection of the L largest is
not independent, therefore, according to [50], the joint distribution of the L
most maximum values can be obtain as
f(x1; x2; :::; xL) = L!
0B@N
L
1CA [F (xL)N L] LY
i=1
f(xi); (4.4.1)
where x1  x2:::  xL:::  xN and f() and F () correspond to the PDF and
CDF, respectively, and
 
N
L

= N !L!(N L)! is the binomial coecient. There-
fore, the joint PDF of the four largest signal-to-noise ratios selection can be
expressed as
f(w; x; y; z) =N(N   1)(N   2)(N   3)[F (z)N 4]
f(w)f(x)f(y)f(z);
(4.4.2)
where w = max, x = max 1, y = max 2, z = max 3, and F (z) =
1 e z=C and f(w) = 1=Ce w=C , f(x) = 1=Ce x=C , f(y) = 1=Ce y=C ,
f(z) = 1=Ce
 z=C . Therefore,
f(w; x; y; z) =
N(N   1)(N   2)(N   3)
4C
[1  e z=C ]N 4
e w=Ce x=Ce y=Ce z=C :
(4.4.3)
Then the CDF Fup() is calculated, where up is the sum of w, x, y and
z, which are identically distributed and formed as the ratios of exponential
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random variables. Therefore, the CDF is obtained by
Fup() = Prfw + x+ y + z  g: (4.4.4)
Given that w, x, y and z are non-negative, with w  x  y  z. Finally,
Fup() =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  x z y
x
f(w; x; y; z) dwdxdydz: (4.4.5)
Using the PDF in (4.4.3) gives
Fup() =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  x z y
x
N(N   1)(N   2)(N   3)
4C
[1  e z=C ]N 4 e w=C e x=C e y=C e z=C dwdxdydz:
(4.4.6)
The rst integral for w is
I1 =
Z  x z y
x
e w=C dw = C e
  x
C   C e
 +x+z+y
C : (4.4.7)
And the second integral for x will be
I2 =
Z  z y
2
y
e x= C [ C e
  x
C   C e
 +x+z+y
C ] dx
= e
 +z+y
C ( Cy   C
2
2
  C    z   y
2
) +
C
2
2
e
 2y
C :
(4.4.8)
Then, the next integral for y is
I3 =
Z  z
3
z
e y= C [e
 +z+y
C ( Cy   C
2
2
  C    z   y
2
) +
C
2
2
e
 2y
C ] dy
= e
 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C (
   z
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C
2
(
   z
3
  C
2
  (   z   2(   z)
3
)) +
C
3
3
  z C
2
(z   C
2
  (   3z
2
)))  C
3
3
e
 3z
C :
(4.4.9)
Section 4.4. Outage Probability Analysis 83
Finally, the last integral for z becomes
Fup() =
Z 
4
0
e z= C [1  e
 z
C ]N 4 I3 dz (4.4.10)
F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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(4.4.11)
Therefore, the desired outage probability can be calculated. The outage
probability is dened as when the average end-to-end SNR falls below a cer-
tain predened threshold value, . The outage probability can be expressed
as
Pout =
Z 
0
fb()d = Fup(): (4.4.12)
The outage probability of the best four-relays selection can be expressed by
using the CDF expression (4.4.11) as
Fup() =
N(N   1)(N   2)(N   3)
3C
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(4.4.13)
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In the next section, the outage probability analysis verication will be con-
sidered.
4.5 Outage Probability Analysis Verication
In this section, in order to verify the results obtained from the above mathe-
matical expressions, all relay links can be assumed to have the same average
SNR, and there is no direct link between the source and the destination as
path loss or shadowing renders it unusable. The SNR 0 = 10 dB is assumed.
Figure 4.2 shows the comparison of the outage probability of the best single-
relay selection and the best four-relays selection schemes, using the formula
given in (4.4.13). It can be seen that increasing the number of available
relays, N , decreases the outage probability, and hence when the number of
relays is large, the outage event (no transmission) becomes less likely, for ex-
ample, with the total number of available relays increasing from 4 to 7, the
outage probability of a best single-relay selection is decreased from almost
9% to 1.5%; at the same time, the outage probability of the best four-relay
selection is decreased from almost 0.9% to 0.006%, when the threshold value
 is 6 dB. This result conrms that the best four-relay selection provides
more robust transmission than best single-relay selection, because for the
best single-relay selection, it just uses a single relay to help the source to
transmit the signal. Moreover, the curves show the analytical results and val-
ues found by simulations. A close match is observed between the analytical
results and the simulations.
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Figure 4.2. Comparison of the outage probability of the best single-relay
selection and the best four-relay selection schemes, the theoretical results are
shown in line style and the simulation results as points.
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4.6 Analysis of The Impact of Feedback Errors
In this section, the BER performance of the best four-relay selection from
a set of N available relays, i.e. N = 6, using DSTBC [71], is compared
with the best single-relay selection in the presence of feedback errors, when
QPSK symbols are used in transmission. In practise, such errors can be due
to the delay in feeding back the information from the destination node. The
channels may have changed and therefore the previous selection could need
rening.
To simulate errors in the feedback of information from the destination, an
error rate in the feedback is introduced. With an error rate of 0.5, for exam-
ple, 50% of the selections are made in error, that is, rather than selecting the
best relay, one of the other relays is chosen with equal probability of selection.
As can be seen in Figure 4.3, when the destination node transmits perfect
channel feedback to the relays, i.e. an error rate of 0, the BER performance
of the best single-relay selection is worse than the best four-relays selection.
Moreover, in the presence of errors in the channel feedback information, i.e.
error rate over the range 0.5 to 1, the best four-relay selection outperforms
the best single-relay selection. These results illustrate clearly the increased
robustness of the best four-relay selection scheme over the single-relay se-
lection scheme in the presence of moderate to severe feedback errors. For
example, at the SNR = 12 dB, the BER for the best single-relay selection is
reduced from almost 4 10 3 to 1:5 10 1 as the error rate changes from 0
to 1, whereas for the best four-relay selection the BER changes from almost
1:25 10 5 only to 5:75 10 4, conrming the improved robustness.
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Figure 4.3. BER performance comparison of the best four-relay selection
(solid line) with the best single-relay selection (dashed line), with varying
error in the feedback relay selection information from the destination.
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4.7 Summary
In this chapter, rstly, the local measurements of the instantaneous channel
conditions were used to select the best four relays from a set of N available
relays in the same cluster, and then these best relays were used with the
Alamouti code to improve the diversity and decrease the outage probabil-
ity. The best four-relay selection scheme was also shown to have robustness
against feedback error and to outperform a scheme based on selecting only
the best single-relay. Secondly, in order to further reduce the outage proba-
bility, the best four-relay were selected. Analytical expressions for the PDF
and CDF of end-to-end SNR were derived together with closed form expres-
sions for outage probability over Rayleigh at fading channels. Numerical
results were provided to show the advantage of the outage probability per-
formance of the best four-relay selection in a cooperative communication
system. The robustness of the best four-relay selection scheme is conrmed
in the presence of moderate to severe feedback errors. In the next chapter,
the outage probability analysis for dierent relay selection schemes will be
introduced with inter-cluster interference only at the relay nodes.
Chapter 5
OUTAGE PROBABILITY
ANALYSIS OF FULL RATE
DISTRIBUTED
TRANSMISSION SCHEME
WITH INTER-RELAY
INTERFERENCE
In this chapter, rstly, the local measurements of the instantaneous channel
conditions are used to select the best two-relays from a set of N available
relays and then these best two relays are used within amplify-and-forward
two-path half duplex transmission with inter-relay self interference cancella-
tion realised at one of the active relays. This best two relay selection scheme
is shown to have robustness against feedback error in the relay selection
schemes. Also, the eect of uncertainty in the inter-relay CSI at the relay
is considered. Secondly, end-to-end BER evaluations conrm the advantage
of using the interference-based relay selection scheme over the conventional
max min approach.
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5.1 Introduction
In cooperative communication systems [9], the amplify-and-forward (AF)
half duplex relaying protocol has the advantage of being simpler to imple-
ment in practice as compared to the decode-and-forward (DF) protocol. A
disadvantage of all relays operating in half duplex mode, is that the transmis-
sion of one data symbol from the source to destination via the relay occupies
two channel uses which leads to a reduction in spectral eciency [74]. For
the two-relay topology proposed in [74] a two-path relaying protocol is used
to recover a signicant portion of the spectral eciency loss in half duplex
relaying. The DF version of this two-path relaying has been well studied
in [75]. Achievable rates and capacity bounds for AF and DF two-path
relaying are analysed in [75], [76] and [77].
Since the AF two-path relay scheme alternatively uses dierent relays to
maximise spectral eciency, an inter-relay interference term is additionally
received at the destination [74]. Successive decoding at the destination with
full or partial cancellation of this inter-relay interference term was proposed
in [74]. However, this method only performs well for a weak to moderate
inter-relay channel. The direct link from the source to the destination was
not considered in [74]. In [78], it was assumed that the interference between
the relays can be perfectly cancelled through successive interference cancel-
lation (SIC) at the relay. This assumption of perfect SIC of the interference
signal may not be applicable in practical scenarios because channel state in-
formation (CSI) is likely to contain error and any interference between relays
will denitely degrade the end-to-end performance. In [61], AF two-path re-
laying with inter-relay self interference cancellation is proposed where the
cancellation is performed at one of the relays. In [78] and [61] the direct link
between source and destination is considered.
Currently, there is interest in relay selection schemes for multi-relay en-
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vironments. In these approaches, selecting one relay based on instantaneous
channel conditions oers the same diversity benets with a lower complexity
than distributed space-time codes (DSTC) [79] which require simultaneous
relay transmissions [15] [22]. However, the proposed relay selection principle
lacks the exibility to deal with the presence or absence of interference eects
and only remains optimal for ideal scenarios without interference [80]. More-
over, a best single-relay selection approach may not oer enough capacity.
Therefore, a multi-relay selection scheme may be required.
The basic AF two-path half duplex relaying scheme is considered wherein
inter-relay self interference aects the cooperation process. The eect of
uncertainty in the inter-relay CSI on the end-to-end bit error rate (BER)
performance is studied. A new relay selection scheme which accounts for the
inter-relay interference level is introduced to provide improved end-to-end
BER over a range of SNRs.
5.2 System Model
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Figure 5.1. Best pair AF two-path relaying scheme without direct link.
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Consider a cooperative network system in which one source node (S),
one destination node (D) and a set of AF relays are available. Only the
best pair of relays denoted (R1, R2) are used for communication between S
and D. No precoding is assumed and all the nodes have a half-duplex single
antenna. The source transmission is divided into frames, each containing L
symbols. The k-th frame is denoted as xk = [xk(1) xk(2) ::: xk(L)]
T with
EfxkxHk g= IL, where IL is an identity matrix of size L. The destination will
perform detection on a frame-by-frame basis. Without loss of generality, L is
assumed to be even and the channel is presumed static within a frame. Also,
perfect channel state information is presumed to be available at all receivers,
except the inter-relay link. As in [61], the transmission protocol of the AF
two-path relaying scheme within two repeated time slots is represented in
Figure 5.1.
In this protocol, the source transmits the signal to the best selected relay
R1, also the second best selected relay R2 broadcast the previous received
signal to the destination node during the odd time slot. And during the even
time slot, the source transmits the next signal to the second best selected
relay R2; also the best selected relay R1 broadcasts the previous received
signal to the destination node. In practice, the direct transmission link
between S and D may or may not be available due to path loss or shadowing.
Moreover, if is assumed that there is no or poor direct connection between
the source and destination nodes as in Figure 5.1, therefore, the system
model can be represented by the following equations. The received signals
at the i-th relay and the destination node are given by
yRi =
p
Eshs;Rix+
p
Eshrx+ nRi; i 2 1; 2; (5.2.1)
yd =
p
PihRi;dyRi + nd; (5.2.2)
where x and x are the signal from the source and the previous signal from
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the other relay, respectively. Es is the average energy per symbol (Es=1),
hs;Ri; hr and hRi;d are the channel gains between the source and i-th relay
node, between the two best selected relays and between the i-th relay node
and the destination node, respectively. And the complex additive white
Gaussian noise nRi and nd are modeled as zero-mean mutually independent,
circularly-symmetric, complex Gaussian random variables with variance N0
at the i-th relay and the destination node, respectively. The i-th relay gain
denoted by
p
Pi is calculated from
Pi =
Es
Esjhs;Rij2 + Esjhrj2 +N0 : (5.2.3)
Substituting (5.2.1) into (5.2.2) gives
yd =
p
Pi
p
Eshs;RihRi;dx+
p
Pi
p
EshrhRi;dx+
p
PihRi;dnRi + nd; (5.2.4)
Let yrj(i) and yd(i) denote the received signal at the j-th relay, j 2 1; 2, and
the received signal at D, at time slot i respectively. At time slot 1, x(1) is
sent from S. Therefore at R1 and D,
yr1(1) =
p
hs;r1x(1) + nr1(1); (5.2.5)
yd(1) =
p
hs;dx(1) + nd(1); (5.2.6)
where ; hs;d  CN (0; 2s;d), and hs;rj  CN (0; 2s;rj) are the average transmit
power, the channel coecients from S to D and S to j-th relay respectively;
nrj(i)  CN (0; 2) and nd(i)  CN (0; 2) are the additive white Gaussian
noise (AWGN) at the j-th relay and D respectively at the i-th time slot.
Notice that yd(1) contains only x(1) as R2 does not transmit in the rst
time slot. Then, at time slot 2, x(2) is sent from S and xr1(2) is sent from
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R1. Therefore at R2 and D,
yr2(2) =
p
hs;r2x(2) + hrxr1(2) + nr2(2); (5.2.7)
yd(2) =
p
hs;dx(2) + hr1;dxr1(2) + nd(2); (5.2.8)
where xr1(2) = gr1(2)yr1(1). Here grj(i); hrj;d  CN (0; 2rj;d) and hr 
CN (0; 2r ) are the power scaling factor at the j-th relay in time slot i which
will be dened later, the channel coecients from the j-th relay to D and
channel coecient between the two relays respectively. It is assumed that
hr is reciprocal [61].
At time slot 3, x(3) is sent from S, while xr2(3) is sent from R2. Therefore
at R1 and D,
yr1(3) =
p
hs;r1x(3) + hrxr2(3) + nr1(3)
=
p
hs;r1x(3) + hrgr2(3)[
p
hs;r2x(2)
+hrxr1(2) + nr2(2)] + nr1(3);
(5.2.9)
yd(3) =
p
hs;dx(3) + hr2;dxr2(3) + nd(3); (5.2.10)
where xr2(3) = gr2(3)yr2(2) [61]. Notice that yr1(3) contains the inter-
relay self interference term, hrgr2(3)hrxr1(2), which is known at R1 and
therefore it can be cancelled, but in practice the inter-relay self interference
cancellation is unlikely to be completely perfect, so it is assumed that the
inter-relay channel is only estimated. Thus, the transmit signal at time slot
4 from R1 will be
xr1(4) = gr1(4)[yr1(3)  gr2(3)h^2rxr1(2)]
= gr1(4)fphs;r1x(3) + hrgr2(3)[phs;r2x(2)
+ nr2(2)] + e+ nr1(3)g
(5.2.11)
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where e = gr2(3)xr1(2)(h
2
r   h^2r) which represents the uncancelled inter-
relay interference. The study of e which is a focus of this chapter was not
performed in [61].
At time slot 4, x(4) is sent from S, while xr1(4) is sent from R1. Therefore
at R2 and D,
yr2(4) =
p
hs;r2x(4) + hrxr1(4) + nr2(4); (5.2.12)
yd(4) =
p
hs;dx(4) + hr1;dxr1(4) + nd(4); (5.2.13)
The transmit signal at time slot 5 from R2 is xr2(5) = gr2(5)yr2(4).
These transmission steps are then continuously repeated until L symbols
have been transmitted from S. In practice, two additional time slots are
required at the end as the terminating sequence. However, this slight loss in
rate is asymptotically zero for large values of L. It is also required for D to
wait for all L+ 2 transmissions to happen before performing decoding [80].
The power scaling factors in the i-th time slot gr1(i) and gr2(i) are expressed
in [61] as
gr2(i) =
s

2s;r2+ 
2
r+ 
2
; i = 3; 5; :::; L  1:
Here,  is the average transmitted power at the source and the two relays.
Thus, gr1(i) which depends on gr2(i  1) is also constant for i = 4, 6, ..., L.
Hence, both gr1(i) and gr2(i) are constants for i  3. In the next section, the
exploitation of the availability of multiple relays in the transmission scheme
will be considered.
5.3 Outage Probability Analysis of Best Single-Relay Selection
This section focuses on the analysis of the eect of inter-relay interference on
the relays which contains nodes linked by Rayleigh at-fading quasi-static
channels. For many application, it is not important what the exact value
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of the BER is, as long as it stays below a certain threshold. For example,
in transmission of coded speech sounds it is acceptable to a user as long
as a certain threshold BER is not exceeded. It is meaningful to determine
the percentage of time that acceptable speech quality will not be available.
This percentage is known as outage probability [81]. Computation of outage
probability becomes much simpler if rather than dening a maximum BER,
a minimum SNR for the system to work properly is used. Then, the outage
probability can be found as
Pout = P ( < o) =
Z o
0
f()d: (5.3.1)
Outage probability can also be seen as another way of establishing a fading
margin: the mean SNR that guarantees a certain outage is required [81].
5.3.1 Statistical Description
For clarity in development, it is supposed that the mean 2s;Ri = 
2
Ri;d and
the average signal-to-interference power ratio
L =
"(s;Ri)
"(INFi)
=
2s;Ri
2R1;R2
; (5.3.2)
where s;Ri is the signal-to-noise ratio (SNR) of the link from the source to
the relay and INFi = R1;R2 denotes the interference-to-noise ratio (INR)
for the i-th relay. The symbol "(:) represents the statistical expectation
operator. Note that the parameter L controls the level of interference at the
relays. So the instantaneous equivalent end-to-end signal-to-interference-
and-noise ratio (SINR) can be written as
d =
Pijhs;Rij2jhRi;dj2
Pijhrj2jhRi;dj2 + PijhRi;dj2N0 +N0 : (5.3.3)
Substituting (5.2.3) into (5.3.3), the end-to-end SINR is
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d =
s;RiRi;d
INFi(Ri;d + 1) + s;Ri + Ri;d + 1
; (5.3.4)
where s;Ri = jhs;Rij2Es=N0 and Ri;d = jhRi;dj2Es=N0 are the instantaneous
SNR of the S Ri and Ri D links, respectively. It is dicult to use (5.3.4)
to nd a closed form expression for the probability density function of d,
therefore, an asymptotic bound is provided in the following subsection.
5.3.2 Asymptotic Description
For high SNR, (5.3.4) as in [80] can be obtained as
d ' s;Ri
INFi
; (5.3.5)
which is the ratio between the SNR of the rst hop and the INR of the
interference link, because when SNR!1, then
"[INFi]"[Ri;d] "[INFi] + "[s;Ri] + "[Ri;d] + 1: (5.3.6)
In this case, the statistical description of the system is independent of the
second hop. For this asymptotic case, the probability density function (PDF)
and cumulative distribution function (CDF) of the ratio in (5.3.5), which is
between two exponential random variables, are given in closed form as [82]
f() =
L
(L+ )2
and F () =

L+ 
; (5.3.7)
where f(:) and F (:) denote the PDF and the CDF, respectively. And L is
the ratio between the average SNR of the source to relay channel link and
the average INR of the interference link. These expressions assume a xed
number of available relays; in certain situations, however, additional relays
will be available therefore relay selection is next considered.
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5.3.3 Relay Selection with Outage Probability Analysis
In order to introduce the relay selection scheme, the conventional relay selec-
tion scheme is used to select the best relay R1 from the N available relays in
the ideal distributed implementation without interference [15]. This requires
the instantaneous signal SNR between the links from the source to the relay
and the relay to the destination node to be known, and a particular relay is
selected to maximize the minimum between them, the relay selection scheme
can therefore be represented by
R1 = arg max
i2Nrelay
min fs;Ri ; Ri;dg : (5.3.8)
The conventional relay selection policy oers the relay with the best end-to-
end path between source and destination and provides diversity gain on the
order of the number of the relays [69]. However, this relay selection crite-
rion is only considered for environments without interference, and the best
single-relay selection is not always sucient to satisfy the required outage
probability at a destination node. Finally, when feedback error is present
in the relay selection, the performance of the single-relay selection scheme
is signicantly degraded. Therefore, a second relay selection policy R2 is
proposed for use in interference congurations for legacy networks which are
restricted to adopt a max(min(:; :)) type policy. The proposed relay selec-
tion criterion is motivated by the simplied expression of the system at the
high end-to-end SNR. As has been seen in (5.3.5) the asymptotic behavior of
the system converges to the ratios between source to relay and interference
links. Therefore, a second relay selection policy is to choose the best relay
from the N   1 available relays which gives the maximum value of the ratio.
The second relay selection R2 policy can be obtained as
R2 = arg max
i2Nrelay 1

s;Ri
INFi

; (5.3.9)
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where R1 in (5.3.8) denotes the best relay with the best link in N , and R2 in
(5.3.9) is the best relay amongst the remaining N   1 with less interference.
In this approach, the best two relay nodes R1 and R2 are selected to commu-
nicate between source and destination nodes from the N available relays in
the environment. Assuming that R1 is a xed selected relay node as a base
station, and R2 is a mobile relay node selected by less interference as the
previous asymptotic description. Then, calculate the CDF of the random
variable d ' s;RINF as
F () =


L+ 
N
: (5.3.10)
Therefore, the outage probability is dened as when the average end-to-end
SNR falls below a certain predened threshold value,  = 22I   1, where I
is the target rate. The outage probability can be expressed as
Pout =
Z 
0
f() d = F(): (5.3.11)
The outage probability of the best single-relay selection can be expressed by
using the CDF expression as in (5.3.10). These theoretical expressions are
next conrmed by numerical simulations.
5.3.4 Outage Probability Analysis Verication
In this section, in order to verify the results obtained from the above math-
ematical expressions, the source node and the relay nodes are assumed to
use the same transmission power, also all relay links have the same average
SNR as 0 = 10dB, and there is no direct link between the source and the
destination as path loss or shadowing render it unusable.
Figure 5.2 shows the outage probability of the best single-relay selection
from N available relays, for dierent values of N and using the formula given
in (5.3.10). It can be seen that increasing the number of relays, N , decreases
the outage probability, and hence when the number of relays is large, the out-
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age event becomes less likely, for example, with the total number of available
relays increasing from 3 to 6, the outage probability is signicant decreased
from almost 0.38 to 0.14, when the threshold value  is 4 dB. Secondly, the
curves show the analytical results and values found by simulations. A close
match is observed between the analytical results and simulations.
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Figure 5.2. Comparision of the outage probabilty of the best single-relay
selection scheme, the theoretical results are shown in line style and the sim-
ulation results as points.
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Figure 5.3 shows the outage probability of the best single-relay selection
from dierent numbers of N available relays with less interference at relay
nodes, where the average INR of the interference link is equal 0.2, so the
ratio between the average SNR of source to relay channel link and the av-
erage INR of the interference link is L=5. It can be seen that increasing
the number of relays, N , decreases the outage probability, for example, the
outage probability is signicant decreased from almost 0.04 to 0.0015, when
the total number of available relays increasing from 3 to 6, when the thresh-
old value  is 4 dB. Then, the outage performance of the asymptotic case is
better when the source-to-interference power ratio is increased. Moreover,
it can be seen that the theoretical results match extremely well with the
simulation results.
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Figure 5.3. Comparision of the outage probabilty of the best single-relay
selection scheme with less interference, the theoretical results are shown in
line style and the simulation results as points.
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Selecting a best single-relay scheme as explained in this chapter is not
always sucient to satisfy the required outage probability at a destination
node. Therefore, in order to overcome this shortcoming, a multi-relay se-
lection scheme will be employed. In order to derive these results it was
necessary to make certain assumptions in the system model. Therefore the
advantage of the proposed relay selection scheme is conrmed by evaluating
the end-to-end BER. In the next gure, the end-to-end BER performance of
the best single-relay selection from a group of N available relays, N = 4; 6; 8
is compared, when binary phase-shift keying (BPSK) symbols are used in
transmission as described in Figure 5.1. The comparison between the best
single-relay selection over a range of available relays and no relay selection
scheme is shown.
As can be seen in Figure 5.4, the end-to-end BER performance of the no
relay selection scheme is worse than the best single-relay selection schemes
for the three dierent numbers of relays available. For example, to achieve an
end-to-end BER of 10 2 with no relay selection requires approximately 20dB
SNR whereas with relay selection only 15, 14, 13.5 dB SNRs are required with
4, 6 and 8 available relays. Note, however, that full spatial diversity is not
achievable due to spatial interference. These results conrm the advantage of
the proposed relay selection scheme and substantiate the value of the outage
probability results.
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Figure 5.4. BER performance of the best single-relay selection scheme
with various numbers of relays.
Section 5.3. Outage Probability Analysis of Best Single-Relay Selection 106
5.3.5 BER Analysis of Proposed Scheme with Error in Inter-Relay
Interference Cancellation
In this section, the end-to-end BER performance of the best single-relay
selection from four available relays with various levels of error in the inter-
relay interference cancellation is compared, when binary phase-shift keying
(BPSK) symbols are used in transmission as described in Figure 5.1.
In Figure 5.5 the end-to-end BER performance for various levels of CSI
errors of inter-relay interference cancellation with interference-based relay
selection scheme is shown. As can be seen in Figure 5.5, the end-to-end
BER performance is worse when there is an error in inter-relay interference
cancellation especially at higher SNR where an error oor is introduced.
For example, to achieve an end-to-end BER of 10 2 with no relay selection
requires approximately 15dB SNR whereas with 10% error with the inter-
relay CSI, 20dB SNR is required with four available relays. As such, a
signicant increase in SNR maybe needed to compensate for errors in the
interference cancellation.
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Figure 5.5. BER performance of the best single-relay selection scheme with
various number of relays with error in inter-relay interference cancellation.
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5.4 Outage Probability Analysis of Best Two-Relay Selection
5.4.1 Interference-based Relay Selection Scheme
The conventional relay selection scheme considered was proposed in [15] and
is suitable for distributed implementation. It needs the instantaneous signal
strength SNR between the links S ! r and r ! D (r 2 Rrelay) , where a set
Rrelay = f1; 2; :::;Kg of potential K relays, and the selected relay is chosen
to maximize the minimum between them. The conventional relay selection
scheme can be expressed as [80]
rConv = arg max
r2Rrelay
min fs;r; r;dg : (5.4.1)
The conventional relay selection scheme ensures that the relay with the best
end-to-end link between source and destination is used and provides diver-
sity gain on the order of the number of relays [15]. In this work, the focus is
the conventional max min selection scheme for AF systems. This selection
scheme approximates the optimal AF selection for non-interference environ-
ments and optimizes the required computational overhead. The max min
scheme is an ecient selection metric for the AF technique. It eciently
approximates the performance of the optimal AF selection scheme, which is
based on instantaneous AF statistics.
In this section the best two relays (R1, R2) are rst selected from the
available relays to communicate between the source and the destination using
the conventional relay selection scheme.
Moreover, a new two step approach is proposal to selection the best two
relays. Firstly, the best relay R1 is rst selected by considering the conven-
tional relay selection scheme which is used in no-interference congurations
as explained in the previous section. Secondly, the second best relay R2 is
selected by using an extension of the conventional selection scheme [80]. It
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is expressed as a simple ratio between the conventional min operation and
the interference term and can be written as [80]
rinter = arg max
r2Rrelay

min fs;r; r;dg
INF

: (5.4.2)
This interference-based selection scheme based on the conventional approach
does not require complex structural modications to the conventional mech-
anism. As the interference term is taken into account independently of the
min operation, systems that already use this conventional relay selection
can easily be updated to the proposed interference-based selection without
modifying the min operation [80]. More specically, all of the conventional
relay selection schemes can be extended to the interference environment by
simple division with the instantaneous interference term, as the interference
term is considered outside of the min process.
5.4.2 Simulation Results
In this section, the performance of the simulations of the proposed schemes
are provided, and the performance is shown by the end-to-end bit error
rate (BER) using uncoded binary phase shift keying (BPSK) symbols versus
SNR, also maximum likelihood (ML) decoding is used at D. In Figure 5.6,
the performance of the AF two-path half-duplex relaying is compared with
the inter-relay self interference cancellation scheme using dierent relay se-
lection techniques, which select the best two relays to communicate between
source and destination nodes.
From Figure 5.6 it can be seen that the BER performance for selecting the
best two-relay of four relays by using the conventional relay selection scheme
is the best technique compared with the interference-based relay selection
scheme, when the inter-relay self interference cancellation is perfect. Also,
the conventional relay selection scheme is better than the min-interference
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relay selection scheme, which chooses the second best relay by focusing on
the minimum interference between the best rst selection relay and the other
relays in the network. For example to attain a BER 10 4 approximately
21dB total power is required in the case without relay selection, however,
in the case of select the best two-relay of four relays using the max  min
scheme approximately 16dB is required, approximately 5dB less than the
xed two relay design. The interference-based relay selection design also
requires 4dB less than the xed relay approach.
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Figure 5.6. BER performance for RS using dierent methods of best two-
or four-relay assuming perfect inter-relay channel.
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In Figure 5.7 the BER performance for various levels of CSI errors of
inter-relay interference cancellation with conventional and interference-based
relay selection schemes is shown. The conventional scheme has better per-
formance than the interference-based scheme when the inter-relay interfer-
ence cancellation is perfect, but when there is an error in the inter-relay
interference cancellation, the interference-based scheme, shown in red, has
better performance especially at higher SNR. For example, above 15dB the
interference-based scheme with 10% error of the inter-relay CSI has better
performance than the conventional scheme and still remains better when the
error is increased. So, the interference-based relay selection scheme is very
useful in practice to mitigate the eect of CSI errors.
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Figure 5.7. BER performance with CSI errors in Inter-Relay Self Interfer-
ence Cancellation, and relay selection: conventional (conv) and interference-
based (intb).
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5.5 Summary
In this chapter, a system model has been proposed for a cooperative network
based upon a best pair amplify-and-forward two-path half duplex transmis-
sion with inter-relay self interference cancellation scheme without direct link
between source and destination nodes. Outage probability analysis was then
considered. Finally, simulations were used to verify the analytical results.
End-to-end bit error rate simulations were also used to conrm the advan-
tage of relay selection. A critical weakness of the approach is shown by
the sensitivity to errors in the CSI used within the interference cancellation.
End-to-end bit error rate evaluations conrmed the advantage of using the
interference-based relay selection scheme over the conventional max  min
approach. Therefore, in the next chapter, the outage probability in dis-
tributed transmission with inter-cluster interference based on multi-relay
selection in legacy networks is considered.
Chapter 6
OUTAGE PROBABILITY IN
DISTRIBUTED
TRANSMISSION WITH
INTER-CLUSTER
INTERFERENCE BASED ON
MULTI-RELAY SELECTION
IN LEGACY NETWORKS
In this chapter, amplify and forward relaying in the presence of inter-cluster
interference is considered. Multi-relay selection in such systems is addressed
and asymptotic outage probability analysis is presented. Finally, the out-
age probability analysis is veried with simulations and the impact of relay
selection feedback errors is assessed.
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6.1 Introduction
The cooperative relaying method can be considered as an eective method
to combat fading by exploiting spatial diversity [8], and as a way for two
users with no or weak direct connection to attain a robust link. Single or
multi nodes are generally used in such relaying to forward signals transmitted
from the source node to the destination node. In a cooperative communica-
tion system, there are two major cooperative methods: amplify-and-forward
(AF) (transparent relaying protocol) and decode-and-forward (DF) (regen-
erative relaying protocol) methods [13]. In the AF method, relay nodes only
amplify the received signals then retransmit them, including noise, to the
destination node. In the DF method, relay nodes decode the source infor-
mation and then re-encode and retransmit the source information to the
destination node. Therefore, AF type schemes, compared with DF, have the
advantage of simple implementation and low complexity in practical sce-
narios. In addition to complexity benets, the AF scheme has been shown
in [38] to asymptotically, in terms of appropriate power control, to approach
a DF one with respect to diversity.
Although, the AF scheme has been studied extensively in the literature [13]
[38], little work has considered interference during the cooperation process.
For example, a dedicated relay to forward the signal of one source to the
destination is provided in [83], whereas many relays and hops are used to
support the source to transmit their information to the destination node
in [42]. Multi-relay interference is not however considered in either [83]
or [42].
Moreover, in a cooperative relay network, when many relays can support the
source to transmit information to the destination node, sometimes some re-
lays provide a poor channel quality which can aect the end-to-end transmis-
sion quality [66]. Therefore, to overcome poor channel quality and preserve
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the potential diversity gains, the use of a relay selection scheme is attracting
considerable attention in [68], [15] and [69], whilst mitigating the problem
in synchronizing a large number of cooperative nodes.
Exact outage and diversity performance expressions for a single-relay selec-
tion scheme are provided in [68] for a wide range of signal-to-noise ratio
(SNR) regimes in the context of an AF transmission protocol. To obtain
the best single-relay for cooperative diversity as in [15] relies on using in-
stantaneous end-to-end wireless channel conditions. The work in [15] was
extended in [69] to obtain outage-optimal opportunistic relaying in the con-
text of selecting a single relay from a set of N available relays. They show
that cooperative diversity gain even when certain relays remain inactive is
achieved. However, these relay selection criteria lack the exibility to deal
with the interference eects. In [80] the eects of multi-user interference are
considered for relay nodes and a single-relay selection scheme is used to over-
come the eects of interference in the context of legacy networks. However,
using best single-relay selection is not always sucient to satisfy the required
outage probability at a destination node. Moreover, these works have not
considered feedback error for relay selection, which means sometimes the
best relay cannot be chosen because the wrong feedback information is re-
ceived from the destination node.
Therefore, in this chapter, in order to overcome these shortcomings, rstly,
the basic AF protocol [16] is considered when unmanaged or external out-
of-cell structural interference aects the cooperation process. However, to
facilitate analysis, only the interference at the relays is considered and the
eect of interference at the destination node is ignored, which matches the
approach in [80]. Moreover, as in [80], this work is targeted at legacy systems
where max(min(; )) method policies are used for relay selection. Secondly,
this chapter focuses upon two selection schemes to select best two- and four-
relay sets from a single group of relays. The outage probability expressions
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for the two- and four-relay selection is considered and compared with the
results for conventional best single-relay selection. Finally, the simulation of
bit error rate (BER) performance of the best single-relay selection scheme
and the best two- and four-relay selection scheme is examined, in the pres-
ence of errors in the feedback of relay selection information.
6.2 System Model
Two neighboring clusters of nodes denoted (C1, C2) as in [80] are shown in
Figure 6.1.
Figure 6.1. The system model. C1: cluster of interest, which contains
a cooperative network where best two-relay selection is used. S: source; D:
Destination; Rn: potential relay group. C2: neighboring cluster, S': source;
D': Destination. INFi: interference signal for the ith relay (S'! Rn).
The analysis of the eect of inter-cluster interference on the relays in
cluster C1 is the focus; this cluster contains nodes linked by independent
Rayleigh at-fading quasi-static channels. Moreover, cluster C1 has one
source node and one destination node and many potential relay nodes grouped
together, all equipped with single half-duplex antennas. Comparable relay
congurations have been studied in [44] and [43].
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For simplicity of exposition, there is no direct link between the source and
the destination as path loss or shadowing is assumed to render it useless and
the neighboring cluster uses direct transmission from the source to a relay
or the destination. In this protocol, during the rst time slot, the source
broadcasts the signal to the relay nodes and during the second time slot,
the ith selected relay, from the available group transmits its received signal
to the destination node. Moreover, the interference which is generated by
the source of the neighboring cluster C2 is assumed only to aect the relay
nodes and is ignored at the destination node. Therefore, the system model
can be developed as follows: the received signal at the ith relay node and
the destination node are given by
ysri =
p
Eshsrix+
p
Eshs0rix
0 + nri ; (6.2.1)
yrid =
p
Pihridysri + nd; (6.2.2)
where x and x0 are the source signals from the target C1 and neighboring C2
clusters, respectively, typically drawn from a prescribed nite constellation.
Es is the average energy per symbol; hsri , hs0ri and hrid are channel gains,
which are the zero mean, independent, circularly-symmetric, complex Gaus-
sian random variables with variances 2sri, 
2
s0ri and 
2
rid, between the source
and the ith relay node, between the neighboring source and the relay node
and between the ith relay node and the destination node; and the complex
additive white Gaussian noise nri and nd are modelled as zero-mean mutu-
ally independent, circularly-symmetric, complex Gaussian random variables
with variance N0 at the i
th relay and the destination node, respectively. The
ith relay gain denoted by
p
Pi is calculated from
Pi =
Es
Esjhsri j2 + Esjhs0ri j2 +N0
: (6.2.3)
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In this model, the source powers at the target C1 and the neighboring C2
cluster are assumed to be the same. This model is representative of an ad-hoc
network environment where there is no power control between neighboring
clusters.
Next, because the two- or four-relay selection scheme is used, maximum
ratio combining (MRC) is assumed to be used at the destination as in [72].
The practical implementation of the MRC may incur a capacity penalty
due to the need to adopt a time multiplexing approach to transmission be-
tween the relays and the destination node; however, this can be mitigated
by adopting an orthogonal transmission scheme, i.e. distributed space-time
coding [42], which is available for two or four relays. Furthermore, increasing
the number of selected relays will incur practical overheads such as increased
complexity in synchronization. Thus, this chapter focuses on selection of two
and four relays only. Therefore, the instantaneous equivalent end-to-end
signal-to-interference plus noise ratio (SINR) can be formed as:
D =
X
i2Ns
Pijhsri j2jhridj2
Pijhs0ri j2jhridj2 + Pijhridj2N0 +N0
; (6.2.4)
where Ns denotes the set of two or four relay indices for the relays chosen
in the two- or four-relay selection scheme. Substituting (6.2.3) into (6.2.4),
the end-to-end SINR is
D =
X
i2Ns
sririd
INFi(rid + 1) + sri + rid + 1
; (6.2.5)
where sri = jhsri j2Es=N0 and rid = jhridj2Es=N0 are the instantaneous
SNRs of the source to ith relay and ith relay to destination links, respectively.
And INFi = s0ri = jhs0ri j2Es=N0 denotes the interference-to-noise ratio
(INR) for the ith relay as a result of the neighboring cluster C2 source. It
is dicult to use (6.2.5) to nd a closed form expression for the probability
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density function (PDF) of D, therefore, for high SNR, an asymptotic bound
is provided as
D '
X
i2Ns
sri
INFi
; (6.2.6)
which is the sum of the ratios between the SNR of the rst hop and the INR
of the interference, because when SNR!1, then
"(INFi)"(rid) "(INFi) + "(sri) + "(rid) + 1.
In this case, the statistical description of the system is independent of the
second hop between relays and destination. For this asymptotic case, the
probability density function and cumulative distribution function (CDF) of
each ratio in (6.2.6), which is between two exponential random variables [82],
are given in closed form, as
f() =
L
(L+ )2
and F () =

(L+ )
; (6.2.7)
where f() and F () denote the PDF and the CDF, respectively. The pa-
rameter L = "(sri)"(INFi) =
2sri
2
s0ri
. Note that the parameter L controls the level
of interference in the target C1 and neighboring C2 clusters.
Furthermore, the two or four relay selection scheme assuming interference
only at the relays will be considering and implemented as in the following
sections.
6.3 Two or Four Relay Selection with Outage Probability Analysis
The conventional relay selection scheme will be rstly introduced, before
introducing the two- or four-relay selection schemes.
6.3.1 Conventional Relay Selection
The conventional relay selection policy which is used in the ideal distributed
implementation without interference is considered in [15]. The conventional
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relay selection scheme requires the instantaneous SNR between the links
from the source to ith relay and the ith relay to the destination node to be
known, and then a particular relay is selected to maximize the minimum
between them; the conventional relay selection scheme can be represented
by
iconv = argmax
i2N
min(sri ; rid); (6.3.1)
where N represents the set of indices of all available relays.
The conventional relay selection policy oers the relay with the \best"
end-to-end path between source and destination nodes and provides diver-
sity gain on the order of the number of the relays [69]. However, the best
single-relay selection is not always sucient to achieve the required outage
probability at a destination node, as this relay selection criterion is only con-
sidered for environments without interference. Furthermore, when feedback
error is present in the relay selection, the performance of the single-relay
selection scheme is signicantly degraded. Therefore, to overcome these
problems two- and four-relay selection schemes are proposed for use in in-
terference congurations for legacy networks which are restricted to pick a
conventional relay selection max(min(; )) type policy.
6.3.2 Asymptotic Two and Four Relay Selection
As has been seen in (6.2.6) the asymptotic behavior of the system converges
to the sum of the ratios between source to relay and interference links. There-
fore, a relay selection policy is to choose the best relay available which gives
the maximum value of the ratio.
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Best Two-Relay Selection
Start with the best two-relay selection for example, the asymptotic selection
policy can be obtained as
iAsy = argmax
i2N
max
i02N 1
(
sri
INFi
); (6.3.2)
where i = (i; i
0
), i.e. a pair of relay indices, where i denotes the index of the
relay with the best link in N , and i0 is that of the best relay amongst the
remaining N -1. In this approach the best two relay nodes are selected from
the N available relays in the group in the cluster, namely, select the relays
with the maximum max and the second largest max 1 from the N relays
instantaneous SNRs. Using the theory of order statistics [50], the selection
of the maximum and the second largest is not independent, therefore the
joint distribution of the two most maximum values is obtained as
f(x; y) = N(N   1)F (y)N 2f(x)f(y); (6.3.3)
where max = x and max 1 = y. Substituting (6.2.7) into (6.3.3), then
f(x; y) =
N(N   1)L2yN 2
(L+ y)N (L+ x)2
: (6.3.4)
Then the CDF of the random variable FAsyup () is calculated, where up is
the sum of the random variables x and y, which are identically distributed
exponential random variables. Therefore, the CDF is obtained as
FAsyup () = Prfx+ y  g: (6.3.5)
Given that x and y are non-negative, with x  y, then,
FAsyup () =
Z 
2
0
Z  y
y
f(x; y)dxdy: (6.3.6)
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Using the PDF in (6.3.4), and after performing some manipulations, the
CDF is obtained as
FAsyup () =N(N   1)L2f
(2 )
N 1(LN + 2 )
N(N   1)L2(L+ 2 )N
  (

2 )
N
(L+ 2 )
N (L+ )2
[
2(L+ )(L+ 2 )
L(N   1) +
(
L+ 
2
L )
NF2;1(N;N ;N + 1;  2L)
N
+

2 (
L+ 
2
L )
NF1(N + 1;N; 1;N + 2;  2L ; 2(L+))
LN + L+ N + 
]g;
(6.3.7)
where F2;1(a; b; c; z) is the rst hypergeometric function, which can be calcu-
lated by using the HypergeomMatlab function [84]. Furthermore, F1(a; b1; b2; c;x; y)
is a formal extension of the Appell hypergeometric function of two variables,
which can also be expressed by the simple integral in [85] as
F1(a; b1; b2; c;x; y) =
 (c)
 (a) (c  a)
Z 1
0
ta 1(1  t)c a 1(1  xt) b1
(1  yt) b2dt for R(c) > R(a) > 0;
where  (n) = (n  1)! is the Gamma function.
Therefore, the outage probability is dened as when the average end-to-
end SNR falls below a certain predened threshold value, . The outage
probability can be expressed as
Pout =
Z 
0
fb()d = Fup(): (6.3.8)
The outage probability of the best two-relay selection can be expressed by
using the CDF expression as in equation (6.3.7).
Best Four-Relay Selection
A similar method of best two-relay selection can be used to obtain the out-
age probability for the best four-relay selection as follows. The asymptotic
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selection policy can be obtained as
icon = argmax
i2N
max
i02N 1
max
i002N 2
max
i0002N 3
(
sri
INFi
); (6.3.9)
where i = (i; i
0
; i
00
; i
000
), i.e. four relay indices, in which i denotes the index of
the relay with the best link in N ; i0 is the best relay amongst the remaining
N   1, and i00 is the best relay amongst the remaining N   2, and i000 is the
best relay amongst the remaining N   3. Then, the joint distribution of the
four most maximum values is
f(w; x; y; z) = N(N 1)(N 2)(N 3)F (z)N 4f(w)f(x)f(y)f(z); (6.3.10)
where max = w, max 1 = x, max 2 = y and max 3 = z. Substituting
(6.2.7) into (6.3.10),
f(w; x; y; z) =
N(N   1)(N   2)(N   3)L4zN 4
(L+ z)N 2(L+ w)2(L+ x)2(L+ y)2
: (6.3.11)
Then the CDF of up, which is formed as the sum of w, x, y and z identically
distributed random variables, FAsyup () is calculated, Therefore, the CDF
becomes
FAsyup () = Prfw + x+ y + z  g: (6.3.12)
Given that w, x, y and z are non-negative, with w  x  y  z, then,
FAsyup () =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  z y x
x
f(w; x; y; z)dwdxdydz: (6.3.13)
Substituting (6.3.11) into (6.3.13),
FAsyup () =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  z y x
x
N(N   1)(N   2)(N   3)L4zN 4
(L+ z)N 2(L+ w)2(L+ x)2(L+ y)2
dwdxdydz;
(6.3.14)
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then, exploiting (6.3.14) as in (6.3.8), the outage probability can be eval-
uated, and the Mathematica software package [86] is employed to get the
results shown in the simulation section.
In this section the two- or four-relay selection approaches are considered
as they are immediately applicable within a cooperative network, which
exploits distributed space time coding [43] to improve the end-to-end per-
formance, such as an Alamouti or Quasi-Orthogonal code, according to the
number of selected relays. Furthermore, for this relay selection policy, it
requires only the SNR of the links from source to relay nodes and the INR
of the interference links which can be obtained by the relay nodes during the
early stage of transmission. Moreover, the information describing the links
between the relay and destination is not required at the destination node,
therefore, this policy has a lower complexity than that of [69] and may save
feedback set-up time.
6.3.3 Semi-Conventional Two- and Four-Relay Selection
The semi-conventional two- and four-relay selection schemes are an exten-
sion of the conventional selection scheme and motivated by the expression
of the general statistics (6.2.4). There are three advantages in the semi-
conventional two- and four-relay selection scheme:
Firstly, because this scheme is based on the conventional approach, it does
not involve complex computational operations, and can be easily obtained
from the conventional case without modifying the min(; ) operation.
Secondly, it is suitable for ad-hoc systems with mobility that dynamically
and continuously change between interference and non-interference environ-
ments.
Thirdly, the proposed scheme balances the gap between the conventional
scheme and asymptotic case for the interference situation.
Therefore, in this section, a simple ratio between the conventional min(; )
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operation and the interference term are considered, because it does not
change the basic structural core of the system.
Best Two-Relay Selection
In the following, the best two-relay selection scheme becomes
iSemi = argmax
i2N
max
i02N 1
(
min(sri ; rid)
INFi
): (6.3.15)
where i = (i; i
0
), i.e. a pair of relay indices, where i denotes the index of the
relay with the best link in N , and i0 is that of the best relay amongst the
remaining N   1. Here, the outage behavior of the ratio sriINFi according to
the semi-conventional scheme needs to be considered. In order to simplify
the approximation of the corresponding outage bound as in [80], two cases
will be considered.
In the rst case, the value min(sri ; rid) = sri , which means the selected
relay, the minimum between the two hops, is the link between source and
relay. Therefore, the PDF and CDF are given in closed form and correspond
to a ratio between the min operation and an exponential random variable,
which are
f() =
2L
(L+ 2)2
and F () =
2
L+ 2
; (6.3.16)
where f() and F () denote the PDF and the CDF, respectively. Substituting
(6.3.16) into (6.3.3),
f(x; y) =
N(N   1)2NL2yN 2
(L+ 2y)N (L+ 2x)2
: (6.3.17)
Using the PDF in (6.3.17) and (6.3.6), and after performing some manipu-
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lations,
F
0
up() =N(N   1)2NL2f
(2 )
N 1(LN + )
2N(N   1)L2(L+ )N  
(2 )
N
2(L+ )N (L+ 2)2
[
2(L+ 2)(L+ )
L(N   1) +
2(L+L )
NF2;1(N;N ;N + 1;  L)
N
+
2(L+L )
NF1(N + 1;N; 1;N + 2;  L ; L+2 )
(N + 1)(L+ 2)
]g;
(6.3.18)
the denitions for which have already been shown in the last subsection.
In the second case, the value min(sri ; rid) = rid, which means the
minimum between the two hops of the selected relay is the link from relay
to destination which is not considered in the ratio of interest. According to
the assumption of [80], the conventional asymptotic relay selection can be
used as an outage bound in this case. Therefore, based on the above two
equiprobable cases, the semi-conventional end-to-end CDF is given as
FSemiup () =
1
2
FAsyup () +
1
2
F
0
up(); (6.3.19)
where FAsyup () and F
0
up() are denoted by (6.3.7) and (6.3.18), respectively.
And the outage probability can be obtained by using (6.3.19).
Best Four-Relay Selection
A similar method is used to obtain the best four relays in the following
processing. The semi-conventional selection policy can be obtained as
iSemi = argmax
i2N
max
i02N 1
max
i002N 2
max
i0002N 3
(
min(sri ; rid)
INFi
); (6.3.20)
where i = (i; i
0
; i
00
; i
000
), i.e. four relay indices, wherein i denotes the index
of the relay with the best link in N ; i0 is that of the best relay amongst the
remaining N   1, and i00 is that of the best relay amongst the remaining
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N   2, and i000 is that of the best relay amongst the remaining N   3. In
the rst case, the joint distribution of the four most maximum values can
be obtained by substituting (6.3.16) into (6.3.10), yielding
f(w; x; y; z) =
N(N   1)(N   2)(N   3)2NL4zN 4
(L+ 2z)N 2(L+ 2w)2(L+ 2x)2(L+ 2y)2
: (6.3.21)
By substituting (6.3.21) into (6.3.13), then
F
0
up() =
Z 
4
0
Z  z
3
z
Z  z y
2
y
Z  z y x
x
N(N   1)(N   2)(N   3)2NL4zN 4
(L+ 2z)N 2(L+ 2w)2(L+ 2x)2(L+ 2y)2
dwdxdydz:
(6.3.22)
Therefore, the nal end-to-end CDF can be obtained as
FSemiup () =
1
2
FAsyup () +
1
2
F
0
up(); (6.3.23)
where FAsyup () and F
0
up() are given by (6.3.14) and (6.3.22), respectively.
And the outage probability can be evaluated by using (6.3.8) and (6.3.23),
for example with the Mathematica software package [86].
6.4 Simulation Results for Outage Probability Analysis
In this section, in order to verify the results obtained from the above mathe-
matical expressions, the target source node and the neighboring source node
use the same unity transmission power is assumed. Also, there is no direct
link between the source and the destination as path loss or shadowing render
it unusable. Figure 6.2 shows the comparison of the outage probability of
the best two-relay selection schemes, where L = 5 and 20. It can be seen
that increasing the number of relays, N , decreases the outage probability,
and hence when the number of relays is large, the outage event (no trans-
mission) becomes less likely, for example, with the total number of available
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relays increasing from 4 to 6, the outage probability of the best two-relay
selection is decreased from almost 0.308 to 0.162 for the semi-conventional
case; and from 0.192 to 0.073 for the asymptotic case when the target rate is
2 and L = 5. The outage performance of the asymptotic case closely matches
the simulation results, when SNR = 40 dB. Moreover, with increased source-
to-interference power ratio, the performance in terms of outage probability
is improved.
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Figure 6.2. Comparison of the outage probability of the best two-relay
selection schemes, the theoretical results are shown in line style and the sim-
ulation results as points.
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Figure 6.3 shows the outage probability of the best four-relay selection
schemes, where L = 5 and 20. It can be seen that increasing the number of
relays, decreases the outage probability, for example, with the total number
of available relays increasing from 6 to 8, the outage probability of the best
four-relays selection is decreased from almost 0.013 to 0.0025 for the semi-
conventional case; and from 0.0022 to 1:610 4 for the asymptotic case when
the target rate is 1.5 and L = 5. With increased source-to-interference power
ratio, the performance of outage probability again improves. Moreover, the
asymptotic results match very well with the simulation results, when SNR
= 40 dB.
Section 6.4. Simulation Results for Outage Probability Analysis 133
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
10−12
10−10
10−8
10−6
10−4
10−2
100
Target rate
O
ut
ag
e 
Pr
ob
ab
ilit
y
 
 
Selecting 4 from 6, Sem.
Selecting 4 from 6, Asy.
Selecting 4 from 8, Sem.
Selecting 4 from 8, Asy.
The simulation of selecting 4 from 6
The simulation of selecting 4 from 8
L = 20
L = 5
Figure 6.3. Comparison of the outage probability of the best four-relay
selection schemes, the theoretical results are shown in line style and the sim-
ulation results as points.
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Figure 6.4 shows the comparison of the outage probability of the best
single-relay selection and the best two- and four-relay selection schemes,
SNR = 40 dB and L = 5 or 10. Obviously, with increasing the number of
selected relays, the outage probability decreases. For example, for the semi-
conventional case, when the total number of available relays is 6, L = 5 and
the target rate is 1.5, the outage probability of a single-, two- and four-relay
selections are almost 0.1, 0.036 and 0.013, respectively. Furthermore, for
the asymptotic case, when N = 6, L = 10 and the target rate is 1.5, the
outage probability of the best signle-, two- and four-relay selections are al-
most 0.0045, 5:5910 4 and 9:0110 5, respectively. These results conrm
that two- and four-relay selection schemes provide more robust transmission
than single-relay selection, because for the single-relay selection, it just uses
a single relay to help the source to transmit the signal. Therefore, a dier-
ent number of relays can be selected to communicate with the source and
destination node, according to the target outage probability. In the next
section how the end-to-end BER performance of the relay selection schemes
degrade is considered when there is error in selecting the particular relay(s)
to use in transmission.
Section 6.4. Simulation Results for Outage Probability Analysis 135
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
10−6
10−5
10−4
10−3
10−2
10−1
100
Target rate
O
ut
ag
e 
Pr
ob
ab
ilit
y
 
 
Selecting 1 from 6, Sem.
Selecting 2 from 6, Sem.
Selecting 4 from 6, Sem.
Selecting 1 from 6, Asy.
Selecting 2 from 6, Asy.
Selecting 4 from 6, Asy.
L = 5
L = 10
Figure 6.4. Comparison of the outage probability of the best single-, two-
and four-relay selection schemes.
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6.5 Analysis of the BER Performance and Impact of Relay Selec-
tion Feedback Errors
In this section, the BER performance of the best two-relay selection from a
group of N available relays, N = 4, is compared with distributed Alamouti
code with the best single-relay selection in the presence of relay selection
feedback errors, when QPSK symbols are used in transmission. Figure 6.5
shows the comparison between the best two-relay selection and the single-
relay selection in a representative relay selection feedback error environment,
and the signal-to-interference power ratio L = 50 is assumed. To simulate
errors in the feedback of relay selection information from the destination, an
error rate in the feedback is introduced. An error rate of 0.5 corresponds
to 50% of the selections being made in error; that is, rather than selecting
the best relay, one of the other relays is chosen with equal probability of
selection. When an error rate of 0 is selected, the BER performance of
the best single-relay selection is worse than the best two-relay selection for
the three dierent relay selection schemes, which are denoted by circular,
square and diamond dotted lines for the conventional, asymptotic and semi-
conventional schemes, respectively. Moreover, in the presence of errors in
the relay selection, i.e. error rate over the range 0 to 1, all of the dierent
best two-relays selection schemes outperform that of the best single-relay
selection. These results illustrate clearly the increased robustness of the
best two-relay selection scheme over the single-relay selection scheme in the
presence of moderate to severe relay selection feedback errors. For example,
for the conventional best two-relay selection scheme, when the SNR is 20 dB,
the BER for the conventional best two-relay selection changes from almost
1  10 4 only to 4:9  10 3 as the error rate changes from 0 to 1, whereas
the BER for the single-relay selection is increased from almost 2:15  10 4
to 5:1 10 2, conrming the improved robustness.
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Figure 6.5. BER performance comparison of dierent best two-relay selec-
tion schemes (blue line) with the dierent best single-relay selection schemes
(red line), with varying error in the feedback relay selection information from
the destination.
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6.6 Summary
This chapter has rstly examined two dierent selection schemes which are
asymptotical and semi-conventional policies to select the best two- and four-
relay from a group of available relays in the same cluster by using local mea-
surements of the instantaneous channel conditions in the context of legacy
systems which adopt max(min(; )) type policies. New analytical expres-
sions for the PDF, and CDF of end-to-end SINR were derived together with
closed form expressions for outage probability over Rayleigh fading channels.
Secondly, the best single-relay selection from a group of available relays by
using local measurements of the instantaneous channel conditions in the
context of cooperative systems which adopt a selection policy to maximize
end-to-end SINR was provided, when inter-cluster interference was consid-
ered at the relay nodes. Moreover, numerical results were provided to show
the advantage of the outage probability performance of the best two- and
four-relay selection in a cooperative communication system. Also, through
simulation study, the robustness of the best single- and two-relay selection
schemes is conrmed in the presence of moderate to severe relay selection
feedback errors. In the next chapter, outage probability analysis for a cog-
nitive amplify and forward relay network with single-, two- and four-relay
selection will be introduced.
Chapter 7
OUTAGE PROBABILITY
ANALYSIS FOR A
COGNITIVE AF RELAY
NETWORK WITH SINGLE
AND MULTI-RELAY
SELECTION
This chapter evaluates the outage probability of a cognitive amplify and for-
ward relay network with cooperation between certain secondary users, based
on the underlay approach, which requires adherence to an interference con-
straint on the primary user. The relay selection is performed either on the
basis of amax min strategy or based on maximizing exactly the end-to-end
SNR. To achieve the relay selection schemes within the secondary networks,
a predetermined threshold for the power of the received signal in the primary
receiver is assumed. To assess the performance advantage of adding addi-
tional secondary relays, analytical expressions for the PDF, and CDF of the
received SNR are derived. Closed form and near closed form expressions for
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outage probability over Rayleigh frequency at fading channels are obtained.
In particular, lower and upper bound expressions for outage probability are
presented and then the exact expression for outage probability is provided.
Finally, these analytical results are veried by numerical simulation.
7.1 Introduction
Cognitive radio (CR) is an eective method to improve spectrum utiliza-
tion by spectrum sharing between primary users and cognitive radio users
(secondary users); that is the secondary user (SU) can be permitted to take
advantage of the licensed band provided the data transmission of the primary
users can be protected by using spectrum underlay, overlay and interweave
approaches [28]. In the underlay approach, the secondary user is allowed
to use the spectrum of the primary user (PU) as long as the interference
from the secondary user is less than the interference level which the primary
user can tolerate. Therefore, the transmission power of the secondary user
is constrained not to exceed the interference threshold. In the overlay ap-
proach, the secondary user employs the same spectrum concurrently with
the primary user while maintaining or improving the transmission of the
primary user by applying sophisticated techniques [28]. In the interweave
approach, the secondary user utilizes the spectrum not currently being used
by the primary user, known as a spectrum hole, identied by some form
of spectrum sensing, however this is sensitive to issues such as the hidden
terminal problem. As such, the underlay approach is more practical than
others, and is the focus in this chapter.
A relay network can moreover be investigated as an eective method to
combat fading by exploiting spatial diversity [8], and as a way for two users
with no or weak direct connection to attain a robust link. Single or multi-
relay nodes can be used to forward signals transmitted from the source node
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to the destination node. Inspired by cognitive radio and relay networks,
cognitive relay networks have been considered as a potential way to improve
secondary user throughput using one of two schemes: cooperation between
primary and secondary users [87], and cooperation between secondary users
[88{91].
For cooperation between secondary users, [88] explained the approximate
outage performance in cognitive DF relay networks. Exact outage probabil-
ity in cognitive relay networks was investigated in [89], and [90] proposed
a distributed transmit power allocation scheme for multihop cognitive ra-
dio networks. Additionally, [91] studied outage probability and diversity
for cognitive DF relay networks with single-relay selection. However, these
works have only studied the DF relay scheme, and little previous work has
considered multi-relay selection in cognitive AF relay networks.
Therefore, this chapter examines the performance of a cognitive AF relay
network using best single-, two- and four-relay selection to allow cooperation
between secondary users just as the underlay approach and limit this study to
four-relay selection as practical distributed space-time block coding schemes
are typically designed for no more than four relays [42]. Moreover, three
outage probability analysis methods are addressed, namely, ones based on
well known lower and upper bounds and a new one using an exact outage
probability analysis. The contributions of this chapter are to show that:
1) The outage probability for the secondary user is aected by two factors:
the rst factor is in the form of ratios of channel gains, i.e., in the secondary
transmission, the ratio between the gain of the secondary source to chosen
secondary relay channel, to the gain of the secondary source to the primary
receiver channel, together with the ratio between the gain of the chosen
secondary relay to secondary destination channel to the gain of the chosen
secondary relay to the primary receiver channel; and the second factor is the
interference threshold for the primary user.
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2) Two- and four-relay selection according to these approaches can achieve
low outage probability in the secondary user even when the power of the
secondary source and relays is constrained.
3) A new exact outage probability analysis is much more useful for end-to-
end performance analysis than those based on the previous bounds.
7.2 System Model
The cognitive AF relay network model shows in Figure 7.1. In this gure, SS,
SRi (i 2 (1; :::; N)), SD and PD represent a secondary source, N secondary
relays, a secondary destination, and a primary destination, respectively. The
operation of the secondary relays is assumed to be performed in a half duplex
AF mode. SS broadcasts its signal to all SRi in the rst time slot, and the
selected SRi(s) relay(s) forward their received signal(s) to SD in the second
time slot.
For simplicity of exposition, there is no direct link between the secondary
source and the secondary destination node as path loss or shadowing is
assumed to render it unusable [92]. The coecients hsp, hsri , hrid and hrip
are the instantaneous channels of the links between SS and PD, SS and SRi,
SRi and SD, and SRi and PD, respectively. Statistically, the channel gains
gj = jhj j2 (j = sp; sri; rid; rip) are independent exponentially distributed
random variables with mean values j (j = sp; sri; rid; rip), and perfect
channel information is assumed to be available at the secondary relays and
secondary destination.
In the underlay technique SS and SRi can share the primary user's
spectrum if the power of the received interference signal in PD from SS
and SRi satises a predetermined threshold dened by Ith. And because
the two- and four-relay selection scheme is used in this chapter, the limits
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Figure 7.1. The cognitive AF relay network model wherein the dashed lines
denote the interference links and the solid lines denote the selected transmis-
sion links, i.e., only SR2 and SRn are used for relaying to the secondary
destination.
on power for SS and SRi are given by
gspPSS  Ith and gripPSRi 
Ith
jNsj ; (7.2.1)
where jNsj denotes the cardinality of the set of relay indices for the selected
relays; PSS and PSRi are the transmission power of SS and SRi, respectively.
Therefore, this design is for the worst case when the interference terms at the
primary destination combine coherently, the maximum transmission powers
of SS and SRi are equal to
Ith
gsp
and IthgripjNsj , respectively. Using these powers,
the received signal vector at SRi is
ysri = hsri
s
Ith
gsp
s+ nr; (7.2.2)
where s is a transmitted signal vector from SS, and nr is an AWGN vector
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with zero mean and 2r variance elements received in the SRi node. The
received signal vector at SD from the selected SRi can be obtained as
yrid = hrid
s
Ith
gripjNsj
PRiysri + nd
= hridhsri
s
I2th
gspgripjNsj
PRis+ hrid
s
Ith
gripjNsj
PRinr + nd;
(7.2.3)
where nd is an AWGN vector with zero mean and 
2
d variance elements
received in the SD node, and PRi is the limited output amplify gain of SRi
which is dened in [93] as
P 2Ri =
gsp
gsriIth + 
2
rgsp
: (7.2.4)
Next, because the two- and four-relay selection scheme is used, the MRC is
assumed to be used at the destination node [72]. The practical implemen-
tation of the MRC will, however, incur a capacity penalty due to the need
to adopt a time multiplexing approach to transmission between the relays
and the destination node; however, this can be mitigated by adopting an
orthogonal transmission scheme, i.e. distributed space-time coding, which
is available for two or four relays. Furthermore, increasing the number of
selected relays will incur practical overheads such as increased complexity in
synchronization. Therefore, this chapter focuses on selection of best single-,
two- and four-relay. Then from (7.2.3) the overall instantaneous equivalent
end-to-end SNR can be written as:
Eeq =
X
i2Ns
0i 
1
i
0i + 
1
i + 1
; (7.2.5)
where Ns denotes the set of relay indices for the relays chosen in the single-,
two- and four-relay selection schemes. The terms 0i =
gsriIth
gsp2r
and 1i =
gridIth
grip
2
djNsj
are the SNRs of the rst time slot and the second time slot, re-
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spectively. In this chapter, three schemes to calculate the statistics (i.e., the
PDF and CDF) of (7.2.5) will be provided. First two bounds on (7.2.5) by
using the well known 12min(
0
i ; 
1
i ) (lower bounded) and min(
0
i ; 
1
i ) (upper
bounded) [72] are given, and note, as will be shown in the simulation section,
that
UBeq =
X
i2Ns
min(0i ; 
1
i )  Eeq 
X
i2Ns
1
2
min(0i ; 
1
i ) = 
LB
eq : (7.2.6)
And then a new and more accurate analysis for the statistics of (7.2.5) is
provided. Therefore, in the next section, the PDF and CDF of (7.2.5) will
be formed by using the two bounds in (7.2.6) and a direct exact calculation,
respectively; and the outage probability of the cognitive AF relay network
will be analyzed.
7.3 Relay Selection Scheme with Outage Probability Analysis
In this section, three types of outage probability analysis approaches will be
presented for the best single-, two- and four-relay selection. Firstly, the PDF
and CDF of the per time slot SNR, wherein 0i is an exponential random
variable, are calculated based on gsri . To facilitate analysis gsp is assumed
to be replaced by its constant mean value, so that each 0i can be assumed
independent, and 1i is the ratio between two exponential random variables
grid and grip, where 0  ji  1, j 2 (0; 1), and according to [82], can be
written as
f0i
() =
1
L0
e
  
L0 and F0i
() = 1  e
 
L0 ;
f1i
() =
L1
(L1 + )2
and F1i
() =

(L1 + )
;
(7.3.1)
where f() and F () denote the PDF and the CDF of the end-to-end SNR,
respectively. The terms L0 = 0
Ith
2r
and L1 = 1
Ith
2djNsj
, where 0 =
sri
sp
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and 1 =
rid
rip
are the mean channel gain ratios. Basically, the mean value
of the channel gain incorporates the path-loss and the shadowing eect.
Using these mean values does not necessarily imply that the relays are all at
the same distance from the source and destination node, as one path could
experience more shadowing but be closer to the source or destination node
than another relay which has a better link.
7.3.1 The CDF and PDF of Lower Bound SNR
For the lower bound analysis, the CDF of LBeqi =
1
2min(
0
i ; 
1
i ) can be ex-
pressed as [73]
FLBeqi
() = 1  Pr(0i > 2)Pr(1i > 2) = 1  [1  F0i (2)][1  F1i (2)]:
(7.3.2)
Therefore, substituting (7.3.1) into (7.3.2), the CDF of the LBeqi can be obtain
as
FLBeqi
() = 1  L1e
  2
L0
L1 + 2
; (7.3.3)
and the PDF of LBeqi can be obtained by taking the derivative of the CDF
(7.3.3) as
fLBeqi
() =
2L1e
  2
L0 (L0 + L1 + 2)
L0(L1 + 2)2
: (7.3.4)
7.3.2 The CDF and PDF of Upper Bound SNR
For the upper bound analysis, the CDF of UBeqi = min(
0
i ; 
1
i ) can be ex-
pressed as [73]
FUBeqi
() = 1  Pr(0i > )Pr(1i > ) = 1  [1  F0i ()][1  F1i ()]:
(7.3.5)
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Therefore, substituting (7.3.1) into (7.3.5), the CDF of the UBeqi can be obtain
as
FUBeqi
() = 1  L1e
  
L0
L1 + 
; (7.3.6)
and the PDF of UBeqi can be obtained by taking the derivative of the CDF
(7.3.6) as
fUBeqi
() =
L1e
  
L0 (L0 + L1 + )
L0(L1 + )2
: (7.3.7)
7.3.3 The CDF and PDF of Exact SNR
Then, for the new exact outage probability analysis for relay selection the
CDF and PDF of the end-to-end per time slot SNR need to be obtained.
Firstly, let x = 0i and y = 
1
i so that f0i
() = fx(x) =
1
L0
e
  x
L0 and f1i
() =
fy(y) =
L1
(L1+y)2
, where x > 0 and y > 0, and exploiting independence, obtain
fxy(x; y) = fx(x)fy(y) =
L1
L0
e
  x
L0
(L1 + y)2
: (7.3.8)
Then, the CDF of Z = xyx+y+1 , where Z = 
E
eqi , becomes
FZ(z) = P

xy
x+ y + 1
 z

= P

x  yz + z
y   z

=
Z z
0
Z 1
0
fxy(x; y)dxdy +
Z 1
z
Z yz+z
y z
0
fxy(x; y)dxdy;
(7.3.9)
where P (:) denotes probability value. Therefore,
F Eeqi
() =
Z 
0
Z 1
0
fxy(x; y)dxdy +
Z 1

Z y+
y 
0
fxy(x; y)dxdy
=
L1
L0
 Z 
0
Z 1
0
e
  x
L0
(L1 + y)2
dxdy +
Z 1

Z y+
y 
0
e
  x
L0
(L1 + y)2
dxdy
!
= 1  L1e
  
L0
L1 + 
+
L1( + 1)e
(1 L1)
(L1+)L0Ei(1; (1+)L0(L1+))
L0(L1 + )2
;
(7.3.10)
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where Ei(a,b) represents the exponential integral, namely Ei(a; b) =
R1
1 e
 xb
x adx. And the PDF of Eeqi can be obtained by taking the derivative of the
CDF (7.3.10) as
fEeqi
() =
L1(L
2
1   L1 + L1L0 + L0)e 

L0
L0(L1 + )3
+
[L21(2 + 1)  L1]e
(1 L1)
(L1+)L0Ei(1; (1+)L0(L1+))
L0(L1 + )3
+
L21( + 1)(1  L1)e
(1 L1)
(L1+)L0Ei(1; (1+)L0(L1+))
L20(L1 + )
4
:
(7.3.11)
7.3.4 Outage Probability Analysis of the Best Single-Relay Selec-
tion
The best relay node is selected as the one providing the highest end-to-end
SNR from the N available secondary relays. By using the theory of order
statistics [50], the CDF of LBeq , 
UB
eq and 
E
eq correspond to the selection of
the largest LBeqi , 
UB
eqi and 
E
eqi from the N independent relays instantaneous
SNRs in the right and left side of (7.2.6) and (7.2.5), respectively, with a
statistic which is given by (7.3.3), (7.3.6) and (7.3.10). Therefore, the outage
probability is dened as when the average end-to-end SNR falls below a cer-
tain predened threshold value, . The outage probability can be expressed
as
PLBout =
Z 
0
fLBeq ()d = FLBeq () =
h
FLBeqi
()
iN
=
"
1  L1e
  2
L0
L1 + 2
#N
;
(7.3.12)
PUBout =
Z 
0
fUBeq ()d = FUBeq () =
h
FUBeqi
()
iN
=
"
1  L1e
  
L0
L1 + 
#N
;
(7.3.13)
PEout =
Z 
0
fEeq()d = FEeq() =
h
FEeqi
()
iN
=
2641  L1e  L0
L1 + 
+
L1(+ 1)e
(1 L1)
(L1+)L0Ei(1; (1+)L0(L1+))
L0(L1 + )2
375
N
:
(7.3.14)
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7.3.5 Outage Probability Analysis of the Best Two-Relay Selec-
tion
Then the best two-relay nodes selection, namely, select the maximum and
the second LBeqi , 
UB
eqi and 
E
eqi from the N available secondary relays instan-
taneous SNRs in the right and left side of (7.2.6) and (7.2.5) are provided,
respectively. According to [50], the selection of the maximum and the second
largest is not independent, therefore the joint distribution of the two most
maximum values can be obtained as
fK(x1; x2) = N(N   1)
h
FKeqx2
(x2)
iN 2
fKeqx1
(x1)fKeqx2
(x2); (7.3.15)
where x1  x2  xN  0, and K 2 (LB;UB and E). Substituting (7.3.3)
and (7.3.4), (7.3.6) and (7.3.7) and (7.3.10) and (7.3.11) into (7.3.15), re-
spectively, the three types of joint distribution can be obtained as
fLB(x1; x2) = N(N   1)
241  L1e  2x2L0
L1 + 2x2
35N 2
L1e
  2x1
L0 (L0 + L1 + 2x1)
L0(L1 + 2x1)2
L1e
  2x2
L0 (L0 + L1 + 2x2)
L0(L1 + 2x2)2
;
(7.3.16)
fUB(x1; x2) = N(N   1)
"
1  L1e
  x2
L0
L1 + x2
#N 2
L1e
  x1
L0 (L0 + L1 + x1)
L0(L1 + x1)2
L1e
  x2
L0 (L0 + L1 + x2)
L0(L1 + x2)2
;
(7.3.17)
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fE(x1; x2) =N(N   1)[L1(L
2
1   L1 + L1L0 + L0x2)e 
x2
L0
L0(L1 + x2)3
+
[L21(2x2 + 1)  L1x2]e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)3
+
L21x2(x2 + 1)(1  L1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L20(L1 + x2)
4
]
[
L1(L
2
1   L1 + L1L0 + L0x1)e 
x1
L0
L0(L1 + x1)3
+
[L21(2x1 + 1)  L1x1]e
(1 L1)x1
(L1+x1)L0Ei(1; x1(1+x1)L0(L1+x1))
L0(L1 + x1)3
+
L21x1(x1 + 1)(1  L1)e
(1 L1)x1
(L1+x1)L0Ei(1; x1(1+x1)L0(L1+x1))
L20(L1 + x1)
4
]2641  L1e  x2L0
L1 + x2
+
L1x2(x2 + 1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)2
375
N 2
:
(7.3.18)
Then the CDF of the random variable Keq is calculated, formed as the
sum of the x1 and x2 random variables. Therefore, the three types of CDF
can be obtained from
FKeq() = Prfx1 + x2  g: (7.3.19)
Given that x1 and x2 are non-negative, with x1  x2, then,
FKeq() =
Z 
2
0
Z  x2
x2
fK(x1; x2)dx1dx2: (7.3.20)
Substituting (7.3.16), (7.3.17) and (7.3.18) into (7.3.20), respectively, and
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after performing some manipulations,
FLBeq () =N(N   1)
2L21
L0
Z 
2
0
0@1  L1e  2x2L0
L1 + 2x2
1AN 2
24e  4x2L0 (L0 + L1 + 2x2)
(L1 + 2x2)3
  e
  2
L0 (L0 + L1 + 2x2)
(L1 + 2x2)2(L1 +    2x2)
35 dx2;
(7.3.21)
FULeq () =N(N   1)
L21
L20
Z 
2
0
 
1  L1e
  x2
L0
L1 + x2
!N 2
24e  2x2L0 (L0 + L1 + x2)
(L1 + x2)3
  e
  
L0 (L0 + L1 + x2)
(L1 + x2)2(L1 +    x2)
35 dx2;
(7.3.22)
FEeq() = N(N   1)
Z 
2
0
[
L1(L
2
1   L1 + L1L0 + L0x2)e 
x2
L0
L0(L1 + x2)3
+
[L21(2x2 + 1)  L1x2]e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)3
+
L21x2(x2 + 1)(1  L1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L20(L1 + x2)
4
]
[
L1e
  x2
L0
L1 + x2
 
L1x2(x2 + 1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)2
  L1e
   x2
L0
L1 +    x2
+
L1(   x2)(   x2 + 1)e
(1 L1)( x2)
(L1+ x2)L0 Ei(1; ( x2)(1+ x2)L0(L1+ x2) )
L0(L1 +    x2)2 ]2641  L1e  x2L0
L1 + x2
+
L1x2(x2 + 1)e
(1 L1)x2
(L1+x2)L0Ei(1; x2(1+x2)L0(L1+x2))
L0(L1 + x2)2
375
N 2
dx2:
(7.3.23)
The outage probability can then be dened as the probability that the aver-
age end-to-end SNR falls below a certain predened threshold value, . The
three types of outage probability can therefore be expressed as
PKout =
Z 
0
fKeq()d = FKeq(): (7.3.24)
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7.3.6 Outage Probability Analysis of the Best Four-Relay Selec-
tion
The selection of the four largest SNRs is again not independent, therefore,
according to [50], the joint distribution of the four most maximum values
can be obtained as
fK(x1; x2; x3; x4) = N(N   1)(N   2)(N   3)
h
FKeqx4
(x4)
iN 4 4Y
i=1
fKeqxi
(xi);
(7.3.25)
where x1  x2  x3  x4  0, f() and F () correspond to the PDF
and CDF. Then the CDF of the random variable Keq is calculated, formed
as the sum of the random variables from x1 to x4, which are identically
distributed exponential random variables. Therefore, the three types of CDF
are obtained from
FKeq() = Prfx1 + x2 + x3 + x4  g: (7.3.26)
and nally,
FKeq() =
Z 
4
0
Z  x4
3
x4
Z  x4 x3
2
x3
Z  x4 x3 x2
x2
fK(x1; x2; x3; x4)dx1dx2dx3dx4:
(7.3.27)
Finally, (7.3.24) and (7.3.27) can be used to calculate the outage probability
of the best four-relay selection, based on the dierent CDF and PDF of the
approximate overall end-to-end SNR, such as (7.3.3) and (7.3.4) for the lower
bound, (7.3.6) and (7.3.7) for the upper bound and (7.3.10) and (7.3.11) for
the exact outage probability analysis. This result has been provided in
Figure 7.3 by using the Mathematica software package [86]. In the next
section, these analytical results are veried by numerical simulations.
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7.4 Outage Probability Analysis Verication
In this section, in order to verify the results obtained from the above math-
ematical expressions, the noise variances 2r and 
2
d are set to unity and
SRi = RiD = 40 dB.
Figure 7.2 shows comparison of the theoretical and simulated three types of
outage probability analysis schemes for the best two-relay selection. That is,
in this simulation, the predetermined threshold Ith in the primary receiver is
assumed to be 2, and 0 = 5 and 1 = 10. From Figure 7.2, the upper bound
and lower bound can be conrmed, because the real simulation results are in
between the lower and upper bound. Secondly, it can be seen that increasing
the number of relays, N , decreases the outage probability, and hence when
the number of relays is large, the outage event (no transmission) becomes
less likely, for example, with the total number of available secondary relays
increasing from 4 to 8, the exact theoretical outage probability of the best
relay selection is decreased from almost 0:2 to 0:027, when the target rate is
1.5.
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Select 2 from 4 (Lower bound theoretical result)
Select 2 from 4 (Exact theoretical result)
Select 2 from 4 (Upper bound theoretical result)
Select 2 from 8 (Lower bound theoretical result)
Select 2 from 8 (Exact theoretical result)
Select 2 from 8 (Upper bound theoretical result)
Select 2 from 4 (Real simulation result)
Select 2 from 8 (Real simulation result)
Figure 7.2. Comparison of the theoretical and simulated three types of
outage probability analysis schemes for the best two-relays selection (0 =
5; 1 = 10 and Ith = 2).
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Figure 7.3 shows the comparison of the exact outage probability analysis
for single-, two- and four-relay selection schemes. To facilitate analysis, the
predetermined threshold Ith in the primary receiver is assumed to be 2, N =
8 and 0 = 5 and 1 = 10. It is clearly seen that the exact outage probability
is decreased when the number of selected relay is increased, for example,
when the target rate is 1.5, the number of selected relays is raised from 1 to
2 and then 4, the exact outage probability is reduced from approximately 0.1
to 0.028 to 0.019, respectively. Therefore, when the predetermined threshold
Ith in the primary receiver and the total number of available selected relay
N are restricted, more relays can be selected to communicate in order to
provide suciently low outage probability for the secondary users.
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Figure 7.3. Comparison of the exact theoretical outage probability for the
best single-, two- and four-relay selection (0 = 5; 1 = 10 and Ith = 2).
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Figure 7.4 shows comparison of the exact theoretical outage probability
of the single-relay selection and the best two-relay selection for the dierent
thresholds Ith and mean channel gain ratios, 0 and 1 as in the gure
legend. Firstly, there are the same trends for the outage probability for
best single- and two-relay selections. Therefore, taking the best two-relay
selection as an example. When N = 8, the target rate is 1.5, with increasing
the mean channel gain ratios, the outage probability decreases, when the
predetermined threshold is xed, i.e., when the mean channel gain ratio 1
is increased from 5 to 10 and 0 = 5 and Ith = 1, the outage probability of the
best two-relay selection is decreased from almost 0.55 to 0.31. Moreover, with
increasing the predetermined threshold, the outage probability is decreased,
when the mean channel gain ratio is xed. For example, when Ith is increased
from 1 to 2 and 0 = 5 and 1 = 10, the outage probability of the best two-
relay selection is decreased from almost 0.31 to 0.026. These best relays
could then be exploited for transmitting an orthogonal coding scheme such
as [42] and thereby induce robustness to possible feedback errors in single-
relay selection schemes, which is conrmed in [94].
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Exact select 2 from 8 (Ith = 1 and φ0 = φ1 = 5)
Exact select 2 from 8 (Ith = 1 and φ0 =5,  φ1 = 10)
Exact select 2 from 8 (Ith = 2 and φ0 =5,  φ1 = 10)
Figure 7.4. Comparison of the exact outage probability for a best single-
and two-relay selection for dierent thresholds Ith and mean channel gain
ratios, 0 and 1, N = 8.
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7.5 Summary
This chapter has examined three types of outage probability analysis strate-
gies for a cognitive AF network with single-, two- or four-relay selection
from the potential cooperative secondary relays based on the underlay ap-
proach, while adhering to an interference constraint on the primary user.
New analytical expressions for the PDF, and CDF of end-to-end SNR were
derived together with near closed form expressions for outage probability
over Rayleigh frequency fading channels. Numerical results were provided
to show the advantage of the outage probability performance of the best two-
and four-relay selection in a cooperative communication system, i.e., more
suitable relays can be selected to provide enough capacity for the secondary
users when the predetermined threshold and the total number of available
selected relays cannot be increased. Moreover, the theoretical values for the
new exact outage probability match the simulated results can be conrmed.
In the next chapter, the summary and conclusion to the thesis and possible
future work will be provided.
Chapter 8
CONCLUSIONS AND
FUTURE WORK
The conclusions that can be drawn from the contributions of this thesis are
summarized in this chapter. Furthermore, a discussion on possible research
directions for the future work is also included.
8.1 Conclusions
In this thesis, the research has focused on two aspects of improving the per-
formance of wireless cooperative networks. An oset transmission scheme
with full interference cancellation, and full inter-relay self interference can-
cellation schemes, to enhance the transmission rate and remove interference
from other relays has been presented. Two- and four-relay selection for co-
operative AF networks with and without inter-cluster interference has then
been studied, in conventional and cognitive networks. Outage probability
analysis was applied for performance assessment. Considering the chapters
in detail:
In Chapter 1, the basic concept and characteristic advantages of MIMO
systems were provided. Moreover, a general introduction to cooperative net-
works was presented. Then, relay selection was presented for application in
cooperative networks. In addition, a brief introduction to the main functions
of cognitive radio systems and the features of cooperative cognitive networks
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was provided. Finally, the thesis outline was briey discussed.
In Chapter 2, an overview of the various methodologies in cooperative
networks that are used in the thesis was presented. A brief introduction to
distributed space-time coding schemes with orthogonal and quasi-orthogonal
codes was given. A practically important method for distributed space-
time coding, which does not need CSI at the receiver for decoding, which
is dierential space-time coding, was then described. This was followed by
performance analysis of wireless cooperative networks. Two approaches were
applied for performance analysis, one was pairwise error probability analysis,
and the other was outage probability analysis. Finally, some methods to
achieve coding gain in transmission were considered. A simulation result was
included to conrm the performance advantage of distributed transmission
with and without outer coding.
In Chapter 3, unity end-to-end transmission rate was achieved through
oset transmission with a full interference cancellation scheme. Using oset
transmission, the source can continually transmit data to the destination.
However, the four-path relay scheme suered from inter-relay interference
which was caused by the simultaneous transmission of the source and another
group of relays. Therefore, the FIC scheme was used to remove these IRI
terms. However, a full inter-relay self interference scheme was employed at
the relay nodes within a four relay network and the pairwise error probability
approach was used to analyze the cooperative diversity. This scheme was
shown to achieve the full available distributed diversity order, 3.5, without
precoding and the end-to-end transmission rate to asymptotically approach
unity when the number of samples is large.
In Chapter 4, outage probability analysis of the best single-relay and
four-relay selection schemes in a cooperation amplify-and-forward network
without any interference was provided. Also the best four-relay selection
scheme was shown to have robustness to feedback error and to outperform
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a scheme based on selecting only the best single-relay.
In Chapter 5, the local measurements of the instantaneous channel con-
ditions were used to select the best relay pair from the number of avail-
able relays in a cooperative amplify-and-forward network with inter-relay
interference, and then these best relays were used to decrease the outage
probability, i.e. when the target SNR = 4 dB, the outage probability was
decreased from almost 10 2 for the best single-relay selection to 10 3 for the
best two-relay selection. Also, BER analysis of the proposed scheme with
error in inter-relay interference cancellation was compared.
In Chapter 6, rstly, two dierent schemes namely asymptotical and
semi-conventional policies to select the best two- and four-relay from a group
of available relays in the same cluster were presented. These policies used
local measurements of the instantaneous channel conditions in the context of
legacy systems which adopt max(min(; )) type selection when inter-cluster
interference is present only in the relay nodes. New analytical expressions
for the PDF, and CDF of end-to-end SINR were obtained together with near
closed form expressions for outage probability over Rayleigh at fading chan-
nels. Secondly, the best single-relay selection from a group of available relays
by using local measurements of the instantaneous channel conditions in the
context of cooperative systems which adopt a selection policy to maximize
end-to-end SINR was studied. Inter-cluster interference was considered at
the relay nodes only. Finally, a new exact closed form expression for outage
probability in the high SNR region was provided.
In Chapter 7, three types of outage probability analysis strategies for a
cognitive AF network with single-, two- or four-relay selection from the po-
tential cooperative secondary relays based on the underlay approach, while
adhering to an interference constraint on the primary user, were examined.
New analytical expressions for the PDF, and CDF of end-to-end SNR were
derived together with near closed form expressions for outage probability
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over Rayleigh at fading channels. Numerical results were provided to show
the advantage of the outage probability performance of the best two- and
four-relay selection in a cooperative communication system, i.e., more suit-
able relays can be selected to provide enough capacity for the secondary
users when the predetermined threshold cannot be increased. For example,
when the threshold  value is 7 dB and 0 = 5, 1 = 10, Ith = 2, and the
number of selected relays was increased from 1 to 4, the exact outage prob-
ability was decreased from almost 0.1 to 0.019. Moreover, the simulation of
the theoretical values for the new exact outage probability were conrmed.
In conclusion, the original goal for the thesis of increasing transmission
and overcoming fading channels have been achieved by exploiting distributed
transmission, interference cancellation and relay selection.
8.2 Future Work
There are several ways in which the research presented in this thesis could be
extended. The solutions presented in this thesis were for channels which are
assumed Rayleigh at fading; but a wider class of fading channel conditions,
modeled by for example the Nakagami-m distribution [95] and [96], could be
considered. The Nakagami-m fading distribution has gained much attention
lately since this fading distribution often gives the best t to land-mobile and
indoor mobile multipath propagation environments as well as scintillating
ionospheric radio links [97].
Secondly, in Chapter 3, the robustness of the best two- and four-relay
selection schemes in the presence of moderate to severe feedback errors is
only conrmed by simulation results. In suggesting future work, a theoret-
ical analysis should be considered. Furthermore, as only outage probability
analysis of two- and four-relay selection schemes was provided in this thesis,
there is opportunity for further diversity multiplexing tradeo analyses to
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be performed.
Finally, the security of wireless communication is becoming a topical area
of research as shown in [98] and [99]. In particular, physical layer security is
becoming an important issue for future research. The possibility of achieving
perfect secrecy data wireless transmission among the intended network nodes
could be considered [100].
A similar security issue also occurs in cognitive relay networks (CRNs),
where the primary user enhances its performance through cooperation with
secondary users. In return, the cooperating SUs can gain opportunities for
their own transmission. However, almost all the related works assume that
SUs are trustworthy, which may not always be true in reality. There could
be some dishonest users, even malicious ones in the system, corrupting or
disrupting the normal operation of the CRN. Consequently, the performance
can therefore be compromised. Finally, this security issue also needs to be
considered for emerging cognitive relay networks.
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