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Abstract
This paper presents a complete machine vision system for automatic descriptive sensory evaluation of meals. A human sensory panel
control, consumer acceptance or to obtain the intensities
of the attributes describing the perception of a product.
To measure the intensities of product specific attributes,
sities from such an evaluation are used to compare two or
to reproduce the panel’s intensity judgements. The result
is a complete artificial vision system that automatically
gives the sensory intensities from digitised colour images
of meals, and which closely follows the performance of
the human sensory panel. Our experiments showed that
the performance of the new system was comparable to that
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Journal of Food Engineering 7Industrially prepared ready meals are a growing market
in Europe. One of the challenges for the industry is to make
the production more automatic and flexible, ideally by
using autonomous robotic systems. However, as yet, there
is no automatic system to identify, classify or grade the
components of a meal or a complete meal in the same
way as a human being, using his/her senses.
Human sensory evaluation is widely used in the food
sector to measure and understand the responses given by
the human senses. There are different types of evaluations
depending on the goal of the evaluation; product quality
more products or to compare the product against a speci-
fication that the product should match (Lawless &
Heymann, 1999).
In order to automate, sensor systems are needed that
can be used within the production of food products. This
study will introduce an automatic method for descriptive
sensory evaluation of a complex food product (a meal)
using a computer vision system, comprising algorithms
for image analysis, including image segmentation, feature
extraction and pattern recognition. The system uses train-
ing data acquired from a human sensory panel in orderfirst developed a set of 72 sensory attributes describing the appearance of a prototypical meal, and then evaluated the intensities of those
attributes on a data set of 58 images of example meals. This data was then used both to train and validate the performance of the artificial
system. This system covers all stages of image analysis from pre-processing to pattern recognition, including novel techniques for enhanc-
ing the segmentation of meal components and extracting image features that mimic the attributes developed by the panel. Artificial neu-
ral networks were used to learn the mapping from image features to attribute intensity values. The results showed that the new system
was extremely good in learning and reproducing the opinion of the human sensory experts, achieving almost the same performance as the
panel members themselves.
 2005 Elsevier Ltd. All rights reserved.
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1. Introduction descriptive sensory evaluation is used. The resulting inten-A computer vision system for
sensory evalu
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of the sensory panel, performing only slightly worse than
the least consistent of the human panel members. We cal-
culated the percentage of intensity levels that lay within
the 95% confidence interval of the whole panel opinion,
and found that the artificial system obtained 82% com-
pared to 86% for the least consistent human panel member.
The rest of this paper is structured as follows. After a
brief review of related work, the acquisition of images
and sensory intensity judgements from a human sensory
panel is described in Section 2. Section 3 describes the com-
plete vision system, including a novel method for improv-
ing image segmentation (Section 3.1) and a novel method
for extracting features corresponding to the sensory attri-
butes selected by the panel (Section 3.3). In the last two
chapters the results are presented followed by conclusions
Shatadal, and Heymann (1999), where they looked into
the possibilities to predict the sensory properties of
extruded puff texture by digital image analysis.
2. Data acquisition
2.1. Image acquisition
The components used in the meal in this study were
potatoes, meatballs, sauce, jam and vegetables, and they
were mounted by an experienced meal designer on white
plates (diameter 260 mm). During mounting some aspects
of the meal were varied by the designer; how and where
each component was placed, the amount of the potato
component and the amount of the meatball component.
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1.1. Related work
Several studies have been done on sensor systems as a
complement to or as replacement of the human(s) in the
evaluation of food products. In these studies electronic
noses, electronic tongues and vision systems were used.
There are cases when one type of sensor is used, as in the
study presented by Park, Kim, and Noh (2002), where an
electronic nose was used to classify the quality of stored
soymilk. Others use sensor fusion, i.e., two or more types
of sensors in combination, as in the work done by Korel,
Luzuriaga, and Balaban (2001), where an electronic nose
and a vision system was used for the quality assessment
of fish.
In much work the goal is quality control of a specific
product or of a step in the production of a food product,
e.g., Sun and Brosnan (2003). However, only a few studies
examine the performance of artificial sensor systems for
descriptive sensory analysis of products. Interesting exam-
ples are the work done by Bleibaum et al. (2002), where
they compare the results from a descriptive sensory panel
with measurements from an electronic nose and an
electronic tongue, and the study performed by Gao, Tan,Fig. 1. Two samples of the meal images used showing some of the variations c
meatballs compared to the left one.Two example meals can be seen in Fig. 1.
The meals were each placed on a red tray to obtain a
uniform background and photographed using an USB
PC-camera (Philips TOUCAM PCVC740K) and the soft-
ware provided with the camera. The camera was positioned
0.5 m above the plate to get images containing all the com-
ponents on the plate with as good resolution as possible.
The process resulted in 58 images of meals with the same
components with differences in the previously mentioned
aspects. For some meals the plates were rotated and for
others the images were electronically mirrored with no vari-
ations in the otherwise considered aspects. The images were
stored at a resolution of 1280 · 960 pixels as bitmap images
with a pixel value range of 0–255 (8-bit) and colour printed
on white paper for the human sensory evaluation. The col-
our representation used for the images was RGB (red,
green, blue).
2.2. Acquisition of training data from a human
sensory panel
Quantitative sensory descriptions of the meal images
were obtained using descriptive sensory analysis (Lawless
& Heymann, 1999). In this study a panel with five experi-
enced sensory judges was used. The judges had prioronsidered during mounting, e.g., the right meal contains larger amount of
experience of sensory profiling of appearance attributes in
photos (Ekstedt, Wendin, Altska¨r, A˚stro¨m, & Hermans-
son, 2001). The panel was trained for five sessions lasting
3 h each. During each training session, the panel leader
the meal images (Table 1). These attributes can be divided
into four major categories, corresponding to the amount,
shape and placement of the individual meal components
and the spatial relations between components. As examples
Table 1
The attributes developed by the sensory panel to describe the meal images
Attribute group Attribute names Attribute description
Amount Total amount The impression of amount of food in the dish
Free plate The amount of visible free plate space
Amount The amount of each component
Shape Circular The impression of circularity made by each component
Rectangular The impression of rectangular shape made by each component
Triangular The impression of triangular shape made by each component
Linear The impression of linear look made by each component
Placement Spread The space the component covers in the plate
Sparseness The impression of how sparse the component lies on the plate
Centration How centred lies the component on the plate
Component relations Component distance The impression of how far apart the component lies
Component overlap The impression of overlap between the components
Component touch The impression of length of the border line between the components
The amount attribute and the attributes in the shape and placement component groups were evaluated for each component (5 times on each attribute). The
attributes in the component relations group were evaluated ones on each component pair (5 + 4 + 3 + 2 + 1 = 10 times on each attribute). This gives a
total of (2 + 8 · 5 + 3 · 10 = ) 72 attributes on each meal image.
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selected images were drawn from a subgroup of ten images,
which had been pre-selected by sensory science experts with
the goal of representing all the images by the differences
considered earlier in the mounting phase.
A total of 72 attributes were identified by the panel as
the important sensory attributes to use as descriptors ofFig. 2. The mean intensities given by the sensory pathe resulting attribute intensities after the evaluation of the
images in Fig. 1 can be seen in Fig. 2. After statistical anal-
ysis of the collected data, eight attributes were found not to
differ significantly between any of the samples (p < 0.05),
leaving 64 attributes to be used to compare the artificial
evaluation against. A more detailed description of the sen-
sory evaluation will be published elsewhere.nel by their evaluation of the images in Fig. 1.
ference and then using a fixed threshold to determine
oodwhether or not the two pixels could be considered to be
similar. This meant that with small differences, e.g., on
the plate, the R 0, G 0 and B 0 pixel values became high, but
with large differences, e.g., on the meatball, they became
low. The calculations were made by stepping through each
pixel in the image to calculate the corresponding R 0, G 0, B 0
values. First let us define the similarity measure between p
and q as
f ðp; qÞ ¼
1; if jp  qj 6 c;
0; otherwise;

ð1Þ
where c is a user-defined threshold (in this application
c = 5). The new values were then calculated as
R0ðx; yÞ
G0ðx; yÞ
B0ðx; yÞ
2
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Since the range of values in the three new layers was smal-
ler than in the other layers (0–81, compared to 0–255), the
three new layers were multiplied by a constant (k = 255/81)
to obtain the same range of values. This algorithm (1 and
2) has similarities with the SUSAN algorithm (Smith &
Brady, 1997), with the difference that a rectangular mask
was used in this work.
3.2. Image segmentation
To segment the individual meal components from the
images, a Bayes classifier (Duda, Hart, & Stork, 1999)
was used. The meal was divided into seven classes (Potato,
Meatball, Peas, Carrot, Jam, Sauce and Plate) and two of
the images were segmented by hand to obtain images where
each pixel was assigned to one of the seven classes. In the
cases where there was no obvious classification, based only
on colour information, the pixels in the manually seg-
mented image were assigned as ‘‘unknown’’. One of the3. Computer vision system
3.1. Image pre-processing
To obtain further contextual information about the
meal components, three new layers, R 0, G 0, B 0, were added
as a complement to the RGB layers. The new layers con-
tained information concerning each pixel’s neighbourhood.
A new pixel value was calculated by counting the number
of pixels in the 9 · 9 neighbourhood that had a similar
value compared to the centre pixel, by calculating the dif-
P. Munkevik et al. / Journal of Fhand classified images (Fig. 3) was then used as training
data for the Bayes classifier by calculating the mean vectorand covariance matrix from the RGBR 0G
0
B
0
values for
each class. For classification each image was presented to
the trained classifier in turn. The class with the highest pos-
terior probability was chosen to represent the pixel in a new
grey-scale, one-layer image, where each grey level repre-
sents a different class. The hand classified images were then
used to validate the classifier’s performance, by computing
the percentage of correctly classified pixels.
After segmentation the plate areas in each image were
post-processed by using the standard morphological oper-
ation ‘fill’, which fills regions in an image that are enclosed
by pixels with higher values (Sonka, Hlavac, & Boyle,
1999). This operator was used to get the area of the image
that contains only the food components and thereby
pixels outside the plate were also removed. The areas clas-
sified as Peas or Carrots were merged together to obtain a
single class (Vegetables), in order to use the same compo-
nent classes as in the sensory evaluation by the human
panel.
3.3. Feature extraction
Features were selected to try to match the sensory attri-
butes developed by the sensory panel. A new feature
extraction method is introduced that was inspired by the
sequential Monte–Carlo methods used for statistical data
analysis, especially in estimation problems where an
exact numerical solution is computationally intractable
(Andrieu, de Freitas, Doucet, & Jordanm, 2003). The basic
idea is to average many measurements (samples) taken at
randomly selected positions in the images. Provided that
the number of samples is high enough, the feature estimates
obtained should be close enough (within some confidence
interval) to the ‘‘true’’ feature values that would be
obtained by exhaustive search. In this way, good feature
values can be estimated in reasonable time.
In each classified image, 2.5% of the pixels were ran-
domly selected from the plate area and used as a subset,
denoted S, of all the classified pixels. The subset was uni-
formly distributed over the plate area and contained the
x- and y-coordinates of the randomly selected pixels. The
randomly selected pixels were divided into subsets corre-
sponding to their classification. This was done by letting
P be the subset of S that corresponds to the pixels actually
classified as Plate and letting Q1 be the subset of S corre-
sponding to pixels classified as Potato. Analogously, Q2,
Q3, Q4 and Q5 were denoted as the subsets corresponding
to the classes Meatball, Sauce, Jam and Vegetables,
respectively.
3.3.1. Amount features
The features corresponding to the amount attributes
were then calculated by counting the number of members
in the sets that contained values matching each class, e.g.,
the amount: potatoes feature equals the number of ele-
Engineering 78 (2007) 246–256 249ments in subset Q1 for the Potato class. The formulas used
can be seen in Table 2.
ood250 P. Munkevik et al. / Journal of F3.3.2. Shape features
The elements in the sets, Qi were randomly reordered
into new sets denoted Q0i, and vectors Vi, between pixels
belonging to Qi and Q
0
i were calculated as
Fig. 3. The training image (left) and the test image (right). The images in the
black: Plate, Potato, Carrot, Tray, Peas, Jam, Meatballs, Sauce and Unknow
images are the ones segmented by the Bayes classifier where the classes are from
tray was not used as a class, and thus most of the tray was segmented as belo
Table 2
The features calculated and the matching sensory attribute or sensory attribu
Matching attribute Formulae Explanation
Total amount f ¼ j
S5
i¼1Qij The total number of randomly sele
i.e., the total number of elements in
Free plate f = jPj The number of randomly selected p
Amount fi = jQij The number of randomly selected pEngineering 78 (2007) 246–256vi ¼ ½pi p0i ¼ ½xi x0i;yi  y0i
T; where
vi 2 V i;
pi ¼ðxi;yiÞ;p0i ¼ðx0i;y 0iÞ;
ðxi;yiÞ 2Qi;ðx0i;y 0iÞ 2Q0i.
8
<
:
ð3Þ
middle are the hand segmented ones where the classes are from white to
n (there was not an obvious classification for the pixel). The third pair of
white to black: Plate, Potato, Carrot, Peas, Jam, Meatballs and Sauce. The
nging to the Carrot class.
te group
cted pixels classified as food component,
Q15
ixels classified as plate, i.e., the number of elements in P
ixels belonging to one class, i.e., the number of elements in each set Qi
P. Munkevik et al. / Journal of Food Engineering 78 (2007) 246–256 251We then let Wi denote the sets of angles, wi, between the
vectors in Vi and the x-axis and make angle histograms,
Hi, over those angle-sets. Fig. 4 shows how vi and wi were
computed from two pixels. Each histogram contained 60
bins where each bin represented the number of angles
within a specific range. In Fig. 5 a sample histogram of
the angles calculated from Fig. 4 is shown. The histograms
are used for the features corresponding to the Shape attri-
Fig. 4. A is a sample of the segmented meal image in Fig. 1 (left), where th
Meatballs and Sauce. C shows the randomly selected pixels from the Potato cla
as how the set of angles, Wi, is represented as the angles between the vector v
D
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0–π
Fig. 5. Histogram of the angles between the random selected pixels inbutes since a linear shape should give a major peak in few
of the boxes compared to a circular shape, which should
give an evenly distributed histogram. The way the features
are calculated from the angle histograms is given in Table 3.
3.3.3. Placement features
For calculation of the features corresponding to the
placement attributes, both the vectors between pixels, Vi,
e classes are from white to black: Plate, Potatoes, Peas, Carrots, Sauce,
ss in image B. It shows how the vectors vi in the set Vi are calculated as well
i and the x-axis.
π
Min
Max
2/3 Max
Fig. 4. In Table 3 the formulas using this histogram are shown.
and the sets containing pixel positions, Qi, were used. To
mimic the sparseness and spreadness attributes, the mean
length of the vectors in Vi was used as one type of feature,
and by counting the number of pixels lying on the vectors
in V two others were obtained. For the centration attri-
ones connected by the vector. This can be seen in Fig. 6
were the random pixels from the Potato, Meatball and
Jam classes are shown. In this example the feature will give
the number of Jam pixels lying on the vector between a
Potato pixel and a Meatball pixel. The same reasoning is
Table 3
The features calculated to match the shape attributes
Formulae Explanation
f i ¼ maxðHiÞ  minðHiÞ The differences between the maximum and the minimum values in the angle histograms
fi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxðHiÞ  minðHiÞ
p
The square root of the above
fi ¼ VARðHiÞ The variance of the histogram
fi ¼ jBij;Bi ¼ bi 2 Hi; bi >
2
3
bimax
 
The number of boxes in the histogram that has a value greater than 2/3 of the maximum value
How the angles are calculated and a sample histogram is shown in Figs. 4 and 5.
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bute, the mean distance between the pixels in Qi and the
middle of the plate was used. The formulas for this are
shown in Table 4.
3.3.4. Component relations features
For the features corresponding to the attributes in the
Component relations group, vectors connecting pixels from
two of the subsets were used. As an example one of the vec-
tors between the randomly selected pixels from the Potato
and Meatball classes is shown in Fig. 6. The first feature
was computed by determine the mean length of the dis-
tance vectors between two classes. The second feature
was obtained by walking along each vector and counting
the number of pixels belonging to other classes than the
Table 4
The features calculated to match the attributes in the placement group
Formulaefi ¼
1
jV ij
X
vi2V i
jvij
fi ¼ jða; bÞj;
ða; bÞ 2 Qi; 9k 2 ½0; 1;
such that
a ¼ x1  kðx1  x2Þ
b ¼ y1  kðy1  y2Þ

8
<
:
9
=
;; where
ðx1; y1Þ 2 Qi
ðx2; y2Þ 2 Q0i

fi ¼ jða; bÞj;
ða; bÞ 2 C; 9k 2 ½0; 1;
such that
a ¼ x1  kðx1  x2Þ
b ¼ y1  kðy1  y2Þ

8
<
:
9
=
;; where
ðx1; y1Þ; ðx2; y2Þ 2
C ¼
S
j
Qj; j ¼ 1;
8
<
:
fi ¼
1
jQij
X
ðxi ;yiÞ2Qi
j½xi  xm; yi  ym
Tjvalid for the third feature with the change that it gives
the number of pixels that belong to the same classes as
the vector connects, e.g., for Fig. 6 this means that the
result contains the number of Potato and Meatball pixels
lying on the vector. In the last feature the previously men-
tioned vector sets was used. The feature counts the number
of pixels that lie on the vector that belong to the other clas-
ses. The formulas for the computation of these features can
be seen in Table 5.
3.4. Artificial neural network
To obtain the transform from the image features to the
sensory attributes developed by the human sensory panel, a
ExplanationThe mean value of the distances between the
random pixels in each group, i.e., the mean
Euclidean distance between
the elements in Qi and Q
0
i
The sum of pixels lying on the distance vectors
belonging to the same class as the random pixels
Qi; i ¼ 1; . . . ; 5
. . . ; 5; j 6¼ i
The number of pixels lying on the random vectors,
between the randomly selected pixels, not belonging
to the same class
The mean values of the distance between
the randomly selected pixels and the
middle of the plate
oodP. Munkevik et al. / Journal of Fthree-layered MLFF (multi-layered feed forward) artificial
neural network (ANN) was trained using the back propa-
gation algorithm (Patterson, 1996) for each of the four
attribute groups. Each ANN consisted of an input layer,
a hidden layer and an output layer. The number of neurons
in the hidden layer was chosen to be two more than in the
input layer. As the transfer function, the hyperbolic tan-
gent sigmoid function was used in each layer. Each net-
work was trained for 1000 epochs. Due to the relatively
small amount of data available, the ‘‘hold-one-out’’ strat-
egy was used to evaluate the generalisation performance
of the trained network. This strategy is a form of cross val-
idation (Haykin, 1999), where each of the data samples is
used in turn for validation of the trained classifier, i.e., dur-
ing training of the classifiers all but one of the data samples
was used and the classifiers were then tested with the held
out data sample. The collection of four ANNs was trained
using features from 57 of the images as inputs and panel
member attribute intensities matching the same images as
desired outputs during training. The features and the attri-
bute intensities for held out image were then used for test-
ing the network. The procedure was repeated 58 times so
that each image was left out once for training and used
once for testing.
Fig. 6. An image showing how a vector, used for the computation of the feat
achieved. The vector in C is measured between two randomly selected pixels, on
path covers also some of the pixels from the Jam class.Engineering 78 (2007) 246–256 2534. Results
4.1. Image segmentation
The Bayes classifier managed to classify 94.8% of the
training data correctly. The classification performance is
shown in Table 6. Each column represents pixels belonging
to one class given by the human segmented image and each
row represents the pixels segmented by the Bayes classifier.
The classification was good in all classes, with the highest
classification rate for the Potato class (99.1%), followed
by peas (99.0%), plate (98.6%) and carrot (97.8%). The
other three classes had a rate lower than 95% but they
are nevertheless considered to be acceptable. The classified
training image is seen in Fig. 3.
The classification performance for a test image showed
that 94.7% of the test data were correctly classified accord-
ing to the manually segmented image. The classification
performance is shown in Table 7. The performance varied
between the classes. The lowest classification rate was
achieved for the pixels classified by hand as meatballs,
where the pixels were incorrectly labelled as sauce or jam.
This is due to the close similarity between the pixels in
those three classes in all six RGBR 0G 0B 0 dimensions, and
ures corresponding to the attributes in the component relations group, is
e belonging to the Potato class and one to the Meatballs class. The vector
he c
oodTable 5
The formulas for calculating the features matching with the attributes in t
Formulae
l ¼ minðjQij; jQjjÞ; for i ¼ 1; . . . ; 5; j ¼ 1; . . . ; 5; i 6¼ j
fi;j ¼
1
l
X
l
j½xi  xj; yi  yj
Tj; where
ðxi; yiÞ 2 Qi
ðxj; yjÞ 2 Qj
(
254 P. Munkevik et al. / Journal of Fcan also be seen in the high rate of sauce pixels that were
incorrectly classified as jam.
4.2. Artificial sensory evaluation
For validation the artificially produced attribute intensi-
ties were compared to the intensities given by the human
sensory panel as described in Section 2.2. The results from
a descriptive sensory evaluation can be considered as sam-
ples from a normal distribution with an estimated mean (l)
and standard deviation (r) calculated as
fi;j ¼ jða; bÞj;
ða; bÞ 2 C; 9k 2 ½0; 1;
such that
a ¼ x1  kðx1  x2Þ
b ¼ y1  kðy1  y2Þ

8
<
:
9
=
;; where
ðx1; y1Þ 2 Qi; i ¼
ðx2; y2Þ 2 Qj; j ¼
C ¼
S
n
Qn; n ¼ 1;
8
><
>:
fi;j ¼ jða; bÞj;
ða; bÞ 2 C; 9k 2 ½0; 1;
such that
a ¼ x1  kðx1  x2Þ
b ¼ y1  kðy1  y2Þ

8
<
:
9
=
;; where
ðx1; y1Þ 2 Qi; i ¼
ðx2; y2Þ 2 Qj; j ¼
C ¼ Qj [ Qi
8
><
>:
fi;j ¼ jða; bÞj;
ða; bÞ 2 Qj; 9k 2 ½0; 1;
such that
a ¼ x1  kðx1  x2Þ
b ¼ y1  kðy1  y2Þ

8
><
>:
9
>=
>;
; where ðx1; y1Þ; ðx2; y2Þ 2
Table 6
The classification performance for the training image
Manually segmented pixels (%)
Plate Pot Carrot Peas Jam MB Sauce
Automatic segmented pixels (%)
Plate 98.6 0.0 0.2 0.0 0.8 0.0 0.6
Pot 0.8 99.1 0.1 0.0 0.0 0.0 0.0
Carrot 0.0 0.8 97.8 0.0 0.0 0.0 0.0
Peas 0.0 0.0 0.0 99.0 0.0 0.4 0.6
Jam 0.6 0.0 0.2 0.0 89.7 2.4 7.0
MB 0.1 0.1 0.3 0.8 0.5 87.4 1.6
Sauce 0.0 0.0 1.4 0.1 8.9 9.8 90.2
The percentage is calculated by dividing the number of pixels automati-
cally segmented as a component divided by the total number of pixels in
that column, e.g., 98.6% of the pixels manually segmented as plate were
automatically segmented as plate.omponent relations group
Explanation
The mean distance between randomly selected
pixels from two different components,
i.e., the Euclidean distance between the
elements in Qi and Qj, where i5 j
Engineering 78 (2007) 246–256l ¼ 1
n
Xn
i¼1
xi; ð4Þ
r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n  1
Xn
i¼1
ðxi  lÞ
s
. ð5Þ
By comparing each artificial score with the distribution of
values given by the panel a measure of the performance
of the method is achieved. The artificial score was consid-
ered valid if it lay within a 95% confidence interval for each
attribute, assuming a normal distribution. A measure of
1; . . . ; 5
1; . . . ; 5; j 6¼ i
. . . ; 5; n 6¼ i; j
The number of pixels not belonging to either
one of the two classes but lies on the random
vector connecting two different classes pixels
1; . . . ; 5
1; . . . ; 5; j 6¼ i
The number of pixels on the vectors between
randomly selected pixels from two classes
belonging two those classes
Qi; i ¼ 1; . . . ; 5; i 6¼ j
The number of pixels lying on the random
vectors connecting randomly selected pixels
from one class but belonging to another class
Table 7
The performance for the test image
Manually segmented pixels (%)
Plate Pot Carrot Peas Jam MB Sauce
Automatic segmented pixels (%)
Plate 99.4 0.4 0.7 0.0 1.6 0.0 0.4
Pot 0.1 99.0 0.0 0.0 0.0 0.0 0.0
Carrot 0.0 0.3 98.4 0.0 0.1 0.0 0.0
Peas 0.0 0.1 0.0 98.3 0.0 0.0 0.3
Jam 0.5 0.0 0.8 1.4 95.7 12.4 10.6
MB 0.0 0.1 0.1 0.3 0.2 71.8 1.0
Sauce 0.0 0.0 0.0 0.0 2.4 15.8 87.7
The percentage is calculated by dividing the number of pixels automati-
cally segmented as a component divided by the total number of pixels in
that column, e.g., 99.4% of the pixels manually segmented as plate were
automatically segmented as plate.
the overall performance was then obtained by calculating
the percentage of valid artificial scores.
The validation procedure showed that 82% of the attri-
bute intensities were found to lie within the limits obtained
from the ordinary sensory evaluation. The performance
ponent relations group 78%. The mean results for each
attribute as well as for each group are shown in Table 8.
The attribute intensities that resulted from the artificial
sensory evaluation of the meals in Fig. 1 are shown in
Fig. 7. In these figures the differences between the images
in their intensities can be seen, especially for the attributes
in the Amount group where there are higher intensities for
the right image compared to the left one.
The performance of the ANN in estimating the sensory
intensity values was very encouraging, especially because it
is comparable to the performance of the human panel
members themselves. By applying the same procedure
(comparing each panel member to the whole panel), it
was found that the ‘‘worst’’ (i.e., least consistent) panel
member judged 86% of the intensities to be within the con-
fidence intervals of the whole panel. This is only slightly
better than the 82% performance achieved by the new com-
puter vision system.
5. Conclusion
The results show that there is a great potential for the
use of computer vision systems for automatic sensory eval-
uation of appearance attributes, and thereby also to make
sensory evaluations online in the food factory.
The pixel based approach for segmentation using a
Table 8
The total performance of the artificial sensory evaluation
Group Attribute Performance (%)
Amount 93
Total amount 95
Free plate 95
Component amount 92
Shape 82
Circular 83
Rectangular 90
Triangular 76
Linear 78
Placement 87
Spread 93
Sparseness 89
Centration 81
Component relations 78
Component distance 81
Component overlap 68
Component touch 85
te in
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Amount group a 93% match was achieved, in the Shape
group 82%, in the Placement group 87% and in the Com-
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Meal Sample 1
Fig. 7. The intensities resulting from the artificBayes classifier showed very good results and it could in
future studies be compared to other segmentation methods,
such as the region growing algorithm presented by Sun and
Meal Sample 2
20 6040 80
tensityial evaluation of the meal images in Fig. 1.
Du (2004). Future development of the segmentation
method may also include segmentation of unknown areas
as a separate class.
The features calculated using the Monte–Carlo inspired
method showed very promising results. In future studies
additional features should be investigated, and feature selec-
tion could perhaps also be done automatically, for example
by using genetic algorithms (Kudo & Sklansky, 2000).
References
Andrieu, C., de Freitas, N., Doucet, A., & Jordanm, M. I. (2003). An
introduction toMCMCformachine learning.MachineLearning, 50, 5–43.
Bleibaum, R. N., Stone, H., Tan, T., Labreche, S., Saint-Martin, E., & Isz,
S. (2002). Comparison of sensory and consumer results with electronic
nose and tongue sensors for apple juices. Food Quality and Preference,
13(6), 409–422.
Duda, R. O., Hart, P. E., & Stork, D. G. (1999). Pattern classification (2nd
ed.). New York: Wiley, 20–159.
Ekstedt, S., Wendin, K., Altska¨r, A., A˚stro¨m, A., & Hermansson, A-M.
(2001). Sensory analysis of images. In Proceedings for the 4th Pangborn
Sensory Science Symposium (p. 247).
Gao, X., Tan, J., Shatadal, P., & Heymann, H. (1999). Evaluating
expanded-food sensory properties by image analysis. Journal of
Texture Studies, 30, 291–304.
Haykin, S. (1999). Neural networks (pp. 213–218) (2nd ed.). New Jersey:
Prentice-Hall.
Korel, F., Luzuriaga, D. A., & Balaban, M. O¨. (2001). Objective quality
assessment of Raw Tilapia (Oreochromis niloticus) fillets using
electronic nose and machine vision. Journal of Food Science, 66(7),
1018–1024.
Kudo, M., & Sklansky, J. (2000). Comparison of algorithms that select
features for pattern classifiers. Pattern Recognition, 33, 25–41.
Lawless, H. T., & Heymann, H. (1999). Sensory evaluation of food:
principles and practices (pp. 701–737). Gaitherburg, Md: Aspen
publishers Inc.
Park, E.-Y., Kim, J.-H., & Noh, B.-S. (2002). Application of the electronic
nose and artificial neural network system to quality of the stored
soymilk. Food Science and Biotechnology, 11(3), 320–323.
Patterson, D. W. (1996). Artificial neural networks, theory and applications
(pp. 141–178). New Jersey: Prentice-Hall.
Smith, S. M., & Brady, J. M. (1997). Susan—a new approach to low level
image processing. International Journal of Computer Vision, 23(1),
45–78.
Sonka, M., Hlavac, V., & Boyle, R. (1999). Image processing, analysis, and
machine vision (pp. 559–596) (2nd ed.). Pacific Grove: PWS Publishing.
Sun, D.-W., & Brosnan, T. (2003). Pizza quality evaluation using
computer vision—Part 1. Pizza base and sauce spread. Journal of
Food Engineering, 57(1), 81–89.
Sun, D. W., & Du, C. J. (2004). Segmentation of complex food images by
stick growing and merging algorithms. Journal of Food Engineering,
61(1), 17–26.
256 P. Munkevik et al. / Journal of Food Engineering 78 (2007) 246–256
