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a b s t r a c t
This paper studies online scheduling of unit length jobs on a parallel batchingmachinewith
the help of lookahead. The objective is to maximize the number of early jobs. Denote by b
the size of each batch with b = ∞ in the unbounded batching and b <∞ in the bounded
batching. In the LKL lookaheadmodel, at a time instant t , an online algorithm can foresee all
jobs that will arrive in the time segment (t, t+ L). When 0 ≤ L < 1, we show that a simple
greedy online algorithm (independent of the value of L) has a best possible competitive
ratio of 1/min{n, b+1}, where n is the number of jobs. Thismeans that lookahead is useless
when 0 ≤ L < 1. When 1 ≤ L < 2, we establish the upper bounds 0.39 (for b = ∞) and
2/3 (for b < ∞) of competitive ratios, and provide an online algorithm of competitive
ratios 1/4 (for b = ∞) and 1/5 (for b <∞).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the traditional research of scheduling problems, the information of jobs is assumed to be known in advance. Such
a scheduling environment is called offline. In the past two decades, the online scheduling has been widely studied. Three
online models have been proposed in [15,19]: online over list, online nonclairvoyance and online over time.
In the online over list model, the jobs arrive in a list. The online algorithm has to schedule the first job in the list before
it sees the next job in the list. Representative publications can be found in [1,16].
In the online nonclairvoyance model, the running time of a job is unknown until the job finishes. The online algorithm
only knows whether a job is still running or not. Representative publications can be found in [3].
In the online over time model, jobs arrive over time. That is, each job’s characteristic, including its processing time and
deadline, is unknown until it is released. Representative publications can be found in [2,9].
In this paper, we study the online over time model. The preemption of jobs is not allowed in our study. The quality of an
online algorithm is usually measured by its competitive ratio. For a maximization problem, the (competitive ratio RA of an
online algorithmA is defined to be
RA = inf{A(I)/OPT(I) : I is a sequence of jobs with OPT(I) > 0}.
Here, for a sequence I of jobs,A(I) is the objective value of the schedule obtained by algorithmA, and OPT(I) is the objective
value of an (offline) optimal schedule. Themore the competitive ratio approaches 1, the better the online algorithmwe have.
One of the scheduling models is the scheduling with hard deadlines. In such a scheduling model, each job J has a release
time r(J), a processing time p(J), a weightw(J) and a deadline d(J). Especially, if d(J) = r(J)+ p(J), J is called a tight job, or
equivalently, J is of tight deadline. For a given schedule, the completion time of job J is denoted by C(J). Job J is called early
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(or on time) if C(J) ≤ d(J), and called tardy otherwise. The early indicator number of job J is defined by E(J) = 1 if J is early,
and E(J) = 0 if J is tardy. The objective is to find a schedule so that the number∑ Ej or total weights∑wjEj of early jobs is
maximized. We will assume in this paper that the tardy jobs will be not accepted by a schedule. So, if job J cannot start its
processing by time d(J)− p(J), it will drop off the line from time instant d(J)− p(J). A job J is said to be effective at time t if
t+p(J) ≤ d(J). We say that a job J expire at time t if t+p(J) > d(J). Occasionally, we use OPT to denote an optimal schedule.
Nowadays, there have been lots of results in the online version of schedulingwith hard deadlines.We state some of them
as follows. For the case of arbitrary lengths and deadlines of jobs, Hoogeveen et al. [8] studied preemption-restart model and
proposed a 1/2-competitive algorithm. Goldman et al. [6] studied the non-preemptive strategies for jobs with unit length.
They provide a best possible online algorithm of competitive ratio 1/2. To beat the upper bound of 1/2, they investigated the
case where each job has a sufficiently large deadline. When the deadline is at least two times of job’s length, they provided
a 2/3-competitive algorithm. In the above literature, it is assumed that online strategies make processing decisions without
any knowledge of future jobs at any time.
For some online scheduling problems, if an online strategy can only know the information of these jobs which have
been arrived, it cannot get a better competitive ratio. So some authors studied various semi-online models to improve
the performance of online strategies in competitiveness. One of the models is to apply the function of lookahead. With
lookahead, an online algorithm can foresee the information of some future jobs or foresee a finite time segment at any time.
Lookahead has been comprehensively investigated in previous literature with different definitions (see [10,21]). Mao and
Kincaid [12] studied a lookahead model of single machine scheduling to minimize the total completion time, where they
defined that an online algorithmA is in lookahead-kmodel if at any time t ,A can foresee the next k jobs arriving after time
t . In this paper, we will introduce a different lookahead model where the lookahead parameter is defined as the length of
time but not the number of future jobs.
Parallel batching is one of the simultaneous processing models in which several jobs can be processed on a machine as
a batch at the same time. The starting time and completion time of jobs in a batch are equal, respectively. The processing
time of a batch is given by the longest processing time of the jobs in the batch.
Parallel batching scheduling is motivated by burn in operations in semiconductor manufacture [17,18]. There have been
plenty of achievements in both offline and online environments. Some representative results can be found in Bruker et al.
[4], Lee and Uzsoy [11], Poon and Zhang [13], Poon and Yu [14], Zhang et al. [20] and Deng et al. [5]. In particular, Zhang et al.
[20] and Deng et al. [5] independently provided the same best possible online algorithm of competitive ratio (
√
5+ 1)/2
when b = ∞. Poon and Yu [14] proved that a class of algorithms (including the two algorithms provided in [20]) have a
competitive ratio 2, and they also gave an online algorithm with a competitive ratio 7/4 when b = 2. To our knowledge, no
results about online parallel batching scheduling to maximize the number of early jobs were reported in the literature.
This paper studies online scheduling of unit length jobs on a parallel batching machine with the help of lookahead.
The objective is to maximize the (weighted) number of early jobs. Denote by b the size of each batch with b = ∞ in the
unbounded batching and b < ∞ in the bounded batching. Using the 3-field notation of Graham et al. [7], the problem is
denoted by 1 | p(J) = 1, p-batch, b, online | ∑ Ej (or ∑wjEj). In the LKL lookahead model, at a time instant t , an online
algorithm can foresee all jobs that will arrive in the time segment (t, t + L).
When 0 ≤ L < 1, we show that a simple greedy online algorithm (independent of the value of L) has a best possible
competitive ratio of 1/min{n, b+ 1}, where n is the number of jobs. This means that lookahead is useless when 0 ≤ L < 1.
When 1 ≤ L < 2, we establish the upper bounds 0.39 (for b = ∞) and 2/3 (for b <∞) of competitive ratios, and provide
an online algorithm of competitive ratios 1/4 (for b = ∞) and 1/5 (for b <∞).
2. The LKL model with 0 ≤ L < 1
In this section, we provide an upper bound ρ = 1/min{n, b+ 1} of competitive ratio for online algorithms. Then we
design an online algorithm matching the upper bound.
2.1. The upper bound
Theorem 2.1. Consider the LKL model for 1 | p(J) = 1, p-batch, b, online | ∑ Ej. If 0 ≤ L < 1, no online algorithms have a
competitive ratio greater than ρ = 1/min{n, b+ 1}, where n is the number of jobs.
Proof. Suppose 0 ≤ L < 1 and write L = 1 − . Then 0 <  ≤ 1. Write k = 1/ρ = min{n, b + 1}. For an arbitrary online
algorithmA, we construct a job sequence I by the following way.
At time 0, a job J0 with deadline d(J0) = 3 is released. If A does nothing at time interval [0, 2], then no other jobs
arrive later. Thus A(I) = 0 < ρOPT(I). Suppose that, at a certain time t ∈ [0, 2], A starts to schedule {J0} as a single
batch. Then, at time r = t + 1 − /2, a set B of k − 1 tight jobs is released. A cannot foresee these jobs at time t since
t + L = t + 1−  < t + 1− /2. But then, the jobs in Bwill expire when J0 is completed. So,A(I) = 1. Note that OPT will
accept all jobs by the following way: If t < /2, start B at time t + 1− /2 and start {J0} at t + 2− /2. If t ≥ /2, start {J0}
at 0 and start B at time t + 1− /2. Hence,A(I) = 1 and OPT(I) = k = 1/ρ. Thus,A(I)/OPT(I) = ρ. 
Remark. When the jobs are weighted, by the same proof technique as Theorem 2.1, with jobs released at r being replaced
by a job of sufficiently large weight, one can show that any online algorithm is of 0-competitive.
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2.2. Greedy batching algorithm
In the case that L = 0, we provide an online algorithm called GreedyBatching (GB) and prove that GB is a best possible
online algorithm. This means that GB is also best possible for 0 ≤ L < 1. Let U(t) be the set of all unscheduled effective jobs
available at time t .
Algorithm GreedyBatching (GB). At time t , if the machine is idle and U(t) 6= ∅, then pick the first min{b, |U(t)|} jobs
from U(t) under non-decreasing order of their deadlines and start to process them as a batch; otherwise do nothing but
wait.
Theorem 2.2. Algorithm GB yields a best possible schedule with competitive ratio ρ = 1/min{n, b+ 1}.
Proof. When n ≤ b, the result holds clearly, since GB accepts at least one job. Hence, we assume in the following that
b ≤ n− 1. Then we have ρ = 1/(b+ 1). Note that b ≤ n− 1 also means that b <∞.
Assume to the contrary that the result of Theorem 2.2 is incorrect. Then we can chose a job sequence I such that |I| is
minimum with GB(I) < ρOPT(I). Suppose that the batches generated by algorithm GB are B1, B2, . . . , Bm in this order. We
use Si and Ci = Si + 1 to denote the starting time and completion time of batch Bi, respectively. Then U(t) = ∅ for t ≥ Cm.
Write B = B1 ∪ · · · ∪ Bm. Then |B| = GB(I) ≥ m. Note that all jobs in I \ B (if any) expire at any time t ≥ Cm. We consider
the following two cases.
Case 1. There is no idle time between the processing of batches in GB. Then OPT starts the accepted job in I \(B1∪· · ·∪Bm)
(if any) in time interval [S1, Sm+1). Since OPT can start atmostm batches in [S1, Sm+1), we deduce that OPT(I) ≤ mb+|B| ≤
(b+ 1)|B| = (b+ 1)GB(I) and so GB(I) ≥ ρOPT(I). This contradicts the choice of I .
Case 2. There are idle times between the processing of batches in GB. Let [s, t] be the last such idle time interval. We
define V = {J : r(J) ≥ t}. Then OPT(I) ≤ OPT(I \ V ) + OPT(V ). By algorithm GB, we have GB(I) = GB(I \ V ) + GB(V ).
By the choice of I , we have GB(I \ V ) ≥ ρOPT(I \ V ) and GB(V ) ≥ ρOPT(V ). Consequently, GB(I) ≥ ρOPT(I). The result
follows. 
3. The LKL model with 1 ≤ L < 2
In the case 1 ≤ L < 2, the upper bounds 0.39 (for b = ∞) and 2/3 (for b <∞) are presented. Then an online algorithm
of competitive ratio 1/4 (for b = ∞) and 1/5 (for b < ∞) is designed for L = 1. The algorithm is designed for weighted
version, but for the unweighted version, the competitive ratio cannot be efficiently improved.
3.1. The upper bound
Theorem 3.1. In the case that 1 ≤ L < 2, no online algorithms have a competitive ratio greater than 0.39 (b = ∞) and 2/3
(b <∞), respectively.
Proof. (a) b = ∞. Suppose 1 ≤ L < 2 and write L = 2 − . Then 0 <  ≤ 1. For an arbitrary online algorithmA, we will
construct a job sequence I which contains at most 32 kinds of tight jobs. Let Ii with |Ii| = ai denote the set of the ith kind of
jobs, where 0 ≤ i ≤ 31. The values of ai are defined by the following way.
a0 = 10, a1 = 27, a2 = 60, a3 = 127,
a4 = 256, a5 = 503, a6 = 964, a7 = 1815,
a8 = 3364, a9 = 6154, a10 = 11126, a11 = 19903,
a12 = 35254, a13 = 61866, a14 = 107597, a15 = 185495,
a16 = 316998, a17 = 536926, a18 = 901105, a19 = 1497710,
a20 = 2463549, a21 = 4006267, a22 = 6432197, a23 = 10176020,
a24 = 15819879, a25 = 24070980, a26 = 36628103, a27 = 53354420,
a28 = 75085744, a29 = 98609336, a30 = 116038246, a31 = 105006416.
The release times of the jobs in Ii, denoted by r(Ii), is given by r(Ii) = i − θi, 0 ≤ i ≤ 31, where 0 = θ0 < θ1 < θ2 <
· · · < θ31 < . So we have r(I0) = 0 and r(Ii) < r(Ii−1)+1 < r(Ii+1) for 1 ≤ i ≤ 30. Now, we can verify that, for 1 ≤ i ≤ 15,
(i) the optimal schedule of I0 ∪ I1 ∪ · · · ∪ I2i is given by accepting the jobs in I0 ∪ I2 ∪ I4 ∪ · · · ∪ I2i, and
(ii) the optimal schedule of I0 ∪ I1 ∪ · · · ∪ I2i+1 is given by accepting the jobs in I1 ∪ I3 ∪ I5 ∪ · · · ∪ I2i+1.
Consequently, for 1 ≤ i ≤ 15,{
OPT(I0 ∪ I1 ∪ · · · ∪ I2i) = a0 + a2 + a4 + · · · + a2i;
OPT(I0 ∪ I1 ∪ · · · ∪ I2i+1) = a1 + a3 + a5 + · · · + a2i+1. (1)
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From (1), we can further verify that, for 1 ≤ i ≤ 30,
ai
OPT(I0 ∪ I1 ∪ · · · ∪ Ii+1) < 0.39. (2)
Since all jobs are of tight deadlines, the only decision points of algorithm A are the time instants 0 = r(I0), r(I1), . . . ,
r(I31). So, at each decision point r(Ii) with 0 ≤ i ≤ 30, algorithmA either schedules all jobs in Ii as a single batch, or waits
for the next decision point r(Ii+1). Note that, at time r(Ii), 0 ≤ i ≤ 30, algorithmA can only foresee the information of Ii+1.
If, at last, algorithmA does not schedule any jobs, thenA(I) = 0, and so,A(I)/OPT(I) = 0 < 0.39.
Otherwise, there is a certain decision point r(Ii)with 0 ≤ i ≤ 31 such that algorithmA schedules all jobs in Ii as a single
batch. When i ≤ 30, no jobs will arrive after r(Ii+1). Then I = I0 ∪ I1 ∪ · · · ∪ Ii+1, and A(I) = |Ii| = ai. By (2), we deduce
thatA(I)/OPT(I) < 0.39. When i = 31, we have I = I0 ∪ I1 ∪ · · · ∪ I31, andA(I) = |I31| = a31. By (2) again, together with
the fact a31 < a30, we deduceA(I)/OPT(I) = a31/OPT(I) < a30/OPT(I0 ∪ I1 ∪ · · · ∪ I31) < 0.39.
(b) b <∞. We use the same proof scheme. In this case, we suppose that there are three kinds of jobs with |I0| = 1 and
|I1| = |I2| = 2. It can be verified thatA(I)/OPT(I) ≤ 2/3 for any online algorithm. 
3.2. Delay batching algorithm
In this section, we will present an online algorithm DB (DelayBatching) for L = 1. Let t be the current time. We use Rt to
denote the set of jobs arriving during time segment (t, t + 1). Note that, since L = 1, Rt is known to any online algorithm at
time t by the definition of LKL model. For each time instant t0 ≥ t , the following notations are used in the discussion.
• U(t, t0) is the set of all unscheduled effective jobs available at time t0 under the assumption that the online algorithm
does nothing during time segment [t, t0]. Equivalently, U(t, t0) is the set of jobs J with r(J) ≤ t0, d(J) ≥ t0 + 1 and that J is
not scheduled before time t .
•Q (t, t0) is the set of the first min{b, |U(t, t0)|} jobs fromU(t, t0) under non-increasing order of their weights. Note that,
when b = ∞, Q (t, t0) = U(t, t0).
•W (t, t0) =∑J∈Q (t,t0)w(J) is the total weight of the jobs in Q (t, t0).
The main idea of the following algorithm is as follows. At each decision time t (when the machine is idle and U(t, t) is
not empty), we check whether there is a time point t0 ∈ (t, t + 1) such thatW (t, t0) ≥ 2W (t, t). If so, we reset t to be the
minimum value of such a t0. Otherwise, we schedule all jobs in Q (t, t) as a single batch starting at time t .
Algorithm DelayBatching (DB)
Step 0: Set t = 0.
Step 1: If Q (t, t) = ∅, then wait until a new job comes in and reset t to be the release time of such a job.
Step 2: If Rt = ∅, then schedule all jobs in Q (t, t) as a single batch starting at time t . Reset t := t + 1 and go to Step 1.
Step 3: If Rt 6= ∅, do the following.
(3.1) If there exists a time point t0 ∈ (t, t + 1) such thatW (t, t0) ≥ 2W (t, t), then reset t := t ′ = min{t0 ∈ (t, t + 1) :
W (t, t0) ≥ 2W (t, t)} and go to Step 2.
(3.2) IfW (t, t0) < 2W (t, t) for all t0 ∈ (t, t + 1), then schedule all jobs in Q (t, t) as a single batch starting at time t .
Reset t := t + 1 and go to Step 1.
Suppose that the batches generated by algorithm DB are B1, B2, . . . , Bm in this order. The starting time and completion
time of a batch Bi are denoted by Si and Ci, respectively. Then S1 < S2 < · · · < Sm, Ci = Si+1 for 1 ≤ i ≤ m, and U(t, t) = ∅
for t ≥ Cm. Let C0 denote the release time of the first job. We also write Sm+1 = Cm and Cm+1 = ∞. We call the time instant
t ′ in Step 3.1 a key waiting point of the schedule. If a batch Bk is generated by DB after several consecutive key waiting points,
thenwe call Bk a delayed batch; otherwise we call Bk a regular batch.Write B = B1∪· · ·∪Bm. The following two observations
are implied in the implementation of algorithm DB.
Observation 1. (i) All jobs in I \B expire at time Cm. (ii) For each Bk with 1 ≤ k ≤ m,W (Sk, t) < 2W (Bk) for Sk ≤ t < Sk+1.
Observation 2. Suppose that batch Bk is a regular batch with k ≥ 2 and Sk > Ck−1. Then U(t, t) = ∅ for t ∈ [Ck−1, Sk).
Lemma 3.2. Suppose that batch Bk is a delayed batch. If k = 1, define t0 = C0; otherwise define t0 to be the earliest time t such
that t ≥ Ck−1 and U(t, t) 6= ∅. Suppose that the consecutive key waiting points in time period [t0, Sk] are t1, t2, . . . , tn−1 , tn = Sk
in increasing order. Then we have the following statements.
(a) ti+1 − ti < 1 for 0 ≤ i ≤ n− 1;
(b)W (ti, ti) ≤ (1/2n−i)W (Bk) for 0 ≤ i ≤ n.
Proof. (a) At any time t , algorithm DB can only foresee the jobs arriving in (t, t + 1). Hence, the distance of any two
consecutive key waiting points is strictly less than 1. So, ti+1 − ti < 1 for 0 ≤ i ≤ n− 1.
(b) Note that algorithm DB does nothing during time interval [t0, Sk). By the definition of key waiting points, we have
W (ti+1, ti+1) = W (ti, ti+1) ≥ 2W (ti, ti) for 0 ≤ i ≤ n− 1. Then
W (tn, tn) ≥ 2W (tn−1, tn−1) ≥ · · · ≥ 2n−iW (ti, ti).
Note that Q (tn, tn) = Bk. ThenW (Bk) = W (tn, tn). ThusW (ti, ti) ≤ (1/2n−i)W (Bk) for 0 ≤ i ≤ n. 
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Lemma 3.3. Suppose that b = ∞ and pi is an optimal schedule such that no accepted job can start earlier without violating the
optimality of pi . Then no jobs are accepted by pi in [Cm,∞).
Proof. By Observation 1(i), no jobs in I \ B can be accepted in [Cm,∞) in pi . By contradiction, we suppose that B∗ 6= ∅ is the
set of jobs in B accepted bypi in [Cm,∞). Then all jobs in B∗ are released by time Sm. Ifpi starts a batch B′ at time t ∈ [Sm, Cm),
then B∗ can be added in B′ to start at time t . The resulting schedule is still optimal but contradicts the choice of pi . Suppose
that pi starts no batch in [Sm, Cm). Let t∗ be the last completion time of jobs in I \ B∗ in pi . In the case that pi accepts no jobs
other than B∗, we set t∗ = 0. Then t∗ < Cm. Consequently, B∗ can start in an optimal schedule at time max{t∗, Sm} < Cm.
Again, this contradicts the choice of pi . 
Theorem 3.4. Algorithm DB has a competitive ratio ρb, where ρb = 1/4 if b = ∞ and ρb = 1/5 if b <∞.
Proof. We will prove the result by contradiction. If possible, let I be a job sequence such that |I| is minimum with DB(I) <
ρbOPT(I). Recall that the batches generated by algorithm DB are B1, B2, . . . , Bm in this order and B = B1 ∪ · · · ∪ Bm. Then
W (B) = DB(I) and
OPT(I) ≤ OPT(I \ B)+ DB(I). (3)
Set Ki = [Si, Ci), 1 ≤ i ≤ m+ 1. Let k ≤ m be maximum such that either k = 1 or there is an idle time directly before Sk in
DB. We consider the following two cases.
Case 1 (Bk is a regular batch). Set V = {J ∈ I : r(J) ≥ Sk}. Suppose first that k ≥ 2. By Observation 2, U(t, t) = ∅
for t ∈ [Ck−1, Sk). Then DB(I) = DB(I \ V ) + DB(V ) and OPT(I) ≤ OPT(I \ V ) + OPT(V ). By the choice of I , we have
DB(I \ V ) ≥ ρbOPT(I \ V ) and DB(V ) ≥ ρbOPT(V ). Thus, DB(I) ≥ ρbOPT (I). This contradicts the choice of I . Hence, k = 1
and V = I . Consequently, [S1,∞) = K1 ∪ · · · ∪ Km+1, and r(J) ≥ S1 for J ∈ I .
Note that OPT for I \ B cannot start batches in interval [Cm,∞), and for each i with 1 ≤ i ≤ m, at most one batch
can start in Ki in OPT for I \ B. By Observation 1, the weight of any batch starting at a time in Ki = [Si, Ci) in OPT
for I \ B is less than 2W (Bi). Thus, OPT(I \ B) < 2W (B1) + · · · + 2W (Bm) = 2W (B) = 2DB(I). From (3), we have
OPT(I) ≤ OPT(I \ B)+ DB(I) < 3DB(I) < (1/ρb)DB(I), contradicting the choice of I .
Case 2 (Bk is a delayed batch). Suppose that t0 is the earliest time t such that t ≥ Ck−1 and U(t, t) 6= ∅. Set V =
U(t0, t0) ∪ {J ∈ I : r(J) > t0}. Note that t0 ≥ Ck−1, {J ∈ I : r(J) > t0} 6= ∅ and all unscheduled jobs in I \ V expire at time
Ck−1. In the case t0 > Ck−1, U(t, t) = ∅ for t ∈ [Ck−1, t0).
Suppose first that k ≥ 2. Let σ be an optimal schedule of instance I . Set U∗ = {J ∈ U(t0, t0) :
either r(J) ≤ Sk−1 or J is accepted by σ before time t0}. Let C∗ be the last completion time of the jobs accepted in σ before
time t0. Then C∗ < t0 + 1. We define two smaller instances I∗ and V ∗ by the following way.
Instance I∗ consists the jobs in I \ V and the jobs in U∗ with the deadlines of jobs J ∈ U∗ being revised by d∗(J) = C∗.
Note that, in instance I∗, all jobs in U∗ expire at time t0, since C∗ < t0 + 1. Furthermore, algorithm DB generates the same
schedule in time interval [C0, t0) for both instances I and I∗. So, we have DB(I∗) =∑1≤i≤k−1W (Bi).
Instance V ∗ consists of the jobs in V = U(t0, t0) ∪ {J ∈ I : r(J) > t0} with the release dates of jobs J ∈ U(t0, t0) being
revised by r∗(J) = t0. Note that all jobs in V ∗ have release dates at least t0. Again, algorithm DB generates the same schedule
in time interval [t0,∞) for both instance I and V ∗. So, we have DB(V ∗) =∑k≤i≤mW (Bi).
From the definition of I∗ and V ∗, we can see that algorithm DB accepts the same number of jobs for I and I∗ ∪ V ∗.
Then we have DB(I∗ ∪ V ∗) = DB(I). Furthermore, the schedules σ(I∗) and σ(V ∗) obtained from σ by restricting σ on
the jobs accepted in [C0, t0) and [t0,∞), respectively, can be regarded as feasible schedules of I∗ and V ∗, respectively.
So, OPT(I) ≤ OPT(I∗) + OPT(V ∗). By the choice of I , we have DB(I∗) ≥ ρbOPT(I∗) and DB(V ∗) ≥ ρbOPT(V ∗). Thus,
DB(I) ≥ ρbOPT (I). This contradicts the choice of I . Hence, k = 1 and V = I .
Note that k = 1 means t0 = C0. Suppose that the consecutive key waiting points in time period [t0, S1] are t1, t2, . . . ,
tn−1 , tn = S1 in increasing order. By Lemma 3.2(a), ti+1 − ti < 1 for 0 ≤ i ≤ n − 1. Write Ti = [ti−1, ti), 1 ≤ i ≤ n. Then[C0, S1) = T1 ∪ · · · ∪ Tn and [S1,∞) = K1 ∪ · · · ∪ Km+1.
Case 2.1 (b = ∞). Let pi be an optimal schedule for I such that no accepted job can start earlier without violating the
optimality of pi . By Lemma 3.3, no jobs are accepted by pi in [Cm,∞).
Set F = B1 ∪ {J ∈ I : r(J) > S1}. Then the unscheduled jobs in I \ F expire at time S1 in algorithm DB. Note that, for each
i with 1 ≤ i ≤ n, at most one batch can start in Ti in pi for I . By Lemma 3.2(b), the weight of any batch starting at a time in
Ti = [ti−1, ti) in pi is less than (1/2n−i)W (B1), 1 ≤ i ≤ n. So, we have the following Claim 1.
Claim 1. The total weight of jobs in I accepted by pi in [C0, S1) is less than
(1/2n−1 + 1/2n−2 + · · · + 1)W (B1) < 2W (B1) ≤ 2DB(I).
Now, we consider the jobs in F accepted in pi in [S1,∞). Suppose that the starting times of batches in pi in [S1,∞) are
x1, x2, . . . , xq in this order, and the corresponding batches are X1, X2, . . . , Xq. Then S1 ≤ x1 < x2 < · · · < xq < Cm,
where the last inequality follows from Lemma 3.3. For each i with 1 ≤ i ≤ q, define hi to be the index such that
Shi ≤ xi < Shi+1 = Shi + 1. Then, hq ≤ m. From the assumption b = ∞ and by the implementation of algorithm DB,
the jobs in Bi (1 ≤ i ≤ m) arrive in time interval (Si−1, Si], where S0 < t0 is a dummy number. By the definition of pi , the
jobs in each Xi with 1 ≤ i ≤ q arrive in time interval (xi−1, xi] ⊆ (Shi−1 , xi], where h0 = 0. This implies that Xi ∩ Bj = ∅ for
j ≤ hi−1. We next prove that for each iwith 1 ≤ i ≤ q,
Xi ⊆ Bhi−1+1 ∪ · · · ∪ Bhi−1 ∪ Q (Shi , xi). (4)
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In fact, for a job J ∈ Xi, we consider the following two possibilities. If r(J) ∈ (Shi−1 , Shi ], since J is effective at time xi, by
the implementation of algorithm DB, we have J ∈ Bj for a certain j with hi−1 + 1 ≤ j ≤ hi. If r(J) ∈ (Shi , xi], then we have
J ∈ U(Shi , xi) = Q (Shi , xi). Hence, we have
Xi ⊆ Bhi−1+1 ∪ · · · ∪ Bhi ∪ Q (Shi , xi). (5)
From (5) and by the fact Xi ∩ Bhi ⊆ Q (Shi , xi), (4) follows.
From (4) and by the factW (Shi , xi)) < 2W (Bhi), we deduce that, for each iwith 1 ≤ i ≤ q,
W (Xi) ≤
∑
hi−1+1≤u≤hi−1
W (Bu)+ 2W (Bhi) ≤ 2
∑
hi−1+1≤u≤hi
W (Bu).
By summing up this inequality for all iwith 1 ≤ i ≤ q, we conclude the following Claim 2.
Claim 2. The total weight of jobs in I accepted by pi in [S1, Cm) is less than 2W (B) = 2DB(I).
By combining Claim 1 and Claim 2, we finally obtain OPT(I) < 4DB(I) = DB(I)/ρb. This contradicts the choice of I .
Case 2.2(b < ∞). In this case, we consider an arbitrary optimal schedule τ for I \ B. Note that all jobs in I \ B expire at
Cm. For each i with 1 ≤ i ≤ n, at most one batch can start in Ti in τ , and for each u with 1 ≤ u ≤ m, at most one batch can
start in Ku in τ . By Lemma 3.2(b), the weight of any batch starting at a time in Ti = [ti−1, ti) in τ is less than (1/2n−i)W (B1),
1 ≤ i ≤ n. Hence, the total weight of jobs in I \B accepted by τ in [C0, S1) is less than 2W (B1) ≤ 2DB(I). By Observation 1(ii),
the weight of any batch starting at a time in Ku = [Su, Cu) in τ is less than 2W (Bu), 1 ≤ u ≤ m. Hence, the total weight of
jobs in I \ B accepted by τ in [S1, Cm) is less thanW (B) = 2DB(I). Consequently, OPT(I \ B) < 4DB(I). It follows from (3)
that OPT(I) < 5DB(I) = DB(I)/ρb. Again, this contradicts the choice of I . 
It is easy to find an instance forwhich the bound 1/4 is asymptotically tight in the case b = ∞. For example, we construct
a job sequence I with 2n+ 2 jobs. Let J0, J1, . . . , Jn denote the first n+ 1 jobs, such thatw(Ji) = 2iα and r(Ji) = i− εi where
α ∈ Z+, 0 < εi < εi+1 and 0 ≤ i ≤ n. In particular, when i = 0, suppose that r(J0) = 0. Let J ′0, J ′1, . . . , J ′n be the other n+ 1
jobs, such thatw(J ′i ) = 2i+1α−1 and r(J ′i ) = i+where  > 0.We assume that  and εi can be arbitrarily small. DBwill only
schedule Jn as a single batch at time t = n− εn, while OPT will schedule each of J ′0, J ′1, . . . , J ′n as a single batch, respectively.
Hence, DB(I) = w(Jn) = 2nα and OPT(I) = ∑0≤i≤nw(J ′i ) = 2(2n+1 − 1)α − (n + 1), and so, DB(I)/OPT(I) → 1/4 as
n→∞.
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