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In other words, the number of coefficients in a polynomial of degree n is greater than the number of coefficients in a Polynomial of degree n -1. The condition k > 1 simply requires that the polynomials have at least one variable whereas the condition n 2 1 is required so that the right side of (8) makes sense.
Any polynomial Pn (x, y ) of degree n in the k + 1 variables (x, y ) may always be written uniquely as Using (8), it follows from (11) that
However, (10) implies that the term in brackets is equal to a(n -I ,
Thus, (4) is true under the hypothesis of the theorem.
Step 3: Any reducible polynomial in 9 (n, k) is always contained within the finite union of the sets YO,^,, andfB(I) for Z = l , 2 , . * . , n -1. Smce each of these sets has measure zero inRQ("9 k), then does the set S and Theorem 2 follows.
L)ISCUSSrON
The result presented in Theorem 2 may be easily extended to other classes of polynomials. For example, it is straightforward to modify the proof of the theorem to show that the set of all reducible polynomials of degree n in k variables with complex coefficients correapon&toasetofmeasuIezeromRZQ(n~k)providedR>1andn>1.
Another class of polynomials which is often encountered consists of those which have a given degree in each variable. Specifically, let 9 (n, k) be the set of all polynomials which have degree ni in xi for i = 1, . -, k. A polynomialp,(x) in 9 (n, k) is therefore of the form With p(n, k) = (nl + l)(nz + 1) -* (nk + 1) the number of coefficients required to specify the polynomial p,, (x), it is easily shown that 8(1, k) + B(n -I , k) < B(n, k) ( 
15)
provided k > 1. Therefore, it follows in a style similar to that in the proof of Theorem 2 that the set of all reducible polynomials m 9 (n, k) corresponds to a set of measure zero in R B(n*k). In this correspondence, we develop an algebraic procedure for retrieving the system function H(z) of a causal, stable, LTI digital filter from the real part of its frequency response HR(elw), specified as a ratio of two trigonomentric functions.
On the Construction of a
Consider a causal, stable LTI system described by
with real impulse response sequence. Let the real part of the system function H(z), evaluated on the unit circle be given by In what follows, we develop an algebraic method for calculation of H(z) for IZI > 1 from HR(ejw). The process involves two steps: the fust one is to identify the poles of H(z); second is to identify the numerator polynomial and determine the scale factor.
CALCULATION OF Porn OF H(Z)
We note that and hence as the coefficients of B(z) are real. Thus D(z) has zeroes occurring in mirror image pairs, and the zeros that fall inside the unit circle are precisely .the poles of H(z) from stability and causality requirements. As HR(eIw) is usually given in terms of sine and cosine functions, we 2" + zcos ( n u ) + -sin ( n u ) + -. (1) is determined to within a scale factor. Note that ( 6 ) is analogous to the analytic continuation methods for continuous time systems, where w is replaced by sfi to get Hu(s) from H,(jw).
CALCULATION OF THE NUMERATOR POLYNOMIAL A ( z ) OF H ( z )
An examination of well-known methods adopted for a similar problem in continuous time systems leads us to look for a decomposition of A ( z ) and B ( z )
A ( z ) = m l ( z ) +nl(z); B ( z ) = m 2 ( z ) + n 2 ( z )
(7a)
so that in such a way that
The. motivation behind such a decomposition is that, in view of (4), HR(elw) becomes Now, comparing the form (7) with (2), we find that
(where k is a suitable scale factor whose determination is trivial, as shown in the exampje later). Thus given HR(eJw), if we make the substitution ( 6 ) in N(eiw) we get a function of z that can be equated toml(z)m2(z) -nl(z)nz(z) to within a scale factor. Now, since the poles of H(z) are already found, m2 and n2 are known and therefore, by equating like powers of z in ( 8 ) we can determine A ( z ) = m 1 ( z ) + n 1 (2).
A suitable way of defining m i @ ) and n&z) so that (10) is satisfied is:
Once we find ml + n 1 in the above manner, H(z) is determined to within a constant factor. Since h(n) is real, H(z) evaluated at z = 1 is purely real and must equal H R ( d W ) as w = 0 and this fact is made use of to determine the constant factor. 3) We assume ~( z ) = a 0 +ulz-l + U~Z -~ since 2w is the largest multiple of w appearing. Then we write m (2) and n ( z ) as and find m1m2 -n l n 2 to be Then we equate this to N ( z ) to get uo, u 1 , and u2 yielding H(z) = (1 + z -l +~-~) / l 2 ( 1 -f~-~) where the scale factor is determined as described earlier. The following discussion briefly summarizes the method and shows the resulting coefficients of [ VLk)] to be related to the driving-point or Thevenin equivalent impedance at each node pair.
IV. AN EXAMPLE

MRENCES
CALCULATION OF EQUIVALENT IMPEDANCE
The Roytman-Swamy method can be summarized where
is the inverse of the node admittance matrix.
K i k ) ]
is the matrix of node voltages of the kth node when only is the unity matrix of orthonormal current excitations.
the nth node is excited by unity current.
[ Y ] is then calculated and the values of the circuit elements determined. 
