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ABSTRACT
Consider a learning algorithm, which involves an internal call to an optimization routine such as a
generalized eigenvalue problem, a cone programming problem or even sorting. Integrating such a
method as layers within a trainable deep network in a numerically stable way is not simple – for
instance, only recently, strategies have emerged for eigendecomposition and differentiable sorting.
We propose an efficient and differentiable solver for general linear programming problems which
can be used in a plug and play manner within deep neural networks as a layer. Our development
is inspired by a fascinating but not widely used link between dynamics of slime mold (physarum)
and mathematical optimization schemes such as steepest descent. We describe our development
and demonstrate the use of our solver in a video object segmentation task and meta-learning for
few-shot learning. We review the relevant known results and provide a technical analysis describing
its applicability for our use cases. Our solver performs comparably with a customized projected
gradient descent method on the first task and outperforms the very recently proposed differentiable
CVXPY solver on the second task. Experiments show that our solver converges quickly without the
need for a feasible initial point. Interestingly, our scheme is easy to implement and can easily serve
as layers whenever a learning procedure needs a fast approximate solution to a LP, within a larger
network.
1 Introduction
A wide spectrum of problems in computer vision and machine learning can be expressed as, or otherwise involve as a
sub-routine, the minimization of a linear function constrained by a set of linear equality and inequality constraints, also
known as a Linear Program (LP). LPs can be solved efficiently even when the problem sizes are large, and industrial
strength solvers are readily available. Over the last twenty years, direct applications of LPs in vision include stereo,
image segmentation [16], alignment [39], optical flow [57], image reconstruction [66], denoising [61], deconvolution
[2] surface reconstruction [26], graphical models [48], scene/view understanding [41], and numerous others. While the
use of specialized solvers based on combinatorial optimization rather than the direct use of a simplex or interior point
method has been more common in vision, there are also numerous instances where LP duality inspired schemes (such
as primal-dual methods) have led to competitive and/or more general solution schemes [47].
Why are LPs needed in the modern era? Within the last decade, deep neural networks have come to dominate a
broad gamut of problems we study in vision. So, an LP (or other well-studied “foundational” methods) will rarely
provide an end-to-end model for a practical image understanding problem. Nonetheless, similar to how various linear
algebra routines such as eigendecomposition still play a key role as a sub-routine in modern learning tasks, LP type
models are still prevalent in numerous pipelines in vision. For instance, consider a representation learner defined
by taking our favorite off-the-shelf architecture where the representations are used to setup the cost for a “matching”
ar
X
iv
:2
00
4.
14
53
9v
1 
 [c
s.L
G]
  3
0 A
pr
 20
20
problem (commonly written as a LP). Then, once a matching problem is solved, we route that output to pass through
downstream layers and finally the loss is evaluated. Alternatively, consider the case where we must reason about (or
group) a set of low-level primitives, via solving an assignment problem, to define a higher order semantic construct
as is often the case in capsule networks [52]. Or, our architecture involves estimating the Optimal transport distance
[53, 13, 54] where the cost matrix depends on the outputs of previous layers in a network. Such a module (rather, its
approximations) lie at the heart of many popular methods for training generative adversarial networks (GANs) [7].
Separately, confidence calibration is becoming an increasingly important issue in deep learning [27, 45, 67]; several
forms of calibration involve solutions to LPs. One approach to dealing with such a “in the loop” algorithmic procedure
[4] is to treat it as a two-level optimization which leads to various efficiency issues. Of course, if the LP did not include
any constraints, the optimization scheme could be unrolled. This is not as simple in the case of constraints where one
must also concurrently perform projections on to the feasible set. An ideal solution would be a LP module that could be
used anywhere in our architecture: one which takes its inputs from the previous layers and feeds into the subsequent
layers in the network seamlessly.
Contributions: Backpropagation through LP. The key difficulty in solving LP within a deep network is efficiently
minimizing a loss `(·) which depends on a parameter derived from the solution of a LP – we must backpropagate
though the LP solver to update the network weights. This problem is, of course, not unique to LPs but has been recently
encountered in inserting various optimization modules as layers in a neural network, e.g., reverse mode differentiation
through an ODE solver [17], differentiable sorting [42] and formulating quadratic [4] or cone programs as neural
network layers [1]. Our inspiration is a beautiful link [59] between dynamics of a slime mold (physarum polycephalum)
and mathematical optimization that has received little attention in deep learning. Exploiting the ideas in [59] with certain
adjustments leads to a “LP module/layers” called γ−AuxPD that can be incorporated within various architectures.
Specifically, our main theoretical result in Thm. 1 together with the results in [59] shows that γ−AuxPD can solve a
much larger class of LPs. Some immediate advantages of γ−AuxPD include (a) simple plug-and-play differentiable LP
layers; (b) converges fast; (c) does not need a feasible solution as an initialization (d) very easy to implement (less than
10 lines of code). We demonstrate how these properties provide a practical and easily usable module for solving LPs.
1.1 Related Works
The challenge in solving an optimization or a black-box numerical module within a deep network often boils down to the
specific steps and the end-goal of that module itself. In some cases (unconstrained minimization of simple functions),
the update steps can be analytically calculated [20, 56]. For more general unconstrained objectives, we must perform
unrolled gradient descent during training [5, 44, 25]. When the optimization involves certain constraints, one must
extend the frameworks to use iterative schemes incorporating projection operators, that repeatedly project the solution
into a subspace of feasible solutions [72]. Since such operators are difficult to differentiate in general, it is not straight
forward to incorporate them directly outside of special cases. To this end, [5] dealt with constraints by incorporating
them in the Lagrangian and using the KKT conditions. In other cases, when there is no associated objective function,
some authors have reported some success with using reparameterizations for homogeneous constraints [22], adapting
Krylov subspace methods [51] and so on.
Our goal here is to incorporate an LP as a module within the network, and is related in principle to some other works
(both in and outside of vision) that incorporate optimization routines of different forms within a deep model which
we briefly review here. In [10], the authors proposed a novel structured prediction network by solving an energy
minimization problem within the network whereas [43] utilized differentiable dynamic programming for structured
prediction and attention. To stabilize the training of Generative Adversarial Networks (GANs), [44] defined the generator
objective with respect to an unrolled optimization of the discriminator. Recently, it has been shown that incorporating
concepts such as fairness [55] and verification [38] within deep networks also requires solving an optimization model
internally. Closely related to our work is OptNet [4], which showed how to design a network architecture that integrates
constrained Quadratic Programming (QP) as a differentiable layers but their implementation does not directly work
for linear programs (quadratic term needs to be positive semidefinite). More recently, [1] introduces a package for
differentiable constrained convex programming, which includes linear programs as a special case. The reader will
see that compared to the above approach, our solution is arguably more direct and much simpler while maintaining
efficiency.
2 Why Physarum Dynamics (and not something else)?
Consider a Linear Program (LP) in the standard form given by,
min
x∈Rn
cTx s.t. Ax = b, x ≥ 0 (1)
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where A ∈ Rm×n, c ∈ Rn>0, b ∈ Rm. In (1), c is called the cost vector, and the intersection of the linear equalities
Ax = b, and inequalities x ≥ 0 is called the feasible set denoted by P . We will now briefly discuss the two main
families of algorithms that are most commonly used to solve LPs of the form (1).
2.1 Simplex Algorithms: The Workhorse
Recall that by the Minkowski-Weyl theorem, P can be decomposed into a finite set of extreme points and rays. A
family of algorithms called Simplex exploit this decomposition of P to solve LPs. Intuitively, a Simplex method is
based on the principle that if there exists a solution to a LP, then there is at least one vertex (or an extreme point) of
P that is optimal. In fact, Simplex algorithms can be seen as First Order methods with a careful choice of update
direction so as to move along the edges of P . There are three key properties of simplex algorithms to solve LP (1):
(i) The Good: We can obtain exact solutions in finite number of iterations; (ii) The Bad: The worst case complexity is
exponential in m (or n); and (iii) The Ugly: The update directions are computed by forming the basis matrix making
the algorithm combinatorial/nondifferentiable in nature.
Remark 1. It may not be possible to use a differentiable update rule since it would require an enumeration of vertices
of P – exponential in dimensions n [9].
2.2 Interior Point Algorithms: Trading Exactness for Efficiency
Asking for exact solutions of LP (1) may be a stringent requirement. An approximate solution of LP (1) can be
computed using a different family of methods called Interior Point Method (IPM) in O(
√
max(m,n) [69]. Intuitively,
while the iterates of a simplex method goes along the edges of P , an IPM passes through the interior of this polyhedron.
In particular, IPMs are second order algorithms since they directly solve the system of nonlinear equations derived
from KKT conditions by applying variants of Newton’s method [69]. As with Simplex methods, we point out to three
key properties of IPM: (i) The Good: IPM based algorithms can efficiently solve LP (1) in theory [37, 24]; (ii) The Bad:
IPMs needs to be started from a feasible point although there are special infeasible start IPMs [50]; and (iii) The Ugly:
In practice, IPMs are faster than Simplex Method only when m, and n are in millions [19].
Remark 2. Even if we were able to find a feasible point efficiently, it is hard to warm start IPM methods due to the high
sensitivity of the central path equation [31]. In contrast, first order methods like Simplex can be easily warm started
[8].
2.3 Physarum Dynamics (PD): Best of both worlds?
The term Physarum Dynamics (PD) refers to the movement of a slime mold called Physarum polycephalum, is studied in
mathematical biology for its inherent computational nature and properties that closely mirror mathematical optimization.
For example, in a very interesting result, [64] showed that the slime mold can solve a shortest path problem on a maze.
Further, the temporal evolution of Physarum has been used to learn robust network design [62, 30], by connecting it to a
broad class of dynamical systems for basic computational problems such as shortest paths and LPs. In [59], the authors
studied the convergence properties of PD for LPs, and showed that these steps surprisingly mimic a steepest-descent
type algorithm on a certain Riemannian manifold. While these interesting links have not been explored in deep learning,
we find that the simplicity of these dynamics and its mathematical behavior provide an excellent approach towards our
key goal.
We make the following mild assumption about LPs (1) that we consider here
Assumption 1 (Feasibility). The feasible set P := {x : Ax = b, x ≥ 0} of (1) is nonempty.
For the vision applications that we consider in this paper, Assumption 1 is always satisfied. We now describe the PD for
solving LPs and illustrate the similarities and differences between PD and other methods.
Consider any vector x ∈ Rn with x > 0 and let W ∈ Rn×n be the diagonal matrix with entries xici , i = 1, 2, ..., n. Let
L = AWAT and p ∈ Rn is the solution to the linear system Lp = b. Let q = WAT p. The PD for a LP given by
(A, b, c) is defined as,
dxi(t)
dt
= qi(t)− xi(t), i = 1, 2, . . . , n. (2)
Equivalently, using the definition of q we can write the continuous time PD compactly as,
x˙ = W (ATL−1b− c). (3)
Theorem 1 and 2 in [59] guarantee that the above discretization (3) converges to an −approximate solution efficiently
as long as all the square determinants of A and the cost vector are polynomial in the dimensions m,n.
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Remark 3 (PD vs IPM). Similar to IPM, PD requires us to compute a full linear system solve at each iteration.
However, note that the matrix L associated with linear system in PD is completely different from the KKT matrix that is
used in IPM. Moreover, it turns out that unlike most IPM, PD can be started with an infeasible starting point. Note
that PD only requires the initial point to satisfy As = b which corresponds to solving ordinary least squares which can
be easily done using any iterative method like Gradient Descent.
Remark 4 (PD vs Simplex). Similar to Simplex, PD corresponds to a gradient, and therefore is a first order method.
The crucial difference between the two methods, is that the metric used in PD is geodesic whereas Simplex uses the
Euclidean metric. Intuitively, using the geodesic metric of P instead of the Euclidean metric can vastly improve
the convergence speed since the performance of first order methods is dependent on the choice of coordinate system
[70, 73].
When is PD efficient? As we will see shortly in Section 5, in the two applications that we consider in this paper, the
sub-determinant of A is provably small – constant or at most quadratic in m,n. In fact, when A is a node incidence
matrix, PD computes the shortest path, and is known to converge extremely fast. In order to be able to use PD for a
wider range of problems, we propose the following simple modification. However, since many of the vision primitives
require auxiliary/slack variables in their LP (re)formulation, the convergence results in [59] do not apply since L in (3)
is not invertible. In the next section, we discuss how to deal with noninvertibility of L using our proposed algorithm
called γ−AuxPD (in Algorithm 1).
3 Dealing with Auxiliary Variables using γ−AuxPD
Note that in the above description, we assume that c ∈ Rn>0. We now address the case where ci = 0 under the following
assumption on the feasible set P of LP (1):
Assumption 2 (Bounded). The feasible set P ⊆ [0,M ]n or equivalently, x ∈ P =⇒ xi ≤M ∀ i ∈ [n].
Intuitively, if P is bounded, we may expect that the optimal solution set to be invariant under a sufficiently small
perturbation of the cost vector along any direction. The following observation shows that this is indeed possible as long
as P is finitely generated:
Observation 1. Let  > 0 be the given desired level of accuracy, and say ci = 0 for some i ∈ [n]. Recall that our
goal is to find a point xˆ ∈ P such that cT xˆ− cTx∗ ≤  where x∗ is the optimal solution to the LP (1). Consider the
γ−perturbed LP given by {A, b, cˆ} , where cˆi = ci if ci > 0 and cˆ = γ if ci = 0. Let x2 be an extreme point that
achieves the second lowest cost to LP (1). Now it is easy to see that if γ < δn·M where δ = c
Tx2 − cTx∗, then x∗ is an
approximate solution of {A, b, cˆ}. Hence, it suffices to solve the γ−perturbed LP.
With these modifications, we present our discretized γ−AuxPD algorithm 1 that solves a slightly perturbed version of
the given LP.
Remark 5. Note that γ−perturbation argument does not work for any P and c since LP (1) may be unbounded or
have no extreme points.
Observation 1 can be readily used for computational purposes by performing a binary search over γ if we can obtain a
finite upper bound γu. Furthermore, if γu is a polynomial function of the input parameters m,n of LP, then Observation
1 implies that γ−AuxPD algorithm is also efficient. Fortunately, for applications that satisfy the bounded assumption 2,
our Theorem 1 shows that a tight upper bound γu on γP can be provided in terms of M (diameter of P ).
Implementation Details. Under the Assumption 2, negative costs can be handled by replacing xi = −yi whenever
ci < 0, or in other words, by flipping the coordinate axis of coordinates with negative costs. Since we employ an
iterative linear system solver to compute q, we project x on to R≥ at the end of each iteration – this corresponds to a
simple clamping operation.
4 Some testbeds for PD: Bipartite matching and SVMs
In order to illustrate the potential of the γ−AuxPD layer (Alg. 1), we consider two classes of LPs (from graph theory
and statistical machine learning) common in vision and show that they can be solved using PD. These two classes of
LPs are chosen because they link nicely to interesting problems in computer vision involving deep neural networks
which we study in §5.
4.1 Bipartite Matching using Physarum Dynamics
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Algorithm 1: γ−AuxPD Layer
1 Input: LP problem parameters A, b, c, initial point x0, Max iteration number K, step size h, accuracy level ,
approximate diameter γP
2 Set xs ← x0 if x0 is provided else rand([n], (0, 1))
3 Perturb cost c← c+ γP10 where 10 is the binary vector with unit entry on the indices i with ci = 0
4 for i = 1 to K do
5 Set: W ← diag(xs/c)
6 Compute: L← AWAT
7 Compute: p← L−1b using iterative solvers
8 Set: q ←WAT p
9 Update: xs ← (1− h)xs + hq
10 Project onto R≥: xs ← max (xs, )
11 end
12 Return: xs
Table 1: Results on solving random matching problems
γ−AuxPD PGD-Dykstra [72]
Iterations # 10 50 100 10 50 100
Projections # NA NA NA 5 10 50
Mean error 0.358 0.094 0.055 0.422 0.417 0.340
Mean time 0.040 0.155 0.304 0.026 0.215 0.677
Given two finite non-intersecting sets I , J such that
|I| = m, |J | = n, n  m, and a cost function
C : I × J → R, solving a minimum cost bipartite
matching problem corresponds to finding a map
f : I → J such that total cost ∑i C(i, f(i)) is
minimized. If we represent f using an assignment
matrix X ∈ Rn×m, then a LP relaxation of the
matching problem can be written in standard form
(1) as,
min
(X,sm)≥0
tr(CXT ) + γ1Tmsm s.t. X1m = 1n, X
T 1n + sm = 1m (4)
where C ∈ Rn×m is the cost matrix, 1d is the all-one vector in d dimension, and sm ∈ Rm is the slack variable.
Remark 6. Note that in LP (4), the slack variables sm impose the m inequalities given by XT 1n ≤ 1m.
The following theorem shows that the convergence rate of PD applied to the bipartite matching in (4) only has a
dependence which is logarithmic in n.
Theorem 2. Assume we set 0 < γ ≤ γu such that 1/γu = Θ(
√
m). Then, our γ−AuxPD (Algorithm 1) converges to
an optimal solution to (4) in O˜
(
m
2
)
iterations where O˜ hides the logarithmic factors in m and n.
Proof. (Sketch)To prove Theorem 1, we use a result from convex analysis called the sticky face lemma to show that
for all small perturbations of c, the optimal solution set remains invariant. We can then simply estimate γu to be the
largest acceptable perturbation (which may depend on C,P but not on any combinatorial function of P like extreme
points/vertices).
Verifying Theorem 1. We construct random matching problems of size n = 5,m = 50 (which is used in §5.1), where
we randomly set elements of C to be values between (0, 1). [1] fails to give a solution on matching problem of this
size so we only compare our method with a projected gradient descent algorithm in which the projection exploits the
Dykstra’s algorithm (used by [72] in section 5.1) (we denote it as PGD-Dykstra).
Evaluation Details. We run for 100 random instances of matching problems on both our γ−AuxPD algorithm and
PGD-Dykstra with different number of iterations. We use the Hungarian algorithm (combinatorial search) [33] to
find the optimal matching solution and compute the 2-norm between optimal solution and the solution given by our
γ−AuxPD solver/PGD-Dykstra. Our step size is 1 and learning rate of PGD-Dykstra is set to 0.1 (both used in section
5.1.1) . The results are reported in Table 1. Our γ−AuxPD algorithm achieves faster convergence and gets better quality
solutions.
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Figure 1: Architecture of DMM [72]: The yellow box is where the linear program is solved. In this application the linear program
is a bipartie matching problem.
4.2 `1-normalized Linear SVM using Physarum Dynamics
In the next testbed for γ−AuxPD, we solve a `1-normalized linear SVM model [29] in the standard form of LP (1).
Below, K˜ [i,j] stands for K(xi, xj)(α1j − α2j):
min
α1,α2,s,b1,b2,ξ
n∑
i=1
si + C
n∑
i=1
(ξi + 2zi)
s.t. yi
j=n∑
j=1
yjK˜
[i,j] + (b1 − b2)
+ ξi −Mzi − li = 1
n∑
j=1
yjK˜
[i,j] − si + pi = 0,
n∑
j=1
yjK˜
[i,j] + si − qi = 0,
zi + ri = 1, α1, α2, s, b1, b2, ξ, zi, li, pi, qi, ri,≥ 0 ∀i = 1, 2, · · · , n.
(5)
Like Thm. 1, we can show a convergence result for `1-SVM (5) (see supplement).
Verifying convergence of γ−AuxPD for `1-SVM (5). We compare our method with the recent CVXPY solver [1]
which can also solve LPs in a differentiable way. We constructed some simple examples to check whether CVXPY and
our γ−AuxPD solver works for SVMs (e.g., binary classification where training samples of different class come from
Gaussian distribution with different mean). Both γ−AuxPD and CVXPY give correct classification results. We will
further show in section 5.2 that when used in training, γ−AuxPD achieves better performance and faster training time
than CVXPY.
5 Differentiable LPs in Vision Tasks
We now demonstrate the versatility of our γ−AuxPD layer in particular scenarios in computer vision. Our goal here is
to show that while the proposed procedure is easy, it can indeed be used in a plug and play manner in fairly different
settings, where the current alternative is either to design, implement and debug a specialized sub-routine [72] or to
utilize more general-purpose schemes when a simpler one would suffice (solving a QP instead of a LP) as in [36].
We try hard to keep the changes/modifications to the original pipeline where our LP solver is deployed as minimal as
possible, ideally, so we should expect that there are no major fluctuations in the overall accuracy profile.
Applications. We evaluate the performance of γ−AuxPD under two different settings: first, as a plug-in it to facilitate
a video object segmentation task [72] which needs a solution to a matching problem. Second, we show its use in meta
learning for few shot learning [36] where the only change we need is to substitute in a model for `1-SVM (which leads
to a LP). We try to keep the notations mostly consistent with the original papers. Finally, while the applicability of LPs
in learning and vision is vast, we nonetheless list some other applications, where alternative schemes are often adopted
but γ−AuxPD is directly applicable.
5.1 Differentiable Mask-Matching in Videos
We review the key task from [72] to introduce the differentiable mask-matching network for video object segmentation,
and how/why it involves a LP solution.
Problem Formulation. Given a video with T frames as well as the mask templates in the first frame R = {ri |
r = 1, 2, ..., n} where n is the total number of instances throughout the video, the goal is to obtain a segmentation
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Figure 2: Architecture of Meta-learning [36]: The yellow box is where the linear program is solved. In this application, the linear
program is a linear SVM.
for the same set of instances in all of the remaining frames in the video. Often, it is assumed that a pretrained
mask proposal generation network is given (e.g., a Mask R-CNN [28]). We denote mask proposals in frame t as
P t = {ptj | j = 1, ...,mt} where mt is the total number of proposals at time t. Note that the overall goal in [72] is to
make the mask matching process differentiable so that we may obtain a learnable matching cost: the premise is that this
will better handle the dramatic appearance change and deformation in the video. At time step t, a CNN denoted as fθ is
used to extract features for the mask proposals P t and the templates R in the first frame. For the i-th mask template
ri (ground-truth mask in the first frame) and the j-th mask proposal ptj , we may calculate their features as fθ(p
t
j),
respectively. The matching cost matrix Ct is made up of the cosine similarity between features and IoU between masks
as,
Cti,j = (λ− 1) cos(fθ(ptj), fθ(ri))− λIoU(ptj , ri), (6)
where λ is a hyperparameter and 0 < λ < 1. The cost matrix Ct has size n×mt where each row/column corresponds
to a template/mask proposal respectively.
The LP instance. The goal is to use the cost matrix and solve a matching problem. Recall that the minimum-cost
bipartite matching problem can be formulated as a integer linear programming problem (ILP) and can be relaxed to a LP,
given by the formulation in standard form stated in (4) (identical to the ILP and LP in [72]). The number of proposals
m is much larger than the number of templates n and so one would ask that XT1n ≤ 1m instead of XT1n = 1m.
Solver. In [72], the authors use a specialized projected gradient descent algorithm with a cyclic constraint projection
method (known as Dykstra’s algorithm) to solve the LP. The constraints in this LP are simple enough that calculating
the projections is not complicated although the convergence rate is not known. We can directly replace their solver
with γ−AuxPD in Alg. 1 to solve the problem, also in a differentiable way. Once the solution is obtained, [72] uses a
mask refinement module which we also use to ensure consistency between the pipelines.
5.1.1 Experiments on Youtube-VOS.
We report evaluations of our γ−AuxPD layer on the above task.
Dataset. The experiments are conducted on Youtube-VOS dataset. Youtube-VOS has 3471 and 474 videos for training
and validation, respectively. Among the 91 object categories in the validation set, 65 are seen in the training set while
the other 26 are unseen. We follow the same experimental setting as [72].
Training. We used the code provided by [72] in our experiments. To evaluate our γ−AuxPD layer, we simply replace
the PGD-Dykstra layer with our γ−AuxPD layer and retrain the models from scratch. The official training dataset
is divided into a train-train set and a held out train-val set which contains 200 videos. The training is performed on
train-train set and evaluated on train-val set. We use the F-score and J-score as the evaluation metric.
Parameter settings. The projection gradient descent solver in [72] has three parameters to tune: number of gradient
steps, number of projections, and learning rate. We use Ngrad = 40, Nproj = 5, lr = 0.1 as in their paper to reproduce
their results. For γ−AuxPD layer, the choice is simple: step size h = 1 and K = 10 iterations work well for both
two experiments and the other tests we performed. We find that [1] fails to calculate a solution on a 5× 50 matching
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problem, which is needed since we use the top 50 proposals (also for reporting a sensible accuracy profile). For this
reason, we do not evaluate [1]. OptNet cannot be used without non-trivial changes since it is designed to solve QPs.
Table 2: Results on Youtube-VOS train-val split. Subscripts
m, r, d stand for mean, recall, and decay respectively.
Jm Jr Jd Fm Fr Fd
DMM-Net [72] 63.4 72.7 9.3 77.3 84.9 10.5
γ−AuxPD layer 63.4 72.2 9.2 77.3 85.3 10.4
How do different solvers compare on Youtube-
VOS? Our final results are shown in table 2. Our
solver works well and since the workflow is near
identical to [72], we achieve comparable results
with [72] while achieving small benefits on infer-
ence time. We notice that although our solver per-
forms better for a simulated matching problems,
since the matching problem here is small and the
cost matrix learned by the feature extractor is already good (so easy to solve), the runtime behavior is similar. Nonethe-
less, it show that the solver can be directly plugged in and offers performance which is as good as a specialized solution
in [72] that exploits the properties of the constraint set.
5.2 Meta-learning for Few-shot Learning
We briefly review the key task from [36] to introduce the few-shot learning task using a meta-learning approach, and
how it involves getting a solution to a LP.
Problem Formulation. Given a training setDtrain = {(xt, yt)}Tt=1, in this problem, the goal of the base learnerA is to
estimate parameters θ of the predictor y = f(x; θ) so that it generalizes well to the unseen test setDtest = {(xt, yt)}Qt=1.
It is often assumed that the training and test set are sampled from the same distribution and the domain is mapped to a
feature space using an embedding model fφ parameterized by φ. The parameters of the base learner can be obtained by
minimizing the empirical loss with a regularizer that encourages small weights. This can be written,
θ = A(Dtrain;φ) = arg min
θ
Lbase(Dtrain; θ, φ) +R(θ), (7)
where Lbase is the loss function and R(θ) is a regularization term such as the `1/`2 norm of the weights. The
regularization term tends to be important for good generalization when training data is limited.
Meta-learning approaches for few-shot learning aim to minimize the generalization error across a distribution of tasks
sampled from a task distribution. This can be thought of as performing learning from a collection of tasks instead of a
single one, i.e., T = {(Dtraini , Dtesti )}Ii=1. This is referred to as a meta-training set [36]. Meta-learning seeks to learn
an embedding model φ that minimizes the generalization error across tasks given a base learner A, written as:
min
φ
ET [Lmeta(Dtest; θ, φ), θ = A(Dtrain;φ)], (8)
where we follow [36] to use the negative log-likelihood function as Lmeta. The generalization performance of
the learned embedding model fφ is estimated on a set of held-out tasks (referred to as a meta-test set [36]) S =
{(Dtrainj , Dtestj )}Jj=1,
ES [Lmeta(Dtest; θ, φ), θ = A(Dtrain;φ)] (9)
Due to the limited space, we refer readers to [36] for details of the meta-learning for few-shot learning task. We follow
the same setting for our experiments.
Few-shot Learning. Standard few-shot learning evaluates models in K-way, N -shot classification tasks, where K is
the number of classes and N is the number of training examples per class. Typically N is small, ranging from 1 to 5.
The tuples (Dtraini , D
test
i ) are constructed on the fly while ensuring that D
train
i ∩Dtesti = ∅. In order to measure the
embedding model’s generalization to unseen categories, one ensures that the classes used in training, validation and test
sets are mutually disjoint.
The LP instance. There are several requirements for the base learners. First, they need to be very fast since a base
learner needs to be solved in every iteration within the meta-learning procedure. Second, we need to be able to estimate
and backpropagate the gradient from the solution of the base learner back to the embedding model fφ, which means
that the solver for the base learner needs to be differentiable. In [36], the authors use a multi-class linear support vector
machine (SVM) with an `2 norm on the weights [18]. Instead, to instantiate an LP, we use a `1 normalized SVM
proposed by [29]. The optimization model for this SVM in a standard form is shown in (5). This is a binary SVM
model, on top of which we run
(
k
2
)
pairwise SVMs to obtain the solution where k is the number of classes in the task.
Solver. In [36], the authors use OptNet. Note that the number of parameters is only related to the number of training
examples and the number of classes, which is often much smaller than the dimensionality of the features for few-shot
learning. Since feature selection seems more appropriate here, we may directly replace OptNet with our γ−AuxPD
layer to solve the `1-SVM efficiently.
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Table 3: Results on CIFAR-FS and FC100. Performance of more baseline methods is in supplement.
CIFAR-FS 5-way FC100 5-way
LP Solver 1-shot 5-shot 1-shot 5-shot
MetaOptNet-CVXPY 70.2± 0.7 83.6± 0.5 38.1± 0.6 51.7± 0.6
MetaOptNet-γ−AuxPD (Ours) 71.4± 0.7 84.3± 0.5 38.2± 0.5 54.2± 0.5
5.2.1 Experiments on CIFAR-FS and FC100
Datasets. The CIFAR-FS dataset [11] is a recently proposed few-shot image classification benchmark, consisting of
all 100 classes from CIFAR-100 [32]. The classes are randomly split into 64, 16 and 20 for training, validation and
testing respectively. Each class contains 600 images of size 32 × 32. The FC100 dataset is another dataset derived
from CIFAR-100 [32]. The training set contains 60 classes from 12 superclasses. The validation set contains 20 classes
from 4 superclasses. The testing set contains 20 classes from 4 superclasses. Within each class, there are 600 images of
size 32× 32. We follow the code from [36] to reproduce the experiments. Training details are in supplement.
How do different solvers compare on CIFAR-FS and FC100? The results on CIFAR-FS and FC100 are shown in
Table 1. Using the `1 normalized SVM, our solver achieves better performance than CVXPY [1] on both datasets
and both the 1-shot and 5-shot setting. Expectedly, since the pipeline is very similar to [36], we achieve a similar
performance as reported in that work, although their results were obtained through a different solver. This suggests
that our simpler solver works at least as well, and no other modifications were needed. Note that during the training
phase, our solver achieves 4× improvement in runtime compared with CVXPY (our baseline which can also solve
the `1-SVM). [36] also reported the performance of solving `2 normalized SVM. The choice of `1 versus `2 often
depends on specific application settings.
We also compare the time spent on solving a batch of LP problems with n = 92,m = 40, p = 122 (same size used in
the experiment), where n is number of variables, m is number of equality constraints and p is the number of inequality
constraints in the original problem form. Using a batch size of 8, CVXPY takes 70.5ms seconds while our solver takes
24.2ms; Using a batch size of 32, CVXPY takes 278.3ms while our solver only takes 36.8ms.
6 Discussion: other potential applications
Linear programming appears frequently in computer vision, and γ−AuxPD can be potentially applied to many settings
in fairly directly. We cover a few recent examples which are interesting since they are not often attacked as a LP.
Differentiable Calibration. Confidence calibration is very important for many applications, such as self-driving cars
[12] and medical diagnosis [35]. However, it has been well known that SVMs and deep neural networks give poor
estimate of the confidence to their outputs. In general, calibration is used only as a post-procedure [27, 34]. Observe that
some calibration methods can be written or relaxed in the form of a linear program. For example, Isotonic regression
which is often used in vision [27, 71], fits a piecewise non-decreasing function to transform or calibrate uncalibrated
outputs. By using a `1 loss, Isotonic regression can be written as a linear program. Therefore γ−AuxPD layer can be
used to solve it differentiably withing an end to end network during training, which may be a desirable in some cases
and lead to better calibration.
Differentiable Calculation of Wasserstein Distance (WD). WD is widely used in many computer vision tasks, such
as generative adversarial models [7] and analysis of shapes and point clouds [65]. An entropy regularized LP formulation
of WD can be solved using the so-called Sinkhorn algorithm. Recent results in [3] suggest that Sinkhorn may be
suboptimal since the limit of the sequence generated by the Sinkhorn algorithm may not coincide with the minimizer
of the unregularized WD. Interestingly, we can apply Theorem 1 (or Theorem 1 in [59]) to conclude that PD (i) is
asymptotically exact; and (ii) matches the convergence rate of the Sinkhorn algorithm. In the context of training deep
networks, this means that we will be able to obtain unbiased gradients using γ−AuxPD layers which may lead to faster
training.
Differentiable Hierarchical Clustering. Hierarchical clustering algorithms are often used in segmentation based
vision tasks, see [6]. It is well known that an approximate hierarchical clustering can be computed by first rounding the
optimal solution of a LP relaxation, see [14, 15]. Observe that the LP formulation of the sparsest cut problem has more
constraints than decision variables owing to the ultrametric requirement of the decision variables. Hence, γ−AuxPD
may be employed to approximately solve the Hierarchical Clustering problem, thus enabling us to differentiate through
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clustering based objective functions in end-to-end deep learning frameworks. Until recently, the EM-style clustering
was a bottleneck in training capsule networks [52].
Differentiable Tracking. [68] proposes a novel deformable surface tracking using graph matching. Recently, [20]
tackles the problem of video tracking by utilizing unconstrained least squares as a subproblem which has a closed form
solution. If some consistency among several sequential frames is imposed using the `1 norm, we directly obtain an
instance that can be solved using γ−AuxPD.
Differentiable Feature Matching. Correspondences between points in images are crucial for estimating the 3D
structure and camera poses in geometric computer vision tasks such as Structure-from-Motion (SfM), which is generally
done by matching local features in the images. A differentiable matching layer will enable the learning of features from
deep neural networks (e.g., graph neural networks) and possibly improve the matching performance. We leave this as
one of our future work.
7 Conclusions
This paper describes how Physarum dynamics [59] based ideas can be used to obtain a differentiable LP solver that can be
easily integrated within various deep neural networks where the task involves obtaining a solution to a LP. Our proposal,
γ−AuxPD, converges quickly without requiring a feasible solution as an initialization, and is very easy to implement.
Experiments demonstrate that when we preserve existing pipelines for video object segmentation and separately for
meta-learning for few-shot learning, with substituting in our simple γ−AuxPD layer, we obtain comparable performance
as more specialized schemes. The code is available for use, and complements functionality offered by tools like OptNet,
NeuralODE and CVXPY. (Code will appear at https://github.com/zihangm/Differentiable-LP-Layer)
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Physarum Powered Differentiable Linear Programming Layers and
Applications: Supplement
1 Proof of Theorem 2 in the Main Paper
Theorem. Assume we set 0 < γ ≤ γu such that 1/γu = Θ(
√
m). Then, our γ−AuxPD converges to an optimal
solution to matching problem (e.q. (4) in main paper) in O˜
(
m
2
)
iterations where O˜ hides the logarithmic factors in m
and n.
Proof. It is sufficient to show that γu = Θ(
√
m+ n). But showing such a constant exists is equivalent to showing
that there is a neighborhood N = B(c, r) around the cost vector or objective function c of radius r > 0 such that the
optimal values of any two cost c1, c2 ∈ N coincide i.e., there exists x∗ ∈ P such that cT1 x∗ = cT2 x∗. To see that this is
sufficient for our purposes, note that we can add small but positive constant to all the coordinates in c that correspond to
auxiliary/slack variables. Now, it is easy to see that Assumptions 1 and 2 guarantee that the optimal solution set is a
bounded polyhedral multifunction. Hence, we can use the Sticky Face lemma [49] to guarantee that such a nonzero r
exists. To conclude, we observe from the proof of the Sticky Face lemma, that r can be upper bounded by 1/M , where
M corresponds to the the diameter of P which is Θ(
√
m).
2 Proof of convergence of `1-SVM
Since the SVM formulation is always feasible, by the separating hyperplane theorem, there exists a κ > 0 such that
the when we add cost of κ to each coordinate of α1, α2, b1, b2, p, q, r, then the (cost) perturbed linear program and the
original LP ((6) in the main paper), have the same optimal solution. Then, it is easy to see that Cs of this perturbed
problem is quadratic in n,C and κ. By scaling the data points, we can assume that
‖xi‖2 ≤ 1. (1)
We now bound the magnitude of sub-determinant D of the perturbed SVM LP. First note that the slack variables are
diagonal, hence, the contribution to the determinant will be at most 1. Hence, to bound D, we need to bound the
determinant of the kernel matrix K(X,X). Using Fischer’s inequality [63], we have that,
D ≤ (K (xi, xi))n . (2)
For a linear kernel, we have that, D = ‖xi‖n ≤ 1 (by assumption (1)). For a Gaussian kernel scale σ, we have that,
D = O(σ) with high probability. We can easily extend this to any bounded kernel K.
3 More baseline results on meta-learning for few shot learning task (in addition to Table. 3
in main paper)
More baseline results (in addition to Table 3 in main paper) are shown in Table 1. We achieve comparable performance
using `1-SVM with [36] which uses `2-SVM and surpasses previous baseline methods. The choice between `1 and `2
often depends on the specific application considered.
Table 1: More baseline results on CIFAR-FS and FC100.
CIFAR-FS 5-way FC100 5-way
LP Solver 1-shot 5-shot 1-shot 5-shot
MAML [21] 58.9± 1.9 71.5± 1.0 − −
Prototypical Networks [58] 55.5± 0.7 72.0± 0.6 35.3± 0.6 48.6± 0.6
Relation Networks [60] 55.0± 1.0 69.3± 0.8 − −
R2D2 [11] 65.3± 0.2 79.4± 0.1 − −
TADAM [46] − − 40.1± 0.4 56.1± 0.4
ProtoNets(with backbone in [36]) [58] 72.2± 0.7 83.5± 0.5 37.5± 0.6 52.5± 0.6
MetaOptNet-RR [36] 72.6± 0.7 84.3± 0.5 40.5± 0.6 55.3± 0.6
MetaOptNet-SVM [36] 72.0± 0.7 84.2± 0.5 41.1± 0.6 55.5± 0.6
MetaOptNet-CVXPY 70.2± 0.7 83.6± 0.5 38.1± 0.6 51.7± 0.6
MetaOptNet-γ−AuxPD (Ours) 71.4± 0.7 84.3± 0.5 38.2± 0.5 54.2± 0.5
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4 Training details on on CIFAR-FS and FC100 Dataset
For the meta-learning setup, we follow [36] and use a ResNet-12 network in the experiments. For the optimizer, we
use SGD with Nesterov momentum of 0.9 and a weight decay of 0.0005. The mini-batch size is set to 8. The model
was trained for 60 epochs, with each epoch consisting of 1000 sample tasks. The learning rate was initially set to
0.1, and then changed to 0.006, 0.0012 and 0.00024 at epochs 20, 40 and 50, respectively. During training, horizontal
flip, random crop and color (brightness, contrast and saturation) jitter data augmentation were used, closely following
[36, 23]. For the Base-learner setup, for our `1 normalized SVM, we use C = 1.0,M = 0.001. We used pairwise
SVMs for multi class classification. For 5-way classification we have in total 10 pairwise SVMs. For our Physarum LP
solver, we use 10 iterations with step size 1.0, the same setting as our previous experiment. For Few-shot setup, 5-way
few-shot learning experiments were conducted. During training, we followed [36] and used 5-shot for CIFAR-FS and
15-shot for FC100. We report results using 1-shot and 5-shot respectively in testing.
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