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Using the corner-transfer matrix renormalization group approach, we revisit the three-state chiral
Potts model on the square lattice, a model proposed in the eighties to describe commensurate-
incommensurate transitions at surfaces, and with direct relevance to recent experiments on chains
of Rydberg atoms. This model was suggested by Huse and Fisher to have a chiral transition in the
vicinity of the Potts point, a possibility that turned out to be very difficult to definitely establish
or refute numerically. Our results confirm that the transition changes character at a Lifshitz point
that separates a line of Pokrosky-Talapov transition far enough from the Potts point from a line
of direct continuous order-disorder transition close to it. Thanks to the accuracy of the numerical
results, we have been able to base the analysis entirely on effective exponents to deal with the
crossovers that have hampered previous numerical investigations. The emerging picture is that of a
new universality class with exponents that do not change between the Potts point and the Lifshitz
point, and that are consistent with those of a self-dual version of the model, namely correlation
lengths exponents νx = 2/3 in the direction of the asymmetry and νy = 1 perpendicular to it, an
incommensurability exponent β¯ = 2/3, a specific heat exponent that keeps the value α = 1/3 of
the three-state Potts model, and a dynamical exponent z = 3/2. These results are in excellent
agreement with experimental results obtained on reconstructed surfaces in the nineties, and shed
light on recent Kibble-Zurek experiments on the period-3 phase of chains of Rydberg atoms.
I. INTRODUCTION
Since its introduction by Ostlund[1] and Huse[2] in the
context of commensurate-incommensurate transitions,
the chiral Potts model has been the focus of an unin-
terrupted activity both in its two-dimensional statisti-
cal physics formulation[1–24], and in its one-dimensional
quantum version[25–37]. When the asymmetry param-
eters are allowed to take arbitrary complex values, this
defines a family of models, some of them with complex
Botzmann weights, and several exact results have been
obtained over the years[17–20]. In particular, there is a
two-parameter family of integrable models with rather
unusual properties[17–19].
However, the physical properties of the chiral 3-state
Potts model introduced by Ostlund and Huse are not
fully understood. This model is defined in terms of local
variables n~r = 0, 1, 2 on a square lattice by the energy
E = −
∑
~r
cos[2pi/3(n~r+~x − n~r + ∆)]
−
∑
~r
cos[2pi/3(n~r+~y − n~r)] (1)
where ~x and ~y are the basis vectors of the lattice. For
this model, with only a real asymmetry parameter ∆ in
one direction, there is no exact solution except at the
Potts point ∆ = 0. At that point, the critical temper-
ature is known exactly from a duality argument, Tc =
3/[2 ln(
√
3+1)], and the correlation length diverges with
an exponent ν = 5/6. Away from this point, the chiral
perturbation introduced by ∆ is relevant, and the tran-
sition has to be modified in an essential way. One possi-
bility is that a critical floating phase opens immediately,
bounded by a Kosterlitz-Thouless transition[38] at high
temperature and a Pokrovsky-Talapov transition[39, 40]
at low temperature. However, Huse and Fisher sug-
gested in 1982 that the transition could remain a direct
commensurate-incommensurate transition up to a Lifs-
chitz point L, but in a new chiral universality class char-
acterized by q ξx → C > 0, where ξx is the correlation
length in the x direction, and q is the incommensurate
vector in the high temperature phase[3]. More precisely,
if ξx diverges as 1/t
νx , where t = (T −Tc)/Tc, and q van-
ishes as tβ¯ , then this universality class would be char-
acterized by νx = β¯, by contrast to the Potts point,
where νx = 5/6 and β¯ = 5/3. While all numerical re-
sults seem to be consistent with a single transition for
not too large ∆, it has proven exceedingly difficult to de-
termine these critical exponents, either numerically with
Monte Carlo[4, 11, 12], or using finite-size renormaliza-
tion group[7, 10] or finite-size transfer matrix[13, 16], and
the question remains unsettled as to whether there is in-
deed a chiral transition, or rather a very narrow floating
phase up to the Potts point.
In this paper, we revisit this issue using a more recent
numerical approach, the corner transfer matrix renor-
malization group (CTMRG), and a different strategy.
Rather than trying to measure the product q ξx along
the transition line, which, as we shall see, is not pre-
cise enough because of severe and incompatible crossover
regimes, we study separately the scaling of the corre-
lation lengths ξx and ξy, of the wave vector q, and of
the specific heat C assuming that crossover regimes have
to be overcome to reveal the true critical behaviour of
these quantities. To achieve this, we systematically study
the behaviour of effective exponents close to the tran-
sition, a method introduced in the study of imperfect
surfaces[41] and proven to be useful in the study of the
Lifshitz point of the ANNNI model[42]. As we shall see,
the picture that emerges is that of a unique universal-
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2Figure 1. Phase diagram of the chiral three-state Potts model
of Eq. 1. The precision on the critical temperature is about
10−4. The Lifshitz point is located at ∆ = 0.169±0.003. The
values of the critical exponents are the known exact values
at the Potts point and for the Pokrovsky-Talapov transition,
and our conjectured values based on our numerical analysis
for the Huse-Fisher chiral transition. The extent of the critical
region shown in green is purely indicative.
ity class between the Potts point and a Lifshitz point
at ∆ ' 0.17 characterized by exponents that are con-
sistent with those of the integrable version of the model
νx = 2/3, νy = 1, β¯ = 2/3, and α = 1/3. This suggests
that, as anticipated by Huse and Fisher, the transition
away from the Potts point and up to a Lifshitz point
is in a non-conformal universality class with a dynam-
ical exponent z = 3/2. Beyond the Lifshitz point, we
confirm that the commensurate-incommensurate transi-
tion is in the Pokrovsky-Talapov universality class, and
that the correlation length diverges before that transition
when coming from the disorder side, consistent with a
Kosterlitz-Thouless transition into a floating phase. The
phase diagram is summarized in Fig. 1.
The paper is organized as follows. In Section II, we
review the CTMRG method, and we explain our strat-
egy based on effective exponents and on a very careful
estimate of the critical temperature constrained by phys-
ical considerations. In Section III, we present the main
numerical results obtained in this paper, first far away
from the Potts point, then in its vicinity, with evidence
of a Lifshitz point on the way. These results are criti-
cally reviewed in Section III, with an analysis based on
scaling relations that point to a unique chiral universality
class with strong crossover effects, and with a comparison
with experimental results on reconstructed surfaces and
on chains of Rydberg atoms. The results are summarized
and put in perspective in Section IV.
II. METHODOLOGY
The analysis carried out in this paper relies heavily on
three main ingredients: i) the formulation of the parti-
tion function as a tensor network and its approximate
contraction using CTMRG; ii) the analysis of effective
exponents defined as the local slope of the log-log plot
of a quantity as a function of the reduced temperature t;
iii) a strategy to estimate the critical temperature based
on the possible nature of the phase transitions.
A. CTMRG
The starting point is the observation that one can write
the partition function of the asymmetric three-state Potts
model as a contraction of an infinite two dimensional
square tensor network, with, laying on each vertex, a
3× 3× 3× 3 dimensional tensor a,
aijkl =
∑
α
(
√
Qx)iα(
√
Qy)jα(
√
Qx)αk(
√
Qy)αl
with
Qy =
 eβJcos( 2pi3 ∆) eβJcos( 2pi3 (∆−1)) eβJcos( 2pi3 (∆−2))eβJcos( 2pi3 (∆+1)) eβJcos( 2pi3 ∆) eβJcos( 2pi3 (∆−1))
eβJcos(
2pi
3 (∆+2)) eβJcos(
2pi
3 (∆+1)) eβJcos(
2pi
3 ∆)

and the same expression for Qx with ∆ = 0.
The CTMRG algorithm that we will use systemati-
cally throughout was first introduced by Nishino and
Okunishi[43]. It is a combination of Baxter’s corner
transfer matrix[44, 45] and of the density matrix renor-
malization group algorithm[46, 47]. This algorithm ap-
proximates the partition function by reducing the infi-
nite contraction problem to the contraction of nine ten-
sors. The size of the tensors is controlled by a bond
dimension parameter χ, which, when taken to infinity
gives an exact result. The symmetries of the model al-
low us to reduce the number of tensors to six: T =
{CR, CL, T yL, T yR, T x, a}. Within this formalism, the com-
putation of every local observable such as the energy is
reduced to the contraction of relatively small networks.
Z = ≈
χ
a a a
a a a
a a a
CL T x CR
T yL a T
y
R
CL T x CR
T is obtained through a two-step iterative process (Fig.
2) that goes on until the energy has converged to some
precision, after which we consider the thermodynamic
limit to be reached.
(1) Extension: the row tensors T x, T yL and a are con-
tracted with CL to form C˜L, and the row tensors T
x, T yR
3CL T x
T yL a
Ux
UL
Tx
a
UxU†x
Figure 2. Full iteration for the corner and row tensor CL and
T x.
and a with CR to form C˜R. Similarly, the local tensor a
is contracted with each row tensor. The bond dimension
of the row and corner tensors has increased by a factor 3.
So, without some approximation, the dimension increases
exponentially with the number of iterations.
(2) Truncation: in order to reduce the dimension, each
tensor has to be truncated. This truncation is done by
unitary matrices Ui, called isometries, that reduce the
dimension of the tensors to χ. Multiple choices of uni-
tary matrices have been proposed in the literature. We
use those suggested by Orus and Vidal[48]. They are
constructed by applying the singular value decomposi-
tion on reduced density matrices defined with the corner
transfer matrices C˜L and C˜R. The symmetries allow us
to use three different isometries.
Ux′SxV ′x† = C˜L
†
C˜L + C˜RC˜R
†
UL′SLV ′L† = C˜LC˜L
†
UR′SRV ′R† = C˜R
†
C˜R (2)
We then truncate the singular matrices U ′i into Ui by
keeping only the χ largest singular values.
One of the main advantages of the method is that it
gives direct access to the transfer matrices and their spec-
trum in both the x and y directions. We denote their
normalized (λ1 = 1) ordered eigenvalues as
λj = e
−j−iφj , j ∈ N∗ (3)
With this notation, the correlation length and the wave
vector are given by
ξ =
1
2
, q = φ2 (4)
The accuracy of the results is controlled by the pa-
rameter χ. Results would be exact in the χ → ∞ limit,
and an empirical way to get estimates of physical observ-
ables consists in extrapolating results in 1/χ. However, it
has been suggested[49] that a smoother, essentially linear
scaling can be obtained for the inverse correlation length
with respect to the difference between higher eigenvalues
of the transfer matrix, δ = i − j , (i, j 6= 1). We noticed
that the wave vector also scales linearly with the differ-
ence of phases of higher eigenvalues, δ′ = φi − φj , (i, j 6=
1) (Fig. 3). As the bond dimension χ goes to infinity,
one expects all these differences to go to zero. This is the
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Figure 3. Linear extrapolation for both the inverse correlation
length (top) and wave vector (bottom) as suggested by Eqs
5. and 6 with χ ∈ [200, 300]. Each color represents a different
temperature.
scaling we have used throughout the paper to take the
infinite χ limit for the correlation length and the wave
vector.
1
ξ(χ)
=
1
ξexact
+ bδ(χ) (5)
q(χ) = qexact + b
′δ′(χ) (6)
In practice, we chose
δ = 4 − 2, δ′ = φ4 − φ2 (7)
at high temperature, and
δ = 7 − 4 (8)
at low temperature.
By keeping track of the energy difference δE between
two iterations, we say that the algorithm converges up
to some precision δE if there is a value of N such that
δEN < δE and δEn+1 < δEn for every iteration n < N .
The larger χ, the smaller the reachable precision δE . To
find out which precision was necessary, we looked at the
Potts model. If δE is too large, the effective exponent
ν(t) shows discontinuities. For all simulations used to
compute the effective exponents ν and β¯ we imposed
δE ' o(10−9). In order to achieve such a precision, all the
simulations were done with a minimum bond dimension
4χ = 200. Even with such a bond dimension, some parts
of the phase diagram are not accessible to the algorithm.
In particular, if the point in the (T,∆) plane is too close
to the transition, the algorithm is unable to reach the
required precision. For example, along the chiral tran-
sition line, the energy only converges up to 10−4/10−5
for typical values of ∆. Furthermore, when the chiral-
ity increases, the distance from the transition at which
the algorithm converges to δE ' o(10−9) increases. This
might be due to the growing asymmetry of the tensors.
At the Potts point, all tensors are symmetric, and the
algorithm converges to δE ' o(10−9) even at the criti-
cal temperature. Note also that the convergence of the
CTMRG algorithm depends on the choice of isometries.
The isometries of Eq. 2 turned out to be a good compro-
mise between computer time and convergence.
Furthermore, we have only considered values of ξ and
of q for which the scaling with δ or δ′ (see Fig. 3) was
linear to a very good approximation. This has allowed us
to reach maximum values ranging between 60 and 30 for
ξy depending on the value of ∆, and significantly smaller
values for ξx for large ∆, of order 10 at ∆ = 0.17. For
q, very small values could be reached for small ∆ (for
instance q = 0.0018 at ∆ = 0.02), but the minimum
accessible value increased significantly with ∆ to reach
q = 0.034 at ∆ = 0.17.
B. Effective exponents and Potts point
The precise numerical determination of critical expo-
nents is notoriously difficult because of corrections to
scaling that severely limit the temperature range where
the actual critical exponents can be observed. If the
numerical data are precise enough however, and if the
critical temperature is known with sufficient precision,
a very convenient way of dealing with this problem
consists in analyzing the limiting behaviour of effective
exponents[41]. Suppose that a quantity A is expected to
diverge as A ∝ |t|−θ. Then, if one defines an effective
exponent θ(|t|) by
θ(|t|) = − d lnA
d ln |t| . (9)
the true exponent can be obtained as
θ = lim
|t|→0
θ(|t|) (10)
To get a feeling for how important these corrections are,
and to benchmark our simulations, let us consider the
Potts point ∆ = 0. At that point, the exponents are
known exactly[50, 51] and are given by ν = 5/6 (correla-
tion length in both directions), β¯ = 5/3 (deviation from
commensurability in the disordered phase), and α = 1/3.
Since the critical temperature is known exactly, the only
condition to use Eqs. 9,10 to get these critical expo-
nents is to have precise enough data for the correlation
length ξ, the deviation from commensurability q, and
the specific heat C. This condition is necessary to get
small enough error bars when approximating Eq.9 by the
slope between two consecutive points. The results are
shown in Figs.4(a,b,c,d). The exponent β¯ has been ob-
tained by tracking the incommensurability along the line
∆ = T−Tc that terminates at the Potts point ∆ = 0 and
T = Tc and not along the line ∆ = 0 since the system re-
mains commensurate in the disordered phase along this
line. As one can see, the error bars are in most cases
very small and in any case always small enough to study
the limiting behaviour of the effective exponents. The
results for ν and β¯ nicely extrapolate to the true expo-
nents with an accuracy better than 10−2, but even for
these favourable cases corrections to scaling are impor-
tant, and extrapolating the effective exponent is neces-
sary to get an accurate value. For α, the corrections to
scaling are very strong, as already known from Monte
Carlo simulations[52], and even for a reduced tempera-
ture as small as 0.0025, the lowest for which we could
get precise enough values, the effective exponent is still
equal to 0.38, quite far from 1/3. One can do much bet-
ter however by considering the energy per site e, which is
expected to have a singularity at the critical temperature
of the form e−ec ∝ |t|1−α, where ec is the energy per site
at the critical temperature. For the Potts model, its ex-
act value is known. With the notation of Eq.1, it is given
by ec = −(1 +
√
3)/2. There are two main advantages
of using the energy instead of the specific heat. First of
all, additive corrections to scaling, which are expected to
be present, are amplified by taking the derivative, and
are thus bigger for the specific heat. [53] Besides, for
the energy, we can get precise enough data to define the
effective exponent much closer to Tc because we do not
have to take the numerical derivative. Altogether, the
results are much more precise, and for the point closest
to Tc, the effective exponent we could get for 1 − α is
equal to 0.653, implying a value of 0.347 for α, much
closer to 1/3. Note also that the effective exponent is
still changing, and that its behaviour is consistent with
the expected limit 1/3. Actually, the form of the addi-
tive correction to scaling is known exactly[54], with an
exponent 2/3, implying an infinite slope for the effective
exponent, consistent with our results. Trying to fit our
data leads however to a smaller exponent for the cor-
rection to scaling, of the order of 0.45, an effect already
observed in Monte Carlo simulations[52] and attributed
to higher-order corrections to scaling.
C. Critical temperature
The analysis in terms of effective exponents is only pos-
sible if the critical temperature is known with sufficient
accuracy. To be more precise, since we can often reach
reduced temperatures |t| as small as 0.01 or even smaller,
the analysis of the effective exponents requires to know
the critical temperature with a precision of about 10−4.
In that respect, the standard way to proceed, which con-
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Figure 4. Effective exponents of the Potts model: (a) Corre-
lation length ν; (b) Incommensurability β¯; (c) Specific heat
α; (d) Energy per site 1− α. In all cases the numerical data
are consistent with the exact values ν = 5/6, β¯ = 5/3, and
α = 1/3 in the limit T → Tc, but with significant corrections
to scaling, especially for α. The values quoted in the top two
panels are linear extrapolations based on the last two points.
There are no error bars on the exponent α because the energy
has converged with respect to χ. We used χ = 300.
sists in using both the critical temperature and the ex-
ponent as adjustable parameters in a fit performed over
a finite temperature window, is completely inadequate
because fitting different quantities in this way leads to
estimates of the critical temperature that can vary by as
much as 10−2. So, to determine Tc, we chose to con-
straint the fit by physical considerations. The strategy
we have adopted is the following:
(i) Far enough from Potts, i.e. for large enough ∆, it
is clear from previous approaches that the transition has
to be a two-step process, with, coming from low tem-
perature, a Pokrovsky-Talapov transition followed by a
Kosterlitz-Thouless transition. The critical properties of
the PT transition are well known (see below). In particu-
lar, coming from low temperature, the correlation length
in the y direction is expected to diverge with an exponent
νy = 1. At the same time, coming from high tempera-
ture, the correlation length is expected to diverge expo-
nentially at a higher temperature, leading to an effective
exponent that would seem to diverge if calculated using
the PT transition temperature. For large ∆, we have
thus determined the Pokrovsky-Talapov critical temper-
ature TPT but adjusting it so that the effective exponent
νy coming from the commensurate phase tends to 1 at
the critical point. This criterion fixes the critical tem-
perature to within 10−4.
(ii) For small ∆, this analysis breaks down because the
correlation length in the high temperature phase does
not diverge any more before that of the low temperature
phase. In that case, the only alternative is that there
is a single continuous transition, as advocated by Huse
and Fisher. So, to determine the critical temperature, we
have looked for the temperature such that the effective
exponents νy from high and low temperature are consis-
tent with each other. This turns out to be an extremely
stringent condition because temperatures outside a very
narrow window lead to opposite behaviours of the effec-
tive exponents, with one becoming very large and the
other one becoming very small. As we shall see, this
again fixes the critical temperature within 10−4.
D. Error bars
The effective exponent for the correlation length can
be written as
ν =
t
ξ
∂ξ
∂t
. (11)
With a central finite difference, the discretization of the
first derivative gives
ν =
t
ξ
ξ(t+ h)− ξ(t− h)
2h
+ o(h2).
Then, from a Taylor expansion to first order, one obtains
ν(t+ δt, ξ + δξ) = ν + δν (12)
with
δν = ν
(
δTc
|T − Tc| +
δξ(t)
ξ
+
δξ(t+ h) + δξ(t− h)
ξ(t+ h)− ξ(T + h)
)
6The same calculation can be done for β¯. The effective
exponents have two different sources of errors. The main
one, which becomes more important close to criticality,
comes from the uncertainty of the critical temperature,
while the second one comes from the accuracy of the
linear fit in the extrapolation of the inverse correlation
length and wave vector.
For α, νx and β¯, the error bars from δTc represent what
those exponents would have been if one had considered
Tc± δTc as critical temperature. As discussed above, the
critical temperature for both the chiral and Pokrovsky-
Talapov transitions has been determined with νy. There-
fore we do not take into account the source of error from
δTc for the error bars of νy.
III. RESULTS
Let us now turn to the main results of this paper. We
will scan the phase diagram starting from large ∆, where
a PT transition can be fully characterized, to smaller
values of ∆, where there appears to be a unique transition
with universal exponents, through a Lifshitz point where
the intermediate critical phase disappears.
A. Pokrovsky-Talapov transition
The Pokrovsky-Talapov transition is ubiquitous in sta-
tistical and condensed matter physics. It describes a
transition from an ordered phase with a finite correlation
length to a critical phase with algebraic correlations. For
the model of Eq. 1, the ordered phase is uniform up to
∆ = 1/2, a range to which we will limit our investigation
since the phase diagram can be shown to be symmetric
with respect to ∆ = 0 with period 1. In that parameter
range, the critical phase consists of fluctuating domain
walls with an average separation 2pi/q, where the wave
vector q, which vanishes in the ordered phase, measures
the incommensurability. In that phase, the correlations
are algebraic.
This transition is very anisotropic. Coming from the
incommensurate phase, it is characterized by β¯ = 1/2,
where β¯ describes the critical behaviour of q close to
the transition: q ∝ tβ¯ , and by a specific heat exponent
α = 1/2. Coming from the ordered phase, the correlation
lengths ξx and ξy diverge with exponents νx = 1/2 and
νy = 1 along x and y respectively, so that the anisotropy
exponent, most often referred to as the dynamical ex-
ponent by analogy with the physics of quantum models
in dimension 1+1, is given by z = 2. In addition, the
specific heat does not diverge. It just has a |t|/ ln |t| sin-
gularity.
The results that we have obtained for the correlation
length exponents at ∆ = 0.28 are summarized in Fig.
5. Assuming that νy goes to 1 at low temperature to
fix the critical temperature TPT leads to an effective ex-
ponent for νy at high temperature that is larger than
1 and increases fast upon approaching TPT. This im-
plies that this is not a simple order-disorder transition, in
which case the exponent should be the same on both sides
of the transition, but this is consistent with an infinite
correlation length on the high-temperature side of the
transition. Let us emphasize that the effective exponent
νy estimated at high temperature using TPT is actually
meaningless because the correlation length is expected to
diverge at a Kosterlitz-Thouless transition with critical
temperature TKT > TPT. It will nevertheless prove useful
to keep track of the divergence of the correlation length
at high temperature using this effective exponent because
it is expected to tend to the same value as its low tem-
perature counterpart when the intermediate phase dis-
appears. The correlation length exponent in the other
direction νx is also consistent with a PT transition, with
a value very close to 1/2.
As a further check of the PT universality class, we
have compared the behaviour of the specific heat on both
sides of the transition in Fig. 6. As expected, it is very
asymmetric, with no clear sign of a divergence on the low
temperature side.
The critical behaviour inside the critical phase above
the PT transition is unfortunately not accessible. For
that value of ∆, the critical phase is already extremely
narrow. We actually do not have an estimate of TKT, but
we know that the correlation length is still finite (and not
yet very large, ξy ' 25) at |t| = 0.0063, implying that
TKT−TPT < 0.0077. To access the critical behaviour we
should reach temperatures within 10−3 of TPT or smaller,
but our algorithm does not converge so close to TPT in
the critical phase.
B. Lifshitz point
Upon reducing ∆, the results evolve smoothly until
∆ ' 0.17, where the limit of the high temperature effec-
tive exponent νy becomes more or less compatible with
that of the low-temperature one. Scanning different val-
ues of ∆ between 0.165 and 0.17, we located the point
where they actually become compatible at ∆ = 0.169, as
shown in Fig. 7.
Since the low and high temperature correlation lengths
along y diverge at the same temperature, the intermedi-
ate critical phase has to disappear at this point, which
can thus be identified as a Lifshitz point. Note also that
both the high and low temperature effective exponents
are consistent with a limiting value νy = 1. They are
severe corrections to scaling however, hence some uncer-
tainty on the location of the Lifshitz point, which we
estimate at ∆L = 0.169± 0.003.
C. Chiral transition
Below that point, the critical behaviour changes quite
drastically. The high and low temperature correlation
7-0.03 -0.02 -0.01 0 0.01 0.02 0.03
0.9
1
1.1
1.2
-0.03 -0.02 -0.01 0
0.4
0.45
0.5
0.55
0.6
Figure 5. Effective exponents νx and νy of the chiral Potts
model at the Pokrovsky-Talapov transition for ∆ = 0.28. The
numerical data are consistent with the exact values νx = 1/2
and νy = 1. The linear extrapolation of νy is based on the
last two points.
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Figure 6. Specific heat of the chiral Potts model at ∆ = 0.28.
As expected for a Pokrovsky-Talapov transition, it is very
asymmetric.
lengths appear to diverge roughly at the same tempera-
ture. As explained in the previous section, a very precise
way to locate the critical temperature is to impose that
the effective exponents at high and low temperature cal-
culated with the same critical temperature tend to the
same value. The resulting exponent is roughly consistent
with νy = 1 just below the Lifshitz point, but it tends
to become smaller upon approaching the Potts point. As
we shall see below, general scaling relations between ex-
ponents suggest that this is a crossover effect, and that
-0.04 -0.03 -0.02 -0.01 0 0.01 0.02 0.03 0.04
0.9
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Figure 7. Effective exponents νy of the chiral Potts model at
∆ = 0.169 for three termperatures around the critical temper-
ature. This is the first point coming from high temperature
at which the limit of the high temperature exponent is consis-
tent with that of the low temperature one, and we interpret
it as a Lifshitz point. The extrapolations are just linear ones
based on the last two points. Given the upward curvature of
both curves due to corrections to scaling, the high and low
temperature effective exponents are consistent with a limiting
value νy = 1.
this exponent νy remains equal to 1 down to the Potts
point, where it jumps to 5/6. For the time being, we
just note that simply imposing consistent exponents fixes
the critical temperature to an accuracy of 10−4. With
this accuracy, the discussion of the other exponents in
terms of effective exponents becomes meaningful. Let
us discuss separately the results we have obtained for
the specific heat exponent α, the incommensurability ex-
ponent β¯, and the correlation length exponents νx and
νy, concentrating on two points, one close to the Potts
point, ∆ = 0.04, the other one close to the Lifshitz point,
∆ = 0.16.
1. Specific heat exponent α
The results for the effective exponents of the specific
heat are summarized in Fig.8. For ∆ = 0.04, the re-
sults are essentially identical to those of the Potts model
within the error bars, a first indication that the expo-
nent α has not changed much (if at all). However, the
situation is much less clear for ∆ = 0.16, with a very
asymmetric behaviour between low and high tempera-
tures. The low temperature data are again consistent
with an exponent close to 1/3, but the high temperature
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Figure 8. Effective exponent α at the Potts point and along
the chiral transition (at ∆ = 0.04 and ∆ = 0.16) extracted
from the specific heat.
results would rather point to an exponent around 0.43.
As for the Potts model, one can get much more reliable
information by looking at the energy. In keeping with
our strategy, we just assume that there is a direct order-
disorder continuous phase transition, hence that the criti-
cal exponents that describe the non-analyticity of the en-
ergy density are the same on both sides of the transition.
To ensure this, we use the energy at the critical point ec
as an adjustable parameter. Let us emphasize that we do
not make any assumption on the value of the exponent.
The results are shown in Fig.9. Quite remarkably, if we
impose that the high and low-temperature effective expo-
nents converge to the same value, the resulting estimate
is consistent with 2/3, hence with a value of α = 1/3, for
both ∆ = 0.04 and ∆ = 0.16.
2. Incommensurability exponent β¯
To get a meaningful estimate of the exponent β¯, we
must have access to values of q small enough to see at
least the beginning of the critical behaviour. This turns
out to be possible close to the Potts point, but by the
time ∆ reaches 0.16, the constant q lines are very dense,
and we are limited to q values larger than 0.05 for which
the behaviour is essentially linear and does not reveal the
critical behaviour.
However, for small ∆, we can reach much smaller val-
ues of q, and the critical behaviour becomes accessible.
The results for the exponent β¯ at ∆ = 0.04 along two
cuts are shown in Fig. 10. The smallest q that we could
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Figure 9. Energy effective exponent 1−α extracted from the
energy along the chiral transition at ∆ = 0.04 (upper panel)
and ∆ = 0.16 (lower panel). At ∆ = 0.04, the effective ex-
ponent is barely distinguishable from the Potts point values
close to the transition. At ∆ = 0.16, imposing a unique tran-
sition gives an extrapolated value close to the Potts exponent
2/3. The extrapolations are linear and based on the last two
points.
reach was 0.005. These results point to a value β¯ between
0.663 and 0.667, much smaller than the value β¯ = 5/3
expected (and confirmed numerically) at the Potts point.
Similar results have been obtained for larger ∆ as long
as the critical behaviour could be accessed.
3. Correlation length exponents νx and νy
The results for the correlation length exponents are
very different for small and large ∆. For small ∆, they
depart only mildly from the Potts value 5/6 (see exam-
ples below for νy in Fig.12). However, upon approaching
the Lifshitz point, the scaling becomes very anisotropic,
as demonstrated for ∆ = 0.16 by the results shown in
Fig. 11. The exponents have been obtained along two
different cuts, a vertical one, and a cut normal to the
critical temperature line in the T − ∆ plane. The cor-
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Figure 10. Effective β¯ exponent of chiral Potts model at ∆ =
0.04, close to the Potts point, along two cuts shown in the
inset. The values quoted for β¯ are linear extrapolations based
on the last two points.
rections to scaling are clearly very large, especially for
νx, but a consistent picture nevertheless emerges from
simple linear extrapolations, with νy = 0.97 ± 0.04 and
νx = 0.685±0.06. Note that given the upward curvature
of νy, the value of νy is probably slightly underestimated.
Rather than trying more refined fits, for which we lack a
theoretical basis, we have adopted conservative error bars
corresponding to twice the difference between the small-
est and highest estimates. The scaling is in any case very
anisotropic, with a dynamical exponent z ' 1.42± 0.2.
IV. DISCUSSION
The picture that emerges from our results for the
commensurate-incommensurate transition of the chiral
three-state Potts model is that of a continuous order-
disorder transition from the Potts point at ∆ = 0 to a
Lifshitz point at ∆ = 0.169(3), followed by a Pokrovsky-
Talapov transition into a critical phase. It is summarized
in Fig. 1. The extent of the critical phase above the PT
transition is purely indicative, but the evidence of such
a phase, hence of a KT transition, is clear because the
correlation length diverges before the PT transition when
coming from the high-temperature phase.
A. Huse-Fisher chiral universality class
Between the Potts point and the Lifshitz point, the
transition is a priori characterized by 4 exponents: νx,
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Figure 11. Correlation length effective exponents of the chiral
Potts model at ∆ = 0.16, where the transition is a direct one
and is expected to be in the Huse-Fisher universality class.
Note that the exponents have been obtained along two dif-
ferent cuts, a vertical one (red and purple diamonds), and a
cut normal to the critical temperature line in the T −∆ plane
(yellow and blue circles). The corrections to scaling are in
most cases rather different along the two cuts, but the limit-
ing values point to exponents νy ' 0.97 and νx ' 0.685. The
lines 1 and 2/3 correspond to the exponents of the self-dual
chiral Potts model. The values quoted for the exponents are
linear extrapolations based on the last two points for νy and
on the last four points for νx.
νy, β¯, and α. These exponents are not independent how-
ever. First of all, they are expected to be related by
hyperscaling:
νx + νy = 2− α (13)
Besides, as emphasized by Huse and Fisher, the transi-
tion cannot be in the Potts universality class for ∆ > 0
because the chirality introduced by ∆ is relevant at the
Potts point, and if it is not a Pokrovsky-Talapov transi-
tion, the exponent νx and β¯ are expected to be equal:
β¯ = νx (14)
Although the scaling is very anisotropic, the first re-
lation is approximately satisfied for ∆ = 0.16. In-
deed, the exponents νy ' 0.97 and νx ' 0.685 lead to
νx+νy ' 1.655, in good agreement with 2−α if α ' 1/3,
as suggested by our numerical data. Unfortunately β¯
could not be measured at that point.
Close to the Potts point, the situation is more subtle.
Since the apparent values of νx, νy, and α are the same
as at the Potts point, hyperscaling is of course satisfied,
but the relation β¯ = νx is badly violated since β¯ ' 2/3
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while νx ' 5/6. So the estimation of at least one of the
exponents β¯ or νx has to be wrong, presumably because
of very severe crossover effects (see below). So, since one
cannot get arbitrarily close to the critical temperature,
one can expect to see the Potts exponents for small ∆.
This is precisely what happens for νx and νy, but not
for β¯. At the Potts point, we got a value of β¯ perfectly
consistent with the exact value 5/3, but for ∆ as small
as 0.04, we already got a completely different value of β¯
very close to 2/3. The conclusion that imposes itself is
that β¯ is apparently not affected by the proximity of the
Potts point, while νx and νy are, and that it is the value
of β¯ that should be trusted. This conclusion is actually
supported by the evolution of the results upon increasing
∆: νx and νy change continuously upon increasing ∆,
and νy approaches rapidly a value close to 1, while νx
decreases to become consistent with β¯, which does not
change significantly as long as it can be meaningfully
measured.
At the same time, the exponent α of the specific heat
does not seem to depart at all from the Potts value 1/3
up to the Lifshitz point. So if we assume that α = 1/3 for
∆ = 0.04, and that β¯ ' 2/3, we get νx ' 2/3 from Eq.
14, and then νy ' 1 from hyperscaling. Within the error
bars, these values are fully consistent with those obtained
at ∆ = 0.16, close to the Lifshitz point. So the numerical
evidence points to a universality class with exponents
that do not change along the chiral transition. Assuming
this to be the case, the most precise estimates are those
of β¯ = 0.665±0.008 at ∆ = 0.04, and of νy = 0.98±0.04
at ∆ = 0.169.
Quite remarkably, there is a generalization of the Potts
model with asymmetries in both directions ∆x and ∆y
for which these exponents are known exactly, namely
the self-dual case ∆x = ±i∆y, which is integrable for
∆x = pi/6, and which has been solved by Cardy us-
ing renormalization group arguments for the chiral term
treated as a perturbation of the conformal field theory
that describes the three state Potts model[20]. For that
model, α = 1/3, and ν takes two different values respec-
tively equal to 2/3 and 1 along two directions that rotate
upon increasing ∆x. This model is of course very differ-
ent from the model of Eq. 1. In particular it has complex
Boltzmann weights. Still it is quite remarkable that the
critical exponents that emerge from the present numeri-
cal study are consistent with these exact results, and it is
tempting to speculate that the critical exponents of the
chiral transition of the model of Eq. 1 are exactly given
by νx = β¯ = 2/3, νy = 1, and α = 1/3.
Finally, let us comment on the dynamical exponent
z, also called the anisotropy exponent, and defined as
z = νy/νx. Our identification of a unique universality
class with exponents that do not evolve as a function
of ∆ point to a dynamical exponent that does not vary
either, and that is pinned at the value z = 3/2 along the
chiral boundary, a value intermediate between z = 1 at
the Potts point and z = 2 along the Pokrovsky-Talapov
transition.
B. Crossovers and previous investigations
The numerical investigation of the model of Eq. 1 has
a long history. Several numerical approaches have been
used ranging from Monte Carlo[4, 11] to finite-size renor-
malization group[7, 10], finite-size transfer matrix[12, 13,
16] and more recently to DMRG[22]. The situation af-
ter the first set of investigations in the eighties has been
nicely reviewed by den Nijs[55]. Evidence in favour of
a direct transition close to the Potts point, hence of a
Lifshitz point different from Potts, has been obtained by
several authors[4, 7, 11, 12], with a Lifshitz point around
∆ ' 0.4, but the nature of this transition could not be
established. The scaling of the correlation length looked
isotropic, with an exponent ν consistent with Potts, but
at the same time an exponent β¯ ' 0.8 ± 0.1 was re-
ported by Duxbury et al[7], suggesting that the condi-
tion β¯ = νx was satisfied, hence that the transition could
be in the Huse-Fisher universality class. In parallel, evi-
dence has been obtained on the quantum version of the
model that, at the Lifshitz point, the scaling becomes
anisotropic with νy = 1[26, 27]. Considering the fact that
the thermodynamic exponents were found to be the same
as at the Potts point, Den Nijs concluded that the tran-
sition is direct but probably not chiral up to the Lifshitz
point, and that the exponents change abruptly at the Lif-
shitz point. At that point, hyperscaling with νy = 1 and
α = 1/3 leads to νx = 2/3, hence to anisotropic scaling.
Shortly after, a family of integrable models with com-
plex Boltzmann weights has been discovered at finite
chirality[17–19], with thermodynamic exponents again
consistent with Potts, and with anisotropic scaling with
correlation exponents 1 and 2/3 respectively. This result
has been generalized to the self-dual version of the model
by Cardy[20], who was the first to show that these pecu-
liar exponents can be realized as soon as the chirality is
switched on. However, the model studied by Cardy has
complex asymmetry parameters in both directions, and,
as acknowledged in his paper, the generalization of his
renormalization group calculation to the more physical
model of Eq. 1 is far from straightforward.
Finally, motivated by recent experiments on Rydberg
atoms, quantum models in 1D have been studied with
DMRG, and evidence of anisotropic scaling with a dy-
namical exponent that increases continuously from z = 1
at the Potts point has been reported[24, 34].
We believe that all these results can be understood
in terms of the universality class we propose because of
very strong crossover effects. Indeed, for the chiral Potts
model, the crossover exponent is believed to be equal to
1/6[8, 13], i.e. very small. This implies that the critical
regime where the true critical exponents can be observed
scales as (∆/∆0)
6, where ∆0 is a scaling factor, hence
will be very narrow. This is clearly consistent with the
results reported by Howes for a quantum version of the
model[27], who found that anisotropic scaling was only
visible upon approaching the Lifshitz point. In our simu-
lations, this is also what we observe. The scaling becomes
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Figure 12. Effective exponent νy for several values of ∆, show-
ing the development of a minimum followed by an upturn
towards Tc. For small values of ∆, the upturn cannot be
observed, and the apparent limit of the exponent increases
smoothly with ∆.
clearly anisotropic around ∆ = 0.1, but it is only close to
the Lifshitz point that νy becomes consistent with 1. As
can be seen in Fig.12, in which we show the low tempera-
ture effective exponent νy for vertical cuts and for several
values of ∆, an upturn takes place at small |t| when ∆
is close enough to the Lifshitz point, and it is only this
upturn that makes this exponent consistent with νy = 1.
If we assume that upon approaching the Lifshitz point at
∆ ≈ 0.17 the critical regime is of the order of |t| ≈ 0.03,
as suggested by the minimum of the effective exponent νy
(see Fig.12), we get ∆0 = 0.3. Then, for reduced temper-
atures above say |t| ' 0.01, the upturn is not visible for
∆ < 0.15, and the exponent apparently extrapolates to
a value that increases progressively from the Potts value
5/6. In other words, corrections to scaling associated
to this crossover exponent will be very large except very
close to the Lifshitz point.
By contrast, the exponent β¯ does not seem to be af-
fected by the proximity of the Potts point since its value is
immediately very different, leading to what is maybe the
most solid and most innovative result of the present pa-
per, the evidence of an exponent β¯ around 2/3 close to the
Potts point, very far from the exact results β¯ = 5/3 at the
Potts point and β¯ = 1/2 for the Pokrovsky-Talapov tran-
sition. Together with the evidence that νx also reaches
a value consistent with 2/3 for large enough ∆, when
the crossover can be overcome, this result points to the
unique set of exponents we suggest all the way between
the Potts point and the Lifshitz point.
Finally, we note that, at the Pokrosky-Talapov transi-
tion, the corrections to scaling appear to be quite small
for νy and νx. This is the basis of our determination of
the Lifshitz point at ∆ ' 0.17. Note that above that
value, and at least up to ∆ = 0.28, the evidence we got
in favor of an intermediate critical phase is only indirect
because this phase is too narrow to be detected, as also
suggested by previous investigations, which could not de-
tect the intermediate critical phase below ∆ ' 0.4.
C. Experimental implications
For overlayers of adsorbates on surface, for which
the model of Eq. (1) is of direct relevance, our
results strongly suggest that, if the commensurate-
incommensurate transition is a direct one between an
ordered and a disordered phase, the critical exponents
should be given by νy = 1, νx = 2/3, and β¯ = 2/3.
Experimental results obtained in the nineties on recon-
structed surfaces in which the top layer plays the role
of the overlayer are in very good agreement with these
values[56, 57]. In particular, for the (3x1) reconstruc-
tion of the Si(113) surface, Abernathy et al [56] reported
the values νy = 1.06 ± 0.07, νx = 0.65 ± 0.07, and
β¯ = 0.66± 0.05, in excellent agreement with the present
results.
More recently, chains of Rydberg atoms have been
shown to develop commensurate phases with periodici-
ties given by p = 2, 3, 4, .... For p ≥ 3, the transition
out of these phases is an example of a commensurate-
incommensurate transition. So the universality class is
expected to be the same as that of the chiral p-state
Potts model. In the context of Rydberg chains[33, 35],
what can be conveniently measured is the Kibble-Zurek
exponent µ that describes the growth of ordered domains
as a function of the rate across a continuous phase tran-
sition. It is related to the dynamical exponent z and to
the correlation length exponent ν along the chain (the
equivalent of νx in our case) by µ = ν/(1 + zν). Our
results z = 3/2 and ν = 2/3 lead to µ = 1/3, in reason-
able agreement with the experimental results[35], which
report values between 0.3 and 0.38.
V. SUMMARY
We have revisited the phase diagram of the chiral
three-state Potts model using a tensor network method
introduced in the late nineties, the Corner Transfer Ma-
trix Renormalization Group. The approximation on
which it relies, a truncation of the size of the tensors
during the contraction, is completely different from those
used in the eighties to study the problem, statistical sam-
pling or finite-size approaches. The specificity and main
advantage of this method is that it naturally leads to
extremely precise values of the correlation lengths and
of the wave vector of the incommensurate phase in the
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accessible temperature range so that a systematic investi-
gation of effective exponents and of their evolution upon
approaching the critical temperature is possible. Com-
bined with the prediction by Huse and Fisher that, away
from the Potts point, the transition is either a direct tran-
sition in a new universality class or a Pokrovsky-Talapov
transition into a critical phase followed by a Kosterlitz-
Thouless transition, this approach has allowed us to give
strong numerical evidence in favour of an intermediate
region of chiral transition between the Potts point and a
Lifshitz point at ∆ ' 0.17. In particular, close but away
from the Potts point, there is compelling evidence that
the incommensurability exponent β¯ has a value around
2/3, very far from the exact results β¯ = 5/3 at the Potts
point and β¯ = 1/2 for the Pokrovsky-Talapov transi-
tion. Moreover, the critical exponents that we have ex-
tracted from this analysis are consistent with those ex-
actly known for the chiral transition of the self dual ver-
sion of the model, νx = β¯ = 2/3, νy = 1, α = 1/3, and
z = 3/2, suggesting that the chiral transition is governed
by the same universality class in all these models. These
exponents are also fully consistent with experiments from
the nineties on reconstructed surfaces, and in reasonable
agreement with recent experiments on chains of Rydberg
atoms. It would be interesting to see if this universal-
ity class can be established using field theory arguments.
A first step in that direction has been taken recently
by Whitsitt, Samajdar, and Sachdev[24], who performed
an expansion around a dual version of the chiral 4-state
Potts model in dimension 3 using δ = 4−N and  = 3−d
as expansion parameters to describe the chiral N = 3-
state Potts model in dimension d = 2. Their results for
the dynamical exponent z up to next-to-leading order
z = 1.57 and for the correlation length exponent ν up to
leading order ν = 0.6 are in reasonable agreement with
our results.
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