Abstract. A particular notion of limit is introduced, for Riesz space-valued functions. The definition depends on certain ideals of subsets of the domain. It is shown that, according with our definition, every bounded function with values in a Dedekind complete Riesz space admits limit with respect to any maximal ideal.
Introduction
In this paper a definition of convergence with respect to ideals is introduced. To every ideal I of subsets of an abstract non-empty set T a dual filter is associated in a natural way: it is the family of the complements of all elements of I. If the dual filter is an ultrafilter, then the involved ideal is maximal, and viceversa.
It is shown that every bounded map, taking values in any Dedekind complete Riesz space, admits a "limit" with respect to any maximal ideal. This result can be achieved in the real-valued case by simply integrating with respect to a suitable "ultrafilter measure", since all bounded functions are integrable. In the general case, the goal is obtained by using the powerful tools of the Chojnacki integral (see [3] ) and the representation of Riesz spaces as ideals of suitable spaces of continuous functions (Maeda-Ogasawara-Vulikh theorem, [7, 8, 9] ).
Applications are given in finding extensions of finitely additive measures.
Preliminaries
We begin with introducing the following basic notions (see also [4, 5, 6] ).
Definition 2.1. Let I denote any fixed ideal of subsets of an abstract set T . We say that I is admissible if it contains all finite subsets of T . In particular, the ideal consisting precisely of the finite subsets of T will be denoted by I f in , and of course is the minimal admissible ideal. So, any admissible ideal must contain I f in . On the opposite side, I is called maximal if no proper ideal in T strictly contains I.
Since the family of all complements of elements from an ideal I forms a filter F, called the dual filter of I, we can say that I is admissible if and only if, for every element t 0 ∈ T , the set T \ {t 0 } belongs to the dual filter of I: filters of this kind are also called free. On the other hand, I is maximal if and only if its dual filter U is an ultrafilter: any subset of T either belongs to I or to U.
Thanks to the Axiom of Choice, it is well-known that any filter is contained in some ultrafilter (and therefore any ideal is contained in a maximal ideal).
We will deal with two-valued additive set functions P : P(T ) → {0, 1} with P (T ) = 1. Such maps are also called ultrafilter measures: indeed, the family of all sets U such that P (U ) = 1 is an ultrafilter in T and consequently the family of all P -null sets is a maximal ideal.
Assume now that I is any admissible ideal in an abstract set T , and let f : T → R be any real-valued mapping.
We say that f is I-convergent to an element x ∈ R, if for every ε > 0 the set {t ∈ T : |f (t) − x| > ε} belongs to I. When this is the case, we also write
It is well-known that the I-limit is unique (if it exists), and enjoys all linearity and monotonicity properties of usual limits, see [5] . However we mainly will be concerned with ideal convergence in the case of maximal ideals. Indeed, we have (see also [1] ): Proposition 2.2. Let P : P(T ) → {0, 1} be an ultrafilter measure, and f : T → R any bounded function. Then, if I denotes the ideal of P -null sets, the function f has limit with respect to I, and we have
Conversely, given any maximal ideal I of subsets of T , any bounded mapping f : T → R has limit w. r. t. I, and this limit is nothing but the integral of f with respect to a suitable ultrafilter measure.
Proof. Let us denote by U the dual filter of I. Then it is easy to see that
and that the common value is the integral T f (t) dP : we shall denote by J this quantity. Now, fix arbitrarily ε > 0, and set A ε := {t ∈ T : |f (t)−J| > ε}. We claim that A ε belongs to I: indeed, if A ε ∈ U we should have either inf U ∈U sup t∈U ≤ J −ε or sup U ∈U inf t∈U ≥ J +ε, and both these cases are impossible. Hence the first part is proved. Conversely, given any maximal ideal I in T and any bounded function f : T → R, the I-limit of f is nothing but the integral w.r.t. the (unique) ultrafilter measure whose null sets are precisely the elements of I.
In the sequel, we shall extend our notion of limit to the case of Riesz spacevalued mappings, and show that any bounded function taking values in every Dedekind complete Riesz space has limit (at least in a weak sense) when I is maximal.
I-convergence in Riesz Spaces
From now on we shall assume that R is a Dedekind complete Riesz space.
Our purpose here is to show that, if f : T → R is any bounded map, then, for every maximal ideal I in T , f has I-limit in R, at least in a weak sense.
We start with the following definition.
Definition 3.1. Let R be any Dedekind complete Riesz space, and f : T → R be any map. Given an ideal I of subsets of T , we say that f has I-limit in R if there exist an element l in R and a decreasing net (r λ ) λ in R, with inf λ r λ = 0 and such that for each λ the set
is the complement of some element N ∈ I.
In other terms, we have I − lim f (t) = l if and only if
where U is the dual filter of I.
We shall say that a Dedekind complete Riesz space R has the strong limit property if, for any abstract set T , any bounded mapping f : T → R, and any maximal ideal I in T , there exists in R the I-limit of f .
We first observe that the space R has the strong limit property, thanks to 2.2. From this, it clearly follows that the space R D , for any discrete space D, has the strong limit property, when endowed with the natural order and algebraic structure.
We shall now give a further example. Let us assume that an abstract discrete space D is fixed, and denote by C(βD) the space of all continuous mappings ψ : βD → R, where βD denotes the Stone-Čech compactification of D.
The space C(βD) has a natural ordering, and is stable under arbitrary suprema and infima of bounded subsets.
Given any bounded map ψ : D → R, we denote by ψ the unique continuous extension of ψ to βD. Moreover, given a bounded family (ψ h ) h∈H of mappings from D to R, the notation sup h ψ h always means the pointwise supremum; in case the mappings ψ h are elements from C(βD), the lattice supremum will be denoted by h∈H ψ h . Similar notations will be adopted for infima. Now, it is not difficult to check that, given any uniformly bounded family (ψ h ) h∈H of functions defined on D and taking values in R, we always have
Fix any abstract set T , together with an ultrafilter U of subsets of T , and choose any bounded mapping f : T → C(βD).
We shall state the following result, whose proof now is straightforward.
Lemma 3.2. Let us set:
where the involved suprema and infima are taken in C(βD). Then we have
The assertion of Lemma 3.2 is precisely that C(βD) has the strong limit property.
We now turn to the concept of weak limit. To this aim, we need some definitions, concerning embeddings of a Dedekind complete Riesz space R. Definition 3.3. We say that R is embedded in another Dedekind complete Riesz space R * if there exist a one-to-one Riesz homomorphism (called embedding) j : R → R * such that j(R) is a Dedekind complete subspace of R * , and an onto homomorphism π : R * → R (called projection) such that π • j is the identity map on R. When this happens, we also say that R * is an extension of R.
In general, embeddings reduce the gap existing between the two quantities F ∈F t∈F f (t), and
whenever f : T → R is a bounded map, and F any filter in T : indeed, we have Theorem 3.4. Assume that f : T → R is a bounded map, and F is any filter in T . If R * is any extension of R, with embedding j and projection π, then we always have
The proof is straightforward. Let us turn now to the definition of maximal extension. Definition 3.5. Let R be any Dedekind complete Riesz space, and R * any extension of R. We say that the extension of R into R * is maximal if, for every abstract set T , every ultrafilter U in T , and any bounded mapping f : T → R, it holds:
If this happens, then the common value will be called weak limit of f with respect to the dual ideal I of U.
In particular, if R has an extension R * with the strong limit property, then R * is obviously a maximal extension. We shall see later that this is the case, for example, if R has a strong unit, i.e. a strictly positive element u such that for every x ∈ R there is a positive real number λ > 0 for which |x| ≤ λu.
More generally, given a Riesz space R, we say that a bounded mapping f : T → R has weak limit with respect to some ideal I in T , if the range of f is contained in a Dedekind complete space R 0 with a maximal extension R * 0 , and
where F is the dual filter of I. In this case, the weak limit, i.e. the common value, is an element l of R 0 , and we write l := (w) − I − lim f (t).
Thanks to 3.4, we can see that, in case f : T → R is a bounded map, and I is any ideal in T , the existence of the strong I-limit implies that any weak limit coincides with it.
Moreover, it is not difficult to check that the weak limit, when existing, enjoys the usual linearity properties, provided it is performed always with respect to the same maximal extension.
We now turn to show that a weak I-limit always exists, as soon as f : T → R is a bounded mapping and I is a maximal ideal in T .
To this aim, we recall the following version of the Maeda-Ogasawara-Vulikh Theorem (see [7] ; [9] , Theorems V.3.1, p. 131 and V.4.2, p. 138). Theorem 3.6. Every Dedekind complete Riesz space R is algebraically and lattice isomorphic to an order dense ideal of C ∞ (Ω) = {f ∈ R Ω : f is continuous, and {ω ∈ Ω : |f (ω)| = +∞} is nowhere dense in Ω}, where Ω is a suitable compact Hausdorff extremely disconnected topological space. Moreover, if R has a strong order unit, then it is algebraically and lattice isomorphic to C(Ω) = {f ∈ R Ω : f is continuous}.
We also recall the following well-known result, which in turn is related to the Maeda-Ogasawara-Vulikh representation theorem (see [3, 8] ). Theorem 3.7. Let Ω be any Hausdorff, compact, extremely disconnected space, and denote by D the support set of Ω, endowed with the discrete topology. Then, Ω (with its original topology) is a subspace of the Stone-Čech compactification βD and there exists a continuous onto mapping r : βD → Ω, (retract) such that r |Ω is the identity map.
Thanks to the previous theorems, we can deduce that, if R is a Dedekind complete Riesz space endowed with a strong order unit, then R admits a maximal extension. Indeed, we can view R as the space C(Ω), for a suitable Stone space Ω, and C(Ω) is embedded in C(βD), according with Theorem 3.7: indeed, for any mapping φ ∈ C(Ω) we can define j(φ) : βD → R as follows: j(φ)(ξ) = φ(r(ξ)), for all ξ ∈ βD, and also we can define a projection π : C(βD) → C(Ω) as: π(ψ) := ψ |Ω for all ψ ∈ C(βD).
As already observed in Lemma 3.2, the space C(βD) has the strong limit property, hence the claim is proved.
We now turn to the general case of a bounded map f , taking values in a Dedekind complete Riesz space R.
Let us fix a Dedekind complete Riesz space R, and fix any abstract set T , together with a maximal ideal I of subsets of T , and its dual ultrafilter U. Proof. We note that, if f : T → R is bounded and e is the least upper bound of the range of |f |, then the range of f is contained in the vector lattice V [e] := {b ∈ R : there exists λ > 0 with |b| ≤ λ e}.
Since R is Dedekind complete, V [e] is too, and hence V [e] is a Dedekind complete Riesz space with a strong order unit. So, for the previous remark, V [e] has a maximal extension, and this shows that f has weak limit in V [e], hence in R.
More precisely, as soon as f : T → R is a bounded map, and e is any positive element of R dominating |f |, we can choose the space C(βD) as an extension of V [e], and define f 0 (t)(ξ) = f (t)(r(ξ)) for all t ∈ T and ξ ∈ βD; then, denoting by l the strong limit of f 0 , the weak limit of f is π(l), i.e. l |Ω , where Ω is the Stone space such that V [e] is isomorphic to C(Ω).
Applications
In this section we shall prove that I-limits can be used to extend measures. Definition 4.1. Given an abstract non-empty set T , and fixed a non-trivial algebra A of subsets of T , let us denote by D the family of all finite tagged partitions of T into non-empty subsets from A: this means that every element Π ∈ D is a finite collection of pairwise disjoint elements from A, say A 1 , ..., A k , (which we shall call intervals), whose union is T , with attached a corresponding finite number of elements t 1 , ..., t k from T , such that t i ∈ A i for all i = 1, ..., k. Assume now that a non-empty abstract set T is fixed, with an algebra A of subsets of T . Let us suppose that a bounded finitely additive measure m : A → R is given. Then we have: Proposition 4.2. There exists at least one finitely additive measure m : First of all, it is easy to show that J is a linear mapping. So, it remains to prove that J (1 A ) = m(A) whenever A ∈ A. Indeed, let us fix A ∈ A, and set f = 1 A . Let now Π A be the partition whose intervals are A and T \ A. For any Π ∈ D(Π A ) we have clearly Σ(f, Π) = m(A), from which it is easy to deduce that J (f ) = m(A), i.e. the claim. This concludes the proof.
A similar argument leads to prove the following result, whose meaning is that, when a finitely additive measure is defined in the whole of P(T ), then every bounded function on T admits integral. Corollary 4.3. Let P : P(T ) → R be any positive finitely additive measure, and let f : T → R be any bounded map. Now, consider an ultrafilter U containing the refinement filter like in the previous proof, with A = P(T ). Denoted by I the dual ideal of U, for each bounded map f : T → R let us define
where Σ(f, Π) has the usual meaning.
Then, f → T f dP is a linear monotonic functional, which coincides with the elementary integral, whenever f has finite range.
Further applications concern the existence of invariant measures: for example, we can see that, given any non-empty set T and any map τ : T → T , it is always possible to construct a finitely additive τ -invariant measure µ : P(T ) → R. More precisely, we have the following result. n for all A ⊂ T . Now choose any maximal admissible ideal I in the set N, and any maximal extension of V [e], in order to construct a (pointwise) weak I-limit µ 0 of the sequence (µ n ) n . Then µ 0 is the required extension: indeed, by construction it is additive and extends m, so the only property we have to prove is invariance; but for all sets A ∈ A we have 
