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In this paper, we present a posteriori error analysis for hp finite element approximation
of convex optimal control problems. We derive a new quasi-interpolation operator of
Clément type and a new quasi-interpolation operator of Scott–Zhang type that preserves
homogeneous boundary condition. The Scott–Zhang type quasi-interpolation is suitable for
an application in bounding the errors in L2-norm. Then hp a posteriori error estimators are
obtained for the coupled state and control approximations. Such estimators can be used to
construct reliable adaptive finite elements for the control problems.
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1. Introduction
Optimal control problems have been an important topic in science and engineering. They have various application
backgrounds in the operation of physical, social, and economic processes. With its wide range of applications in science
and engineering, there are a lot of numerical methods for these problems, especially finite element methods. There
are many theoretical and numerical studies about finite element methods for the optimal control problems. For the
optimal control problems, many researchers have obtained a priori error estimates (see, e.g., [1–3]) for the standard
finite element methods and (see, e.g., [4,5,3]) for the mixed finite element methods. In recent years, adaptive finite
element methods are of great practical importance, and have been extensively investigated in the literature. At the
heart of any adaptive finite element method is an a posteriori error indicator. Many a posteriori error estimates are
obtained for the standard finite element methods (see, e.g., [6,7,3]) and for the mixed finite element methods (see, e.g.,
[8,3]).
To the best of our knowledge, there are many h-versions of adaptive finite element methods for optimal control
problems (see, e.g., [9,3]). There have been many theoretical studies about hp finite element method (see, e.g., [10–17]).
The spectral element method has been extended to optimal control problems (see, e.g., [18,19]). In fact, comparable
literature for high-order element such as hp-version of finite element method (hp-FEM) for optimal control problems is
rather few. In [19], the hp spectral element method is applied in the analysis of the optimal control problems, but it needs
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stronger condition on the control satisfying uhp as defined below should be H1-function. In this paper, we will provide
hp a posteriori error estimates for both the state and the control with weaker condition satisfying uhp ∈ L2(ΩU) as
defined below only. And we also present two types of quasi-interpolation results for H2-functions: we first exhibit a quasi-
interpolation of Clément type, then further we derive a quasi-interpolation operator of Scott–Zhang type that preserves
the homogeneous boundary condition. The operator of Scott–Zhang type is useful to bound the errors in the L2-norm
to derive sharper estimators. In hp adaptation, one has the option to split an element (h-refinement) or to increase its
approximation order (p-refinement). Generally speaking, a local p-refinement is the more efficient method on regions
where the solution is smooth, while a local h-refinement is the strategy suitable on elements where the solution is not
smooth (see [16]). We will present an a posteriori error analysis for the hp finite element approximation of convex optimal
control problems. For the optimal control problems, we may use higher-order hp-FEM space for the state y and the
costate p if their regularity is allowed, while we can use lower-order hp-FEM space for the control u due to its limited
regularity.
Throughout this paper, we mainly concentrate on the following two-dimensional convex optimal control problem
min
u∈K {g(y)+ h(u)}, (1.1)
subject to the state equation
− div(A∇y) = f + Bu, x ∈ Ω, (1.2)
with the boundary condition
y = 0, x ∈ ∂Ω, (1.3)
where g and h are given convex functionals, K is a closed convex set, and B is a continuous linear operator. More details will
be specified later. In this paper we adopt the standard notationWm,p(Ω) for Sobolev spaces onΩ with a norm ‖ · ‖Wm,q(Ω)
and the semi-norm | · |Wm,q(Ω) (see [20]). We setWm,q0 (Ω) ≡ {w ∈ Wm,q(Ω) : w|∂Ω = 0}. We denoteWm,2(Ω)(Wm,20 (Ω))
by Hm(Ω)(Hm0 (Ω)). For Iˆ = (0, 1), κ ∈ (0, 1) and q ∈ [1,∞), we equip the space W κ,q(Iˆ) with the Slobodeckij norm
‖v‖q
Wκ,q(Iˆ)
= ‖v‖q
Lq(Iˆ)
+ Iˆ Iˆ |v(x)−v(y)|q|x−y|1+qκ dxdy. We denote W κ,2(Iˆ) by Hκ(Iˆ) (see [17] for more details). Additionally, c or C
denotes a general positive constant independent of hτ , pτ , hτU , pτU and pˆτU that are defined below.
This paper is organized as follows: In Section 2, we describe the hp finite element approximation for the convex optimal
control problems (1.1)–(1.3). In Section 3, we present some technical results including two new types of quasi-interpolation
results for H2-functions. In Section 4, we derive both upper bounds and lower bounds for the error estimates of the control,
the state and the costate in hp-FEM. In the last section, we briefly discuss some possible further work.
2. hp-FEM approximation of optimal control problems
In this section, we shall describe the hp finite element discretization for the optimal control problems (1.1)–(1.3). Let
Ω and ΩU be two bounded open sets in R2 with Lipschitz boundaries ∂Ω and ∂ΩU . We also assume that Ω and ΩU are
polygonal.
We take the state space Y = H10 (Ω), the control space U = L2(ΩU)with the inner product (·, ·)U , and H = L2(Ω), with
the inner product (·, ·). Assume that g and h are convex functionals which are continuously differentiable on H = L2(Ω)
and U = L2(ΩU), respectively, and h is further strictly convex. Suppose that K is a closed and non-empty convex set in
U, f ∈ L2(Ω), B is a continuously linear operator from U to H , and
A(·) = (ai,j(·))2×2 ∈ (W 1,∞(Ω))2×2,
such that there is a constant c > 0 satisfying, for any vector X ∈ R2,
X tAX ≥ c‖X‖2R2 ,
where X t denotes the transpose of X .
Let
a(v,w) =
∫
Ω
(A∇v) · ∇w, ∀v, w ∈ H1(Ω),
(f , w) =
∫
Ω
fw, ∀f , w ∈ L2(Ω).
It follows from the assumptions on A that there is a constant c > 0 such that
a(v, v) ≥ c‖v‖2Y , ∀v ∈ Y . (2.1)
We further assume that h(u)→+∞ as ‖u‖L2(ΩU ) →∞, and the functional g(·) is bounded below,
|(g ′(v)− g ′(w), q)| ≤ C‖v − w‖Y‖q‖Y ∀v,w, q ∈ Y . (2.2)
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Then, the weak formulation of the optimal control problem (1.1)–(1.3) is to find (y, u) ∈ Y × K such that
min
u∈K {g(y)+ h(u)}, (2.3)
a(y, w) = (f + Bu, w), ∀w ∈ Y = H10 (Ω). (2.4)
It is well known (see, e.g., [21]) that the convex optimal control problem (2.3)–(2.4) has a unique solution (y, u), and that
a pair (y, u) is the solution of (2.3)–(2.4) if and only if there exists a costate p ∈ Y such that (y, p, u) satisfies the following
optimality conditions:
a(y, w) = (f + Bu, w), ∀w ∈ Y = H10 (Ω), (2.5)
a(q, p) = (g ′(y), q), ∀q ∈ Y = H10 (Ω), (2.6)
(h′(u)+ B∗p, v − u)U ≥ 0, ∀v ∈ K ⊂ U = L2(ΩU), (2.7)
where B∗ is the adjoint operator of B and g ′ and h′ are the derivatives of g and h. Here g ′ and h′ can be viewed as functions
in H = L2(Ω) and U = L2(ΩU), respectively, from the well-known representation theorem in a Hilbert space (see [22]).
Let us consider the hp finite element approximation of the control problems (2.3)–(2.4). We consider the triangulation
T of the set Ω ⊂ R2 which is a collection of elements τ ∈ T (τ is a parallelogram or a triangle); associated with each
element τ is an affine element map Fτ :τ → τ , where the reference elementτ is the reference square S = (0, 1)2 if τ is a
parallelogram andτ is the reference triangle T = {(x, y) ∈ R2 : 0 < x < 1, 0 < y < min(x, 1 − x)} if τ is a triangle. We
consider the triangulation T which satisfies the standard conditions defined in [17]. We write hτ = diam τ . Additionally
we assume that triangulation T is γ -shape regular, i.e.,
h−1τ ‖F ′τ‖L∞(τ) + hτ‖(F ′τ )−1‖L∞(τ) ≤ γ . (2.8)
This implies (see [17]) that there exists a constant C > 0 that depends solely on γ such that
C−1hτ ≤ hτ ′ ≤ Chτ , τ , τ ′ ∈ T with τ ∩ τ ′ ≠ ∅ (2.9)
and there exists a constantM ∈ N that depends solely on γ such that no more thanM elements share a common vertex.
We also assume that the triangulation TU of ΩU which is a collection of elements τU ∈ TU , is γ -shape regular which
satisfies the standard conditions as T . Associated with each element τU is an affine element map FτU :τ → τU . In order to
formulate the lemma in Section 3, we further assume that the triangulation T satisfies the relation between the patch and
the reference patch (see [17]).
For each element τ ∈ T , we denote by E(τ ) the set of edges of τ and by N (τ ) the set of vertices of τ , and choose a
polynomial degree pτ ∈ N and collect these numbers in the polynomial degree vector p1 = (pτ )τ∈T . Similarly, for each
element τU ∈ TU , we choose a polynomial degree vector p2 = (pτU )τU∈TU (pτU ∈ N). And N (T ) denotes the set of all
vertices of T , E(T ) denotes the set of all edges. Additionally, we introduce the following notation (V ∈ N (T ), e ∈ E(T )):
N (e) = {V ∈ N (T ) : V ∈ e},
wV = {x ∈ Ω : x ∈ τ and τ ∩ {V } ≠ ∅}0,
w1e =

V∈N (e)
wV , w
1
τ =

V∈N (τ )
wV , (2.10)
hV = max{hτ : τ ⊂ wV }, hτU = diam τU ,
pe = max{pτ : e ∈ E(τ )}, pV = min{pτ : V ∈ N (τ )},
where χ0 denotes the interior of the set χ . Finally, we denote by he the length of the edge e and by T |wV the subset of T
that represent the triangulation ofwV ⊂ Ω satisfying the standard conditions.
Next, we define the space Sp1(T ) ⊂ H1(Ω) and Up2(TU) ⊂ L2(ΩU) by
Sp1(T ) = {v ∈ C(Ω) : v|τ ◦ Fτ ∈ Πpτ (τ)},
Up2(TU) = {v ∈ L2(ΩU) : v|τU ◦ FτU ∈ ΠpτU (τ)},
where we set
Πk(τ) = Pk := span{xiyj : 0 ≤ i+ j ≤ k}, ifτ = T ,Qk := span{xiyj : 0 ≤ i, j ≤ k}, ifτ = S.
We write Sk(T ) if the degree vector p1 satisfies pτ = k for all τ ∈ T , and assume that the polynomial degree vector p1
satisfies:
γ−1pτ ≤ pτ ′ ≤ γ pτ , τ , τ ′ ∈ T with τ ∩ τ ′ ≠ ∅. (2.11)
AssociatedwithT is the hp-FEMspace Y hp = Sp1(T )∩Y , while associatedwithTU is the hp-FEMspaceK hp = Up2(TU)∩K .
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Then a possible hp finite element approximation of (2.3)–(2.4) is as follows:
min
uhp∈Khp
{g(yhp)+ h(uhp)}, (2.12)
a(yhp, whp) = (f + Buhp, whp), ∀whp ∈ Yhp. (2.13)
The control problem (2.12)–(2.13) again has a unique solution (yhp, uhp), and a pair (yhp, uhp) ∈ Y hp × K hp is the solution
of (2.12)–(2.13) if and only if there is a costate php ∈ Y hp such that the triplet (yhp, php, uhp) satisfies the following optimality
conditions:
a(yhp, whp) = (f + Buhp, whp), ∀whp ∈ Y hp ⊂ Y = H10 (Ω), (2.14)
a(qhp, php) = (g ′(yhp), qhp), ∀qhp ∈ Y hp ⊂ Y = H10 (Ω), (2.15)
(h′(uhp)+ B∗php, vhp − uhp)U ≥ 0, ∀vhp ∈ K hp ⊂ U = L2(ΩU). (2.16)
It follows that (yhp, php, uhp) is uniformly bounded in Y × Y × U (see [22]). The hp-version of finite element solution is
possible to be solved by some existingmathematical programmingmethods such as the steepest descentmethod, conjugate
gradient method, trust domain method, and SQP.
3. Some technical results
In this section, we give some technical results which will be used in the analysis of the error indicator in Section 4. The
well-known Clément/Scott–Zhang interpolation operator forH1-functions is generalized to the hp-context (see [16]). In this
paper,we derive newClément/Scott–Zhang interpolation operators forH2-functions in the following.Weneed the following
results for deriving residual type a posteriori error estimates in hp-FEM.
Lemma 3.1. There exists a constant C > 0 independent of v, hτU and pτU and a mapping π
hτU
pτU
: H1(τU)→ PpτU (τU) such that
∀v ∈ H1(τU), τU ∈ TU the following inequality is valid
‖v − πhτUpτU v‖L2(τU ) ≤ C
hτU
pτU
‖v‖H1(τU )
where we will write v ∈ PpτU (τU) if the following satisfied: v|τU ◦ FτU ∈ PpτU (τ) if τU is a triangle; v|τU ◦ FτU ∈ QpτU (τ) if τU is
a parallelogram.
Proof. See Lemma 4.5 in [10]. 
Let H∗(ΩU , TU) = {v : v|τU ∈ H1(τU), ∀τU ∈ TU }, and then we can define the mapping that is useful in the estimate of the
control, i.e., there exists a mapping IhpU : H∗(ΩU , TU)→ Up2(TU) such that
IhpU v|τU = π
hτU
pτU
(v|τU ), ∀τU ∈ TU . (3.1)
In order to give upper bounds for y− yhp and p− php in the H1-norm, we need the following lemma.
Lemma 3.2 (See [17]). Let p1 be an arbitrary polynomial degree distribution that satisfies (2.11). Then there exists a linear
operator Ihp10 : H10 (Ω) → Sp1(T ) ∩ H10 (Ω), and there exists a constant C > 0 depending solely on γ such that for every
v ∈ H10 (Ω) and all elements τ ∈ T and all edges e ∈ E(T )
‖v − Ihp10v‖L2(τ ) +
hτ
pτ
‖∇(v − Ihp10v)‖L2(τ ) ≤ C
hτ
pτ
‖∇v‖L2(w1τ ),
‖v − Ihp10v‖L2(e) ≤ C

he
pe
 1
2
‖∇v‖L2(w1e ).
In order to bound y− yhp and p− php in the L2-norm, we first introduce the following lemma.
Lemma 3.3. Let I1, I2 be bounded intervals. Set I = I1 × I2. Then for each N ∈ N0 there exists a bounded linear operator
J2,N : L1(I) → QN(I) with the following properties: there exists a constant C > 0, which depends only on I, such that for every
v ∈ H2(I)
‖v − J2,Nv‖L2(I) ≤ C(N + 1)−2‖v‖H2(I),
‖v − J2,Nv‖H1(I) ≤ C(N + 1)−1‖v‖H2(I).
Proof. Let J2,Nv = 0, ∀v ∈ H2(I) for N = 0, and see Theorem 5.1 in [17] for N ∈ N. 
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Then, we can introduce the nodal shape functions (see [17]) that form a partition of unity, i.e., for each vertex V ∈ N (T ),
we can find a function ϕV ∈ S1(T ) such that
ϕV |Ω\wV ≡ 0 and
−
V∈N (T )
ϕV ≡ 1, onΩ
and there exists a constant C > 0 that depends solely on γ ,
‖ϕV‖L∞(Ω) ≤ 1, ‖∇ϕV‖L∞(Ω) ≤ Ch−1τ , ∀τ ∈ T |wV .
Additionally, we introduce an affine patch map FV : wV → wV associated with the vertex V (xV , yV ) by
F−1V : (x, y)→

x− xV
hV
,
y− yV
hV

, ∀(x, y) ∈ wV .
Then we can get the following lemma.
Lemma 3.4. For every patch wV , V ∈ N (T ), and every v ∈ H2(wV ), we have thatv = v ◦ FV ∈ H2(wV ) and there exists a
constant C > 0 independent of hV such that
C−1h−1V ‖v‖L2(wV ) ≤ ‖v‖L2(vV ) ≤ Ch−1V ‖v‖L2(wV ),
C−1‖∇v‖L2(wV ) ≤ ‖∇v‖L2(wV ) ≤ C‖∇v‖L2(wV ),
C−1hV |v|H2(wV ) ≤ |v|H2(wV ) ≤ C hV |v|H2(wV ).
Proof. It follows easily from the definition of the affine map FV and the scaling argument. 
In order to formulate the theorem below, we use the ideas of the partition of unity method, which is based on the following
lemma. The partition of unity method (PUM), which allows for the construction of conforming ansatz spaces with local
properties determined by the user, permits inclusion of a priori knowledge about the differential equation in the ansatz
spaces and allows us to construct easily ansatz spaces of any desired regularity. The details can be found in [23]. In the
following, pV is defined in (2.10).
Lemma 3.5 (See [17]). Let p1 be an arbitrary polynomial degree distribution satisfying (2.11). Assume that for a given v ∈ H1(Ω),
a function vV ∈ SpV−1(T |wV ) is given for each V ∈ N (T ). Then there exists C > 0 depending solely on γ such that the function
v˜ =∑V∈N (T ) ϕVvV ∈ Sp1(T ) and
‖v − v˜‖L2(τ ) ≤ C
−
V∈N (τ )
‖v − vV‖L2(τ ),
‖∇(v − v˜)‖L2(τ ) ≤ C
−
V∈N (τ )
[
‖∇(v − vV )‖L2(τ ) +
1
hτ
‖v − vV‖L2(τ )
]
,
‖v − v˜‖L2(e) ≤ C
−
V∈N (e)
‖v − vV‖L2(e).
With the above preparation, we can prove the following lemma.
Lemma 3.6. Assume that the polynomial degree distribution p1 satisfies (2.11) and pτ ≥ 2, ∀τ ∈ T . Then for every vertex V
there exists a bounded linear LV : H2(wV ) → SpV−1(T |wV ), and there exists a constant C > 0 that depends solely on γ such
that for each v ∈ H2(wV ) and each τ ∈ T |wV and each edge e ∈ E(T |wV )
‖v − LVv‖L2(τ ) +
hτ
pτ
‖∇(v − LVv)‖L2(τ ) ≤ C

hV
pV
2
|v|H2(wV ),
‖v − LVv‖L2(e) ≤ C

hV
pV
 3
2
|v|H2(wV ).
Proof. The proof follows the same argument in [17]. It follows from the patch map FV : wV → wV and Lemma 3.4 thatv = v ◦ FV ∈ H2(wV ). LetS be a square (e.g.,S = {(x, y) : −2 < x < 2,−2 < y < 2}) such that wV ⊂⊂ S and denote
by E : H2(wV )→ H2(S) the universal linear extension operator (see [24]). We then have the existence of a constant C > 0
depending solely onwV , such that
‖Ew‖H2(S) ≤ C‖w‖H2(wV ), ∀w ∈ H2(wV ). (3.2)
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Setting N = ⌊(pV − 1)/2⌋ in Lemma 3.3, we obtain a bounded linear operator J2,N : H2(S) → QN(S) ⊂ PpV−1(S) that
satisfies
p2V‖w − J2,Nw‖L2(S) + pV‖w − J2,Nw‖H1(S) ≤ C‖w‖H2(S), ∀w ∈ H2(S).
Then we have,
p2V‖w − J2,Nw‖L2(S) + pV‖∇(w − J2,Nw)‖L2(S) ≤ C‖w‖H2(S), ∀w ∈ H2(S). (3.3)
Using the equivalence of the Sobolev quotient norm and the Sobolev semi-norm gives that, for every w ∈ H2(wV ), there
exists a constant C > 0 and a polynomial qw ∈ P1(wV ) such that
‖w − qw‖H2(wV ) ≤ C |w|H2(wV ). (3.4)
We next define the operator JpV : H2(wV )→ PpV−1(S) by
JpVw = Eqw + J2,N ◦ E(w − qw). (3.5)
Then JpV is a bounded linear operator on H
2(wV ) and it follows from (3.3)–(3.5) and (3.2) that
p2V‖w − JpVw‖L2(wV ) + pV‖∇(w − JpVw)‖L2(wV )
≤ C‖E(w − qw)‖H2(S) ≤ C‖w − qw‖H2(wV ) ≤ C |w|H2(wV ). (3.6)
Applying the operator JpV tov = v ◦ FV , it follows from (3.6) and Lemma 3.4 that
p2V‖v − JpVv‖L2(wV ) + pV‖∇(v − JpVv)‖L2(wV ) ≤ C |v|H2(wV ) ≤ ChV |v|H2(wV ). (3.7)
We defined vpV onwV by vpV = (JpV ◦v) ◦ F−1V , it is easy to conclude that vpV is an element of SpV−1(T |wV ). It follows from
(3.7) and Lemma 3.4 that
p2Vh
−1
V ‖v − vpV ‖L2(wV ) + pV‖∇(v − vpV )‖L2(wV ) ≤ ChV |v|H2(wV ). (3.8)
We defined the map vV → vpV by LV , then LV is a bounded linear map from H2(wV ) to SpV−1(T |wV ). For the bound on the
edge e ∈ E(T |wV ), we use a trace theorem onwV and (3.7) such that
‖v − JpVv‖L2(eˆ) ≤ C‖v − JpVv‖ 12L2(wV )‖v − JpVv‖ 12H1(wV ) ≤ C

1
pV
 3
2
|v|H2(wV ). (3.9)
Then it follows from (3.9), scaling argument, and Lemma 3.4 that
‖v − LVv‖L2(e) ≤ Ch
1
2
V ‖v − JpVv‖L2(eˆ) ≤ Ch 12V

1
pV
 3
2
|v|H2(wV ) ≤ C

hV
pV
 3
2
|v|H2(wV ). (3.10)
Then we use (2.9), (2.11), (3.8) and (3.10) to conclude the argument. 
Thus, we can derive the following new quasi-interpolation of Clément type.
Theorem 3.1. Let p1 be an arbitrary polynomial degree distribution satisfying (2.11) and pτ ≥ 2, ∀τ ∈ T . Then there exists a
bounded linear operator Ihp2 : H2(Ω)→ Sp1(T ), and there exists a constant C > 0 that depends solely on γ such that for every
v ∈ H2(Ω) and all elements τ ∈ T and all edges e ∈ E(T )
‖v − Ihp2 v‖L2(τ ) +
hτ
pτ
‖∇(v − Ihp2 v)‖L2(τ ) ≤ C

hτ
pτ
2
|v|H2(w1τ ),
‖v − Ihp2 v‖L2(e) ≤ C

he
pe
 3
2
|v|H2(w1e ).
Proof. Using the same argument in [17]. We define the operator Ihp2 : H2(Ω)→ Sp1(T ) by
Ihp2 v =
−
V∈N (T )
ϕV LVv.
Then the proof follows easily from (2.9) and (2.11), Lemmas 3.5 and 3.6. 
Y. Chen, Y. Lin / Journal of Computational and Applied Mathematics 235 (2011) 3435–3454 3441
Fig. 3.1. The patchwV with V ∈ ∂Ω forM = 3.
Toobtain thenewquasi-interpolation of Scott–Zhang type,weneed tomodify the approximation operator of Theorem3.1
to satisfy homogeneous Dirichlet boundary conditions. The point is to change the linear operator LV with V ∈ ∂Ω . We need
to introduce the following lemma.
Lemma 3.7. For every V ∈ ∂Ω , we denote by T the triangulation of wV . Denote by Γ0 the edge of the first element of wV and
by ΓM the edge of the last element of wV in a counterclockwise fashion (cf. Fig. 3.1). Let ΓD be either Γ0,ΓM , or Γ0 ∪ ΓM ∪ {0}.
Denote H1ΓD,0(wV ) = {v ∈ H1(wV ) : v|ΓD = 0} and H2ΓD,0(wV ) = {v ∈ H2(wV ) : v|ΓD = 0}. Then for every pV ≥ 2 there exists
a bounded linear map IpV : H2ΓD,0(wV )→ SpV−1(T ) ∩ H1ΓD,0(wV ) such that
p2V‖v − IpV v‖L2(wV ) + pV‖∇(v − IpV v)‖L2(wV ) ≤ C |v|H2(wV ), (3.11)
where the constant C > 0 is independent of pV and v ∈ H1ΓD,0(wV ).
Proof. We adopt the same argument as in the proof in [17]. We consider the case ΓD = Γ0 ∪ ΓM ∪ {0}, the other two cases
being proved similarly. First, let JpV : H2(wV ) → PpV−1(S) be the linear operator of the proof of Lemma 3.6. Then we have
for v ∈ H2(wV )
p2V‖v − JpV v‖L2(wV ) + pV‖∇(v − JpV v)‖L2(wV ) ≤ C |v|H2(wV ). (3.12)
It follows from (3.12), trace theorem, and v|ΓD = 0 that
‖JpV v‖L2(ΓD) = ‖v − JpV v‖L2(ΓD) ≤ Cp
− 32
V |v|H2(wV ), (3.13)
‖JpV v‖H 12 (ΓD) = ‖v − JpV v‖H 12 (ΓD) ≤ C‖v − JpV v‖H1(wV ) ≤ Cp−1V |v|H2(wV ). (3.14)
Next, we will use appropriate polynomial liftings (see [17]) to construct the function IpV v satisfying homogeneous
boundary condition on ΓD. The elements of wV in counterclockwise fashion in Fig. 3.1 are labeled τi, i = 0, . . . ,M − 1.
Let v0 = (v− JpV v)|Γ0 = (−JpV v)|Γ0 and vM = (v− JpV v)|ΓM = (−JpV v)|ΓM . Therefore v0 and vM are polynomials of degree
pV − 1. We define a function z ∈ C(∪Mi=0 Γi) satisfying
z ◦ γM(x) = vM ◦ γM(x),
z ◦ γi(x) = v0 ◦ γ0(x), x ∈ Iˆ, i = 0, . . . ,M − 1,
where Iˆ = (0, 1) and the affine map γi : Iˆ → Γi satisfies γi(0) = 0 for i = 0, . . . ,M .
For i ∈ {0, . . . ,M}, it follows from (3.13) that
‖z‖L2(Γi) ≤ C[‖v0‖L2(Γ0) + ‖vM‖L2(ΓM )] ≤ Cp
− 32
V |v|H2(wV ). (3.15)
For each elementτi, let
Γi,i+1 = Γi ∪ Γi+1 ∪ {0} ⊂ ∂τi, i = 0, . . . ,M − 1.
The following result is valid (see [17]),
‖z‖
H
1
2 (Γi,i+1)
≤ C‖JpV v‖H 12 (ΓD) ≤ Cp
−1
V |v|H2(wV ). (3.16)
Finally, for 2 ≤ pV ≤ 4, using (3.15), (3.16), and Theorem 5.2 in [17], we can construct a function Z ∈ SpV−1(T ) such that
Z |Γi = z|Γi for all i ∈ {0, . . . ,M} and
pV‖Z‖L2(τi) + ‖∇Z‖L2(τi) ≤ C
[
‖z‖
H
1
2 (Γi,i+1)
+ pV‖z‖L2(Γi,i+1)
]
≤ Cp− 12V |v|H2(wV ).
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Then we have,
p2V‖Z‖L2(wV ) + pV‖∇Z‖L2(wV ) ≤ Cp 12V |v|H2(wV ). (3.17)
For pV ≥ 5, using (3.15), (3.16), and Proposition 5.3 in [17], we can construct a function Z ∈ S4(pV−1)(T ) such that Z |Γi = z|Γi
for all i ∈ {0, . . . ,M} and
pV‖Z‖L2(τi) + ‖∇Z‖L2(τi) ≤ C
[
‖z‖
H
1
2 (Γi,i+1)
+ p 12V ‖z‖L2(Γi,i+1)
]
≤ Cp−1V |v|H2(wV ).
Then we have,
p2V‖Z‖L2(wV ) + pV‖∇Z‖L2(wV ) ≤ C |v|H2(wV ). (3.18)
For 2 ≤ pV ≤ 4, we define the map v → JpV v+ Z by IpV . Then we have IpV v ∈ SpV−1(T )∩ H1ΓD,0(wV ). It follows from (3.12)
and (3.17) that
p2V‖v − IpV v‖L2(wV ) + pV‖∇(v − IpV v)‖L2(wV ) ≤ Cp 12V |v|H2(wV ). (3.19)
For pV ≥ 5, replacing pV − 1 with ⌊(pV − 1)/4⌋, we define the map v → J⌊(pV−1)/4⌋+1v + Z by IpV . Then we have
IpV v ∈ SpV−1(T ) ∩ H1ΓD,0(wV ). It follows from (3.12) and (3.18) that
p2V‖v − IpV v‖L2(wV ) + pV‖∇(v − IpV v)‖L2(wV ) ≤ C |v|H2(wV ). (3.20)
Using (3.19) and (3.20), there exists a constant C > 0 independent of pV such that for every pV ≥ 2
p2V‖v − IpV v‖L2(wV ) + pV‖∇(v − IpV v)‖L2(wV ) ≤ C |v|H2(wV ).
Therefore, by the construction of IpV , we conclude the argument. 
Then, we can obtain the following new quasi-interpolation of Scott–Zhang type.
Theorem 3.2. Let p1 be an arbitrary polynomial degree distribution satisfying (2.11) and pτ ≥ 2, ∀τ ∈ T . Then there exists a
bounded linear operator Ihp20 : H10 (Ω)∩ H2(Ω)→ Sp1(T )∩ H10 (Ω), and there exists a constant C > 0 that depends solely on γ
such that for every v ∈ H10 (Ω) ∩ H2(Ω) all elements τ ∈ T and all edges e ∈ E(T )
‖v − Ihp20v‖L2(τ ) +
hτ
pτ
‖∇(v − Ihp20v)‖L2(τ ) ≤ C

hτ
pτ
2
|v|H2(w1τ ),
‖v − Ihp20v‖L2(e) ≤ C

he
pe
 3
2
|v|H2(w1e ).
Proof. Using the same argument in Theorem 3.1. The difference is that for the patches wV with V ∈ ∂Ω we replace LVv in
Lemma 3.6 with (IpVv) ◦ F−1V , where IpVv withv = v|wV ◦ FV is defined in Lemma 3.7. 
4. A posterior error estimators
In this section, we study error estimates for the hp finite element approximation of the convex control problems
(2.3)–(2.4). In this paper, we consider the following constraints:
K =

v ∈ U :
∫
ΩU
v ≥ 0

.
It can be seen that the inequality in (2.7) implied the following:
h′(u)+ B∗p ≥ 0, (h′(u)+ B∗p)
∫
ΩU
u

= 0, a.e. inΩU . (4.1)
In the following, we assume that there is a constant c > 0 such that
(h′(v)− h′(w), v − w)U ≥ c‖v − w‖2L2(ΩU ), ∀v,w ∈ U . (4.2)
Due to the limited regularity of the controlu, we introduce the L2(ΩU)-projection ofu intoUp2(TU), i.e., let Phpu ∈ Up2(TU)
be the function defined by
(u− Phpu, whp)U = 0, ∀whp ∈ Up2(TU). (4.3)
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Theorem 4.1. Let p1 be an arbitrary polynomial degree distribution that satisfies (2.11). Let (y, p, u) and (yhp, php, uhp) be the
solutions of (2.5)–(2.7) and (2.14)–(2.16), respectively. Assume that conditions (2.2) and (4.2) hold, and (h′(uhp) + B∗php) ∈
H∗(ΩU , TU). Then
‖u− uhp‖2L2(ΩU ) + ‖y− yhp‖2H1(Ω) + ‖p− php‖2H1(Ω) ≤ C
5−
i=1
η2i ,
where
η21 =
−
τU∈TU
h2τU
p2τU
‖∇(h′(uhp)+ B∗php)‖2L2(τU ),
η22 =
−
τ∈T
h2τ
p2τ
‖f + Buhp + div(A∇yhp)‖2L2(τ ),
η23 =
−
e∈E(T )\∂Ω
he
pe
‖[(A∇yhp) · n]‖2L2(e),
η24 =
−
τ∈T
h2τ
p2τ
‖g ′(yhp)+ div(A∗∇php)‖2L2(τ ),
η25 =
−
e∈E(T )\∂Ω
he
pe
‖[(A∗∇php) · n]‖2L2(e),
where the A-normal derivative and the A∗-normal derivative jump over the interior edge e is defined by
[(A∇v) · n]|e = ((A∇v)|∂τ1e − (A∇v)|∂τ2e ) · n,
and
[(A∗∇v) · n]|e = ((A∗∇v)|∂τ1e − (A∗∇v)|∂τ2e ) · n,
where n is the unit outer normal vector of τ 1e on e = τ 1e ∩ τ 2e .
Proof. First, we estimate the error ‖u− uhp‖2L2(ΩU ). It follows from (4.2), (2.7) and (2.16) that for any vhp ∈ K hp,
c‖u− uhp‖2L2(ΩU ) ≤ (h′(u), u− uhp)U − (h′(uhp), u− uhp)U
≤ (−B∗p, u− uhp)U − (h′(uhp), u− uhp)U + (h′(uhp)+ B∗php, vhp − uhp)U
= (h′(uhp)+ B∗php, vhp − u)U + (B∗(php − p), u− uhp)U . (4.4)
We introduce y(uhp) and p(uhp), defined by
a(y(uhp), w) = (f + Buhp, w), ∀w ∈ Y , (4.5)
a(q, p(uhp)) = (g ′(y(uhp)), q), ∀q ∈ Y . (4.6)
It follows from (2.5), (2.6), (4.5) and (4.6) that
a(y(uhp)− y, w) = (B(uhp − u), w), ∀w ∈ Y , (4.7)
a(q, p(uhp)− p) = (g ′(y(uhp))− g ′(y), q), ∀q ∈ Y . (4.8)
Letw = p(uhp)− p in (4.7) and q = y(uhp)− y in (4.8), using the convexity of g , we have
(B(uhp − u), p(uhp)− p) = (g ′(y(uhp))− g ′(y), y(uhp)− y) ≥ 0. (4.9)
By means of the assumption on the operator B, (4.4) and (4.9), we obtain that
c‖u− uhp‖2L2(ΩU ) ≤ (h′(uhp)+ B∗php, vhp − u)U + (B∗(php − p(uhp)), u− uhp)U − (p(uhp)− p, B(uhp − u))
≤ (h′(uhp)+ B∗php, vhp − u)U + C‖php − p(uhp)‖2L2(Ω) +
c
2
‖u− uhp‖2L2(ΩU )
≤ (h′(uhp)+ B∗php, vhp − u)U + C‖php − p(uhp)‖2H1(Ω) +
c
2
‖u− uhp‖2L2(ΩU ). (4.10)
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Settingwhp = 1 in (4.3), we have∫
ΩU
Phpu =
∫
ΩU
u ≥ 0.
Thus, we have Phpu ∈ K hp.
Set vhp = Phpu ∈ K hp. It follows from (3.1), (4.3), and Lemma 3.1 that
(h′(uhp)+ B∗php, vhp − u)U = (h′(uhp)+ B∗php, Phpu− u)U
= (h′(uhp)+ B∗php − IhpU (h′(uhp)+ B∗php), Phpu− u)U
+ (IhpU (h′(uhp)+ B∗php), Phpu− u)U
= (h′(uhp)+ B∗php − IhpU (h′(uhp)+ B∗php), Phpu− u)U .
In order to use the scaling argument, we introduce the following notation:
G|τU = h′(uhp)+ B∗php, G |τ = G|τU = (h′(uhp)+ B∗php) ◦ FτU ∈ H1(τ), G |τ = ∫τG |τ
∫
τ 1.
It follows easily from (4.3) that
‖u− Phpu‖L2(ΩU ) ≤ ‖u− vhp‖L2(ΩU ), ∀vhp ∈ Up2(TU). (4.11)
It follows from (4.3), (4.11), Lemma 3.1, Poincaré inequality, and scaling argument that
(h′(uhp)+ B∗php, vhp − u)U
=
−
τU∈TU
(h′(uhp)+ B∗php − πhτUpτU (h′(uhp)+ B∗php), Phpu− u)τU
=
−
τU∈TU
(h′(uhp)+ B∗php −G |τ − πhτUpτU (h′(uhp)+ B∗php −G |τ ), Phpu− u)τU
+
−
τU∈TU
(π
hτU
pτU
(h′(uhp)+ B∗php −G |τ )− πhτUpτU (h′(uhp)+ B∗php)+G |τ , Phpu− u)τU
=
−
τU∈TU
(h′(uhp)+ B∗php −G |τ − πhτUpτU (h′(uhp)+ B∗php −G |τ ), Phpu− u)τU
≤ C
−
τU∈TU
hτU
pτU
‖h′(uhp)+ B∗php −G |τ‖H1(τU )‖Phpu− u‖L2(τU )
≤ C
−
τU∈TU
h2τU
p2τU
‖h′(uhp)+ B∗php −G |τ‖2H1(τU ) + c4‖Phpu− u‖2L2(ΩU )
≤ C
−
τU∈TU
(
h2τU
p2τU
h2τU ‖∇(h′(uhp)+ B∗php)‖2L2(τU ) +
h2τU
p2τU
‖∇(h′(uhp)+ B∗php)‖2L2(τU ))+
c
4
‖Phpu− u‖2L2(ΩU )
≤ C
−
τU∈TU
h2τU
p2τU
‖∇(h′(uhp)+ B∗php)‖2L2(τU ) +
c
4
‖Phpu− u‖2L2(ΩU )
≤ C
−
τU∈TU
h2τU
p2τU
‖∇(h′(uhp)+ B∗php)‖2L2(τU ) +
c
4
‖u− uhp‖2L2(ΩU ). (4.12)
By means of (4.10) and (4.12), we have
‖u− uhp‖2L2(ΩU ) ≤ C
−
τU∈TU
h2τU
p2τU
‖∇(h′(uhp)+ B∗php)‖2L2(τU ) + C‖php − p(uhp)‖2H1(Ω)
= Cη21 + C‖php − p(uhp)‖2H1(Ω). (4.13)
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Next, we estimate the error ‖php − p(uhp)‖2H1(Ω). Set Ep = p(uhp)− php and denote Ihp10 : Y → Y hp in Lemma 3.2. Then it
follows from (2.1), (2.15), (4.6), and Lemma 3.2 that
c‖p(uhp)− php‖2H1(Ω) ≤ a(Ep, Ep)
= a(Ep, p(uhp))− a(Ep, php)
= (g ′(y(uhp)), Ep)− a(Ep − Ihp10Ep, php)− (g ′(yhp), Ihp10Ep)
=
−
τ∈T
∫
τ
(g ′(yhp)+ div(A∗∇php))(Ep − Ihp10Ep)
−
−
e∈E(T )\∂Ω
∫
e
[(A∗∇php) · n](Ep − Ihp10Ep)+ (g ′(y(uhp))− g ′(yhp), Ep)
≤
−
τ∈T
‖g ′(yhp)+ div(A∗∇php)‖L2(τ )‖Ep − Ihp10Ep‖L2(τ )
+
−
e∈E(T )\∂Ω
‖[(A∗∇php) · n]‖L2(e)‖Ep − Ihp10Ep‖L2(e) + (g ′(y(uhp))− g ′(yhp), Ep)
≤ C
−
τ∈T
h2τ
p2τ
‖g ′(yhp)+ div(A∗∇php)‖2L2(τ ) + C
−
e∈E(T )\∂Ω
he
pe
‖[(A∗∇php) · n]‖2L2(e)
+ C‖y(uhp)− yhp‖2H1(Ω) +
c
2
‖Ep‖2H1(Ω),
where in the last step, we use the fact from (2.8) that each element τ and each edge e is contained in fixed finite number of
patchesw1τ , w
1
e (see [17] or [16]). Thus we obtain,
‖p(uhp)− php‖2H1(Ω) ≤ C(η24 + η25)+ C‖y(uhp)− yhp‖2H1(Ω). (4.14)
Finally, we estimate the error ‖y(uhp)− yhp‖2H1(Ω). Let Ey = y(uhp)− yhp and denote Ihp10 : Y → Y hp in Lemma 3.2. Then
it follows from (2.14) and (4.5) that
a(Ey, whp) = 0, ∀whp ∈ Y hp. (4.15)
Then it follows from (2.1), (4.5) and (4.15), and Lemma 3.2 that
c‖y(uhp)− yhp‖2H1(Ω) ≤ a(Ey, Ey)
= a(Ey, Ey − Ihp10Ey)+ a(Ey, Ihp10Ey)
= a(y(uhp)− yhp, Ey − Ihp10Ey)
=
−
τ∈T
∫
τ
(f + Buhp + div(A∇yhp))(Ey − Ihp10Ey)
−
−
e∈E(T )\∂Ω
∫
e
[(A∇yhp) · n](Ey − Ihp10Ey)
≤
−
τ∈T
‖f + Buhp + div(A∇yhp)‖L2(τ )‖Ey − Ihp10Ey‖L2(τ )
+
−
e∈E(T )\∂Ω
‖[(A∇yhp) · n]‖L2(e)‖Ey − Ihp10Ey‖L2(e)
≤ C
−
τ∈T
h2τ
p2τ
‖f + Buhp + div(A∇yhp)‖2L2(τ )
+ C
−
e∈E(T )\∂Ω
he
pe
‖[(A∇yhp) · n]‖2L2(e) +
c
2
‖Ey‖2H1(Ω).
Thus we have
‖y(uhp)− yhp‖2H1(Ω) ≤ C(η22 + η23). (4.16)
From (2.1) and (4.7), we have
‖y(uhp)− y‖H1(Ω) ≤ C‖uhp − u‖L2(ΩU ). (4.17)
3446 Y. Chen, Y. Lin / Journal of Computational and Applied Mathematics 235 (2011) 3435–3454
From (2.1), (2.2), (4.8) and (4.17), we have
‖p(uhp)− p‖H1(Ω) ≤ C‖y(uhp)− y‖H1(Ω) ≤ C‖uhp − u‖L2(ΩU ). (4.18)
It follows from (4.13), (4.14) and (4.16) that
‖u− uhp‖2L2(ΩU ) + ‖y− yhp‖2H1(Ω) + ‖p− php‖2H1(Ω)
≤ ‖u− uhp‖2L2(ΩU ) + 2(‖y− y(uhp)‖2H1(Ω) + ‖p− p(uhp)‖2H1(Ω))
+ 2(‖y(uhp)− yhp‖2H1(Ω) + ‖p(uhp)− php‖2H1(Ω))
≤ C‖u− uhp‖2L2(ΩU ) + 2(‖y(uhp)− yhp‖2H1(Ω) + ‖p(uhp)− php‖2H1(Ω))
≤ C
5−
i=1
η2i .
Then, the proof is completed. 
We have given the upper bounds for u − uhp in the L2-norm and y − yhp and p − php in the H1-norm. Next, we will bound
the errors in the L2-norm to derive sharper estimators in the following theorem since computing the value of the state and
the control is useful in many applications. We further assume the following condition:
|(g ′(v)− g ′(w), q)| ≤ C‖v − w‖L2(Ω)‖q‖H2(Ω), ∀v,w ∈ Y , q ∈ H2(Ω). (4.19)
Theorem 4.2. Assume that all of the conditions of Theorem 4.1 and (4.19) are satisfied.We further assume that pτ ≥ 2, ∀τ ∈ T .
Assume that Ω is convex. Then we have,
‖u− uhp‖2L2(ΩU ) + ‖y− yhp‖2L2(Ω) + ‖p− php‖2L2(Ω) ≤ C

η21 +
5−
i=2
ηˆ2i

,
where η21 is defined in Theorem 4.1 and
ηˆ22 =
−
τ∈T
h4τ
p4τ
‖f + Buhp + div(A∇yhp)‖2L2(τ ),
ηˆ23 =
−
e∈E(T )\∂Ω
h3e
p3e
‖[(A∇yhp) · n]‖2L2(e),
ηˆ24 =
−
τ∈T
h4τ
p4τ
‖g ′(yhp)+ div(A∗∇php)‖2L2(τ ),
ηˆ25 =
−
e∈E(T )\∂Ω
h3e
p3e
‖[(A∗∇php) · n]‖2L2(e).
Proof. Using the same argument as in the proof of Theorem 4.1, we have
‖u− uhp‖2L2(ΩU ) ≤ Cη21 + C‖php − p(uhp)‖2L2(Ω). (4.20)
Next, in order to estimate ‖php−p(uhp)‖2L2(Ω), we use the dual technique (see [22]). We introduce the following auxiliary
problem: Find ξ ∈ H10 (Ω) and ζ ∈ H10 (Ω) such that
a(w, ξ) = (f1, w), ∀w ∈ Y , (4.21)
a(ζ , q) = (f2, q), ∀q ∈ Y . (4.22)
It follows from the well-known regularity results that
‖ξ‖H2(Ω) ≤ C‖f1‖L2(Ω), ‖ζ‖H2(Ω) ≤ C‖f2‖L2(Ω). (4.23)
Let f2 = p(uhp) − php in (4.22) and denote Ihp20 : H10 (Ω) ∩ H2(Ω)→ Y hp in Theorem 3.2. It follows from (2.15), (4.6), (4.19)
and (4.23), and Theorem 3.2 that
‖php − p(uhp)‖2L2(Ω) = (f2, p(uhp)− php)
= a(ζ , p(uhp))− a(ζ , php)
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= (g ′(y(uhp)), ζ )− a(ζ − Ihp20ζ , php)− (g ′(yhp), Ihp20ζ )
=
−
τ∈T
∫
τ
(g ′(yhp)+ div(A∗∇php))(ζ − Ihp20ζ )−
−
e∈E(T )\∂Ω
∫
e
[(A∗∇php) · n](ζ − Ihp20ζ )
+ (g ′(y(uhp))− g ′(yhp), ζ )
≤
−
τ∈T
‖g ′(yhp)+ div(A∗∇php)‖L2(τ )‖ζ − Ihp20ζ‖L2(τ )
+
−
e∈E(T )\∂Ω
‖[(A∗∇php) · n]‖L2(e)‖ζ − Ihp20ζ‖L2(e) + C‖y(uhp)− yhp‖L2(Ω)‖ζ‖H2(Ω)
≤ C
−
τ∈T
h4τ
p4τ
‖g ′(yhp)+ div(A∗∇php)‖2L2(τ ) + C
−
e∈E(T )\∂Ω
h3e
p3e
‖[(A∗∇php) · n]‖2L2(e)
+ C‖y(uhp)− yhp‖2L2(Ω) +
1
2
‖f2‖2L2(Ω).
Then, we have
‖php − p(uhp)‖2L2(Ω) ≤ C(ηˆ24 + ηˆ25)+ C‖y(uhp)− yhp‖2L2(Ω). (4.24)
Finally, we estimate ‖y(uhp)− yhp‖2L2(Ω). Similarly, we set f1 = y(uhp)− yhp in (4.21) and denote Ihp20 : H10 (Ω)∩H2(Ω)→
Y hp in Theorem 3.2. Then it follows from (4.5) and (4.15), (4.23), and Theorem 3.2 that
‖y(uhp)− yhp‖2L2(Ω) = (f1, y(uhp)− yhp)
= a(y(uhp)− yhp, ξ)
= a(y(uhp)− yhp, ξ − Ihp20ξ)
=
−
τ∈T
∫
τ
(f + Buhp + div(A∇yhp))(ξ − Ihp20ξ)−
−
e∈E(T )\∂Ω
∫
e
[(A∇yhp) · n](ξ − Ihp20ξ)
≤
−
τ∈T
‖f + Buhp + div(A∇yhp)‖L2(τ )‖ξ − Ihp20ξ‖L2(τ )
+
−
e∈E(T )\∂Ω
‖[(A∇yhp) · n]‖L2(e)‖ξ − Ihp20ξ‖L2(e)
≤ C
−
τ∈T
h4τ
p4τ
‖f + Buhp + div(A∇yhp)‖2L2(τ )
+ C
−
e∈E(T )\∂Ω
h3e
p3e
‖[(A∇yhp) · n]‖2L2(e) +
1
2
‖f1‖2L2(Ω).
Then we have
‖y(uhp)− yhp‖2L2(Ω) ≤ (ηˆ22 + ηˆ23). (4.25)
Then it follows from (4.20), (4.24) and (4.25) that
‖u− uhp‖2L2(ΩU ) ≤ C

η21 +
5−
i=2
ηˆ2i

. (4.26)
It follows from (4.17) that
‖yhp − y‖2L2(Ω) ≤ ‖yhp − y(uhp)‖2L2(Ω) + ‖y(uhp)− y‖2L2(Ω)
≤ ‖yhp − y(uhp)‖2L2(Ω) + C‖u− uhp‖2L2(ΩU ) (4.27)
It follows from (4.18) that
‖php − p‖2L2(Ω) ≤ ‖php − p(uhp)‖2L2(Ω) + ‖p(uhp)− p‖2L2(Ω)
≤ ‖php − p(uhp)‖2L2(Ω) + C‖u− uhp‖2L2(ΩU ). (4.28)
3448 Y. Chen, Y. Lin / Journal of Computational and Applied Mathematics 235 (2011) 3435–3454
Then we can obtain the following result by combining (4.27)–(4.28) together with (4.24), (4.25), and (4.26)
‖yhp − y‖2L2(Ω) + ‖php − p‖2L2(Ω) ≤ C

η21 +
5−
i=2
ηˆ2i

. (4.29)
Then the proof is completed by combining (4.26) and (4.29). 
Remark 4.1. In the Theorems 4.1 and 4.2, if we consider the control problem (1.1)–(1.3) with B = I,ΩU = Ω, h(u) =
1
2

ΩU
u2, it can be proved that the solution of (2.5)–(2.7) satisfies u+ p = max 0, 
Ω
p/

Ω
1

(see [3]). In this case, noting
that ∇(u+ p) = 0 such that η21 =
∑
τU∈TU
h2τU
p2τU
‖∇(uhp + php)‖2L2(τU ) represent the error information.
In order to demonstrate that the error estimates obtained above are rather sharp, we establish lower error bounds for the hp
finite element approximation under certain conditions. The bubble function technique is a useful tool in deriving the lower
error bounds for h-version of finite element approximation (see [25] or [26]), but the constants depending on the discrete
degrees are not allowed in the hp finite element approximation. Therefore, we need the following new polynomial inverse
estimates (see [16]).
Lemma 4.1. Let −1 < α < β, δ ∈ [0, 1] and let Φeˆ(x) = x(1 − x). Then there exist C1 = C(α, β), and C2 = C(δ) such that
for all univariate polynomials ψk of degree k∫ 1
0
Φαeˆ ψ
2
k (x)dx ≤ C1k2(β−α)
∫ 1
0
Φ
β
eˆ ψ
2
k (x)dx, (4.30)∫ 1
0
Φ2δeˆ (ψ
′
k(x))
2dx ≤ C2k2(2−δ)
∫ 1
0
Φδeˆψ
2
k (x)dx. (4.31)
Lemma 4.2. Letτ = S or τ = T and let Φτ = dist(x, ∂τ). Let −1 < α < β and δ ∈ [0, 1]. Then there exist C3 = C(α, β),
and C4 = C(δ) such that for all polynomials ψk ∈ Qk∫
τ (Φτ )
αψ2k dxdy ≤ C3k2(β−α)
∫
τ (Φτ )
βψ2k dxdy, (4.32)∫
τ Φ
2δτ |∇ψk|2dxdy ≤ C4k2(2−δ)
∫
τ (Φτ )
δψ2k dxdy. (4.33)
Lemma 4.3. Let τ = S or τ = T , α ∈ ( 12 , 1]. Set eˆ = (0, 1) × {0} and let Φeˆ and Φτ be given in Lemmas 4.1 and 4.2,
respectively. For every univariate polynomial ψ ∈ Pk of degree k and every ε ∈ (0, 1], there exists a constant C = Cα > 0 and
an extensionweˆ ∈ H1(τ) such that
weˆ|eˆ = ψ · Φαeˆ and weˆ|∂τ\eˆ = 0,
‖weˆ‖2L2(τ) ≤ Cε‖ψΦ α2eˆ ‖2L2(eˆ), (4.34)
‖∇weˆ‖2L2(τ) ≤ C(εk2(2−α) + ε−1)‖ψΦ α2eˆ ‖2L2(eˆ). (4.35)
Noting that Fτ is the element map for the element τ and e is the image of the edge eˆ under Fτ (see [17]), we define Φτ
andΦe as follows:
Φτ = cτΦτ ◦ F−1τ , Φe = ceΦeˆ ◦ F−1τ ,
with scaling factors cτ , ce > 0 chosen such that
‖Φτ‖L∞(τ ) = 1, ‖Φe‖L∞(e) = 1. (4.36)
For FτU , we have the same definition as that of Fτ .
We assume that there exists a vector pU = (pˆτU )τU∈TU such that, for any τU ∈ TU , (h′(uhp)+ B∗php)|τU is a polynomial of
degree pˆτU . This assumption is needed to apply the polynomial inverse estimates of Lemmas 4.1 and 4.2 in the proof below.
We further assume that
‖h′(v)− h′(w)‖L2(ΩU ) ≤ C‖v − w‖L2(ΩU ), ∀v,w ∈ Y . (4.37)
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Theorem 4.3. Let p1 be an arbitrary polynomial degree distribution that satisfies (2.11). Let (y, p, u) and (yhp, php, uhp) be the
solutions of (2.5)–(2.7) and (2.14)–(2.16), respectively. Assume that A is a constant matrix, (h′(uhp)+ B∗php)|τU is a polynomial
of degree pˆτU for any τU ∈ TU , g ′ is locally Lipschitz continuous in the neighborhood of y, condition (4.37) is satisfied and the
solution u satisfies

ΩU
u > 0. Then there exists a constant C > 0 depending additionally on the matrix A and 0 < ϵ < 3/2 such
that
5−
i=1
η˜2i ≤ C(‖u− uhp‖2L2(ΩU ) + ‖y− yhp‖2H1(Ω) + ‖p− php‖2H1(Ω))+ ϱ2,
where
η˜21 =
−
τU∈TU
h2τU
pˆ4τU
‖∇(h′(uhp)+ B∗php)‖2L2(τU ),
η˜22 =
−
τ∈T
h2τ
p4τ
‖f + Buhp + div(A∇yhp)‖2L2(τ ),
η˜23 =
−
e∈E(T )\∂Ω
he
p3+2ϵe
‖[(A∇yhp) · n]‖2L2(e),
η˜24 =
−
τ∈T
h2τ
p4τ
‖g ′(yhp)+ div(A∗∇php)‖2L2(τ ),
η˜25 =
−
e∈E(T )\∂Ω
he
p3+2ϵe
‖[(A∗∇php) · n]‖2L2(e),
and
ϱ2 = C
−
τ∈T
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ )
+ C
−
τ∈T
h2τ
p3−2ϵτ
‖g ′(yhp)− g ′(yhp)‖2L2(τ ),
where
v|τ =

τ
v
τ
1
.
Proof. It follows from (4.1) and

ΩU
u > 0 that
h′(u)+ B∗p = 0, a.e. inΩU . (4.38)
It follows from the polynomial inverse estimates (4.33), (4.38), and the affine map FτU that
h2τU ‖∇(h′(uhp)+ B∗php)‖2L2(τU ) ≤ C
pˆ4τU
h2τU
h2τU ‖(h′(uhp)+ B∗php)‖2L2(τU )
= Cpˆ4τU ‖(h′(uhp)− h′(u)+ B∗php − B∗p)‖2L2(τU )
≤ Cpˆ4τU (‖h′(uhp)− h′(u)‖2L2(τU ) + ‖B∗(php − p)‖2L2(τU )).
Thus we have
h2τ
pˆ4τU
‖∇(h′(uh)+ B∗php)‖2L2(τU ) ≤ C(‖h′(uhp)− h′(u)‖2L2(τU ) + ‖B∗(php − p)‖2L2(τU )). (4.39)
Using (4.37) and (4.39), we have
η˜21 =
−
τU∈TU
h2τU
pˆ4τU
‖∇(h′(uhp)+ B∗php)‖2L2(τU )
≤ C
−
τU∈TU
(‖h′(uhp)− h′(u)‖2L2(τU ) + ‖B∗(php − p)‖2L2(τU ))
≤ C(‖u− uhp‖2L2(ΩU ) + ‖p− php‖2H1(Ω)). (4.40)
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To bound η˜22 , we define vτ = (f + Buhp + div(A∇yhp))Φατ , α ∈ (0, 1] (see [16]). We use the trivial extension by zero on
Ω \ τ so that vτ can be viewed as an element of H10 (Ω). Then we have
‖vτΦ−α/2τ ‖2L2(τ ) =
∫
τ
(f + Buhp + div(A∇yhp))vτ
=
∫
τ
(f + Buhp + div(A∇yhp))vτ +
∫
τ
(f − f )vτ +
∫
τ
(Buhp − Buhp)vτ
=
∫
τ
A∇(y(uhp)− yhp)∇vτ +
∫
τ
(f − f )vτ +
∫
τ
(Buhp − Buhp)vτ
≤ C |y(uhp)− yhp|H1(τ )|vτ |H1(τ ) + ‖(f − f )Φα/2τ ‖L2(τ )‖vτΦ−α/2τ ‖L2(τ )
+‖(Buhp − Buhp)Φα/2τ ‖L2(τ )‖vτΦ−α/2τ ‖L2(τ ). (4.41)
To estimate |vτ |H1(τ ), we use the inverse estimates (4.32) and (4.33) and the affine map Fτ . Then we have for α > 1/2
|vτ |2H1(τ ) ≤ 2
∫
τ
Φ2ατ |∇(f + Buhp + div(A∇yhp))|2 + 2
∫
τ
(f + Buhp + div(A∇yhp))2|∇Φατ |2
≤ C p
2(2−α)
τ
h2τ
∫
τ
Φατ (f + Buhp + div(A∇yhp))2 + C
1
h2τ
∫
τ
Φ2(α−1)τ (f + Buhp + div(A∇yhp))2
≤ C p
2(2−α)
τ
h2τ
∫
τ
Φατ (f + Buhp + div(A∇yhp))2
≤ Cp2(1−α)τ
p2τ
h2τ
‖vτΦ−α/2τ ‖2L2(τ ). (4.42)
Thus it follows from (4.41), (4.42) and (4.36) that
‖vτΦ−α/2τ ‖L2(τ ) ≤ C

p1−ατ
pτ
hτ
|y(uhp)− yhp|H1(τ ) + ‖f − f ‖L2(τ ) + ‖Buhp − Buhp‖L2(τ )

. (4.43)
Using (4.32) and (4.43), we have for β > 1/2
‖f + Buhp + div(A∇yhp)‖L2(τ ) ≤ Cpβτ ‖(f + Buhp + div(A∇yhp))Φβ/2τ ‖L2(τ )
≤ Cpβτ

p1−βτ
pτ
hτ
|y(uhp)− yhp|H1(τ ) + ‖f − f ‖L2(τ ) + ‖Buhp − Buhp‖L2(τ )

. (4.44)
Setting β = 1/2+ ϵ(0 < ϵ < 3/2) in the above result, we have
h2τ
p4τ
‖f + Buhp + div(A∇yhp)‖2L2(τ )
≤ C |y(uhp)− yhp|2H1(τ ) + C
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ ). (4.45)
It follows from (4.17) and (4.45) that
η˜22 =
−
τ∈T
h2τ
p4τ
‖f + Buhp + div(A∇yhp)‖2L2(τ )
≤ C
−
τ∈T
h2τ
p4τ
‖f + Buhp + div(A∇yhp)‖2L2(τ ) + C
−
τ∈T
h2τ
p4τ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p4τ
‖Buhp − Buhp‖2L2(τ )
≤ C
−
τ∈T
|y(uhp)− yhp|2H1(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ )
≤ C(|y(uhp)− y|2H1(Ω) + |y− yhp|2H1(Ω))+ C
−
τ∈T
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ )
≤ C(‖u− uhp‖2L2(ΩU ) + ‖y− yhp‖2H1(Ω))+ C
−
τ∈T
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ ). (4.46)
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To bound η˜23 , let e = ∂τ 1e ∩ ∂τ 2e and τ¯e = τ 1e ∪ τ 2e . We construct a function we|e = [(A∇yhp) · n]Φαe by using Lemma 4.3
wherewe|τ1e andwe|τ2e are defined as the affine transformations ofweˆ on the reference element (see [16]). In Lemma 4.3, the
polynomial ψ corresponds to [(A∇yhp) · n]. Thenwe ∈ H10 (τe), and we can use the trivial extension ofwe by zero onΩ \ τe
so thatwe can be viewed as an element of H10 (Ω). Then we obtain
‖weΦ−α/2e ‖2L2(e) = ‖[(A∇yhp) · n]Φα/2e ‖2L2(e)
=
∫
e
[(A∇yhp) · n]we
=
∫
τe
(A∇yhp) · ∇we +
∫
τe
div(A∇yhp)we
=
∫
τe
(A∇(yhp − y(uhp))) · ∇we +
∫
τe
(div(A∇yhp)+ f + Buhp)we
≤ C |yhp − y(uhp)|H1(τe)|we|H1(τe) + ‖f + Buhp + div(A∇yhp)‖L2(τe)‖we‖L2(τe). (4.47)
For the case α ∈ (1/2, 1], it follows from (4.34) and (4.35) that
|we|2H1(τe) ≤ C
1
hτ
(εp2(2−α)τ + ε−1)‖[(A∇yhp) · n]Φα/2e ‖2L2(e), (4.48)
‖we‖2L2(τe) ≤ Chτ ε‖[(A∇yhp) · n]Φα/2e ‖2L2(e). (4.49)
Then it follows from (4.47)–(4.49) that
‖[(A∇yhp) · n]Φα/2e ‖L2(e) ≤ C

1
hτ
(εp2(2−α)τ + ε−1)
 1
2 |yhp − y(uhp)|H1(τe)
+ C(hτ ε) 12 ‖f + Buhp + div(A∇yhp)‖L2(τe).
It follows from the above result and (4.45) that for β > 1/2
‖[(A∇yhp) · n]‖2L2(e) ≤ Cp2βτ ‖[(A∇yhp) · n]Φβ/2e ‖2L2(e)
≤ Cp2βτ
1
hτ
(εp2(2−β)τ + ε−1)|yhp − y(uhp)|2H1(τe)
+ Cp2βτ hτ ε‖f + Buhp + div(A∇yhp)‖2L2(τe)
≤ Cp2βτ
1
hτ
(εp2(2−β)τ + ε−1)|yhp − y(uhp)|2H1(τe)
+ Cp2βτ hτ ε‖f + Buhp + div(A∇yhp)‖2L2(τe)
+ Cp2βτ hτ ε‖f − f ‖2L2(τe) + Cp2βτ hτ ε‖Buhp − Buhp‖2L2(τe)
≤ Cp2βτ
1
hτ
(εp2(2−β)τ + ε−1)|yhp − y(uhp)|2H1(τe)
+ Cp4+2βτ
1
hτ
ε|yhp − y(uhp)|2H1(τe) + Cp1+2ϵ+2βτ hτ ε‖f − f ‖2L2(τe)
+ Cp1+2ϵ+2βτ hτ ε‖Buhp − Buhp‖2L2(τe). (4.50)
Setting ε = 1/p2τ and β = 1/2+ ϵ (0 < ϵ < 3/2) in (4.50), we have
‖[(A∇yhp) · n]‖2L2(e) ≤ Cp3+2ϵτ
1
hτ
|yhp − y(uhp)|2H1(τe) + Cp4ϵτ hτ‖f − f ‖2L2(τe)
+ Cp4ϵτ hτ‖Buhp − Buhp‖2L2(τe). (4.51)
Then it follows from (2.9), (4.17) and (4.51) that
η˜23 =
−
e∈E(T )\∂Ω
he
p3+2ϵe
‖[(A∇yhp) · n]‖2L2(e)
≤ C
−
e∈E(T )\∂Ω
|yhp − y(uhp)|2H1(τe) + C
−
e∈E(T )\∂Ω
h2τ
p3−2ϵτ
‖f − f ‖2L2(τe)
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+ C
−
e∈E(T )\∂Ω
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τe)
≤ C
−
τ∈T
|yhp − y(uhp)|2H1(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ )
≤ C(‖y(uhp)− y‖2H1(Ω) + ‖y− yhp‖2H1(Ω))+ C
−
τ∈T
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ )
≤ C(‖u− uhp‖2L2(ΩU ) + ‖y− yhp‖2H1(Ω))+ C
−
τ∈T
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ ). (4.52)
Similarly, to bound η˜24 , we definewτ = (g ′(yhp)+div(A∗∇php))Φατ , α ∈ (0, 1]. By the same argument as η˜22 , we have the
following results:
‖wτΦ−α/2τ ‖2L2(τ ) =
∫
τ
(g ′(yhp)+ div(A∗∇php))wτ
=
∫
τ
(g ′(y)+ div(A∗∇php))wτ +
∫
τ
(g ′(yhp)− g ′(yhp))wτ +
∫
τ
(g ′(yhp)− g ′(y))wτ
=
∫
τ
(A∇wτ )∇(php − p)+
∫
τ
(g ′(yhp)− g ′(yhp))wτ +
∫
τ
(g ′(yhp)− g ′(y))wτ
≤ C |php − p|H1(τ )|wτ |H1(τ ) + ‖(g ′(yhp)− g ′(yhp))Φα/2τ ‖L2(τ )‖wτΦ−α/2τ ‖L2(τ )
+‖(g ′(yhp)− g ′(y))Φα/2τ ‖L2(τ )‖wτΦ−α/2τ ‖L2(τ ),
‖wτΦ−α/2τ ‖L2(τ ) ≤ C

p1−ατ
pτ
hτ
|php − p|H1(τ )
+‖g ′(yhp)− g ′(yhp)‖L2(τ ) + ‖g ′(yhp)− g ′(y)‖L2(τ )

, α > 1/2,
‖g ′(yhp)+ div(A∗∇php)‖L2(τ ) ≤ Cpβτ

p1−βτ
pτ
hτ
|php − p|H1(τ )
+‖g ′(yhp)− g ′(yhp)‖L2(τ ) + ‖g ′(yhp)− g ′(y)‖L2(τ )

, β > 1/2,
h2τ
p4τ
‖g ′(yhp)+ div(A∗∇php)‖2L2(τ ) ≤ C(|php − p|2H1(τ ) + ‖g ′(yhp)− g ′(y)‖2L2(τ ))
+ C h
2
τ
p3−2ϵτ
‖g ′(yhp)− g ′(yhp)‖2L2(τ ), 0 < ϵ < 3/2.
Using the above results and the assumption that g ′ is locally Lipschitz continuous in the neighborhood of y, we have
η˜24 ≤ C(‖y− yhp‖2H1(Ω) + ‖p− php‖2H1(Ω))+ C
−
τ∈T
h2τ
p3−2ϵτ
‖g ′(yhp)− g ′(yhp)‖2L2(τ ). (4.53)
To bound η˜25 , we again set e = τ 1e ∩ τ 2e and τ e = τ 1e ∪ τ 2e . Next we construct a function ze|e = [(A∗∇php) · n]Φαe ∈ H10 (τe)
aswe and we can view ze as an element of H10 (Ω). Then we have the following results:
‖weΦ−α/2e ‖2L2(e) = ‖[(A∗∇php) · n]Φα/2e ‖2L2(e)
=
∫
e
[(A∗∇php) · n]ze
=
∫
τe
(A∗∇php) · ∇ze +
∫
τe
div(A∗∇php)ze
=
∫
τe
(A∗∇(php − p)) · ∇ze +
∫
τe
(div(A∗∇php)+ g ′(y))ze
=
∫
τe
(A∇ze) · ∇(php − p)+
∫
τe
(div(A∗∇php)+ g ′(y))ze
≤ C |php − p|H1(τe)|ze|H1(τe) + ‖div(A∗∇php)+ g ′(y)‖L2(τe)‖ze‖L2(τe),
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‖[(A∗∇php) · n]Φα/2e ‖L2(e) ≤ C

1
hτ
(εp2(2−α)τ + ε−1)
 1
2 |php − p|H1(τe)
+ C(hτ ε) 12 ‖div(A∗∇php)+ g ′(y)‖L2(τe), α > 1/2,
‖[(A∗∇php) · n]‖2L2(e) ≤ Cp2βτ
1
hτ
(εp2(2−β)τ + ε−1)|php − p|2H1(τe)
+Cp4+2βτ
1
hτ
ε(|php − p|2H1(τe) + ‖g ′(yhp)− g ′(y)‖2L2(τe))
+ Cp1+2ϵ+2βτ hτ ε(‖g ′(yhp)− g ′(yhp)‖2L2(τe)
+‖g ′(yhp)− g ′(y)‖2L2(τe)), β > 1/2,
‖[(A∗∇php) · n]‖2L2(e) ≤ Cp3+2ϵτ
1
hτ
(|php − p|2H1(τe) + ‖g ′(yhp)− g ′(y)‖2L2(τe))
+ p4ϵτ hτ (‖g ′(yhp)− g ′(yhp)‖2L2(τe)
+‖g ′(yhp)− g ′(y)‖2L2(τe)), 0 < ϵ < 3/2.
Using the above results and the assumption on g ′, we have
η˜25 ≤ C(‖y− yhp‖2H1(Ω) + ‖p− php‖2H1(Ω))+ C
−
τ∈T
h2τ
p3−2ϵτ
‖g ′(yhp)− g ′(yhp)‖2L2(τ ). (4.54)
Thus the desirable result is proved by using (4.40), (4.46) and (4.52)–(4.54). 
Remark 4.2. Theorem 4.3 still holds if A ∈ (W 1,∞(Ω))2×2, (i.e., it now may not be a constant matrix), except the term ϱ2
should be replaced by
ϱˆ2 = C
−
τ∈T
h2τ
p3−2ϵτ
‖f − f ‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖Buhp − Buhp‖2L2(τ )
+ C
−
τ∈T
h2τ
p3−2ϵτ
‖g ′(yhp)− g ′(yhp)‖2L2(τ ) + C
−
τ∈T
h2τ
p3−2ϵτ
‖div(A∇yhp)− div(A∇yhp)‖2L2(τ )
+ C
−
τ∈T
h2τ
p3−2ϵτ
‖div(A∗∇php)− div(A∗∇php)‖2L2(τ )
+ C
−
e∈E(T )\∂Ω
he
p2e
‖[(A∇yhp) · n] − [(A∇yhp) · n]‖2L2(e)
+ C
−
e∈E(T )\∂Ω
he
p2e
‖[(A∗∇php) · n] − [(A∗∇php) · n]‖2L2(e),
where v|τ =

τ
v/

τ
1, and v|e =

e v/

e 1.
Remark 4.3. If the conditions of Theorem 4.1 hold, we can use the hp-FEM space K hp to approximate the control u. Although
the regularity of the control is low, hp-FEM space K hp (piecewise polynomial finite element space) is useful to approximate
the control without the requirement of continuity imposed on the common edge shared by any two elements. Due to the
limited regularity on the control, we can use the lower-order hp-FEM space (let the maximum of the approximation orders
of all the elements be a small integer D, e.g., D = 2 or 3) so that increasing the approximation order on the element where
the solution is smooth are more useful than using the lower order.
Finally, we take the analysis of a posterior error estimators as follows. If the conditions of Theorem 4.3 hold, we show the
following error bounds:
c

5−
i=1
η˜2i − ϱ2

≤ ‖u− uhp‖2L2(ΩU ) + ‖y− yhp‖2H1(Ω) + ‖p− php‖2H1(Ω) ≤ C
5−
i=1
η2i .
Let ϵ = 1/2, B = I and g and f be smooth enough. Comparing η˜2i with η2i (i = 1− 5), we show that the estimator
∑5
i=1 η
2
i
is in general quite sharp because ϱ2 is of higher order (see [9,22]).
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5. Discussions
There are many important issues to be addressed about hp-FEM. It is possible to be extended to the parabolic control and
other nonlinear control problems. In future, we may extend hp-FEM for optimal control problems to three dimensions, and
cooperate the error into the mathematical programming algorithms to solve the finite-dimensional control problems. And
much more research is needed to investigate the computational issue on the hp adaptive algorithm.
Acknowledgements
This work is supported by the Foundation for Talent Introduction of Guangdong Provincial University, Guangdong
Province Universities and Colleges Pearl River Scholar Funded Scheme (2008), National Science Foundation of China
(10971074).
References
[1] D.A. French, J.T. King, Approximation of an elliptic control problem by finite element method, Numer. Funct. Anal. Optim. 12 (1991) 299–314.
[2] D. Tiba, F. Troltzsch, Error estimates for the discretization of state constrained convex control problems, Numer. Funct. Anal. Optim. 17 (1996)
1005–1028.
[3] W.B. Liu, N.N. Yan, Adaptive Finite Element Methods for Optimal Control Governed by PDEs, Science Press, Beijing, 2008.
[4] Y. Chen, Superconvergence of mixed finite element methods for optimal control problems, Math. Comp. 77 (2008) 1269–1291.
[5] Y. Chen, Superconvergence of quadratic optimal control problems by triangular mixed finite elements, Internat. J. Numer. Methods Engrg. 75 (8)
(2008) 881–898.
[6] W.B. Liu, N.N. Yan, A posteriori error estimates for some model boundary control problems, J. Comput. Appl. Math. 120 (2000) 159–173.
[7] W.B. Liu, N.N. Yan, A posteriori error estimates for convex boundary control problems, SIAM J. Numer. Anal. 39 (2001) 73–99.
[8] Y. Chen, W.B. Liu, A posteriori error estimates for mixed finite element solutions of convex optimal control problems, J. Comput. Appl. Math. 211
(2008) 76–89.
[9] W.B. Liu, Adaptive multi-meshes in finite element approximation of optimal control, Contemp. Math. 383 (2005) 113–132.
[10] I. Babuska, M. Suri, The hp-version of the finite element method with quasiuniform meshes, RAIRO Math. Model. Numer. Anal. 21 (1987) 199–238.
[11] J.T. Oden, L. Demkowicz,W. Rachowicz, T.A.Westermann, Toward a universal h-p adaptive finite element strategy, part 2. A posteriori error estimation,
Comput. Methods Appl. Mech. Engrg. 77 (1989) 113–180.
[12] I. Babuska, M. Suri, The p- and h-p version of the finite element method, an overview, Comput. Methods Appl. Mech. Engrg. 80 (1990) 5–26.
[13] I. Babuska, B. Guo, E.P. Stephan, The h-p version of the finite element method, an overview, Comput. Methods Appl. Mech. Engrg. 80 (1990) 319–325.
[14] I. Babuska, B. Guo, Approximationproperties of the h-p version of the finite elementmethod, Comput.MethodsAppl.Mech. Engrg. 133 (1996) 319–346.
[15] B. Guo, W. Cao, An additive schwarz method for the hp version of the finite element method in three dimensions, SIAM J. Numer. Anal. 35 (1998)
632–654.
[16] J.M. Melenk, B. Wohlmuth, On residual-based a posteriori error estimation in hp-FEM, Adv. Comput. Math. 15 (2001) 311–331.
[17] J.M. Melenk, hp-interpolation of nonsmooth functions and an application to hp-a posteriori error estimation, SIAM J. Numer. Anal. 43 (2005) 127–155.
[18] R. Ghanem, H. Sissaoui, A posteriori error estimate by a spectral method of an elliptic optimal control problem, J. Comput. Math. Optim. 2 (2006)
111–125.
[19] Y. Chen, N. Yi, W.B. Liu, A Legendre–Galerkin spectral method for optimal control problems governed by elliptic equations, SIAM J. Numer. Anal. 46
(2008) 2254–2275.
[20] R.A. Adams, Sobolev Space, Academic Press, New York, 1975.
[21] J.L. Lions, Optimal Control of Systems Governed by Partial Differential Equtions, Springer, Berlin, 1971.
[22] R. Li, W.B. Liu, H.P. Ma, T. Tang, Adaptive finite element approximation for distributed elliptic optimal control problems, SIAM J. Control Optim. 41
(2002) 1321–1349.
[23] J.M. Melenk, I. Babuska, The partition of unity finite element method: basic theory and applications, Comput. Methods Appl. Mech. Engrg. 139 (1996)
289–314.
[24] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order Systems, Springer, Berlin, 1997.
[25] M. Ainsworth, J.T. Oden, A posteriori error estimators in finite element analysis, Comput. Methods Appl. Mech. Engrg. 142 (1997) 1–88.
[26] R. Verfurth, A Review of a Posteriori Error Estimation and Adaptive Mesh Refinement, Wiley-Teubner, London, UK, 1996.
