In field environments it is not usually possible to provide robotic systems with valid geometric models of the task and environment. The robot or robot teams will need to create these models by performing appropriate sensor actions. Here, an algorithm based on iterative sensor planning and sensor redundancy is proposed to enable them to efficiently build 3D models of the environment and task. The method assumes stationary robotic vehicles with cameras carried by articulated mounts.
Introduction
An important goal of robotics research is to develop mobile robot teams that can work cooperatively in. unstructured field environments, such as shown conceptually in Figure 1 The control of such systems typically requires models of the environment and task. In unstructured field environments it is often not possible to have such a-priori models. In such cases, the robot needs to construct these from sensory information. A number of problems can make this non-trivial. These include the uncertainty of the task in the environment, location and orientation uncertainty in the individual robots, and occlusions (due to obstacles, work piece, other robots). If the systems are equipped with cameras mounted on articulated mounts, intelligent planning of the camera motion can alleviate problems of the occlusions, providing an accurate geometrical model of the task and environment. If the system consists of more than one robot, planning the behavior of these multi-information sharing systems can M h e r improve the system performance.
Previous work in planning of visual sensing strategies can be divided into two areas [12, 181. One of these is concerned with sensor positioning-placing a sensor so that it can best observe some feature and selecting a sensing operation which will prove the most useful in object identification and localization. Researchers have limited their work to model-based approaches, requiring previously known environments [4, 6, 91 . Target motions (if any) are assumed to be known. Brute force search methods divide the entire view volume into grids, octrees, constraint sets, and search algorithms for optimum sensor location, are applied [5, 6, 121. Additionally, they require a-priori knowledge of objecvtarget models [IS]. Such methods can be effective but are computationally expensive and not practical for many real field environments, where occlusions and measurement uncertainties are present.
The other direction of research in planning of sensors is sensor data fusion-combining complementary data from either different sensors or different sensor poses to get an improved net measurement [17, 181 . The main advantages of multi-sensor fusion are the exploitation of data redundancy and complementary information. Common methods for sensor data fision are primarily heuristic (Fuzzy logic) or statistical in nature (Kalman and Bayesian filters) [3, 12, 141. For environment and target model building both areas play key roles. However, little work has been done in effectively combining the capabilities of sensor placement planning and sensory fusion, to develop a sensing strategy for model building to be used by robots and robot teams in unstructured environments.
Some studies have considered cooperative robot mapping of the environment [8, 13, 191 . Novel methods of establishinghdentifing landmarks and dealing with cyclic environments have been introduced for indoor environments [S, 191 . In some cases, observing robot team members as references to develop accurate maps is required [13] . Mapping has been done in sequential brute force fashion 113, 191. Researchers have addressed the concept of map building using a single mobile vision system [l, 4, 101. Often, sensor models and data uncertainty are not fully considered [ l , 10, 111 or exploration schemes are not developed [3, 141 . Structured environment and partial knowledge assumptions are also made [4, 141. This paper proposes an environment and task model building algorithm, to overcome the uncertainties in robot and camera location and orientation, for robot teams cooperatively working in an unstructured field environment. It is assumed that dimensional geometric information is relevant and required for robots to perform their operations, such as the construction of field facilities. It is also assumed that the system consists of two (or more) mobile robots working in an unknown environment (such as constructing a planetary smcturesee Figure 2 ). There are no physical interactions between the robots. The vehicles and target are static. Each has a 3D vision system mounted on an articulated arm. Sensing and sensor placement is limited, resulting in occlusions and uncertainties. Again, the objective is to efficiently build a geometrically consistent dimensional model of the environment and target, available to all robots, to allow for tasks to be performed. This involves locating the robots and mapping a region around a target with respect to some target fixed reference frame. The key idea is that the algorithm builds an environment and task model by fusing the data avaiiable from each individual robot, providing both improved accuracy as well as knowledge of regions not visible by all robots. Using this algorithm, the individual robots can also be positioned ''optimally" with respect to the target [20] . However, this is beyond the scope of this paper. The first step in cooperative model building is to visually construct a model of the local environment, including the locations of the task elements and the robots themselves. We assume that only the geometry of the task elements (such as the parts of a solar panel that needs to be assembled [7] ) is well known. Obstacles and robot positions are not known. In the first part, the articulated cameras cooperatively scan the region around a target generating a 3D geometric model, so that the robots can locate themselves and the obstacles in the target reference frame. The second stage consists of using this model to find an optimum pose for the multiple camera systems to view the target(s). The 3D map is modeled as a probabilistic discretized occupancy grid.
Every voxel in the map has a value for probability-ofoccupancy that ranges fiom 0 (empty) to 1 (occupied). A value of 0.5 indicates maximum uncertainty in occupancy of the voxel. The process is initialized by visually finding the target and robots in a common reference frame. This is done by "looking around" and matching the known target element geometric model with visual data. Next, a new camera pose is found for each of the cameras by defining and evaluating a rating function (RF) over the known environment map subject to kinematic constraints of the sensor placement mechanisms for the individual robots, Then, the cameras move to their new poses and acquire 3D data. Based on the camera mount kinematics, the motions of the cameras are known. Note, it is assumed that the vehicles don't move, as large camera motions would be difficult to measure. Small motions of the robot base (due to suspension compliance) and errors in camera mounts lead to additional uncertainties. These are accounted for by measuring common features during the camera motion (section 2.5). Finally, the new data and its associated uncertainty are fused with the current environment map resulting in an updated probabilistic environment map.
Algorithm initialization
As described above, a common target is to be located to establish a common inertial reference frame between the robots and the environment. Searching for the target by moving the robot cameras can be done in many ways (depending on the target properties), such as exhaustive raster scanning, random walking, tracking "space filling curves", and model-based image understanding methods [12, IS] . In this study, camera positioning for target searching is done in the same way as camera positioning for environment model building (described in sections 2.4).
Data modeling and fusion
At any time, the cameras on each mobile robot can only observe a small part of their environment. However, measurements obtained from multiple viewpoints can provide reduced uncertainty, improved accuracy, and increased tolerance in estimating the location of the observed object 1171.
To fuse multiple range measurements of a feature by sensors, a statistical model of sensor uncertainty is employed (see Figure 4 ). Current and previous range sensor measurements and their uncertainty models can be integrated to give an updated probabilistic geometric model of the environment. This linear approximation corresponds to the use of a Gaussian (having all higher moments of zero). Second, based on the central limit theorem, the sum of a number of independent variables has a Gaussian distribution regardless of their individual distributions.
The standard deviations along the three axes of the distribution correspond to estimates of the uncertainty in the range observation along these axes. These standard deviations are a function of intrinsic sensor parameters (such as camera lens shape accuracy) as well as extrinsic sensor parameters (such as the distance to the observed point or feature). This model can be theoretically approximated as [20] : (1 ) where S is an intrinsic parameter uncertainty constant, TqyJ is an extrinsic parameter uncertainty constant, d is the distance to the feature/environment point, and.n is a constant (typically 2). Provided two observations are drawn from a normal distribution, the observations can be merged into an improved estimate by multiplying the distributions. Since the result of multiplying two Gaussian distributions is another Gaussian distribution, the operation is symmetric, associative, and can he used to combine any number of distributions in any order. The canonical form of the Gaussian distribution. in n dimensions depends on the standard distributions, oxYz, a covariance matrix (C) and the mean (2 ) [ 171:
= f (extrinsic parameter$ intrinsic parameters)
where the exponent is called the Mahalanobis distance.
For un-correlated measured data p=O. The formulation in Equation 2 is in the spatial coordinate frame. However, all measurements are made in the camera (or sensor) coordinate frame. This problem is addressed through a transformation of parameters from the observation frame to the spatial reference frame as follows:
where R(0)is the rotation matrix between the two coordinate frames. The angle of the resulting principal axis can be obtained from the merged covariance matrix:
where C i is the covariance'matrix associated with the i& measurement. Additionally, a translation operation is applied to the result from Equation 2, to bring the result into the spatial reference frame.
Definition of the rating function (RF)
A rating function is used to determine the next pose of the camera h m which to look at the unknown environment. The aim is to acquire new information of the environment that would lead to a more detail and more extensive environment map. In selecting this new camera state the following four constraints are considered: (i) Goal configuration is collision free-fiom the probabilistic geometric environment model, (x,y,z) locations with P, , = < Pew, = 0.05 (20) are considered as unoccupied.
Such points form candidate configuration space camera pose coordinates.
(ii) Goal reached by a collision free path-this is a function of the camera manipulator kinematics and the known environment model.
(iii) Goal configuration should not be farfrom the current one-a Euclidean metric in configuration space, with individual weights cq on each degree of freedom of the camera pose Z , is used to define the distance moved by the camera:
where Z and F ' are vectors of the new and current camera poses respectively. (iv) Measurement at the goal configuration should maximize information intake-Specifically, the new information (NI) is equal to the expected information of the unknowdpartially known region viewed from the camera pose under consideration. This is based on the known obstacles from the current environment model, the field of view of the camera (see Figure 5 ) and a framework for entropic thresholding of where qk represents the probability of occurrence for the k& event, and uniquely satisfies the following three conditions [ 161:
H(q,, 42 ,... , q,J is a maximum for qk=l/n for k=l ... n.
This implies that a uniform probability distribution possesses the maximum entropy. where fi is the number of pixels in the image with gray level i, N is the total number of pixels in the image, and N , is the number of possible gray levels. With this definition, the entropy of an image for which all the q, are
the same-corresponding to a uniform gray level distribution or maximum contrast-is a maximum. The less uniform the histogram, the lower the entropy. where dvoxel is the Euclidean distance of the voxel from the camera coordinate frame. This process causes regions with probability densities closer to 0 or 1 (regions of most certainty) to have a reduced effect on the new information expected. Regions that have a probability density closer to 0.5 (regions of least certainty of occupancy) are stretched out in the scene probability distribution, thus increasing the new expected information associated with those regions. Additionally, for all unknodunsampled voxels a gray value between 1 and 2 is defined
where d-is the maximum distance of any voxel in the camera field of view to the camera (equal to the depth of field To plan the motion consistently, constraints (iii) and (iv) are merged into a unique rating function (RF):
where K, n are scaling constants. Shorter distances exhibit a higher rating. This rating function can be evaluated and optimized to find the next most promising camera configuration from which to make future measurements of the environment. Although this choice of rating finction is somewhat arbitrary, good results were obtained. Additional constraints can also be accommodated.
Suspension motion correction
A final step is to identify the motion of the camera to allow for data fusion.
This process eliminates manipulator positioning errors and vehicle suspension motions. A single spatial point in the base frame, , is related to the image point (ui, vi) by the 4x4 transformation matrix go1 (see Figure 6 ).
(1 -PhY,3 (9) Figure 6: Relationship of camera and target frames For motion calibration we need to identify gol:
where is the rotational matrix, Xis the translation vector, f is the camera focal length, and ki is a scaling constant. For computational reasons it is more convenient to treat the 9 rotational components of as independent (rather than a transcedental relation of 3 independent parameters). Each spatial point gives 3 algebraic equations, but also introduces a new variable, klmultiplicative constant to extend the i" image point vector (u,v,!) to the im spatial point in the camera coordinate frame. ki may be found from the disparity pair of the stereo images. For n points we have:
This set of linear equations can be readily solved using conventional techniques. A least mean square error solution is given by:
The rotation matrix, &I, and the translation vector, s, of the camera frame with respect to the base frame are extracted directly from this solution of gol. However, for real measured data and associated uncertainty, a larger number of scene points are required to more correctly identify the geometric transformation matrix, gol. Given the (i+l)" scene and image point, from Equation 12 
Finally, the issue of obtaining appropriate spatial points for vehicle motion compensation is addressed. Spatial points are obtained by maintaining a finite set of fiducials that are tracked during map building and visible by the cameras. As the camera moves, the fiducials move relative to the camera, eventually moving out of the camera view. This requires methods to track and identify new fiducials. First, for the purposes of this study fiducials are tracked using a computationally fast region growing method. Second, new fiducials are selected from the probabilistic environment model based on the degree of certainty with which a sampled point is known. Specifically, all local peaks in the probabilistic geometric environment map (potential fiducials) are identified. Next, at each local peak a process called spherical expansion is performed. In spherical expansion, using local gradient decent on neighboring voxels, the largest spherical region around a local peak, beyond which the voxel values increase, is found. Lastly, expanded spheres are scored based on the product of their radii and magnitude of local peak. These scores are normalized based on their distance to the current camera position. Higher scoring peaks form better fiducials and are selected accordingly.
Although, alternative scoring functions may be employed, this simple one proves highly effective. Note that, by knowing the camera position and the camera arm kinematics, the robot base position can be easily extrapolated.
Simulation results
Results using the rating function, to explore a planar environment and develop a probabilistic geometric environment model, are given here. Figure 7 shows the results obtained of scanning a planar environment of random obstacles. Two vision systems fuse 200 samples each to give the probabilistic map seen in Figure 7(b) . By increasing the number of scans taken, the uncertainty in this probabilistic map decreases. Such a configuration can be found with reasonable effort. For comparison, results from random sample selection using 10, 50, 100, 200, and 300 points are presented along with an exhaustive search, in Figure 8 and table 1. Note that as the number of search points in the random selection increases, the exploredlviewed space grows more uniformly (measured as the standard deviation of the radius of every point in the viewed environment space). This reaches a threshold as the search becomes more exhaustive in nature. Figure 8 shows the percentage increase of the environment viewed as a function of the number of scans. From this it appears that the effects of random walk searches produce equivalent results as an exhaustive search. Additionally, for comparison Figure 8 presents the results of modeling the environment using a conventional raster scan (where the next viewing position is selected sequentially from the available poses of the known environment). Clearly, there is significant decrease in performance efficiency. The specific numbers presented here are a function of camera properties (such as the FOV and the DOF) and the environment obstacles, and should be used to reflect the trend, not the exact behavior.
Conclusions
In field environments it is often not possible to provide robotic teams with detailed a priori environment and task models. In such unstructured environments, cooperating robots will need to create a dimensionally accurate 3-D geometric model by performing appropriate sensor actions. However, uncertainties in robot locations and sensing limitations/occlusions make this difficult. A new algorithm based on iterative sensor planning and sensor redundancy is proposed to build a geometrically consistent dimensional map of the environment for mobile robots that have articulated sensors. This algorithm is unique in that it uses a metric of the quality of information previously obtained by the sensors to find new viewing positions for the cameras. Simulations show promising results.
