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Notwithstanding the various benefits ascribed to using Data Analytics (DA) tools in 
support of decision-making, they have been blamed for their potential to generate 
discriminatory outputs. Although several purely technical methods have been proposed 
to help with this issue, they have proven to be inadequate. In this research-in-progress 
paper, we aim to address this gap by helping users detect discrimination, if any, in DA 
recommendations. By drawing upon the moral intensity literature and the literature on 
explaining black box models, we propose two decisional guidance mechanisms for DA 
users: (i) aggregated demographic information about the data subjects (ii) information 
on the variables that drive the DA output and the extent of their contribution along with 
information about demographics of the data set being analyzed. We suggest that these 
mechanisms can help decrease users’ readily acceptance of discriminatory DA 
recommendations. Moreover, we outline an experimental methodology to test our 
hypotheses. 
Keywords:  Data Analytics, discrimination, decisional guidance, demographic 
transparency, ethical decision-making, moral intensity, features importance 
 
Introduction 
Data Analytics (DA) tools are being increasingly used in organizations to better analyze the tremendous 
amounts of available data (“Big Data”), make data-driven decisions, and eventually enhance financial and 
strategic performance (Côrte-Real et al. 2017; Davenport and Bean 2018; Ghasemaghaei et al. 2018). DA 
tools are typically a combination of several processes and tools, including SQL queries, statistical analysis, 
data mining, fact clustering, and data visualization. Despite their observed benefits, the use of DA tools to 
support managers’ decision-making has raised concerns including issues associated with privacy, control, 
and discrimination (Newell and Marabelli 2015; O’Neil 2016). In 2015 Gartner predicted that “by 2018 
half of business ethics violations will occur through the improper use of Big Data Analytics” (Gartner 
2015). Our focus in this study is on developing and testing methods to reduce the incidence of managers 
readily adopting possible discriminatory DA recommendations. 
Whereas it is suggested that technology has been employed to mitigate the problem of discriminatory 
decisions made based on personal prejudice (Gates et al. 2002; Tene and Polonetsky 2013), the issue has 
not been resolved by using DA tools. On the contrary, it has been argued that using such tools and 
techniques can contribute to discrimination in societies (Johnson 2014; Lyon 2003; Newell and Marabelli 
2015). For instance, it was shown that COMPAS, a predictive tool designed to generate scores for the risk 
of recidivism (i.e., the chance of a person committing another crime within two years if released) has a 
strong racial bias (Courtland 2018).  
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It is worth noting that such discriminatory outputs of DA tools are not produced because of the user or the 
DA tools basing the recommendation on sensitive variables (e.g., sex and race). In addition, excluding 
those sensitive variables from the analysis and/or only using them for training DA models do not resolve 
the problem of DA tools generating discriminatory recommendations (Lipton et al. 2018). In fact, biased 
or non-representative data and/or inadvertent modeling procedures in the DA tools are the main culprits 
to blame (Žliobaitė and Custers 2016). Existing research identifies three main reasons for the generation 
of discriminatory recommendations by unbiased DA algorithms: (i) relations between non-sensitive and 
sensitive attributes in data that lead to non-sensitive attributes acting as proxies for sensitive variables; 
(ii) erroneous/biased data labeling; as historical data is used to build and train DA models and therefore, 
discriminatory data can bring about discriminatory models (Custers 2013); and (iii) flaws in the data 
collection process that lead to some groups of individuals being over- or under-represented in the data 
sets used to train or test DA models (Barocas and Selbst 2016; O’Neil 2016; Schermer 2011).  
As such, even fair and well-intentioned individuals can make a discriminatory decision drawing on a 
discriminatory recommendation generated by a DA tool. It should be noted that recommendations that 
treat a demographic class (e.g., females) less favorably than other class(es) are considered potentially 
discriminatory. However, according to civil rights legislations, such recommendations are actually 
discriminatory only when there is no legitimate business reason to explain the discrepancy (Yinger 1998). 
For instance, when making a recommendation about hiring salespeople, if a DA tool mainly puts forth 
names of male applicants, the recommendation is considered as potentially discriminatory. If it is found 
out, however, that there are legitimate business necessities behind such a situation (e.g., when driving a 
truck is a requirement for the job and fewer females have a license to drive trucks), then it can be 
concluded that the recommendation is not discriminatory against females. Similarly, throughout this 
paper, the notion of discriminatory recommendation refers to a recommendation that is potentially 
discriminatory and needs to be investigated further. 
To date some technical methods have been suggested to discover and remove discrimination in DA 
recommendations (e.g., Dwork et al. 2012; Pedreschi et al. 2008). However, research is yet to find 
methods that eliminate such discrimination altogether (Žliobaitė and Custers 2016). Therefore, recent 
scholarly and practitioners’ (e.g., Holstein et al. 2018; McDonald 2016) and governments’ (Executive 
office of the [US] president 2014; Federal Trade Commission 2016) publications have raised concerns and 
awareness about the potential of making discriminatory decisions when using DA tools. Furthermore, in a 
statement on algorithmic transparency and accountability, the Association for Computing Machinery 
recently asserted “institutions should be held responsible for decisions made by the algorithms that they 
use, even if it is not feasible to explain in detail how the algorithms produce their results” (Dopplick 2017). 
However, due to the complexity and opacity of DA tools and techniques, mostly in organizations 
understanding the causes and consequences of particular patterns found by DA tools are neglected and 
finding significant connections is considered as sufficient (Newell and Marabelli 2015). Thus, a DA 
recommendation, even if unethical or discriminatory, is often readily approved by users (Ebrahimi and 
Hassanein 2019).  
Therefore, the main objective of this study is to devise decisional guidance (Silver 1991) tools to support 
DA users in being able to discern traces of discrimination, if any, in DA recommendations. To achieve this 
goal, we will pursue the following research objectives: (i) to employ decisional guidance tools that provide 
DA users with aggregated demographic information regarding the human subjects of the DA 
recommendations; (ii) to design and develop decisional guidance tools that provides DA users with 
information about the contribution of each feature (i.e., variable) used in the generation of a DA 
recommendation as well as the distributions of these variables across various demographic classes; (iii) to 
develop and empirically validate a theoretical research model explaining the impact of using the 
decisional guidance tools above on users’ perceptions, their ability to identify potentially discriminatory 
DA recommendations, and finally their behavior in terms of accepting/rejecting these recommendations. 
The remainder of this research-in-progress paper will unfold as follows. First, the theoretical background, 
the research model and proposed hypotheses are described. The methodology in support of the 
experimental design, data collection, and pertinent analyses is presented in the third section. Finally, 
concluding remarks, and potential contributions to theory and practice close the paper.  
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Theory and hypotheses development 
The ethical decision-making process and Moral Intensity 
Before proceeding, we wish to note that, in line with much prior ethical decision-making research, we use 
the terms moral and ethical interchangeably. So, for example, we consider the terms ‘‘moral recognition’ 
and ‘‘ethical recognition” to be synonyms. To study the un/ethical behavior of approving/rejecting a 
discriminatory recommendation generated by DA tools, we draw on theories in the business ethics 
literature, where ethical behavior has been described as a systematic framework that involves making 
principled assessment in questionable situations (Rest 1986). Individuals engage in ethical behavior after 
they realize that the situation at hand has an ethical aspect (Craft 2013). This realization is called 
recognition of the moral issue or moral recognition. A person who fails to recognize the moral aspects of a 
particular issue will not activate her/his moral decision-making schemata and will make the decision 
based on other schemata such as economic factors, etc. (Douglas et al. 2001; Jones 1991). Recognition of 
the moral issue, then, prompts the decision maker to make a judgment of what potential action is most 
moral, establish a moral intent, and finally engage in a moral behavior (Rest 1986). 
However, individuals do not automatically know that they are facing an ethical dilemma and that they 
should choose to act ethically (Trevino and Brown 2004). Jones (1991) proposed that the moral intensity 
of an issue influences moral issue recognition. Moral intensity of an issue is comprised of six factors: 
magnitude of consequences (i.e., sum of harms done to the victims), social consensus (i.e., social 
agreement that a proposed behavior is evil), probability of negative effect (i.e., likelihoods that the issue 
occurs and causes the anticipated harm), temporal immediacy (i.e., shorter interval between when the 
decision is made and when the consequences occur), proximity (i.e., the degree to which the decision-
maker feels close to the victims), and concentration of effect (i.e., when the consequences affect fewer 
individuals as opposed to the same consequences being more broadly distributed) (Jones 1991).  
Theoretical Model and Hypotheses 
Figure 1 presents the proposed research model. As the figure depicts, two decisional guidance 
mechanisms (i.e., demographic transparency and Feature importance + demographic distributions) are 
suggested to increase moral recognition and moral behavior (i.e., decrease the acceptance of a DA 
discriminatory recommendations). Two moral intensity factors (i.e., probability of effect and magnitude 
of consequences) are suggested to play a mediating role in this process. Next, we elaborate on the logic of 
our proposed research model.  
Demographic Transparency 
The majority of discrimination measures rely on the outcome of a decision as opposed to the process of 
decision-making (Zliobaite 2015). One such measure used in several studies is called extended lift (elift), 
which measures how the probability of granting a benefit to an individual changes as a result of their 
belonging to a protected group (Pedreschi et al. 2008). More specifically, extended lift is defined as the 
ratio between the proportion of individuals from a protected class obtaining a benefit over the overall 
proportion of them in the data set.  
Similarly, to detect traces of discrimination in a recommendation put forth by a DA tool, we draw on the 
notion of elift and suggest providing DA users with demographic transparency (DT), a decisional guidance 
mechanism that depicts statistics about the proportion of members of each demographic class (e.g., 
females and males) in both the original pool of all subjects and the DA recommended sample (to receive a 
specific benefit). For instance, imagine the case of internal applications for a position in an organization. 
If a DA tool is used to analyze the existing data and make recommendations, DT will provide the user with 
the proportion of female and male applicants in both the original pool of all applicants and the 
recommended sample of applicants to be further interviewed (see Figure 2 for an example of DT). We 
suggest that if the recommendation includes discrimination against a demographic group (e.g., females), 
receiving DT along with the recommendation will likely increase the user’s perception of the probability of 
the negative effects. As defined by the moral intensity literature, the probability of negative effect assesses 
the likelihood that the decision outcome will actually take place and whether it will cause the anticipated 
harm (Haines et al. 2008). In the context of this study, the probability of a negative effect refers to the 
probability of the data analytics recommendation being discriminatory against a demographic class (e.g.,  
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Figure 1.  Proposed Research Model  Figure 2.  Sample of a DT Chart 
 
females) and the negative effects of accepting/approving the recommendation on the members of that 
class. This is since if there is a substantial increase (decrease) in the proportion of males (females) in the 
sample recommended by the DA compared to the full data set of all applicants, then there is a possibility 
that females are being treated unfairly. Such a situation can take place due to several reasons such as 
when the data includes historical records of discrimination against women and the analysis includes 
variables (e.g., prior annual reviews, prior promotion decisions) in the analysis that bring in the prejudice 
of previous decision makers in the organization or variables that more adversely impact females than 
males (e.g., tenure as females are more likely to go on parental leave than males). Therefore, 
H1: In the context of a potentially discriminatory DA recommendation, providing users with 
demographic transparency charts will be positively associated with users’ perception of the probability 
of negative effects. 
In addition to increasing perceptions of negative effects, we suggest that providing DA users with 
aggregated demographic information in the form of DT will bring about an increase in users’ perceptions 
of the magnitude of the negative consequences. Magnitude of consequences of the moral issue is defined 
as the sum of the harms (or benefits) done to victims (or beneficiaries) of the moral act in question (Jones 
1991). In the context of a discriminatory DA recommendation, demographic transparency presents DA 
users with the proportion and number of individuals from a protected class (e.g., females), who are denied 
a benefit. Therefore, DA users are more likely to have a sense of the sum of the harms approving such a 
recommendation can cause. Thus, we hypothesize: 
H2: In the context of a potentially discriminatory DA recommendation, providing users with 
demographic transparency charts will be positively associated with users’ perception of the magnitude 
of the negative consequences. 
Features Importance and Demographic Distributions 
DA users’ readily acceptance of potentially discriminatory recommendations put forth by DA tools stems 
from the fact that in an organization only a few individuals actually understand the DA algorithms and 
what has been included in them (Lipton 2016; Newell and Marabelli 2015). Thus, to most users, a DA tool 
is a “black box”. Methods have been suggested to explain a black box algorithm through an interpretable 
and transparent model that mimics the behavior of the black box and is easily understood by humans. 
Although several approaches (e.g., decision trees) have been proposed for explaining black box algorithms 
embedded in DA tools, they are not widely used (Johansson and Niklasson 2009). 
Decision trees, decision rules, and features importance (FI) are the most frequently used approaches to 
generate interpretable models (Freitas 2014; Guidotti et al. 2018). Some researchers, however, have 
raised concerns about the interpretability of decision trees. This is due to the fact that in most real-life 
applications, the size of decision trees can grow very fast; and given the capacity of human cognition, they 
might become uninterpretable (Huysmans et al. 2011; Lipton 2016). Further, decision trees do not reveal 
the relative importance of features (i.e., variables) used in a model. These shortcomings may explain why 
decision trees are not widely used (Johansson and Niklasson 2009). Generally speaking decision rules 
have the same shortcomings as decision trees (Henelius et al. 2014). Thus, we argue that decision trees 
and decision rules are not well-suited for helping users to easily identify traces of discrimination in DA 
recommendations. On the other hand, FI is a simple yet effective way to provide explanations for black 
box models. It works by sharing with users the weights of the features used by a black box model (Lou et 
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al. 2013; Vidovic et al. 2016). These weights are the coefficients of a linear model that is generated as an 
interpretable model approximating a black box model. Such weights convey to users the relative 
importance of the main features used by a DA algorithm to generate a specific recommendation. One 
advantage of FI is being an agnostic explanator. In other words, the frameworks used to generate them 
often work on almost all types of black box models (e.g., Naïve Bayes, Neural Networks) (Guidotti et al. 
2018). Thus, in this study we employ FI as a concise and easily comprehensible method as the basis for 
our decision guidance tool to empower DA users to detect discriminatory DA recommendations. 
We further suggest that if the information about FI is accompanied by data that delineates the 
distribution of each of the important features for each demographic class (e.g., females and males) in a 
demographic category (e.g., sex), then DA users are more likely to notice the possibility of potential 
discrimination in a DA recommendation. More specifically, if the distribution(s) of one/several important 
feature/s in the disadvantaged class (e.g., females) is significantly different from the corresponding 
distribution(s) in the other class(es), then DA users are more likely to have higher perceptions of the 
probability of the negative consequences of putting the recommendation in question into action. For 
instance, imagine the case of a DA making recommendations regarding which employees will receive a 
promotion in an organization. An example of FI + demographic distribution for this case is depicted in 
Figure 3. As can be seen in the figure, performance evaluation has 31% contribution to the 
recommendation. The distribution of this feature across the two demographic classes of males and 
females are shown in the diagram. Since the distribution of the performance evaluation feature is 
substantially different between the two classes, it can be concluded that the recommendation might 
include potential discrimination against females. It is noteworthy that such a distribution should be 
provided for other demographic categories (e.g., race and age) and for all the important features. In light 
of the above discussion, we hypothesize a relationship between providing FI + demographic distributions 
and DA users’ perceptions of the probability of negative effects, if any. Therefore, 
H3: In the context of a potentially discriminatory DA recommendation, providing users with Feature 
importance and demographic distributions for each feature will be positively associated with users’ 
perception of the probability of negative effects. 
Moreover, providing FI + demographic distributions, we suggest, can increase DA users’ perceptions of 
the magnitude of negative consequences of a potentially discriminatory recommendation. This results 
from the fact that by reviewing this information, a DA user can estimate the proportion and number of 
individuals from a protected class who are treated unfairly by one/a few features included in the DA 
algorithm. For instance, by receiving FI + demographic distributions depicted in Figure 3, a DA user can 
see that about half of the female employees have received lower evaluation of performance than their male 
counterparts. Given the importance of this feature in generating the recommendation about employees to 
receive a promotion, the DA user will likely have a higher perception of the magnitude of negative 
consequences of approving the recommendation for female employees. Thus: 
H4: In the context of a potentially discriminatory DA recommendation, providing users with Feature 
importance and demographic distributions for each feature will be positively associated with users’ 
perception of the magnitude of the negative consequences. 
 
Figure 3.  Sample of a FI + Demographic Distribution 
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Ethical Recognition and Approval of the Discriminatory Recommendations 
Jones (1991) argued that the moral intensity of an issue influences decision makers’ recognition of it as a 
moral problem and their subsequent behavior. Jones posited that issues that involve a high probably of 
causing harm (i.e., probability of effect) and the issues that can bring about large amounts of harm (i.e., 
magnitude of consequences) are more likely to be recognized most readily as moral issues. The concept of 
probability of (negative) effect is consistent with other theories in the business ethics literature. For 
example, Hunt and Vitell’s (1986) notion of probabilities of consequences, which is a component of an 
individual's teleological evaluation of issues. Following Jones, several studies that empirically examined 
the relationship between probability of negative effects and moral recognition found significant effects 
(e.g., May and Pauli 2002; Singhapakdi et al. 1996). Similarly, we expect a DA user who realizes the 
possible negative effects of approving a discriminatory DA recommendation to be more likely to form a 
moral recognition about the situation at hand. Therefore, 
H5: In the context of a potentially discriminatory DA recommendation, the greater the perceived 
probability of negative effect, the more likely that a DA user will recognize the moral issue at hand. 
Magnitude of consequences, the other dimension of moral intensity that is of interest in this study, 
suggests that as consequences of an issue becomes more severe, a decision maker is more likely to 
recognize the ethicality of the issue (Jones 1991). Previous empirical research has confirmed that a 
relationship exists between magnitude of negative consequences and a decision-maker’s moral 
recognition and behavior (e.g., Singhapakdi et al. 1996; Watley and May 2004). Likewise, when a DA user 
realizes that approving a DA recommendation can have negative consequences for a protected group (e.g., 
several females being denied a chance to receive a promotion), s/he is more likely to recognize the fact 
that s/he is facing an issue with moral facets. As such, we hypothesize that: 
H6: In the context of a potentially discriminatory DA recommendation, the greater the perceived 
magnitude of consequences, the more likely that a DA user will recognize the moral issue at hand. 
Ethical reasoning has been described as a systematic framework that involves making principled 
assessment in questionable situations (Ferrell et al. 1989; Rest 1986). Therefore, when individuals realize 
an ethical situation, they consider and evaluate courses of actions based on their morality. Such 
assessments subsequently affect their ethical intentions and actions (Loe and Weeks 2000; Rest 1986). 
Therefore, it is reasonable to expect that users who become morally aware of a potentially discriminatory 
recommendation of a DA system they are using are more likely not to accept that recommendation 
compared to users who are not aware. Hence, 
H7: In the context of a potentially discriminatory data analytics recommendation, users’ recognition of 
the moral issue is negatively associated with their acceptance of the recommendation. 
Methodology 
The proposed research model will be empirically validated through an online experimental study 
involving middle managers who use DA tools for decision-making at work. It is noteworthy that the real 
purpose of the study will not be revealed to participants until after they complete the experiment. 
Specifically, participants will be told that the purpose of the experiment is to better understand how data 
analytics users interact with DA tools. They will be asked to work with the tool and decide whether they 
approve its recommendation. 
A full-factorial design will be employed using all four combinations of the two treatments: the presence or 
absence of DT charts and the presence or absence of FI along with demographic distributions of each of 
the features. A fictitious DA tool will be designed for the experiment. The tool, drawing on various 
objective and subjective factors, will make classification recommendations for promotions in an 
organization. However, a few of the subjective factors (e.g., annual reviews) will include traces of 
historical discrimination against a group of employees and therefore will bring in the discrimination to 
the generated recommendation (Barocas and Selbst 2016). As a result, the proportion of members of the 
disadvantaged group who are recommended for promotion will be significantly lower than that for the 
other groups.  
Participants in the control group will not receive any decisional guidance while participants assigned to 
groups with DT and/or FI will receive the respective decisional guidance information along with the DA 
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recommendation. Participants will then be asked to make a decision about whether they accept the 
recommendation. Subsequently, they will answer a survey about the reason/s for their decision, 
manipulation checks, and their perceptions of the other variables in the model. To ensure content validity, 
scales for all constructs will be selected from the extant literature with appropriate adaptation to context. 
Recognition of the moral issue will be measured using a 3-item scale from Reynolds (2006) and the two 
moral intensity constructs (i.e., probability of negative effect and magnitude of negative consequences) 
will each be measured using a 2-item scale adapted from Singhapakdi et al. (1996) and Frey (2000). 
Power analysis indicates that 172 subjects (43 subjects for each group) would assure a sufficient statistical 
power of 0.80 to detect a medium effect size (f= 0.25) (Cohen 1988). To account for potential outliers and 
spoiled or incomplete responses, 200 participants will be recruited. Structural Equation Modeling (SEM) 
will be used to validate the proposed model. Further, ANOVA analysis will be performed to compare the 
differences between the four treatment groups in regard to the mediating and endogenous variables. 
Conclusion 
Potential Contributions 
This study will be one of the first empirical studies to focus on examining the issue of discriminatory 
decision-making using DA tools and strives to tackle the problem by focusing on the human aspects of 
decision-making using such tools. Thus, this research will advance the DA literature by proposing 
decisional guidance tools to address the issue by focusing on the cognition and attitude of the human 
decision maker. The methods proposed in this research provide means for reducing the likelihood of 
discriminatory decision-making while using DA tools’ recommendations without compromising 
individuals’ privacy as individual sensitive data (e.g., sex, race) is not revealed to users but is only 
presented in an aggregated form. Moreover, this research focuses on inducing an ethical behaviour in DA 
users (i.e., rejecting a DA recommendation they find potentially discriminatory) by enhancing the moral 
intensity of the situation. This study thereby not only contributes to the DA literature but also to the social 
psychology literature by extending the theory of moral intensity to a new context. This study also 
promises strong implications for practitioners who are ultimately responsible for any discriminatory 
decisions they may make relying on DA recommendations. The outcomes of this research are especially 
important given the complete reliance of organizational decision makers on DA tools to deal with 
complexities and uncertainties in the era of big data. As such, the outcome of this study is beneficial for 
those well-intentioned practitioners who seek to lower the incidents of discriminatory decision-making in 
their corporations. Finally, this study also benefits DA developers who seek to gain a competitive 
advantage by making their tools more attractive to organizational users. 
Limitations 
Notwithstanding its significance and contributions, several limitations exist for this study. It is 
noteworthy that more than one definition for fairness exists in the literature. In this study we adopt the 
group fairness (aka statistical parity) definition. Future research is warranted to devise decisional 
guidance based on other notions of fairness (e.g., individual fairness). Moreover, the participants for this 
study will be selected from North American data analytics users. Thus further research should be 
conducted prior to generalizing the findings of this research to other cultures. 
Future Plans for the Study  
In the subsequent phases of this research, the proposed research model will be empirically validated. To 
that end, the experimental DA tool as discussed in the methodology section, will be developed. Moreover, 
ethics approval from the ethics research board at the first authors’ university will be secured. 
Subsequently, prior to data collection, a pilot study with 40 middle managers will be conducted. We hope 
to have the preliminary results of this study ready for presentation at ICIS2019. 
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