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Emergence of fundamental forces from gauge symmetry is among our most profound insights about
the physical universe. In nature, such symmetries remain hidden in the space of internal degrees
of freedom of subatomic particles. Here we propose a way to realize and study gauge structures in
real space, manifest in external degrees of freedom of quantum states. We present a model based
on a ring-shaped lattice potential, which allows for both Abelian and non-Abelian constructs. Non
trivial Wilson loops are shown possible via physical motion of the system. The underlying physics
is based on the close analogy of geometric phase with gauge potentials that has been utilized to
create synthetic gauge fields with internal states of ultracold atoms. By scaling up to an array
with spatially varying parameters, a discrete gauge field can be realized in position space, and its
dynamics mapped over macroscopic size and time scales.
Introduction. Gauge theories originated as an at-
tempt by H. Weyl to use scale invariance to unify gravity
and electromagnetism [1]. But, their phenomenal im-
pact did not commence until their migration from the
domain of external space to that of internal degrees of
freedom, like phase [2], but the name stuck. Invariance
under gauge transformation, with non-Abelian general-
izations [3] has since explained electromagnetism, helped
unify it with the weak nuclear force, and provided the
framework for the strong nuclear force in quantum chro-
modynamics [4]. Related concepts have also found appli-
cations in condensed matter systems [5].
Gauge structures were found to appear naturally in
the adiabatic evolution of quantum systems, as defini-
tively shown by Berry [6], although anticipated in an ear-
lier work on effective nuclear Hamiltonians in the Born-
Oppenheimer approximation [7]. This discovery led to
multiple studies, both theoretical and experimental, that
identified such structures in diverse phenomena such as
nuclear magnetic resonance [8], nuclear quadrupole reso-
nance [9, 10], effective nuclear Hamiltonians in diatoms
[11] and in the context of molecular Kramers degeneracy
[12] and in atomic collisions [13]. In recent years, the
same principle has been applied extensively to generate
numerous phenomena based on synthetic gauge struc-
tures in neutral ultracold atoms [14–17].
Natural or synthetic, gauge structures remain typically
associated with some internal degrees of freedom, in the
latter case, the electronic and nuclear states of atoms,
even when the parameters inducing the adiabatic changes
could be external or even classical in nature. Notable ex-
ceptions include the impacts of Berry phase in electronic
orbital dynamics [18], however even there the carriers do
not have independent existence beyond the crystalline
lattice. Furthermore, the dynamics involved in creating
them has been less of interest than the resulting struc-
tures, partly due to the size and time scales involved.
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FIG. 1. Schematics of physical models. a. A literal
rendering of the discrete model in real space with four lattice
sites, labeled A,B,C,D connected in a closed loop. b. The
topologically equivalent ring model used in our simulation
with four wells separated by barriers; here v is translational
velocity and x measures distance along the ring. c. A lattice
of such rings on a turntable can have a radial variation of
velocities, to create a discrete gauge field in real space.
This is particularly so in the current context of ultracold
atoms of interest in this paper. Here, we step beyond
these constraints by demonstrating how gauge structures
can be created in real physical space, where both the
adiabatic parameters and most of the relevant degrees of
freedom reside in external co-ordinate space. Specifically,
the medium can be independent entities like individual
atoms, or macroscopic quantum states like Bose-Einstein
condensates (BEC) with gauge dynamics that can be di-
rectly imaged. Furthermore, with macroscopic quantum
states, the time scales can be orders of magnitude larger
2than in electronic or nuclear processes, allowing direct
access to the dynamics and even to freeze the evolution
at specific instants. Since gravity is associated with gen-
eral co-ordinate transformations [19] but the other funda-
mental forces are tied to gauge transformations, the con-
struction of gauge structures in macroscopic co-ordinate
space may help to diminish that persistent gulf, with ex-
periments that can probe both kinds of transformations
in a shared space.
Gauge Structures in Adiabatic Evolution. Syn-
thetic gauge fields utilizes the identity of the mathemati-
cal structure that defines gauge freedom with that associ-
ated with geometric phase [6]. A quantum system, when
evolved adiabatically to follow a specific eigenstate |n(t)〉
with energy E(t) of the instantaneous Hamiltonian, ac-
quires, apart from the dynamical phase − ∫ t0 dtE(t)/h¯,
a geometric phase ~A = i〈n|∇|n〉 as well, which de-
pends only on the path, not the rate, of evolution. For
an open path, the arbitrariness of reference gives the
phase an inherent freedom which is removed for a closed
path by the requirement of single-valuedness of quan-
tum states. Specifically, under multiplication by a phase
factor |n〉 → e−iχ|n〉, that freedom is reflected in the re-
sulting transformation ~A → ~A + ∇χ, whereas integral
over a closed path
∮
~A is fixed, and therefore by Stoke’s
theorem, so is F = ∇ × ~A. This is precisely the math-
ematical relation between the vector potential and the
magnetic field, under an Abelian U(1) gauge transforma-
tion. For two degenerate states, the adiabatic evolution
restricted to their subspace leads to a 2× 2 matrix gauge
potential, ~Aij = i〈Φi|∇|Φj〉, that transform as compo-
nents of a generally non-Abelian U(2) = U(1) × SU(2)
gauge potential [20], with components of the field given
by Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ], where the indices
label general parameters, and state indices are left out.
It should be noted that the characteristics of gauge po-
tential and gauge field identified here are also known as
the Berry connection and Berry curvature [18].
In seeking implementations with cold atoms, eigen-
states with zero eigenvalues were favored, as they elim-
inate unwanted dynamical phases. This established a
link to the physics of STIRAP (Stimulated Raman Adi-
abatic Passage) [21], which uses such ‘dark’ states to
transfer population between atomic levels via an inter-
mediate one without ever populating it. In separate de-
velopments, with advances in coherent manipulation of
matter in nanostructures [22] and ultracold atoms [23], it
was noted that the same principle could be applied more
dramatically to transport material particles across an in-
tervening space without ever occupying it significantly
[24, 25]. In this paper, we bring these disparate ideas to-
gether for the purpose of constructing gauge structures
in real physical space, involving translational degrees of
freedom of the quantum states of massive particles.
Discrete Ring Model. We start with a prototype
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FIG. 2. Time evolution of the control parameters and
properties. Taking the depth of well A as reference, a. the
heights of the four barriers and b. the depths of the remaining
three wells are tracked as they are evolved in time. c. The
temporal path is set by choosing mutually offset Gaussian
profile evolution for the underlying parameters p, q and δ of
the discrete Hamiltonian. The inset shows their parametric
locus. d. The evolution of the eigenstates are characterized
by the angles θ and φ, obtained by re-parameterizing p, q and
δ from the discrete Hamiltonian, along with the phase α the
discrete counterpart of which evolves synchronously with δ.
discrete Hamiltonian which features (i) dark states, (ii)
both Abelian and non-Abelian structures, (iii) complex
coupling, (iv) one dimensional dynamics and (v) closed
topology, which together will facilitate implementation
and scalability in the continuum counterpart. Mod-
els currently considered lack subsets of these features
[16, 17, 26, 27], typically requiring distinct configura-
tions for different group structures and featuring open
tree topology. Here we use an alternate four-level closed
loop Hamiltonian:
H =


0 eiαp 0 p
e−iαp δ q 0
0 q 0 e−iαq
p 0 eiαq ∓δ

 . (1)
In the context of internal states of atoms, p, q are tran-
sition amplitudes between the levels with α the associ-
ated phase, and δ the detuning of the laser coupling [28].
When H44 = −δ, there are two degenerate dark states
suitable for U(2) implementation,
Φ1 = (e
iα cos θ, 0,− sin θ, 0), (2)
Φ2 = (e
iα sinφ sin θ,− 1√
2
cosφ, sinφ cos θ, eiα 1√
2
cosφ),
but when H44 = +δ, the degeneracy is lifted and the sole
dark state Φ1 can be used for U(1) implementation, while
Φ2 corresponds to eigenvalue δ. The coupling strengths
p, q and the detuning δ were reparameterized as
Ω =
√
δ2 + 2(p2 + q2), sin(φ) =
δ
Ω
, tan(θ) =
p
q
. (3)
3If the system evolves slowly on the scale of the gap
separating the dark state(s) from energetically adjacent
states, the description can be confined to the subspace
of dark states, and the state vector represented by them,
Ψi(t) = Wij(t)Φj(t), its index signifying the initial state
Ψi(0) = Φi(0). Insertion in the Schro¨dinger equation
yields coupled equations for the amplitudes,
W˙ij = i ~AikWkj · ~˙µ, ~Aik = i〈Φi|~∇|Φk〉. (4)
where ~µ represents system parameters. The components
of the gauge potential and the corresponding field are
shown in Methods. Integration results in a path-ordered
(P) integral for the evolution matrix, and when evaluated
for a closed path in parameter space,W◦ = Pei
∮
d~µ· ~A, its
traceW = tr[W◦] is the gauge invariant generalization of
the geometric phase factor, called the Wilson loop [29].
Its components can be made to correspond to the appro-
priate time-evolved quantum state [28]. Thus, the depen-
dence on the gauge potential ~A shows that the synthetic
gauge structures can be made manifest by time evolving
the state in the space of parameters.
Continuum Ring Model. The Hamiltonian can
be mapped to a system of four coupled potential wells,
arranged in a closed loop, identified as A,B,C,D in
Fig. 1(a). Each well corresponds to a bare atomic level.
Two elements of the discrete Hamiltonian have ready
equivalents: The onsite energies provide the detunings,
±δ, and the strengths of the barriers separating the wells
measure the inverse of the coupling strengths, p, q. How-
ever, the couplings are real-valued, therefore a complex
Hamiltonian such as in Eq. (1) does not naturally arise
in the continuum counterpart. We overcome that by al-
lowing the system to translate, with velocity v, as shown
in Fig. 1(a). This assures that equal and opposite phases
are acquired by the wavefuction in evolving through cou-
plings A↔B and C↔D that parallel the direction of
translation, while couplings B↔C and D↔A orthogo-
nal to the translation remain unaffected, just as required
by the structure of the Hamiltonian (1).
For our simulations, we tweak this literal implementa-
tion, into a topologically equivalent, but smooth, circular
configuration, shown in Fig. 1(b), that avoids sharp cor-
ners but contains all the essential physics. The state is
confined to the azimuth of a toroidal trapping potential
[30], with sufficiently strong confinement along its minor
axis to populate only the lowest transverse eigenstate,
so the dynamics is effectively one-dimensional. The four
wells are created by uniformly spaced barrier potentials,
which we assume to be rectangular, the precise shape not
critical as long as the specific well structure is created and
adequate number of parameters are available [31].
We now address the challenges of how to transcribe
the discrete model into the continuous ring system, while
keeping the gauge structures intact. While the discrete
Hamiltonian has three effective parameters θ, φ and α,
the continuum model offers the complications of a much
greater set, hence we seek a manageable subset that is
yet sufficient for our purpose. The inter-well couplings
are affected by shape and size of the barriers, but by
keeping the shape and width fixed, we can character-
ize them each by a single parameter, the barrier height.
Likewise, by keeping the barriers uniformly spaced, each
well can be defined by its depth. Thus, our simula-
tions can be restricted to eight Hamiltonian parameters
{Hi|i ∈ 1, · · · , 8} that include the velocity , v of the ring,
the four barrier heights and three of the well depths (the
fourth serves as energy reference).
In the discrete model, the analytical structure of the
eigenvalues and eigenstates is preserved as long as the
Hamiltonian retains its form, so the time evolution is
simply a matter of varying the three parameters along a
desired path. It is impractical to do the same in the con-
tinuum model, because the interdependency of a greater
number of available parameters makes it non-trivial to
predict how the eigenvalues and eigenstates will change
as the Hamiltonian parameters are varied. Therefore, the
key to successful implementation is to focus instead on
the eigenstates themselves. We choose the path of evolu-
tion to maintain the relevant features of the dark states
and ensure the wavefunction remains projected as desired
onto their subspace at all times, and then, adjust the
Hamiltonian accordingly. Towards that, we need to iden-
tify eight appropriate state parameters {Si|i ∈ 1, · · · , 8}
to map to the Hamiltonian parameters.
External Physical Parameters. While the discrete
case has only four eigenstates, the ring system has infi-
nite, but adiabatic evolution permits the system to be de-
scribed by the lowest band of four eigenstates, which we
label Φi, i ∈ 0, 1, 2, 3, and the corresponding eigenvalues
Ei, so the counterparts of the discrete dark states conve-
niently remain Φ1 and Φ2. For each well, σ = A,B,C,D,
the well centers are designated with a subscript σ0, and
the populations of the states are ni(σ) =
∫
dx|Φi(x)|2
integrated between centers of adjacent barriers.
We use the structure of the eigenstates in Eq. (2) to de-
fine parameters that are close equivalents of the discrete
parameters as follows µ ≡ {θ, φ, α},
θ ≡ S1 = sin−1
(√
n1(C)/{n1(A) + n1(C)}
)
φ ≡ S2 = tan−1
(
Re{Φ2(C0)}/Re{−
√
2 cos(S1)Φ2(B0)}
)
α ≡ S3 = arg{Φ1(A0)} (5)
The definition of θ follows from the expression for the
state Φ1 since all the population for that state is con-
fined to wells A and C. Likewise φ is defined by the
expression for the state Φ2 specifically the amplitudes
in wells B and C, the amplitudes used rather than the
population to capture the sign of the sin(φ). The global
phase for the two dark states are set by choosing negative
values for the amplitudes in well B and well C for states
Φ1 and Φ2 respectively. The phase α is derived from the
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FIG. 3. The degenerate eigenstates and their time evolution. (Line Plots) The real (blue) and imaginary (red)
components of the dark states, Φ1 on the left and Φ2 on the right panels, are shown for three cases that differ in regards to
which of the parameters φ, and α are allowed to vary in time. The solid lines represent the states at the halfway point of the
evolution, and the dashed lines at completion. The potential barriers are measured along the right axis, and share the label
(A,B,C,D) of each right adjacent well. The last case, φ 6= 0, α 6= 0 is the only one with non-vanishing imaginary component
which still vanishes at completion. (Surface Plots) Time evolutions of the population in the wells for case (I) Abelian (upper)
and case (II) quasi-Abelian (lower) which is similar to that of case (III) non-Abelian. Red bars mark the barrier positions.
first component of Φ1 in Eq. (2). It is directly tied to
the velocity component along the azimuth v sin(2πx/L),
x measuring distance along the ring circumference up to
L = 4. Since the vector sum of the velocity components
around the ring vanishes, this is consistent with the dis-
crete model, where the dark state structure requires the
net phase of the coupling terms add up to multiples of
2π. Five additional properties are picked that utilizes the
five additional degrees of freedom available in the Hamil-
tonian (see Methods) to optimize the evolution.
Time evolution. For the purpose of evolving the
state to manifest the gauge structures, as mentioned in
Eq. (4), we choose a path based on varying the parame-
ters in the underlying discrete model with Gaussian pro-
files [32],
h = h0e
−(t−τh)2/σ2h h ∈ {p, q, δ, α}. (6)
All pulse widths are set to be σh = 10, relative delays to
satisfy τp − τδ = τδ − τq = τ , τα = τδ and amplitudes
p0 = q0 = 100, δ0 = 80 and α0 = 8π/9 rad = 160
◦. The
profiles for p, q, δ are plotted in Fig. 2(c), α matches the
evolution of δ but with a different scale. The inset shows
the curve they trace out in 3D. The corresponding vari-
ations for the parameters θ, φ, α are shown in Fig. 2(d).
The resulting evolution of the Hamiltonian parameters is
shown in Fig. 2(a,b). The effectiveness of the mapping
H → S in maintaining the functional form of the dark
states is confirmed in Fig. 3, where their snapshots are
plotted at the middle and at the end of the evolution, for
the three separate cases described below. Specifically, Φ1
maintains minimal population in wells B and D, while Φ2
has equal population in them.
Our results can be best understood in the context of
the eigenstates in Eq. (2). We start with all the popula-
tion in well A. Since the evolution is such that φ = 0, and
θ ∼ 0, the initial state coincides with the dark state Φ1.
At termination, φ = 0 once again but θ ∼ π/2, so well A
is unoccupied, and any population in well C corresponds
to Φ1 while any population in wells B and D correspond
to Φ2. We now show that three distinct classes of gauge
structures can be implemented in the four well ring.
Signatures of Gauge Structures.
(I) Abelian (φ = α = 0): In this case there is no coupling
between the two dark states, as is evident from Eq. (2),
and the system effectively follows Φ1. Confined to a sub-
space of one state, this corresponds to an Abelian gauge
structure. The time evolution in Fig. 3 confirms that the
population always remains in state Φ1. Specifically, at
termination, the entire population has transferred from
well A to well C, as seen clearly in Fig. 4. As such, the
only relevant phase is in well C, where it has a constant
value, and since the dynamical phase is maintained at
zero, this arises form geometric phase which measures
the U(1) gauge rotation.
(II) Quasi-Abelian (φ 6= 0, α = 0): Now, the two states
are coupled, so even though the system starts off in state
Φ1, Fig. 3 shows that Φ2 acquires population during evo-
lution, and in contrast to case (I), at termination the pop-
5ulation is distributed among wells B,C, and D, indicating
a superposition of the two dark states. This mixing of
states is a measure of the U(2) gauge rotation. Figure 4
shows that there is a phase difference of π between wells
B and D as predicted by the sign difference in Eq. (2) be-
tween the respective components. However, this case is
still effectively Abelian, despite the degeneracy, because
there is only a single field component which commutes
for any pair of points in the parameter space, and fur-
thermore the gauge invariant Wilson Loop computed for
multiple closed paths with a common starting point is
independent of the order of the loops (see Methods).
(III) Non-Abelian (φ 6= 0, α 6= 0): As in case (II) there
is coupling between the two states, and the population
evolves similarly and is finally distributed among wells
B,C and D. However, as Fig. 4 shows, the presence of
non-vanishing α due to translation clearly impacts both
the magnitude and the phase. While there is a visible dif-
ference with case (II) in magnitude, it is the difference in
the phase between the two cases which is striking. This
is significant, for it makes the corresponding U(2) rota-
tion here truly non-Abelian, as supported by the non-
commutation of the field components and that the Wil-
son loop computed over multiple closed paths sharing a
starting point can be shown to depend on their order (see
Methods) [28]. Nevertheless, since α vanishes at termi-
nation, the phase difference of π between wells B and D
at the end is found to be maintained as in case (II).
Discussion and Conclusions. Our considerations
can be generalized to create gauge fields in real space.
Each ring can be viewed as mimicking an atom. Thus, a
multiplicity of them distributed in space, with each ac-
quiring a different gauge structure based on its position,
would be the analog of a discrete gauge field. One way
to implement this is shown schematically in Fig. 1(c),
where an array of such rings are arranged on a rotat-
ing turntable. The translational velocity will then vary
with radius, and therefore, so will the non-Abelian gauge
transformation as in case (III) above. Towards this, a
two-dimensional lattice could in principle be adapted, us-
ing additional potentials to create a super-lattice struc-
ture such that individual plaquettes of four sites could
mimic closed rings. Alternately, a vertical stack of ring
shaped lattices could be creating by intersecting multi-
ple sheets of light with counter-propagating Laguerre-
Gaussian beams carrying orbital angular momentum [33].
If a collective coherent state like a Bose-Einstein conden-
sate [23] is used, the size and time scales can be macro-
scopic, and the dynamics of the quantum state evolu-
tion, analogous to that of internal atomic states that cre-
ate synthetic gauge fields, can be then directly observed,
mapped and even frozen during evolution.
Methods
Gauge Structure. The gauge structures associated
with the discrete Hamiltonian in Eq. (1) are briefly sum-
marized here. For a single dark state, the gauge potential
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FIG. 4. The final state at completion of time evolution.
a. Magnitude and b. phase of the final states for the three
cases considered: (I) Abelian φ = α = 0 (blue), (II) quasi-
Abelian φ 6= 0, α = 0 (red) (III) non-Abelian φ 6= 0, α 6= 0
(green). For (II) and (III) the magnitude vanishes in well A
while for (I), in wells A,B and D, hence in b the phase is
masked in those wells as irrelevant. The phase difference of
pi between wells B and C for cases (II) and (III) highlights
agreement with the analytical structure of the dark states.
and the gauge field both have only one component
Aα = i〈Φ1|∂α|Φ1〉 = − cos2 θ
Fθα = ∂θAα − ∂αAθ = sin(2θ) (7)
For two dark states, the components of the potential are
2×2 matrices, represented here in terms of the four gener-
ators of the U(2) gauge group, I2 the identity and σi=x,y,z
the Pauli spin matrices, along with the projection oper-
ators σ↑(↓) = 12 (I2 ± σz). The non-zero components are
Aθ = − sinφ σy, (8)
Aα = − 12 sinφ sin(2θ)σx
− cos2(θ)σ↑ − 12 [1− sin2(φ) cos(2θ)]σ↓
Likewise, the gauge field Fµν = ∂µAν − ∂νAµ− i[Aµ, Aν ]
has the following non vanishing contributions from the
curl and the commutator in the chosen basis
∂θAφ − ∂φAθ=− cosφ σy
∂φAα − ∂αAφ=− 12 cosφ sin(2θ)σx + 12 sin(2φ) cos(2θ)σ↓
∂θAα − ∂αAθ=sin(2θ)[σ↑− sin2φ σ↓]− sinφ cos(2θ)σx,
−i[Aθ, Aα] = 12 sin(φ) cos(2θ)[1 + sin2(φ)]σx
− sin2 φ sin(2θ)σz . (9)
6Notably, when α = 0, all commutators vanish, and
both the gauge potential and field have only one non-
vanishing component, both proportional to a single gen-
erator, Aθ ∝ σy and Fθφ ∝ σy, assuring that they
would commute for any pair of points in the parame-
ter space. The covariance of the field F → UFU † under
gauge transformation U guarantees that the commutator
of the field would vanish in every gauge, and the gauge
structure is therefore effectively Abelian despite the de-
generacy. This is further confirmed by the Wilson loop
matrix which can be analytically computed in this case,
W◦(Λ) = I2 cos(Λ) + iσy sin(Λ) where Λ = −
∮
dθ sin(φ)
and it is clear that for any two closed paths, A,B,
[W◦(ΛA),W◦(ΛB)] = 0, hence also the commutator of
their traces, the Wilson loops.
Optimization Parameters. Having defined the pri-
mary properties corresponding to the discrete model, we
now define five additional properties that utilizes the five
additional degrees of freedom available in the Hamilto-
nian. They are chosen to ensure the desired time evo-
lution, and all of them are defined so that their optimal
values are identically zero at all times. With the ground
state energy E0 chosen as the energy reference, two of the
parameters are the value of a dark state energy S4 = E1
and their energy separation. S5 = (E2 − E1)/E1, mini-
mizing which would maintain the required constancy and
degeneracy, the former of course only up to variation in
E0 itself. The key features of the eigenstates are main-
tained with the following parameters,
S6 = n2(B) − n2(D)
S7 = Re{Φ1(D0)/sgn{Φ1(A0)}},
S8 = Re{Φ1(B0)/sgn{Φ1(C0)}}. (10)
The parameter S6 = 0 ensures that the population of the
dark state Φ2 in wells B and D are identical. The last
two parameters ensure that the dark state Φ1 has a node
at the centers of wells B and D to approximate the zero
population in those wells. Furthermore, their phases are
matched to those at the centers of wells A and C in order
to implement the condition that there is vanishing phase
shift between wells A and D and between wells B and C
respectively as evident from the Hamiltonian in Eq. (1).
There are two points worth noting. First, the con-
straint θ ∈ [2◦, 88◦] is imposed, relevant towards the start
and end of the evolution when p → 0 and q → 0 respec-
tively. This is necessary because if θ → 0◦ or θ → 90◦, the
degeneracy of the eigenvalues of the dark states becomes
almost exact and the Jacobian matrix becomes singular.
Secondly, although the path closes in the p, q, δ space, the
parameter θ clearly does not return to the original value,
so the Hamiltonian evolution based on the angular pa-
rameters, does not return to the original configuration.
However, the path can be closed by a rapid projection
of the Hamiltonian to the original configuration, and we
found the essential features remain qualitatively intact.
Path Optimization. For a desired evolution of the
eigenstates, the path can be chosen in the space S which,
for the purpose of numerical simulation, is mapped by a
discrete set of points that can be associated with time
steps {tn} for some chosen rate of traversal. At each
point, a trial vector H(1) is picked based upon values
at the previous point, which would yield a non-optimal
state vector S(1) that deviates by δS(1) from the point on
the path S(tn). Solution of the system of linear equations
δS(1)j =
∑
i JjiδH(1)i where Jji = ∂Sj∂Hi is the Jacobian ma-
trix, then yields the necessary adjustments δH(1) for an
improved vector H(2) = H(1)+δH(1) with reduced devia-
tions δS(2). This is iterated until until a setH(tn) ≡ H(k)
is found to yield the vector S(tn) within set tolerances.
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