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Foreword of the Editor
Gyrotrons are high power millimeter-wave oscillators, capable of
delivering coherent continuous-wave (CW) power in the megawatt
range. This makes them a key component of thermonuclear fusion
experiments using magnetically confined plasmas, where they enable
electron-cyclotron resonance heating (ECRH) and electron-cyclotron
current drive (ECCD) for plasma stabilization. For example, the ECRH
system of the stellarator experiment Wendelstein 7-X requires 10 MW
of heating power at 140 GHz; the ITER facility is currently projected
with a 24 MW ECRH system at 170 GHz.
As for every oscillator, the most significant information on the quality
of operation of every gyrotron can be deduced from the examination of
RF output spectrum. Typical properties of interest include the operat-
ing frequency, the existence of parasitic oscillations and their behavior,
mode switching, and modulation of the operating frequency. Since
many of these properties can appear in combination or interdepen-
dence, information about the stability and evolution of these effects
during the pulse is highly desired.
Dr.-Ing. Andreas Schlaich presents a novel measurement system,
which permits time dependent spectral measurements within a large
bandwidth, dynamic range and unambiguous RF indication in the
entire D-Band (110–170 GHz). To date the system is unique within the
gyrotron community, and facilitates the investigation of transient spec-
tral effects with unprecedented detail. The investigation of parasitic
RF oscillations in high-power gyrotrons, combining theory, simulation
and experiment, forms another pivotal point of the presented work.
Here a comprehensive classification of the various possible parasitic
signals is established, including paths for systematic diagnosis. The
results form an important contribution to the ongoing discussion about
after-cavity interactions (ACI) in gyrotrons.
In addition, the measurement system was used to investigate mecha-
nisms inside the gyrotron which lead to inherent frequency tuning at
the start of long RF pulses. By combining precise frequency measure-
ments with an analytically derived model, more information on the
ionization-based space charge neutralization effects and the thermal
expansion of the gyrotron resonator was obtained with a numerical
fitting method.
Dr.-Ing. Andreas Schlaich has provided the gyrotron community with
a new tool for experimental gyrotron monitoring and diagnosis, which
allows for more rigorous verification of simulation results. The overall
approach of decreasing the distance between the domains of experi-
ment and simulation is well perceived throughout this work. We are
sure that it will be met with large resonance.
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Kurzfassung
Die vorliegende Arbeit behandelt die Untersuchung dauerbetriebs-
fähiger Hochleistungsoszillatoren im Millimeterwellenbereich (sog.
Gyrotrons) durch Spektralmessungen.
Im Zentrum steht die Entwicklung eines breitbandigen Messsystems
zur zeitvarianten Spektralanalyse mit einem hohem Dynamikbereich
von 50–60 dB, welches den Frequenzbereich 100–170 GHz mit einer
Echtzeitbandbreite von 6–12 GHz abdeckt. Trotz Heterodynempfangs
mit harmonischen Mischern erzeugt das Pulse Spectrum Analysis (PSA)
System unter Anwendung einer speziellen Rekonstruktionsmethode
frequenzeindeutige HF-Spektrogramme. Mit Hilfe dieser Messmittel
wurde eine Vielzahl an spektralen Effekten in Hochleistungsgyrotrons
untersucht, wie z.B. Hauptmodenwechsel, Frequenzverstimmung im
Langpulsbetrieb, Niederfrequenzmodulation, und das Verhalten wäh-
rend eines Vakuumfensterüberschlags.
Im Rahmen einer Untersuchung zu parasitären RF-Oszillationen in
Gyrotrons für den Stellarator Wendelstein 7-X (W7-X) konnte gezeigt
werden, dass sogenannte after-cavity oscillations in modernen Hoch-
leistungsgyrotrons auftreten können und vermutlich die Ursache der
bei den W7-X Gyrotrons beobachteten unerwünschten Schwingungen
darstellen. In Kombination mit systematischen Parameterstudien im
Experiment kamen hier die Dispersionsanalyse im Brillouindiagramm
sowie umfangreiche Gyrotron-Wechselwirkungssimulationen zur An-
wendung.
Das PSA Messsystem wurde außerdem eingesetzt, um die inhärente
Frequenzverstimmung durch Wärmeausdehnung und elektrostatische
Neutralisierungsvorgänge im Langpulsbetrieb zu untersuchen. Durch
makroskopische Modellierung der gasdynamischen und ionisierenden
Prozesse konnten in Kombination mit einer Fitting-Methode deren
Zeitabhängigkeiten untersucht werden. Hierbei ergaben sich unter
i
Kurzfassung
Anderem Hinweise darauf, dass in W7-X Gyrotrons nur etwa 60% der
elektrostatischen Spannungsabsenkung neutralisiert werden, an Stelle
der üblich angenommenen 100% im stationären Zustand.
Die systematische messtechnische Untersuchung der genannten Effek-
te wird durch umfassende Untersuchungen in Simulation und Theorie
ergänzt. Besonderer Wert wurde auf die Schaffung von Verknüpfungs-
punkten zwischen Experiment und Simulation gelegt; unter Anderem
wurde eine ausführliche und systematische Parameterstudie mit meh-
reren führenden europäischen Gyrotron-Wechelwirkungs-Simulations-
werkzeugen im Kontext konkreter Messergebnisse durchgeführt.
ii
Abstract
In this work, an investigation of vacuum electronic oscillators capable
of generating multi-megawatt continuous wave output power in the
millimeter-wave range (so-called gyrotrons) through spectral measure-
ments is presented.
The centerpiece is the development of a measurement system with a
high dynamic range (50–60 dB) for time-dependent spectrum analysis,
covering the frequency range 100–170 GHz with instantaneous band-
widths of 6–12 GHz. Despite relying on heterodyne reception through
harmonic mixers, the Pulse Spectrum Analysis (PSA) system maintains
RF unambiguity in the spectrogram output through the application of
a novel RF reconstruction technique.
Using the new possibilities, a wide range of spectral phenomena in
gyrotrons has been investigated, such as cavity mode jumps, low-
frequency modulation, frequency tuning in long pulses and the spec-
tral behavior during the presence of an RF window arc.
A dedicated investigation on parasitic RF oscillations in W7-X gyro-
trons combining several analysis techniques led to the conclusion that
after-cavity oscillations can be physical reality in high power gyrotrons,
and are the probable cause for the undesired signals observed. Apart
from systematic parameter sweeps using the PSA system, an analytical
dispersion analysis in the Brillouin diagram was applied, and numer-
ical gyrotron interaction simulations of unprecedented extent were
conducted.
Furthermore, the improved frequency measurement capabilities were
employed to analyze the frequency tuning through thermal expansion
and electrostatic neutralization caused by ionization inside the tube in
long-pulse operation. By macroscopically modeling the gas dynamics
and ionization processes in combination with a fitting process, the
time dependences of the two processes could be investigated. In doing
iii
Abstract
so, indication was found that the neutralization in W7-X gyrotrons
amounts to only 60% of the electrostatic depression voltage, instead of
100% as widely believed for stationarity.
The systematic experimental characterization of these effects was com-
plemented by thorough investigations using theoretical means and
simulations. Here a focus was put on bridging the often too-wide
gap between the worlds of simulation and experiment, including the
derivation of connections between the quantities involved and rigorous
benchmarking. For this, also an extensive and systematic compari-
son study of multiple major European gyrotron interaction simulation
codes was performed and compared with measured values.
iv
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ACI after-cavity interaction
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MS megasamples (106 samples)
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STFT short-time Fourier transform
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In this Chapter an overview of the gyrotron as a high-power milli-
meter-wave oscillator and its applications is given. After revisiting
a selection of typical diagnostic challenges in fusion gyrotron testing
and development, the available measurement techniques of the field
are reviewed.
Based on this, the scope of this work is described in the last Section.
1.1 Gyrotrons and their applications
1.1.1 Gyrotrons as millimeter-wave oscillators
The generation of high continuous wave (CW) power at microwave
and millimeter-wave frequencies is generally limited by breakdown
field strengths and allowable loss power density of the source. For
solid-state devices, typical field strengths in the diffusion zone are
the limit, but since e.g. in field-effect transistor technology the gate
length scales with the wavelength, cooling problems introduce further
difficulty for higher frequencies.
Vacuum electronic devices have fewer field effect problems and inher-
ently better cooling possibilities, but are still limited in power density
by their RF structure dimensions: Classical tubes such as klystrons,
magnetrons or travelling-wave tubes (TWT) are so-called slow-wave
devices, a term which refers to matching the phase velocity of the
electromagnetic field to the velocity of the electron beam for a one-
dimensional interaction along the beam axis. This approach requires
slowing structures in the same size as the RF wavelength, e.g. funda-
mental mode resonators or the small-radius helix in TWTs.
On the contrary, gyro-devices use a strong magnetic field to define the
resonance frequency and to induce helical trajectories in the electron
1
1 Introduction
beam, causing the beam-wave interaction to take place in the trans-
verse plane. This allows for very simple oversized resonators and
removes the constraint of wavelength-size elements in such fast-wave
devices.
The gyrotron (i.e. gyro-monotron or gyro-oscillator) is a powerful
oscillator based on this concept. Its typical application range spans
from a few tens of GHz up to the THz range, while in the millimeter-
wave domain it allows the generation of multi-megawatt output CW
power [NTP14]. A more detailed discussion on the operation of gyro-
trons can be found in Chapter 2.
1.1.2 Fusion science application
In the last decades the necessity for energy sources alternative to fossil
or nuclear fission based technologies has become increasingly clear.
While the advent of so-called renewable energy sources like solar and
wind power is both necessary and encouraging, their capability of
shouldering tomorrow’s worldwide demands for electrical energy
remains under discussion [Mac11].
Among the further promising alternative energy sources for the next
decades are power plants using thermonuclear fusion in magnetically
confined plasmas. Like the sun, they draw their energy from the fusion
of light atomic nuclei.
Already very early investigations of the possible fusion energy yield
(e.g. using the Lawson-criterion, [Law57]) indicate that only fusion
of the lightest nuclei, i.e. hydrogen and helium isotopes, is suitable
for economic energy production; the overall most promising fusion
process has been found to be the one between deuterium and tritium
(“D-T-Fusion”). For such a reactor to operate, the energy required
for overcoming the Coulomb repelling force between the positively
charged particles must be available from the collective kinetic energy
of the nuclei; it is in the order of 10 keV (≈ 116 Mio. K).
The most common setup enabling this reaction is a toroidal plasma
vessel with magnetic confinement, where the reactants are heated by
external power sources to reach the fusion conditions [She94].
2
1.1 Gyrotrons and their applications
One of the dominating techniques is electron-cyclotron resonance heat-
ing (ECRH), which is based on resonant absorption of RF energy by




≈ 2pi 28 GHz ·B/T
γ
with e: elementary charge, 1.602 · 10−19 C
me: electron rest mass, 9.109 · 10−31 kg .
(1.1)
For typical fusion experiments these frequencies are found in the range
100–200 GHz [HAB+07, EBB+07, LAB+02] . The required heating pow-
ers of 10–24 MW gave rise to ECRH systems consisting of multiple
gyrotrons with powers around 0.5–2 MW per unit.
The energy absorbed by the electrons is quickly being spread all over
the plasma due to the high electron mobility, and is gradually trans-
ferred to the plasma ions through Coulomb collisions.
Apart from the primary heating purpose, ECR systems are also found
to be suitable for other critical applications concerning the mainte-
nance of plasma stability. Controlled ECR current drive in the plasma
has been established many years ago, leading not only to the possi-
bility of large scale non-inductive bulk current drive, but also to the
prospect of local plasma manipulations [PFC+09, ZGG+01]. These are
demanded for the control of complex destabilizing plasma phenomena,
e.g. magnetic island formation, sawtooth instabilities and so-called
neo-classical tearing modes, which can lead to problematic plasma
disruptions. However, these applications demand more challenging
features from the gyrotrons, such as multi-frequency operation, fast
frequency tunability or power modulation.
The gyrotrons discussed within this work are developed by the In-
stitute for Pulsed Power and Microwave Technology (IHM) of the
Karlsruhe Institute of Technology (KIT) and are intended for the ap-
plication in fusion experiments as described above, however there are
other fields which also make use of the gyrotron technology.
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1.1.3 Further gyrotron applications
The primary other application for CW gyrotrons is in microwave mate-
rial processing at various frequencies, as low as 30 GHz [LFT+99] and
as high as 300 GHz [AMS+11], for advanced sintering of ceramics or
modern composite materials processing.
Another field is the so-called dynamic-nuclear polarization (DNP)
enhanced nuclear magnetic resonance (NMR) spectroscopy, which,
after its discovery [Ove53], highly relied on the advancement of the
utilized microwave sources [GP10]. Today an external gyrotron signal,
for example in the range 200–600 GHz [BHK+07], is used to increase
the dynamic range of general NMR methods considerably, and to
radically reduce measurement times.
Applications of gyrotrons in the radar and military field are not un-
common, as powerful millimeter-wave sources allow low tracking
angles [LND+08], improved ballistic missile defense and space object
detection [CMO00]. Since control over the signal shape is important,
here typically gyro-amplifiers (e.g. gyro-klystrons) instead of gyro-
oscillators are used. Other military projects include gyrotrons as part
of non-lethal directed-energy weapon systems [Hac06], and as an al-
ternative to laser-based systems.
More exotic are the applications for material melting [WSC+07], rock
drilling [WEO13], the concept of wireless power transmission [Dic13]
or NASA’s millimeter-wave thermal launch system [MP12, Par06].
1.2 Spectral measurement challenges in gyrotrons
As for every oscillator, the most significant information on the quality
of operation can be deduced from examination of the gyrotron’s RF
output spectrum. Typical properties of interest include the output
frequency, existence of parasitic oscillations and their behavior, mode
switching, low-frequency oscillations, and modulation of the output
frequency. Since many of these properties can appear in combination
or interdependence, information on the stability and evolution of these
effects during the pulse is desired.
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In the following, the relevant spectral measurement challenges and
their impact on the requirements for diagnostic systems are described;
a limited anticipation of relations discussed in Chapter 2, however, is
necessary for some points to be made.1
The application focus is on fusion gyrotrons, but of course most con-
cepts also apply for other gyrotron types. However, most of the in-
vestigations in the presented work were made in the context of the
TH1507 series gyrotron development for the stellarator Wendelstein
7-X (W7-X). More information on the W7-X gyrotron development can
be found in [DBC+99], and a description of the W7-X ECRH system is
given in [EBB+07].
1.2.1 Determination of the operating cavity mode
Since the gyrotron resonator radius is known, the operating cavity
mode can basically be identified by frequency measurement. The
required accuracy depends on the type of gyrotron and the mode
spectrum density.2
Typical candidates for identification against the nominal mode are
azimuthal neighbors. In the W7-X gyrotron with its nominal cavity
mode TE28,8, this is typically TE27,8. Measurement resolution of a few
GHz is already enough to separate these modes.
Of course the mode spectrum is much denser, and there are cases which
are harder to distinguish. The separation of co- and counter-rotating
modes for example requires a resolution better than 100 MHz.
For simulation tool assessment, higher accuracies are needed. Here, at
least 10 MHz frequency resolution are necessary to make meaningful
comparisons (compare Section 3.3).
1The index section at the end of the document is useful for finding the corresponding
definitions, if necessary.
2In gyrotrons with axial output, more direct access to the operating cavity mode
is given than for gyrotrons with quasi-optical mode converters. In this case, so-
called k-spectroscopy (see [KM88, BKK+88]) can provide more detailed information
about the mode mixture in the device. Axial output coupling, however, limits the
achievable RF CW power far below 1 MW, leading to the establishment of transverse
quasi-optical coupling as the high power state-of-the-art.
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1.2.2 Frequency tuning during long pulses
During the first few hundred milliseconds of longer pulses, the opera-
tion frequency of the cavity mode typically tunes over a range of up
to 500 MHz due to deterministic electrostatic potential shifts and the
thermal expansion of the cavity (see e.g. [DBC+99, WGL+08]).
For the proper understanding of such effects, detailed knowledge of
the time dependence is necessary. This calls for a frequency span higher
than the expected tuning range and resolutions better than 10 MHz.
Of course also a time-dependent measurement with the capability for
acquisition times comparable with the duration of the tuning effect, i.e.
up to 1 s, is required.
1.2.3 Linewidth and short-time stability
In fusion gyrotrons, the linewidth and noise properties are not of
concern for the primary applications of ECRH and non-inductive
current drive. However, for a gyrotron developer, the knowledge of
these properties is desirable for benchmarking simulation tools, and
investigating the potentially deleterious effects of things like extreme
beam parameter values or misalignment in the magnetic system.
Furthermore, the fluctuation of external parameters such as the cath-
ode, anode and collector voltages can cause significant short-time
instability of the oscillations, which can be characterized over the line
width. Here naturally high frequency resolutions in the MHz or even
kHz range are useful, in combination with parameter flexibility.
1.2.4 Low-frequency oscillations (LFOs)
This area of investigation loosely covers a large number of effects,
whose common property is that in comparison with the gyrotron
interaction, the oscillation appears at comparably low frequencies, at
most a few GHz. The radiated power from LFOs can be as much as
multiple kW, creating personnel safety issues as well as malfunctions
in neighboring equipment [LCC+00]. There are two basic ways of
detecting LFOs, either by probing the exterior of the gyrotron with
6
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radio pickup antennas, or by diagnosing modulation patterns on the
RF-measured millimeter-wave signal.
Possible origins for LFOs are independent oscillations of trapped ag-
glomerated charges inside the gyrotron [Tsi01], or parasitic non-gyro-
type beam-wave interactions outside the cavity. If such independent
oscillations are taking place in the area between the gun and the cavity,
they can easily modulate the electron beam axially, causing a modula-
tion imprint on all downstream oscillations.
Modulation of cavity modes, however, can have a variety of sources:
For example also internal or external power reflections can cause co-
herent modulation of an operating mode through the load-pull effect
[AJCN92]. Furthermore, there exists the phenomenon of self- or auto-
modulation, which causes the amplitude to be modulated [Nus85,
ADRS01].
Normal RF measurements will only detect LFOs in the form of modu-
lation, for which an adequate bandwidth in the GHz range would be
suitable. Without additional LF pickup equipment, one cannot easily
determine the origin of occurring LF modulation.
1.2.5 Parasitic RF oscillations (POs)
Generally this term is used to describe undesired gyrotron-type in-
teractions. These appear typically outside of the desired interaction
structure, the cavity. However, additional oscillations inside the cavity
are also often termed this way, see e.g. [ZZN79, GBD+07]. In this
work, we will primarily use this term for oscillations outside of the
cavity, while describing unwanted in-cavity oscillations as competing
interactions.
The primary effect of out-of-cavity parasitic oscillations lies in a dis-
tortion of the electron beam in the form of parameter spread increase.
If it happens between the gun and the cavity, this deteriorates the
performance of the cavity mode and leads to less predictive behavior
of the gyrotron, for example by changing stability parameter ranges of
the cavity modes. Behind the cavity, the distortion can still lower the
achievable efficiency by limiting the applicable collector depression
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voltage. A more elaborate discussion of parasitic RF oscillations is
given in Chapter 6, including experimental and simulation studies in
W7-X gyrotrons.
Parasitic oscillations have been documented during most high-power
gyrotron development projects worldwide (e.g. [GDF+10, SSH+01,
PAH+98]), and are a common problem in all high-power vacuum
electronic devices. The goal of suppressing them has a major impact
on design strategies, which can only be reliably achieved when the
type and place of origin of the unwanted oscillation are known. Then,
appropriate changes in the electron beam configuration or the RF
geometry can be made.
Since initially the frequency and power level of POs is unknown, for
detection, characterization and exclusion a high measurement band-
width and dynamic range are desired. The behavior of a parasite in the
context of cavity mode fluctuations, or vice versa, can be of interest;
this requires the possibility of time-dependent and concurrent monitor-
ing of different spectral areas, as the parasite can be easily 10 or 20 GHz
away from the cavity mode. Parasites often behave less regularly than
the cavity mode, and with limited reproducibility, so ambiguities in
the single-shot frequency determination should be avoided.
1.3 Review of spectrum analysis techniques
In the following, the relevant methods for spectrum analysis in the
millimeter-wave domain are described, focusing on their applicability
to the challenges presented above.
1.3.1 Frequency conversion
All receiver types can be extended to a wide frequency range through
heterodyne conversion. Here a high frequency input range (radio
frequency, RF) is converted by a mixing element pumped with a local
oscillator (LO) signal, into a lower (intermediate frequency, IF) range.
Especially in the millimeter-wave domain, these mixers often operate
on harmonics h · fLO.
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fRF − h · fLO for fRF > h · fLO ↔ low side injection (LSI)
h · fLO − fRF for fRF < h · fLO ↔ high side injection (HSI) .
Thus, all signals received through the available mixing harmonics and
injection sides will be situated in the IF range. When attempting to
determine the original RF position of frequency components found
in the IF range, one faces substantial ambiguity, since neither the
mixing injection side nor the acting harmonic are known without a-
priori knowledge. For a number of N possible mixing harmonics, the
ambiguity is 2N -fold.
For example, an IF signal at f IF = 2 GHz received with fLO = 14 GHz
can originate from an RF signal at any of the following positions:
• . . .
• fRFh=8, LSI = 8 · fLO + f IF = 114 GHz or
• fRFh=8, HSI = 8 · fLO − f IF = 110 GHz or
• fRFh=9, LSI = 9 · fLO + f IF = 128 GHz or
• fRFh=9, HSI = 9 · fLO − f IF = 124 GHz or
• . . .
1.3.2 Measurement and receiver types
Different measurement techniques are often distinguished by the re-
spective signal domain of operation [TWK98]:
• time domain (amplitude vs. time)
• frequency domain (amplitude vs. frequency)
• modulation domain (frequency vs. time).
As these domains are interconnected, the assignments rather indicate




First, a time domain signal is detected by a sample-and-hold element
with a fixed sampling time interval. The application of a mathematical
transform yields the transition to the frequency domain; here the
dominating technique is the discrete Fourier transform (DFT) in its
implementation as the fast-Fouier transform (FFT) [Lyo11].
This approach provides very high flexibility because the spectral prop-
erties can be selected after detection, within certain limits. From a
microwave engineering point of view, the properties of the receiver are
critical and mostly determine the capabilities of the method. As the
current state-of-the-art of maximum frequency is still below 100 GHz
(compare e.g. [agi13a]), frequency conversion is necessary for the
application to millimeter-wave problems.
The transform of time signal segments allows adaptive frequency-
time analysis. Depending on the application, for example the short-
time Fourier transform (STFT), the closely related Gabor transform,
wavelets or more specialized distribution methods are typically used
[Coh89, KSW08].
Filter banks
Here frequency-adjacent bandpass filters select parts of the incident
spectrum, which are typically detected by rectifying diodes.3 This
allows frequency-selective time-dependent analysis, and can be ex-
pressed as a hardware implementation of the STFT. The filter edge
steepness and selectivity are limited by the relative bandwidth, which
prohibits high frequency resolution in the upper microwave or milli-
meter-wave domain without frequency conversion. The total coverage
of a filter bank with N channels each of the width δf is ∆f = N · δf .
Practical applications are often limited by the inherent lack of flexibility
and the comparatively low signal-to-noise ratio (SNR) caused by the
influence of thermal noise through PN = kBTδf .4
3Compare for example [GTW91], an early implementation for gyrotron testing.
4kB: Boltzmann constant, T : physical temperature in Kelvin
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Spectrum analyzer
The standard tool for practical spectrum analysis in the microwave
and millimeter-wave domain circumvents the filter bank’s bandwidth
and dynamic range limitation by employing a super-heterodyne ar-
rangement with a multi-stage IF bandpass. The frequency coverage is
provided by sweeping the LO, which normally follows a linear ramp.
This arrangement allows the coverage of wide frequency ranges (span)
of multiple tens of GHz, while maintaining the possibility of resolving
frequencies down to the order of Hertz (see e.g. [rs213], [agi13b]).
These modern spectrum analyzers operate up to 40–67 GHz; above, ex-
ternal mixers are needed to extend the frequency range as described in
Section 1.3.1. Few exceptions can be found; for example, Elva-1 offers
a spectrum analyzer covering 120–180 GHz which uses a backward-
wave oscillator in the same frequency range as the LO [elv00].
The main limitation with respect to the challenges listed before is that
during the sweep time tsweep, only a part of the entire span is monitored.
Thus the sweep technique inherently introduces a problem in the
analysis of time-dependent signals, since it connects the frequency axis






for the minimum dynamic resolution bandwidth [Eng84, TWK98].
For a frequency resolution δf = 1 MHz and a span of ∆f = 5 GHz,
this relation yields a minimum sweep time of t > ∆f/δf2 = 5 ms; for
shorter pulses, the effective span is reduced.
Counter based
An approach especially suited for clean and frequency-agile signals
is the measurement with frequency counters. Instead of a constant
sampling rate, here an event-based representation derived from the
signal fluctuations is employed [TWK98]. This reduces the amount of
data, allows the easy analysis of phase-frequency relationships and also
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enables statistical analysis. The typical measurement type is frequency
vs. time, also referred to as modulation domain analysis. However,
more complex analyses like histogram display or Allen-variance noise
characterization are also directly enabled.
Older devices utilizing so-called zero-dead time counters were already
capable of covering a few GHz [hp200], but modern modular sys-
tems developed with a focus on radar system characterization [agi08]
feature a bandwidth of up to 18 GHz. Unfortunately, the dynamic
range of such systems is normally less than 30 dB, which makes them
of limited use for high-sensitivity tasks such as parasitic-oscillation
tracking in gyrotrons. A second drawback results from the inherent
problems which are imposed on counter-based techniques by noiselike
or multi-signal spectra.
Further techniques
Of course more techniques than the ones presented here exist, such
as quasi-optical approaches with scanning Michelson interferometers
[AEDJ97] used for plasma diagnostics, or dispersive-line systems for
analyzing ultra-short pulses [BSS07]. However, these would fall short
of efficiently dealing with the challenges listed in Section 1.2, and are
therefore not discussed.
1.4 Scope of this work
1.4.1 Measurement system
The goal to cover the challenges set up in Section 1.2 as generally and
as efficiently as possible determines many required properties of the
measurement system almost automatically. By the requirement for
high frequency resolution combined with time-dependent observation
of concurrent signals, maintaining a maximum dynamic range, all
sweep and counter based techniques are ruled out. Consequently, a
time domain approach is most suitable, which includes a subsequent
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transition into the spectral domain through STFT.5 As the maximum
relevant frequency of 170 GHz is out of the range of state-of the art
A/D (analog-to-digital) converters, at the front-end a conversion to an
IF range must be performed. The introduction of harmonic mixers for
this purpose however initially violates the condition for unambiguous
RF identification. In the implemented system, a novel dual-channel
technique is employed, which facilitates instantaneous mixing har-
monic identification in combination with separation of the HSI and LSI
bands for a reconstruction of the true RF spectrum. in the following,
the entirety of the system is referred to as the pulse spectrum analysis
(PSA) system, and is described in Chapter 4.
1.4.2 Investigations
The second part of the work is dedicated to the application of the
measurement system. Assorted primary results demonstrate the ca-
pabilities of the PSA system in Chapter 5, including brief discussions
and analyses of the documented spectral phenomena.
Special attention is given to parasitic oscillations, which were one
prime motivation for the development of the PSA system. This topic,
as well as the investigation of the tuning effects at the start of longer
gyrotron pulses, are treated in the Chapters 6 and 7.
One important goal pursued throughout the work is the complemen-
tary application of theory and simulation. Only through the rigorous
fusion of these domains, can a maximum of knowledge be gained.
This motivates the preparative Chapter 3, which puts the possibilities
and limitations of both measurement and simulation into context.
5An extremely sophisticated measurement system for the application of electron-
cyclotron emission spectroscopy having comparable properties is presented in
[TBW+09]. It consists of a fundamental mixer pumped with 140 GHz, which di-
vides the D-band (110–170 GHz) in two sub-bands to be sampled by ultra-fast
A/D-converters. Despite the high data load, it is capable of real time operation due
to custom-developed FPGA (field-programmable gate array) based data processing.
While it would be interesting to incorporate such a system into a gyrotron test stand,
it fits better to the requirements and budgetary capabilities of a fusion reactor.
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In the following, a technological overview of the gyrotron is given,
along with physical quantities typically used for its characterization.
For this, first the electron-optical system is described.
More extensive information on the gyrotron can be found in the lit-
erature, see for example [Nus04, KBT04, Edg93] or [NTP14, Chu04],
the latter references also containing a historical perspective. A short
introduction as well as a comprehensive overview on the state of the
art in gyro-devices is given in [Thu14].
A schematic overview of a high-power gyrotron along with the mag-
netic flux density along the z-axis is given in Figure 2.1.1
2.1 Electron-optical system
The gyrotron cathode contains an emitter ring for the generation of an
annular electron beam. Electrons leaving the emitter are accelerated
by the potential difference between cathode and anode, Vacc, towards
the cavity and eventually the collector, while being guided by a strong
static magnetic field created by an external superconducting magnet.
The combination of the external magnetic field lines and the applied
electrostatic potential, shaped by the cathode area and overall internal
geometry of the gyrotron, form the electron-optical system.
2.1.1 Electron beam and macroscopic properties
In the typical arrangement, the static electric fields at the emitter ring
surface are approximately perpendicular to the magnetic field lines.
This design, the magnetron injection gun, ensures that the emitted
1It should be noted that the high voltage power wiring in Figure 2.1 is highly simplistic;
a more accurate description is available in [DAF+03].
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Figure 2.1: Modern high power cylindrical-cavity gyrotron with basic
on-axis magnetic flux density and schematic high voltage
power supplies (HVPS)
electrons have a precisely controllable configuration of the transversal
and axial velocity components v⊥ resp. v‖ in the gyrotron’s cylindrical
coordinate system. The most common description of this configuration





which varies with the magnetic flux density along the beam trajectory
toward the collector.
The Lorentz force ~F = −e(~v × ~B) resulting from this arrangement
causes the focused electrons to follow helical trajectories around mag-
netically determined guiding centers. Macroscopically, this is charac-
terized by the beam radius rb, which is the mean distance of the local
guiding center from the z-axis. The distance between the actual spiral
16
2.1 Electron-optical system




which also defines the approximate minimum beam thickness 2rL.
Since for fundamental harmonic operation, the generated RF is very
close to the electron cyclotron frequency as defined in (1.1), multi-Tesla
magnetic flux densities are necessary for millimeter-wave oscillations
at the fundamental ECR frequency. Typical cathode voltages for fu-
sion gyrotrons are 75–90 kV, which yields weakly relativistic electron
velocities and corresponding particle energies of
Wk = eVb = W0 (γ − 1) (2.3)
with the electron rest energy W0 = mec20 and the Lorentz-factor
γ =
1√
1− β2 = 1 +
Wk
W0
≈ 1 + Wk
511 keV
(2.4)









This collection of values is typically referred to as beam parameters, as
they give the primary information on the properties of the electron
beam relevant for calculations and simulations. Dropping redundancy,
the entire information can be expressed in the terms of α and γ.
Secondary information lies in the statistical distribution of these param-
eters around their average values, where especially δα is important.2
A simple and regularly made assumption is that of a roughly Gaussian
distribution of the parameter spread. This interprets the pitch factor as
a random variable A, with a probability density function fA(α) charac-
terized by only the expectation value E[A] = µ = α and the standard
deviation σ.
2Depending on the case, the separated velocity spreads δβ||, δβ⊥ are also employed.
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i.e. the standard deviation normalized with the expectation value.
An alternative and more abstract definition, the “relative spread”, is
employed for example in [Tsi01]. For this, the difference of the 90%





The advantage of the latter formalism is the lack of inherent statisti-
cal assumptions, allowing it to retain its meaning in the presence of
arbitrary spread distributions.







= 2.5631 . (2.8)
Note that in the case of asymmetric distributions, as easily introduced
by beam-wave interactions, the expectation, mean and most probable
value of a parameter are no longer identical, so that the normalization
reference in (2.6) and (2.7) can become disputable.
2.1.2 Adiabatic quantities
The magnetic flux density in coil arrangements as they are used in
the gyrotron field varies relatively smoothly along the z-axis, which
allows the application of adiabatic invariants following from Busch’s
theorem [Rei08] with two important consequences:
3An x-quantile qx of a random variable A with a probability density function fA(α)
is implicitly defined as the value of α for which the expectation value equals x, i.e.
E[A ≤ qx] =
qx∫
−∞
fA(α) dα = x .
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1. The electron trajectory guiding centers coincide with the mag-
netic field lines. This connects the axial variation of beam radius








the term b = Bz(z1)/Bz(z2) is the magnetic compression ratio.
2. Since the magnetic field transfers kinetic electron energy between
the axial and the transverse plane, α changes with Bz(z) in a
likewise way as rb does. Considering the relativistic transverse
momentum z-translation to be constant4 , from








follows that α(z) increases with Bz(z).
2.1.3 Electrostatic voltage depression effect
The electron kinetic energy is one determining parameter of the gyro-
tron interaction. However, the electron beam itself constitutes a signifi-
cant amount of negative charge inside the gyrotron body.5 In combi-
nation with the external potential of the metallic geometry itself, this
imposes a repelling potential on electrons which emerge at the emitter
surface. The consequence is a decrease (“depression”) of the z-local ef-
fective beam voltage Vb = Wkin/e with respect to the technical cathode
voltage Vcath. This quantity
Vdep = Vcath − Vb (2.11)
is generally referred to as the depression voltage6 [KBT04].
4I.e. the “first adiabatic invariant” in plasma physics.
5This is often called “space charge”.
6This term can be ambiguous in the context of depressed collector operation. Here
Vbody is a positive voltage with respect to the collector for efficiency enhancement.
In this work, the voltage depression Vdep refers to the space-charge related effect, not a
technical body-collector potential depression.
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For azimuthally symmetric annular electron beams placed coaxially











For the W7-X gyrotron cavity with rc = 20.48 mm, at a nominal op-
erating point with Vcath = 80 kV and rb = 10.1 mm, (2.12) yields
Vdep ≈ 5.4 kV. Thus, at the location of interaction the particles have an
effective Wk ≈ 74.6 keV, which is ∼6.7% below e · Vcath.8
2.2 Microwave fields and gyrotron interaction
In the following, the basic characteristics of the gyrotron interaction
are outlined, as far as suitable for the problems discussed in the
work. More elaborate and detailed descriptions can be found e.g. in
[KBT04, Nus04, Edg93], or in the literature on the gyrotron interaction
simulation codes listed in Section 3.2.2.
2.2.1 Waveguide modes
The gyrotron resonator, or cavity, is located at the peak position of
the static external magnetic field, and normally contains a cylindrical
waveguide section. A system of eigensolutions for the electromagnetic
fields in such a geometry is given by the transverse-electric (TE) and
transverse-magnetic (TM) mode formalism [Har01].







7It must be noted that the derivation of this expression assumes locally constant
geometry and beam radii and are only suitable for “smooth” radius changes.
8As visible in (2.12), this effect concerns only the axial electron velocity. It can not be
emulated or corrected by simply varying the cathode voltage.
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defines the possibility of propagation by including the influence of the
waveguide radius rw and the mode eigenvalue χm,n. For a TE wave,
χm,n is the nth zero in J ′m(χ), which is the derivative of the mth order
Bessel function of the first kind.
















the cut-off frequency, below which the mode is subject to aperiodical
attenuation. Only modes for which the given combination of f , χm,n
and rw in (2.16) yields a real k‖ > 0 are “above cut-off” and able to
propagate through the waveguide.
2.2.2 Interaction
In the gyrotron interaction, a TE waveguide mode phase-synchronizes
with the electron beam over a finite interaction length, which leads
to the possibility of energy exchange between beam and wave. The
transport of energy from the beam to the wave here means extraction
of kinetic energy from the electrons; this makes an electric field term
which decelerates the electrons the “acting component” of the wave.
A peculiarity of the gyrotron interaction is that it describes the inter-
action of the electron beam with a TE waveguide mode very close to
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cut-off. This has a number of inherent consequences, e.g. that the wave
has a high phase velocity, coining the term “fast-wave” interaction for
gyro-devices. More important, however, the purely transverse field
structure of TE waves also causes the energy extraction to affect only
the transverse velocity component β⊥ of the electrons.
The prerequisites of an efficient interaction are apart from others thus
defined by the radial dependence of the azimuthal field component
Eφ, which for an ideal TEm,n eigenmode of a cylindrical cavity is dom-
inated by the Bessel term J ′m(k‖r). A basic measure for the possible
coupling between electron beam and waveguide mode field can be
derived from such considerations; for fundamental-harmonic gyrotron







Cylindrical waveguide modes can rotate in azimuthal direction, giv-
ing rise to the separation into co- and counter-rotating modes with
respect to the electron rotation direction. Within this work, explic-
itly co-rotating modes are denoted with a “−”-, and counter-rotating
modes with a “+”-superscript.
2.2.3 Basic beam-wave synchronization
Simple resonance condition
From the parameters given, a simplified resonance condition can be
derived [Chu04]:
ω − k‖v‖ & Ω0
γ
(2.19)
It expresses the synchronicity of a locally plain wave’s phase front with
the beam electrons. Traveling along the z axis with v‖, these gyrate
with Ωr = Ω0/γ (compare eq. 1.1), while the wave is characterized by
the propagation term ωt− k‖z. The RF field remains in phase with the
beam electrons long enough to allow relevant interaction only when
this condition is fulfilled.
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Depending on their relative phase position, electrons are either accel-
erated or decelerated by the RF electric field. A net energy exchange
is only possible through phase focusing, or bunching; it depends on the
Lorentz factor in Ωr, connecting the energy of the electrons with their
gyrating phase. Electrons which are decelerated lose energy, increasing
their Ωr, while for accelerated electrons the opposite holds.
For a stable net energy transfer from the beam to the RF field therefore
ω & Ωr is necessary: An electron which loses energy exhibits increased
Ωr, therefore remaining in the favorable energy-extracting phase rel-
ative to the RF wave longer. On the contrary, electrons which are
gaining energy reduce their residence time in this phase position, thus
preventing effective energy extraction from the wave. This mechanism
tends to continuously accumulate the major fraction of the electrons in
a similar phase position with respect to the RF wave, hence the term
“bunching”.
The resonance condition between a waveguide mode following (2.13)
with the electron beam can be illustrated in the Brillouin diagram,
as done e.g. in [Thu14, Chu04, Edg93]. For a cylindrical waveguide
mode, the hyperbolae in Figure 2.2 define allowed propagation solu-
tions obtained from (2.16), while the straight beam lines contain the
information on the macroscopic electron beam parameters by
ω = v‖k‖ + Ωr . (2.20)














denote configurations which fulfill the resonance condition between
beam and wave in the cavity (rw := rc in eq. 2.15). In the figure, the
dispersion curves of the three lowest-order TE circular waveguide
modes TE1,1, TE2,1 and TE0,1 are plotted together with a sample
beam line. For k‖ = 0, the beam line angular frequency equals Ωr.
Point a©marks a typical gyrotron interaction point: The beam line is a
tangent to the hyperbola in the forward wave domain (k‖ > 0), and the
interaction frequency ωa is close to the mode cut-off frequency ωcut2,1.
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Figure 2.2: Sample circular waveguide mode dispersion diagram (Bril-
louin diagram) with electron beam line, speed-of-light-lines
(dashed), cut-off frequencies and marked resonance points
(qualitative)
The intersection b© is further away from cut-off, but also in the forward
wave range. Note that even though ωb > ωa, the mode of interaction
is of lower order, being the fundamental. Backward waves can also be
excited, as illustrated by point c©. The RF frequency ωc is lower than
Ωr only for these waves.
Limitations
The formulation introduced above describes the resonance between
an unperturbed mono-energetic electron beam and an ideal loss-less
waveguide mode in a uniform geometry of infinite length. In addition
to these obvious idealizations, further limitations exist.
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Even in the cavity with its cylindrical walls, the mode pattern is not
purely sinusoidal in the axial direction, since the gyrotron cavity length
is of the order pi/k‖. This causes a deviation of the waveguide mode’s
field structure from ideal treatment, and therefore also changes its
dispersion characteristics. The presence of the electron beam in the
geometry has a similar, but potentially even more profound effect,
since it imposes a modification of the boundary conditions for the
mode.
Furthermore, a stationary gyrotron oscillation does not simply take
place with the beam as it enters the cavity, it rather is a dynamic
interaction process in which the beam parameters are modified. This is
not taken into account by (2.21); however, if the RF power generated is
known, a coarse macroscopic estimation can be proposed: Assuming
that PRF is extracted from all electrons uniformly, the average effective
beam voltage after the interaction can be formulated as




This “spent beam” energy automatically defines a modified γ′ over
(2.3), which for β‖ = β′‖ yields a new pitch factor
α′ =
√
1− (1/γ′)2 − β2‖
β‖
. (2.23)
The values most appropriate for the application of resonance condi-
tions might lie between the “fresh” and the “spent” beam parameters;
this is explored in Section 3.3.1.
Another point is raised casually in [Ker96], where the statement is
made that the wave frequency ω as defined in (2.21) only marks the
lower edge of an excitation band which approximately has the width
of the inverse residence time of an electron in the interaction zone.
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2.3 RF-relevant geometry
In the following, the parts of the gyrotron which are relevant for the
generation and guidance of RF energy are introduced. An illustrative
schematic of the typical waveguide geometry is given in Figure 2.3.
2.3.1 Gyrotron cavity
As mentioned before, the cavity is the structure in which the nominal
gyrotron interaction takes place. The midsection consists of a cylin-
drical resonator with a precisely defined radius. Its quality factor is
strongly influenced by its axial extent and the non-linear tapers on
both ends, which makes them the subject of careful optimization. Since
the stationary fields of a waveguide mode operating in the midsection
protrude into these adjacent sections, typically the combined entity
of downtaper, cylindrical section and uptaper are referred to as the
cavity.
Together with the discrete eigenvalue χm,n of a TEm,n mode, the cavity
wall radius rc is one of the determining factors of the final oscillation
frequency. As the wall radius of the cylindrical cavity midsection is the
minimum radius the nominal cavity mode encounters, here also the
highest RF-induced wall losses occur. For megawatt class gyrotrons,
these losses can easily reach 2 kW/cm2.
Toward the electron gun, the geometry radius decrease of the down-
taper section forms a reflective boundary through cut-off for modes
which are excited at low k‖ in the cavity, as is normally the case for
gyrotron-type interactions.
2.3.2 Cathode to cavity
In the area between the cathode and the cavity downtaper section, the
electron beam compression zone or beam tunnel, the beam radius reduces
adiabatically (compare Section 2.1.2). Since the high-energetic beam
can very easily excite fields in this area, the task of the beam tunnel
is to prevent beam-wave interactions prior to the cavity; however,
unwanted oscillations are a well-known problem.
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The beam tunnel is normally implemented as an irregular structure, in
order to impede electromagnetic waveguide mode propagation and
excitation as strongly as possible. Typical solutions include pseudo-
chaotic stainless-steel structures [LST11], absorbing full-ceramic walls
[SSH+01, RGI+13], or stacked alternating arrangements of corrugated
diffractive copper rings and absorbing ceramic rings [TG10, GDF+10,
BFB+04]. The steep constriction between downtaper and beam tunnel
is often referred to as the cut-off section.
2.3.3 Cavity to output window
Downstream of the cavity, the wall radius increases in a non-linear
uptaper section. The radius variation necessarily introduces partial
reflections of the wave propagating from the cavity, forming a continu-
ous second boundary of the actual desired interaction region.
In modern high-power gyrotrons, the uptaper section is followed by
a quasi-optical mode converting antenna, the launcher. Its task is the
conversion of the high order TEm,n cavity mode into a mode suit-
able for external transmission lines, which are extensively covered
in [TK02]. For high power applications there exist only two basic trans-
mission line types: The first is quasi-optical and therefore requires
Figure 2.3: Schematic longitudinal cut through waveguide geometry
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a Gaussian fundamental mode, TEM0,0, and is employed at the KIT
high power gyrotron test stand and the W7-X ECRH facility in Greif-
swald. The other solution is the use of corrugated overmoded circular
waveguides, which use the HE1,1 fundamental mode. This hybrid
mode is different from TEM0,0, but closely related, which has lead
to virtually all gyrotron quasi-optical launchers being designed for
TEM0,0.
The launcher consists of a slightly conical waveguide section. While
propagating through the launcher, a mode is gradually converted
by specific wall corrugations of sub-wavelength depth. These allow
directed manipulations of the waveguide mode’s amplitude and phase,
but must be tailored to a designated design mode to have maximum
effect. A cut at the launcher end leads to radiation of the converted
linearly polarized mode in transverse direction, where it is directed
at the microwave output window by up to four metallic mirrors. The
window acts as a vacuum barrier, while it must present minimum
reflection as well as minimum absorption to the beam. Chemical-vapor
deposited synthetic diamond is the state-of-the-art material, which is
normally employed as a single disc, using a λ/4-resonance [Thu01].
Broadband setups, on the other hand, typically feature arrangements
using the Brewster-angle [YBD+03].
2.4 Behavioral aspects
In the following, a summary of additional details on the general op-
eration behavior of gyrotrons which are not obvious from the above
explanations is provided.
2.4.1 Mode competition and starting currents
A strongly interacting waveguide mode dynamically arranges the
beam electrons in bunches corresponding to its azimuthal index and
oscillation frequency. In a first-order treatment, this automatically
tends to suppress other modes in the geometrical range of interaction,
so the basic scenario is characterized by one dominant mode [ZZM06].
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It can be assumed that at many operating points when another mode
rises, there is a short meta-stable period of competition, which is ended
by the suppression of one of the two modes. Of course it is also
possible that the competition is prolonged, resulting in perturbed
multi-frequency operation.
In contrast to the highly simplified and qualitative description above,
non-linear theoretical investigations [Nus81] and self-consistent nu-
merical calculations [ZZM06] show the possibility of stationary multi-
mode activity.9 Typically the involved modes are coupled, and share
specific relationships; e.g. for certain operating points, several competi-
tors which share a common mode index number are known to be likely
to start together [APPV07, SNA12]. Also in recent KIT experiments
with a 2nd harmonic 28 GHz TE1,2 gyrotron [MIP+13], the parallel cav-
ity operation of the nominal mode with a strong backward wave at the
fundamental frequency of 14 GHz with TE1,1 was observed routinely
at certain operating points [Mal14].
Further prominent competitors with a given nominal mode are the
direct azimuthal neighbors, and all modes sharing the radial index,
as they match the azimuthal bunching. Further notorious modes are
TEm−2,n+1 and TEm−3,n+1 with respect to the nominal mode [Ker96,
Ber11]. The latter mode also lies within few hundred MHz of the
nominal mode, which can cause ambiguity in measurements.
Modes in gyrotron cavities can always be assigned a minimum beam
current necessary for starting from the noise level, which is related
to their coupling strength to the electron beam and their interaction
efficiency [BJ88]. At an arbitrary operating point, the mode with the
lowest starting current is typically expected to start first. Also, some-
times one mode starts, and is later suppressed by another one as
parameters change; this is typical for start-up scenarios.
It is important to note that these mechanisms introduce a significant
hysteresis of the gyrotron over its external parameters: If the cavity
mode is switched due to a temporary shift of a parameter, even after
9Note that in mode competition studies often all waveguide modes except the desired
operating mode are termed parasitic, conflicting with the nomenclature used in this
work (compare Sections 1.2.5 and 6.1.1).
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the reset of this parameter the gyrotron is likely to be in a different state
than initially. This has been demonstrated and diligently investigated
in [SKT+07].
The macroscopic interaction description of (2.2) assumed that an RF
field is already present, which interacts with the electron beam. This
viewpoint is justified because of the helical electron trajectories which
necessarily indicate constant centripetal acceleration, causing the con-
tinuous emission of bremsstrahlung around the z-local Ωr. Since all
electromagnetic radiation must obey the boundary conditions in the
waveguide, this means that one can expect all modes with frequencies
around Ωr which are able to propagate to be actually present, forming
a background spectrum.
2.4.2 Schottky-effect
Though the gyrotron’s electron gun is designed for thermionic emis-
sion, the electric fields on the emitter ring influence emissivity through
a skew of the material work function. This range of operation is often
called Schottky-emission, and can be covered analytically by a modifi-
cation of the Richardson-Dushman equation, which in its basic form
only describes purely thermionic emission [MGJ56].
The relevant effect in the experimental situation is that the beam cur-
rent follows the cathode voltage, which happens much faster than the
response to heating because of the gun’s considerable thermal inertia.
2.4.3 Pulse characterization from duration
Both from external technical necessities and internal physical phenom-
ena, experimental gyrotron operation can be reasonably divided into
short- and long pulse operation.
Short-pulse (SP) operation is constrained to pulse durations up to a
few ms. This allows the use of a comparatively simple capacitor-based
power supply and a ballistic calorimeter mounted directly at the output
window. Since even for megawatt pulses the DC power does not
exceed a few kJ, this type of operation is relatively safe and suitable for
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a wide range of experiments. Due to the typical pulse repetition times
below one second, most components can remain passively cooled.
In long-pulse (LP) operation, the pulses take seconds to hours. This
requires a major transformer-based power supply, capable of deliver-
ing multi-megawatt CW power. The requirements for the RF load and
the cooling rise in the same way: A dedicated LP load and powerful
water-cooling for all RF-facing components are mandatory.
During the first seconds of a long pulse, multiple internal effects mod-
ify the gyrotron interaction operating point, leading to transient behav-
ior in frequency and instantaneous power. In Figure 2.4, the idealized
typical frequency shift versus pulse time index is displayed and con-
nected with the defined ranges for SP and LP operation.
SP operation is within a quasi-stationary regime; from experiments
with W7-X gyrotrons, the frequency shift in these first milliseconds
can be estimated to be below 1 MHz/ms. After a transitory regime,
roughly in the range 0.01–2 s, the final LP operating point is reached,
Figure 2.4: Illustration of exponential frequency development versus
logarithmic pulse time
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which is considered a truly stationary condition concerning the internal
physical phenomena. The changes in the transition regime can be
attributed to two independent physical effects inherent to LP operation,
which are briefly explained in the following.
Thermal expansion
The loss power Pdiss deposited in the cavity walls is of the order of
up to 2 kW/cm2 in usual operation. Even using an extremely sophis-
ticated cooling system, the physical temperature of the cavity and its
surroundings will heat up by more than 100 ◦C. The resulting thermal
expansion of the wall radius rw can be expressed in terms of the linear
expansion coefficient ath in
∆L
L
= ath∆T , (2.24)
where ∆L is the expected change of the length L over the temperature
difference ∆T . Already in the simple resonance condition (2.21) a
direct influence on the oscillation frequency can be deduced.
Voltage depression neutralization
As laid out in Section 2.1.3, the space charge by the electron beam
lowers the local electron energy available for the gyrotron interaction.
Even though gyrotrons are operated with ultra-high internal vacua
of p < 10−7 mbar, there is enough residual gas inside the gyrotron
body to be gradually ionized by the electron beam. This process can





which in combination with a known neutral particle density ng defines
a total ion creation rate. As the created ions agglomerate along the
static negative potential of the beam, the voltage depression effect
is gradually neutralized. This in principle can increase the effective
kinetic energy by several kV (compare Section 2.1.3), which is a relative




This effect describes the behavior of a free-running oscillator facing
power reflection from an electrically distant location. A basic conse-
quence is dynamic load-pulling of the oscillation frequency through
the delayed power feed-back, resulting in a dynamically altered oscil-
lation frequency and power level [Pri56]. It has been already observed
in gyrotrons experimentally and theoretically before, as laid out in e.g.
[MTT+90, AJCN92, BGJ+92]. Depending on the quality factor of the
combination of resonator and transmission line, the strength of the
reflection and its distance, this effect can cause coherent modulation
in the form of a line spectrum, incoherent wide band modulation or
discrete frequency jumping.
For coherent modulation of the oscillation with fM, the time constant
τM = 1/fM of this periodic process can be related to the round-trip
time delay τRT of the RF wave on the line between the oscillation and
the reflection, governed by the line length L and the propagation speed
ven, in the form
τM ∼ τRT = 2L
ven
. (2.26)
It is logical to use this equation to relate observed modulation sideband
offsets to the probable distance of the responsible reflection position,
in crude analogy to time-domain reflectometry.
Figure 2.5 contains the approximate round trip times τRT of the beam-
guiding elements versus the geometrical distance along the RF path
from the end of the interaction region for W7-X gyrotron long pulse
operation at KIT. Also the corresponding characteristic long-line fre-
quencies fM are plotted for easy reference. The data were calculated
for the nominal W7-X gyrotron mode TE28,8 at 140.1 GHz, with the
end of the cylindrical cavity section as the reference point z = 0 mm.
During quasi-optical transmission, i.e. along the whole RF beam path
after exiting the launcher, the energy velocity ven is equal to the speed
of light, so in this range uniform behavior regardless of frequency
and cavity mode can be expected. Between the end of the cylindrical
resonator and the launcher end, however, the waveguide dispersion
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must be considered, which causes a radius dependent group veloc-
ity ven = vG(z) < c0. Total delay times can be estimated through







along the z-axis. One pair of curves in the graph includes the result
of this operation, while for reference also a second pair is included
which assumes vG = c0 also for the entire path between cavity exit and
launcher. This allows to judge the relevance of the dispersion.
The factor curve displays fM,c0/fM,vG, respectively τRT,vG/τRT,c0. A
strong impact of the waveguide dispersion is only noticeable for in-
terior reflections; for window reflections the factor between the hy-
pothetic dispersion-free curve and the ven = vG(z) is below 1.5, and
converges to one for higher distances.
For an assumed reflection from the launcher end this treatment yields
with τRT ≈ 4 ns, respectively fM ≈ 250 MHz, a relatively high fre-
quency. The values for components in higher distance are soon dimin-
ished by the additional round trip delays from the rest of the trans-
mission path, e.g. at the window τRT ≈ 10 ns defines a characteristic
“long-line-frequency” of about 100 MHz.
The lowest modulation frequency expected for this simple estimation
would come from the reflection at the highest distance possible, the
load end. Here a round-trip delay of 50 ns causes an expected modula-
tion frequency of 20 MHz.
It must be noted that although such connections seem to be obvi-
ous and the long-line effect, as established in multiple sources (e.g.
[AJCN92, GZ98, GS03]), constitutes a straightforward approach, the
data gathered from relation (2.26) might be a rather crude indicator.
The few direct comparisons of measured modulation frequencies with
dedicated simulations in literature find qualitatively matching spectra,
but frequencies which are merely of a similar order of magnitude as
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Figure 2.5: Round-trip times τRT and corresponding characteristic fre-




3 Measurement and simulation
3.1 Gyrotron experiments
This Chapter provides a condensed summary of high power gyrotron
investigation by means of experiment and simulation. After a review of
the experimental conditions and quantities, the simulation techniques
and tools are presented. In order to establish and qualify a link between
the two approaches, the Chapter leads to a rigorous comparison of the
methods introduced in a cathode voltage sweep.
Especially the basic uncertainties and the inherent limitations of the
practical as well as the theoretical methods are emphasized.
3.1.1 Experimental settings
The key parameters which define an individual operating point for
a given gyrotron setup are the superconducting-magnet coil currents
which govern the electron beam focusing and interaction, the cathode
voltage Vcath < 0, the beam current Ib, and in the case of depressed
collector operation the body voltage Vbody > 0. The total acceleration
voltage hence is
Vacc = Vcath − Vbody < 0 . (3.1)
However, in the rest of this work only absolute voltage values will be
used, dropping the signs.
At pulse start, the voltages and the beam current are ramped by the
HVPS to the set operating point within few hundred microseconds,
yielding slew rates around 250 kV/ms. During this process, the beam
current follows the cathode voltage as governed by the Schottky emis-
sion effect (see Section 2.4.2).
Uncertainties are mostly introduced by the high absolute values of the
parameters themselves. The voltages must be monitored over high
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voltage dividers, which have a specified accuracy of 1%. For a cathode
voltage of 80 kV, this already introduces ±0.4 kV uncertainty; even
more problematic, the acquisition at the divider with 8 bit oscilloscopes
yields a least significant bit of ∼0.7 kV. The beam current is measured
over a shunt resistor and is known with 0.4 A accuracy, including the
uncertainties mentioned.
A point often neglected is the magnet parameters, where especially
the main coil currents have a strong influence. For the W7-X gyrotron
magnets, these currents lie in the approximate range 80–85 A and
can be measured with an accuracy better than 0.1 A. Even though
this is a better relative accuracy than the beam current measurement,
here a more severe uncertainty is introduced; Ωr depends directly
on the magnetic field, and therefore on the coil current. For a main
coil current Im = 83.4 A and γ = 1.13, the cavity electron-cyclotron
resonance frequency is Ωr/2pi = 137.865 GHz. With a pessimistic main
coil current uncertainty of ±0.1 A, Ωr is only known to lie in the range
137.700–138.030 GHz.
A basic problem in operating point description is therefore that the
values are specified more accurately than they can be measured.
3.1.2 Frequency and spectrum measurement
General
Frequency is a physical quantity which can be measured with extreme
accuracy; possible techniques for this were already discussed in Sec-
tion 1.3. Note that while FFT-based approaches and mixer-enhanced
spectrum analyzers easily allow frequency determination down into
the sub-kHz range, this is only meaningful if the signal to be measured
has corresponding stability.
A second important property of the frequency measurement at high
power gyrotrons is, that it does not easily allow a judgment of the
absolute RF power based on the receiver power. In the broadest sense,
the reasons for this lie in the transmission and conversion techniques
for the involved measurement signals.
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The most relevant factors to be considered are as follows:
• Pick-up
The RF signal at the gyrotron is picked up by a small conical horn
antenna or an open waveguide. Because of the high RF power
involved, the pick-up is normally located at the far edge of the
main RF beam or a relief window of the tube. This causes the
signal to be picked from the stray radiation in the gyrotron, which
can be assumed to be of roughly homogeneous intensity and
unpolarized. As the absolute stray radiation level can fluctuate
significantly depending on the operating point, this introduces
an important uncertainty.
• Long transmission line
Since the measurement equipment is typically located several me-
ters away from the gyrotron itself, electrically long transmission
lines are required. To lower the attenuation, these are normally
overmoded; the ensuing dispersion and geometrical effects eas-
ily cause a transmission response variation of the order of 10 dB,
depending on the implementation.
• Frequency conversion losses
Since the harmonic mixers employed by heterodyne systems are
wide-band models, not much optimization for flat conversion
response is possible. This causes also the mixers to significantly
contribute to frequency-dependent receiver power variations.
Stray radiation and receiver protection
The nominal cavity mode is mostly coupled out of the gyrotron, form-
ing the main beam. For a typical modern gyrotron, more than 97% of
the generated main mode power is available as directed beam power
(compare e.g. [DAA+02]). For a megawatt gyrotron this means at most
a stray radiation contribution of ∼30 kW from the main mode. If an-
other cavity mode is operating, its relative stray radiation contribution
can be significantly larger, as it is scattered in the launcher to a certain
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extent. On the other hand, its total generated power is typically 3–6 dB
below the nominal mode’s. Parasite powers are hard to estimate, but
usually they can be expected to be below 10 kW. It is important to note
that since they are not matched to the launcher, they are practically
converted into stray radiation completely.
A consequence of these connections is that the ratio between gener-
ated and received power at a millimeter-wave probe differs for signals
depending on their source, preventing meaningful comparison of mea-
sured values. The nominal mode will have a low ratio, while parasites
will have a very high one. However, consider that the nominal mode
is the strongest oscillation, a non-nominal cavity mode is normally
weaker, and the parasites generate the smallest amount of power; this
is a highly welcome effect, as it tends to compress the dynamic range
of the incident signals.
During experiments, significant power changes can occur, for exam-
ple through mode switches. Another problem is that a strong signal
outside of the receiver band might be unnoticed, resulting in harmful
sensitivity settings. An amplitude level control system was developed,
which can protect the front-end of a wide band measurement systems,
and is documented in [Nus11]. It covers the input frequency range
of 110–170 GHz with a dynamic range of 30 dB and a speed of 14 kHz,
using an electronic attenuator and a broadband diode detector.
3.1.3 Power measurement
In this section, the means for power measurement in the different
pulse domains (compare Section 2.4.3) are reviewed. Since in this work
simulated and measured power are to be compared, the goal is the
introduction of the necessary translations between both domains.
General classification
In short pulse operation, a ballistic calorimeter mounted directly at
the microwave window allows relatively precise measurements in the
range tp = 1–10 ms. A fraction Pref of the total power Ptot exiting
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the main window is reflected by the calorimeter; the power reflection
coefficient |r|2 defining this fraction is specified in [Sti88] to lie within
the range of 0.03–0.06. Apart from this, the power absorbed by the
calorimeter is identical to the total power leaving the main window
cross section.
For long pulses, a water cooled CW load must be employed, which
takes many seconds to stabilize thermally. This severely limits the
possibilities for power measurements in the intermediate range 10 ms
to 1 min. It should also be noted that because of its size and the cooling
complexity, the LP load is connected to the gyrotron by means of
a quasi-optical transmission line consisting of metallic mirrors. An
overview on the KIT LP setup can be found in [SEG+11].
While the SP load absorbs all power available at the output window
except the reflected fraction, the transmission line between the win-
dow and the long pulse load acts as a filter: Modes other than the
fundamental Gaussian will be diffracted and therefore converted to
stray radiation in the load box. Since some of the mirrors incorporate
fractional-λ-depth gratings for polarization conversion, transmission
is also reduced for signals deviating from the design frequency. The
LP load therefore mainly detects the part of the generated power
which leaves the gyrotron as a linearly polarized TEM0,0 beam close
to 140 GHz.
Since the simulation tools introduced in Section 3.2.2 predict the RF
power at the end of the cavity Pdiff , measured power values must be
corrected for a qualified comparison.
LP power balance
During LP operation, enough energy is deposited in the individual
cooling circuits of the setup to enable more detailed power balancing
than in SP mode. This allows the cooling circuits of the gyrotron itself,
from collector over the RF geometry and internal mirrors down to the
microwave window, also the external mirrors, and other secondary
beam dumps to be evaluated for a total power balance. If done over
the whole pulse’s time, the total generated power can be routinely
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tracked from the individual cooling circuits with an accuracy in the
range of a few percent of the DC input power Pdc = VcathIb [Thu03].
An even better accuracy of about 1% can be reached over the direct
use of ∆T -values from the individual components in shorter “calm”
time segments of the pulse.
The method is slightly complicated by the fact that a number of cooling
circuits are implemented in combination, e.g. the absorbed power in
the launcher and the first internal mirror cannot be separated. For
the method described here, only the combination of cavity and shaft
cooling are problematic; we refer to this power fraction as Pcav. The rest
of the internal RF cooling circuits, namely the mirrors and the window,
are summarized here as Pint, excluding the collector circuit since its
absorbed power is vastly dominated by the terminating electron beam.
Combining all external circuits except the main RF load in Pext, the
formulation of a summary equation for the total generated RF power
Pgen is possible:
Pgen = Pdc − Pcoll ≈ Pcav + Pint + Pext + Pload . (3.2)
The power available at the cavity output is then estimated as
Pdiff ≈ Pgen − Pcav = Pint + Pext + Pload , (3.3)
which can be directly used for the assessment of LP measurements
with simulation results.
SP power correction
In SP operation, the mentioned multitude of cooling-circuit sensors is
not available. The only direct power indicator is the ballistic calorime-
ter, which yields a measured average power Pmeas for a complete
pulse. Three important components of this measured value should be
considered when relating to simulations:
1. A systematic correction for the RF losses occurring between the




2. The reflectivity of the calorimeter introduces uncertainty and a
systematic offset.
3. From pulse-to-pulse reproducibility experiences, an absolute
uncertainty ±∆Prep of less than ±40 kW can be expected.
The internal RF losses can be described as a factor sint connecting
the power Pout available at the window cross section with the power
Pdiff leaving the cavity. As this factor should be constant for a given
mode, geometry and reasonable frequency range, it can be found by
investigating the LP power balance. Using data from several long pulse
shots of four different W7-X gyrotrons, this factor could be determined







= 1.031± 0.004 . (3.4)
As the reflectivity of the calorimeter is specified to lie between the




1− |r|2 ≈ 1.047± 0.016 (3.5)
is to be expected.1
Using these estimations, a power correction factor of
scorr = sint · sref ≈ 1.080± 0.021 (3.6)
can be derived, which relates the measured power to an estimated
diffracted power as
Pdiff ≈ P corr = scorrPmeas . (3.7)
Applying the conservative uncertainty ranges stated above, plus the
empirical reproducibility limitation ∆Prep, a measurement confidence
1In principle the induced uncertainty could be larger, as a standing wave can form
between a reflective power load and a reflective source. Since the calorimeter will
induce significant diffraction in the reflected wave, and the window has a much
lower reflectivity than −30 dB, this further complication was ignored here.
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corridor as
P+corr = max(sint) ·max(sref) · Pmeas + ∆Prep (3.8)
P−corr = min(sint) ·min(sref) · Pmeas −∆Prep (3.9)
is suggested. If P−corr ≤ Psim ≤ P+corr holds, the simulation can be
considered to match with the underlying experimental result.
3.1.4 Example measurement
In the following, a wide experimental sweep over the cathode voltage
of the W7-X gyrotron SN6 in SP operation is presented. This sweep
will serve as a reference scenario for the various interaction analysis
methods described subsequently.
Figure 3.1 contains the relevant data of the sweep, which was done
during parameter studies in short-pulse operation as a first step of the
factory acceptance test at the KIT high power gyrotron test stand.
In the top graph, the variation of α and Ib versus Vcath and the effective
beam voltage in the cavity Vb = Wk/e is visible.2 While the changes in
Vb and the pitch factor are the main sweep variables, the beam current
increase is caused by the Schottky effect. The bottom graph displays
the measured power and frequency of each operating point covered in
the sweep from 70 to 90 kV. A relatively linear RF power increase with
Vcath is observed, ending with a sharp drop as the azimuthal neighbor
mode takes over at Vcath ≈ 88 kV, which is expected behavior. In addi-
tion, a power corridor is plotted, which represents an estimation of the
power available at the cavity exit, as calculated with the relationships
laid out in Section 3.1.3.
With rising Vcath, the RF frequency drops as the relativistic cyclotron
frequency is reduced by the increase in γ. For cathode voltages above
82.5 kV, weak parasitic oscillations in the 130 GHz range were noted
during the experiment, which however did not seem to influence
the behavior significantly. The sweep presented is not a high-power
operation sweep; it was rather selected for as “mild” behavior as
possible, as it serves as the basis for a benchmark.
2The values of α and Vb were simulated with ESRAY [IB99].
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Figure 3.1: Sweep over cathode voltage during gyrotron optimization
Top: Ib and pitch factor α versus Vcath and Vb
Bottom: measured frequencies, powers and corresponding
cavity power corridor for simulation results
3.2 Simulation techniques
3.2.1 Beam parameters
The magnetic flux density and the beam parameters cannot be mea-
sured during an experiment, and must be simulated. At KIT, this task
is performed by the in-house codes MAGGEN/ESRAY [IB99] and ARI-
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ADNE [PV04]. A verification of these beam parameters is only given
in subsequent interaction simulations and their agreement with the
experiment, which is a fragile and indirect way of validation.
Bz is calculated from the magnet properties, that is the geometry and
the coil currents; for W7-X gyrotrons the relevant external parameters
are Im for the main solenoids and Itr which modifies the gun field.
However, systematic deviations were noticed in a comparison of on-
axis Bz profiles, measured using several Hall-probes, with simulated
results. A fitting approach which allowed shifts of the magnet coils
could significantly improve the match by introducing offsets in the 0.1–
3 mm range [Ill11]. The explanation for this lies very likely in thermal
strain effects during the transition of the dewar from room temperature
to 4 K, so the fit corrects the “warm” design geometry with respect to
the true “cold” geometry which determines the measurements.
In a nominally operating gyrotron the beam parameters as introduced
in Section 2.1 are dominated by the gun geometry and the surface
properties. Recent modeling advancements at KIT have now included
a more physical treatment of the emitter surface roughness, but are
still under refinement [ZIPJ13]. The basic approach is the introduction
of macro-bump structures distributed on the emitter surface. These are
constituted by different elementary geometrical forms such as concave
and convex semi-spheres, semi-cylinders and pyramids, characterized
by a size parameter h. In the Figure 3.2 the related beam parameter
variation for a feature size range of 0 ≤ h/µm ≤ 15 is plotted for
two sample W7-X gyrotron operating points. Both points are set at
Ib = 40 A, one slightly above nominal at Vcath = 83 kV and the other
one at the edge of the stability range of the TE−28,8 mode at 87.7 kV.
As expected, the parameter spread increases with the emitter rough-
ness, and interestingly the dependence ∂(δα)/∂h is strongest at the
onset, h = 0+. Initially identical, the simulated spreads separate for
the two operating points with increasing h. Apart from the spreads,
the mean parameter values also rise with the feature size. Not shown
in the figure is the form of the statistical distributions, which for values
h > 10 µm noticeably deviates from a Gaussian distribution.
In the frame of the simulation study presented in Section 3.2.2, different
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Figure 3.2: Example of the beam parameters (α = α) at two Vcath oper-
ating points 1© and 2© over emitter roughness
emitter roughnesses were also investigated. This does not replace a
systematic study of the roughness effect on interaction simulations,
and is also beyond the frame of this work. The results indicate that a
conservative value of h & 2.5 µm can be assumed, which agrees well
with preliminary optical inspection [Zha14].
3.2.2 Gyrotron interaction analysis
Linear interaction calculation
The primitive resonance condition (2.21) presented in Section 2.2 can
be used to calculate the gyro-oscillation frequency of a specific mode
for a given waveguide radius rw and magnetic flux density Bz. Its lim-
itations (see Section 2.2.3) make the result a relatively coarse estimate.
There exist also approaches which attempt to bring these analytical
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results closer to the actual values, mainly by taking into account the
effect of the electron beam and the modifications it causes in the mode
dispersion relations. These techniques can be termed coupled dispersion
relations (CDRs), to be distinguished from the uncoupled dispersion
relation (UDR) as introduced in Section 2.2. While in the UDR, the
point of interaction is defined by the intersection of a beam line with
a dispersion hyperbola, in CDR the hyperbola is replaced by a multi-
branch structure. Additionally a growth rate term over k‖ is achieved,
which defines probable points of interaction with its local maxima.
However these linear calculations are not able to give any indication
of the expected RF power.
CDRs for gyrotrons were developed in [Edg80, CA81], but rather from
a design point of view and without verification or qualification of the
results. A more extensive treatment of the problem is given in [ZSS07],
where the presence of positively charged plasma is considered in addi-
tion.3 Even though the nominal parameters of the W7-X gyrotrons are
used in this publication, unfortunately only qualitative agreement with
other tools and experiments is stated, without further quantification.
Self-consistent slow time interaction simulation
The main application goal of the codes of this category is to be the cen-
tral tool for gyrotron design and to perform the necessary parameter
studies, requiring reasonable computation times.
Such codes have two very basic techniques in common:
• Basis for the fields modeling is the expansion into waveguide
or waveguide resonator eigenmodes. As a consequence, before
the simulation start a mode selection must be made, based on
linear theory or beam-wave coupling coefficient considerations.
If relevant modes are not selected, the simulation cannot repro-
duce physical reality. Also, in most codes mode conversion is
not modeled.
3 Note that this was motivated by the ionization-based electrostatic neutralization
effect, which is described in Section 2.4.3 and Chapter 7 in more detail.
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• Instead of evaluating directly the kinetic effect which the elec-
tromagnetic fields have on the beam electrons, the trajectories
of the electrons are chosen a priori by fixing the electron beam
guiding center, i.e. the beam radius. This reflects the focusing by
the external magnet, which to a very good approximation forces
the electrons to encircle the magnetic field lines in their helical
movement.
The key technique to fast simulation however is the “slow-time” for-
malism, which allows a base-band treatment of the respective mode’s
eigenfields by interpreting the RF oscillation frequency as a carrier
frequency. This allows a fairly relaxed time discretization with respect
to the electron cyclotron period, for modern scenarios e.g. in the range
δtsim = 10–100 ps for millimeter-wave gyrotrons.
Prominent examples of such so-called time-dependent multi-mode
self-consistent beam-wave interaction simulation codes used at KIT
are SELFT [Ker96] from the code package CAVITY, and the more recent
EVRIDIKI [APIV12] in the code package EURIDICE. Further similar
tools are the single-mode code TWANG [ATA+11], MAGY [BAL+98]
and the TUHH4 code [JGS99, Jel00], which includes more sophisticated
physical modeling, sacrificing computational speed.
An important additional simplification used by all codes except the
latter one is an extension of the slow-time formalism, which assumes
the RF envelope to change much more slowly than the electron transit
time through the considered geometry. Thus the code can propagate
the electrons along their complete trajectory through the simulation
region before performing an update of the RF fields by integration.
This also gave raise to the term “trajectory codes”.5
Despite high computation speed and design-friendly use, the codes are
subject to important limitations. These are mainly consequences of the
techniques mentioned above, and are summarized in a comprehensible
4Technical University Hamburg-Harburg
5By this extension, implicitly a further time constant is introduced into the simulation,
which has more complicated properties than mere sampling: For e.g. a simulation
region with an axial extent L = 100 mm and β|| = 0.3, the cavity transit time is
δtel ≈ 1 ns while the RF fields are updated with the periodicity δtsim  δtel.
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way in [APIV12]. For example rotational symmetry of the geometry
and co-axiality with the electron beam are fundamental properties,
but adaptations for investigations of mild beam eccentricity have been
made [APIT13, DN13]. Many restrictions apply to axial dependences:
Due to the classical TE/TM mode treatment without mode conversion,
only smooth geometry tapers . 5◦ and high wall conductivity are
allowed in most codes.
The axial variation of the external static magnetic field and its impact
on the beam parameters are another important issue. Typically not all
consequences ofBz(z) 6= const are considered; e.g. Ωr(z) and rb(z) can
be included at relatively low computational cost, while the impact on
the momenta and especially β‖ is neglected. In [Cho14], a modification
of SELFT addressing this matter is presented, and a similar extension
has been implemented in EURIDICE.
For the oscillation frequencies involved, the general limitations are as
follows:
• The electron beam is represented by a discrete number of beam-
lets composed of macro-electrons. Only wave oscillations with
an instantaneous frequency fRF close to fcyc within a few percent
(i.e. gyrotron-type interactions) are modeled reliably.
• The “slow-time” approach is basically a baseband transition, re-
lying on an internally defined numerical carrier frequency fcarr.
Since the baseband RF envelope fluctuates with the difference
frequency |fRF − fcarr|, the more an oscillation’s instantaneous
frequency deviates from this carrier, the less the slow-time ap-
proximation holds.
An important difference between the SELFT code family and EVRIDIKI
is the modeling of the electron phase angles and the beam parame-
ter spread. A comprehensive overview would exceed the scope of
this work; however, it should be stated that in SELFT, the batches of
electrons entering the simulation domain from upstream are identical.
Inside the batch, the beam parameters can be statistically distributed,
but successive batches cannot be distinguished. This requires careful
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checks to prevent unwanted numerical coupling between the modes
over this “pseudo-statistical” electron beam. EVRIDIKI, on the other
hand, was built for truly random treatment of the entering macro-
electrons, with the advantage of reduced susceptibility to pathological
numerical effects, and a disadvantage in computing performance.
Particle-in-cell (PIC) simulations
Various different concepts are assigned this label, which have in com-
mon that the “slow time” assumption is mitigated or entirely removed.
This significantly increases the required computational resources as
compared with slow time codes, which is acceptable since the main
goal of these codes is the investigation of physical effects and the
validation of the fast design codes and their assumptions.
“Full-PIC codes” do not contain a mode-based field description, but
operate on the terms of the Maxwell equations more or less directly,
typically applying finite-difference time-domain (FDTD) schemes. This
entails very high demands on time and frequency discretization, which
are one reason for the comparably low speed. Until recently, full-PIC
codes were out of the question for gyrotron simulation because of
the high complexity and size of the necessary scenarios. However in
[SNR+12], a successful interaction simulation of a TE0,3 mode gyro-
tron with the code HALO was presented in great detail and com-
prehensiveness. The same code is applied in [NSF+12] to a current
state-of-the-art problem, the investigation of the mode conversion in
a TE34,19 mode 170 GHz launcher, underlining the flexibility of a full-
PIC approach. Despite the obvious advantages of full-PIC calculations
over more simplified approaches, they cannot simply be regarded as
the solution for all simulation tasks, as they bring along their own
inherent problems. These typically concern the proper formulation of
boundary conditions, violation of energy conservation, convergence is-
sues and the nontrivial a-posteriori task of meaningful mode analysis.
A number of codes called “quasi-PIC” also exist, one sub-category of
which consists of the “two-and-a-half-dimension” PIC codes. These
do still include azimuthal symmetry, and can be placed in between the
51
3 Measurement and simulation
design codes and the full-PIC codes. Examples can be found e.g. in
the form of a 32 GHz-gyrotron interaction simulation in [BKC99], or
in [IB99], where also electrostatic electron beam plasma instabilities
in a gyrotron are investigated with the code TH2PIC. This code was
also used for a study of few operating points in a TE0,3 gyrotron,
which served as a benchmark for the design code developments in
[Ker96, JGS99].
The other quasi-PIC sub-category stems from advancements of slow-
time design codes, where among other things changes of the electron
propagation technique and intermediate field updates during the tran-
sit allow the introduction of PIC-style features. Such an extension is
available in EVRIDIKI. Of course basic properties such as the idealized
eigenmode treatment or the confinement of electron trajectory centers
to the magnetic field lines remain. Advantages lie in the possibility
to reduce unwanted effects such as unphysical mode excitation and
coupling, which arise if the slow-time assumptions in the design codes
are violated.
3.3 Benchmarking of experiment and simulation
In the following, the different tools for gyrotron frequency and power
estimation are benchmarked against the measured data in the Vcath
sweep of Section 3.1.
The primary quantities for a benchmark at a given operating point are
the main oscillation frequency f and the RF output power P . Because
of the many factors which can lead to disagreement between simulated
and measured data, all benchmarks in this work were performed as
sweeps over multiple operating points, which allows the investigation
of parameter tendencies in addition to the absolute values. While, for
example, the operating mode TEm,n cannot be directly determined in
the experiment, the position of cavity mode transitions in parameter
sweeps are marked by discrete changes of output frequency and power.
As mentioned, weak parasitic signals were detected for Vb & 77 kV,
which are not of interest in this study. In all graphs, the onset beam
voltage is marked with a vertical dashed line for reference.
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The magnetic field and the beam parameters were calculated sepa-
rately for each simulated operating point, following the reasoning in
Section 3.2.1.
3.3.1 Frequency calculation results
For each operating point, the frequencies predicted by the CDR and
a UDR implementation were calculated (compare Section 3.2.2), with
electron beam parameters gathered from the KIT in-house code ESRAY.
To address the span of local beam parameter modification by the
dynamic interaction mentioned earlier, the parameters for the “used
beam” in the cavity were also estimated. In an empirical approach,
PRF/2 was chosen, in order to emulate an operating point “halfway”
between the fresh and the spent beam (see also Section 2.2.3).
The results are displayed in Figure 3.3, along with the relativistic tuning
of the electron cyclotron frequency through γ on the top axis. Obvi-
ously the measured RF follows the tuning of Ωr, but with nothing close
to the same slope. The direct application of the UDR is disillusioning,
as its discrepancy with the measured values is hundreds of MHz, up
to more than 2 GHz for the peak power operating point. For the CDR,
the difference is surprisingly larger and not smaller, indicating that
it is not the space charge of the beam which causes the divergence
between measured results and linear theory. Both techniques do not
even qualitatively agree with the true frequency variation, since they
predict a roughly hyperbolic frequency development with a linear
increase of Vcath.
At most Vcath points the calculated frequencies are too high, so no im-
provement from the excitation band considerations (see Section 2.2.3)
can be expected, as this would only further increase the frequencies by
some hundred MHz. The values obtained with the estimated “spent
beam” parameters interestingly yield smaller discrepancies. For the
UDR as well as the CDR, the unreasonable parabolic inclination is
mitigated, and closer agreement with the measurement is reached.
The applicability of this empirical correction is limited by the need for
power values, which makes it an a-posteriori method.
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Figure 3.3: Measured frequency from Fig. 3.1 and analytical solutions;
the “sp” suffix denotes the spent beam modification.
3.3.2 Self-consistent simulation codes and variants
Of the simulation tools described in sections 3.2.2, five different vari-
ants are benchmarked:
• SELFT, the design code at KIT from the CAVITY package [Ker96]
• SELFT-BZ, an extended SELFT with betterBz(z)-treatment [Cho14]
• EVRIDIKI, the parallelized design/analysis code from the EU-
RIDICE package [APIV12]
• EVR-BZ, an extension of EVRIDIKI for Bz(z)-treatment
• EVR-PIC, the quasi-PIC variant of EVRIDIKI (including also
Bz(z) treatment)
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In Table 3.1, a list of the tools with sample performance times for the
benchmark simulation setup is supplied.6 While the non-parallelized
SELFT code has the best per-thread performance, the parallelized
EVRIDIKI codes give the possibility of considerable speed gain by clus-
ter computing. Because of this, for SELFT and SELFT-BZ an in-house
workstation was employed, whereas the EVRIDIKI-based calculations
were mostly made on the HELIOS-cluster7.
The most ambitious simulation code in this comparison is the quasi-
PIC approach EVR-PIC. For the studies presented, the start-up simu-
lations at each operating point were only carried out with the non-PIC
codes. EVR-PIC was invoked only in continuation runs, i.e. simula-
tions based on the final values from another simulation, in this case
EVR-BZ. Interestingly, the speed penalty for the enhanced considera-
tion of z-varying magnetic flux density is considerably smaller in the
6The performance times are only a general illustration; they heavily depend on the
number of modes, macro-electrons and the spread modeling settings. Naturally
the performance of the EVRIDIKI codes does not scale linearly with the number of
threads employed due to multi-threading and cluster inter-node communication.
7A system composed of 4410 computation nodes with a peak performance of 1.52
Peta-Flops and a usable memory of 256 TB. Each node contains 16 cores and 58 GB
of RAM. It is operated by the International Fusion Energy Research Centre (IFERC)
in Rokkasho, Japan [http://www.iferc.org/csc].





SELFT 10 2500 21 1 0.50 0.50
SELFT-BZ 10 2500 155 1 3.73 3.73
EVRIDIKI 10 2500 6.6 64 0.16 10.12
EVR-BZ 10 2500 7.9 64 0.19 12.19
EVR-PIC 1 300 5.7 80 1.14 90.90
Table 3.1: Simulation codes with sample performance data: timestep
δt and length tsim of simulation, real time computation du-
ration treal, number of used parallel threads nth, total speed
treal
tsim
and thread-weighted speed x = trealtsim · nth
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EVRIDIKI family than in the SELFT group. This can be seen from the
ratios between simulation time and its real time computation duration,
treal/tsim, in the table: While SELFT-BZ takes 7.5 times the duration of
SELFT, the factor between EVR-BZ and EVRIDIKI is only 1.2.
In the following, first the simulation setup is presented, along with
two sample start-ups which were performed with two different simu-
lation codes. Then, a comprehensive reproduction of the benchmark
measurement from Section 3.1.4 with the different simulation tools is
performed and discussed thoroughly.
It should be noted that uncertainties in the main magnet coil current
Im can be used to justify slight tuning of the magnetic field in the
simulation, in order to achieve better agreement with measured values
(compare Section 3.1.1). This degree of freedom was not used in any
of the presented simulations deliberately, as it could mask important
deviations. For similar reasons, the numerical carrier frequency was
kept constant.
3.3.3 Scenario
As simulation domain, the complete cavity including the downtaper
and full nonlinear uptaper is chosen. In order to reproduce the experi-
ment as well as possible, each operating point was simulated with a
parameter start-up ramp, emulating the experimental situation. Ap-
plying this “start-up” in simulation allows the sequential excitation of
transient modes, which can be fundamentally influential to the final
stationary result through hysteresis effects.8
The starting point of the 2 µs duration ramps is Vcath = 25 kV, with
the beam current before flat-top following the Schottky-effect. As the
flat-top end values lie in the range 67–82 kV, slew rates of 20–30 kV/µs
are attained. This is still two orders of magnitude above the typical
experimental values; however, considering the electron transit time of a
few nanoseconds, both the simulation and the experimental parameter
ramp are very gently inclined with respect to the gyrotron interaction
time constants.
8Compare also Section 2.4.1.
56
3.3 Benchmarking of experiment and simulation
Mode selection
A multi-mode selection was made based on the beam-wave coupling
coefficients in the cylindrical cavity section z-range, using the CAVITY
component SCNCHI.
Typical criteria for the mode selection are
• z range, ∆z = [z1, z2],
• cut-off frequency range, ∆fcut = [fcut,1, fcut,2] and
• minimum relative coupling coefficient Germin.
The latter is obtained by normalizing the individual curves Gem,n(z)
with the coefficient of the design mode at the center of the cylindrical









) ≥ 0.6 were considered, where ∆z was limited to
the cylindrical cavity section. The cut-off frequency range was set to
125 ≤ fcut/GHz ≤ 155.
A list of the modes considered relevant by these criteria is provided in
Table 3.2; graphical representations of the simulation geometry and the
relative coupling coefficients in the cavity can be found in Figure 3.4.
+18, 10 (+24, 8) −26, 7 −27, 8 −28,8 −29, 8 −30, 9
+19, 10 +24, 9 (+26, 8) +27, 8 +28, 8 −29, 9 −31, 8
(+23, 8) (+25, 8) +26, 9 +27, 9 +28, 9 +29, 9
−23, 10 +25, 9 (−27, 7) [−28, 7] −29, 7 −30, 8
Table 3.2: TE mode list for simulations; modes in ()-brackets were
not considered in the final simulation, the TE−28,7 mode is
discussed in the last paragraph of Section 3.3.7.
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(a) Cyclotron frequency, main mode cut-off















(b) Relative coupling coefficients vs. cut-off
frequency in cylindrical section
Figure 3.4: Overview on the benchmark simulation scenario
Pathological modes
The number of selected modes had to be reduced, as multiple modes of
pathological character appeared during the start-up phase in various
simulations. These were present as strong forward and/or backward
waves far from cutoff, hence penetrating the whole simulated geome-
try, operating far from Ωr.
As an example, the TE+24,8 mode can dominate the mode spectrum for
400 < ts/ns < 900, oscillating between 145 and 150 GHz. Its cut-off fre-
quency at the cylindrical section is 128.7 GHz, and at the minimum ra-
dius at the geometry entrance, fcut≈ 135 GHz. With f−fcut > 10 GHz,
this resembles a gyro-TWT interaction. The physical relevance of these
oscillations is disputable as they violate the code limitations listed in
Section 3.2.2, but also from a practical point of view they impose a
problem: Typically these modes dominate the start-up sequence for
a relevant length of time, and they were found to be able to grossly
influence the final stationary state after the end of the start-up.
At the operating point presented, the pathological behavior was mostly,
but not exclusively, observed in TE+m,8 modes. They were removed
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from the list step by step: As soon as a problematic mode emerged, a
new start-up without the pathological mode was launched. In Table 3.2
the affected modes are set in brackets.9
Despite both code families relying on the same technique, the SELFT-
based codes were found to be more susceptible to this effect than the
EVRIDIKI-based ones. The problem appeared in the same modes, how-
ever, the impact was much smaller in EVRIDIKI. An explanation for
this could be the different implementations of the phase discretiza-
tion and parameter spread modeling, as mentioned in Section 3.2.2.
EVR-PIC did not show this problematic mode behavior, even when
running as a continuation of an affected EVR-BZ start-up. This sup-
ports the doubts about the physical reality of these modes.
3.3.4 Sample start-up with SELFT
In Figure 3.5, the mode time evolution of the simulation with SELFT
at the operating point Vb = 77.0 kV (with Ib = 41.7 A, α = 1.34 and
δασ = 8%) from the measurement in Section 3.1 is shown. While
all modes listed in Table 3.2 without brackets were considered in the
simulation, the plot legend only features the modes whose power
exceeds 10 W at least at one point of time.
In the beginning, all modes form a uniform noise pattern which is
then interrupted by successive starts and declines of various modes.
Towards the end of the parameter ramp, the nominal W7-X gyrotron
cavity mode TE−28,8 starts and dominates the spectrum, oscillating with
140.276 GHz and Pdiff = 763 kW. All other mode activity is limited to
powers significantly below 1 kW. This agrees reasonably well with
the experimentally measured frequency of 140.297 GHz, and very well
with the power corridor of 710–820 kW.
The z-dependence of the electric fields and spectra at the indicated
point of simulation time ts = 2400 ns are provided in Appendix D.1.
Again the legend was limited to the relevant modes with respect to
9The TE−28,7 mode is the last mode appearing with pathological behavior. As a direct
neighbor of the nominal mode it is problematic to ignore it, so its influence was
studied separately and is discussed in the next section.
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maximum instantaneous power. The field patterns show how the
nominal mode is confined in the cavity, and is limited to the left by the
cut-off condition. The weak remnant modes seem to be far away from
their cut-off frequency as they extend throughout the entire simulation
domain, however operating only marginally above the noise level.
In the spectrum, again the clear dominance of the cavity mode is
established. The background mode spectrum exhibits discrete line
patterns, which are of numerical origin. No beat pattern is visible on
the cavity mode in the field display, which would signify dynamic
after-cavity interaction (see also Section 6.1.3 and [SCG+11]).10
10 It should be noted that as pointed out earlier, the important neighboring mode TE−28,7
was removed from the selection to obtain this result. A similar simulation including
this mode exhibited pathological operation, which resulted in a stationary output
power of 667 kW with a frequency of 140.332 GHz, deviating stronger from the
measurement.


























Figure 3.5: Startup simulation of SELFT at Vb = 77 kV, tramp = 2000 ns
with mode selection from Table 3.2 (only relevant modes
with P ≥ 10 W are listed in the legend)
60
3.3 Benchmarking of experiment and simulation
3.3.5 Sample start-up with EVRIDIKI
For the same operating point, the results as simulated with EVRIDIKI
is plotted in Figure 3.6. Again stationary operation of the TE−28,8 mode
is found, in this case at f = 140.304 GHz with Pdiff = 753 kW, which
constitutes excellent agreement with the experiment (compare Fig. 3.1).
This simulation includes the TE−28,7 mode, which does not rise.
Comparing the mode noise floor of this simulation with the SELFT
result, the differences in implementation become apparent: While
EVRIDIKI has a relatively high, but rather continuous noise floor, the
one in SELFT more inhomogeneous and dependent on the activity of
the dominating modes.11 Similar characteristics can be found in the
11Note that the vertical axis scales in the EVRIDIKI and SELFT figures are different, and
that the numerical floor phenomena observed in SELFT are below the EVRIDIKI noise
floor, due to the different implementation of randomness in the beam parameters.















Figure 3.6: Startup simulation of EVRIDIKI with tramp = 2000 ns at
Vb = 77 kV with mode selection from Table 3.2 (only modes
with P ≥ 1 kW are listed in the legend)
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axial field pattern and the spectrum (see Appendix D.2). Though not
explicitly identical, the relevant start-up modes are also similar. In
the final steady state, however, a weak TE+19,10 pathological oscillation
remains in EVRIDIKI, which appears to be pulled to the main mode’s
frequency, as visible in the spectrum in Figure D.4.
In the stationary results of the EVR-PIC code, which are given in
Appendix D.3 for reference, the delocalized mode far from cut-off is
replaced by a very weak TE+18,10 mode oscillation in the cavity.
3.3.6 Benchmark results
All points of the measured sweep from Section 3.1.4 were simulated
and investigated in a similar fashion, using the codes listed in Table 3.1.
For a meaningful comparison of the measurement and simulation re-
sults, the difference values between the two are plotted in Figure 3.7.12
Instead of the measured power, the central corrected value as intro-
duced in Section 3.1.3 was substituted as ∆P = Psim − P corr.
The main benchmark consists of the simulation results from SELFT,
SELFT-BZ, EVRIDIKI, EVR-BZ and EVR-PIC. As mentioned in the sam-
ple results discussion above, the simulations of the latter three codes
was performed including the TE−28,7 mode, which however showed no
activity at most operating points. The SELFT and SELFT-BZ simulations
were performed without this mode, as it caused the results to deviate
significantly from the experimental values. This is illustrated by the
curve SELFT+, where the mode was considered. For cross-reference,
selected operating points were also simulated with EVRIDIKI using
the mode list of the SELFT/SELFT-BZ simulation to check the reaction
of EVRIDIKI to the removal of the TE−28,7 mode, labeled EVR
−. The
sweeps SELFT+ and EVR− are not considered to be part of the main
benchmark, but are discussed separately to give more insight on the
relevance of the pathological phenomena.
12For all operating points in this sweep, the same magnetic field was used directly as
simulated by MAGGEN, without any fine-tuning within the coil current uncertainties.
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Figure 3.7: Frequency deviation (top) and power difference (bottom)
between simulation and experiment;
P.corridor denotes the uncertainty from measurement (see
Section 3.1.3; the dashed vertical line marks the onset of
weak parasites in the experiment (compare Section 3.1.4)
63
3 Measurement and simulation
3.3.7 Discussion
Main benchmark sweep
The frequencies from the experiment are reproduced very well by
the simulations, especially in comparison to the results of the linear
calculations discussed above in Section 3.3.1. For the predominant
part of the sweep, the frequency deviation remained in |∆f | < 20 MHz
with all codes considered. Above beam voltages of 72 kV, a formation
of two groups can be observed: While EVRIDIKI and EVR-BZ tend to
overestimate the frequency, SELFT and SELFT-BZ do the opposite.13 In
particular, EVR-PIC agrees well with the latter codes.
Considering the power corridor also present in the lower part of the
figure, the power is predicted within the expected uncertainty up to
Vb = 78.8 kV. Above this point, the codes increasingly overestimate
the RF power. In Figure 3.1 one can see that the pitch factor approaches
and exceeds 1.5 in this range, a situation in which the gyrotron cannot
be expected to operate reliably. It is very well possible that here multi-
ple effects come into play which are not covered in the simulation.
In the experiment, the transition to a neighboring mode, quite proba-
bly the TE27,8 mode, around 137.5 GHz takes place in the beam volt-
age range Vb = 81.8–82.3 kV. The simulations, however, continue in
TE−28,8 mode operation, and were extended up to Vb = 87 kV, with
α = 1.93 with δασ = 13%.
The behavior of the codes for beam voltages exceeding the measured
range was as follows:
• SELFT predicted a peak power of 1.23 MW at Vb = 84 kV, and
showed the rise of azimuthal neighbors and mode competition
above this value, which reduced power to the range 650–750 kW.
• SELFT-BZ fitted better to the experiment, reaching a peak value
exactly at the transition point Vb = 82.3 kV. The diminished
operation above, around 500 kW, was, however, due to strong
pathological mode activity, and hence of limited significance.
13The absolute values of ∆f discussed here are rather marginal, but since the deviations
have a systematic appearance over the sweep, they might be relevant.
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• EVRIDIKI, EVR-BZ and EVR-PIC performed very similarly, un-
fortunately by yielding powers up to the 1.4–1.5 MW range at
the maximum simulated Vb, without severe mode competition
or power reduction.
The very good match of frequency as well as power inside the mea-
surement range does not help to explain the failure to reproduce the
mode switch. A number of possible reasons for the different switching
behavior are as follows:
• As previously mentioned, a weak parasite was present during
the experiment. Although there is no basis for arguing that its
existence significantly influences power or frequency below the
beam voltage Vb = 80 kV, it could of course influence the mode
switch behavior in the upper parameter range.
• The external parameters, especially the beam voltage, are unreal-
istically steady in the simulation. Vb ripple in the experimental
situation could in principle influence the stability in the high-
power operation range.
• The pitch factorα above the transition range exceeds 1.5. Changes
in the statistical distribution for high α (compare Section 2.1.1)
could easily cause the treatment of the beam parameters to be-
come inaccurate, overestimating α or underestimating δασ .
• In the simulation scenario, the electron beam and the geometry
are in perfect coaxial alignment. Eccentricity of the magnetic field
axis or the cathode, even within the specified tolerances, could
cause asymmetries which only start to affect the performance at
the high-α operating points.
• The actual mode transition could be a multi-mode competition
effect involving one ore several modes not in the list. Especially
the many modes which are primarily relevant but had to be
sorted out because of pathological effects are to be considered
here.
65
3 Measurement and simulation
• A simple possibility is also deviations of the gun simulation
geometry from the technical implementation, regarding subtle
geometry details and thermal deformations [Pag14].
Influence of the TE−28,7 mode
Apart from the main sweep, data for the SELFT performance with the
mode TE−28,7 (SELFT
+), and of EVRIDIKI without it (EVR−) are plotted
in Figure 3.7.
Above Vb = 75.3 kV, the power in SELFT+ decreases rapidly, along
with significant frequency deviations from the measured values. In
these simulations, the TE−28,7 mode appears to be frequency-locked
to the nominal mode; this prevents direct experimental investigation
of this phenomenon. The strong deviation from the measurement,
however, indicates that this deterioration by the TE−28,7 mode is not
present in reality.
Interestingly, the EVR−-simulation has different results than EVRIDIKI:
Concerning both output power and frequency, it now follows the
EVR-PIC curves almost exactly.
Except for SELFT+ above 76 kV, all changes are within the confidence
of the parameters, so with respect to agreement with the measure-
ment both are equally true. If we, however, assume the EVR-PIC code
to be the most trustworthy because it includes fewest physical sim-
plifications, the following conclusion could be reached: The TE−28,7
mode does not appear relevant in EVR-PIC; this simulation yields
similar results as SELFT and SELFT-BZ, which had to be run without
this mode because of numerical problems. As EVRIDIKI− agrees very
well with these results, the influence of the TE−28,7 mode on EVRIDIKI
and EVR-BZ might be as pathological as on SELFT+, but only less
pronounced.
Investigating such delicate differences between the different codes will
certainly improve the understanding of the underlying differences in
implementation; however, within this work, these paths are not further
explored.
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3.3.8 Benchmark summary
An overview short pulse (SP) sweep of a W7-X gyrotron over Vcath
was presented and discussed, illustrating the general behavior of RF
frequency and output power as a function of the applied cathode volt-
age. The experimental conditions for qualified frequency and power
measurements were introduced, including a derivation of the correc-
tions necessary when comparing SP calorimeter power measurements
with simulation results. With the help of experimental long pulse
power balance data and calorimeter specifications, a correction factor
of scorr ≈ 1.080± 0.02 was determined.
The numerical simulation investigations enabled by this showed good
agreement of the results calculated by several interaction simulation
code variants with the experimental data, especially concerning the
RF frequency with |∆f | < 20 MHz, i.e. ±0.014%. It must be stressed
that no analytical method was found which could reach a similar level
of trueness14. In this context also the merit of swept investigations
over single-operation-point studies becomes obvious, as the analytical
methods’ trueness was found to correlate roughly inversely with the
RF power of the operating point. Comparison of the simulated RF
powers also yielded satisfactory results over a large part of the sweep
for all codes tested.
Unfortunately, major discrepancies between simulations and measure-
ments were found concerning the mode transition in the cavity, which
could not be reproduced properly. This leads to unrealistic power pre-
dictions in the high-Vcath section of the sweep, and also unfortunately
drastically lowers the potential use of the mode transition position in
the parameter space, e.g. for the investigation of parasitic oscillations
and their impact on the operation.
Possible reasons for this deviation were listed; an elaborate investiga-
tion or even solution of this problem exceeds the scope of this work.
The fact that all codes were affected in a similar way indicates that ei-
ther a common modeling problem, for example interaction asymmetry
14The term is here used in the sense as it is defined by BIPM/ISO5725-1, as a measure
for the systematic deviation of values from a reference [BIP08].
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in the cavity, is the reason, or that the problem rises from the input
data, most likely the beam parameters.
Rather technical problems in the self-consistent simulations were also
addressed, concerning mainly the excitation of fast delocalized waves
far from the electron cyclotron frequency, called “pathological modes”
in this work. These underline the necessity for careful mode selection
and attentive inspection of start-up processes to assure the physical
consistence of a multi-mode simulation. The found varying suscepti-
bility of the various codes to this phenomenon could be a first step to
a better understanding of these effects.
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In this Chapter, the developed pulse spectrum analysis (PSA) sys-
tem and the underlying principles are presented, beginning with the
hardware setup and the related consequences for dynamic range and
bandwidth. Subsequently, the detailed operating principles of the
measurement system are presented, and the focus is placed on the
functionality and the robustness of the digital signal processing which
carries out the RF reconstruction.1 In addition, means to extract the
information from the created spectrograms for post-processing and
the possibility of extending the continuous acquisition length by un-
dersampling are introduced.
The signal processing basics, especially A/D conversion, Fourier anal-
ysis and spectrograms, as well as the nomenclature for the related
quantities, are compiled in Appendix A. To provide more space for
detailed discussion, measurement examples are given in a separate,
subsequent Chapter.
4.1 General hardware setup
A basic system setup with two hardware receiver channels is shown
in Figure 4.1. A more comprehensive, but less illustrative full layout
information on the system can be found in Appendix B, in combination
with more technical information on the system.2
1The essential properties of the system can also be found in [SGJT13b]. A work-in-
progress version was presented in [SGKT12]; however, it has to be noted that in this
previous publication the RF reconstruction technique (see next Section) does not
include the “cross sideband”Rx reconstruction and therefore postulates an inherent
blind spot of the width ∆fd between the reconstructed HSI and LSI RF bands.
2The actual PSA system uses four physical channels with four mixers and four LOs,
combined into two channel pairs. This allows the investigation of simultaneous
events, even if they are separated by more than the span of one channel pair.
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Figure 4.1: Hardware setup of the PSA system with one channel pair
The key components of the receiver front-end are two parallel har-
monic mixers with conversion losses better than 40 dB for RF input
signals in the range 110–170 GHz. Using the mixing harmonics of 10 or
12 requires local oscillator frequencies in the general range 9–17 GHz,
allowing the use of standard synthesized sources operating at fre-
quencies of 2–20 GHz. Since the mixers are driven by independent LO
sources, their receiving range can be configured independently.3
For the A/D conversion process, a fast four-channel oscilloscope with
a maximum sampling rate of fr = 10 GS/s is employed, yielding a
Nyquist frequency of fN = 5 GHz.4 However, the specified bandwidth
is 2 GHz; this is discussed in more depth in the following Section. The
acquisition memory size of the device is 280 MS, which limits the gap-
less full-SR acquisition lengths ta to 14 ms for two channels, and to
7 ms for simultaneous four-channel acquisition.
All data processing beyond the time domain A/D conversion is im-
plemented in the PC-based measurement software, which coordinates
the LOs and transfers the IF time domain signal data s1(t), s2(t) after
acquisition to the measurement computer.5
3The setup in Figure 4.1 is not an inphase-quadrature receiver arrangement.
4In this work, we refer to amounts of samples in the dimensionless quantities GS
(gigasamples), or MS (megasamples); a sampling rate (SR) of 10 GS/s hence means a
sampling frequency of 10 GHz.
5Its structure and overall capabilities are summarized in Appendix B.
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4.2 Considerations on dynamic range and bandwidth
Signals sampled with fN < f will appear aliased, with ambiguous
frequency6. Since alias signal lines are a common problem in A/D con-
verter based systems, the quantity aliasing-free dynamic range (AFDR)
was defined, as the “safely” usable dynamic range without having
additional knowledge about the incident signal.
In addition to this sampling-related problem, there are also impedi-
ments from other sources. Active microwave components or nonlinear
elements inevitably create additional unwanted discrete frequencies,
called spurious lines. In multi-channel systems, insufficient isolation
between different signal branches can also cause this type of problem.
In a similar fashion as the AFDR, a spurious-free dynamic range (SFDR)
is defined. Increasing the acquisition length ta reduces the continuous
background noise level, but does not affect the spurious lines and alias
product magnitudes. In a broadband measurement system, the safely
usable dynamic range will therefore be obtained when the SNR is
roughly equal to, but not exceed the maximum SFDR and AFDR level:
This provides a continuous noise floor without undesired discrete
sigals prone to misinterpretation.
In the following, first the capabilities of the receiver in the PSA system
are discussed, then the already described RF front end is also taken
into account. After the description of the complete SFDR and AFDR,
the sensible parameter values for the FFT length are discussed.
4.2.1 IF receiver
Several properties of the oscilloscope acting as an IF receiver have a
direct impact on the achievable total dynamic range:
• channel isolation
• input low-pass edge frequency and selectivity
• jitter based degradations (expressed as effective number of bits,
ENOB, compare Appendix A.2)
6Compare derivations and discussions in Appendix A.1.
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If several channels are used simultaneously, the channel isolation must
be taken into account, which is specified to exceed 60 dB for f < 2 GHz
and 50 dB for f > 2 GHz. The front-end low pass filter curve with its
edge frequency fLP determines the IF flatness, and also the robustness
against aliasing. The combination of the two properties defines the
AFDR. Signals with f > fLP will still appear in the IF range, but will
be attenuated by the low pass.
A measured spectrum for a sweep of the input signal in 0–10 GHz is
given in Figure 4.2, which shows directly the shape of the input low
pass with its 3 dB point at 2 GHz and a pole at fN. In the figure also the
mixer diplexer was included, which separates LO and IF. Since its IF
branch is a low pass, aliasing are further reduced by it. The combined
signal of the oscilloscope low pass and the diplexer is sampled with
10 GS/s, which means the range 5 < f/GHz < 10 appears mirrored
in the first Nyquist zone. Hence, the difference between the true first-
zone signal and the alias directly shows the AFDR.
The specified minimum isolation as noted above was also inserted in
zone 1, as a down-shifted copy of the “Combination” curve. Together
with the mirrored aliasing-curve, it indicates directly which part of the
IF range is primarily alias- and which is isolation-spurious limited.7
Since the main internal spurious source is channel isolation, the SFDR
can be read directly from the figure.
Since the timing jitter of an A/D-converter influences the usable com-
binations of dynamic range and bandwidth (compare Appendix A.2),
the oscilloscope employed as the receiver was chosen for its single-unit
A/D converter with optimized jitter-limited dynamic range [Roh14].8
The measured ENOB of the device is 7.2 for f < 2 GHz, and decreases
because of the input low pass slope for higher frequencies.
7This is a conservative estimate, as only the alias curve is measured, while the isolation
curve respresents a specified minimum value. Test measurements with the device,
which, however, cannot cover all the possible frequency and settings combinations,
have yielded isolations better than 70 dB in the whole frequency range.
8In typical fast oscilloscopes, n A/D units with identical sampling rate fr are imple-
mented in parallel, detecting the incoming signal in an interleaved fashion. This
yields a combined SR of nfr, but increases jitter problems because of synchronization
limitations between the units.
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Figure 4.2: Spurious and alias signal measurement at the oscilloscope
4.2.2 Mixers and local oscillators
From the mixer front-end, two further possible impediments for an oth-
erwise well-configured receiver can rise. The first is the generation of
spurious lines, which can be misinterpreted as valid down-converted
RF signals if visible in the IF range. The sources of these spurious lines
can be separated as follows:
• RF mixer crosstalk can occur over the junction which separates
the RF input path into the mixer channels (compare Fig. 4.1).
Here, the up-converted fLO1 can be radiated through mixer 1 to
be received in channel 2 like a regular RF signal. This effect can
be mitigated through hardware-implemented channel isolation,
by employing a directional coupler in combination with isolators
at each mixer. In the current setup, this is achieved through a
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3 dB coupler with an isolation of better than 27 dB in combination
with full-band isolators, providing additional isolation of−20 dB
at the RF port of each mixer. Assuming that in a worst case
the LO is up-converted and radiated by mixer 1 with the same
conversion loss as typically experienced in normal operation, i.e.
with > 30 dB, the maximum LO-caused IF spurious levels over
the RF path can be estimated as:
+10 dBm LO drive power
−30 dB up-conversion in mixer 1
−20 dB isolator
−27 dB coupler
−30 dB down-conversion in mixer 2
−97 dBm IF power at receiver
• Another source for IF spurious lines is direct LO-IF crosstalk.
Many synthesized sources create significant spurious signals,
which for example can appear at fractional frequencies of the
current fLO, and thus within the receiver frequency range. If
these spurious lines are able to penetrate with levels above the
IF noise floor, they cannot easily be distinguished from valid
signals.
Network analyzer measurements found that the mixer diplexer’s
LO/IF isolation varies in the range 10–50 dB for 0 < f/GHz ≤ 3,
and even falls below 10 dB between 3 and 4 GHz. With the speci-
fied LO fractional spurious levels up to −60 dBc, i.e. −50 dBm,
this not sufficient to protect the system. Additional high-pass
filters with a minimum LO-IF rejection of 67 dB in f < 6.5 GHz
were added to the LO path, ensuring direct LO spurious levels
in the IF range to be below −117 dBm.
The second possible problem is the breakthrough of LO noise into
the IF range. This can either be strong noise in the IF range, which
directly propagates through the mixer into the receiver IF path, or noise
around fLO which is then converted by the mixer and appears the in
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the vicinity of the RF position of the LO signal fRF = h · fLO. While
the former problem is alleviated by the LO high pass filter mentioned
above, the latter is a fixed property of the signal source.
4.2.3 Total dynamic range
The previous considerations yield an alias- and spurious-free dynamic
range D = 60 dB for f < 2 GHz and D = 50 dB for 2 < f/GHz < 3.7,
entirely dominated by the maximum isolation specification. For higher
frequencies the AFDR is smaller than the specified isolation SFDR, and
naturally reaches zero for f → fN.
If we adjust the internal isolation limitation to the minimum measured
value of 72 dB, the next limitation encountered is the external isola-
tion of at least 67 dB. With this criterion the attainable aliasing- and
spurious-free dynamic range is at least D = 60 dB for f IF ≤ 3 GHz,
corresponding to an identical IF bandwidth ∆fIF = 3 GHz.
To establish the total frequency domain dynamic range as derived
in Appendix A.2, the load factor in (A.15) must be defined. This
can be done in a straightforward way by estimating the maximum
power at the oscilloscope input over the mixer properties. The typical
wideband conversion loss C is in the range of 30 dB, and with the 1 dB
compression point at PRF,in = −10 dBm this yields a maximum IF
power of −40 dBm, or Vs = 3.16 mV. With the most sensitive vertical
detection range of±5 mV, this leads to a linear load factor of L = 0.63.9
The time domain discretization SNR can be hence calculated to be
equal to SNRT = 24.1 dB. As stated before, a consequent way to de-
fine a maximum default STFT resolution δf = 1/tseg is to find the
threshold of possible aliasing/spurious emergence from the continu-
ous background noise, using (A.16) as
SNRF = SNRT + 10log10
N
2
≤ D . (4.1)
9The front-end includes a wide-band automatic level control loop which was already
mentioned in Section 3.1.2. This allows the use of optimal load factors within a
power range of ∼30 dB, further enhancing the overall dynamic range of the system.
75
4 Pulse spectrum analysis
With fr = 10 GHz = 1/tr and ta = N · tr, this equation can be solved
for the maximum DFT time segment length which is guaranteed not
to expose undesired spurious or aliasing signals:
ta ≥ 2
fr
· 100.1(D−SNRT ) = 0.770 ns ≈ 1 µs . (4.2)
Of course, it is justified to use higher frequency resolutions, e.g. for
line width estimations or modulation analysis. It should only be kept
in mind that additional weak lines might not be valid signals.
4.3 IF data processing
The detected IF data consists of the two independent time signals s1(t)
and s2(t). By application of the STFT to these individual signals si(t),
the IF spectrograms Si(f, t), with frequency axis f and time axis t, are
generated. This process is derived and discussed in Appendix A.3.
Both signals are processed with the same STFT settings, resulting in
identical numerical resolutions δf and δt for both of the Si.








(1− xOV) tseg , (4.4)
with tseg = 1/δf . For the typical settings ∆fIF = 3 GHz, ta = 4 ms,
tseg = 1 µs and xOV = 0.2, the number of values along the two axes
are nf = 3000 and nt = 5000. The size of the resulting discrete spectro-
grams is therefore nf · nt = 15 Megapixels.10
10Increased xOV are indicated when a demand for high frequency resolution drives
the order of magnitude of tseg close to the one of ta, as then “trivial” spectrograms
with small nt values occur. This means that if in the above example δf = 20 kHz
was required, the result dimensions would be nt = 100 and nt = 150 · 103; apart
from the large number of frequency points, this spectrogram has an impractical
aspect ratio. With xOV = 0.95, this is alleviated to nt = 1600, which still gives an
impression of time dependence; the cost is increased processing and memory load.
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These IF spectrograms are still subject to the mixing ambiguities dis-
cussed in Section 1.3.1, and therefore of only limited use for gyrotron
spectrum analysis. However, they already display the measured time-
variant spectrum.
The frequency range of these spectrograms is defined by the local
oscillator frequencies fLOi at acquisition time. Since the individual
channel signals si were received simultaneously, the spectra S1(f, t1)
and S2(f, t2) describe simultaneous properties for t1 = t2. All follow-
ing operations are only applied to such simultaneous spectra.
4.4 RF spectrum reconstruction
As discussed in Section 1.3.1, all signals received through the avail-
able mixing harmonics and injection sides in a broad-band super-
heterodyne will be situated in the IF range. When attempting to de-
termine the original RF position of frequency components found in
the IF spectrograms under discussion, one faces substantial ambiguity
since neither the mixer injection side nor the acting harmonic is known.
Also, the individual traces found in the IF range are generally received
through different mixing harmonics and injection sides.
To avoid the necessity of a priori knowledge about the RF spectrum
or subsequent validation measurements, the redundancy of the twin
receiver channels is exploited. In this process, the signals of the two
channels are merged, because of which we refer to these as a receiver
channel pair.
4.4.1 Principle
In a first step, a desired acting harmonic hn,d for each channel n is defined.
The goal of the processing is then to eliminate all signals from both
channels which have not been received through hn,d, and to separate
the remaining signals by the injection side. We refer to this process as
RF reconstruction in this work, as the final result is a representation of
the RF spectrum.
77
4 Pulse spectrum analysis
The key to the reconstruction is the introduction of a specific desired
LO frequency difference
∆fd = h1,d · fLO1 − h2,d · fLO2 (4.5)
on reception. For nontrivial choices fLO1 6= fLO2 the RF signals received
in the IF spectrograms appear effectively shifted with respect to each
other in the IF range.11
The amount of relative frequency shift depends on the acting mixer
harmonic hn, while the direction of the shift can separate low and high
side injection. This is illustrated in Figure 4.3a, where three RF signals
marked by “2”, “∆” and “∇” are received simultaneously in the two
channels. The incident RF signals (on the right) are downconverted
with the effective LO frequencies hd,1 ·fLO1 and hd,2 ·fLO2 . Note how the
frequency difference between the LO frequencies causes the received
IF signals (left side) to be located in different frequency positions.
To the measurement system and the user only these IF signals are
known, and are used to reconstruct the original RF spectrum. For a
numerical example, consider a monofrequent signal in IF channel 1 at
the frequency f IF1 = 2 GHz, with fLO1 = 15.0 GHz. The ambiguity in
this case was already described in Section 1.3.1, what follows is the
technique for its removal. For a configuration h1,d = 10, h2,d = 12,
∆fd = 200 MHz, with the help of (4.5), the channel 2 LO has been
accordingly set to be equal to
fLO2 =
(
h1,d · fLO1 −∆fd
) · 1/h2,d = 12.483 GHz (4.6)
on reception. The received signals can then be related as follows: If the
signal at f IF1 was received through h1,d = 10 LSI, this indicates that an
original RF of
fRF = h1,d · fLO1 + f IF1 = 152 GHz
is represented by f IF1 . Then, in channel 2 a corresponding signal at
f IF2 = f
RF − h2,d · fLO2 = 2.2 GHz
11In the following we refer only to this definition, which is arbitrary with respect to
the relative RF position of the h · fLO; it could alternatively be made inverse as
∆f ′d = h2,d · fLO2 − h1,d · fLO1 , without changing the workings of the technique.
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must be present. A non-existence of this validating channel 2 IF signal
excludes this reception possibility, and indicates a different reception
harmonic-injection side combination.
Next, the HSI reception case with the same harmonic h1,d = 10 could
be checked, yielding
fRF = h1,d · fLO1 + f IF1 = 148 GHz .
Here, a validation signal at f IF2 = 1.8 GHz is postulated. If both de-
scribed validation signals cannot be found, the signal was not received
through the desired harmonics and can be discarded; of course further
harmonic combinations also can be checked in the same way.
4.4.2 Implementation
The example above was formulated for signals of defined frequency;
however, the available data consists of spectrograms with fixed fre-
quency bins. Considering the typical size of an IF spectrogram with a
total number of frequency bins in the order of millions, the validation
operation must be applicable on a bin-by-bin basis in an efficiently
automatized way.
A simple and straightforward implementation is the application of the
min()-operation on numerically shifted and mirrored instances of the
spectra S1(f, ti) and S2(f ±∆fd, ti), instead of looking for signals and
calculating their counterpart in the other channel.
Performing this comparison through shifting and merging with min()
yields with
RLSI = Min (S1(f, ti), S2(f −∆fd, ti)) ∀ i (4.7)
RHSI = Min (S
↔
1 (f −∆fd, ti), S↔2 (f, ti)) ∀ i (4.8)
the reconstructed RF spectrograms received in both mixer sidebands
for the selected mixer harmonic in a primitive, yet effective way. It
must be noted that this operation only relies on the independent com-
parison of f -t bin pairs, and thus can be performed parallelized.
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The described process is illustrated in Figure 4.3b for the three signals
introduced in Figure 4.3a. Note how for the LSI reconstruction the two
IF spectra are shifted by ∆fd against each other; this causes the signals
labeled “∆” to have the same IF frequency; the following min() on the
two spectra thus removes all signals except this one.12
The HSI reconstruction works analog, except for the additional mir-
roring of the IF spectra by the frequency 0 Hz. In this case, the signal
labeled “∇” is reconstructed on the left side of Figure 4.3b in agree-
ment with the fact of its reception in HSI in both channels, as visible in
the RF part of Figure 4.3a.
As demonstrated above, the explained technique as formulated in (4.7)
and (4.8) allows the reconstruction the RF range for the overlapping
range of the two channel’s coverage, separately in LSI and HSI. Of
course, the total achievable bandwidth is reduced by the fringe part of
the width ∆fd at both shifted IF band edges, where no validation data
from the other channel are available.
There is another, also yet unused part of the IF spectrum, which can still
be evaluated: 0 . . .∆fd, the part of the spectrum which was received
with HSI in channel 1 and LSI in channel 2. It can be recovered by
Rx = Min (S
↔
1 (f + ∆fd, ti), S2(f, ti)) ∀ i (4.9)
in a similar way. This removes the blind spot which was postulated
for this reconstruction method in early publications [SGKT12]. In
Figure 4.3, this type of signal is represented by the component labeled
with “2”.
As can be seen in Figure 4.3, the reconstructed spectra RHSI, RX and
RLSI can be recombined to form a fully reconstructed spectrum.13 The
effective bandwidth of the total reconstructed RF spectrum is equal to
2∆fIF −∆fd if all usable IF range is exploited.
12As in the Figure the relation between ∆fd and ∆f IF is exaggerated, it is also visible
how the bandwidth of this spectrum is necessarily reduced from ∆f IF to ∆f IF−∆fd
in this operation.
13Compare the final result of the reconstruction process as shown in the bottom part of
Figure 4.3b with the incident RF spectra in Figure 4.3a.
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Figure 4.3: Reception of multiple signals through channel pair (a)
and reconstruction of RF spectrum (b) using mirrored and
frequency-shifted IF spectra
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A basic advantage of this reconstruction technique is the combination
of a highly nonlinear decision function without an increase of result
complexity. The result still has the convenient power unit dBm, and
no detection threshold values or weighting functions and the like have
to be considered when interpreting it.
4.4.3 Effective dynamic range
If there is level imbalance between the signals compared, the highly
nonlinear operation min() will cause the result spectrogram R to have
a different dynamic range than the input data Si.
In the case of flat imbalance, i.e. one receiver channel generally has
lower signal levels possibly due to higher mixer conversion loss, the
reconstruction will simply adopt the dynamic range of the weaker
channel. Weak signals which are only visible in the stronger channel
will be removed by the reconstruction process.
Frequency-dependent IF imbalance however can have a more visible
effect on the result, depending on ∆fd: Uneven conversion perfor-
mance within the IF bandwidth or a pronounced noise floor from the
LO can form a frequency-variant signal background. If ∆fd is of the
same order or larger than the frequency distance between differently
shaped areas of the IF noise background, valid weak signals could be
masked, and invalid weak signals could persist.
4.5 Reconstruction robustness criteria
The described reconstruction aims at the removal of frequency ambi-
guities; robustness here means the reliability of the result.
RF ambiguity generally arises when a signal appears in the recon-
structed spectrogram at a frequency where it was not actually present
on reception. This happens when the relative frequency difference ∆f
between two signals in S1 and S2 satisfies |∆fd −∆f | < δf , while the
two signals have not been received through the designated harmonics.
We refer to such signals as false-positive validations for which the two
principal sources are separated and discussed in the following.
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4.5.1 Coincidental false-positive validations
This case describes the reception of two arbitrary and unrelated spec-
tral components in a way that they satisfy the reconstruction condition.
If the components of these independent signals coincide in IF with
∆fd, they mingle indistinguishably and lead to a falsely reconstructed
frequency component in R. This could, for example, happen for an
unfortunate combination of different oscillations in the gyrotron (for
example, a parasitic oscillation and a cavity oscillation) or the combi-
nation of a IF static spurious line with the mixing product of a genuine
RF signal.
It must be noted that static spurious signals have no possibility to
appear with the expected frequency shift in the different IF channels
and are removed in the reconstruction process. Of course, they still
should be minimized because they increase the probability of the afore-
mentioned frequency coincidence leading to false-positive validations.
Since the technique has no inherent safeguards against coincidental
false-positive reconstruction, it is obvious that only sparse (i.e. not
broadband / continuous) spectra can be treated with a low risk of this
error.
4.5.2 Deterministic false-positive validations
There is a number of sources for unwanted frequency components in
the IF channels, which can exhibit a relation of ∆fd per definition. This
would e.g. be the case for spurious lines from the LOs, if they had a
fixed frequency offset relationship to the set LO frequency.
Alias signals are a special case; alias reception in parallel channels with
slightly shifted RF LO positions can be separated in three different
basic ways, depending on whether the compared signals reside in the
same Nyquist zone.
1. 2fN > f IF1 > fN > f IF2 describes the “mixed” reception case,
where the channel 1 signal is aliased while the channel 2 signal
is sampled correctly. The frequency difference between the two
signals is not ∆fd because f1 was mirrored at fN , and is received
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as f ′1 = 2fN − f1 (compare eq. A.8). This leads to a removal of
both signals during the reconstruction process, as in all regions
where the two signals do not reside in the same Nyquist zone.
2. With 2fN > f IF1 > f IF2 > fN, both signals are in the second
Nyquist zone. As both signals are mirrored at fN, the frequency
difference ∆f = −∆fd satisfies the reconstruction condition.
However, because of the sign change, the signals will be recon-
structed in the wrong injection side and thus at the wrong RF.
3. If with 3fN > f IF1 > f IF2 > 2fN both signals are in the 3rd Nyquist
zone, a similar effect occurs. With ∆f = ∆fd, the correct injection
side will be found, but the resulting RF will remain wrong.
These effects are the reason for the relevance of the AFDR for the usable
dynamic range in Section 4.1. The occurrence of aliasing cannot be
detected from the measurement data without additional knowledge.
4.5.3 Estimation of reception possibilities
Apart from the challenges discussed before, there remains the investi-
gation of the possibility of receiving a valid signal through undesired
harmonics, leading to a false-positive detection. Unlike the sources of
false validations discussed before, this risk is heavily dependent on the
choice of hn,d. While the STFT parameters can be chosen after signal
detection, the LO frequencies and in the same decision the mixing
harmonics and ∆fd must be chosen before. Thus, a minimization of
the deterministic false-positive validations, which cannot be ruled out
by design, is investigated here.
As stated before, a false-positive validation occurs when in both chan-
nels the down-converted signal is located inside the IF bandwidth,
with a frequency difference ∆f ≈ ∆fd. For a given RF range of a
possible incident signal and a set of chosen receiving harmonics hn,d,
all possible combinations of probable other acting harmonics hn and
the resulting IF position of the received frequency can be calculated. In
order to assess different configurations hn,d, it is sufficient to evaluate
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how close a reception through unwanted harmonics can get to the
reconstruction criterion in a specified RF range of possible signals.
This can be expressed as a frequency difference ratio
F = | ∆f
∆fd
− 1| (4.10)
where ∆f is the occurring frequency difference and ∆fd is the value
expected for validation.
Relevant technical F ranges can be separated as follows:
1. F = 0 means mathematical identity of the observed frequency
difference with the expected value. If this occurs through an
unfortunate combination of harmonics and signals for hn 6= hn,d,
a false reconstruction is inevitable.
2. 0 < F < 2δf/∆fd indicates a frequency shift deviating from ∆fd
which is too small to be resolved by the system. This could be
countered by choosing a higher ∆fd value (only a-priori) or by
increasing δf (also a-posteriori).
3. 2δf/∆fd ≤ F < ∆fIF/∆fd yields lines which are filtered by the
reconstruction technique as intended and therefore basically do
not generate false-positives. It should however be kept in mind
that the linewidth of the signal itself should also be taken into
account, so an F value further away from the lower border will
provide a safety buffer.
4. F & ∆fIF/∆fd denotes the case where one of the two received
signals per definition does not lie in the receiver IF range, and
therefore is discarded by the reconstruction. This is the case of
maximum robustness.
A given choice of hn,d can be characterized by choosing an RF input
range and then finding the minimum F which can be caused by an
arbitrary frequency in this RF range, letting F convey the worst-case
reception through undesired harmonics, with respect to robustness.
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With the WR6 waveguide lower cut-off frequency and twice the in-
tended maximum RF, the possible RF range 90–340 GHz is suitable for
this investigation. A graphical representation of the resulting mini-
mum F values can be found in Figure 4.4; because of the wide range
of possible F values, here first all results with F > 1 were set F := 1
to give a good indication of the smallest F values.
A first positive result is that no combinations are found which yield
F = 0 (case 1 in the list), so the basic reconstruction is never violated,
and robustness for a given set of hn,d is a matter of proper δf and ∆fd
choice. For a typical configuration with δf = 1 MHz, ∆fd = 100 MHz
and ∆fIF = 3 GHz, the upper border of the case 2 listed above is
2δf/∆fd = 0.02, which also does not occur within the range considered.
Case 3 extends up to ∆fIF/∆fd = 30, which applies for practically
all values in this calculation. This case hence is the one most relevant
0.17 1 0.50 0.33 0.50 1 0.17 19.9 0.50 0.33 33.2
0.14 1 1 1 1 1 1 0.14 14.3 12.7
0.13 1 0.50 1 0.25 1 0.50 1 0.13
0.11 1 1 0.33 1 1 0.33 1
0.10 1 0.50 1 0.50 0.20 0.50
0.09 1 1 1 1 1
0.08 1 0.50 0.33 0.25


































Figure 4.4: F for worst-case ∆f results using fixed sets hn,d (axes) with
fRF = 90–340 GHz; F > results are displayed as F = 1
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for the assessment. The maximum robustness case is only found for
h1,d = 16, h2,d = 6 in the lower right corner.
The small robustness of h1,d = h2,d is obvious, which stems from
the reception through neighboring harmonics, i.e. hn = hn,d ± 1.
Interestingly, for most harmonics the value F ≥ 1 is obtained. The har-
monics which cause this are multiples and fractions of the hd, mostly
hn = 2hn,d or hn = hn,d/2, so the hypothetical signal necessary for
this case to occur is far away from the signal of interest.
It is the choice of 90–340 GHz for the potential RF range which causes
these cases to occur, often on basis of signals far away from the actually
used bandwidth. If in a more lax estimation only the technical range
of 110–170 GHz is chosen, considerably more optimistic robustness
values are estimated as can be seen from Figure 4.5; here the F range
was not limited.
0.17 39 71 99 453 876 991 1373 1740 1813 2160
0.14 28 52 99 397 526 878 1214 1295 1609
0.13 22 41 58 99 343 668 765 1062
0.11 17 32 45 99 310 415 696
0.10 14 26 37 49 99 276
0.09 11 22 31 39 48
0.08 9.0 18 26 33


































Figure 4.5: F for worst-case ∆f results using fixed sets hn,d (axes) with
fRF = 110–170 GHz; full F range is plotted
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Clearly for many harmonics combinations now F values of the maxi-
mum robustness category F & 30 are reached.
However, in both estimations it is obvious that the choice of hn,d has a
noticeable impact on the constraints for the chosen configuration; the
higher the F value found for a given harmonic pair, the less critical are
the other parameters. For the calculations shown in Figure 4.4 it can
be stated that the minimum F is dependent on the lowest common
denominator of the chosen harmonics, and decreases weakly with
rising harmonic value. It is noticeable that consequently, peak perfor-
mance is delivered by all nonidentical combinations of prime mixing
harmonics.
As F ≥ 1 means that a signal of the bandwidth ∆fd can be recon-
structed properly, it is worth investigating how many problematic
harmonic combinations which cause F < 1 exist for each set hn,d. Min-
imizing this total number N of possible unwanted reception cases
contributes to robustness in an additional way.
In Figure 4.6, for each hn,d set analyzed in Figure 4.4, N is displayed.
For example, for the combination h1,d = 12, h2,d = 9 (or vice versa),
there are N = 3 reception cases hi 6= hn,d for an arbitrary RF signal
in the range 90− 340 GHz to be received in both IF ranges with an F
value below 1. According to Figure 4.4, the most critical of these 3
combination has ∆f = 0.77∆fd or ∆f = 1.33∆fd.
Again the advantage of high common denominators between the hn,d
is visible. Especially the vulnerability of h1,d = h2,d with the high N
values along the diagonal is obvious.
It must be noted that the above discussion on the basis of the three
figures concerns undesired reception possibilities. They are of course
only relevant if there exists an additional RF signal in the proper
position to be received through these undesired harmonics.
Since the even gyrotron operation with considerable parasitic activ-
ity features only a few parallel signals, it can be assumed that these
investigations are rather conservative.14
14Note, however, that modulation can impose problems if ∆f is chosen smaller than
the modulation bandwidth.
88
4.6 Summary on parameter choices
9 0 2 3 2 0 7 0 1 2 0
11 0 0 0 0 0 0 9 0 0
12 0 2 0 5 0 2 0 10
14 0 0 3 0 0 3 0
16 0 2 0 2 7 2
18 0 0 0 0 0
19 0 2 4 5





























Figure 4.6: Number N of undesired reception possibilities in the fre-
quency range fRF = 90–340 GHz (compare also Fig. 4.4),
i.e. sets of hn 6= hn,d, with F < 1
4.6 Summary on parameter choices
4.6.1 Desired mixing harmonics
While the choice h1,d = h2,d has an intuitive appeal because it allows
the use of identical mixers and promises similar frequency response in
both channels, it provides the smallest robustness against RF ambiguity.
This is obvious from inspecting Figures 4.4 and 4.6; e.g. a choice of
hn,d = 12 leads to 19 possible harmonic reception cases with F < 1.15
An obvious better choice for robustness are sets with h1,d 6= h2,d. For
most of these configurations, smaller values of ∆fd < 100 MHz are
15Since F = 0.08, for ∆f = 100 MHz, a frequency resolution better than 8 MHz would
in principle still be able to remove these signals in the reconstruction process.
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not problematic, as can be seen in Figure 4.4. Generally, the choice of
sets with a large common denominator, especially hn,d sets involving
prime numbers, yield the best results. Since the dynamic range of the
system on the other hand depends on similar and flat IF response of
the mixers, such choices usually decrease the usable dynamic range
through conversion loss imbalance.
The choice of harmonics is also determined by the mixers employed.
In the current setup, wide-band even-harmonic mixers are used, which
of course do not allow the efficient use of uneven or relatively prime
harmonics. A good compromise between the needs for dynamic range,
bandwidth and robustness is the use of h1,d = 12, h2,d = 10, which
was found to yield good results with a very small impact on the usable
dynamic range.
4.6.2 LO frequency shift ∆fd
Apart from the importance for reconstruction robustness explained
above, the value of ∆fd has two important impacts:
1. With a large shift, the frequency responses of the mixers will
differ. Due to the min()-operation, conversion loss imbalance
will reduce the dynamic range of the system, and lead to recon-
struction artifacts caused by the uneven noise floor, as discussed
before.
2. Furthermore, the usable IF bandwidth is reduced by ∆fd, as the
total frequency overlap between the IF spectrograms is decreases
with increasing ∆fd.
While these two criteria require a minimization of ∆fd, the reconstruc-
tion robustness investigation results call for large values. Also, the
maximum allowable continuous bandwidth of a measured signal for
the process to retain the described unambiguity without an additional
manual check on the IF spectrograms also directly relates to the LO
frequency difference. For typical operation of the system, values of
∆fd = 50–300 MHz are reasonable.
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4.6.3 FFT / STFT configuration
For this RF reconstruction technique to work properly, low window
side-lobes and good side-lobe roll-off are desirable, while the main
lobe width is of lesser importance. For this reason, the Blackman-
Harris window was chosen as an appropriate window function. It
yields 67 dB side-lobe suppression and a 3 dB width of 1.66 frequency
bins [Har78].
A practical problem already mentioned in Section 4.3 can be the selec-
tion of the combined parameters δf and xOV, which define the total
spectrogram size. High frequency resolutions can quickly create an
interpretation problem: For example with an IF span of 3 GHz a reso-
lution of δf = 10 kHz creates 3 · 105 frequency bins in each spectrum,
which slows down visualization and analysis considerably. Generally
it is good practice to balance the two dimensions, i.e. to increase the
overlap factor when very high frequency resolutions are used, because
otherwise “trivial” spectrograms containing only a few spectra can
occur.
4.7 Spectrogram post-processing and time extension
4.7.1 Frequency extraction
A spectrogram conveys a wealth of information about time-dependent
spectral behavior to the user. Still, the signal development is only
contained in an implicit way, as the data consists of intensity values in
a time-frequency matrix. For any comparison of signal developments
which extend beyond an optical inspection of the spectrogram, further
processing is necessary.
The extraction of 1-D f -vs.-t-information is one basic technique to
enable simple comparisons with other frequency measurements and
automatic analysis. It was implemented for the PSA in [Sch14b], fol-
lowing classical object detection solutions, using image processing
techniques. This retains intuitiveness in the process and allows easy
assessment of the result.
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Three subsequent analysis steps are employed:
• As a first step, a base noise cut through adaptive filtering is
applied. This fundamentally influences the subsequent steps,
since it defines the number and integrity of isolated pixel groups
under investigation.
• Pixel group size based filtering using binary indicator masks
allows the parametrized removal of remaining “salt-and-pepper-
noise” from the previous cut. An appropriate size of the pixel
groups can only be decided on the basis of time-frequency param-
eters of the spectrogram and the desired result. In a spectrogram
with δf = 1 MHz, xOV = 0.5, for example, a normal-width signal
of 20 µs duration forms a group of approximately 50–120 pixels.
• The remaining pixel groups are considered to be relevant, so a
segment linking algorithm is applied to combine them into traces.
Since the basic signal is a sinusoid with a discrete time-dependent
frequency, the expected result are curve-type contours which are
aligned more or less along the time axis. For the linking process,
object orientations and centroids are evaluated which define the
direction and cone angle in which the algorithm searches for
more segments of the same curve.
The obtained data allow efficient comparison of different frequency
or spectrum measurements, since only in traced data is an explicit
information on frequency present. Of course also the total amount of
data is drastically reduced, as noise is no longer contained.
Such post-processing could form a basis for modulation investiga-
tion, and for automated processing of spectrograms with the goal
of establishing a database of measured spectral behavior, enabling a
summarized analysis of many measurements. In this work, however,
the frequency tracking was only employed as a prerequisite for the
undersampling technique described in the following.
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4.7.2 Operation with undersampling
Background
One profound limitation of the PSA system as presented in Section 4.1
lies in the maximum acquisition length, which is limited to 280 MS.
This yields ta ≤ 28 ms even when using only one receiver channel,
sacrificing the 2-channel unambiguity.
A way to cover longer pulse durations could be provided through
repetitive acquisition of short spectra with intermediate download
from the oscilloscope, e.g. using frames of 1–5 MS. This would yield
data-transfer time limited repetition rates in the range 300–1000 ms,
essentially emulating a triggered spectrum analyzer. Some interesting
processes, however, take place within some hundreds of milliseconds
up to a few seconds, especially the transition from short- to long pulse
operation, as described in Section 2.4.3.
When only the tuning and the modulation of a single signal is targeted,
a drastic step can be made: By limiting the acquisition to only one
channel at a reduced sampling rate f ′r = fr/k, the acquisition time
will increase in proportion to k. Thus, for a reduction from 10 GS/s to
100 MS/s, with n = 100 the acquisition time is enhanced to kta = 2.8 s.
Aliasing
This of course also reduces the Nyquist frequency by the same factor,
and since the hardware-implemented low-pass at the oscilloscope
front-end remains unchanged, the acquisition is now unprotected
against aliasing.16 Therefore it is important to know at which frequency
f0 an aliased signal will appear after the sampling process. The basic
relationship can be found in (A.8), but is now illustrated in Figure 4.7
for a more detailed investigation.
16When reducing the sampling rate fr while maintaining constant frequency resolution
δf , as a secondary effect the dynamic range is also reduced. This is due to a loss of
processing gain, and obvious from (A.15), considering that the number of samples
N in each DFT is N = fr/δf .
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For an incoming signal with the frequency fi(t), the detected signal
fd(t) has a different frequency if aliasing occurs. The different Nyquist
zones (compare Section A.1.1) are separated by the Nyquist frequency
fN. A transition between two Nyquist zones in fi(t) causes fd(t) = 0
or fd(t) = fN. In between the transitions, the detected signal contains
the full original information, but shifted and possibly mirrored.
It suffices to know the Nyquist zone number N for each interval along
the time axis to fully restore fi(t) from fd(t), using the properties of
the alias relationship given in (A.8). With the Nyquist zone number
definition N = d fifN e, the following rules between the two signals can










cfN − (−1)Nfd . (4.12)
For a continuously tuning input frequency fi(t), it suffices to know N
at only one time position. At this reference point, the real frequency
can be directly calculated from (4.12). The rest of the signal is then
defined, because the Nyquist zones are necessarily adjacent to each
other.
This also explains the necessity of the tracing approach discussed in
Section 4.7, as the described operation cannot be “blindly” applied to
spectrograms.
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Figure 4.7: Illustration of the aliasing effect in the detected signal




5 Primary measurement results
The application of the PSA system described in the previous Chapter
to gyrotron monitoring results in a wealth of documented spectral
phenomena, a selection of which is presented in the following. After a
look at the typical cavity mode appearance under normal conditions,
the examples move to cases of unstable and pathological behavior. It
should be noted that the latter took normally place at extreme oper-
ating points which were intentionally chosen for the investigation of
these phenomena.
Most of the data presented were collected during factory acceptance
tests (FAT) of various W7-X series 140 GHz gyrotrons. However, some
results from other gyrotrons are also included; namely these are the
KIT frequency step-tunable D-band gyrotron, the KIT 170 GHz 2 MW
coaxial cavity gyrotron and a 118 GHz gyrotron operating in the ECRH
system of TCV1.
5.1 Nominal cavity mode appearance
In the following, multiple examples of typical operation, taken from
W7-X gyrotron experiments at KIT, are presented. Examples rang-
ing from short-pulse operation of a few hundred microseconds pulse
length, the transition to long pulse operation and the behavior during
half-hour pulses are included.
1TCV, Tokamak à Configuration Variable, is a plasma fusion experiment located at CRPP
(Centre de Recherches en Physique des Plasmas) of EPFL (École Polytechnique
Fédérale de Lausanne) in Switzerland, operating a multi-megawatt ECRH and
ECCD system at 82 GHz and 118 GHz.
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5.1.1 Typical short-pulse operation
During gyrotron testing, the external parameters Vcath and Ib are
ramped to the desired values by the high-voltage power supply within
a few hundred microseconds. Since the electron cavity transit times are
of the order of nanoseconds (compare Section 3.2.2), the applied volt-
age slew rate of 80 kV/0.3 ms ≈ 240 MV/ms is a very gently inclined
ramp in terms of the gyrotron interaction. Because of this, the cavity
mode starts as soon as the necessary starting Vcath-Ib-combination is
reached, and continuously varies with the parameter ramp.
In Figure 5.1, this process can be observed in the spectrogram. When
the high-voltage flat-top is reached, the cavity mode TE−28,8 assumes
stationary and clean operation at 140.235 GHz.
The fact that the mode is tuned from higher frequencies is explained by
means of the relativistic cyclotron frequency: With rising Vcath(t), the
relativistic factor γ increases, leading to a reduction of the relativistic







































Figure 5.1: Typical short pulse behavior (W7-X gyrotron SN7) at nom-
inal parameters; the start of the cavity mode along the
Vcath-Ib-ramp and the settling at flat-top can be directly
observed (δf = 1 MHz, xOV = 0.3)
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5.1.2 Start of long pulse operation
SP measurements of a few milliseconds yield very homogeneous spec-
trograms as presented in the previous section, but cannot extend far
beyond tp = 10 ms because of memory limitations. The undersampling
technique introduced in Section 4.7.2 provides longer time captions
while maintaining spectral resolution, allowing the investigation of
phenomena with longer duration. However, the loss of unambiguity
due to the undersampling process as described previously must be
considered.
In Figure 5.2, the continuously recorded first two seconds of a 500 kW
pulse with the W7-X gyrotron SN2i are displayed both on linear and
logarithmic time axes. The mentioned undersampling and frequency
tracing technique presented in Section 4.7 yields one-dimensional data
instead of a spectrogram, so the final result as displayed here is similar
to a measurement with a Modulation Domain Analyzer (compare
Section 1.3).
The diagram contains the frequency tuning curve which is typical
for long pulse operation. Interestingly, the gyrotron does not tune
continuously, as would be expected from the consideration of the
tuning effects described in Section 2.4.3, but in discrete jumps of mostly
1–5 MHz width. It must be stressed that this is not connected with
simple measurement uncertainty or measurement system instabilities,
but constitutes physical behavior of the measured signal.
Histogram analysis of the jump height distribution did not determine a
specific characteristic jump height. Most jumps have heights of 1 MHz
or less, while the larger jump heights occur equally distributed up to
10 MHz.
One possible explanation for this behavior is the long-line effect dis-
cussed in Section 2.4.4. The frequency relations attributed to this effect
as given in (2.26) however do not match, as the measured jumps are
smaller by at least a factor of four than the lowest characteristic fre-
quency which can be expected from an external long-line effect.
It is also conceivable that the resonator itself does not expand entirely
smoothly, but exhibits intervals of continuous tuning between which
99
5 Primary measurement results
the built up internal stresses cause slipping of grain boundaries or
abrupt changes of micro-rupture patterns in the material. To give a











rc,1 ≈ 700 nm (5.1)
are necessary. This is not unrealistic, especially considering that the
cavity of W7-X gyrotrons is fabricated of GlidCop2: Its locally non-
uniform ductility, caused by the alumina embedded in its crystal struc-
ture, could be the principal source of the observed behavior [Sch14a].3
2Glidcop [scm73] is a copper alloy strengthened with alumina oxide, improving its
yield strength and other mechanical parameters especially for high temperature
operation and in high radiation environments.
3This matches experiments with a TE10,4 gyrotron in [DBI+96], where after operation
with very high wall loads, plastic deformation of the gyrotron resonator was found.


























Figure 5.2: Frequency tuning at the start of long pulses, measured with
deliberate undersampling (compare Section 4.7.2)
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5.1.3 Long-pulse operation monitoring
During FATs, W7-X gyrotrons are operated at 500 kW for up to 30 min-
utes, and at up to a megawatt for 3 minutes. Such operation cannot be
monitored continuously with the PSA, only segmented samples can
be taken (compare Sections 4.1 and 4.7).
In Figure 5.3, eight selected samples from the same 30 min, 500 kW
pulse of the W7-X gyrotron SN2i are plotted. Again a reduced sampling
rate was employed; however, the measurement could be done in the
first Nyquist zone because of the stationary operation. Therefore, the
presented diagrams are spectrograms instead of f -vs.-t-curves as used
in Figure 5.2.
Even though the measurements are taken deep within the pulse time
which is expected to be stationary, the observed behavior is not con-
tinuous. Comparing the different pulse index times we find various
instabilities: Staggering, discrete jumping and continuous tuning up
and down.
This indicates a bi- or multi-stability between closely related stable
operation conditions of the TE−28,8 mode. As the trigger for this, several
effects, which are likely to act in combination, can be considered:
• Long-line effect
Here this effect can be expected to be stronger than in shorter
pulses, because the load and other components heat up, adding
slight alterations to the beam path length through thermal defor-
mation.
The jump width of the range 1–10 MHz again cannot be directly
associated with the transmission line length: While the total
beam path from resonator end to load end at KIT W7-X gyro-
tron experiments is around 7 m, the jump frequencies correspond
to distances in the range of about 15–150 m, following (2.26).
Multi-reflections along the line are of course thinkable, but then
a periodic pattern corresponding to the various round-trip times
associated with the relevant reflection position in the observed
jump frequencies should be observable.
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• Bistable resonator tuning
For the pulse time indices tp/min = [6, 9, 18, 22], a bi-stable oper-
ation could be the case. Consider the resonator at a quasi station-
ary operating point with rc = rc,1 to expand slightly due to the
thermal load from the oscillation, leading to a wall radius rc,2
which favors a slightly different and less efficient operation of the
nominal mode; changes in the percentage power range would
be more than sufficient. Consequently, less power is produced
and deposited in the wall, and the resonator slightly contracts
back towards rc,1, resulting in favorable conditions for the initial
operation.
Such a mechanism could also explain the fact that the slopes of
the f -vs.-t ramps in the mentioned measurements are opposed
in between jumps.
• Acoustic vibration
All power guiding components and especially the load are flown
through by hundreds of liters of cooling water per minute at
pressures of multiple bar. This and the adjacent pumps could
easily cause parts of the system to vibrate with up to multiple
kHz, which could also cause slight instabilities like the ones
presented.
To decide which of the listed mechanisms is the cause for the frequency
jumping is hard; an important point made here, however, is that the
effect cannot be caused by the measurement system.
Apart from the discrete sub-second effects above, a small but measur-
able tuning of the average frequency over the whole duration of the
pulse can be observed. From the measurements in Figure 5.3, the shift
rate can be estimated to be approximately 1.5 MHz/min. An explana-
tion is found in the cooling system: Due to its finite cooling power, the
inlet coolant temperature slowly rises during the pulse, allowing the
temperature of all cooled components to rise slowly and linearly. This
again tunes the resonator continuously.
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Figure 5.3: Periodic long-term monitoring during LP operation. All
sample spectrograms were obtained at the given pulse
times tp during the same pulse with an aliasing-free span
of 100 MHz, and processed with δf = 50 kHz, xOV = 0.
The frequency axis indicators are relative to the absolute
frequency 140.05 GHz.
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5.2 Cavity mode instabilities
5.2.1 Power supply voltage ripple
While the KIT gyrotron test-stand incorporates a tetrode power supply
with a specified voltage ripple of 0.3 kV peak-to-peak, many modern
test-stands, as well as the ITER facility, use solid-state stacked-thyristor
power supplies. This introduces higher and more pronounced volt-
age ripples above 1 kV peak-to-peak, whose impact on the operating
frequency can be measured.
During a measurement campaign at the TCV facility, cavity mode
frequency traces as displayed in Figure 5.4 were recorded at a 2 s CW
gyrotron operating at 118 GHz.
On the cavity mode frequency, a distinct 10 MHz ripple with a peri-
odicity of 200 µs is visible. The anode voltage as recorded with a fast
oscilloscope is displayed in the additional parameter plot. Note that
the visible noise on the measured trace is not the actual noise of the
HVPS, since unfavorable combinations of high voltage divider ratios
and oscilloscope vertical ranges easily induce strong apparent noise.4
The averaged version of the same data shows a more direct relationship
between voltage and frequency ripple. A qualified information how-
ever can only be derived from the spectrogram on the left, as here the
direct effect of the ripple is observed. Of course for heating purposes,
such ripples are of no concern. However they can further compli-
cate certain diagnostic situations, where clean frequency knowledge is
required.
The mentioned gyrotron also exhibited parasitic oscillations, which
peculiarly were found at frequencies above the cavity mode’s, at
119.8 GHz and 120.6 GHz, mutually excluding each other. Interest-
ingly, their frequencies were practically unaffected by the instability of
the external voltages, which is hard to explain. One possibility might
be a very high Q of the oscillations [Alb12].
4 For the application of plasma heating, such effects are not of primary concern. They,
however, could possibly cause disturbances in other diagnostic systems, and of
course complicate the investigation of the gyrotron itself. Also, the comparison with
simulations becomes more complicated.
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Figure 5.4: Excerpt from measurement during 1 s-long pulse operation
of a TCV 118 GHz gyrotron (δf = 500 kHz, xOV = 0.2)
5.2.2 Short-time stability
During an experiment on asymmetry between the mechanical axis
of the gyrotron and the magnetic field with the KIT frequency step-
tunable D-band gyrotron [KDK+01], the mode stability and the rise of
modulation sidebands was monitored with the PSA system.
The described operation took place with the TE−22,8 cavity mode at
Vcath = 88.3–90.3 kV and Ib = 41 A. Using the gun coils, the pitch
factor α was increased. While no parasitic oscillations were detected,
with rising alpha the short-time stability of the cavity mode decreased,
while the power remained almost constant. This is illustrated in the fig-
ure series 5.5, 5.6; here the end of the power supply ramp-up (compare
Fig 5.1) is indicated at tp = 280 µs.
Depending on the STFT resolution, this appears as a mere line widen-
ing, or a “staggering” behavior. The modulation sidebands have dif-
ferent frequencies; however, basic common principles must apply,
because the same frequencies keep repeating in different combinations.
Note that this staggering effect is an incoherent property, and does not
exhibit the periodicity of the ripple-induced instability in Section 5.2.1.
105






























Figure 5.5: Spectrograms (δf = 100 kHz, xOV = 0.5) of instabilities in
the KIT frequency step-tunable D-band gyrotron with
left: α = 1.39 at P = 770 kW































Figure 5.6: Spectrograms (δf = 100 kHz, xOV = 0.5) of frequency-
staggering of the KIT frequency step-tunable D-band gyro-
tron accompanied by increasing LF modulation with
left: pitch factor α = 1.51 at P = 820 kW
right: pitch factor α = 1.62 at P = 840 kW
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The effect shows some similarity to “periodic noise” caused by trapped
ions in the electron beam range, as investigated e.g. in [MAC+03] for
TWTs and gyro-klystrons, where phase and slight power instabilities
in the 10–1300 kHz range are observed. However, in the measurements
presented here, the instability is visible immediately after the start of
the pulse, without much change during a multi-millisecond pulse. An
effect based on the ionic charge should be related to the characteristic
time constants of ion generation, which are much longer than the pulse
durations considered here.5
5.3 Cavity mode competition and switching
5.3.1 Cavity mode switch in a W7-X gyrotron
When operated at the edge of stability, a cavity mode can start to
compete with a neighboring mode. This can lead to reduced power,
or even to a cavity mode switch (compare Section 2.4.1). Such effects
are mostly treated with simulations; however, with the PSA system
presented in this work, they can be investigated experimentally.
In Figure 5.7, excerpts of a spectrogram captured during operation
of W7-X series tube SN5 at the edge of stability of the nominal cavity
mode TE28,8 are depicted. After a normal start-up until tp = 240 µs,
immediately unstable behavior is observed: There is a very fast and
short start-up attempt of the neighboring mode, visible by the ex-
tremely short and broad-band signature in the 137.5 GHz range in
combination with a spike in the nominal mode at tp = 245 µs. Also the
TE28,8 mode has weak sidebands and exhibits incoherent instability
(compare with Fig. 5.1). The mode switch happens at tp = 629 µs,
where the TE−28,8 mode ends abruptly and is replaced by a mode at
137.51 GHz, very probably the TE27,8 mode, which continues until
the pulse end at tp = 1066 µs. This behavior is the most simple case
of mode competition: Within a very short time interval (∆t < 1 µs)
the operating mode is entirely lost, and the competitor establishes
stationary operation.
5See Section 2.4.3 and especially Chapter 7 on this subject.
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Figure 5.7: Spectrograms (δf = 400 kHz, xOV = 0.5) showing an abrupt
cavity mode switch from the nominal cavity mode TE−28,8
to the azimuthal neighbor TE27,8 in W7-X gyrotron SN5;
the Vcath-Ib flat-top was reached at tp = 240 µs
5.3.2 Parallel cavity modes and LF modulation in a W7-X
gyrotron
During experiments at KIT, in various gyrotrons low-frequency mod-
ulation (LFM) effects could be observed. A very good example is
presented in Figure 5.8, where originally mode-switching at the edge
of stability of the nominal cavity mode in W7-X gyrotron SN5 was
under investigation.
The nominal TE−28,8 cavity mode rises with the power supply ramp,
which reaches flat-top at tp = 220 µs. Immediately, strong modula-
tion patterns with fM = 4 MHz line spacing appear. Also, a second
strong oscillation around 137.5 GHz rises, exhibiting similar modula-
tion. From simulations, this mode is most likely the co-rotating lower
azimuthal neighbor mode TE−27,8. Both modes are operating in par-
allel for 1 ms, after which the LFM ends and parallel operation with
a presumably dominant TE−27,8 mode follows (compare Section 2.4.1
and [ZSST06]). Interestingly, multiple clearly defined LFM segments
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Figure 5.8: Multi-mode operation with strong LFM (δf = 300 kHz,
xOV = 0.5)
can be distinguished. In these intervals, the sideband spacing δfM
changes discretely between 4, 6 and 12 MHz, alternating between the
values. With the modulation frequency changes, at some points also
the “carrier frequency” jumps by a few MHz.
Another interesting modulation feature is the phenomenon of “period
multiplication”: Moving from tp,1 = 400 µs with fM,1 = 12 MHz in
the positive time direction, period tripling can be observed around
tp,2 = 540 µs with fM,2 ≈ fM,1/3. This is followed by period doubling
with respect to the frequency fM,1 at tp,3 = 635 µs. After this, fM,1 is
restored at tp,4 = 740 µs. Similar behavior has also been described
in [AAA+12] for a THz-gyrotron operating with 0.2 kW in the TE7,2
mode at 260.5 GHz; above example, however, is the first detailed docu-
mentation of this effect in a high-power millimeter-wave gyrotron.
The measurement of strong cavity mode LF oscillations as well as
parallel cavity mode operation has also a certain secondary importance,
as such behavior is found occasionally in self-consistent simulations,
and often raises suspicions of numerical issues. It must, however,
be noted that because of the instability of the operating point, the
pulse-to-pulse reproducibility of this behavior was very low.
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5.3.3 Parallel cavity modes and LF modulation in the 2 MW
coaxial gyrotron
Competitive cavity mode instabilities were also observed in experi-
ments with the KIT 2 MW, 170 GHz coaxial gyrotron [RPK+10], oper-
ating at the TE−34,19 cavity mode. The basic situation is illustrated in
Figure 5.9, and is relatively similar to the one in the cylindrical-cavity
W7-X gyrotron at the edge of stability: A lower azimuthal neighboring
mode TE33,19 is present, and is operating in parallel to the nominal cav-
ity mode. The described operation was monitored at Vcath = 82.4 kV
with a beam current Ib = 63.1 A.
In the RF spectrogram, the line width of the signal is higher than in
other measurements, around 3 MHz to 5 MHz at a resolution band-
width of 1 MHz. While the nominal mode is active around 170.04 GHz,
the neighbor competitor oscillates in intervals just below a frequency
of 168 GHz.
The possibility of a posteriori Fourier analysis is applied here, and
shown in Figure 5.10. A zoom on the cavity mode (right spectrogram
in Fig. 5.9) with an enhanced resolution bandwidth of 50 kHz and high
overlap factor shows that the cavity mode is modulated with a low
bandwidth. Three selected spectra from different pulse time indices
are shown in the left part of Figure 5.10.
While at tp = 500 µs a quite typical linewidth of ∼1 MHz is found, at
tp = 870 µs close sidebands at a distance of roughly 200 kHz can be
observed. They resemble the typical Bessel-style spectrum of analog
frequency modulation with medium modulation index. The spectrum
at tp = 1667 µs also fits into this type, however for the case of a higher
modulation index.
It should be noted that the LF pickup loop antenna in the gun re-
gion detected low-frequency oscillations, however, only in bursts at
113 MHz and around 600 MHz. The modulation frequencies from the
RF measurement were not found in the LF signal, and no modulation
corresponding to the LF signals could be found. This underlines the
complexity of low-frequency modulation phenomena, and the care
which is necessary during their investigation.
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Figure 5.9: Overview of 1.7 ms pulse by the 170 GHz KIT coaxial cavity
gyrotron with δf = 1 MHz, xOV = 0.3



































Figure 5.10: Right: reprocessed detail of Figure 5.9 with δf = 50 kHz,
xOV = 0.95
Left: separate spectrum excerpts (tp indices as indicated)
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5.4 Spectral distortions during a window arc
During early SP experiments with W7-X tube SN5, a window arc
occurred at the edge of the nominal mode’s stability range. The event
took place during operation with Vcath = 78.9 kV, the beam current
Ib = 41.3 A, a cavity magnetic flux density of Bz,cav = 5.56 T and an
electron beam radius of rb = 10.25 mm. The pitch factor was calculated
to be equal to 1.21. During first pulses at this operating point, stable
operation of the nominal cavity mode TE−28,8 at 140.25 GHz with an
output power of 715 kW was measured.6
5.4.1 Observed RF behavior
In Figure 5.11, an excerpt of the RF spectrogram during the described
event is given, along with the logged values of the cathode voltage
Vcath and the beam current Ib on the common vertical time axis.
In the time interval 180 < tp/µs < 260, the power and frequency de-
pendence of the TE−28,8 mode on the external parameters Vcath and Ib
can be observed. From tp = 260 µs, the power supply having reached
flat-top with 78.9 kV and 41.3 A, stable operation of the nominal cavity
mode TE−28,8 at 140.26 GHz can be seen. At tp = 320 µs, another oscil-
lation around 137.45 GHz rises quickly and competes with the nominal
mode. Both modes exhibit strong modulation, visible in the spectro-
gram as a 16 MHz-sideband “lattice pattern”. This activity is abruptly
ended with the loss of the TE−28,8-mode at tp = 355 µs, which is fol-
lowed by stable unmodulated single-mode operation of the competitor
with f = 137.52 GHz until the pulse ends at tp = 370 µs.
The shut-down was caused by a window arc alert. Taking into account
the measured interlock latency of 50–70 µs, the arc must have started
in the time interval 305 < tp/µs < 325. This coincides with the onset
of perturbed RF operation, but it is in the first place hard to determine
whether the arc was caused by the mode competition or vice versa.
6This operating point is part of a parameter study, and therefore does not constitute op-
timal power generation efficiency. With the correction means derived in Section 3.1.3,
the available power at the cavity exit can be estimated to be 720 . Pdif/kW . 830.
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Figure 5.11: Measured spectrogram of a gyrotron pulse during window
arcing; the start-up phase, a stable oscillation interval of
the TE−28,8 mode at 140.27 GHz and destabilization with
mode competition are directly observable
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5.4.2 Discussion of RF behavior during window arc
An RF window arc is an electrical discharge following a microwave-
induced breakdown at the gyrotron’s dielectric window. The arc is
being fed power through the microwave beam and can easily break
the RF window through sudden thermo-mechanical stress, effectively
destroying the gyrotron [DZLM03]. For quasi-optical transmission
lines, this is typically an air breakdown on the atmospheric side of
the dielectric window. Not many properties of RF arcs at millimeter-
wave frequencies are known; the few but impressive systematic in-
vestigations available have established that complex effects such as
two-dimensional plasma filament array formation and motion along
the microwave beam axis take place [HCM+08, HCM+09].
Of the RF power P0 available at the window, a part Ppass will pass
through the arc and reach the calorimeter. Since the arc is sustained by
the RF power, it will absorb a part Parc and act as an additional power
sink between the gyrotron and the load. Parameter sweep experiments
in fundamental-mode waveguides at lower frequencies indicate that
approximately 50–80% of the RF power can be absorbed by an RF arc
[DT03]; however, these values are still vague. Assuming that the arc is
forming a planar plasma filament array parallel to the phase fronts of
the RF beam as described in [HCM+09], in a first-order approximation
its reflective properties can be expressed by a complex reflection factor
r, defining the reflected power Pref . A power balance maintaining the
convenient properties of a reflection factor can thus be formulated as
P0 = Pref + Parc + Ppass (5.2)
with Pref = |r|2P0. Unfortunately, the ballistic calorimeter which was
employed does only allow summarizing power measurements over
the whole pulse, so that Ppass remains unknown. Initially the only
known quantity in the above equation is P0, so this balance cannot
be used for parameter range estimations. Another interesting and
unknown property is the “minimum burning power”, i.e. the power
which the arc needs to absorb continuously to sustain itself, which
could be used to narrow the variable range in the power balance.
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Concerning the gyrotron interaction inside the cavity, the mentioned
power reflection is the dominant effect of the arc. The long-line ef-
fect as discussed in Section 2.4.4 is a highly probable source for the
modulation pattern; however the association of the sideband distance
with a geometrical location along the beam path after (2.26) fails. For
a reflection from the area of the window, an expected modulation
frequency of fM ≈ 100 MHz is defined (compare Fig. 2.5), contrasting
with the measured value of 16 MHz. To illustrate the size of deviation,
fM = 16 MHz would translate into a value of 9.38 m for the reflection
distance7, while the measurement was made in short-pulse operation
with the ballistic calorimeter mounted directly at the window (see
Section 2.4.3). The total beam path length of 1 m is thus considerably
below the predicted value, so this interpretation does not yield any
additional information.
Interestingly, this modulated operation does not continue till the pulse
end shutdown, but is replaced with undistorted operation of an un-
desired cavity mode at f = 137.52 GHz, as pointed out earlier. This
indicates strongly that the arc very probably ended at this point of
time, before the end of the pulse itself.
5.4.3 Causal investigations
An important question which can be indirectly addressed through the
advanced measurement data is the probable cause of events. Either
initially the mode switch occurred for some reason and caused the arc,
or an arc appeared at the window, which caused the mode switch.
The measurement yields detailed information on the spectral behavior,
so the basis for simulation parameter studies attempting to reproduce
the observed effects exists. Using SELFT (compare Section 3.2.2), the
operating point was simulated and a two-dimensional parameter study
of r was conducted in continuation runs. This emulates the latter of the
7This is the calculated value for for the TE28,8 mode. However, due to the large value
these quantities do not change significantly for neighboring modes, such as the
TE27,8 mode at 137.45 GHz, because the value is dominated by the speed-of-light
part of the transmission line (compare Fig. 2.5).
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two alternative scenarios discussed above, in that after a clean start-up
with r = 0, a sudden arc onset with |r| 6= 0 is simulated.
It should be noted that the modeling is subject to a number of simpli-
fications, which limit the significance of the results. The main reason
is that only the cavity is simulated; hence, the modeled reflection is
located at the uptaper end, while the complete internal quasi-optical
transmission line is ignored. This ignores several effects:
• The distance between the interaction inside the cavity and the
reflection at the window adds a considerable delay to a reflected
wave returning to the cavity. This is only expressed over the
phase of the reflection coefficient, instead of a true time delay.
• In the launcher, dispersion effects and mode conversion take
place, causing very different conditions for different modes. As
the simulated setup essentially corresponds to a gyrotron with
axial outcoupling, all launcher and chirality effects are neglected.
The study was published in [SGJT13a], and can be summarized as
follows: In the complex r plane, stable RF operation was found for
|r| < 0.1, which agrees with older load-pull investigations [Bor01].
For larger reflections, depending on the phase of the reflection factor,
either stable operation with increased output power, auto-modulation,
mode competition or mode switching was found. The two latter op-
eration ranges formed a concave area in the range 0.2 ≤ |r| ≤ 0.3 in a
phase sector spanning∼pi/2, and uniformly involved the TE+27,8 mode
operating at 137.45 GHz.
This fits very well with the measurement, especially concerning the fre-
quency, and indicates that the arc was the prior cause for the unstable
behavior. As the found mode is of the counter-rotating (+) variety, also
the apparent “self-extinguishing” of the arc can be explained: Such a
mode is scattered in the launcher, is thus not directed at the window in
a concentrated way and of course cannot couple back into the launcher
very well when reflected. This way, a switch to a counter-rotating




This Chapter treats the phenomenon of parasitic oscillations. After
introducing the necessary terminology and an overview on the con-
sidered means of investigation, the parasitic frequencies observed in
W7-X gyrotrons are analyzed.
First, the measurement data gathered with the newly developed PSA
system as presented in Section 4 are investigated on several levels,
considering details of individual measurements as well as systematic
parameter sweep ensembles and high-level data consolidations. Then
the connection with analytical linear theory is made by the analysis of
measurement data clusters in the Brillouin diagram. Finally, selected
operating point groups from the data pool are investigated with the
numerical simulation tools introduced and benchmarked in Chapter 3.
6.1 Background and classification
As already defined in Section 1.2, in this work the term “parasitic
oscillations” is primarily applied to undesired gyro-interaction outside
of the cavity. It is useful to distinguish between parasitic interactions
which are located upstream of the cavity (before cavity oscillations, BCIs)
and which are located downstream (after cavity oscillations, ACIs).
The primary effects caused by all RF parasites are listed below, while
a more detailed discussion of the consequences can be found in the
ensuing BCI/ACI overview sections.
6.1.1 General deleterious effects
The problems that might arise from the existence of a parasite mode de-
pend on its power, frequency and the excitation position; the principal
effects are as follows:
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• Beam parameter distortions
Each beam-wave interaction distorts the kinetic configuration
of the electron beam. In the case of a powerful and optimized
oscillation such as the one in the cavity, the primary parameters
α and γ are altered by the energy extraction.
On the other hand, even an exceptionally powerful parasitic
oscillation will have a power below 50 kW, and not change the
primary beam parameters significantly. In this case, the effect on
the statistical distribution of the kinetic parameters is dominant.
Consider e.g. a strong overbunching interaction, in which most
of the extracted energy is fed back into the electron beam again:
The net energy exchange could be close to zero, while with an
increase of the beam parameter spread values δγ and δα a severe
distortion of the beam would nevertheless be present.
As only beam distortions introduced upstream of the cavity will
impair the interaction there, this effect is the one which primarily
motivates the BCI/ACI classification.
• Stray radiation effects
The frequency and mode of a parasitic oscillation only match the
geometry at the interaction position. Thus, it is probable that the
power carried by the parasitic oscillation is converted into more
or less homogeneous stray radiation. Only a part of this power
leaves the tube through internal loads, relief windows and the
main window. Internally, this induces unforeseen thermal loads
in weakly cooled areas.
Since even a very inefficient interaction with the multi-MW elec-
tron beam creates stray radiation in the kW range, this can
quickly lead to damage of components. Also, the outgassing
rates from the internal surfaces strongly depend on the mate-
rial temperature. The heating from the parasite stray radiation
can therefore cause a degradation of the vacuum quality inside
the tube shortly after the parasite onset. This indirectly triggers
pulse abortions over the vacuum quality interlocks and can ex-
tend conditioning times, reducing the reliability of the gyrotron.
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• External complications
Effectively, a parasite appears as a spurious signal which can
leave the tube and propagate into other systems. Hence, as a
secondary effect, the discrete frequency created by the parasitic
oscillation can lead to problems outside of the tube, depending
on the application. Especially for diagnostic systems which rely
on frequency counting or broadband power detection, the addi-
tional frequency lines generated by PO can cause performance
degradation or lead to incorrect results.
While all of the listed effects apply to both BCIs and ACIs, a number
of important differences exist, which are described in the following
classification.
6.1.2 Before-cavity interactions (BCIs)
Effects
The unperturbed low velocity spread high power electron beam can
easily excite a waveguide mode as soon as the geometry and the cyclo-
tron frequency fulfill the gyro-resonance condition, which makes the
area between cathode and cavity most prone to unwanted oscilla-
tions. Consequently, the most typical undesired oscillation type in
high power gyrotrons are BCIs, most often referred to as beam tunnel
oscillations [GDF+10, ATA+11, CBB+11, SKI+03].
Being located upstream of the cavity oscillation, the beam distortions
introduced by the BCI parasite easily limit the achievable RF power of
the cavity oscillation by reducing the beam quality. If a parasite starts
prior to or together with the cavity mode, the beam disturbance caused
by it can also modify the start-up conditions in the cavity, leading to a
different final cavity mode by shifting stability boundaries with respect
to the external operation parameters.
Even if the deleterious effects are minor, another practical problem
is created: The alteration of the beam parameters due to the parasite
are not covered in the preliminary simulations for gyroton interaction
simulation (compare Section 3.2.2). This causes deviations between
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simulation and experiment, which limit performance predictions and
can complicate the diagnosis of other problems.
The absorbing structures in the beam tunnel (compare Section 2.3)
are only meant to suppress the parasitic oscillation. If this fails, con-
siderable thermal loadings can occur in the lossy material which can
excessively heat this part of the gyrotron. For example in the past
there have been instances of thermally cracked ceramic rings in the
beam tunnel [GDF+10, SFG+10], caused by BCI parasites which were
identified as high order TE0,n backward waves at the end of the beam
tunnel.1
It is also conceivable that a strong backward-wave BCI parasite could
heat the gyrotron gun with its RF power, increasing the beam current
in a feedback relationship. However, to the knowledge of the author,
this has not yet been documented for high power gyrotrons.
Investigation
The dedicated simulation of BCIs is a demanding task, as the beam
tunnel volume is much larger than that of the cavity and its structure
is very complex, since it is designed to prevent the rise of oscillations
(see also Section 2.3). The employed design concepts, i.e. asymmetrical
or pseudo-chaotic structures, lossy dielectrics, diffractive features in
with dimensions in the same order of magnitude as the oscillations’
wavelengths, unfortunately also create large obstacles for efficient
numerical field calculations.
A thorough discussion of simulations for a copper-ceramic stack beam
tunnel as it is used in W7-X gyrotrons can be found in [LIT12], where
the FISHBONE-code [LVAT09] is employed. Another technique is used
in [CV12], where a semi-analytical eigenmode analysis for beam tun-
nel structures is described. This yields field profiles, which can be
investigated for their oscillation properties and associated starting
currents with tools from the EURIDICE package as done in [CAV13].
1These parasites were removed by extending the beam tunnel design with azimuthal
corrugations, breaking the cylindrical symmetry which was a prerequisite for the
emergence of the problematic modes.
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Next steps are full-wave treatments, which allow a more general in-
vestigation for possibly resonant modes; first investigations indicate
that many relevant modes might not be of the pure TE type, but exists
as a mixture of different transverse and axial eigenmodes.
One fundamental problem for simulations in the beam tunnel area is
the typical mode-based treatment: For similar simulations of the cavity,
the desired mode is known, and a small number of other modes can be
selected for simulation based on various relevance criteria, and their
relation to the nominal mode. The beam tunnel has larger dimensions
and a complicated structure, making an initial mode selection quite im-
possible.2 Lossy dielectrics and radius jumps cause mode conversion
and diffraction, resulting easily in hybrid mode mixtures.
A solution for this problem could be true 3D PIC simulations, but the
limitations already mentioned in Section 3.2.2 apply here, even more.
6.1.3 After-cavity interactions (ACIs)
While BCIs are almost a standard problem, the phenomenon of ACIs
contains more diversity, and often is a subject of speculation.
In comparison to beam tunnel oscillations, there are two fundamental
distinguishing features of the interaction situation for ACIs:
• Downstream of the cavity, a “spent” electron beam is encoun-
tered, whose properties have been altered on several levels by
the interaction with the cavity mode: The power extraction has
reduced γ and α, while the statistical properties of the beam
were altered through the bunching mechanism. Investigations
with codes such as ARIADNE indicate that not only a broadening,
but also significant skew and asymmetry of the statistical beam
parameter distribution functions occur [Pag13].
More subtly, it can also be expected that the beam now exhibits
a strong imprint of the cavity mode’s azimuthal index, altering
the starting conditions for independent modes according to their
azimuthal similarity to the cavity mode.
2The work in [LIT12] in fact presents simulations with a single mode, which was
selected based on experimental and theoretical conclusions, e.g. in [GDF+10].
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• Direct influence on the cavity interaction can only be expected
if the ACI occurs very close to the cavity, or involves a mode
which is able to penetrate into the cavity as a backward wave.
This makes ACIs in the first place less harmful than BCIs, which
influence the electron beam upstream of the cavity.
While the beam parameter distortions from an ACI as mentioned in
Section 6.1.1 cannot influence the cavity mode, they can still deteriorate
the performance of the gyrotron significantly: When in CW operation
a depressed collector is used, the beam electrons downstream of the
interaction need a minimum kinetic energy to reach the collector wall.
Electrons which are too slow are electrostatically reflected towards the
gun, and can agglomerate critically in the vessel, causing for example
voltage standoff-problems or LFOs. In effect, the slow electrons limit
the applicable body-collector depression voltage and therefore the
attainable total efficiency.
An ACI parasite bunches the electron beam during its interaction,
which additionally increases the beam parameter spread beyond the
value which is naturally caused by the nominal interaction in the cavity.
A broadening of the electron energy profile can create fractions of
electrons with lower β‖ than the minimum value which was expected
in the design, leading to the problems described above.
In this work, a classification of ACIs into the three different categories
• general ACI,
• static ACI and
• dynamic ACI
is proposed, which is losely based on a tentative classification made in
[KAC+10a, KAC+10b]. In the following, the individual categories are
defined and discussed more extensively.3
3Other publications do not explicitly distinguish between these ACI types, complicat-
ing comparison.
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General ACI
This type of ACI is the one which is most similar to the BCI situation:
It describes an independent gyrotron-oscillation of any arbitrary mode,
extracting energy from the electron beam.4 An additional source of
RF radiation at another frequency is created, with all the possible
consequences mentioned above.
It still has the peculiarity of operating downstream of the cavity, with
a partly spent electron beam. This means that the interaction could
depend on the bunching introduced by the cavity operating mode,
e.g. causing the ACI to have the same azimuthal index as the cavity
mode, or limiting the parasite to certain efficiency ranges of the cavity
interaction. An important consequence of this would be that the ACI
could be entirely dependent on the existence of the cavity mode.
Static or stationary ACI
The most explicitly investigated ACI effect [ZM04, CSST07, SN09]
does not in fact involve a genuine gyrotron oscillator interaction5: In-
stead, the cavity mode traveling downstream interacts with the beam
a second time, feeding power back into the electrons; essentially this
signifies a particle-accelerator interaction.
In simulations this is visible only by inspecting the electron macro-
particle efficiencies on their trajectories through the geometry. Concern-
ing the experimental situation, the relatively small power degradation
caused by static ACI is not the determining observation. It is rather
a limitation to the collector depression voltage during CW operation,
caused by the previously described slow electrons.
It is important to note again that static ACI does not include a second
RF-generating gyrotron interaction, so it is not detectable with RF
measurements. The effect itself can rather be described as extended or
distributed overbunching than as a parasitic oscillation.
4For several purposes, it is practical to exclude interactions of the operating cavity
mode from this definition, and label them dynamic ACI; the motivations for this are
given in the following.




A relatively new phenomenon which was found in self-consistent
interaction simulations is the dynamic ACI, a term originally coined
to distinguish it from the above static ACI [KAC+10b]. Dynamic ACI
also describes a second interaction of the cavity mode with the electron
beam at a downstream position. The determining difference is that the
dynamic ACI is another RF-generating gyrotron interaction, extracting
more energy from the beam. This leads to a second instance of the
cavity mode, which is typically operating at a lower frequency due to
the lower Ωr and higher rw in its interaction area.
Since self-consistent simulations are based on orthogonal modal ex-
pansion of the total RF fields, this creates massive numerical problems
in simulations [AIS+14]:
• A strong beat pattern on the affected mode is caused, which
introduces significant periodic or quasi-periodic fluctuations in
the locally simulated power envelope (compare also [SCG+11]).
As the typical ACI is multiple GHz below the cavity mode in
frequency, the results is sub-ns beating, i.e. dynamic fluctuations
of the RF envelope. This violates the basic simulation assumption
that the baseband fields do not change during the electron transit
time (see Section 3.2.2)
• The typical absorbing boundary conditions at the axial endings
of the geometry are implemented for the case of single-frequency
operation of each mode. The ACI oscillation is far away from
the cavity mode’s frequency, leading to unphysically increased
reflection from the narrow-band boundary condition, changing
the interaction conditions.
The inherent numerical problems involved led to a discussion on
physical reality of these interactions, which sparked a systematic inves-
tigation of the influence of the various numerical schemes employed
in the major EU gyrotron codes SELFT, EVRIDIKI, TWANG and COAX-
IAL [ARD+12, AIS+14]. The outcome of this study has hardened the
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concept of dynamic ACI, which is also supported by the detection
of matching frequencies in experiments [SCG+11]. There, however,
remain large inconsistencies and controversy on the topic, for example
that a dynamic ACI tends to be most prominent in single mode simu-
lations; switching to multi-mode or quasi-PIC simulations removes or
diminishes the appearance of dynamic ACIs in many cases. In dedi-
cated studies, a systematic improvement of the boundary conditions in
EVRIDIKI was formulated [Wu14, AWJ+14], which will allow a more
qualified investigation of this aspect at KIT in the future.
Dynamic ACI was investigated recently in [Cho14], where the SELFT
code variant SELFT-BZ was developed (compare Section 3.2.2). Among
other gyrotrons, the W7-X gyrotrons are also discussed; as the focus
was put on demonstrating the modified code functionality, only one
operating point with experimental relevance was simulated in [Cho14].
Furthermore it should be noted that the category of “general ACI” as
presented in this work is not discussed there, so only dynamic and
static ACIs are treated separately.
6.1.4 Diagnosis of BCIs and ACIs
In a well equipped gyrotron test bed, the primary RF parasite diag-
nosis, i.e. positive information about its existence, comes from RF
spectrum measurements.6 If this method of detection is not employed,
the symptoms listed in the previous Section yield the indication of a
problem.
The basic challenge in addressing the situation is then the decision
about whether the detected unexpected signal belongs to a BCI or an
ACI: As soon as this is known, the problem can be narrowed down in
location, leading eventually to a causal explanation for the emergence
of the parasite and thus enabling a systematic remedy. In the light
of the above classification, the key property for this decision is the
probable dependence of the ACI on the cavity mode type, while the
BCI must be independent of the cavity mode.
6The static ACI is of course an exception, as it does not generate an additional signal
which could be measured.
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If the cooling circuits for the beam tunnel, cavity and launcher are
independent and CW operation is possible, the power balance from
these components could give an indication on the source of the prob-
lem. This of course requires the parasite to exceed certain power levels,
as it must be significant in comparison to the thermal background
load from the nominal mode’s wall losses and/or stray radiation. In
industrial CW gyrotrons, the internal cooling circuits are normally
inter-connected in series or parallel to reduce the number of exter-
nal interfaces, so the diagnostic capabilities of this method are very
limited.
In the following, parasitic oscillations as measured in multiple W7-X
gyrotrons with the PSA system described in Chapter 4 are investigated.
A strong focus is put on the RF spectrum, which can be measured in
SP mode over a wide range of parameters with considerably less risk,
effort and complications than in LP mode. A number of indicators,
ranging from primary measurement results and parameter sweeps
over analytical measurement data processing (i.e. collective disper-
sion analysis in the Brillouin diagram) to self-consistent interaction
simulations, is introduced and applied.
6.2 Measurements
Without sensitive measurement equipment, the motivation for a search
for parasitic oscillations often arises from initially inexplicable failure
of the gyrotron to reach expected powers or efficiencies. Since stand-
alone simulations of parasitic oscillations are normally afflicted with
many uncertainties and the application of unvalidated methods, mea-
surements are a crucial source of authoritative information on parasite
occurrence and behavior.
Already the benchmarking of the cavity mode behavior in Section 3.2.2
has established the necessity for wide and systematic parameter sweeps.
Such an approach also brings along the opportunity for the acquisi-
tion of secondary information, such as the position of mode transition
points or starting currents. The retrieval of these can, however, be very
time consuming and requires efficient measurement methods.
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In the following, the aforementioned path of analysis is made for
parasitic oscillations in the W7-X gyrotrons, moving from the level of
detail to more abstract and summarizing views. After an introduc-
tory example on the spectral appearance of the parasites and their
behavior during a pulse, two systematic sweeps over different external
parameters are presented and discussed.7 In the end, a summary of
all relevant parasites measured in the W7-X SN7 gyrotron is presented
in the form a cumulative scatter analysis of more than a hundred
operating points.8
6.2.1 Intra-pulse behavior and spectral appearance
An important measurable quality of parasitic oscillations is their spec-
tral appearance and behavior during a single pulse. Already in the
past, it was indicated that the parasites found in the W7-X gyrotrons
after the beam tunnel improvements9 are well-defined in frequency,
but do jump between different constant frequencies in the course of a
single pulse lasting a few milliseconds [SCG+11].
In Figure 6.1 the spectral behavior of several observed parasitic fre-
quencies in the context of nominal cavity mode operation is plotted.
Only excerpts containing non-noise information were selected for
overview reasons, so the spectrogram in the figure consists of four
disjunct sub-spectrograms. The mentioned conjecture about a jumping
of otherwise frequency-stable parasitic oscillations is easily validated
with only one PSA measurement: Discrete parasitic frequencies are
visible, which jump quasi-instantaneously.10
As before in Figure 5.1, the start-up tuning of the cavity mode over the
external Vcath-Ib-ramp is visible, ending immediately at reaching the
7These sweeps were made with the primary goal of clean parasite investigation, so
they do not cover the peak power operating points of the gyrotrons.
8The systematic investigations in this Chapter were mainly made with SN7 for practical
reasons, e.g. teststand time, but they agree well with the results from other tubes of
similar design such as SN6, SN2i or SN5R2.
9Compare [GDF+10].
10Taking into account the typical time resolutions used in the measurement, this means
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Figure 6.1: Excerpts of spectrograms showing the cavity mode and
several parasites, gathered while testing W7-X gyrotron
SN7 at Vcath = 85.3 kV, Ib = 42 A, α = 1.4, P = 750 kW
with δf = 600 kHz and xOV = 0.3
flat-top, which is indicated by the dashed line. Two instances of low-
frequency modulation and a small frequency jump of the cavity mode
are discernible, to which interestingly a corresponding signature in the
parasites can always be found: The LFM in 340 . tp/µs . 350 is visible
in the cavity mode as well as in the 128.53 GHz parasite. At the end of
the short LFM burst, a second parallel parasite at 130.17 GHz becomes
active, which also already had a short appearance at the end of the
Vcath-Ib ramp. Soon, this parasite and the one at 128.53 GHz vanish
and are replaced by another parasite at 131.875 GHz. This parasite
again exhibits concurrent LFM with the cavity mode in the time frame
450 . tp/µs . 510.
One important property observed in all W7-X gyrotron parasite inves-
tigations in the frame of this work is visible in the figure: The relevant
parasite activity begins only approximately at the start of the HVPS
flat-top. This behavior was also found in wide parameter sweeps in
the Vcath/Ib plane; it thus cannot be explained simply as an indication
of starting current of the parasitic oscillation, or high minimum Wk.
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To further illustrate typical parasite behavior, another set of spectro-
gram excerpts from an operating point with lower current, the param-
eters at Vcath = 88.0 kV and Ib = 38 A is provided in Figure 6.2. In this
example, the cavity mode is not plotted since no LFM or frequency
jumps were observable, only nominal behavior as already documented
in Figure 5.1. The start-up ramp ended at tp = 100 µs, coinciding with
the plotted frequency axis.
At the time flat-top is reached, a very short stub at 131.09 GHz is vis-
ible in the middle spectrogram, which is quickly replaced by a sta-
ble medium-power parasite at 130.81 GHz for 100 µs, and afterwards
a comparably strong one at 250 < tp/µs < 340 at 130.64 GHz. At
tp = 340 µs, the parasitic operation shifts to higher frequencies, with
parallel activity of a dominant parasite slightly above 132 GHz and a
weaker one at 131.03 GHz. Both parasites last until the end of the pulse

























Figure 6.2: Excerpts of a spectrogram with typical parasites observed
during testing the W7-X gyrotron SN7 with δf = 1 MHz
and xOV = 0.2; the external Vcath-Ib ramp flat-top lies at
the lower edge of the time axis at tp = 100 µs, and the active
cavity mode is not included in the plot.
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In the two presented Figures 6.1 and 6.2 a number of properties shared
by all parasitic oscillations investigated in this Chapter are exemplified:
1. Parasites only appear at (or near) the Vcath-Ib flat-top.
2. Spectral “events” (e.g. LFM bursts, frequency jumps) often ap-
pear simultaneously in the parasite and the cavity mode.
3. Some parasites appear in parallel, normally one being dominant.
4. Discrete jumping with sub-microsecond speed is often observed.
5. Between jumps, parasites have a clearly defined and constant
frequency, and typically no modulation.
This emphasizes the importance of the measurement system features
listed in Section 1.2.5, as both time-dependence as well as good fre-
quency resolution are required to investigate this behavior properly.
Also, without unambiguous RF frequency identification in every single
shot, these frequencies would be almost impossible to measure.
Concerning the individual jumps of the parasite frequencies, due to
the wide jump frequency ranges it is obvious that these cannot be
performed by a gyrotron interaction maintaining fixed axial position
and fixed mode. Thus, either mode switching occurs at a fixed z posi-
tion of excitation, or the interaction jumps along the z axis, changing
the mode or not. This, however, cannot be separated on the basis of
isolated measurements; an attempt to do so by fusing measurement
data in the Brillouin diagram is made in Section 6.3.
Still, some of the observations listed above can be used to address
the basic decision between BCIs and ACIs. Point 1 yields a strong
indication: The parasites behave uniformly as described at many dif-
ferent operating points, which were part of wide parameter sweeps
in multiple dimensions. If the parasite start simply depended on a
minimum Ib or a kinetic energy, then during the according parameter
sweeps, pulses should be found which feature parasite starts during
the ramp-up. Since this did not occur, it is more plausible that it is
not the Vcath–Ib flat-top itself, but actually the cavity mode which is
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required by the parasite. This indicates dynamic or general ACI, de-
pending on the actual parasitic mode, following the classification in
Section 6.1.
The points 2 to 4 are important information in themselves, but they do
not help as much as one would believe for this question. In particular
point 2 is ambiguous, as it only expresses coincidence of events. As
long as the prime physical cause of the LFM bursts and the frequency
jumping is not known, no fixed hierarchy between the documented
effects can be formulated.
The clean spectral appearance of the parasitic frequencies noted in
point 5, however, is worth a discussion of this matter. In Figure 6.3
the linewidth of a typical parasite at 130.624 GHz is compared with
the nominal cavity mode at the same point of time in the pulse, using
a fine frequency resolution of 10 kHz. Interestingly, the parasite has
a line width no wider than the cavity mode. Very weak sidebands
at ±5 MHz are discernible; however, since they are more than 40 dB
below the parasite’s receiver level, their significance is small.11
Based on resonance condition considerations as in Section 2.2.3, the
linewidth can be expected to differ for forward and backward waves:
A shift in a beam line’s slope or intercept will have a stronger effect
on backward waves than on forward waves.12 The narrow linewidth
thus indicates rather a forward wave; this moves the focus away from
the beam tunnel, which is also not likely to support such well-defined
oscillations because of the inhomogeneous structures there. However,
it must be noted that some resonant modes in the beam tunnel with
quality factors in the range of 150 have been found in theoretical
studies [Che14]. Consequently, narrow-line oscillations in the beam
tunnel cannot be ruled out entirely at the time being.
During all of the studies of W7-X gyrotrons presented in this Chapter,
the parasite’s linewidth was always similar to the cavity mode’s.
11In the Figure, the parasite even appears to have a slightly smaller linewidth than the
cavity mode. This is not the case; the effect results from the existence of weak LFM
at a few kHz, which is more pronounced for the cavity mode.
12Compare Fig. 2.2, and also Fig. 4 in [GDF+10], where the measured spectra of alleged
BCI backward waves are shown.
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Figure 6.3: High-resolution linewidth comparison between parasite
(left) and nominal cavity mode (right) at identical pulse
time, during the same pulse
6.2.2 Sweep over cathode voltage
The typical sweep for parameter space exploration is a Vcath sweep.
Despite its efficiency in covering a wide power and frequency tuning
range, this type of sweep has limited informativeness for the inves-
tigation of parasitic oscillations, because most beam parameters are
changed during the sweep: Increasing Vcath changes Wk, hence γ and
thus also Ωr. At least for diode-type guns, also α is strongly influenced
by Vcath. Further, if no further precautions are taken, Ib is changed due
to the Schottky effect (compare Section 2.4).
Figure 6.4 displays the relevant parameters and measured data from
a Vcath sweep in the W7-X series gyrotron SN7, which was made at
a cavity magnetic flux density of Bcav = 5.603 T with Im = 84.0 A
and Itr = 4.0 A. The measurement was conducted specially for the
investigation of parasitic oscillations, so relatively high α values are
reached, while the operating point is not optimal concerning output
power or efficiency. Over the heater current, the Schottky effect was
compensated as far as possible, for Ib h const ≈ 44 A.
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Figure 6.4: Vcath sweep with Ib h const for W7-X tube SN7
Top: Beam current and pitch factor
Bottom: Cavity mode frequencies, measured powers and
PO frequencies (filled markers indicate major parasites).
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The top part of the plot indicates the extent to which Ib was kept
constant, and the variation of α as a function of the applied cathode
voltage. On the same axis, the bottom plot contains the measured
frequencies of the cavity modes and their powers.13
For the investigation of parasitic oscillations, their frequency depen-
dence on the voltage is plotted. During many pulses, multiple parasitic
frequencies were measured, as was already illustrated in Section 6.2.1.
To retain as much information from the spectrograms as possible, the
parasites were loosely categorized into major and minor, depending
on their relative time of activity during the pulse and their receiver
power. In the diagram, as well as in the plots of parasite frequencies as
a function of a parameter in Section 6.4, the major/minor property is
conveyed over marker filling,
Observations
For Vcath < 80 kV, in this configuration no parasitic activity was mea-
sured. Above this value, two bands of parasites in the frequency range
130–131 GHz and around 132 GHz can be discerned. The bands seem
to tune towards lower frequency with sinking Ωr, but the existence of
multiple frequencies during the same pulse complicates analysis.
Closer to the transition to the azimuthal neighbor mode TE−27,8, para-
site activity increases with two further frequencies at 133.2 GHz and
128.5 GHz. Approaching the cavity mode transition, the gyrotron be-
haves quite unstably and not very reproducibly, and is very sensitive
to minor fluctuations in the external parameters. A large number of
different frequencies is observed, and the ones corresponding to both
cavity modes in parallel often are also seen.
Above the transition voltage, output power is significantly reduced.
The frequency corresponding to the nominal cavity mode can, however,
still be measured over the whole duration of the pulse, albeit with
∼20 dB reduced receiver power. This indicates that while the TE−27,8
13Note that measured powers of the neighboring mode TE27,8 are only of limited value
because the launcher is not matched to this mode, and the output window has a
higher reflectivity at its frequency.
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mode dominates the cavity, the nominal TE−28,8 mode is still present
in a “lingering” fashion. Only 2 kV above the transition voltage for
dominance of the TE−27,8 mode, a signal around 140.25 GHz can no
longer be detected.
The parasite spectrum changes significantly with the cavity mode
transition, since the two previously identified bands end, and a new
major band around 128.5 GHz emerges.
Discussion
Most parasite frequencies appear alternating instead of in parallel, thus
a discrete switching process can be assumed. Importantly, frequency
bands can be distinguished, indicating that there might be groups
sharing common properties, such as the interacting position and/or
mode.
The behavior in the cavity mode transition zone and few kW above
it clearly show that the “mode switch” terminus can easily raise a
wrong impression, as the two cavity modes seem to coexist in a certain
parameter range.14 This “fuzziness” of the cavity mode transition also
makes it harder to investigate the dependence of the parasites on the
cavity mode.
As pointed out earlier in Section 6.1.3, in principle, the cavity mode
transition could be used as a strong indicator for the interaction po-
sition of the parasitic oscillation with respect to the cavity.15 Indeed,
the sweep shows a strong dependence of the parasites on the dom-
inant cavity mode: The observed bands are discrete except for two
points, 128.517 GHz at Vcath = 84 kV with TE−28,8 and 130.151 GHz
at Vcath = 86 kV with TE−27,8. The latter, however, could easily be
explained by the “lingering” existence of the nominal mode up to
86.7 kV in the case of an ACI. A more definite cavity mode transition
than the one found would be helpful; but the observed behavior is still
pronounced enough to separate two cases:
14Compare also the considerations in Section 2.4.1.
15This would be even more the case, had the reproduction attempts in simulation
(compare Chapter 3) succeeded.
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• Either the parasites are interacting inside or downstream of the
cavity, and depend on the bunching caused by the cavity mode
as theorized in the ACI Section 6.1.3. In this case, a change in the
operating cavity mode automatically causes a different parasite
to start, as another pre-bunching is then encountered.16
• Or, the parasites are inside the beam tunnel and switch directly
due to their stability range in the beam parameters. In this case,
the coincident cavity mode transition would either be a real coin-
cidence, or even be caused by the beam tunnel parasite switch.
A possible way to decide the cases would be simulations which predict
where the cavity mode transition should happen if no beam tunnel
oscillations were present: If the observed transition voltage was repro-
duced it would be an indication of ACI, while a significant difference
in transition voltage would point to the beam tunnel.
Unfortunately, the simulations already fail to reproduce the mode
transition with the necessary accuracy in the benchmark of Chapter 3,
weakening this path of decision.
6.2.3 Sweep of magnetic flux density
As mentioned before, a principle problem of Vcath-variation based
investigations is the resulting change of other parameters. A less
“multidimensional” sweep parameter is the cyclotron frequency Ω0,
varied over the cavity magnetic flux density Bcav. If done simply by
tuning the main coil current Im, the compression ratio and therefore α
is also strongly affected. For diode-type guns such as those employed
in the W7-X gyrotron series, this can be countered by carefully co-
adjusting the gun field over Itr; however, a minor beam radius change
is unavoidable.
The benefit lies in a completely constant beam energy over the whole
sweep with almost uniform α, as observable from the top graph in
Figure 6.4. In the other graphs (center and bottom), the measured data
16The unclean band transition around the cavity mode transition would then be ex-
plained by the parallel operation of TE−28,8 and TE
−
27,8, enabling several parasites.
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of this experiment are plotted with common axes descriptions in the
quantities Im, Bcav and Ωr, which are allowed for by γ = const. The
change of rb is in the order of 0.1 mm, while α is constant within the
accuracy of the simulation (∼0.05).
In the center diagram, the development of the cavity mode and the
measured power over the sweep variables is illustrated. For these data,
a constant beam current of 42 A was set. Information on the parasite
behavior in the context of starting currents is located in the bottom
graph. These measurements were conducted with the 4-channel PSA
system, so direct monitoring of the cavity mode in parallel to the
parasite activity was possible through the two independent channel
pairs (compare Chapter 4).
The frequency markers for the parasites in the bottom graph are coded
according to the cavity mode they accompany. Over a secondary ver-
tical axis in the bottom graph, the starting currents of the respective
frequencies are shown, coded with matching marker symbols.17 For a
given measured frequency (solid markers), the corresponding starting
current is marked with an empty marker of the same shape.18 Starting
current markers of adjacent frequency points are connected with lines
to clarify change tendencies. In the transition area of the cavity modes
TE−28,8 and very probably TE
−
27,8 around Im = 83.1–83.4 A, the mini-
mum beam current Ib,trans for dominance of TE−28,8 mode operation is
also plotted as a thick dashed line.
The investigation was primarily a Ω0 sweep, and did not cover the
entire beam current parameter space. Especially above 46 A, the opera-
tion tended to become rather unstable and of limited reproducibility
concerning the parasites. The lowest beam current value at each Im,
however, reliably indicates the minimum parasite starting current.
17It is important to note that in the bottom graph of Figure 6.5, the marker types
distinguish frequency and respective Ib,start, and not the major/minor property of
parasites as in many other figures of this Chapter.
18Consider as an example Im = 84.5 A: The lowest current for which a parasite was
found is Ib = 45 A (indicated by “”, right ordinate axis), which appeared in
conjunction with the nominal cavity mode and at the frequency 128.45 GHz (“”,
left ordinate axis). Already for Ib ≥ 46 A (symbol “O”), the situation changed with
the takeover of parasites at 131.065 GHz and 132.745 GHz (symbols “H”).
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Figure 6.5: Bcav sweep with Vcath = 82 kV for the W7-X gyrotron SN7
Top: Beam radius and pitch factor
Center: Cavity modes and measured power for Ib = 42 A
Bottom: Parasitic frequencies depending on the dominant




The variation of rb and α are small throughout the used parameter
range, so the experiment can be considered a clean sweep of Ω0. For
lower Bcav, the measured output power increases as expected, as the
gyrotron is tuned towards higher (ωRF−Ωr) and therefore towards the
“hard excitation” range. As in the previously presented Vcath sweep,
no clean transition between the two main cavity modes takes place. In
the range of TE−27,8-mode dominance, a frequency corresponding to
the diminished nominal cavity mode can still be measured. However,
it is clear from the line levels at the receiver, the measured power and
the stray radiation indicators (not plotted), that the TE−28,8 mode does
not contribute much power at these points.
Again parasitic frequency bands are visible, which alternate over the
swept parameter. Unfortunately, all intervals of band-connected para-
site appearance are quite short. This makes the investigation and
comparison of in-band tuning directions and slopes almost impossible.
The parasite starting currents strongly depend on Ω0: While close
to the cavity mode transition area at Im = 83.4 A, the parasites start
almost together with the TE−28,8 mode below 40 A, close by at higher
main coil currents, there is parasite-free operation up to more than
46 A. Following the Im tuning from right to left, the lowest starting
currents show a pattern which resembles a sawtooth, which means a
steady increase of Ib,start that is followed by a drop and then another
gradual increase again. The intra-group starting currents follow this
pattern, and tend to increase with decreasing Bcav. Comparing the dif-
ference quotients ∆Ib,start/∆Im of the bands, a common value in the
range −15 to −20 can be found. Interestingly, the respective quotient
for the cavity mode is quite similar, as can be seen when comparing
the inclination of the parasite Ib,start-lines with the dashed line for the
cavity mode transition current Ib,trans.
The diagram does not directly convey over which current range a
parasite mode was active. During operation with the TE−28,8 mode,
multiple parasites could be existing in parallel or excluding each other,
in a manner as illustrated in Figure 6.2. However, an important dif-
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ference was observed in the Im range where the active cavity mode
was depending on Ib. Crossing Ib,trans not only caused a change
in the cavity mode, but also altered the parasites. Consider for ex-
ample the point Im = 83.3 A, where at Ib = 39.4 A the parasite
at 131.96 GHz starts in the presence of the TE−27,8 cavity mode. At
Ib = 40.3 A = Ib,trans, the nominal cavity mode TE−28,8 takes over;
no parasites were measured anymore up to Ib = 42.5 A, where a
130.3 GHz parasite starts. A similar situation is encountered at 0.1 A
lower main coil current at Im = 83.2 A, where for Ib = 39–44 A the
TE−27,8 mode is accompanied by a 129.15 GHz-parasite. With the mode
transition at Ib = Ib,trans = 44.1 A, the parasites 129.15 GHz were not
detected anymore; however, frequencies around 130 GHz immediately
took over.
Discussion
Again, significant frequency band formation was found, which to
some extent could be connected with the mode starting currents. This
indicates again that there might be alternating modes in the same
z location, or an axial jumping of the parasites. As the individual
parasite frequency bands do not cover very wide uninterrupted pa-
rameter ranges, tuning tendencies (e.g. ∆f/∆Ω0) inside the bands
unfortunately cannot be properly determined.
The question whether the observed behavior is a result of BCI or ACI
activity can again be addressed by investigating the cavity mode tran-
sition. Here the parasite starting currents in combination with the
cavity mode transition current have a crucial significance; as men-
tioned above, both for the main coil currents Im = 83.3 A and 83.2 A,
a parasite was found which disappeared when increasing Ib above
Ib,trans without being replaced immediately. This is a strong indicator
for a dependence of the parasites on the existence of the operating
cavity mode, probably due to its influence on the electron beam. This
is a clear property of ACI, and excludes BCI: If the oscillations were
upstream of the cavity, it would be hard to explain that for example at




To gain an overview on the general distribution of parasitic frequencies,
it is useful to compile a combination of all relevant measurements for a
given gyrotron. A good data source are short-pulse measurements, as
here very wide parameter ranges can be scanned without a significant
risk of damaging the gyrotron. Also, no thermal or space charge
related transient effects can be expected here; they would complicate
the comparison of measured frequency data considerably.
In Figure 6.6, the detected parasites the range 125–136 GHz for the
W7-X gyrotron SN7 during dominant operation of the cavity mode
TE−28,8 are plotted, using data from more than 100 operating points.
This macro-analysis covers the following parameter range:
• 76 ≤ Vcath/kV ≤ 88
• 35.1 ≤ Ib/A ≤ 50, typical parasite onset: Ib & 38 A
• 83.3 ≤ Im/A ≤ 84.7
• 1.28 ≤ α ≤ 1.52, below: no parasites
The visualization is nontrivial because of the many dimensions in-
volved, which are partly interdependent. For Figure 6.6, the data are
dispersed for presentation by the composite abscissa variableWk ·Ib ·α,
which functions as a qualitative beam power measure.19
No distinct frequency dependence on this parameter is visible, how-
ever, the accompanying histogram clarifies a frequency distribution
into at least three disjunct parasitic bands. The most prominent bands
cover the range 130–131.1 GHz and 131.8–132.7 GHz, and contain the
frequencies most often observed during experiment.20Further points
at lower and occasionally at higher frequencies were also identified,
but are considered less relevant.
19The data were also investigated as a function of single quantities; however no useful
correlation emerged.
20These are also the frequency ranges in which earlier studies [SCG+11] on W7-X


































































Figure 6.6: Scatterplot and histogram with two different frequency bin
sizes δf of agglomerated parasitic frequencies measured in
the W7-X gyrotron SN7; approximate frequency bands are




The availability of a considerable measurement data pool calls for
the use of more abstract and summarizing examination techniques,
hopefully allowing larger-scale regularities or principles to become
apparent. In the following, the parasitic frequencies presented in the
previous Section are investigated by a modified application of the
linear interaction description, which was described in Section 2.2 and
applied to the cavity mode in Section 3.3.1.
This technique allows the batch analysis of measured frequencies, and
yields estimations of geometrical mode excitation positions together
with eigenvalue estimation. It was first described in [KSF+09, Sch09]
and [SFG+10], where the first experiences were made with this tech-
nique during the investigation of BCI problems.
In this Section, improvements concerning the beam parameter calcu-
lations and the analysis technique itself are presented, whose current
implementation is documented in [Kam14].
6.3.1 Fundamentals
In Section 2.2, the simplified resonance condition for an interaction
between a given waveguide mode with an electron beam of defined
parameters was presented, which assumes the interaction to take place
at intersection points of the waveguide mode hyperbola (2.16) with
the beam lines (2.20). This uncoupled dispersion relation (UDR) lo-
cally connects the properties ω = 2pif , rw and χm,n which govern the
waveguide mode propagation with the beam parameters v‖, γ and the
local axial magnetic flux density Bz.
The frequency and the external experimental settings of an experi-
mentally measured parasitic oscillation are initially known, while the
position of excitation z0 and the mode eigenvalue χm,n are sought
for. If the beam parameters along the axis Ωr(z) and v‖(z) are avail-
able, the UDR (2.21) defines together with the geometry profile rw(z) a
pair of [k‖, χm,n]i at each z position for each measured frequency f i.
This information becomes useful, when over a variation of external
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parameters different but similar parasitic frequencies are measured:
If the signals show common properties and tune monotonically over
the external values, it can be tentatively assumed that these frequen-
cies originate from interaction of one and the same mode at one fixed
z-position.
The Brillouin diagram analysis is the test of this assumption using
the aforementioned value pairs [k‖, χm,n]i(z), one for each measured
frequency: If the assumption is true, there must be at least one axial
position z0 at which all the measured frequency points constitute
a hyperbola which satisfies (2.16) in the Brillouin diagram. As the
only free parameter of the hyperbola is the eigenvalue, finding the
hyperbola is analogous to searching for a position z0 where all value
pairs [k‖, χm,n]i(z) share a common eigenvalue χm,n.
A practical way of solving this problem is to calculate the variance




, and to inves-
tigate minima in these data. This corresponds to searching for the
eigenvalue χ of the hyperbola f(k‖) yielding the minimum frequency
difference mean-square error for the individual frequency points.
6.3.2 Beam parameters along the z axis
The z-profiles of the relevant beam parameters can be completely sim-
ulated with the codes mentioned in Section 3.2.1. However, with the
adiabatic relationships from Section 2.1.2, they can also be determined
from reference values with less effort: If the beam parameters are
known at a reference position zref , using (2.10) together with the Bz(z)
profile, these values can be analytically calculated in every other z
position.
However, one should take into account that γ(z) is determined by the
voltage depression effect, which complicates the problem. Consider a
known set of reference parameters β⊥,ref and γref at the reference point
zref , simulated from the experimental external parameters Vcath, Ib
with the complete magnetic profile Bz(z). From the voltage depression
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= eVcath −me,0c20 (γ − 1) (6.1)
is obtained. rb can be directly inserted from (2.9), leaving β‖ and γ











=: K , (6.3)
three equations for the three unknowns α, β‖ and γ are now given.



















is established, which for consistent physical input parameters has
exactly one non-complex solution β‖. This way, an “unspent” electron
beam can be approximately characterized in the entire geometry, using
only fully known beam parameters at zref .
Inside the cavity and downstream, these calculations no longer hold,
as the main interaction inside the cavity alters the beam parameters.
However, downstream of the cavity, adiabatic behavior can again be
expected, and if the cavity mode’s RF power is known, there is possi-
bility for improvement: The generated RF power in the cavity Pgen can
be estimated from the measured values as described in Section 3.1.3,
allowing for the application of the first-order beam parameter average
correction established in Section 2.2.3 to the data in z > zcav.21 In the
following, χ variances based on the uncorrected beam parameters are
denoted by σ20(z), to be distinguished from the power-corrected σ2P(z).
21Unlike in Section 2, here Pgen is used instead of Pdiff , since the Brillouin analysis does
not consider RF losses. Compared with the uncertainties inherent to the Brillouin
analysis, the difference between the two values is rather small anyway.
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6.3.3 Applicability and scope
The UDR was tested in Section 3.3.1 for the frequency estimation of
the cavity mode, which failed to be more precise than one percent
in frequency. A very probable reason lies in the strong effect of the
powerful cavity interaction on the beam, weakening the validity of the
simulated beam parameter values, as discussed there.22
Contrary to the gyrotron interaction in the cavity, parasitic oscillations
can be expected to operate at a much lower power range, that is smaller
than 1% with respect to the total electron beam power.23 As a result,
the primary (i.e. average) parameters of the electron beam are not
changed significantly by a PO. Thus, the linear calculations can be
expected to be more applicable to these oscillations.
It must be made clear that this method is only able to give an indication,
and not final information on the excitation position and the mode of a
parasitic oscillation. The main purpose might be the fundamental deci-
sion between BCI and ACI activity, which then points to subsequent
methods to be applied. Nonetheless, the possibility to fuse various
measurements into one batch in order to find probable interaction
positions and eigenvalues from common properties between all points
is a truly unique feature of this method.
The result must be interpreted as the answer to the hypothesis that
all considered measurement values in the analysis come from the
same mode at the same interaction position: If the analysis yields no
conclusive result, then the hypothesis is not true. If, on the other hand,
the method yields a definitive z position, the hypothesis is correct.
Also, this event in itself justifies the method to a certain extent, as the
formation of a clear result purely from chance is not very probable.
22The more sophisticated CDR achieved worse frequency agreement, which, however,
is not the only reason why it is not considered here: For the calculation of the CDR, in
addition to the eigenvalue, the indices of the mode in question must be known. This
removes the possibility of simply inverting the relationship (χ, rw, α, γ) 7→ (k‖, f)
as done with the UDR, and therefore would require testing all modes separately.




The described dispersion analysis in the Brillouin diagram can be
summarized as follows:
• SP experimental parameter sweeps, with measurement of RF
frequency and power
• Simulation of beam parameters at a reference point zref in the
geometry
• Calculation of beam parameters along the z axis using B(z) and
rw(z) with the relations listed in Section 6.3.2, solving the implicit
equation (6.4) numerically at each z point
• Power correction to the beam parameter values in z > zcav
• Calculation of the Brillouin data [k‖, χm,n]i(z) for each frequency
point of the sweep
• χ variance calculation for each z value, yielding σ20(z) and σ2P(z)
• Assessment of σ2(z) minima in the Brillouin diagram.
If the selected frequency points indeed fulfill the assumption of com-
mon z0 and χ, the method yields a probable combination of these
values, and additional information about the nature of the parasitic
oscillation through ki‖.
In a following step, it is useful to evaluate the beam-wave coupling
coefficients of the TE modes with χm,n ≈ χ at z0, as the Brillouin dia-
gram only considers the uncoupled resonance condition. For the choice
of the χ range, the benchmark study in Figure 3.3 can be consulted:
The deviation in frequency between the measured and the calculated
curves is in the range of hundreds of MHz for the lower power oper-
ating points of a cavity interaction; this could resemble the case for
parasitic oscillations. For oscillations close to cut-off, χ2/χ1 ≈ f1/f2;
hence the allowed percentage frequency deviation from the hyperbola
directly defines the χ range. Allowing, for example, a deviation of




6.3.5 Investigation of the W7-X gyrotron parasites
Parasite band 131.8 - 132.7 GHz
Already in the scatterplot in Figure 6.6, at least one contiguous sub-
band around 132 GHz in the composite axis range 4300–4600 keVA can
be recognized. However, in a first attempt, the Brillouin analysis is
applied to all frequency points in the entire band to show its behav-
ior. Figure 6.7 contains the σ20(z) (hyperbola χ variance) and σ2P(z)
(hyperbola χ variance with power correction) curves, in addition to a
schematic geometry.
Minima in the σ2(z) curves hint at the most probable locations of
interaction; it should be kept in mind that this only accounts for the
selected group of points: If these points happen to correspond to
interactions from different z-positions or different modes, the method
will not yield meaningful results.
There are two minima, one at the beam tunnel exit at z0 = 325 mm,
and one in the launcher at zP = 478 mm. Both are not very distinct,
but it should be pointed out that σ20(z) shows no sign of a minimum
at zP, so this minimum was created solely by the power correction.
Because the power correction is performed individually for each point,
this alone is already an indication of ACI.24
The Brillouin diagrams corresponding to the found minima are pro-
vided in Figure 6.8 for closer analysis. In both of them the χwaveguide
hyperbola is also indicated.
For the beam tunnel minimum (see Fig. 6.8a), the interaction points
are located close to cut-off, and mostly in the slow backward wave
half-plane. The structure does not show much agreement with the
plotted or any other conceivable hyperbola; even groups with shapes
which would fit to forward wave hyperbolas are discernible.
In Figure 6.8b, the Brillouin plot at zP = 478 mm is shown. It is no-
table how the different assumed position and the power correction
shift the individual points in the k‖ dimension, when compared with
24Otherwise, the power correction would only arbitrarily perturb χi(z) for z > zcav,
without much change in the total variance .
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Figure 6.7: Geometry radius and variance of χ-values as a function
of the z-coordinate for the parasite band 131.8–132.7 GHz
(compare also Fig. 6.6)
(a) σ20-minimum at position z = 325 mm
(beam tunnel)
(b) σ2P-minimum at position z = 478 mm
(after-cavity region)
Figure 6.8: Brillouin diagrams of 131.8–132.7 GHz parasites for the two
σ2-minima in Figure 6.7
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Figure 6.8a. Here a more uniform result is found, with all points in-
dicating a moderate forward wave. Again, grouping is visible: The
points below the hyperbola have a fitting inclination, while the points
with f > fhyp form two distinct sub-groups which are both more
strongly inclined, i.e. have a higher group velocity.
The two major groups can be separated in order to check the behavior
of the Brillouin diagram: They could stem from different z positions,
but still be excited in the same mode. First, the altered variance plots for
the two sub-bands a© (lower frequencies) and b© (higher frequencies)
are investigated; these are shown in Figure 6.9. The most notable
change is the expected deepening of the σ2P (z) minima, combined with
a z-shift. However, since the sub-bands are more homogeneous than
the complete band, the σ20(z)- curves also show better matching. But
the z-position of their σ20 -minima does not change, so the associated
Brillouin diagrams for z0,a/b will be identical to the one in Figure 6.8a.
In Figure 6.10, the Brillouin diagrams for the respective ACI minima
in the sub-bands a© and b© are plotted. Both now follow the hyper-
bola in a smoother way, albeit by far not as smooth as the result of
the investigations on BCIs in [Sch09]. The reason might be that the
individual points do not originate from the exactly the same z-position,
and surely the inherent uncertainties of the linear theory as explored
in Section 3.3.1 should also be kept in mind.
The found eigenvalues χa ≈ 60.87 and χb ≈ 60.76 now allow the inves-
tigation of the local beam-wave coupling coefficients Ge (2.18). As the
two minima a© and b© are adjacent with respect to χ and z, they can be
investigated together. Each frequency point f i of the batch represents
an own set of beam parameters; thus, also the individual coupling
factor curves Ge(z) are different for each point. This allows another
layer of investigation: Modes with a high Gei(za/b) for all considered
points i are better candidates than modes which only couple well to a
part of the batch. To include this information in all Ge(z) plots, i.e. the
Figures 6.11 and 6.14, the maximum and minimum relative coupling




Figure 6.9: Geometry radius and variance of χ-values over the z-
coordinate for the parasite sub-bands a© 131.8–132.05 GHz
and b© 132.07–132.7 GHz, using original beam parameters
σ20 and the power-corrected version σ2P
(a) σ2P-minimum of 131.08–132.05 GHz
sub-band at zP,a ≈ 473.0 mm
(b) σ2P-minimum of 132.07–132.7 GHz
sub-band at zP,b ≈ 482.8 mm
Figure 6.10: Brillouin diagrams of the split parasite sub-bands for the
σ2P-minima in Fig. 6.9
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Based on these estimates, the range 60 < χ < 61.4 was investigated.
Of the 24 transverse-electric modes present in this χ range, five have
a relative coupling Ger(za) > 0.2 or Ger(zb) > 0.2, as can be seen in
Figure 6.11.
Interestingly, at both positions the TE28,8 mode has a very high cou-
pling value, which indicates dynamic ACI. With χ28,8 . χ, it also
satisfies the lower-edge-of-excitation-band consideration, and shows
the smallest ∆Ger-range at za and zb. Other good candidates are the
TE29,8 and TE26,9 modes, which are typical competitors (compare
Table 3.2 and Section 2.4.1). They represent potential cases of general
ACI; however, with χ29,8 ≈ 61.33 and χ26,9 ≈ 61.13 their eigenvalues
are above the ones found.
The remaining two candidates TE13,14 and TE18,12 are rather exotic
modes, which are rarely encountered in simulations, as they also have
rather low coupling in the cavity area.
Figure 6.11: Ger(z) of the modes with maximum Ger at z = 483 mm
and z = 473 mm with 60 < χ < 61.4 (compare Fig. 6.9;
solid lines: maxima, dashed lines: minima)
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Parasite band 130.5 - 131.2 GHz
As another example, a part of the main parasite band slightly above
130 GHz is investigated in the same fashion as above.
The variance plot is found in Figure 6.12, and shows behavior similar
to the ones from the other band: σ20 exhibits a weak minimum in
300 < z/mm < 310, and a secondary weak minimum at the launcher
entrance, which is considerably deepened by the power correction.
The global σ2P-minimum is found at z2 ≈ 487 mm, not far from the
ones in the previous band.
A plot of the corresponding Brillouin diagrams is given in Figure 6.13,
where again the beam tunnel minimum (Fig. 6.13a) shows poor match-
ing. The complete group resides in the slow forward wave half-plane,
but especially in the range 90/m < k‖ < 120/m there is a sub-group
of points clearly requiring a higher group velocity at this z than the
dispersion hyperbola grants. Also, a number of outlier points clearly
have no relation to the rest of the batch.
The σ2P minimum in the after-cavity region, as plotted in Figure 6.13b,
shows a much better correspondence between the hyperbola and all the
measured frequency points. Interestingly, the found wave number k‖ is
similar to the one found for the parasites in the frequency range 132.07–
132.7 GHz (compare Fig. 6.10b), in the slow forward wave range. Note
also how the drastic outliers in Figure 6.13a were smoothly integrated
into the batch by the power correction.
This encourages another coupling coefficient investigation in the after-
cavity region, albeit with a slightly lower eigenvalue range than before,
using 59.4 < χ < 60.6. Of the 19 TE modes existing here, only four are
significant as far as Ger(zP) is concerned. The axial dependence Ger(z)
is shown in Figure 6.14. Again, a grouping into two dominant modes,
TE28,8 and TE25,9, and two rather minor modes, TE17,12 and TE10,15,
around zP emerges. In addition to their unusual index combinations
and low Ger(zP), the latter group also exhibits larger ∆Ger(zP).
Peculiarly, the two dominant modes found, TE28,8 and TE25,9, are the




Figure 6.12: Geometry radius and variance of χ-values over the z-
coordinate for parasites in the band 130.5–131.2 GHz,
comparing directly calculated beam parameters (σ20) and
power-corrected version (σ2P)
(a) σ20-minimum at z0 ≈ 307 mm (b) σ2P-minimum at z ≈ 487 mm
Figure 6.13: Brillouin diagrams of the 130.5–131.2 GHz parasites at
both found σ2-minima (compare Fig. 6.12)
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Figure 6.14: Ger(z) of the modes with maximum Ger at z = 487 mm
with 59.4 < χ < 60.6 (compare Fig. 6.12)
6.3.6 Result summary
Apart from the examples presented, more Brillouin investigations
were made with the measured parasite frequencies. A summary of
the results obtained frequencies in the upper two frequency bands
marked in Figure 6.6 is compiled in Table 6.1.The Brillouin analysis in
the range of the 128 GHz band yielded no conclusive result, indicating
that these frequencies do not come from the same mode interacting at
one position.
The most fundamental result of the analysis was already stated, which
is the fact that the application of the cavity mode power extraction
correction in each of the named bands lead to the formation of a global
and well defined minimum of σ2(z) in the launcher region. This
strongly indicates an ACI phenomenon, and shows that the beam
parameter correction introduced to the method was necessary.
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sub-band z χ TEm,n χm,n
131.8− 132.5 473 60.87 13, 14 60.64
18, 12 60.93
132.07− 132.7 483 60.76 28, 8 60.10
26, 9 61.13
29, 8 61.33




130.2− 131.2 476 60.17 25, 9 59.88
28, 8 60.10
Table 6.1: Frequency bands of successfully investigated batches, ob-
tained z-positions with average eigenvalues; modes from Ge
investigations and corresponding eigenvalues
Concerning the mode estimation, the investigated frequency bands
share a number of properties:
• All matches are found in a relatively compact area, 473–487 mm,
only a few centimeters into the launcher. As a gyrotron inter-
action also requires a certain axial length, and the extent of the
matching area is of the same order of magnitude as the cavity’s,
this might in fact simply be one interaction zone, which however,
possibly due to the helical wall perturbations, has less defined
borders than the cavity.
• The nominal cavity mode TE28,8 appears in all successful matches.
Depending on the actual rotation direction, following the defi-
nitions made in Section 6.1, this either indicates dynamic ACI
(TE−28,8) or general ACI (TE
+
28,8).
• Another mode which is found as a top candidate in several
matches is TE25,9, which is known to be a relevant competitor
inside the cavity itself.
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• Without exception, the interactions in the Brillouin diagram at
the matching z positions constitute forward waves relatively
close to cut-off (k‖ < 500/m). This corresponds to ordinary
gyrotron oscillator interactions, and agrees with the linewidth
considerations in Section 6.2.1.
The further matches include the possibly relevant modes TE26,9 and
TE29,8, and some rather exotic candidates.
Concluding, it must be noted that while the Brillouin diagram matches
are reasonable, they are unfortunately not as striking as for the case of
BCIs in [Sch09, SFG+10], despite advancement of the method and the
availability of a large data pool for the investigation presented in this
work.25
Since the interpretation of the measurement sweeps and, even more
so, the Brillouin analysis results indicate after-cavity interactions, the
application of the simulation techniques reviewed and benchmarked
in Chapter 3 is a logical next step.
6.4 Comparative simulations
6.4.1 Simulation setup
In order to investigate ACI phenomena, a part of the launcher must
be included in the simulation. This, however, is problematic, as simu-
lations become increasingly unstable with extension of the geometry.
As a compromise between the prediction of the Brillouin analysis in
the previous Section and the limitations of the simulations, 40 mm
of launcher were added after the end of the nonlinear uptaper (com-
pare Fig. 6.15a). In reality, the mode-converting corrugations in the
launcher surface provide a complicated boundary condition for all
modes, inducing mode-conversion, which cannot be modeled by the
inherently axisymmetric interaction codes.26 Simulations in this area
25Of course by selectively reducing the number of points, better fits could have been
achieved. It is, however, problematic when outliers are removed a-posteriori to
improve results, so this was not done.
26See also Section 3.2.2 on the limitations of the simulation tools.
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therefore assume different conditions for the waveguide modes, e.g.
ignoring mode conversion and scattering effects. The applicability for
parasite studies is limited by this, as this could erroneously enhance
or suppress interactions in this region; probable consequences include
overall instability, significantly different parasite starting currents and
possibly altered mode spectra.
In contrast to the basic simulation study in Chapter 3, where only
cavity interactions were of interest, now the complete geometry must
be analyzed for the mode list. The selection criteria were set as follows:
• Ger(z) > 0.6; this means the local coupling coefficient normal-
ized to the TE28,8 mode coupling in the cavity midsection, as
defined in (3.10).
• 128 ≤ fcut/GHz ≤ 155 inside the cavity; for the TE28,8 mode,
this translates into 119.7 − 145 GHz at the uptaper end, so a
sufficiently wide frequency range is covered.
• 350 < z/mm < 480; this excludes most the cut-off section, which,
due to its large radius change, would strongly increase the num-
ber of modes to be considered.
With these values, a list of 80 modes is obtained. Except for the modes
with azimuthal indices below 18, all modes suggested by the Brillouin
analysis are part of this initial selection. The exotic modes TE13,14 and
TE18,12 were added manually, yielding a final 84 modes (see Table 6.2).
The coupling coefficient spectrum is illustrated with Ger (fcut(zcav)) in
Figure 6.15b.
The extraordinarily large mode list places a considerable burden on
any interaction simulation code, and without capable codes and ade-
quate parallel computing resources it would be impossible to apply
it. Because of this and the experiences made with the benchmark in
Chapter 3, the simulation codes EVR-BZ and EVR-PIC were chosen
for this task. It should be noted that this is relatively new ground, as
typical multi-mode interaction simulations employ at most one or two
dozen modes. This study thus also investigates the consequences of




















(a) Geometry, relativistic electron cyclotron
















(b) Relative coupling inside the cylindrical
cavity section versus cut-off-frequency
Figure 6.15: Simulation scenario overview
−11, 15 +19, 11 +22, 10 +24, 9 +26, 9 −28,8 −30, 9
+11, 15 −20, 10 +22, 11 −24, 10 −26, 10 +28, 8 +30, 9
−13, 14 +20, 10 +22, 12 −24, 11 +26, 10 −28, 9 −31, 7
+13, 14 +20, 11 −23, 9 +24, 11 −27, 7 +28, 9 −31, 8
+14, 12 −21, 9 +23, 9 −25, 8 +27, 7 −29, 7 +31, 8
−16, 11 +21, 9 −23, 10 +25, 8 −27, 8 −29, 8 −32, 7
+18, 10 −21, 10 +23, 10 +25, 9 +27, 8 +29, 8 −32, 8
+18, 11 +21, 10 −23, 11 −25, 10 −27, 9 −29, 9 +32, 8
−18, 12 +21, 11 +23, 11 +25, 10 +27, 9 +29, 9 −33, 7
+18, 12 −22, 9 −24, 8 −26, 8 +27, 10 −30, 7 −33, 8
−19, 10 +22, 9 +24, 8 +26, 8 −28, 7 −30, 8
+19, 10 −22, 10 −24, 9 −26, 9 +28, 7 +30, 8
Table 6.2: TE mode list for parasite simulations
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The start-up ramps are configured as in the benchmark study to start
from Vb = 25 kV and reach the final point after 2 µs. With EVR-BZ
running massively parallel using 512 threads on 32 HELIOS nodes, one
simulation could be completed within less than 24 hours.
Since no severe pathological activity was found, no mode exclusions
as in Chapter 3 had to be made.
Sample time behavior
Before investigating the wide parameter sweeps performed, in the
following, a sample operating point is presented. Figure 6.16 contains
the time evolution for the point Vcath = 73.7 kV, Ib = 44 A as simulated
with EVR-BZ. To increase the clarity in the graph, only modes with
Psim ≥ Pmin = 10 kW are included in the legend of this graph and the
related ones.
Presumably due to the very large number of considered modes, a
more heterogeneous start-up process than in the benchmark studies
is encountered. Almost at the start of the ramp-up, the TE+26,9 mode
starts and alternates briefly with the TE−27,9 mode. After a short activity
of the TE+25,9 mode, the nominal mode starts and takes over quickly.
During its start, some TE+24,9 mode activity is visible, which, however,
is again quickly replaced by the TE+25,9 mode. The latter mode then
also remains an active parasite in steady state, where the TE−28,8 mode
oscillates with an output power of Psim = 800 kW.
The field patterns as obtained in steady state at tp = 2500 ns are plotted
in Figure 6.17. The most striking feature is the clear ACI character of
the TE+25,9 mode. The weak residual TE
+
24,9 activity during steady
state, as visible in Figure 6.16 corresponds to a rather delocated field
pattern, having its major part in the range of the cavity midsection.
Within the background noise, a number of modes is discernible which
just seem to reach cut-off at the left end of the cavity; had not a part
of the cut-off section been considered in the simulation, these modes
would encounter a non-reflecting boundary condition in the upstream
direction, and likely behave different.
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Figure 6.16: Mode evolution for Vcath = 73.7 kV with final state includ-
ing parasitic TE+25,9 mode activity; Pmin = 10 kW

















Figure 6.17: Field patterns for tp = 2500 ns in Fig. 6.16
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A number of spectra, gathered from the simulation time points27
tp/ns = (2200, 2300, 2500), which are also indicated in Figure 6.16,
are presented in Figure 6.18. The frequency span was reduced to the
range containing significant activity, 129 < f/GHz < 144.
As it was already visible from the previous figures, the nominal cavity
mode at 140.27 GHz dominates. It has no sidebands or secondary
peaks, and hence no significant dynamic ACI activity.
The second important oscillation is the TE+25,9 mode, which is found
to be active as a general ACI around 131 GHz. At powers up to 50 kW,
as visible in Figure 6.16, the simulated parasite power in this example
is larger than expected from the experimental experience, but not in
an unphysical way. An explanation could be the smooth launcher
surface in the simulation, which can be expected to provide much
better interaction conditions than a corrugated surface. This parasite
was the strongest one in the considered simulation batch; typical levels
in the other simulations were between 10 kW and 40 kW.
Interestingly, during steady state of the nominal cavity mode, a fre-
quency jump can be observed in the parasite: At tp = 2200 ns (top
spectrum in Fig. 6.18), its main line is at 131.250 GHz, showing side-
bands in the range±70 MHz. In the middle spectrum, which represents
the situation 100 ns later (compare also the time indicators in Fig. 6.16),
the lower sideband line seems to increase. At tp = 2500 ns there is
no trace of the initially dominant frequency left, and only a clean
oscillation at 130.98 GHz, the previous sideband frequency.
This shows significant resemblance to the frequency jumping regularly
observed in experiments, even though in simulation such jumps were
the exception to the rule. On the other hand, the total time span in
simulation for this behavior to occur and be observed is only 500 ns (i.e.
the steady state phase), while the pulse lengths routinely monitored
with the PSA system in experiments are by a factor of 104 larger than
this value. Considering that in the experiment only very few jumps per
pulse are found, it is clear that much longer simulation times would
be required to get a statement on the incidence of the effect.
27With δf ≈ 10 MHz, the spectra are only time-located within 100 ns.
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Figure 6.18: Amplitude spectra at indicated positions in Fig. 6.16
Top: 2200 ns, center: 2300 ns, bottom: 2500 ns
163
6 Parasitic oscillations
Other weak signals observed in the spectrum are around 137.55 GHz
(TE+24,9 mode) and 143.095 GHz (TE
−
29,8 mode), to a certain extent sym-
metric to the main cavity mode. Although on rare occasions signals
with quite low receiver power which could match these were mea-
sured, the relevance of these lines is uncertain. They could correspond
to secondary excitations as they are described in [Nus81] as “phase-
connected mode interaction”.
The heterogeneous signals around 134 GHz are not sufficiently pro-
nounced or reproducible to be interpreted.
6.4.2 Sweep over cathode voltage
In a first study, the entire measured cathode voltage sweep discussed
in Section 6.2.2 is reproduced in simulation. Each measured voltage
point is covered with an EVR-BZ start-up simulation as described in
Section 3.2.2, and investigated for the time evolution and final steady
state. Subsequent EVR-PIC continuation runs of 300 ns length were
performed for selected operating points.
The results are compiled in Figure 6.19, where the measurement results
known from Figure 6.4 are repeated. In addition to the frequencies
found by EVR-BZ and EVR-PIC, the beam voltages for the cavity mode
transition in measurement and simulation are also indicated. The para-
sites are coded with respect to the simulation tool and their relevance
(major/minor), in a distinction similar to the one made for the repre-
sentations in Section 6.2.2. Additional markers indicate the few cases
of dynamic ACI, which were also found in the simulations.
Observations
As in Section 3.3, the simulated cavity mode transition takes place at
higher voltages than in the experiment: While in the measurement, the
first point without TE−28,8 mode dominance is at Vb = 78.8 kV, in the
simulations, the nominal cavity mode dominates up to Vb = 82.2 kV.
Except for this range of cavity mode disagreement, the simulated
frequencies match the measurement better than ±20 MHz.
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Figure 6.19: Measured and simulated frequencies for the Vcath sweep
presented in Section 6.2.2
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Concerning the EVR-BZ parasite frequencies, there is reasonable agree-
ment with the measurement, especially concerning the formation of
frequency bands. The parasite onset for low voltages is in the same
frequency range as in the measurement, and shows similar tuning.
Except for the outlying result with dynamic ACI at Vb = 76.2 kV, the
mode in this band at approximately 131 GHz is TE+25,9.
In the upper frequency range 133–138 GHz, the are very few measured
frequencies and these are scattered, which makes comparison problem-
atic. The simulation suggests here considerably more activity, but still
corresponds to the measured frequencies to a certain extent. While for
lower voltages several dynamic ACI are predicted, strong general ACI
of the TE+26,9 mode occurs for higher voltages. In the measurement,
another cavity mode is already operating in this voltage range, so the
significance of the simulations in this range is doubtful.
The lower frequency band below 130 GHz is only represented by two
minor simulation frequencies with the TE−27,8 and TE
−
26,8 modes, but
still it must be noted that they are roughly in a matching frequency
range with the measured band.
Parasites around 132 GHz, which were prominent in the measurement,
are not found in the EVR-BZ results. Peculiarly, they are the only rel-
evant parasites in the EVR-PIC continuation runs in the frequency
range of the measured bands. They match the experimentally deter-
mined values almost perfectly; however, their onset is at higher values
of Vb. Note that a shift along the Vb axis by the difference of the cavity
mode switch, i.e. 3.4 kV, would move these points to lower voltages,
in perfect agreement with the measured band around 132 GHz.
Surprisingly, at many beam voltages, the PIC simulation delivered
parasitic activity far away from the measurement. Most prominent
were the modes TE−29,9 and TE
−
28,9, the former as a general ACI around
141.8 GHz and the latter appearing frequency-locked28 to the cavity
mode at 140.27 GHz. In the many measurements made, such frequen-
cies occurred only very seldom and at unstable operating points.29
28Because of this, it was not plotted in the graph for clarity.
29There is some similarity to the TCV 118 GHz gyrotron (see Section 5.2.1): In it, only




The explicit disagreement between the two simulation code variants
concerning the PO frequencies, of course, lowers the overall signifi-
cance of the results. Further, when comparing fixed Vb points, there is
little agreement between the measured and simulated frequencies, as
the mode activity ranges in the simulation are shifted with respect to
the experimental ones. While this is very likely a modeling problem
(compare the discussion in Section 3.3.7), the discrepancy between the
two code variants is harder to explain. One possibility is that the differ-
ences in the implementation of EVR-PIC, especially the treatment of
the interplay between the RF field update and the electron propagation,
tends to promote different interactions than EVR-BZ; the introduced
skew in the mode competition would then lead to a discrepancy.
A number of relevant agreements between simulation and measure-
ment remain:
• The general band structure in matching frequency ranges is re-
produced: Most of the relevant simulated PO frequencies lie very
close to the measured bands. Especially for the two major para-
site bands which appear with the nominal cavity mode, good
correspondents can be found in the simulations.
• As far as discernible, the tuning slope ∆Vb/∆f within the bands
also matches, for example compare the two TE+25,9 groups in the
73.5–78 kV part of the EVR-BZ simulation with the measurement.
• The TE25,9 mode is the most relevant parasite in the frequency
range around 131 GHz according to EVR-BZ, in substantial agree-
ment with the Brillouin diagram analysis result (Section 6.3.6).
This indicates that the simulated phenomena are following the same
physical rules and limitations as the measured ones. It is obvious that
if, instead of a systematic parameter sweep, only one or a few uncon-
nected operating points would have been simulated, wildly different




6.4.3 Sweep over beam current
Since the parasite frequencies do not seem to be reproduced in sim-
ulation on a point-to-point basis, rather the general behavior is of
more interest. Because of this, in the following, a sweep with EVR-BZ
and EVR-PIC over the beam current is made for the operating point
Im = 84.2 A, Itr = 3.75 A, Vcath = 82 kV, which is part of the Ω0 sweep
presented in Section 6.2.3. As the starting currents were investigated in
this experiment, the parasite onset current in the simulation is an im-
portant indicator of the possibilities to predict parasites in the gyrotron
design phase.
In Figure 6.20 the result of this simulation study is summarized. As
in the previous study, the simulated major and minor parasites are
marked, and the occurrence of dynamic ACI is indicated separately. All
parasite frequencies measured during dominance of the TE−28,8 mode
in the cavity are plotted here as a function of their experimentally
determined starting current (compare Fig. 6.5). Note that for these
points, the marker filling separates between the frequencies found at
Im = 84.2 A and at other main coil current values. The EVR-PIC results
are not plotted, as for all operating points only significant parasites in
the range 141.38–141.79 GHz appeared, with the TE−29,9 mode.
The predominant parasite in the EVR-BZ simulations appeared as the
TE+25,9 mode; in the diagram all points not labeled with a mode name
or marked as ACI are for this mode.
Observations
In the experiment, the general onset of parasitic activity was found not
far below Ib = 40 A, while at the operating point used in the simulation
the first parasite was measured at Ib,start = 42 A with 132.63 GHz. The
simulation sweep, however, also finds parasites for lower beam current.
Even at exceptionally low-current test points at Ib = 26 A and 30 A
(not plotted), parasites are still oscillating.30
30For EVR-BZ, mostly dynamic ACI at 130 GHz and the TE+25,9 mode at 131 GHz, and
for EVR-PIC the notorious TE−29,9 mode at 141.28 and 141.78 GHz were found.
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Figure 6.20: Parasitic frequencies of simulated beam current sweep
for the Im = 84.2 A point of the experimental Im sweep
(compare Section 6.2.3 and Fig. 6.5)
The major parasites in the EVR-BZ simulation are found around the
frequency 131 GHz, where multiple peaks of the same mode, i.e. again
the TE+25,9 mode, are often present. This basically coincides with
the two middle bands found in the measurements, in the range 130–
131.4 GHz.
Except for this reasonable match, the other frequencies of the sim-
ulation appear scattered and unconnected. Few cases of dynamic
ACI occur, however, without showing systematic behavior or notable
matching with the experiment. Especially no frequencies in the range
132–133 GHz appear in the simulation, in contrast to the measurement.
Two of the unconnected simulated frequencies match the lower band
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of measurements, 128–128.5 GHz, approximately in frequency and
starting current. Unfortunately, this match is only found for two
isolated points in different modes, i.e. TE−27,8 and TE
+
24,9, without
much regularity. Also, in between the two points, at Ib = 44 A, in this
frequency range no parasite appears in the simulation.
Discussion
The agreement between simulation and experiment in this sweep is
not very satisfying, especially concerning the parasite starting currents.
Since the simulation finds parasites even at Ib values more than 10 A
below the experimentally determined starting currents, the possibility
to reliably assess the danger of parasitic oscillations in a design phase
is practically not given.
With EVR-BZ, a certain agreement with the measured frequencies was
achieved. However, for example the band around 132.8 GHz, which
was found around Im = 84.2 A in the experiment, is missed entirely.
Generous interpretation of the concurrent frequencies 130.75 GHz and
131.21 GHz above Ib = 42 A could make one think of tentatively match-
ing the lower frequencies with the measured band of 130.3 GHz, but
a comparison with Figure 6.5 reveals that these two bands never ap-
peared simultaneously, reducing the justification of this view.
EVR-PIC is in principle better suited to treat after-cavity oscillation
problems, as explained in Chapter 3. However, the simulations with
this tool disagree to an even bigger extent with the experimental results,
and raise more questions than they answer.
6.5 Summary
The opening classification for parasitic RF oscillations already indi-
cated that from an experimental point of view, a basic important step
is to locate the undesired interaction geometrically. Only after this, the
more detailed investigation of the interacting mode and the possible
reasons for its excitation in simulation are reasonable.
170
6.5 Summary
A number of approaches to this problem were introduced and com-
bined, spanning in the measurement domain from detailed analysis
of wide-band spectrograms gathered with the PSA system (see also
Chapter 4) over the investigation of various parameter dependences in
systematic experimental sweeps to a macroscopic overview of all mea-
sured frequencies. The combined interplay of the indications yielded
by the different approaches is illustrated in Figure 6.21.
It was deduced from the spectral appearance that the parasites are
probably forward waves, and both intra-pulse behavior and observa-
tions made in parameter sweeps indicate that the parasites are down-
stream of the cavity, i.e. after-cavity interactions (ACI). Especially
the reproducible coincidence of the parasite emergence with the start
of quasi-stationary cavity mode operation discussed in Section 6.2.1
would be hard to explain for BCIs, while it would represent natural
behavior for an ACI.31
31A wide span of Vcath, Ib and (implicitly) Ωr values was covered, as shown in Fig-
ure 6.6: In not a single measurement a parasite was detected before the cavity mode
had assumed quasi-stationarity.




The analysis was continued in a fusion of experimental data with theo-
retical relationships, using the Brillouin diagram to estimate probable
interaction positions and waveguide modes likely generating the ob-
served signals. Although the method can only have limited precision
due to the used uncoupled dispersion relation, and the discrete fre-
quency jumping which seems to be characteristic of the current W7-X
gyrotron parasites provides further interference, good matches were
found for several batches of data. In all successful instances, forward
wave ACI in the corrugated area of the launcher was diagnosed, with
the TE28,8 and TE25,9 modes being prominent.
As a consequence, interaction simulations involving the trajectory
code EVRIDIKI as well as its PIC variant were conducted, retracing a
selection of the sweep measurements made. In a large number of sim-
ulations with an exceptionally extensive mode spectrum considered,
several important principal agreements with the measured frequencies
were found. Especially the general band formation and the reproduc-
tion of parasites in the range 130–131 GHz (TE+25,9), around 132 GHz
(TE+24,8, TE
+
24,9) and several instances of dynamic ACI are to be noted
here. However, important disagreements also emerged: The cavity
mode transition was not properly reproduced, the simulated parasite
starting currents are at least 10 A lower than measured, and generally
more parasitic activity was predicted in the simulation. This indicates
that with the currently available tools, interaction simulation alone is
not capable of producing qualified statements on parasitic activity in
high power gyrotrons.32
Although each of the individual methods applied has its own limita-
tions and shortcomings, the significant agreement of the results which
was yielded quite independently by all approaches on multiple levels
is remarkable. It leads to the conclusion that forward wave ACIs in the
corrugated part of the launcher are most probably the source of the
weak parasitic activity in the current version of the W7-X gyrotrons.
32Note the discussion of possible sources for measurement-simulation discrepancies in
Section 3.3.7.
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long pulses
The behavior of gyrotrons at the start of long pulses was introduced
in Section 2.4.3, and illustrated by measurement in Section 5.1.2. In
this Chapter, a more in-depth characterization in order to separate the
underlying effects for their time constants and relevance is attempted.1
7.1 Overview
7.1.1 Relevance to gyrotron operation
The frequency shift caused by thermal expansion and space charge
neutralization reflects a change of the operating point. Beam param-
eters gained from electron-optical simulations may thus only reflect
the situation at the start of the pulse, while simulating the long pulse
steady state requires assumptions about the final cavity radius expan-
sion, and about the effective beam voltage as well. Typical approaches
involve tuning the various parameters until a “good” match with the
measurement results is achieved. While this might be acceptable for
a-posteriori simulations, in a design phase without experimental data
available this introduces a dangerous arbitrariness.
Simulating the transient phase between SP and stationary LP operation
proves to be even more complicated, due to the unknown individual
development of the two nonstationary processes. Mode losses or
the rise of parasites in the time 10–1000 ms thus can only be treated
experimentally, by empirical parameter adaption, which is not very
satisfying.
1This involves principles from vacuum technology, which are compiled in the appendix
Section C.
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The trend in ECRH systems toward higher powers and frequencies
[JAF+13] will also entail more strict electrical and mechanical toler-
ances for future gyrotrons. This increases the need for precise knowl-
edge of the RF-relevant conditions inside the tube, in order for devel-
opers to ensure their designated area of operation not be too narrow.
Advanced operation schemes of gyrotrons require pulse-modulated
RF power generation for the goal of plasma stabilization [ZGG+01].
If the modulation pulse lengths happen to be of the same order of
magnitude as the characteristic time constants of the tuning effects
described here, it is desirable to be able to predict the exact behavior
of the gyrotron in this regime. The effect of modulated operation on
the gyrotron frequency was documented in [WGL+08].
7.1.2 Investigation approaches
The fact of frequency tuning at the start of longer pulses is well
known, and nearly all experimental publications concerning long
pulse operation note a frequency down-tuning of the cavity mode
(e.g. [DBI+96, KST+01, BFB+04, DAA+06]). However, with the excep-
tion of [DBI+96], the effect is often presented as a matter of fact without
further investigation, sometimes even neglecting the neutralization.
As introduced in Section 2.4.3, the two principal tuning effects have
independent physical sources, but influence the gyrotron interaction
operating point and the frequency in superposition. Two basic paths
of investigation are available:
• Forward modeling
The processes are modeled as precisely as possible depending on
the known physical quantities. This corresponds to simulations,
which, if their result yields experimentally observable quantities,
can be verified.
Such an approach requires accurate modeling of both the ther-
mal expansion process and the neutralization effect. Both of
these phenomena have found some interest in the past; recently,
thermo-mechanical simulations with COMSOL were conducted
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in [Cor13]. Problems arise from the values of material properties,
such as the heat transfer coefficients or the electrical conductivity
of the cavity wall at the operation frequency, which defines the
thermal loss power. The modeling of the advanced cooling sys-
tems in the W7-X gyrotrons, including “Raschig-ring” structures
[DAA+02], faces further difficulties.
The neutralization effects have been the subject of theoretical
investigations on voltage depression to a certain extent in the
past ([Pio90a, Pio90b, ZZM00, ZSST06]); however, no solid con-
nections to the experimental situation are drawn, and in partic-
ular the gas dynamics are not given any consideration.2 For-
ward modeling is employed in LP gyrotron development; in
[AAB+01], the transient processes are explored with single mode
interaction simulations to assess the danger of mode loss.
• Backward analysis
This approach takes the opposite direction, as here the basis is
the experimental data. After fitting, the physical processes are
characterized by the parameters of modeling functions. The
investigations made in [DBI+96] for a 0.5 kW 140 GHz gyrotron
follow this track, focusing on the thermal cavity deformations;
however, neutralization is also covered.3
An advantage of this approach is the solid foundation on direct
measurements, while the challenges are found in the formulation
of an appropriate fitting configuration without too many degrees
of freedom. This requires basic information on the relevant phys-
ical quantities, such as probable time dependence functions, so
2[Pio90b] contains the most systematic and straightforward approach for gyrotrons
with axial output coupling, but no connection to the frequency tuning is made. The
focus is on the effect on the beam parameters and on the pressure inside the tube.
3In [DBI+96], the primary source of experimental data for the various fits are various
kinds of power measurements. The measured f -vs.-t information (see Fig. 6 ibid.) is
not suitable for direct use, due to the lacking data quality in the first 10 ms of a pulse.
Also, no advanced electron optics or interaction simulation codes, as they are used
within this work, were available at the time.
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that a certain amount of “forward modeling” is still required
to establish the process boundary conditions. Despite its com-
plementarity to theoretical methods and the inherently strong
relation to experimental results, this approach has only seldom
been pursued in the past.
The mentioned thermo-mechanical studies for W7-X gyrotrons suf-
fered from uncertainties in the material constants, which increases the
importance of experimental verification.
Because of this, after an overview of the involved processes, in the
following the focus is put on the neutralization effects inside W7-X
gyrotrons. After the establishment of an approximate macroscopic
description from theoretical and technical relationships, the described
“backward modeling” approach is taken, partly using and partly veri-
fying the conclusions from the forward modeling process.
The main parameter for this investigation is the frequency of the cav-
ity interaction, measured over time with the PSA system (compare
Chapter 4) and its acquisition time expansion (see Section 4.7).
7.1.3 Connection of physical processes
A schematic diagram of the basic quantities and process dependences
is given in Figure 7.1. Static influences, such as the magnetic field
from the external gyrotron magnet, are not included. Of the beam
parameters, only Wk = eVb is involved symbolically4, and Ib.
Many important parameters cannot be measured experimentally with
their time dependence, and even fewer of them can be influenced
directly. To illustrate the inherent limitations to the experiment, the
parameters in the diagram which can be set externally are marked by
a thick border, while those which can be monitored over time have a
thin double border.
4The pitch factor was omitted in the graph, but of course considered in all analyses. It is
directly affected by Vdep, so it has the same process connections as Wk in Figure 7.1.
It should be noted that this connection was neglected in [DBI+96], where the entire
shift in instantaneous power was attributed to a change in Vb.
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Figure 7.1: Basic parameter connections during longer pulses;
thick border: directly settable parameter
double border: time-dependent measurement available
single border: not settable, and no direct measurement
Connection descriptions
The beam current Ib is indirectly set by the filament heater current If ,
and follows Vcath (Vc in the graph) through the Schottky emission law,
see Section 2.4.
In a first order approximation, the gyrotron interaction can be assumed
to depend on Wk, fRF and PRF, linking these parameters in nonlinear
feedback. For every change of one of these three parameters, a new
operating point (Wk, fRF, PRF) will be established. As described in
Section 2.1.3, Vb = Wk/e differs from Vcath by the local electrostatic
depression voltage Vdep at the start of the pulse.
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From the produced RF power PRF, wall losses arise which alter the
wall temperature Tw, leading to thermal expansion, and therefore a
change in the cavity radius rc. Apart from the direct influence on
the oscillation frequency, a side effect is the possible alteration of the
output power through a change of the operating point. The influ-
ence on Vdep by this radius change as expressed in (2.12), however, is
negligible.
Another consequence of wall temperature variation is a related change
of the barometric pressure inside the tube. The main reason for this
is the effect of outgassing, which means the temperature dependent
release of gas adsorbed to the wall surface or absorbed to the bulk
wall material itself.5 An additional possible reason is the formation of
micro-leaks at component boundaries under thermal deformation.
Both the rising wall temperature Tw itself and the resulting release of
gas particles increase the barometric pressure inside the tube, which is
obvious from the ideal gas equation6 [Jou08]
p =nkBT
with p: pressure in Pa
n: particle density in 1/m3
kB: Boltzmann constant, 1.3806488 · 10−23 J/K
T : physical temperature in K .
(7.1)
Together with the absolute value of the electron beam current Ib, the
pressure governs the rates of the impact ionization process. This causes
an effect of p and Ib on Vb, and therefore leads to a feedback connection
between the neutralization and the thermal expansion. The superposi-
tion of the two effects is therefore not strictly linear.
Furthermore, the electron beam hitting the collector surface constitutes
a second strong heating/outgassing source, which will partly shadow
5Compare Appendix C.4 for short descriptions of these effects.
6This equation describes the situation in low-pressure environments very well. In
Appendix C.1, more information about the applicability of this equation for the
conditions in gyrotrons is provided. Also note that in this work, the non-SI pressure
unit mbar is used instead of Pa, for better compatibility with other publications.
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the dependence of p on PRF. The influences of these two effects could
be divided by a tp > 1 s experiment with constant RF power and swept
efficiency. The low-efficiency part of this experiment would, however,
place high loads on the collector, making such an experiment rather
undesirable from a technological perspective.
7.2 Electrostatic neutralization investigations
In the following, an elementary way of describing the evolution of
compensating positive charges in the interaction area of the gyrotron is
presented. After the statement of a fundamental governing equation,
the quantities in this equation are determined and their influence on
the solution of the base equation for the application to W7-X gyrotrons
is discussed.
All important statements on vacuum technology are taken from [Jou08,
JW13], unless indicated otherwise. The relevant applied relationships
from this field are summarized in Appendix C for reference.
7.2.1 Basic ionization process
As soon as the gyrotron pulse is started, the residual neutral gas in the
tube is continuously ionized by the electron beam. The positive ions
created by this electron-impact ionization process constitute a charge




= gi · ng = nbσiv‖ · ng
with gi: ionization rate
ng: neutral particle density
nb: beam particle density
σi: ionization cross section
v‖: axial electron velocity .
(7.2)
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In this formulation, the neutral gas as well as the current density are
considered homogeneous in the volume of interest with the cross







for the number of beam particles passing through an arbitrary trans-





To obtain ∂ni/∂t from (7.2), first the constituents on the right side and
the rest gas species have to be found. In the process, the numerical
ranges for typical W7-X gyrotron long pulse operation at 500 kW will
be assigned.
7.2.2 Neutral gas in the gyrotron
Residual gas
An overview on gyrotron vacuum technology is given in [Dam95].
While the gyrotron is not operated, it constitutes a vacuum vessel
which is continuously pumped by several ion-getter pumps (IGP, com-
pare Appendix C.6), maintaining a specific residual pressure. A frac-
tion of gas will be stored as a physisorbed surface layer, and another
fraction will be chemisorbed in the vessel structure material; both
cannot be not pumped by the IGP. However, for the gas species deter-
mination these effects do not matter.
The following relevant residual gas species exist:
• Nitrogen is used as a technical protection gas [Dam95], and is
therefore a probable species for the residual gas. It also consti-
tutes 78% of the atmosphere, making it the dominant species in
the case of relevant leakage from the outside.
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• Water vapor is a typical residual gas [Jou08], but is removed
very efficiently during bake-out: Here the tube is heated to about
300–550◦C while connected to a turbo-molecular pump for hours
or days. This process also reliably removes hydrocarbons, which
can be present in the form of oil and lubricant remains.
• With a pumping speed coefficient approximately one order of
magnitude below the coefficients of other atmospheric gases
(see [Jou08, Var94] and Appendix C.6), noble gases are also a
potential candidate. However, they are usually only considered
relevant when used as a protection gas, and their partial pressure
in the normal atmosphere is below 1%, which is why we discard
this possibility.
• Hydrogen can accumulate in a leak-tight vacuum device which
is not pumped over longer amounts of time (at least weeks),
and become the dominant residual species. This happens in a
permeation process, i.e. diffusion through the vessel wall itself,
due to the small molecular size of hydrogen molecules. For the
gyrotron, it is still not a relevant residual gas candidate, since H2
is pumped very efficiently by IGPs (compare Appendix C.6), and
permeation rates are extremely low for the typical vessel wall
thickness.
In the light of the above facts, nitrogen can be assumed to be the most
relevant rest gas constituent.
Outgassing during operation
At the start of the pulse, the inside walls of the gyrotron will be quickly
heated by RF radiation and, in the case of the collector, the impact-
ing electrons. This causes physisorbed particle layers to evaporate
quickly, while the chemisorbed particles will be gradually released
with increasing structure temperatures over time. It should also be
taken into account that the outgassing response of the gyrotron can be
very inhomogeneous, as the temperature profiles of the various parts
depend on their exposure to the internal RF radiation.
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Figure 7.2 shows typical pressure developments inside the tube in the
first 40 s of three pulses, as they were measured with standard mount
IGP at the mirrorbox.7
These pulses were produced toward the end of the factory acceptance
test of W7-X series gyrotron SN2i, that is, with a well conditioned
tube, as is reflected by the very low pressure levels achieved. It is also
obvious that outgassing takes place at the beginning of the pulse which
increases the pressure by up to an order of magnitude, however, with
limited reproducibility. During longer observation times than the ones
plotted here, a slow and steady rise of the displayed pressure over
many minutes is typical, resulting from the outgassing of components
heated more slowly than the dominant ones at the start of the pulse
and the release of chemisorbed particles.












Figure 7.2: Measured vessel pressures during multiple 500 kW pulses
with identical parameters (W7-X gyrotron SN2i)
7In the Appendix Sections C.5 and C.6, the basics and limitations for such measure-
ments are established. The connection of these measured values with the true
pressure and particle densities in the cavity area will be made later in this Chapter.
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Note that the pressure measurement is very slow; here the acquisition
is limited to two samples per second. Since the time constant of the
processes investigated is less than one second, these data cannot be
used directly to draw time dependence conclusions.
7.2.3 Ionization cross sections
In electron impact ionization processes, the cross section σi depends
strongly on the kinetic energy of the electrons and on the ionization
energy levels of the neutral gas. As a rigorous theoretical determina-
tion of σi involves complex quantum mechanical dependences which
are problematic to solve even today [BS04], most practical approaches
involve combinations of classical treatment with semi-empirical cor-
rections from experiments. An overview of these techniques including
comparison with experimental values is provided in [DBMM00].
Semi-empirical approaches yield considerable agreement with exper-
imental results while retaining simplicity; however, most deal with
low electron energies Wk < 10 keV. An exception is the formalism by
Slinker, Taylor and Rieke (condensed in [Rei08]), which estimates the















with a0: Bohr radius, 0.529 · 10−10 m
R∞: Rydberg constant, 13.6 eV ,
(7.5)
which is parametrized for the gas species under consideration by the
constants A1 and A2.
The correction function
f(β) = 1− Wi
Wk
(7.6)
provides a measure for the relation between the gas ionization energy
Wi and the kinetic energy of the electronsWk, and is primarily relevant
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Wi = 14 eV
Wi = 1 keV
 β range for Wk = 60−90 keV
Figure 7.3: Cross sections σi for two different ionization energies Wi
versus normalized electron velocity β
for electron energies in the order of the neutral gas ionization levels.
For weakly relativistic electrons f → 1, hence the ionization energy
levels of the gas do not influence the cross section significantly.
This is obvious in Figure 7.3, where (7.5) was evaluated for two dif-
ferent ionization energies as a function of β. Wi ≈ 14 eV is the first
ionization level of N2 (also of atomic N, compare e.g. [TK87]), while
Wi = 1 keV is a conservative assumed upper limit for any ionization
energy level relevant to this work.
For the electron kinetic energy range relevant in high power gyrotrons,
60 . Wk/keV . 90, the two curves coincide, and energy-dependent
values in the range 2.0 · 10−22 ≤ σi ·m2 ≤ 2.7 · 10−22 are obtained.
The Wi = 1 keV curve also illustrates that there is only a relevant cross
section for energies Wk &Wi := 1 keV; this is intuitive, as the electrons
with kinetic energies below this level have a negligible probability of
causing an ionization event.
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7.2.4 Ion confinement and energies
Only charged particles which are located in the z-range of the gyrotron
interaction will contribute to the neutralization effect, and therefore
have influence on the effective Wk. An unconfined ion will quickly
hit the wall and re-neutralize by capturing an electron from the metal,
hence returning to the fraction of neutral gas in the tube [Bit04].
Confinement can be achieved magneto- or electrostatically. It is worth-
while to also distinguish between confinement in the axial direction,
and in the transverse dimension of the geometry.
Transverse confinement
At tp = 0, the electron beam space charge creates a radial potential
well of the depth Φdep, which is of the order of several kV (compare
Section 2.1 and e.g. [PAI+14]). Positive ions with Wk,⊥ < Φdep will
inevitably be radially confined in this electrostatic well. While ions are
accumulating and the potential is gradually neutralized, the confine-
ment capability of the well is reduced.
However, even when the well is completely neutralized, or if high-
energy ions are present, there remains magnetostatic confinement.
Following (2.2), the ions will gyrate along the axial magnetic field lines.
Transversal escape is only possible when their trajectory intersects the
wall, i.e. rb + rL,ion & rw, assuming the generation of an ion in the
vicinity of the beam guiding center rb. Inserting the Larmor radius for
a single charged8 ion with the rest mass W0, whose kinetic energy Wi
is entirely available in the transverse direction, the z−local minimum
kinetic energy for escape can be estimated to9




For a typical W7-X gyrotron operating point with B = 5.6 T in the
cavity and N+2 , this energy amounts to approximately 6 keV.
8Higher charge results in smaller rL and therefore stronger magnetic confinement.
9Since the nitrogen molecule rest mass W0 u 26.1 GeV, this situation can be solved
nonrelativistically.
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The confining potential expressed by this minimum escape energy
from magnetic confinement Wi,escape(z) = −Φmag is shown in Fig-
ure 7.4, where the wall and beam radius for the nominal W7-X gyro-
tron operating point are also indicated. It should be kept in mind that
the transverse confinement at the start of the pulse is considerably
stronger, as then also electrostatic transverse confinement is present;
the electrostatic confinement potential Φdep is also plotted in the graph.
Axial confinement
According to (2.12), the electrostatic depression profile is dependent on
the axial electron velocity and the ratio rw/rb, leading to a z-dependent
potential well depth. In Figure 7.4, along with other data this profile
is given for a typical operating point with depressed collector opera-
tion. The profile shows that only a fraction of the total beam trajectory
contributes to ion generation which affects the cavity beam param-
eters: Confined ions will oscillate axially inside the potential well
surrounding the cavity, while ions generated outside will be repelled
axially.
As soon as the cavity potential well is compensated, the lack of axial
confinement allows ions to follow the potential gradient towards the
gun and leave the area of interest. In this case, the dominant motion is
parallel to the magnetic flux lines, and no magnetic mirror effect can
be expected since Bz decreases when moving away from the cavity in
the z direction; thus no confinement prevents the ions from escaping
along the axis. Over-neutralization of the beam is in principle possible,
but restricted to quite specific cases.
Considering the assumption already stated that escaped ions will re-
neutralize, as soon as the confining potential well is compensated, the
local net ionization process ends (∂ni/∂t ≈ 0). Within the relevant
geometry range, it is therefore useful to express the compensation










where Vdep,0 denotes the voltage depression at the start of the pulse.
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Figure 7.4: Top: Simplified circular waveguide geometry model of a
W7-X gyrotron with Bz profile and electron beam radius
Bottom: Axial and transversal confinement in sample W7-X
gyrotron operation
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Another important consequence of the axial potential profile in Fig-
ure 7.4 is the fact that at least for the W7-X gyrotron configuration, full
neutralization (ζ ≈ 1 ↔ Vdep ≈ 0) cannot be achieved. The relevant
potential well in 180 < z/mm < 625 is compensated when
Ni
Nb
=: ζend u 0.6 (7.9)
in this axial range, which will end net neutralization. As only the
ionization process within the extend axial extent lb ≈ 445 mm of this
cavity potential well (CPW) is relevant for the behavior of the cavity






giVcpwncav(t) if Ni < ζendNb
0 if Ni ≈ ζendNb
. (7.10)
Kinetic energy
Knowing the depth of the confining potential wells raises the question
about the typical energy of the confined ions. The thermal energy
which the gas particles can adapt from the vessel walls is roughly 1 eV;
considering the depth of the axial and magnetic confinement wells
presented above, it is clear that this is many orders of magnitude too
low for having any effect on confinement.
Colliding primary electrons, however, transfer part of their large ki-
netic energy to the neutral gas particles.10 For the simple considera-
tions made here, we employ the “hard-sphere” kinetic model as it is
widely used for estimations in general gas ionization problems [Nas71]
or plasma physics [Bit04]. A basic case to estimate the maximum ex-
pected energy transfer is that of a central collision between a low-mass
incident particle with m1 and v1 with an initially resting heavy particle
10Note that this effect is in addition to the ionization process itself, which is a quantum-
mechanical interaction of the beam electron with the electron shell of the gas
molecule [Bit04], and is already covered by the ionization cross section formal-
ism (7.5). The kinetic energy of the beam electrons is much larger than the 14.5 eV
for the first ionization level of nitrogen, so their energy after an ionization event can
be considered unaltered.
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with m2 and v2 = 0 before the collision. From the laws of energy
and momentum conservation, the velocity distribution v′1, v′2 after the
collision can be analytically calculated.11 Due to the strong mismatch
of the involved masses, only a negligible maximum kinetic energy
transfer of a few eV for the typical energies of 60–90 keV in a single
collision can be expected.
We therefore assume all ions to be initially confined; however, for very
long pulse durations a kinetic energy buildup through multiple colli-
sions and thermalization is thinkable, facilitating gradual ion escape.
For this to relevantly affect Vb, unrealistically low pressures must be
present in the tube, as only then the escaped ions cannot be replaced
by new ionization events.
Consequences
Before steady state is reached and ζ ≈ ζend, any ions generated in the
range of the CPW can be considered confined, as the approximate ion
energies are orders of magnitude below the confinement energies. This
eases the calculations considerably.
As the relevant range in the axial dimension is now defined, the base
ionization rate gi can be calculated, using v‖ and nb. The average axial
velocity in the CPW range for a typical W7-X gyrotron operating point
of Vcath = 80 kV is equal to β‖ = 0.36, and the average cross section
area is Aw ≈ 1.5 · 10−3 m2. With this, the equivalent beam particle
density as defined in (7.4) can be calculated to nb ≈ 1.04 · 1015 m−3, or
Nb ≈ 6.95 · 1011.
Together with the ionization cross section σi = 2.3 · 10−22 m2 and
Ib = 27 A for operation at 500 kW, the base ionization rate is
gi = nbσiv‖ =
Ib
eAw
σi ≈ 26 /s . (7.11)
11This is a nonrelativistic approach. Relativistic calculations involving the momentum-
energy four-vectors are required if the total energy of particle 1 is in the same order
of magnitude as the total energy of particle 2. However, for N2 molecules the
rest energy of about W2 ≈ 26.1 GeV by far exceeds the total energy of the beam
electrons W1 = γ1me,0c20 . 600 keV, justifying the presented treatment of energy
and momentum transfer.
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7.2.5 Particle densities and flows
The neutralization time dependence ζ(t) is governed by Ni(t), as de-
fined above in (7.8). From (7.10), it is clear that knowledge of Ncav(t)
is necessary to establish Ni(t).
In gyrotrons, and generally in vacuum tubes, the gas pressure is de-
sired to be minimal during operation to prevent irrevocable emitter
material poisoning and to minimize deleterious collisions of electrons
with neutral gas particles. In practice, the internal pressures range is in
the ultra-high vacuum domain below 10−6 Pa =̂ 10−8 mbar [Dam95].
As a major consequence, particle interaction of the gas molecules can
be entirely neglected, allowing the use of the ideal gas equation (7.1).12
Mirrorbox/collector particle density (steady state)
As described in Section C.6, the IGPs mounted on the W7-X gyrotron
allow a relatively direct measurement of the neutral particle density in
the gyrotron’s mirrorbox.13 For calculations, however, it is useful to
convert these pressures into particle densities, to remove temperature
dependences leading to uncertainty in the calculations.
It must be considered that the measured particle densities apply to
the IGP’s chamber. In order to estimate the values inside the mirror-
box, the conductivity Cconn of the IGP connector, which consists of a
cylindrical section and a metallic grill for RF protection, must be taken
into account. It can be analytically estimated (compare Appendix C.3)
as Cconn ≈ 110 l/s, yielding with (C.10) an effective IGP flow rate of
Seff = 13.2 l/s per IGP.14 With the specified basic pump flow rate SIGP,
this can also be expressed as a conversion factor between the measured







≈ 1.137 . (7.12)
12Compare also the discussion on the Knudsen number in Appendix C.
13The pressure developments given in Figure 7.2 were gathered from this source.
14The effect of thermal effluence, i.e. an increase of a component’s flux conductivity
with its temperature, was considered, and has no relevant effect.
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Detailed time-dependent information as desired for the investigations
pursued in this work is not available from the IGPs, mainly because of
the coarse time resolutions they provide.15 From the example pressure
curves, however, it was established that in a well-conditioned gyro-
tron the mirrorbox particle density increases by less than an order of
magnitude in the first few seconds of a pulse.
CPW gas particle density (steady state)
The neutralization process depends strongly on the particle density in
the range of the cavity potential well. Before the start of the pulse, the
background particle densities inside the gyrotron are defined by the
conductivities between the different compartments, as already used
above; only if no pump was active, would the interior pressure be
homogeneous.
For a coarse and conservative estimate, the connection between mirror-
box and cavity range can be approximated by a cylindrical tube16 with
l = 150 mm and r = 22 mm, which yields a conductivity of Ct = 40 l/s
with the relationships discussed in Appendix C.3. The static gradi-
ent between the mirrorbox and the center of the CPW can thus be
estimated analog to (7.12) as
ncav
nvess
≤ 1 + 4Seff
Ct
≈ 2.071 . (7.13)
Flow continuity
Changes in ncav during a gyrotron pulse translate into a net particle
flow qcavN , for which a conservation equation can be defined as
∂Ncav
∂t







15Compare Section 7.2.2 and Fig. 7.2.
16The extent of the CPW complicates this definition, as the downstream end is connected
quite directly to the mirrorbox, while the upstream end is at a distance of more than
350 mm. Here, an average value was chosen.
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The following particle flows are involved:
• qvessN , net flow to or from the larger vessel consisting of the mir-
rorbox and the collector, depending on ncav and nvess.
• qwN > 0, expressing the net desorption of gas from the cavity wall.
• qiN = −∂Ni/∂t, the transfer of gas particles to the fraction of
ions by the ionization process expressed as a gas flow, with the
limitation included in (7.10).
The outgassing process here provides the largest uncertainty, as only
extremely indirect information about it is available. For the following
first order investigations, it is therefore neglected.
7.2.6 Time development scenarios
Depending on the magnitudes of the flows defined in (7.14), the instan-
taneous absolute particle numbers/densities become relevant for the
form of ζ(t). The starting value Ncav,0 is known from the background
pressure measurement. Setting qwN = 0, two fundamental cases for the
flow ratios can be separated in (7.14):
1. |qvessN | ≥ |qiN| ⇒ ∂Ncav/∂t ≈ qvessN
For significant neutral gas flows, the particle density change in
the cavity potential well is not influenced by ionization, so its




qvessN (τ)dτ +Ncav,0 (7.15)
2. |qvessN |  |qiN|
When qcavN is not dominated by the flows, the confinement ca-
pability of the potential well and the availability of neutral gas
particles become relevant.17
17For qvessN = 0, this reduces to the “closed system” cases discussed in [Pio90a, Pio90b].
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In 2., thus the following sub-cases are found:
a) Ncav  ζNb ⇒ Ncav ≈ const
The ionization process stops before the Ncav can be influenced
relevantly; therefore in t < τn, the neutral gas particle number is
time independent.
b) Ncav ≈ ζNb ⇒ ∂Ncav/∂t ≈ −giNcav ⇒ Ncav(t) = Ncav,0 · e−git
The ionization process reduces the rest gas with gi. This is ex-
pressed by a homogeneous first order differential equation, which
yields an exponential reduction of the neutral gas fraction with the
time constant τi = 1/gi.
c) Ncav < ζNb
There is enough confinement capability to deplete the neutral gas
in the relevant area. This case gives rise to subsequent ionization
reactions, where first with N+2 → N+1 + N+1 the ionized nitrogen
molecules are dissociated into ionized atomic gas particles, which







































- formation of triple charged ions ...
• . . .
This defines a cascade of exponential functions, each ionization
cross section being smaller than the previous. The maximum
amount of charge created by this process is 14e ·Ncav,0.
18For the mono-atomic particles, τx is the time constant of Nx+ → N(x+1)+.
193
7 Electrostatic and thermal effects during long pulses
The typical displayed pressure range 10−9–10−8 mbar in experiment
can be converted to a pressure density, to then be corrected with (7.12)
for the expected conditions in the CPW area. With Ct = 0.04 m3/s, this
yields background flows of qvessN = Ctnvess ≈ 1.1-11 · 1012 /s between
the CPW and the mirrorbox.
An instantaneous ionization particle flow qiN is given directly by the
ionization rate defined in (7.11). Using ng ≈ 5.7 · 1013 /m3 for a
displayed pressure of 10−9 mbar, this flow can be estimated to be
qiN = giNg ≈ 1012 /s ≈ qvessN in the CPW area.
The background flow is capable of replenishing the gas, so case 1.
in the above list applies; because the ionization flow is quite similar
to the neutral gas background flows, it is worthwhile to investigate
also the absolute quantities. The result for ng with the corrections in
equations (7.12) and (7.13) was already given. With nb ≈ 1015 /m3, it
is clear that without the flow consideration, a depletion of the gas in
the cavity would be expected, as happened for example in [Pio90b].
Note that since the volume of the mirrorbox-collector vessel Vvess is
about three orders of magnitude larger than Vcpw, it cannot be drained
by the ionization/confinement process.
In a first order approach one can therefore assume ng ≈ const and
obtain Ni(t) by direct integration in (7.10). For a linear process, the
time constant τn is identical to the neutralization time tn, i.e. the time




≈ 400 ms . (7.16)
Note that the obtained result presented above has more the character
of an upper limit, as local outgassing was neglected. It can thus be
stated that at least for operation at reasonable pressure, there is no
possibility for very slow neutralization, i,e. exceeding a few seconds
to be complete, in modern high power gyrotrons.
Depending on the background vacuum conditions, respectively out-
gassing, the neutralization process can thus be expected to complete
within some hundred milliseconds for good vacuum conditions, and
possibly within a few milliseconds or less for “bad vacuum”.
194
7.3 Time dependence fitting
7.3 Time dependence fitting
In the following, the developed fitting method is described and applied
to a sample operating point. The used time-dependent experimental
data, i.e. f -vs.-t traces fmeas(t), were gathered with the undersampling
technique described in Section 4.7.2 and applied in Section 5.1.2.
7.3.1 Operating point transition
The pulse starts with a fully-depressed operating point, being char-
acterized by the beam voltage Vb,0 = Vcath − Vdep and the associated
beam parameters. The start frequency f0 is a well known quantity
from measurement. From the considerations in Section 5.1.3 it is al-
ready known that the “real” steady state depends, among other things,
on the cooling system. The tuning observed in the first two seconds,
however, is of the order of hundreds of MHz, while during the rest
of the pulse a detuning of only approximately 1 MHz/min is found.
Hence, we here ignore this long-term tuning, and assume steady state
at tp ≥ 2 s.
The thermal cavity expansion starts at the known cold radius rc,0 with
the starting temperature T0 ≈ 290 K, and ends with the establishment
of a stationary equilibrium between RF loss and cooling power, at Tend
with the unknown rc,end. The absolute deformation19 of the cavity at
steady state is
∆rc = rc,end − rc,0 . (7.17)
From the initial value rc = rc,0 to the steady state with rc = rc,end, a
parameter trajectory is described by the deformation function ∆rc(t),
which contains the form of the time dependence. Only rc,0 is a fun-
damentally known quantity. Often experimentalists try to directly
19The form of the cavity deformation has already been studied in the past with thermo-
mechanical simulations, e.g. in [Ber11, Cor13]. The results suggest that the cylindri-
cal section expands non-uniformly into a “barrel-shape”. However, in comparing
interaction simulations, the resulting deviation between barrel-shaped and uniform
expansion was negligible, which is why in the studies presented here simply equal
expansion is assumed.
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This entirely ignores the effect of the electrostatic neutralization, and is
not applicable here.
As investigated in Section 7.2.4, the effective beam voltage at steady
state does not necessarily equal Vcath. We allow for only partial neu-
tralization by defining
∆Vb,end = Vb,end − Vb,0 , (7.19)
and again a time dependence ∆Vb(t) in analogy to (7.17). The con-
nection to the previously introduced neutralization fraction ζ is made
using (7.8), and the steady state values for frequency as well as the RF
power, fend and Pend, are obtained from the experiment.20
Since ∆Vb(t) is the only transient quantity which influences the beam
parameters, these can easily be simulated in the whole relevant ∆Vb,end
range 0 kV–Vdep as a prerequisite. The typically linear behavior of
beam parameters in such a small voltage range also makes it possible
to reduce the beam parameter simulation to the extremal values.
7.3.2 Simulated parameter map
With the beam parameters available, a parameter study of instanta-
neous power and frequency as a function of the two variables can
be conducted. For this, a grid of relevant [∆rc,∆Vb] combinations is
defined and simulated in the interaction code EVRIDIKI.21
In Figure 7.5, such a parameter map is presented. The operating point
treated here and in the following yielded 500 kW with a good repro-
ducibility at Vcath = 53.8 kV, Vbody = 24.7 kV with a beam current
20The measured power will not be used in this investigation as an input variable.
21As only frequency data are of interest, one could also use the analytical techniques
introduced in Section 3.2.2, which means considerably less effort than full simulations.
The frequency accuracies found in the Chapter 3 benchmarks, however, show that
full interaction codes should be used when possible.
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Figure 7.5: Simulated parameter map for swept cavity deformation
∆rc and effective beam voltage increment ∆Vb with three
hypothetical temporal development curves
of Ib = 27.3 A. An initial voltage depression of Vdep = 3.9 kV was
estimated with ESRAY, hence Vb,0 = 74.6 kV.
As in a Rieke diagram (see e.g. [BJ90]), the map consists of perpen-
dicular constant-frequency and constant-power lines. The operating
point at the start of the pulse, i.e. inherently a SP operating point with
nominal cavity radius and full voltage depression, is situated at the
point of origin [∆rc /µm,∆Vb /kV] = [0, 0].
A given value of ∆Vb,end determines a line vertical to the ∆Vb-axis on
which the transient process ends. Together with fend from the mea-
sured frequency curve, this allows the location of the final operating
point [∆rc,end,∆Vb,end] on this map. This yields the final radial cavity
deformation and the simulated stationary power, and was marked in
Figure 7.5 for illustration purposes at the end point [15 µm, 1.85 kV].
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In such a diagram, a known trajectory of the frequency tuning pro-
cesses is represented as a curve between the origin and the end point.
Three different fictional tuning trajectories were inserted in Figure 7.5.22
If the time constants of both processes are identical, the resulting tra-
jectory resembles a straight line between origin and end point (dashed-
orange line). In the case of λth  λn, i.e. fast expansion, the dotted-
blue trajectory is obtained. For fast neutralization, λth  λn, an inter-
esting effect can be observed: Since the neutralization ends abruptly
before the major fraction of expansion has taken place, an edge in the
curve is created. Beyond this point, the frequency tuning is purely
caused by radial expansion.
7.3.3 First-order approach without outgassing
Time dependences
Based on the previously outlined considerations, the radial expansion
process can be modeled as a exponential development23 between rc,0
and rc,end, while for the neutralization process a linear change from
Vb,0 to Vb,end is expected:





Vb(t) = Vb,0 + ∆Vb ·
{
λnt , if λnt ≤ 1
1 , if λnt > 1︸ ︷︷ ︸
∆Vb(t):=
. (7.21)
For a fixed set of end points [∆rc,end, ∆Vb,end], the development rates
λx = 1/τx entirely define the temporal development. A given set
[λth, λn] can thus be directly converted into a “stiff” fsim(t)-curve by
22Here for ∆Vb(t) a linear development and for ∆rc(t) an exponential increase was
assumed, in accordance with the prior investigations.
23See also the investigations made in [DBI+96, Cor13] in this matter.
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insertion of the trajectory [∆rc(t), ∆Vb(t)] into the parameter map
in Figure 7.5, even though the map itself does not contain any time
information. The result obtained this way can then be assessed by
comparing fsim(t) with the measured and true frequency develop-
ment fmeas(t). This can be done graphically, using the instantaneous
frequency difference ∆f = fsim − fmeas, or numerically over the root-
mean-square (RMS) value  calculated from ∆f(t).
The separation of time constants thus can be formulated as an opti-
mization problem in the [λth, λn]-plane with the goal function → min
and a parameter ∆Vb,end.
Optimization overview
The achievable neutralization fraction ζend = ∆Vb,end/Vdep was esti-
mated from the axial confinement consideration in Section 7.2.4 to
be in the range 50–60%, but can also be investigated separately by a
parameter sweep of the optimization process min({λth, λn}).
Figure 7.6 shows the obtained minimum  for a sweep over the ∆Vb,end
range, on a common axis with the neutralization percentage.24 In the
top part of the figure, the influence of the assumed final neutralization
fraction ζend on the expected total deformation ∆rc,end is visible. For
ζend = 0, the complete frequency tuning is attributed to thermal expan-
sion, while increasing ζend naturally causes lower thermal deformation
values.
In the top graph, the optimization results min are also plotted. The
achieved global minimum min clearly supports the hypothesis that
only fractional neutralization is achieved, and is located at 2.2 kV,
approximately at ζ = 0.57. This is in extremely good agreement with
the confinement considerations of Section 7.2.4; however, note that the
optimization minimum is not very sharp, so statements more accurate
than ±0.25 kV are not justified.
24∆Vb = 0 kV would be 0% final neutralization, while ∆Vb = Vdep means 100%
neutralization. Values in the range 0.9 < ζ ≤ 1 were omitted, since here stable
operation was not possible not for all datapoints in the simulation, leading to numer-
ical instabilities. Small ∆Vb values did not affect stability, but obviously cause the
resulting λn to be not very meaningful.
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Figure 7.6: Dependence of the optimization results on the final neutral-
ized depression voltage
Top: maximum ∆rc and minimum RMS residuals
Bottom: corresponding fit results
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The bottom plot illustrates the related developments for the process
rates [λth, λn]. Already without considering the minimum ∆Vb, a clear
separation between the tuning process rates occurs, with λn > 25 / s
and 5 / s < λth < 10 / s indicating that the neutralization process is
faster. At the minimum, the tuning rates [λth, λn]· s = [6.9−7.3, 31−36],
respectively the time constants [τth, τn]/ms ≈ [137− 145, 28− 32] were
obtained in such fits of multiple 500 kW pulses.
Process rate plane at optimum (RMS error map)
The quality of a fit result can be judged by the surroundings of the
optimum in the parameter plane (λth, λn); Figure 7.7 contains a “RMS
map”, constituted by the evaluation of 100 · 100 [λth, λn]-combinations
for their respective RMS error value  at ∆Vb,end = 2.2 kV.
Figure 7.7: Map of log10() in [λth, λn] · s = [1 . . . 40, 1 . . . 100], with a
small yellow circle marking the global  minimum
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An important feature of the RMS map is the contrast of the global
minimum at [λth, λn] · s = [7.1, 34] (i.e. [τth, τn]/ms ≈ [141, 29]), which
defines the fit significance. While the contrast and definition of this
minimum are good, a secondary minimum at [λth, λn] · s = [14.3, 1.7] is
also discernible. It expresses a case of rather slow neutralization with
τn = 590 ms, and faster expansion with τth ≈ 70 ms. The relevance of
this minimum is discussed in the next section.
The optimization overview in Fig. 7.6 contains the min from such
a global minimum in each point. It should be noted that while the
optimization for a global minimum operates on a relatively flat curve,
the minimum in each RMS map is very pronounced.
Frequency development and parameter map trajectories
A graphical comparison of fmeas(t) and the fitting result for the global
optimum is given in Figure 7.8, along with the instantaneous frequency
difference ∆f(t) as a more detailed fit quality indicator. On both
time scales the good fit match is clearly visible, with the maximum
frequency deviation being well below ±5 MHz.
With the found time constants, a valid trajectory can now be inserted
in the parameter map for this operating point. In Figure 7.9, the same
parameter map as previously shown in Figure 7.5 is given, but with
the parameter trajectory corresponding to the global optimum from
the fitting process.
The obtained stationary state power is about 565 kW; from long-pulse
power balances as used in Section 3.1.3 it is known that 90% of the
dissipated power in the cavity is absorbed in the main load. Consider-
ing this, the resulting operating point matches the measured power of
500 kW very well.
Since λn > λth, the curve shows an abrupt kink at the end of the
neutralization process, i.e. at tn = 1/λn as predicted previously for this
case. Interestingly this now can be related to the f(t) behavior shown
in Figure 7.8, where f˙meas(t) exhibits a discontinuity at t = 30 ms which
is matched cleanly by fsim(t).25
25This phenomenon is only properly visible in the time-logarithmic representation.
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Figure 7.8: Least-squares smoothed measured frequency with global
fit result as marked in Fig. 7.7, and difference between the
curves in linear and logarithmic time scale
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Figure 7.9: Parameter-map with final trajectory for a 500 kW pulse
Discussion
With |∆f | < 5 MHz, the fit quality obtained in the global maximum is
at the limit of the quality of the input data, both from the numerical as
well as from the experimental side:
• In Section 3.7, typical deviations in simulation up to 20 MHz were
obtained. Over ranges of a few kV, the deviations from mea-
surement remained quite constant, so the consequence would be
a mostly static offset, which is taken into account in the fitting
process.
• While with the PSA system the experimental data can be ob-
tained down to kHz-range resolutions, the gyrotron frequency
itself is unfortunately less well defined. As demonstrated in
Sections 5.1.2 and 5.1.3, frequency jumps up to 10 MHz occur.
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Hence, it can be stated that the best reasonably possible fit result has
been obtained, and that the data have no room for further optimization.
Especially there is no optimization potential left to test more complex
alternative time dependence formulations.
The comparison of the fit results with the time constants obtained
from calculation raises questions, since the fitted neutralization time
constant of 30 ms disagrees significantly with the calculated value of
400 ms from (7.16). Interestingly, the theoretically obtained value corre-
sponds reasonably well to the secondary fit minimum at 590 ms. This
can be interpreted as an indicator for the presence of an additional time
dependence.26 A probable explanation can be found in the outgassing,
which was neglected in the base function definition.
7.3.4 Outgassing revisited
Even in dedicated vacuum vessel experiments with tight temperature
control, the outgassing remains hard to characterize. Thus, as stated
before, the time dependence and absolute value of the term qwN in
(7.14) are unknown. In the following, therefore, only a most simple
first-order modification of the description is used, in order to derive a
general notion of the outgassing consequences.
As the fitting technique residuum has no improvement reserve, the
results obtained cannot be verified this way.
Crude modeling
In a well conditioned gyrotron, local outgassing in the first few sec-
onds will be dominated by physisorbed particles. Because of the skin
effect, all RF losses are deposited in the wall surface, to which a ph-
ysisorbed layer is necessarily in direct contact. A comparison of the
possible desorption energies (compare [Jou08]) with the magnitude of
the known RF loss power indicates that it will evaporate very quickly.
Chemisorbed and absorbed particles can be expected to take longer
26Note that also in [DBI+96] two different time scales were used for the neutralization
process, without further discussion.
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to be desorbed, and hence are less relevant at the very start of the
pulse. For the sake of simplification, the surface layer can be assumed
to desorb instantaneously at tp = 0+. This allows one to drop the
term qwN from (7.14), and turn the local outgassing contribution into an
instantaneous density increase at the start of the pulse.27
To quantify this instantaneous gas desorption in a very crude esti-
mation, the measured pressure rise in the mirrorbox-collector range
during the first few seconds of a pulse could be used: Assuming that it
comes only from the described physisorbed particles, desorbing more
slowly than in the cavity since the average power densities on the
wall are much smaller in the mirrorbox-collector vessel, a maximum
“outgassing factor” of avess = 2–5 for the vessel density increase at the
start can be assumed (compare the sample curves in Fig. 7.2).
Both the CPW area and the mirrorbox-collector vessel can be approxi-
mated as cylinders, with a uniform physisorbed surface particle layer
before the start of the pulse. Particle density is a volume-based quan-
tity, while the amount of physisorbed gas depends on the surface area.
Hence avess must be scaled with the radius ratio of the two vessels, to
express the density increase in the cavity potential well area:
acav ≈ rvess
rc
avess ≈ 10 avess ≈ 20− 50 . (7.22)
This means that at pulse start, the neutral particle density in the cavity
is expected to increase by roughly one order of magnitude.
The net flow qvessN is actually a superposition of two flows with opposite
directions
qvessN = (nvess − ncav)Ct , (7.23)
governed only by the particle density difference between the two
compartments and the properties of the connector.
From the vessel size ratio consideration above, it can be deduced
that the “fast outgassing” increases ncav considerably more than nvess,
because avess < acav. At the start of the pulse, this would cause an
27Note that this is in conflict with the conductivity-based static pressure differences
used in Section 7.2.5, as it removes the system from equilibrium.
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initial net flow from the cavity to the mirrorbox, which superposes
with the ionization process. After a short amount of time during which
ng(t) has an exponential time dependence (compare Section 7.2.6), the
locally outgassed particles neutral have been dissipated, and the linear
process as expressed in (7.21) dominates.
Inserting (7.23) into (7.14) yields a modified flow equation:
∂Ncav
∂t








Further simplifying, it is also assumed here that nvess = const, which
is justified by the outgassing factor relations (7.22). The solution to
this first order inhomogeneous differential equation with the starting















From the now available explicit formulation of the gas particle time




= giNcav(t) . (7.27)
With the second abbreviation
B = nvessCt
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To illustrate the effect of this modification on the time-dependent
behavior, Figure 7.10 contains sample ζ(t) curves for different values
of acav. For acav = 1, the purely linear development as used in the
studies above is observed28, while higher outgassing factors lead to
increasingly pronounced initial exponential behavior. Consequently,
acav > 1 means faster neutralization in the early part of the pulse, and
a corresponding downward shift of the total neutralization time tn, as
indicated by the sample interception markers at ζ = ζend := 0.6.
7.3.5 Sample results
The effect of the new description can again be assessed in the RMS map,
an updated version of which with acav = 10 is given in Figure 7.11. It
shows a clear unification of the previously disparate minima into a
single global maximum at 11 / s < λth < 13 / s and 25 / s < λn < 40 / s.
It should be noted again that this is a qualitative result, since the
total residuum  cannot be significantly improved over the previously
obtained results. Thus, a further optimization with the additional free
parameter acav was also not conducted, which is why the optimum
obtained here is slightly less good than the one found in the previous
simple formulation.
Note that the interpretation of 1/λn as a time constant is still valid, but
one must always consider the underlying function (7.28), which is now
more complex. The process is no longer linear, so the neutralization
time tn differs from the time constant τn and must be calculated by solv-
ing ζ(t) = ζend. For example, with acav = 10 and p = 1.8 · 10−9 mbar,
the value tn = 370 ms is obtained.
Discussing Figure 7.8 in Section 7.3.3, it was noted that the neutral-
ization time obtained with the linear fit corresponded well with the
kink in the measured frequency at t = 30 ms. The formulation with
outgassing has a considerably longer neutralization time, but interest-
ingly, as visible in Figure 7.10, the ζ(t) here has the crossover point
from exponential to linear development, and thus its own rather sharp
change in time dependence.
28Note that this result also justifies the selection of case 1. in 7.2.6.
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Figure 7.10: ζ(t) for different acav values at pcav,0 = 1.8 · 10−9 mbar
Figure 7.11: Sample RMS map for outgassing-corrected ζ(t) formalism
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7 Electrostatic and thermal effects during long pulses
7.4 Summary
A simplified formulation to describe the frequency tuning caused
by electrostatic neutralization was developed. For this, both the
ionization-related quantities as well as the neutral gas conditions inside
the gyrotron were discussed. While the derivation of the ionization
rules could be carried out in a rigorous and straightforward manner,
the neutral gas dependences introduce the highest uncertainty, mainly
due to hardly controllable outgassing. However, it should be pointed
out that it is indeed the consideration of the neutral gas phenomena
which had considerable impact on the results.
As the neutralization process itself and the directly related quantities
cannot be monitored externally, a fitting technique which makes use of
the neutralization influence on the RF frequency was developed and
applied. This way, a verification of the theoretical considerations based
on the quantity which can be externally measured with the highest
accuracy, the frequency, was made possible.
Already using first order formalisms, a significance limit for the fitting
technique was reached. An extended formulation, taking into account
not only the gas dynamics but also basic outgassing considerations,
could thus be derived but not finally verified.
The most important findings of the theoretical and the numerical
investigations can be listed as follows:29
• In agreement with electrostatic confinement considerations, the
results indicate that even in LP steady state, complete neutral-
ization is not achieved, and Vb will not be equal to the external
acceleration voltage at any point of time. The remaining space
charge depression voltage in the case of the W7-X gyrotrons can
be estimated to be approximately 0.4Vdep.
29The investigations were made for 500 kW pulses, as in this operation very suitable
measurements could be made. The conclusions also apply to operation at 1 MW.
Note, however, that in Section 7.2.6 the case selection becomes problematic then,
as with increased beam current the ionization rate increases, causing qiN ≈ 1.5qvessN .




• For technically achievable very low tube pressures, the neutral-
ization process is not limited by the amount of available neutral
gas in the tube, and will not influence the total pressure measur-
ably. Especially no “pump down” by the electron beam, acting
as a sink for a significant amount of neutral particles, is possible.
The main reason for this is the large total volume of the vessel,
which allows internal gas flows to replenish the ionized particles
through constant gas-dynamic flows. An additional important
factor are the wall outgassing processes.
• Following the gas dynamics considerations, the neutralization
process is likely a mostly linear function of time, which in first
order can be approximated by (7.21) with λn = 1/gi from (7.11).
This is only an upper limit for the neutralization time, as a higher
process rate at pulse start due to local outgassing, having expo-
nential characteristics, can be expected. As a consequence, simple
fitting approaches can encounter multiple fit optima, or yield
ambiguous results depending on the chosen time dependence.
This investigation showed that the frequency tuning process at the
start of long pulses depends on multiple properties of the gyrotron
design, for example the shape of the RF geometry, and a number of
parameters which are not directly determinable, e.g. the outgassing
behavior. This prevents the formulation of a general analytical model





A wide range of transient effects in gyrotrons was investigated, with
a focus on gathering the primary information from the RF output
spectrum. For this, a high-resolution high-dynamic range pulse spec-
trum measurement system (PSA, see Chapter 4) was developed, which
combines time-dependent analysis and frequency unambiguity in the
entire D-Band. With 60 dB of dynamic range with an instantaneous
bandwidth of 6 GHz per receiver channel pair, this establishes a new
state-of-the-art in the field of gyrotron-related spectral measurement.
The system was used to gather spectral information of unprecedented
quality and detail, enabling new paths to the investigations of the inner
physics of the gyrotron especially by its ability to retain single-shot
RF frequency unambiguity. In Chapter 5, the unique capabilities of
the system were exemplified in a number of measurement examples,
covering four different gyrotron types in the range 118–170 GHz and a
wide variety of effects, which were discussed in the context of modern
gyrotron theory.
The connection between experimental and simulation data was made
with a rigorous and detailed study, in which first of all the compari-
son framework for simulated and measured RF powers in short pulse
operation of W7-X gyrotrons was established in Chapter 3. It was
demonstrated that the first few milliseconds of a pulse constitute a
quasi-stationary operation, which is suitable for systematic and effi-
cient gyrotron investigation. Several versions of the leading European
gyrotron interaction simulation codes SELFT and EVRIDIKI were com-
pared systematically in a benchmark with unprecedented breadth, to
the best knowledge of the author. While over a wide parameter range,
very good agreement concerning frequency and good agreement in
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power within the expected uncertainty was achieved, the reproduction
of the cavity mode transition was found to be problematic for all tested
codes. The entire undertaking also emphasizes the importance of using
wide parameter sweeps instead of single or sparse operating points, as
typically practiced in the gyrotron community. Furthermore, detailed
consideration was given to analytical linear-theory approaches, for
which no published quantitative assessments seem to be available.
An extensive study of parasitic RF oscillations in W7-X gyrotrons
was conducted, in the course of which a general classification scheme
for these effects was suggested. A number of paths for systematic
theoretical and experimental analysis were developed and applied.
The experimental investigations included wide parameter sweeps, in
combination with cavity mode transition and parasite starting beam
current investigations, all of which were carried with the help of the
new PSA system. Only the fusion of the data gathered with the var-
ious approaches, including the meticulous application of large-scale
interaction simulations to a large number of experimentally character-
ized operating points, lead to the diagnosis of after-cavity interactions
(ACI) in the launcher area. The existing limitations of slow-time and
quasi-PIC gyrotron interaction simulation methods and the related
modeling for the investigation of ACI were explored and discussed; es-
pecially the failure to reproduce parasite starting beam currents shows
that the existing interaction codes are not suited to treat all aspects
of the ACI reliably. Whether this is only due to the known physical
limitations of the interaction simulation codes or also a problem of
the used beam parameters, which were simulated separately, is to be
resolved. The associated parasitic modes in the presented study could
not be identified with absolute certainty, however, the most probable
ones responsible for the observed undesired signals in the general
frequency range 130.2–132.7 GHz are the modes TE−28,8 and TE
+
25,9,
the former being the nominal cavity mode. To date, the presented
work might be the strongest indication for the physical existence of
ACI. The study also underlines the necessity for solid and extensive
experimental investigation, as from this source the most significant
indicators for the decision between BCI and ACI were gathered.
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In order to establish a more clear picture of the transient state in which
the gyrotron is between pulse start and the first few seconds of op-
eration, the frequency tuning processes at the onset of long pulses
were investigated. The compilation of the determining factors of the
neutralization process showed that detailed and realistic information
on the ion confinement properties and the kinetic gas dynamics in-
side the tube is necessary for a proper description of the situation. It
was found that while the thermal expansion process is of exponential
character, the neutralization process is primarily linear. A macroscopic
formulation of the probable time dependences, neutralization rates
and final neutralized depression voltage fractions was introduced for
the experimental situation of W7-X gyrotrons. This permitted a fitting
technique by which the theoretical predictions could be connected to
experimental information about the transient status of the gyrotron.
The results indicate that in LP operation, the voltage depression is
never fully neutralized, but only up to a fraction of ∼60%. Further, in
contrast to long-time assumptions, the neutralization time in modern
high power gyrotron was found to be of similar order or shorter than
the thermal cavity expansion time, and to very probably follow a first
exponential, then linear dependence influenced by local outgassing
and internal gas flows.
Summarizing, a number of relations between the domains of simula-
tion and experiment were verified or newly established. This yields
new ways of investigating and explaining the behavior of the gyro-
tron, especially concerning transient states of operation, for which the
diagnostic possibilities were drastically extended.
8.2 Outlook
All topics contained in the work have potential for further develop-
ment and extension. In the following, only the most obvious next
steps for the PSA system, the problem of parasitic oscillations and the




In its current version, the PSA system provides 7, resp. 14 ms (using
2, resp. 4 hardware channels) of unambiguous measurement with a
total span of 6 GHz per channel pair, and undersampled continuous
acquisition up to 2 s. A logical further improvement would be the im-
plementation of the spectrum analyzer emulation technique mentioned
in Section 4.7.2, as it would further increase the system’s flexibility.
Periodic coverage with intervals of e.g. 0.5–2 s would then allow sta-
tionary long pulse investigations with frequency resolutions similar to
those in the regular spectrograms, maintaining RF unambiguity.
The reconstruction technique as it is implemented only validates the
pre-defined “desired acting harmonics”, while discarding all informa-
tion received through other harmonics. Of course for each configura-
tion, there are also other ∆f values which correspond unambiguously
to other harmonic pairs. This could be used to reconstruct further RF
spectrograms from the saved data, extending the system’s frequency
coverage. While these additional spectrograms would have a lower
individual bandwidth than the primary ones, the total frequency cov-
erage would be extended without further hardware investment.
A PSA potential which has remained mostly untapped is the possibility
of phase analysis on the basis of the acquired signals. The extraction
of modulation waveforms or even full demodulation could give novel
insights concerning the field of modulating LF oscillations. With help
of the high sampling rate employed, even full IQ (inphase-quadrature)
demodulation could be software-implemented: Following a sugges-
tion in [Con83], this can be done using only one channel without any
change in the setup, however, sacrificing 75% bandwidth.
For routine use, a number of technical improvements can also be ad-
dressed. The wealth of data created must be turned into information,
which is an often underestimated problem. In particular the compila-
tion of a survey of measured frequencies over a long period of time,
or the question under which circumstances a specific frequency has
been experimentally observed, are problems which can consume high
amounts of operator time. A solution could be found in an extension
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of the frequency tracking technique introduced in Chapter 4: It could
form the basis of a fully-automatic program such as the “thumbnail-
generators” of modern image management programs; it could browse
and index all stored spectrogram data once, extracting and collecting
frequency information for a database. This would facilitate scatter-
analyses such as the one presented in Figure 6.6 tremendously, and
give way to high level comparisons between different gyrotrons.
Also, the integration of the PSA system into the gyrotron test stand is a
multi-faceted problem, as operational flexibility of the other measure-
ment systems must be maintained.
Simulations
In this work, only the simplified RMS beam parameter spread defini-
tion was employed, while as noted in Section 2.1.1, statistically more
flexible descriptions like the relative spread formalism exist. Also
it is possible to export the beam parameter distributions from the
electron-optical simulation tools to be used directly in the interaction
simulations, removing the shortcomings of statistical descriptions al-
together. An according expansion of the benchmark simulations of
Chapter 3 could be highly instructive, and also have impact on the
simulation of parasitic oscillations as conducted in Section 6.4.
The comparison of linear frequency calculations with the results of
simulated and measured values showed significant differences. It
would be very useful to obtain an analytic and precise frequency
estimation method based on the geometry and the beam parameters,
to enhance techniques such as the Brillouin analysis in Chapter 6, and
greatly simplify investigations as the one in Chapter 7.
Parasitic oscillations
Various approaches for parasite investigation have been discussed
and applied, but the problem remains complex and elusive. New and
preferably independent analysis tools would be highly welcome, so
new paths along which these might be developed have to be found.
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Further steps in this area also include investigating means to sup-
press the characterized parasites, which of course would primarily
involve theoretical considerations and simulations. The need for a
non-experimental validation of suggested improvements, however,
leads directly to the general design problem of parasite prediction, for
which no reliable and general solution currently exists.
A large potential lies in full-PIC simulations, as they are capable of not
only inherently considering all modes, but also to correctly model the
launcher with all its asymmetrical properties. To revisit the simulations
made in Section 6.4 with such a tool could be the only way of checking
the conclusions reached in Chapter 6, and possibly also to solve the
design problem of parasite prediction mentioned above.
Thermal expansion and neutralization
The results could be used in parameter studies, and be compared with
thermo-mechanical simulations of the cavity expansion. Uncertain
material parameters could be varied in these simulations to gain result
matches of the resonator expansion times obtained with the fitting
method, narrowing down the probable ranges of these parameters.
Of course the remaining, and considerable, uncertainties must be kept
in mind. From the means developed and applied in this work, more
improvement cannot be expected, as the achievable result certainty
has already been reached.
An important point which could add to the knowledge about the
processes is the fate of the background electrons, i.e. the low-energy
electrons which are released in an ionization process from neutral
particles. Being trapped because of their low kinetic energy they might
also modify the electrostatic profile and contribute to further ionization,
dynamically altering the conditions. This could be done by using more
sophisticated means such as ARIADNE simulations. Also the exact
ion locations and their axial motion were not considered, and could
be investigated in the same way: Depending on the location of their
origin, they oscillate in the CPW area, and therefore contribute only
partially to the actual neutralization potential inside the RF cavity.
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The application of the Short-Time Fourier Transform (STFT) to sampled
signals is a key feature of the PSA system presented in Chapter 4. In
the following, the details of this operation are explained with their
relevance to the measurement system.
More elaborate accounts on this can be found in [Pro07], and more
application-oriented knowledge in [Lyo11].
A.1 Fourier transform of discretized signals
The general Fourier transform
s(t) c s F{s(t)} = +∞∫
−∞
s(t)e−j2pift dt (A.1)
is applied to a continuous signal of unlimited length s(t); this yields
infinite frequency resolution.
Real-world signals in digital systems are discretized in value and time,
and never of infinite duration. This corresponds to a periodic sam-
pling of s(t) with the constant sampling interval tr, and can expressed




δ(t− ntr) . (A.2)
The finite acquisition time ta corresponds to the selection of a signal
interval through multiplication with a rectangular function
rect ta(t) =
{
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This leads to a finite number of samples N = ta/tr:







δ(t− ntr) . (A.4)
Applying (A.1) to this time-discrete signal yields


















This term describes a continuous spectrum of infinite bandwidth, in
correct mathematical accordance with the discrete and time-finite na-
ture of the input signal.
However, the fundamental reciprocity of time and frequency yields the
expression of the smallest describable frequency as fa = 1/ta, which
defines a sensible frequency discretization
fk = k · 1/ta , k ∈ Z. (A.6)
The insertion of this definition together with ta = N · tr into (A.5)






with a purely numerical and discrete angular frequency 2pik.
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A.1.1 Aliasing
By definition there is no maximum value for k in an infinite spectrum;
a practical limit is found over the N -periodicity of the complex expo-
nential, as for example, the angular frequencies in −N/2 < k ≤ N/2
are identical to the ones in the range N/2 < k ≤ 3N/2.
This can also be observed more mathematically already from the sam-
pling action in the time domain: The Fourier transform of (A.4) denotes
a convolution operation with the transform of the Dirac pulse train,
indicating a periodic reproduction of F{s(t)} with 1/tr. If the spec-
trum F{s(t)} has a higher bandwidth than 1/(2tr), the spectral aliases
will overlap. The spectrum is therefore strictly periodic, which yields
a practical span of N adjacent values for an arbitrary k range. In the
spectrum, we thus find the same number of relevant bins1 as the input
values that were used.
This periodicity introduces the Nyquist frequency fN = 1/(2tr), or
numerically kN = N/2, whose integer multiples are used to divide the
frequency range into so-called Nyquist zones, compare Figure A.1.
From the previous discussion, it becomes clear that an incoming signal
with an arbitrary frequency f > fN which reaches the A/D-converter
will appear at the minimum alias frequency
fd =
∣∣∣∣2bf + fN2fN cfN − f
∣∣∣∣ , (A.8)
that means mirrored by fN in the first Nyquist zone.2
1A “bin” is one value element along a discrete time or frequency axis.
2The expression b·c denotes the floor()-function, i.e. next lower integer of the argument.
Figure A.1: Illustration of different aliasing/Nyquist zones
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In technical applications, typically a low-pass filter is employed at the
A/D-converter input to limit the effective acquisition to the unambigu-
ous range f < 1/2tr, i.e. the first Nyquist zone.
A.1.2 Power spectra
In (A.5), another important property of the Fourier transform is visible,
which is also illustrated in Figure A.1:
S∗u(f) ≡ Su(−f) ∀ s(t) ∈ R. (A.9)
This is a symmetry relation, which indicates that for a real-valued time
signal the complete attainable information resides duplicated in each
half of a spectrum with the bandwidth 2fN = 1/tr.
To analyze the frequency content of a signal, usually the power density




with f ≥ 0 . (A.10)
This can be directly related to a physical power which is absorbed by
reference impedance Z0 in a norm bandwidth. In the following and
the rest of this work, unless otherwise indicated, the term spectrum
refers to this quantity, using Z0 = 50 Ω.
A.1.3 Window functions
As noted before, measured signals have always finite length and sam-
pling rate, as was expressed through the multiplication of s(t) with
rectta(t) in (A.4). Mathematically, the multiplication of time signals
is equivalent to the convolution of the respective Fourier transforms.
F{rectta(t)} is the cardinal sine, sin(f)/f .
As long as the frequency content in su(t) is equal to a discrete frequency
k in Su(f), the effect of this convolution is not visible in the spectrum.
However, for input signals with f 6= k/ta, the spectral is energy spread
over multiple frequency bins, leading to unwanted distortions in level
display and frequency content. This is called leakage.
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In order to counteract the problematic rectangular filtering, a scaling
function w(t) can be applied to the input time data, generally referred
to as a Fourier window. Window functions are normally symmetric,
real-valued and have the same numerical length N as the input time
signal.
From the large number of window functions which were characterized
in the past [Har78], a suitable choice can only be made with an eye on
the intended application.
Typical optimization topics are:
• Maximum scalloping loss, which is the relative loss in spectral
amplitude through leakage.
• Side lobe levels and their roll-off; side lobe control can be crucial
to prevent masking of adjacent weak signals through the side
lobes of a strong signal.
• Main lobe width, which is larger than the one of the sinc() func-
tion for all other windows and degrades the frequency resolution.
The main lobe width of a window invariably deteriorates the frequency
resolution, and causes the analysis to have an effective resolution
δfeff = r ·δfnum, r ≥ 1. Typical values for r are in the range 1.1–2. For
broadband investigations this is of little impact, which is why in the
following and in the rest of this work only dfnum is used for simplicity.
A.2 Dynamic range
A.2.1 Time domain
The basic framework of the achievable dynamic range is already set
at the time-domain signal acquisition:3 Typically, a sample-and-hold
circuit with a vertical resolution of b bits delivers signal values with
the sampling rate fr = 1/tr.
For an ideal A/D-converter with a perfectly stable sampling rate, the
dominating quantity for the achievable dynamic range is b. The total
3In the following, we use and generalize the derivation in [Lyo11].
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input range −V0 . . . V0 is then quantized with 2b values, which yields a








In order to take into account the saturation of the A/D front-end by
the input signal amplitude Vs, a load factor L = Vs/V0 can be defined.
The overall achievable SNR is then expressed as the ratio of the input





Assuming an even quantization error distribution yields a uniform
probability density function f() with the value f = 1/q inside the










With the power Ps = V 2s /(2Z) of a sinusoidal input signal and the











can be achieved. Expressed in decibels, the formula becomes
SNRT /dB = 10 log10
3
2
+b·20 log10 2−10 log10 Z+20 log10 L . (A.15)
Although clearly a load factor L = 1 would be optimal, it is a case
that is technically not desirable: For L > 1, signal clipping would
4This does not have to be a physical noise floor, i.e. similar in appearance to white
Gaussian noise. Depending on the input signal, correlated noise can create a discrete
and highly inhomogeneous spurious spectrum. The usable dynamic range is there-
fore often not defined by a continuous noise floor, but by the level of the strongest
spurious line, leading to the usage of the property SFDR.
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occur, which would render the acquired signal useless by introducing
irrecoverable distortions. Therefore typically load factors −6 dB to
−3 dB are employed.5
In connection with time discretization, a further SNR limitation arises:
The sampling rate of a real A/D converter has a limited short-time
stability, which can be expressed as phase noise or jitter. This phe-
nomenon also creates numerical noise, since it causes the samples
processed by the DFT to be not perfectly equidistant [Pro07]. Typically
it is expressed as a degradation of the usable A/D converter vertical
resolution, in the form of the effective number of bits, ENOB.
With the help of certain assumptions on the jitter statistics, ENOB can
be calculated analytically [Kes08] and is found to be connected recipro-
cally to the usable signal bandwidth. Manufacturers normally measure
it directly during device characterization and give the value for the
specified bandwidth. This technique also allows the consideration of
additional effects such as A/D converter nonlinearities [Sch11].
A.2.2 Frequency domain
The transition to the frequency domain via the Fourier transform yields
the benefit of so-called processing gain, which is generally expressed as
an addition to (A.15) as




This effect is often explained in the frequency domain, by analogy of
the DFT to a filterbank: Reducing the channel width by a factor of two
will gain 3 dB of dynamic range if the background noise is Gaussian.
In the time domain, the correspondence is found in the implicit av-
eraging process of the DFT. This is visible in (A.7), as the value for
each frequency k is the result of an implicit averaging over all N input
values. As long as the input samples are statistically independent, the
amplitude uncertainty lowers with 1/
√
N .
5Equation (A.15) reduces to the standard form SNR/dB = 6.02 · b+ 1.76 propagated
in most text books only for Z = 1 Ω and L = 1.
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Together with the effective resolution of the A/D converter, the DFT
processing gain is the dominant factor in many technical signal analysis
situations. As an example, for a time signal acquired with 10 GS/s, a




Popular techniques for time-frequency signal analysis are the short
time Fourier transform (STFT), the Wavelet transform and the Wigner-
Ville distribution. Wavelet analysis includes the application of a time
shifted and scaled kernel function, the wavelet. It therefore inherently
includes multi-resolution analysis which has wide applications in
image processing, pattern recognition and compression, but would
induce limited comparability with other techniques when applied to
microwave signals. The STFT can be interpreted as a special case of
the wavelet transform with the restriction of harmonic basis functions
and fixed scale.
The Wigner-Ville distribution is an approach closer to more abstract
signal processing problems, and allows more degrees of freedom than
the STFT. However, it is subject to inherent cross-correlation ambiguity
terms, which could complicate or compromise the ambiguity goals for-
mulated in Section 1.4 of this work. More information on the different
approaches can be found for example in [Coh89].
For this work, the STFT was chosen for signal analysis, and will in the
following be developed from the previously introduced DFT.6
6Instead, the STFT can also be derived directly from the continuous domain, with
time and frequency being exchangeable. This more general approach, the Gabor
transform, yields the same result.
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A.3.2 Discrete short-time Fourier transform
The application of the DFT as introduced in Section A.1 onM segments
of the acquired time-discrete signal with tr  tseg  ta will yield M
discrete real-valued power spectra Si. The segment selection and the
Fourier windowing in the time domain can be expressed in one step
through the repeated application of a time-shifted Fourier window to
the original signal as
sw(t, τi) = s(t) · w(τi − t) , i = [0,M ]. (A.17)
Each segment is now characterized by a segment time index τi and the
ordinary time coordinate 0 ≤ t < tseg.
Applying the Fourier transform and the power spectrum definitions
from Section A.1 to each time signal sw(t, τi) yields i individual spectra
S(fk, τi), each with a numerical frequency resolution δf = 1/tseg and a
bandwidth of ∆fIF = fr/2. By concatenation of these spectra along the
τ axis, a two-dimensional matrix representing the spectral evolution
over time is obtained, with the indices k and i for frequency and time.
This is typically referred to as a spectrogram, waterfall diagram or simply
STFT plot and represents a time-dependent power spectrum.
As the arbitrary but fixed repetitive shift by δτ = τi − τi−1 of the op-
eration leads to a discrete numerical time step between the resulting
spectra, it can be treated like a true time axis, as long as the background
of its creation is kept in mind. For simplicity, the time axis in spectro-
grams will hence be denoted by the ordinary time variable t during
the rest of this work.
A.3.3 STFT time step / overlap factor
The number M of individual spectra depends on both δt and tseg in
relation to the total available length of the input signal ta. It is practical
to link these parameters through an overlap factor
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Applying the basic restrictions 0 < δt ≤ tseg gives an overlap factor
range of xOV ∈ [0, 1), with xOV = 0 denoting non-overlapping adjacent
segments with δt = tseg and M = bta/tsegc.
The degradation of the frequency resolution through the Fourier win-
dow also has a similar but reciprocal effect in the time dimension. So
in addition to the previously defined effective frequency resolution
δfeff , an effective spectrogram time resolution δteff is defined. The
former is transported by the main lobe width of the window, (com-
pare Section A.1), while the latter can be derived from the tapering
of the window in time. Obviously δteff is always smaller than tseg for
non-rectangular windows.
As δteff and δfeff are both defined by the Fourier window, a connection
of both values can be found to define suitable xOV values for given
window functions. A straightforward criterion can for example be pro-
vided by the the main lobe half-width θ or alternatively, the location
of the first zero in F{w}, at the frequency ±fz. Here, tz,1 = 1/|fz| can
be interpreted as an “effective length” of the window in the time do-
main. For rectangular windows, fz,R = 1/tseg leads to zero minimum
overlap, while for the Blackman-Harris window, fz,BH ≈ 4/tseg calls
for overlap factors of xOV ≈ 0.75.
Numerically, in cases xOV > 0 the STFT pixels in the t direction become
correlated, which is not obvious to the interpreter of the spectrogram
and can be misleading. On the other hand, the “clean” choice xOV = 0
would preserve statistical independence in the t-direction, but would
also lead to insufficient usage of the underlying time data because of
the window function taper.
The proper selection for xOV thus remains based on the intended result,
and is typically between 0 and the fz-based values as derived above.
A.3.4 Interpretation of spectrograms
Effectively the spectrogram is a three-dimensional data representa-
tion: The power as an intensity is displayed over a frequency and a
time axis. This creates the notion of orthogonality between f and t,
which of course is not the case because of the reciprocal connection
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between the two quantities. As discussed in the previous section, a fur-
ther correlation along the time axis is introduced by nonzero overlap
factors.
This effect gains importance when analyzing signals which exhibit
significant variation during tseg. As an example, an instantaneous
jump at t0 in the frequency of a sinusoidal signal from f1 to f2 is
considered. With the Heaviside function
H(t) =
{
0 if t < 0






this can generally be formulated as
s(t) = s1(t)H(t0 − t) + s2(t)H(t− t0) (A.20)
with si(t) = cos(2pifit) and f1 6= f2.
An example spectrogram of this mathematical case without additional
noise modeling and with realistic numerical values is provided in
Figure A.2.
Obviously all sub-spectra of the spectrogram which have no part in
t0 = 25 µs will show the expected δ(f − fi) ∗ F{w} characteristics of a
single-side power spectrum, with additive leakage if this is the case.
f1 was deliberately chosen to exactly match a discrete frequency bin
by fr/f1 ∈ N for perfect leakage-free representation, while fr/f2 /∈
N illustrates the leakage effect. As a consequence, the spectrogram
background is mathematically clean for t < 25 µs, but for t > 25 µs the
inhomogeneity introduced by the leakage is obvious. Depending on
the phase between window and signal, the leaked “shoulders” in the
spectra shift back and forth between f > f2 and f < f2. The spectrum
excerpt, however, shows how well the Fourier window handles this
effect, which is confined below a level of −100 dB.
The jump itself yields a more drastic distortion, as is visible in the
middle spectrum. Both frequencies naturally appear, but the energy is
spread in a broad-band signature over the entire spectrum. This is a
direct consequence of the term proportional to 1/f inF{H} (A.19), and
a clear and general spectral indicator for discontinuous phenomena in
the underlying time signal.
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Figure A.2: Numerical sample of a short-time Fourier spectrogram
with intermediate spectra. A sinusoidal time signal with
f1 = 0.5 GHz in t ≤ 25 µs and f2 = 0.62 GHz in t > 25 µs
with a duration ta = 50 µs is sampled with fr = 2 GS/s.
The 1 µs-segment STFT with xOV = 0 and a Blackman-
Harris window creates 50 individual spectra.
Left: full spectrogram
Right: single spectra at marked time positions
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B.1 Control software
The control program was implemented with the integrated devel-
opment environment (IDE) LABWINDOWS/CVI by National Instru-
ments. This IDE is focused on instrument remote control in general,
and facilitates ANSI C based graphical user interface development and
maintainance.
Although the PSA functionality is the core application of the control
software, it also works as a modular and flexible data acquisition sys-
tem. For this, a task-based operation scheme was employed: The user
defines a list of tasks, which e.g. can be a simple data transfer from
an oscilloscope, data retrieval from a modulation domain analyzer
(compare Section 1.3.2), or managing a PSA data acquisition, including
LO frequency/harmonic management, channel data retrieval, spectro-
gram generation and RF reconstruction.
A defined list of tasks is processed as soon as the user starts the acqui-
sition cycle, or a defined trigger event is detected. The multi-threaded
program processes each task as its own sub-thread; hence, as long
as no heavy-data loads occur simultaneously on the same bus from
different tasks, the entire acquisition takes approximately as long as
the slowest task. For resource-intensive tasks such as the spectrogram
generation, the actual task thread can spawn further threads to make
optimum use of modern multi-core computers.
The following task types are implemented:
• PSA
Management of one PSA channel pair, i.e. managing the two
required LOs, two oscilloscope channels and the ensuing spec-
trogram generation and RF reconstruction.
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• Filterbank
Data download of 8 filterbank channels from the two 4-channel
oscilloscopes of the regular frequency measurement system (FMS)
[Pri04], including association with the FMS front-end LO neces-
sary for channel interpretation.
• FTA (modulation domain analyzer)
Data acquisition from the FMS modulation domain analyzer, and
storage of both relevant LO frequencies.
• Generic oscilloscope
Download of the desired traces from an oscilloscope, without
any further functionality.
In Figure B.1 the structure of the named task types is illustrated in
a sample setup with a single instance of each task type. Multiple
independent instances of each task type are of course possible.
B.2 Data format
Each task also automatically saves the acquired data to the designated
measurement file, so when the task processing is finished all data have
been stored to the disk. As the output file format, the open TDMS
(technical data management streaming) standard was chosen, which is
also endorsed by National Instruments.
The advantages for the PSA are the binary format with optimization
for high read/write performance even for very large file sizes, and
having a strict inner structure suited for instrument-centered data
organization: Apart from meta-parameters concerning the whole file,
it only allows the two hierarchy levels of Channelgroups and Channels.
TDMS files created by the PSA software contain one Channelgroup
per task, each Channelgroup containing the complete relevant data
associated with the task. For each task, the unique device identifier of




Figure B.1: Parallel task processing example with three separate tasks;
generally an arbitrary number of tasks can be defined. Dif-
ferent activities are color-coded.
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The following practical possibilities for external processing of these
files are available:
• DIADEM, National Instruments’ native tool for TDMS analysis;
it allows TDMS modification, plotting, batch processing, mathe-
matical analysis and even automatic summary report generation.
• A free plug-in for Microsoft Excel [Nat13]; this, however, is only
applicable for relatively small files containing channels of less
than 32000 entries and thus of limited use for multi-MS size data.
• An add-on named TDMS READER [Hok11] allows the import of
TDMS to for Mathworks MATLAB, facilitating advanced scientific
analysis. All auxiliary scripts for further processing which were
developed in the frame of this work make use of this add-on.
Of course the PSA software is also able to read the TDMS files created,
which is particularly useful for fast overviews. The software has exten-
sive plotting capabilities which, particularly for the highly specialized
PSA tasks, cannot be performed properly by an external software.
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B.3 Components and detailed schematic
In Figure B.2, a more detailed schematic of the PSA system than in
Chapter 4 is shown.
It represents the status of the PSA system as established in late 2012,
with a total of 4 receiver channels.1 For clarity, the communication
buses and control computer are not included; refer to the Pulse Spec-
trum Analysis Control Software Manual for more a detailed description
of these aspects.
Figure B.2 also contains a schematic of the ALC subsystem mentioned
in Section 3.1.2. However, the also existing standard frequency mea-
surement system [Pri04] is not drawn.
More information about the individual components can be found in
Table B.1, where the manifacturers and the names of the most essential
hardware components are listed.
1Compare also Figure 4.1, which contains an “elementary cell” of the PSA system.
Function Manufacturer Name
Var. attenuator (man.) Millitech LSA-06
Var. attenuator (elec.) Elva-1 VCVA-06
Broadband RF detector Elva-1 ZBD-06
Waveguide couplers Elva-1 DC-06/3
Waveguide isolators Radiometer Physics WFI WR6.5
Front-end mixers Virginia Diodes WR6.5R6 EHM
Local oscillators PhaseMatrix QS FSW20
Agilent N5183A MXG
High-pass filters BSC EW436
Receiver oscilloscope Rohde & Schwarz RTO1024
Table B.1: List of components used in the PSA system
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Figure B.2: Overview of spectrum measurement equipment (without
filterbank and frequency-time domain analyzer branch)
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This Chapter provides the physical background for the gas calculations
presented in Section 7.2. The information was compiled from [Jou08],
resp. [JW13], unless stated otherwise. Although all equations are
formulated in SI units, for pressure the unit millibar (mbar) instead of
Pascal (Pa) is used, to simplify comparisons with the literature.1
C.1 Ideal gas conditions and molecular flow rules
C.1.1 Basic relationships
A starting point for analyzing gas behavior is the ideal gas equation
p = n kBT
with p: pressure in Pascal
n: particle density in 1/m3
kB: Boltzmann constant, 1.3806488 · 10−23 J/K
T : physical temperature in K .
(C.1)
Based on the temperature, the Maxwell-Boltzmann velocity distribu-
tion describes the statistical particle speed. For gas particles with the






follows from the Maxwell-Boltzmann distribution.2
11 bar = 105 Pa
2There also exist other definitions, such as the most probable velocity.
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As an example, for nitrogen molecules N2 with a particle mass of
mp = 28 u = 4.65 · 10−26 kg, the approximate average velocities for
T1 = 300 K and T2 = 600 K are v1 = 517 m/s and v2 = 731 m/s.
The ideal gas equation ignores many effects, such as the kinetics of
gas particle collisions, electrostatic polarization forces between the
particles, gas friction, turbulence and phase transitions. Therefore it is
only applicable to very thin gases, for the description of which these
effects are not relevant.
A basic parameter to indicate the rules which apply to the gas in a
vessel is the mean free path length, i.e. the average traveling distance





with the particle diameter dp. Together with a characteristic size of the
pressure vessel dV, the Knudsen number
Kn = l¯/dV (C.4)
is defined from C.3, which separates the different gas flow regimes:
• Kn < 0.01, viscous flow
• 0.01 < Kn < 0.5, transitional flow
• Kn > 0.5, molecular flow
An approximate particle size of 0.15 nm (N2, taken from [Jou08]) yields
l¯ = 41–83 m for a typical operation pressure of p = 10−8 mbar, which
is well above the the characteristic gyrotron dimension of dV = 1 m.
The resulting minimum Knudsen number at 300 K of Kn ≈ 21 is deep
in the molecular flow regime.
For approaching the transition regime, a tube pressure of p & 10−6 mbar
would be necessary, which would no longer allow proper opera-
tion [Dam95]. For this reason, in the following molecular flow proper-
ties are assumed.
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C.1.2 Molecular flow
In the molecular flow regime, gas behavior is often counter-intuitive,
since many every-day mechanisms generally associated with pressure
are not present:
• The occurrence of particle-particle collisions is insignificant. In
consequence, there is no internal friction in the gas, no turbulence
and no possibility for diffusive effects. Each gas particle “is
alone” in the vessel and follows a straight trajectory, which is
only interrupted by wall collisions.
• Particles are not reflected from the walls elastically, but are
thought to be re-emitted with a uniformly distributed proba-
bility for the emission angle with respect to the surface, and a
velocity distribution only depending on the wall temperature.
Therefore in every wall collision, a gas particle adopts the wall
temperature and “loses its history”.
C.2 Description of molecular gas flows
The gas flows between different compartments of a system can be
described in multiple ways, all of which descend from the ideal gas
equation C.1. A basic quantity is so called pV-Flow or throughput




with the total number of particles N .
From this flow, e.g.
• qV = qpV/p, volume flow in m3/s = 10−3 · l/s
• qN = qpV/(kBT ), particle flow in 1/s
are derived and converted into each other for the use as fit to the
described situation.
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C.3 Connections between gas vessels
Typical vacuum problems involve connections between gas vessels,
which influence the gas flow from one compartment to the other. It
is common to characterize this influence by a conductance value, in
a certain analogy to the same-name concept in electrical engineering.








with the temperature-dependent mean velocity v¯ (C.2), the geometrical
connection apertureA in m2 and the transmission probability P , which
represents the internal geometry of the element. Together with the
pressure difference between two vessels, the resulting stationary pV
flow
qpV = C (p2 − p1) (C.7)
can be found.
The transmission probability P mainly accommodates the fact that
individual particles are re-emitted from the wall in arbitrary directions
(compare the statements on molecular flow in C.1), and therefore
follow a complicated trajectory until they leave the connection at one
end or the other. Thin apertures, i.e. l ≈ 0 mm, are only characterized
by their area, hence P → 1.
Cylindrical connections are most common, which can be entirely char-
acterized by the length l and the diameter d. Analytical P expressions
exist only for very short (l  d) and very long (l  d) connections.
Transmission probabilities for circular connections of arbitrary l/d
shape can be described by an empirical formula based on Monte-Carlo
simulations,
P =
14 + 4 l/d
14 + 18 l/d+ 3(l/d)2
, (C.8)
which converges to the mentioned analytical expressions for the limit
cases l/d→ 0 and l/d→∞.
An important assumption in these probabilities is, that the connected
vessels are large, i.e. l¯ d, which ensures a uniform particle velocity
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vector distribution at the interfaces. This becomes relevant when
series connections of different sizes are analyzed: Simple reciprocal













can be done; however, this yields only an approximate result: The n−1
implicit large vessels between all the elements lower the conductivity
result because at each interface, re-establishment of the velocity vector
uniformity is assumed.
A better result, which can only be surpassed by particle simulations, is
achieved with Oatley’s approach. Here the aperture ratio of the interfac-
ing components, and the resulting “funneling” effect for the particle
velocity vector is taken into account.
C.4 Gas particles and vessel walls
In all vacuum systems, an increase of the structure material tempera-
ture causes the gas particle density to rise. This effect is caused by the
release of gas from the vessel wall material, and is called outgassing.
The process is described by a statistical function which is governed
by the temperature. Higher temperatures cause increased release,
while for lower temperatures the wall can also act as a particle sink by
catching particles.
For the release of particles, the characteristic parameter is the desorp-
tion energy Wd, defined by the type of bond of the particle to the wall:
If the desorption energy is above the thermal energy kBT , almost no
net desorption takes place. For Wd . kBT , an outgassing onset takes
place, while for Wd  kBT the particle flow rates easily rise by orders
of magnitude (see the instructive comparisons in [Jou08]).3
3This is the reason for outbaking, without which pressures below 10−6 mbar would
not be achievable due to weak continuous outgassing of the structure material.
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The basic sources of gas particles are
• Adsorption
This describes particles bound to the wall surface, which can
happen in two ways:
– Physical adsorption (physisorption)
The particles are attached to the wall by van-der-Waals
forces, forming a thin surface layer with quite low desorp-
tion energies Wd . 100 meV.
– Chemical adsorption (chemisorption)
The binding is of chemical nature and is dissolved by an
endothermic reaction. This naturally covers an extremely
wide range of energy depending on the vessel material
and the involved gas species, which is generally above the
energies encountered in physisorption.
• Absorption
Here, particles are stored within the lattice of the bulk material,
without having a chemical bond with it. Before the gas arrives at
the surface (turning into an adsorbed layer), it is subject to a ran-
dom walk path inside the bulk, which of course is enhanced by
temperature. Especially small particles are candidates for absorp-
tion, but also simple molecules are found in relevant quantities
in metals.
When components are shelved under atmospheric conditions, the ad-
and absorption rates follow the partial pressure of the surroundings.
The process of permeation, which can be viewed as a multi-step phe-
nomenon, also exists: Gas particles from outside a vessel are adsorbed
to the outer surface, are then absorbed into the material and reach the
inner surface, to be desorbed. For metals, this process is limited to thin
walls, very small particles (H2,He) and elevated temperatures.
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C.5 Vacuum pump basics
C.5.1 Pump types
All low-pressure systems include vacuum pumps, which can have very
different implementations depending on the intended pressure range,
particle species and and throughput. Generally two general families
can be separated, which are gas transfer pumps and gas entrapment
pumps. The former are typically, but not exclusively, found in the
viscous flow regime where they transport large qpV flows from a vessel
to an exhaust. All mechanical pumps such as piston pumps, turbo-
molecular pumps and also liquid-based pumps belong to the first
family.
The latter do not remove the gas from the system formed by vessel and
pump, but act as a particle sink by binding the particles. This is done
either by adsorbing materials (called “getter materials”) in sorption
pumps or by the use of extremely cold surfaces, which condense all
incoming matter, in so-called cryo-pumps. These pumps are the key to
the high and ultra-high vacuum regime p < 10−5 Pa = 10−7 mbar, but
cannot adsorb arbitrarily large numbers of particles.
C.5.2 Characterization
The basic parameter for characterizing a vacuum pump is the pumping
speed S, which is defined as a volume flow. It is typically constant ver-
sus pressure over the operating range. In practice, the pump throughput
is of interest, which is directly calculated as qpV = p · S. Note that for
S = const a linear dependence on pressure is found.
If a vacuum pump is connected to the vessel with a connecting element
of a finite conductivity C, the pumping speed S with pressure p1 at
the pump intake will be reduced to an effective pumping speed Seff with
pressure p2 at the vessel outlet. Using equation C.7 in C.3 with the









C Gas kinetics and pressure
C.6 Ion getter pumps (IGP)
C.6.1 General information
IGPs use a continuous low-current high-voltage vacuum discharge in
the lower kV range, which creates a local plasma from the gas particles
in the IGP chamber through electron impact ionization. The positive
ions created this way are accelerated toward the IGP anode, where
multiple processes cause an entrapment of the particles:
1. Most species are directly chemisorbed by the hot anode surface,
which is made of a getter material, such as Titanium. This applies
for the main constituents of air, N2, O2 and water vapor.
2. Noble gases do not form chemical bonds. The main entrapment
effect for these atoms is direct ion implantation into the anode
bulk by the accelerating voltage. It is aided by the constant
sputtering of anode surface material, which forms layers above.
With pumping efficiency normalized to N2, common species like oxy-
gen, carbon dioxide, water vapor and hydrocarbons have values in the
range 0.6–1. An exception is hydrogen, which due to its low mass is
pumped more efficiently with 1.5–2. The problematic noble gases are
in the range between 0.1–0.3 for triode IGPs.
It should be noted again that because of the molecular flow behavior,
there is no “suction” in the every-day sense from the pump. Its inlet
rather acts as a trap for the gas particles, which do not drag each other.
C.6.2 Pressure measurement
Ion getter pumps can be used in parallel as a particle density gauge,
which is a highly valuable feature. The IGP power supply acts as a
high voltage source to the IGP itself, and can measure the current of
the continuous pumping discharge. Externally, the result is translated
into a monitor voltage which can be converted to a pressure value by
the pump calibration data. We refer to this value as the “displayed
pressure”.
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Although even the manufacturer manuals give a pressure value for
the convenience of the user, the physical quantity measured by the
pump is always the particle density [Jou08]. If the pump temperature
Tpump itself deviates from the calibration temperature Tnorm = 300 K,
the actual pressure inside the pump chamber ppump differs from the





Depending on the anode material, the displayed pressure can also vary
slightly even between pumps of the same type, however, typically only
within a range of less than 10% [Jou08].
C.6.3 W7-X gyrotron pumps
The TH1507 W7-X gyrotrons are each equipped with four ion getter
pumps at the mirrorbox, which are in continuous operation to maintain
the low pressures required to operate. The pumping speed of the
individual pumps SIGP is specified to be 14–16 l/s for operation below
10−5 mbar [Var94].




which yields the pressure in mbar:
pdisp = 1.33322 Ipump · 3
8
· 10−8 (C.13)
A monitor voltage range 0–5 V thus yields a measurement range of
5 · 10−10 mbar to 5 · 10−4 mbar directly at the pump. The pumps are
connected to the mirrorbox vessel by means of cylindrical tubes, which
contain copper screen shields with optimized thickness and hole di-
ameter for protection against the internal microwave stray radiation.
These connectors can be modeled as a tubular connection with a thin
partial aperture, yielding a connectivity of Cconn ≈ 110 l/s.
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D Extended simulation results
This is a supplement to the benchmark in Chapter 3, where the corre-
sponding mode power evolutions as a function of time are given in the
Figures 3.5 and 3.6. The operating point parameters are Vb = 77.0 kV,
Ib = 41.7 A, α = 1.34, δασ = 8% with a peak magnetic flux den-
sity of 5.606 T. On the following pages, the associated field patterns
and spectra are given as an example, in addition to the results from
EVR-PIC.
The field patterns in Figures D.1, D.3 and D.5 show the magnitudes of
the transverse electric field envelope as a function of z, combined with
a sketch of the azimuthally symmetrical geometry.
Similarly, the spectra in Figures D.2, D.4 and D.6 also show field
magnitudes instead of powers. Because the DFT segment lengths are
limited by simulation resources and a separate trace is available for
each mode, here traditionally rectangular window functions are used
to maximize frequency resolution.
It should be noted that not all field/mode normalization factors are
included in these types of output, so comparison between tools and
even different traces in the same graph is less accurate than in the
power vs. time plots.
The three tools agree well in their primary result, but in both types
of representation the differences in numerics and implementation
of physics is obvious. For example, the noise floors differ in their
structure, as in the start-ups presented in Section 3.3.
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D.1 SELFT






















Figure D.1: Fields with SELFT at Vb = 77.0 kV (see Section 3.3.4)











































Figure D.3: Fields with EVRIDIKI at Vb = 77.0 kV (see Section 3.3.5)

















Figure D.4: Amplitude spectra with EVRIDIKI at Vb = 77.0 kV
(see Section 3.3.5)
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D.3 EVR-PIC















Figure D.5: Fields with EVR-PIC at Vb = 77.0 kV (see Section 3.3.5)















Figure D.6: Spectra with EVR-PIC at Vb = 77.0 kV (see Section 3.3.5)
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During the last decades the necessity for energy sources 
alternative to fossil or nuclear fi ssion based technologies
has become increasingly important. One particularly 
promising approach as a long term solution is thermo-
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