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Abstract 
This thesis reflects an endeavor of innovation in the extensively studied field of music 
genre recognition that is widely exploited by multiple applications. The objective is the 
classification of six types of Greek traditional music: songs from Crete and Pontus, Re-
betika, Minor Asia, Epirus and Thrace. Furthermore, the classification process will be 
explored towards the rhythmic patterns of each song for each genre. Since no previous 
research has been done regarding these genres and traditional music is not the domain of 
expertise of the author the challenges were multiple. The classification problem is tackled 
using as target the origin of the song as well as a hierarchical modeling to predict the 
rhythm of the song as emerged from bibliography, exploiting the origin of each song. The 
selection criteria of the dataset, the feature extraction and the classification algorithms 
that were implemented, are explicitly illustrated. Finally, the results and some proposals 
for further research or improvement are discussed. 
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1 Introduction 
Genre recognition is a subject that attracts a lot of interest and techniques for genre 
classification are extensively used with the purpose to automatically recommend songs 
of similar type, archive or query through a database. Although genre recognition is not a 
new trend, nothing has been already explored regarding Greek traditional music. Thus, 
this dissertation constitutes the first endeavor to explore the efficiency of machine learn-
ing techniques towards classification of the Greek traditional music based exclusively on 
audio features. Since many applications employ software that assists the automatic cate-
gorization of music, instead of a manual annotation by human, the value of this research 
can be considered as increased. 
Three are the main tasks to perform music genre recognition: the ground truth, the 
feature extraction and the classification process. Regarding the ground truth, a research 
on musicology and the types of Greek traditional music elucidated on which are the rep-
resentative songs of each genre that should be retrieved. For the second task, Matlab and 
the MIRtoolbox were employed for each song of each genre to extract timbral, rhythmic 
and dynamic features. Finally, the models for classification were constructed in Python 
and Weka, where several algorithms were implemented to achieve high performance.  
The aforementioned tasks were challenging regarding the Greek traditional music. 
Due to the formation of this particular category of Greek music, the first and main chal-
lenge was to conclude to the dataset of the appropriate type and instrumentation to assure 
the quality of the ground truth. Arguably, Greek traditional music captures the history of 
the people, their roots, their everyday lives and their feelings. Due to the migration of the 
population from Minor Asia to the region that was considered Greece and other factors, 
the mixture of cultures strongly affected their music as well. Considering what traditional 
music depicts for the people of each local region, the solution to the classification could 
might be easier to be solved if text and audio analysis were combined. However, for this 
dissertation it was chosen to focus only on the signal analysis of the songs which is inno-
vating.  
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Considering that the previous research regarding the Greek traditional music is poor, 
there were no datasets to analyze and some research in the domain of musicology was 
necessitated. As it is observed, the types of music share same influences and resemble to 
each other. Types that were selected to study in this thesis were the most common ones: 
the songs from Crete, Epirus, Minor Asia, Pontus, Thrace and Rebetika. The criteria based 
on which the dataset was created, are explicated in the Dataset section. The process of 
feature extraction and the models that were implemented are presented in the respective 
sections as well. 
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2 Theoretical Part 
2.1 Related Research on Audio Properties 
Music genre recognition regarding Greek traditional genres is scarce. Thus, it is important 
to display the milestone work that has already been succeeded by the informatics com-
munity regarding the music genre recognition in general and then focus on the Greek 
traditional music as emerged from bibliography. Many researchers have been experiment-
ing with wavelet analysis of the audio towards genre recognition. Others, occupied audio 
features to process with machine learning techniques. Most of them, exploit audio analy-
sis along with text analysis. In order this narrate to be substantial and comprehensive for 
the reader, it is considered that the features should be analyzed right after the description 
of each article. 
In 2002 Tzanetakis and Cook, published an article related to the genre classification es-
tablishing their contribution to this field of research, acquiring multiple citations [1]. 
Their research refers to the feature-based classification of ten genres achieving 61% ac-
curacy. Between the genres they processed are Classical music, Country, Disco, Hip-Hop, 
Jazz, Rock, Blues, Reggae, Pop and Metal. The features that they apply were representa-
tive regarding timbral and rhythmic features.   
SPECTRAL CENTROID  
This feature reflects the tension of the signal to concentrate in the center of its distribution 
[2] [3] [1] [4] [5]. (Picture 1) It is a first order statistical measure and it can be calculated 
by the function f(x): centroid =μ1=∫ x f (x)dx 
 
Picture 1: Centroid 
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SPECTRAL ROLLOFF  
This is a timbral feature that provides the highest frequency of the wavelet by calculating 
the frequency on a defined energy threshold [2] [3] [4] [1] [5]. (Picture2) 
   
Picture 2: Rolloff 
 
SPECTRAL FLUX 
It is another timbral feature that reveals the difference between two successive frames. It 
is calculated by the squared distance of two successive distributions [2] [3] [1] [4] [5]. 
(Picture 3) 
 
Picture 3: Flux 
MFCCs 
MFCCs (Mel-Frequency Cepstral Coefficients) are cepstral features of the sound. It is 
crucial to clarify the term of the cepstral of the audio signal and the cepstral in the scale 
of Mel. The representation of the signal in the Mel’s scale displays the signal’s wavelet 
in equidistant frequency bands. As a result, it is closer to the way of human hearing than 
to the linear representation of the normal frequency spectrum. Thus, the mfcc coefficients 
can be determined as follows: 
Initially, the Fourier Transform is applied to the audio signal, resulting in the normal 
frequency range of the sound. Then, the amplitude that the frequencies represent, are 
mapped to the Mel scale. The new amplitudes of the Mel scale are positioned 
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logarithmically, resulting in a new set of values. The Discrete Cosine Transform is then 
applied on the set of these values. It is worth noting that Discrete Cosine Transform is the 
same as DFT (Discrete Fourier Transform), except for it only processes real numbers. 
DCT is also used as it focuses mainly on low frequencies, where the range acoustic fre-
quencies are. The aforementioned calculations result in the new frequency amplitudes 
which are the mfcc coefficients. The first factor is zero order (constant number) and rep-
resents the mean energy of the signal. Then, the first order coefficients can be calculated, 
the second until the thirteenth order [6] [1] [4] [7] [5]. (Picture 4) 
 
Picture 4: Mel-Frequency Cepstral Coefficients 
ZERO CROSSING 
Indicates the number of times that the waveform changes sign (i.e. crosses x axis). 
This is a timbral feature which is a measure of noisiness [2] [3] [1] [4] [5]. (Picture 5) 
 
Picture 5: Zero-crossings 
 
LOW ENERGY 
The proportion of frames that present energy below the RMS energy. This is also a 
dynamic feature that entails the information of the overall modifications of the energy 
throughout time and reveal how abrupt they are [3] [1] [4] [5]. (Picture 6) 
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Picture 6: Low energy 
 
In 2015 Bassiou et. all, classified two genres of folk music, generated from Pontus or 
Asia Minor, based on both lyrics’ sentiment and text analysis along with canonical cor-
relation analysis of the audio. The dataset included 127 songs in total -57 originated from 
Pontus and 70 from Asia Minor. As far as the audio features concerns, the MFCCs were 
extracted by OpenSMILE Toolkit in a window of thirty seconds for frames of thirty mil-
liseconds overlapping fifty percent. Afterwards, they applied two neural networks that 
train simultaneously one the MFCCs as input and the other the labels. The result they 
achieved is an average score of 97% [6]. 
 
One year after that, Bassiou and other researchers collaborated on classifying 8 types of 
Greek traditional music based on their origin. Their dataset included 461 songs in total 
from eight different regions of Greece and analyzed the wave of the audio by applying 
CQT and filtering in general, processed with neural networks and SVM providing the 
very encouraging result of ~88.39 [8]. 
Furthermore, MUGRAT is a software developed by Kosina for the purpose of the diploma 
thesis, that succeeds in classifying three genres: Metal, Dance, Classical by analyzing the 
texture of the audio. The features that MUGRAT exploits are: Spectral Centroid, Roll off, 
Flux, Zero crossings and Low Energy are extracted using MARSYAS and they are pro-
cessed by Knn algorithm [2].  
Lampropoulos and Tsihrintzis introduced a model of Retrieving and Browsing Greek 
songs from a database by their genre. Features selected during a window of five seconds 
to create one hundred frames of 5 milliseconds and they were: Spectral Centroid, Roll 
off, Flux, Zero crossings, Short-time Energy and Tempo. Afterwards agglomerative hier-
archical model was applied for clustering the songs [2].  
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SHORT-TIME ENERGY 
This feature reflects the way that the amplitude of the wave signal variates through time 
[2]. 
TEMPO  
Detects periodicities of the audio signal in respect to the position of the note that have 
been detected. It is a feature that refers to the rhythm of the audio [5] [2]. 
 
In 2005 the same researchers in collaboration with Lampropoulou focused on discretiza-
tion of the music instruments decomposing the audio signals. The features that exploited 
were the same that Tzanetakis on 2002 proposed. However, the approach that this paper 
followed to differentiate, was the feature extraction process. It was considered that the 
signal should be decomposed, and the features should be retrieved were the instruments 
were dominant. Finally, they implement convolutive sparse coding algorithm [4].  
Makris [9] classifies 7 genres of music: Pop-Rock, Hard Rock, Metal, Disco, Beat, Jazz, 
Classical and Rebetika using both Greek and international dataset in his dissertation. The 
features that exploits are: Spectral Centroid, Roll off, Flux, Zero crossing, Low Energy, 
MFCC processed by C4.5, Ripper, Naïve Bayes, SMO and Back Propagation. 
Music genre classification has been achieved processing the MFCCs in 2011 as well. The 
coefficients were processed by Knn algorithm, Svm, neural networks, aiming to classify 
Classical music, Jazz, Metal and Pop. The innovating proposal in this paper is the map-
ping of the genre to a photograph that matches the genre [7]. 
Apart from the features that have already been discussed and explored by researchers, 
there are more available. Should be noted that genre recognition is a study of field that 
requires machine learning experience accompanied with a high perception on audio sig-
nals and its characteristics. Thus, the features were extensively studied for this disserta-
tion. It is worth to present and explicate some more features. A comprehensive presenta-
tion of them could be the discrimination of them into two categories: the temporal and 
the spectral. Temporal features are time-based characteristics of the sound which are time 
related. On the other hand, regarding the spectral features, they are frequency-based char-
acteristics of the audio waveform, as their name reveals. Some of the features described 
below have been processed through machine learning algorithms for the scope of this 
dissertation. However, the contribution of some was more substantial than others in term 
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of accuracy of the classification. The features that have already been discussed are only 
mentioned [5] [10] [11]. 
2.1.1 Temporal Features 
 
SIGNAL ENVELOP 
Signal envelop underlines the positive amplitude of the signal. It entails the information 
of the way the amplitude changes through time pointing out the sound events.  
 
Picture 7: Signal Envelope 
RMS 
This feature is an indicator of the intensity of sound. It can be described as loudness or 
volume. It is commonly that some music genres, such as heavy metal, characterized by 
high intensity. Statistically, RMS feature represents the root average of the square ampli-
tude of the sound signal to calculate the global energy of the audio signal.  
 
Picture 8: RMS 
 
  -9- 
LOW ENERGY  
 
SIGNAL ATTACK TIME AND ATTACK SLOPE  
This is an indicator of whether a local maximum is succeeded by a local minimum.  
Picture 9: Signal attack time and attack slope 
TEMPO  
 
ZERO CROSSING 
 
SIGNAL AUTOCORRELATION 
Corresponds to the detection of periodicities based on time delay. It refers to the division 
of the signal’s amplitude to the RMS value. 
 
CREST FACTOR 
Indicates the intensity of the peaks of the audio signal. 
 
LOUDNESS 
Refers to the logarithmic presentation of the sound recording expressed in dB. 
 
SIGNAL PEAKS 
Other peak related features can also be extracted such as the number of the peaks, their 
average or their variance. 
 
Picture 10: Peaks 
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2.1.2 Spectral Features 
 
ROUGHNESS 
Harmonicity of sound is indicated by the sinusoid form of the audio signal. However, this 
feature reveals the inharmonicity of the audio signal. This is achieved by calculating the 
average distance of all possible pairs of peaks of the spectrum. 
 
FUNDAMENTAL FREQUENCY 
It refers to the lowest frequency the signal entails. The value of this feature is to discover 
the overtones and the inharmonicity of the sound. Inharmonicity is the derivatives of the 
fundamental frequency while overtones are all the other frequencies of the signal. 
 
EVENT DENSITY  
Depicts the number of the notes detected per second. In fact, it calculates the average 
frequency of the notes and unveils the rhythm of the sound.  
 
ROLLOFF  
For this thesis the energy threshold percentages that applied are:20%, 50%, 80%, 90% 
and 99%.  
   
Picture 11:Rolloff 
 
BRIGHTNESS  
Unlike the previous feature, the threshold that is applied for the brightness of the signal 
is the frequency, providing the amount of the energy above this threshold. For this 
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dissertation, the cutting off frequencies that were utilized are: 500Hz, 1000Hz, 1500Hz, 
2000Hz, 3000Hz, 4000Hz, 8000Hz. This is a timbral feature as well. 
 
Picture 12: Brightness 
MFCC (Mel-Frequency Cepstral Coefficients)  
 
IRREGULARITY 
Expresses the fluctuation of two consecutive peaks of the audio signal. This variable can 
be determined by Jensen’s equation: 𝑖𝑟𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦 =
(∑ (𝑎𝑘+1−𝑎𝑘)
2𝑁
𝑘=1 )
∑ 𝑎𝑘
2𝑁
𝑘=1
 , where 𝑎𝑘 and 
𝑎𝑘+1 are the amplitudes of two successive peaks. 
  
MODE 
Returns values between -1, +1. The closest to +1 the value is, the most major the excerpt 
is predicted to be.   
 
Picture 13: Mode 
Statistical Spectral Features 
CENTROID  
This feature reflects the tension of the signal to concentrate in center of its distribution. It 
is a first order statistical measure and it can be calculated by the function f(x): centroid 
=μ1=∫ x f (x)dx 
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Picture 14: Centroid 
SPREAD  
Provides the standard deviation of the signal from the statistical average which is the 
second order statistical measure of the signal. More specifically, it represents how scat-
tered the values are around the average of the distribution.   σ2=μ2= ∫ (x-μ1 )2 f (x)dx , 
where σ2 is the variance and σ is the standard deviation. 
 
Picture15: Spread 
SKEWNESS  
Reveals the symmetry of the distribution and it is the third order statistical variable. If it 
is positive, it indicates a positive symmetry. The long tail of the distribution is on the left 
side and it means bias to high frequencies. Negative conveys that the symmetry is nega-
tive and there is a long tail on the right side of the average value, which means bias to 
low frequencies. This variable can be determined through the function f(x): skew-
ness=μ3=∫(x-μ1)3f(x)dx or skewcoef=μ3/σ3, where σ is the standard deviation. 
 
Picture 16: Skewness 
 
KURTOSIS   
It is a fourth order variable determined by the formula: kurtosis=μ4/σ4, where μ4=∫(x-
μ1)4f(x)dx and σ is the standard deviation. 
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Picture 17: Kurtosis 
FLATNESS  
Is the desplays the peaks or the smoothness of the audio signal. Flatness is defined by the 
equation:  𝑓𝑙𝑎𝑡𝑛𝑒𝑠𝑠 =
√∏ 𝑥(𝑛)𝑁−1𝑛=0
𝑁
(
∑ 𝑥(𝑛)𝑁−1𝑛=0
𝑁
)
 , where x(n) the values of the signal. 
ENTROPY 
According to information theory, this variable is given based on Shannon’stheorem by 
the formula: H(x)=−∑ 𝑝(𝑥𝑖)
𝑛
𝑖=1 ∙ 𝑙𝑜𝑔𝑏(𝑝(𝑥𝑖)), where 𝑥𝑖 the distributed values of the 
audio signal. 
The features presented above were extracted using Matlab and more specifically 
MIRtoolbox. The implementation of them in the model and their importance, will be 
extensively describted in the following Chapter 3.  
 
2.2 Machine Learning Concept 
The rapid technological progress over the past century, provided the fertile ground for 
new challenges to flourish. Human effort is minimized, and the high quality of the final 
outcome is ensured. Smart devices that simulate the way that the human brain operates 
have been developed providing the possibility of complex operations to be accomplished. 
The aforementioned achievements along with the increased and affordable computational 
power established all the necessary prerequisites for learning systems to be further devel-
oped. Machine Learning techniques refer to such learning systems that are applicable to 
multiple fields of interest. The most significant superiority among the others is that ap-
plying machine learning techniques can reveal insights from historical data and previous 
experience. Machine learning algorithms can be easily discretized to supervised learning, 
unsupervised learning and reinforcement learning [12].  
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2.2.1 Supervised Learning 
The concept of supervised machine learning aims to extract meaningful insights out of 
labeled data that are used for training the algorithm in order to handle future unknown 
instances. Training data are input vectors of features that contain the output value which 
is the target value. A Prior task for the supervised algorithms is to process training in-
stances in order to construct the function which will be later used for mapping new in-
stances with the output values. The supervised machine learning algorithms perform the 
following steps: 
 
1st: User-defined training instances. This step is important as the user has to define the 
type of training samples according to the task performed. 
2nd: A representative training set is collected to serve the needs of the task along with the 
respective output values and the test set that will later be used for evaluation. 
3rd: The construction of the function, so that the training set fit to the target output values  
4th: Prediction of the new instances (test set) in respect to the output values. 
5th: Evaluation measurements of the constructed function in order to assess the perfor-
mance of the algorithm.  
 
The aforementioned steps constitute the basic concept of supervised learning algorithms 
in simple words. The particular algorithm that the user should employ to solve a specific 
problem depends on the nature of the problem, as well as the available data. There are 
many cases that the data should be pre-processed before implemented in the learning pro-
cess. For instance, the user should be aware of the heterogeneity of the dataset. Some 
algorithms are simpler when handling input vectors that contain discrete, discrete ordered, 
counts or continuous values than others. Moreover, there may be values in the input vector 
that are redundant and it is probable to mislead the training procedure of the algorithm or 
delay it. Finally, some problems are non-linear separable, so some algorithms cannot han-
dle nonlinearity to provide an accurate result [12] [13]. 
 
Nearest Neighbor Classifier 
 
This classifier belongs to the family of supervised learning and produces satisfactory re-
sults without a lot of pre-processing on the dataset. No assumptions are rendered to the 
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dataset in advance, which makes this algorithm a nonparametric one. Furthermore, in 
contrast with other algorithms, Knn is a lazy learner achieving generalization during the 
testing procedure and not during the training phase like the others [14] [15] (Picture 18). 
Furthermore, the ‘laziness’ of this algorithm skips the phase of the training as the algo-
rithm focuses on categorizing the new instances based on the class of the majority of K 
closest neighbors [15]. As training phase can be considered the allocation of the labeled 
data to their respective class [16]. Selecting the appropriate number of K neighbors to be 
taken into account is a challenging task. Defining K=1 for any number of classes seems 
to lead to the nearest-neighbor rule as the test instance is always affiliated to its closest 
neighbor [15] [16]. A technique that is adopted extensively, is to define an odd number 
to the K and more specifically K=3 in a two-class problem. Another technique is to assign 
the new instance to the class with the minimum distance from the boundaries of the other 
classes [14].  A large number of K might reduce the noise of the misclassified instances, 
providing a more accurate result. However, at some point the allocation of the testing data 
might end up as an arbitrary event. Thus, the value of K is often selected through cross-
validation [13] [14] [15] [16] [12]. 
 
Picture 18: Knn Algorithm 
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Decision Trees 
 
Decision trees are designed in a hierarchical structure which is described extensively be-
low. Apart from the other superiorities, they can also be used to reveal the rules behind 
the data in three aspects: the description, the classification and finally the generalization 
of the data. The description refers to the downgrade of the volume of data in order to 
achieve an elusive and accurate outline. Regarding classification, this is the processes that 
best differentiate the classes of similar objects. Finally, by the term generalization, it is 
implied the assignment of the independent to the dependent values used to predict the 
value of an unknown future dependent variable [17]. 
The concept of decision trees is affiliated to a supervised method of learning as the train-
ing data set is assigned to labels [18] [19]. Worth to be mentioned is that the training set 
involves the instances with the features or attributes that refer to them and finally the class 
label. The training sample can either contain numerical values or categorical respectively 
[17] [20] [21]. 
The training set consists of instances and each attribute is described by a set of features 
and a class label. Building a decision tree is the process of splitting the instances by their 
features and map them to their labels iteratively until no further splits can be achieved 
[17][19][21]. This hierarchical concept of the structure of the decision trees consists of 
three nodes: the root, the internal and the leaf node. 
 
Root Node: is, as the name indicates, the root of the tree. There are no incoming edges 
and end up to zero or many outgoing. In this part, the testing process occurs. 
Internal Node: there is precisely one edge entering the node and two or many outgoing. 
The sample is also tested in this part. 
Leaf Node: in this node, there is exactly one edge as income and no outgoings. The label 
class label of the instances is presented in this phase [18]. 
 
One of the most challenging tasks is selecting useful features at every node to enhance 
the performance of the model. There are several methods to capture the best subset and 
there are three rules suggested by Ben Bassat that are employed as evaluation criteria for 
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feature selection: rules based on information theory, rules based on distance measures and 
dependence-based measures: 
 
Information Theory rules: Rules which derive from Shannon’s entropy and explore how 
to maximize the global mutual information of the whole tree when expanding the tree 
nodes that result to the highest gain in the average mutual information. Mingers proposed 
a theoretic measure of information that contributes to the decision of tree construction 
and the end of splitting, which simulates the distribution of the x2. Finally, according to 
De Merckt the numeric attributes can be better handled by combining information gain 
and geometric distance [17]. 
 
Distance-based rules: Distance is not referred to the geospatial aspect of the term but the 
distance between the probability distribution between the classes [17]. An important 
measure is the Gini index, which performs better with a small number of classes, while 
Twoing index is preferred to tangle with larger numbers [17] [22]. Gini index reinforces 
the creation of equal sized offspring [17]. However, Taylor and Silverman suggested the 
mean posterior improvement that underlines the offspring class subsets. Finally, Kolmo-
gorov-Smirnoff distance is also a well-known measure that was first introduced for tree 
induction in a two-class problem and afterward it was optimized for multiclass problems, 
as well. 
 
Dependence-based rules: These rules are extracted based on the dependence between two 
random variables. This fact can explicate that these rules can be associated with the other 
two rules above [17].  
 
Concluding, there are several advantages emerging from the decision trees’ induction. 
Several distributions of data can be handled, as induction is exploratory and non-para-
metric, while the interference of the algorithm does not distort the data (normalization). 
Thus, the features can be better exploited. As aforementioned, the formality of decision 
trees can operate on both unimodal and multimodal data while statistic approaches use 
different strategies for classification. Moreover, induction is fruitful either towards deter-
ministic problems or incomplete where the dependent variable cannot be defined by the 
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independent variables. Finally, the process of classification is achieved by more compre-
hensive means. 
 
Artificial Neural Networks 
 
Roughly trying to explain how the human brain functions, one could say that the neuron 
is in charge to convey the stimulus. A neuron consists of three parts: dendrites, axon and 
synapses. Dendrites accept the electrical pulse from other neurons (input), axon is the 
output layer that sends out electrical pulses of constant amplitude but variable frequency. 
Finally, the synapses which are the connection points between the axon branches and 
dendrites from other neurons. Synapses also entail vesicles with ions (NA+, K-) that af-
fect the ease of transmission of electrical activity from the receiving dendrite. The per-
centage of the electrical potential transmitted is described by a number called synaptic 
weight. There two types of synapses: the amplifying (excitatory) and the blocking(inhib-
itory) [23].  
Artificial neural networks have been developed simulating the functionality of a neuron. 
An artificial network of a single neuron consists of a set of synapses or connecting links 
that contribute with a certain weight, the adder and the activation function. When the 
input value passes through the synapses, the value is multiplied by the weight that is char-
acterized. The role of the adder is to sum all the input values that have been amplified. 
This procedure is called linear combiner. Finally, the activation function bounds the am-
plitude of the values into permitted limits before the values exported out of the neuron. 
Typically, the activation function normalizes the data. Finally, there is a parameter called 
bias that controls the value that the activation function considers as input by intensifying 
it, if it is positive and decreasing it if it is negative [23]. 
 
A single layer neural network includes one layer of neurons. The input layer receives the 
input values and transmit them to the output layer of the neurons. The calculations occur 
on the output layer. The design of this single layer neuron is a called a feedforward net-
work. The multilayer feedforward neural network consists of an input layer, the output 
layer and a hidden layer between them. In the hidden layer the computations that take 
place are directly feed to the output layer as input and then the final result is visible. Since 
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the target values are known for the input vectors, the procedure of training samples, in-
cludes the recalculation of the weights to minimize the error of the output values towards 
the actual (target) value. Thus, one of the most applicable training processes, backpropa-
gation, takes place [23].  
Backpropagation can be applied in the case of multilayer neurons. Assume that there are 
n layers. The backpropagation training procedure refers to examining all the input vec-
tors(patterns) as described to the feedforward case until the nth layer. In the nth layer, the 
output values are compared to the target value and the go back to the (n-1)th till the first 
layer and recalculate the number of the weight, so that the mean squared errors are mini-
mized for all patterns. This is the end of an epoch and this procedure is repeated till the 
defined number of epochs or some termination criteria. As termination criteria are usually 
used the below conditions: (1) errors are below a permitted threshold ε, (2) the error be-
tween two consecutive epochs does not improve significantly and (3) the weights in some 
epoch are insignificantly fixed. There are multiple advantages using artificial neural net-
works. One of their properties is the capability to solve nonlinear problems and adaptivity 
to reassess the synapses weights to succeed high performance. Moreover, the user can 
benefit as neural network can indicate the patterns that should be trusted and the level of 
trust [13] [15] [23] [24]. 
  
SVM (Support Vector Machines) 
 
The initial approach to classification of this algorithm is to achieve a linear separation of 
two classes by processing a small number of the input patterns (support vectors) that are 
considered to be the most pivotal towards separation. This procedure aims to the defini-
tion of the boundaries of each class. A linear function is formulated as the discretization 
hyperplane of the classes. A superior advantage of this algorithm is the generalization. 
This is achieved by the margin (decision boundary) that it created between the two classes 
right after the optimization of the separation surface (hyperplane). If the problem is not 
linear separated, this algorithm utilizes a Kernel function to transform the input patterns 
to different space so that the problem can be approached linearly. Thus, the performance 
of this algorithm is distinguished for its accuracy, flexibility to handle linear and non-
linear separated problems and efficiency regarding time [12] [25].  
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Statistical Regression 
 
The approach that this method follows is to define a function so that the target value, 
which is a dependent variable, fits to the independent variables that it relates. This ap-
proach can tackle with linear and non-linear separating problems. 
Linear Regression: The function the algorithm employs is a linear function 𝑦 = 𝑎 ∙ 𝑥 + 𝑏 
where y is the target value and x the independent variable. The parameters a and b are 
formed so that the least squared errors to be minimized. 
Multiple Linear Regression: If the dependence of the target value relates to more than 
two, the multiple linear regression should be applied. The function is parametrized as 
follows, 𝑦 = 𝛼1𝑥1 + 𝛼2𝑥2 +⋯+ 𝑎𝑛𝑥𝑛 + 𝑏 where y is the target value and x is the inde-
pendent variables. The parameters 𝛼𝑙 and b are fixed so that the target value fits to the 
function minimizing the least squared errors. 
Logistic Regression: This approach can solve non-linear separated problems. Applying 
logarithmic transformation, the target value can accept values between [0,1]. The function 
is formatted 𝑌 =
1
1+ⅇ(𝑎+𝑏𝑥)
 where Y is the dependent variable and the variables a and b are 
defined for each couple of (x, Y) [10] [13].  
 
2.2.2 Unsupervised Learning 
The unsupervised learning approach refers to the extraction of associations among unla-
beled instances. Unlike the supervised learning, during the learning process without su-
pervision, the input vectors are grouped without any previous training. The aim is to dis-
cover the hidden relationships between the data according to some criteria, in order to 
gain beforehand knowledge and cope with new unlabeled data.  Similar examples of data 
can be categorized according to independent similar characteristics (clustering) or accord-
ing to the data distribution in space (density estimation). This technique can be useful, as 
annotating a large amount of data can be costly and, in some cases, there is no a priori 
knowledge of the number or the classes themselves of data (data mining). Furthermore, 
the unsupervised approach can produce knowledge regarding the similarity/dissimilarity 
of the dataset and it can be used as a preprocessing tool in order to obtain a better com-
prehension of the dataset (detect abnormalities, generate a hypothesis, organize and sum-
marize data) [26]. 
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K-Means 
One of the widely applicable clustering approaches is the K-Means algorithm. K-Means 
is a greedy algorithm aiming to partition data by minimizing the sum of squared errors 
between the distance of the instances and the center of the clusters. The instances are 
grouped in a predefined number of K groups. This algorithm can operate only numerical 
values, while the non-numerical attributes are ignored. During the initiating step, the user 
defines the number of groups by trial and error or intuitively. Subsequently, the algorithm 
or the user selects at random starting points that represent the center of the cluster.  
Afterwards, according to similarity measurements, begins the procedure of grouping the 
associated instances in the same cluster. The similarity criterion that is applied is the dis-
tance. Euclidean distance is the most commonly used, while Chebyshev or Mahalanobis 
are also well-known distance metrics. The first instance is assigned to the cluster that is 
closer to the initial starting points. The center of the cluster is then recalculated, and the 
same procedure occurs progressively for the cluster that a new instance is allocated. This 
iterative procedure is terminated when the samples have been fully examined or when a 
termination criterion is activated [26]. 
 
 
 
Picture 19: Kmeans 
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It is worth to be clarified that the parameters of the K Means algorithm (the number of 
clusters, the initial centers of the clusters and the similarity measurement) can be user-
defined or default selected. Summarizing the initial parameters are of high importance as 
they can determine the overall performance of the algorithm optimizing the form of the 
clusters. For instance, experiments with a different number of K or different starting 
points can output a totally different result. Moreover, using as distance metric the Euclid-
ean distance, the k means algorithm creates clusters of convex shape while the Mahalano-
bis distance can identify hyper- ellipsoidal clusters. Finally, the performance of this algo-
rithm cannot be assessed until the final output. As aforementioned, the vector of the in-
stances examined by K Means are independent and they are tackled as unknown. Thus, 
the performance of the algorithm can be evaluated in contradiction to experiments with 
different initial parameters [26] [12]. 
 
 
2.3 Greek Traditional Genres 
Greek traditional music, or ‘Dimotika’ as used to be called, reflects the evolution of the 
byzantine and archaic music in combination. This term is not considered to be just one 
type of Greek music but many, depending on the separation criterion that one can choose. 
More specifically, ‘Dimotika’ are the creation of an unknown artist and sometimes un-
known origin that expand all over Greece from mouth to mouth and develop the same 
period with the byzantine religious music. The majority of them is monophonic and most 
of the researchers consider that there are two categories of ‘Dimotika’: those that originate 
from the islands ‘nisiotika’ (Thrace, Islands, Minor Asia, Cyprus) and the continental 
‘steryiana’ or ‘ipeirotika’ (Macedonia, Epirus, Thessaly, Peloponnese and Central 
Greece). 
At the early 20s the music that dominate in Greece was what was called ‘astika’. This 
type of music was developed after the migration from the Minor Asia during the 1922. It 
was influenced from the penetration of western-like music characteristics around the big 
commercial ports along with the interchange of multicultural elements. Geographically, 
the regions that contributed the most to the evolution of the Greek music were the most 
popular and busy ports of the Mediterranean Sea such as Athens, Thessaloniki, Piraeus, 
Patra, Volos, the Ionian ports which were basically influenced by the sound of Italy, 
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Istanbul, Smyrna, Propodida and the region of the Aegean and Ayvalik. Promptly, Rebet-
ika were borned which delivered the immigrants’ distress and it is the first time that the 
term ‘soft’ music is used to represent the music of romance, feelings and wine. Afterwards 
and due to the elements that were absorbed basically from the French and Italian, comical 
affair plays, the revue and the operetta appeared in Greece.  
The second World War left its marks in Greek culture, too. During the war, the anti-war 
songs and the popular or ‘laika’ were introduced. By the ending of this era, more Euro-
pean contributions are observed, initiating the Greek musicals. Consequently, the style of 
the sound changed introducing pop and the ‘new wave’ of Greek music similar to the 
European. The ‘new wave’ music style combined ‘soft’ music with the ‘entechno’ style 
which refers to more poetic and vibrant lyrics. During the dictatorship that Greece faced, 
the songs about politics came to the forefront. 
The production of ‘Dimotika’ songs gradually fainted after the 1970 as the influences 
from other cultures and most commonly from Europe, changes drastically the sound and 
the theme content of the Greek songs. Subsequently, a presentation of the categories of 
the Greek traditional music follows, along with the respective criteria [27]. 
As mentioned before, Rebetika developed at the end of the 18th century till the 1955-55. 
This genre is considered that it should be studied separately for this thesis, as it reflects 
the modern music history of Greece.   As describted before, during 1912-1922 there is 
the biggest mobillity of people moving from Minor Asia to Greece. The natives had 
already have their  music culture. Almost 1,5 million immigrants were driven out. Immi-
grants settled in the suburbs of the city centers and the islands of Aegean as well. Their 
songs along with the interference of the local music constituted the substrate that led to 
the formation of the music idiom of Rebetika. The root of Rebetika is considered to be a 
blend of the byzantine music and the local music of the islands and continental Greece.  
There are multiple theories regarding what ‘rebetis’(i.e. the person that has to do with 
Rebetika) means. This term is formed during the Turkish domination and it means 
rebellious, the person who lives abstained from the social norms. The same meaning is 
attached by the assumption that the root of the word is the italic word ‘rebelo’. Finally, in 
ancient Greek this term stems from the verb ‘ρέμβομαι’ which is employed by the famous 
Cretan poet Vitsentzos Kornaros. The definition of the term was the property of wander-
ing, thinking and bragging. However, the Rebetika songs were established to describe 
marginal group of people [28]. 
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Finally, it is widely acknowledged that the geographical position that Greece poses is 
such, that has always been at the center of the multi-cultural mixture. This fact along with 
the historical events that this country has been through, have shaped a rich music tradition. 
A very early knowledge a young Greek can learn at school regarding Greek music, is the 
four types among many, that define the Greek traditional music: their origin, their creation 
year, their theme topic that they refer to and finally their tempo which more abstractly 
can be considered as the kind of traditional dance [29] [30] [31].  
According to their origin [29]: 
Thrace  
Macedonia  
Epirus 
Central Greece 
Peloponnese 
Islands of Aegean 
Ionian Islands 
Crete 
Pontus 
 
According to the creation year [28]: 
1900 ‘Dimotiko’ and ‘astiko’ 
1920 ‘Rebetiko’ and ‘soft’  
1930 Operetta and comical plays 
1940 Anti-war and Popular 
1950 Musicals 
1960 ‘Entechno’, multilingual pop and ‘new wave’ 
1970 Anti-dictatorism, political and ‘entechno’ 
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According to content [32]: 
• Acritic Songs: developed during 8th-12th century and refer to “actrites”, the 
guards of the borders of the byzantine empire 
• ‘Paraloges’: introduced on the Medieval years and the theme their content is 
mythic with dramatic 
• Historical: referring to the historical events of Greece 
• ‘Kleftika’: the subject of these songs are the ‘kleftes’ and ‘amartolous’, who rep-
resent the defenders against Turkish domination. 
• Everyday life songs: subcategories are referring to marriage, working etc. 
• Funeral songs: songs addressed to the grief of losing a close person 
• So-called Carols: religious songs such as Christmas carols 
 
According to rhythmic pattern [31] [29]: 
Those of measure:  
1. 2/8 or disimi rate  
2. 3/8 or triplet rate  
3. 4/8 or tetrasimo rate (finger genus)  
4. 5/8 or five-point rhythm (paeonic genus) Epirus, Peloponnese, Dodecanese, Cyprus, 
Pontus 
5. 6/8 six-point (iambic genus)  
6. 7/8 or seven-point rhythm (epitrito genus) Panhellenic 
7. 8/8 or eight-point rhythm 
8. 9/8 or nine-point rhythm Dodecanese, Pontus, Cyprus 
3 Experimental Part 
In this part, the technical details regarding the implementation of machine learning in 
response to the genre classification problem will be displayed. First of all, a discussion 
on the criteria that the dataset was collected and the multiple obstacles that were 
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confronted will be presented. Consequently, the feature extraction and the preprocessing 
phase will be discussed. Finally, it is important to mention the procedure of the feature 
evaluation and the construction of the classification model. The algorithms and their re-
sults per genre will be analyzed extensively.   
3.1 Dataset 
This dissertation required an extensive research on the field of greek traditional music. 
This fact could be avoided if there was an open dataset with representative songs of each 
category of greek folk music. Since there was not, the author of this thesis should delve 
into traditional music. This research turned to be captivating and fraustrating at the same 
time. 
The initial idea was to collect 50 songs per 11 genres and then process and categorize 
them in respect to their origin, rhythmic pattern and the type of the traditional dance 
associated to each song from each region. Most of the research papers on traditional music 
presented the text analysis or the melody analysis of particular and really few folk songs. 
In addition, books published by the Ministry of Culture and other Institutes included only 
the lyrics as well as the melody of the songs in byzantine depiction. This fact necessitated 
an expert to be able to identify the information that was required for this dissertation. 
Finally, some dissertations  that were published and some that they were not provided a 
puzzle of information that should be gathered with the highest levels of attention in order 
to guarantee the quality of the ground truth. Even under these encouraging circumstances, 
the information about the songs, their origin, rhythmic pattern and name of dance was 
extremely little. Moreover, the task of mapping this information with a recording that 
reflects them was even more challenging. 
 Since there was no official source of information about all these tags at the same time, 
Domna Samiou came to the front during this extensive research. She is an expert musician 
that dedicated her life to record original Greek traditional songs. Her impressive work 
constitutes the heritage that this dissertation is based on. Unfortunatelly, her death left her 
work  incomplete. On account of her ancestry from Minor Asia, information about songs 
origin from there are richer that other regions. 
The collection of the dataset was a contribution of many dissertations and Domna’s 
Samiou research. Other challenging factors were the discovery of representative record-
ings and orchestra. Furthermore, to ensure an unbiased classification solution, the 
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recording should not entail the same musicians or vocalists or even the same studio. 
Lastly, the imbalance of the dataset would address a new classification problem and it 
should be resolved in advance. 
All the aforementioned reasons along with the limited time, led to the decision to collect 
a smaller dataset for the categories that present the most optimized material in quality and 
quantity. The categories that will be processed are 189 songs equally distributed to origin 
from Crete, Epirus, Minor Asia, Pontus, Thrace and Rebetika. Furthermore, the classifi-
cation process will be performed for songs of 2,3,4,5,6,7,9 rhythmic patterns and combi-
nations of them, polyphonic songs and songs of free style. 
It is worth to be mentioned that collecting the suitable dataset was a back and forth pro-
cedure as there are several songs that have the same title but different origin and rhythm. 
For instance, the song ‘Mηλίτσα που ‘σαι στον γκρεμό’ includes the same lyrics but it 
has 7 hits in a musical meter when origins from Minor Asia and 9 hits when origins from 
Thrace. The same applies for the song ‘Χορός των μαντηλιών’ which is addressed to the 
same kind of dance, but its origin and rhythm differentiates. The label for each song re-
garding the rhythm, emerged from bibliography and the map of the recording and the 
label was validated by experts. Finally, in terms of generalization, songs with rhythmic 
swings were preferred and also involved in the dataset.  
A graphical illustration of the dataset follows, to briefly represent the quality of the da-
taset in a more comprehensive way. 
 
Figure 1a: Presentation of the dataset in respect to the rhythmic pattern 
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Figure 1b: Presentation of the dataset in respect to the genre 
 
3.2 Feature Extraction 
As soon as the dataset was formed, the songs that belong to my personal archive were 
transformed in .wav format, sampled at 44100Hz with 16 bits per sample. There were 
songs of different duration and in some cases, there were large periods of silence. More-
over, there were some songs that performed the similar free style introductions or endings 
with other songs of other genres and this was considered as redundant information. These 
factors necessitated the further processing of the songs. This processing achieved with 
Adobe Audition that provided the possibility to cut the songs in the way that only the 
useful and representative information would be entailed. 
The final song was stored in separated files of the respective genre. Afterwards, the da-
taset was well prepared for the phase of feature extraction. This operation was achieved 
using Matlab and MIRtoolbox. The features that were extracted are those mentioned in 
the previous section. It was considered to collect data for two types of experiments. So, 
the mfile that was created, preformed feature extraction for simple windows and overlap-
ping windows. 
More specifically, the mfile included 33 features for each song of each genre (Table 
3.2.1). The duration in which they were produced is 1sec without overlapping frames. 
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The second mfile produced the same features with a degree of overlapping of 30 per cent. 
There was a concern that the feature of tempo would not be as useful as it would be it if 
it was extracted for a longer duration. Thus, an extra feature was added which was the 
tempo extracted for the whole song. However, at the end it was not used as it was consid-
ered redundant, providing no meaningful information addressed to the classification prob-
lem. On the contrary, it was deemed to add some kind of bias to the model. Finally, Matlab 
produced 189 csv files, archived per genre including all the aforementioned features. A 
new feature that emerged from the bibliography was added manually to these files. This 
feature constitutes the target value at the second level of the experimental phase, which 
is the rhythmic pattern of each song. 
 
 
A/A Features 
1 brightness500 
2 brightness1000 
3 brightness2000 
4 brightness3000 
5 brightness4000 
6 brightness8000 
7 centroid 
8 entropy 
9 flatness 
10 frametempo 
11 kurtosis 
12 mfcc1 
13 mfcc10 
14 mfcc11 
15 mfcc12 
16 mfcc13 
17 mfcc2 
18 mfcc3 
19 mfcc4 
20 mfcc5 
21 mfcc6 
22 mfcc7 
23 mfcc8 
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24 mfcc9 
25 mode 
26 regularity 
27 rolloff20 
28 rolloff50 
29 rolloff80 
30 rolloff90 
31 rolloff99 
32 skewness 
33 spread 
 
 
3.3 Model Construction 
The construction of the model will constitute the solution to the classification problem 
of genre recognition. Before building the model, it should be reconsidered the quality of 
the data that have been gathered and again the definition of the problem to be tackled. 
The dataset that has been collected includes numerical values, some of them are null while 
others are infinite. In addition, the target values are categorical. It is definitely a classifi-
cation problem and it is reckoned that Regression algorithms won’t be efficient due to the 
nature of the data. Furthermore, the distribution of the dataset is unknown, so we will 
discover it later on. What is expected is that the decision tree algorithms will probably fit 
to the problem. 
The initial attempt was implemented in python. The csv files were read and merged 
into one data frame and then labels of the features were added. Afterwards, the numerical 
values were rounded to the second decimal and finally the frames were shuffled. Random 
split was employed to create training and test set. The 70 percent of the dataset constituted 
the training sample and the 30 percent the testing set. Consequently, multiple experiments 
were conducted, the results of which, will be displayed below. The accuracy of the pre-
diction of each frame is occupied as evaluation measure of the algorithm.  
Should be noted that due to the time limitation and in terms of efficiency, the vast 
amount of the experiments was conducted in Weka [33].  
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3.3.1 Feature Evaluation 
The experiments were carried out for all the available. Three evaluation algorithms were 
applied to identify those features that contribute the most. These algorithms are the RFE, 
InfoGainAttributeEval and OneRAttributeEval. The first one was applied in python as it 
not available in Weka. The ranking that each algorithm resulted in is displayed below. 
There features are sorted by the average ranking that each algorithm provided.    
A/A Features RFE Info Gain One R  
1 rolloff99 1 1 1 
2 spread 2 2 2 
3 rolloff90 7 3 4 
4 mfcc2 3 6 6 
5 flatness 15 4 3 
6 mfcc3 6 8 8 
7 kurtosis 10 7 7 
8 brightness8000 18 5 5 
9 mfcc4 5 11 16 
10 mfcc1 4 12 17 
11 rolloff20 11 15 11 
12 entropy 20 16 9 
13 brightness4000 26 10 13 
14 brightness1000 14 18 18 
15 centroid 31 9 10 
16 skewness 22 14 14 
17 brightness500 19 17 15 
18 mfcc6 9 21 21 
19 mfcc7 8 20 23 
20 rolloff80 29 13 12 
21 mfcc5 12 24 24 
22 rolloff50 23 19 20 
23 mfcc9 13 25 25 
24 brightness2000 28 22 19 
25 mfcc13 17 26 28 
26 mfcc8 16 27 29 
27 brightness3000 30 23 22 
28 mfcc10 24 29 27 
29 mfcc11 21 30 30 
30 regularity 27 28 26 
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31 mfcc12 25 31 31 
32 mode 33 32 32 
33 frametempo 32 33 33 
 
All the algorithms employ the same baseline concept to conclude to the importance of the 
features:  
RFE: The instances are trained with Random Forest Classifier applying the default pa-
rameters (i.e. the 10 decision trees are employed using as splitting criterion the Gini In-
dex). Afterwards, the most important features are extracted performing iterative elimina-
tions of unimportant features. 
Info Gain: This algorithm, returns the level of contribution for each feature measuring the 
information gain with respect to the class. 
One R: This evaluator occupies the OneR classifier which employs the minimum-error 
feature regarding prediction to discretize numeric attributes. 
The aforementioned evaluating algorithms apparently produced similar results. Worth to 
be mentioned is that their capabilities are also similar. However, some there are some 
differences. Although RFE cannot handle unlabeled data, the other two algorithms can 
tackle both supervised and unsupervised models and the dataset can entail either numeric, 
date or null values.   
 
3.4 Experimental Results-Discussion 
One of the most important sections is the section where the experiments will be displayed. 
It is already mentioned that the approach of this thesis regarding genre recognition, is 
twofold. The first classification approach is achieved applying the genre of each frame as 
the target value, while the other approach utilizes the rhythmic pattern of each song to-
wards a hierarchical classification problem. It is clarified already that the second approach 
is based on a feature emerged from bibliography.  
The classification process involved multiple trials with all available algorithms, however 
in terms of efficient discussion, only five of them will presented. The machine learning 
algorithms that will be presented are: IBk, Perceptron, Logistic, Random Forest and J48. 
The experiments were conducted for different classes, as mentioned before, different fea-
ture extraction window (i.e. simple window and 30% overlapping windows) for all 
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features. To validate the result of each algorithm, 10-fold cross validation method was 
applied. 
3.4.1 Genre Classification 
The .csv files obtained from Matlab were processed in weka. For the first part of the 
experiments the five aforementioned algorithms were applied for features extracted with 
sample rate 1s and for overlapping windows of 1s duration as well. 
Non-overlapping windows 
The first .csv file includes 33 features for 32.626 instances extracted from non-overlap-
ping windows. The following table and the figure display the success of classification for 
each genre of each algorithm. Afterwards, is presented the discussion on the observations.  
 
 
Table 1: Overall performance. 
 
Figure 1: Graphical presentation of algorithm’s performance. 
Algorithm Score
IBk 83%
Random Forest 82%
Logistic 55%
J48 64%
Multilayer Perceptron 68%
Non overlapping windows
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According to Table 1, Figure 1 the best performance is IBk ’s achieving the score of 83% 
while Random Forest is one unit behind. Multilayer Perceptron succeeded third 68% ac-
curacy, J48 follows with 64% and finally Logistic scored last with 55%. 
Logistic Regression is a probabilistic model that fixes a function so that the dependent 
variable can fit to it according to the independent variables. The independent variables in 
this problem are the features that have already been discussed. There seems that this is 
not a linear separated problem. 
Algorithms 
Overall 
accuracy 
True 
Genre 
Errors 
   
Thrace 
Epirus Crete Pontus Rebetika 
Minor 
Asia 
IBk 83% 85% 1% 4% 3% 1% 6% 
Random Forest 82% 78% 5% 5% 3% 1% 7% 
Logistic 55% 50% 15% 13% 8% 2% 13% 
J48 64% 61% 11% 8% 7% 3% 11% 
Multilayer  
Perceptron 68% 62% 9% 8% 6% 2% 12% 
   
Epirus 
Thrace Crete Pontus Rebetika 
Minor 
Asia 
IBk 83% 77% 5% 5% 4% 3% 7% 
Random Forest 82% 81% 3% 7% 3% 1% 6% 
Logistic 55% 52% 7% 14% 5% 8% 14% 
J48 64% 60% 9% 9% 7% 5% 11% 
Multilayer  
Perceptron 68% 66% 5% 8% 5% 4% 13% 
   
Crete 
Thrace Epirus Pontus Rebetika 
Minor 
Asia 
IBk 83% 82% 3% 4% 5% 1% 4% 
Random Forest 82% 86% 2% 4% 4% 0% 3% 
Logistic 55% 52% 9% 13% 16% 2% 7% 
J48 64% 65% 7% 10% 8% 3% 7% 
Multilayer  
Perceptron 68% 71% 5% 8% 8% 2% 6% 
   
Pontus 
Thrace Epirus Crete Rebetika 
Minor 
Asia 
IBk 83% 86% 3% 2% 4% 1% 4% 
Random Forest 82% 83% 2% 4% 6% 0% 4% 
Logistic 55% 68% 5% 4% 14% 3% 7% 
J48 64% 67% 6% 7% 9% 3% 7% 
Multilayer  
Perceptron 68% 74% 5% 5% 7% 2% 7% 
   
Rebet-
ika Thrace Epirus Crete Pontus 
Minor 
Asia 
IBk 83% 87% 2% 3% 3% 2% 3% 
Random Forest 82% 85% 1% 4% 4% 2% 3% 
Logistic 55% 70% 2% 9% 9% 4% 6% 
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J48 64% 79% 3% 6% 5% 3% 4% 
Multilayer  
Perceptron 68% 78% 2% 6% 5% 3% 5% 
   
Minor 
Asia Thrace Epirus Crete Pontus Rebetika 
IBk 83% 78% 6% 5% 5% 4% 2% 
Random Forest 82% 76% 5% 6% 8% 4% 2% 
Logistic 55% 39% 12% 18% 14% 11% 6% 
J48 64% 55% 11% 12% 10% 8% 4% 
Multilayer  
Perceptron 68% 57% 8% 13% 11% 7% 4%  
Table 2: Overall performance of the algorithms per class and the leakage. 
In Table 2 presents the algorithms and the overall performance of each one in the first 
two columns. In the third column is the actual genre that is examined and the classification 
score each algorithm succeeded. The error column presents the leakage of the misclassi-
fied instances. 
Rebetika seems to be the most efficiently separated genre. This fact is quite supported by 
bibliography as the texture of the sound is quite different from the other genres, including 
different combination of musical instruments and different style. Even the Logistic Re-
gression algorithm which has the lowest performance, succeeded on separating this type 
of music by 70% accurate which is the higher score that achieved. 
What is also remarkable is that there a low rate of leakage in between songs from Pontus 
and Crete as expected from bibliography. It is well known that they include the same 
musical instrument (lyra). It is obvious that the best algorithm IBk, confuses these two 
genres by 5%. However, the model can distinguish the differences. 
A more comprehensive presentation of the misclassified objects follows in Table 3 where 
the errors are displayed for each algorithm.    
IBK Thrace Epirus Crete Pontus 
Rebet-
ika Minor Asia 
Thrace   1% 4% 3% 1% 6% 
Epirus 5%   5% 4% 3% 7% 
Crete 3% 4%   5% 1% 4% 
Pontus 3% 2% 4%   1% 4% 
Rebetika 2% 3% 3% 2%   3% 
Minor Asia 6% 5% 5% 4% 2%   
Logistic Thrace Epirus Crete Pontus 
Rebet-
ika Minor Asia 
Thrace   15% 13% 8% 2% 13% 
Epirus 7%   14% 5% 8% 14% 
Crete 9% 13%   16% 2% 7% 
Pontus 5% 4% 14%   3% 7% 
Rebetika 2% 9% 9% 4%   6% 
-36- 
Minor Asia 12% 18% 14% 11% 6%   
Random For-
est Thrace Epirus Crete Pontus 
Rebet-
ika Minor Asia 
Thrace   5% 5% 3% 1% 7% 
Epirus 3%   7% 3% 1% 6% 
Crete 2% 4%   4% 0% 3% 
Pontus 2% 4% 6%   0% 4% 
Rebetika 1% 4% 4% 2%   3% 
Minor Asia 5% 6% 8% 4% 2%   
J48 Thrace Epirus Crete Pontus 
Rebet-
ika Minor Asia 
Thrace   11% 8% 7% 3% 11% 
Epirus 9%   9% 7% 5% 11% 
Crete 7% 10%   8% 3% 7% 
Pontus 6% 7% 9%   3% 7% 
Rebetika 3% 6% 5% 3%   4% 
Minor Asia 11% 12% 10% 8% 4%   
Multilayer Per-
ceptron Thrace Epirus Crete Pontus 
Rebet-
ika Minor Asia 
Thrace   9% 8% 6% 2% 12% 
Epirus 5%   8% 5% 4% 13% 
Crete 5% 8%   8% 2% 6% 
Pontus 5% 5% 7%   2% 7% 
Rebetika 2% 6% 5% 3%   5% 
Minor Asia 8% 13% 11% 7% 4%   
Table 3: Distribution of misclassified instances per algorithm 
 
It is notable that for the most accurate algorithms (i.e. IBk and Random Forest) the dis-
tribution of errors is smooth. To elaborate on the misclassified attributes, IBk seems to 
confuse all genres with Thrace music by an average percentage 5.8% and Minor Asia 
songs by 4,8%. On the other hand, Random Forest is very good on detecting the songs 
from Thrace. However, by average percentage of 6% confuses all songs with songs from 
Crete and by average 4.6% the classes of Epirus and Minor Asia. This fact leads to the 
conclusion that although the overall performance of these two algorithms differ only one 
unit, the distribution of the errors is better for the IBk with the best performance. IBk can 
detect the appropriate class of the attributes better that Random Forest. 
The biggest leakage for the IBk algorithm exists for songs origin from Epirus and Minor 
Asia underlining the lowest classification percentages of 77% and 78% respectively (Ta-
ble 2). Songs from Epirus are usually confused with songs from Minor Asia as well as 
songs from Thrace and Crete. This is might be a finding that cannot be explicated by 
bibliography and it should be further researched. Class Minor Asia is usually misclassi-
fied as Thrace, but this class is quite equally distributed through all other genres except 
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Rebetika. This can be easily justified by bibliography, as the influences of the Minor 
Asia’s music culture is spread all over Greece. 
The final distribution of the classification process is illustrated in the graph below.  
 
 
Figure 2: Distribution of classified attributes 
Overlapping windows 
The same procedure as previously described, was applied for the same dataset and the 33 
features that have already been discussed. The overlap responds to 30% of the 1s duration 
resulting in 46.754 total number of the instances. The results of the overlapping process 
will be presented in comparison with the simple procedure. Following is the overall per-
formance of the algorithms for the two experiments.  
 
Table 4: Overall performance 
Thrace
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Crete
Pontus
Rebetika
Minor Asia
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 %
True Genre
Distribution of Classified attributes 
Thrace Epirus Crete Pontus Rebetika Minor Asia
Overlapping
Algorithm Score Score
IBk 83% 83%
Random Forest 82% 84%
Logistic 55% 55%
J48 64% 67%
Multilayer Perceptron 68% 68%
Non-overlapping windows
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It is noted that the features extracted from the overlapping windows, did improve the 
performance of J48 and Random Forest. Random Forest contributed with the highest 
score 84%, two units of improvement regarding the previous experiment. This score is 
the highest as far as the genre classification concerns. The algorithm J48 noted a higher 
percentage of enhancement, by three units but it is still low.  
 
Figure 3: Comparison of the algorithm’s performance 
It is worth to elaborate more on the Random Forest algorithm. 
 
Table 5: Distribution of classified instances 
 
0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
IBk Random Forest Logistic J48 Multilayer
Perceptron
Compare Overall Performance
Overlapping windows Non overlapping windows
Random Forest Thrace Epirus Crete Pontus Rebetika Minor Asia
Thrace 78% 5% 5% 3% 1% 7%
Epirus 3% 81% 7% 3% 1% 6%
Crete 2% 4% 86% 4% 0% 3%
Pontus 2% 4% 6% 83% 0% 4%
Rebetika 1% 4% 4% 2% 85% 3%
Minor Asia 5% 6% 8% 4% 2% 76%
Random Forest Thrace Epirus Crete Pontus Rebetika Minor Asia
Thrace 88% 3% 2% 4% 3% 0%
Epirus 7% 79% 4% 5% 3% 1%
Crete 5% 7% 81% 4% 3% 1%
Pontus 6% 6% 3% 81% 2% 1%
Rebetika 6% 4% 2% 3% 85% 0%
Minor Asia 4% 3% 1% 4% 2% 86%
Overlapping windows
Non-Overlapping windows
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It is remarkable that the two classes that Random Forest could not handle previously, now 
hits the highest scores. By ten percentage units the classification of Minor Asia’s attrib-
utes was improved. The classification score of the class Rebetika remained stable on 85%. 
However, the classification score for the other three classes (i.e. Epirus, Crete, Pontus) 
decreased. Songs from Epirus are still confused with songs from Crete, as previously but 
songs from Pontus and Thrace as well. An assumption is that if there were more attributes, 
the model could be further improved. 
3.4.2 Hierarchical Classification  
The hierarchical classification refers to the prediction of the rhythmic pattern of each song 
through the training procedure which the genre of each song is already known. The da-
taset that is processed is the same as previously. This experiment examines the behavior 
of the two best algorithms, as emerged from the previous experiment, towards the predic-
tion of the melody of each song. 
Non-overlapping windows 
As aforementioned the number of instances are 32.626 and the results will be presented 
further below. Note that the dataset is unbalanced and it is intriguing to analyze the re-
sults. 
 
Table 6: Performance of algorithms towards hierarchial classification 
Sice the best algorithms provide the same accuracy results, it worth to deepen on the 
percentages of errors that each one provide to ascertain which algorithm provides the 
smoothest distribution of errors. This is important, as it shows the capability of the algo-
rithm to detect the class. 
Algorithm Score
IBk 89%
Random Forest 89%
Non-overlapping windows
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Table 7: Distribution of the classified instances per algorithm 
What is expected in general from the bibliography, is that the classes which share the 
same multiplication number in their rhythmic pattern may be confused. For instance, 2si-
mos and 4simos or 3simos, 6simos kai 9simos. The same applies to the songs that include 
two or more different musical meters such as 34simos, which means that the same song 
presents 3simos rhythmic pattern for a couple of seconds and 4simos alternately. 
It is obvious that the distribution of the errors as they are displayed above, is smoothest 
for the IBk algorithm. The classes 2simos or 4simos can be recognized easily by the al-
gorithm providing a maximum leakage of 4simos to 2simos of 3% which is small regard-
ing the fact that almost the 40% of the dataset consists of these two categories. The same 
applies to the Random Forest algorithm. 
As far as the Random Forest performance concerns, the misclassified objects are detected 
in classes: 34simos, 6simos, polyphonic and 7simos. The 34simos addressed to the 1.2% 
of the dataset, usually mistaken with 4simos by 16%. This is expected from bibliography. 
Furthermore, 6simos class is dominant by 2.2% in the dataset. This category is mixed up 
with 9simos by 11% which is also expected. Polyphonic frames are usually classified as 
4simos by 10% or free style by 7%. Finally, 7simos is usually confused with 9simos. 
On the contrary, IBk succeeds in separating 34simos class from 4simos much better than 
Random Forest achieving 5% leakage instead of 16%. Class polyphoniko remains low 
for IBk as well as for Random Forest and it is assigned to 3 classes by a percentage higher 
than 6% while Random Forest assigns this class to 2 others by a higher percentage of 7%. 
Random Forest 5simos 34simos 2simos 9simos 4simos free style 7simos 3simos 6simos polifoniko 47simos
5simos 88% 0% 1% 5% 2% 0% 1% 2% 1% 0% 0%
34simos 1% 74% 0% 2% 16% 3% 0% 4% 0% 1% 0%
2simos 0% 0% 89% 5% 3% 1% 0% 0% 0% 0% 0%
9simos 1% 0% 1% 95% 2% 0% 0% 0% 0% 0% 0%
4simos 0% 0% 2% 4% 91% 1% 0% 1% 0% 0% 0%
free style 0% 0% 4% 0% 5% 89% 0% 1% 0% 0% 0%
7simos 2% 0% 1% 9% 4% 0% 83% 1% 0% 0% 0%
3simos 1% 0% 1% 0% 4% 5% 0% 87% 0% 1% 0%
6simos 1% 0% 1% 11% 3% 0% 1% 0% 83% 0% 1%
polifoniko 0% 1% 1% 0% 10% 7% 0% 4% 0% 78% 0%
47simos 0% 0% 1% 8% 5% 0% 0% 0% 4% 0% 82%
IBk 5simos 34simos 2simos 9simos 4simos free style 7simos 3simos 6simos polifoniko 47simos
5simos 89% 0% 2% 3% 1% 0% 2% 2% 0% 0% 0%
34simos 2% 81% 1% 3% 5% 1% 3% 3% 0% 2% 0%
2simos 1% 0% 90% 4% 3% 1% 1% 0% 0% 0% 0%
9simos 1% 0% 3% 91% 3% 0% 2% 0% 0% 0% 0%
4simos 1% 0% 3% 3% 89% 1% 2% 1% 0% 0% 0%
free style 1% 0% 5% 0% 6% 84% 0% 2% 0% 1% 0%
7simos 1% 0% 1% 3% 2% 0% 90% 1% 0% 0% 0%
3simos 2% 0% 2% 0% 4% 2% 2% 87% 0% 1% 0%
6simos 0% 0% 2% 8% 1% 0% 1% 0% 87% 0% 1%
polifoniko 1% 1% 1% 1% 8% 5% 3% 6% 0% 76% 0%
47simos 0% 0% 2% 5% 1% 0% 0% 0% 6% 0% 86%
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It is concluded that IBk presents the best performance in comparison with the Random 
Forest classifier, due to the distribution of the errors. However, there would be more 
meaningful if the dataset included more balanced dataset. Following is the graphical 
presentation of the classification of IBk algorithm (Figure 4). 
 
 
Figure 4: Figure 2: Distribution of classified attributes 
 
Overlapping windows 
The same proceedure was followed for the features extracted from the overlapping 
windows. The feature extraction provided 46.754 total number of the instances. The re-
sults of the overlapping process will be presented in comparison with the simple proce-
dure. Following is the overall performance of the algorithms for the two experiments.  
 
Table 8: Performance of algorithms towards hierarchial classification 
Overlapping
Algorithm Score Score
IBk 89% 90%
Random Forest 89% 90%
Non-overlapping windows
-42- 
There seems that the performance of the algorithms have a slight improvement of 1%. It 
would be useful to analyze the results of the distribution of the instances in respect to 
their class. 
 
Table 9: Comparison of the distribution of instances implementing IBk 
The Table 9 presents that the highest leakage of IBk regarding overlapping windows oc-
curs in the classes: 9simos, polyphonic, 7simos and 47simos. Songs labeled polyphonic 
are included only in Epirus and the instances are almost 1.8% of the total dataset. Poly-
phonic songs are usually confused with 6simos and 34simos. Frames labeled as 7simos 
addressed to the 9.2% of the total dataset and usually classified as 5simos or 34simos. 
The dataset includes instances of 7simos class that corresponds to 0.8%. This type of 
rhythmic pattern is categorized by IBk as 2simos or 3simos. Finally, 9simos is allocated 
through almost all of the genres and correspond to the 22,7% of the whole dataset. This 
class is usually classified as 34simos. These results seem to lead to the deduction that the 
unbalanced of the dataset cultivates the confusion of classes with few instances. 
To compare with the table of non-overlapping windows, it is observed that the classes 
with the lowest performance differentiate. Regarding the non-overlapping window and 
IBk ’s performance, the items that were mostly misclassified belonged to the poliphoniko, 
34simos, 47simos and free style. The overlapping contribution was still unable to confront 
neither poliphoniko nor 47simos class. However, it is observed that 9simos and 7simos 
cannot be separated at the same levels of accuracy as previously.  
IBk 5simos 34simos 2simos 9simos 4simos free style 7simos 3simos 6simos polifoniko 47simos
5simos 89% 0% 2% 3% 1% 0% 2% 2% 0% 0% 0%
34simos 2% 81% 1% 3% 5% 1% 3% 3% 0% 2% 0%
2simos 1% 0% 90% 4% 3% 1% 1% 0% 0% 0% 0%
9simos 1% 0% 3% 91% 3% 0% 2% 0% 0% 0% 0%
4simos 1% 0% 3% 3% 89% 1% 2% 1% 0% 0% 0%
free style 1% 0% 5% 0% 6% 84% 0% 2% 0% 1% 0%
7simos 1% 0% 1% 3% 2% 0% 90% 1% 0% 0% 0%
3simos 2% 0% 2% 0% 4% 2% 2% 87% 0% 1% 0%
6simos 0% 0% 2% 8% 1% 0% 1% 0% 87% 0% 1%
polifoniko 1% 1% 1% 1% 8% 5% 3% 6% 0% 76% 0%
47simos 0% 0% 2% 5% 1% 0% 0% 0% 6% 0% 86%
IBk 5simos 34simos 2simos 9simos 4simos free style 7simos 3simos 6simos polifoniko 47simos
5simos 92% 3% 2% 0% 1% 0% 1% 0% 0% 0% 0%
34simos 3% 90% 2% 0% 1% 1% 1% 0% 1% 0% 0%
2simos 3% 2% 93% 0% 1% 1% 0% 0% 0% 0% 0%
9simos 1% 6% 2% 80% 2% 4% 1% 0% 3% 1% 0%
4simos 2% 2% 3% 0% 88% 1% 0% 0% 2% 0% 0%
free style 1% 3% 3% 0% 1% 90% 0% 1% 1% 0% 0%
7simos 5% 5% 0% 0% 1% 0% 87% 0% 2% 0% 0%
3simos 2% 2% 4% 0% 0% 1% 0% 90% 0% 0% 1%
6simos 1% 3% 1% 0% 2% 1% 2% 0% 89% 1% 0%
polifoniko 1% 6% 0% 1% 1% 2% 3% 0% 6% 80% 0%
47simos 3% 2% 5% 0% 0% 0% 0% 6% 0% 0% 84%
Overlapping windows
Non-Overlapping windows
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Table 10: Comparison of the distribution of instances implementing Random Forest 
The same classes are misclassified applying Random Forest algorithm. It is still obvious 
that the IBk algorithm distributes the errors smoother than Random Forest. Thus, the 
identification of the class is better succeeded by the IBk.   
 
Random Forest 5simos 34simos 2simos 9simos 4simos free style 7simos 3simos 6simos polifoniko 47simos
5simos 88% 0% 1% 5% 2% 0% 1% 2% 1% 0% 0%
34simos 1% 74% 0% 2% 16% 3% 0% 4% 0% 1% 0%
2simos 0% 0% 89% 5% 3% 1% 0% 0% 0% 0% 0%
9simos 1% 0% 1% 95% 2% 0% 0% 0% 0% 0% 0%
4simos 0% 0% 2% 4% 91% 1% 0% 1% 0% 0% 0%
free style 0% 0% 4% 0% 5% 89% 0% 1% 0% 0% 0%
7simos 2% 0% 1% 9% 4% 0% 83% 1% 0% 0% 0%
3simos 1% 0% 1% 0% 4% 5% 0% 87% 0% 1% 0%
6simos 1% 0% 1% 11% 3% 0% 1% 0% 83% 0% 1%
polifoniko 0% 1% 1% 0% 10% 7% 0% 4% 0% 78% 0%
47simos 0% 0% 1% 8% 5% 0% 0% 0% 4% 0% 82%
Random Forest 5simos 34simos 2simos 9simos 4simos free style 7simos 3simos 6simos polifoniko 47simos
5simos 91% 3% 5% 0% 0% 0% 1% 0% 0% 0% 0%
34simos 2% 91% 3% 0% 0% 0% 1% 0% 1% 0% 0%
2simos 1% 2% 95% 0% 0% 0% 0% 0% 0% 0% 0%
9simos 0% 13% 2% 76% 1% 1% 2% 0% 4% 1% 0%
4simos 1% 3% 5% 0% 87% 0% 1% 1% 3% 0% 0%
free style 1% 4% 9% 0% 2% 83% 0% 0% 1% 0% 0%
7simos 5% 4% 0% 0% 0% 0% 89% 0% 1% 0% 0%
3simos 2% 3% 5% 0% 0% 1% 0% 89% 0% 0% 0%
6simos 2% 4% 0% 0% 1% 0% 3% 0% 89% 0% 0%
polifoniko 0% 9% 0% 0% 0% 0% 5% 0% 3% 83% 0%
47simos 0% 7% 8% 0% 0% 1% 0% 3% 0% 0% 82%
Overlapping windows
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4 Conclusions 
This dissertation constitutes the first attempt to explore the Greek Traditional Music to-
wards the classification process based on the audio features exploiting machine learning 
techniques. The overall performance indicates that the approach of kNN algorithm was 
more efficient than the others. It is remarkable that the hierarchical approach of classifi-
cation provided a 90% of accuracy exploiting an unbalanced dataset. 
It was concluded that although there is a mixture of elements in all different genres, the 
feature-based machine learning approach is efficient to tackle with the challenge to iden-
tify the texture of the sound, providing an accurate result of 84%. It is also worth to be 
mentioned that the 30% overlapping windows for feature extraction was succeeded in 
improving the accuracy only by one unit. It would be interesting to examine a feature 
extraction through a window of smaller duration, for instance 0.5s, or an increased over-
lap. 
Furthermore, bibliographic research provided the information that some rhythmic pat-
terns are more dominant than others regarding a particular genre. The dataset processed 
in this dissertation does not include all the relevant rhythmic patterns a genre can present. 
Thus, the dataset could be enriched with more songs of all the respected melody classes 
that each genre employs. Moreover, the classification process could be expanded for all 
the Greek traditional genres. 
An intriguing research is to examine the classification process exploiting either the lyrics 
of each song or the vocals of the audio along with the sound features. The traditional 
songs consist of multiple language idioms that could be detected through natural language 
process or by isolating human voice to detect the idioms. A model that could exploit 
information about the audio signal and the vocals or the lyrics of a song could be signifi-
cantly improved in comparison with the results of this dissertation. 
Future Work 
The wishful thinking of the author of this dissertation is to build an application that could 
recognize and identify the genre of a song providing information about the song. Another 
field of application could be the automatic archiving or querying of traditional songs 
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through a database. The results are more than encouraging to support further research 
towards genre recognition of Greek traditional music. 
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