Abstract Many real-life applications involve systems that change dynamically over time. Thus, throughout the continuous operation of such a system, it is required to compute solutions for new problem instances, derived from previous instances. Since the transition from one solution to another incurs some cost, a natural goal is to have the solution for the new instance close to the original one (under a certain distance measure). In this paper we develop a general framework for combinatorial repotimization, encompassing classical objective functions as well as the goal of minimizing the transition cost from one solution to the other. Formally, we say that A is an (r, ρ)-reapproximation algorithm if it achieves a ρ-approximation for the optimization problem, while paying a transition cost that is at most r times the minimum required for solving the problem optimally. Using our model we derive reoptimization and reapproximation algorithms for several classes of combinatorial reoptimization problems. This includes a fully polynomial time (1 + ε 1 , 1 + ε 2 )-reapproximation scheme for the wide class of DP-benevolent problems introduced by Woeginger (Proceedings of Tenth Annual ACM-SIAM Symposium on Discrete Algorithms, 1999), a (1, 3)-reapproximation algorithm for the metric k-Center problem, and (1, 1)-reoptimization algorithm for polynomially solvable subset-selection problems. Thus, we distinguish here for the first time between classes of reoptimization problems by their hardness status with respect to the objective of minimizing transition costs, while guaranteeing a good approximation for the underlying optimization problem.
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Introduction
Traditional combinatorial optimization problems require finding solutions for a single instance. However, many of the real-life scenarios motivating these problems involve systems that change dynamically over time. Thus, throughout the continuous operation of such a system, it is required to compute solutions for new problem instances, derived from previous instances. Moreover, since there is some cost associated with the transition from one solution to another, a natural goal is to have the solution for the new instance close to the original one (under certain distance measure).
For example, in a video-on-demand (VoD) system, such as Hulu [33] or Netflix [48] , movie popularities tend to change frequently. In order to satisfy the new client requests, the content of the storage system needs to be modified. The new storage allocation needs to reflect the current demand; also, due to the cost of file migrations, this should be achieved by using a minimum number of reassignments of file copies to servers. In communication networks, such as Multiprotocol Label Switching (MPLS) [12] or Asynchronous Transfer Mode (ATM) [47] , the set of demands to connect sources to destinations changes over time. Rerouting incurs the cost of acquiring additional bandwidth for some links that were not used in the previous routing. The goal is to optimally handle new demands while minimizing the total cost incurred due to these routing changes. In production planning, due to unanticipated changes in the timetables for task processing or out-of-order machines, the production schedule needs to be modified. Rescheduling tasks is costly (due to relocation overhead and machine setup times). The goal is to find a new feasible schedule, which is as close as possible to the previous one. In crew scheduling, due to unexpected changes in the timetables of crew members, the crew assignment needs to be updated. Since this may require other members to be scheduled at undesirable times (incurring some compensation for these members), the goal is to find a new feasible schedule, which is as close as possible to the previous one.
Thus, solving a reoptimization problem involves two challenges:
(i) Computing an optimal (or close to the optimal) solution for the new instance.
(ii) Efficiently converting the current solution to the new one.
Each of these challenges, even when considered alone, gives rise to many theoretical and practical questions. Obviously, combining the two challenges is an important goal, which naturally shows up in numerous applications (see Sect. 1.1).
In this paper we develop a general framework for combinatorial repotimization, encompassing objective functions that combine the two above challenges. Our study differs from previous work in two aspects. One aspect is in the generality of our approach. To the best of our knowledge, previous studies consider specific reoptimization problems. Consequently, known algorithms rely on techniques tailored for these problems (see Sect. 1.2). We are not aware of general theoretical results or algorithmic techniques developed for certain classes of combinatorial reoptimization problems. This is the focus of our work. The other aspect is our performance measure, which combines two objective functions. 1 The vast majority of previous research refers to the computational complexity of solving an optimization problem once an initial input has been modified, i.e., the first of the above-mentioned challenges (see, e.g., the results for reoptimization of the traveling salesman problem (TSP) [6, 15] ).
One consequence of these differences between our study and previous work is in the spirit of our results. Indeed, in solving a reoptimization problem, we usually expect that starting off with a solution for an initial instance of a problem should help us obtain a solution at least as good (in terms of approximation ratio) for a modified instance, with better running time. Yet, our results show that reoptimization with transition costs may be harder than solving the underlying optimization problem. This is inherent in the reoptimization problems motivating our study, rather than the model we use to tackle them. Indeed, due to the transition costs, we seek for the modified instance an efficient solution that can be reached at low cost. In that sense, the given initial solution plays a restrictive role, rather than serve as guidance to the algorithm. 2 
Applications
In this section we describe a few of the many applications where reoptimization problems naturally show up.
Storage Systems in Video on Demand Services
In a VoD system, such as Hulu [33] or Netflix [48] , clients are connected through a network to a set of servers that hold a large library of media objects (movies). The transmission of a movie to a client requires the allocation of unit load capacity (or, a data stream) on a server that holds a copy of the movie. The reconfiguration problem described below is a reoptimization problem arising due to the frequent changes in movie popularity.
The system consists of M movies and N servers. Each server, j, is characterized by (i) its storage capacity, S j , the number of files that can reside on it, and (ii) its load capacity, L j , the number of data streams that can be read simultaneously 
L j is the total load capacity of the system. The data placement problem is to determine a placement of movie file copies on the servers (the placement matrix, A), and the amount of load capacity assigned to each file copy (the broadcast matrix, B), so as to maximize the total amount of broadcast demand satisfied by the system. Under certain conditions, it is known that a perfect placement, where each movie is allocated exactly D 0 i broadcasts, always exists [52] .
In the reconfiguration problem, the demand vector is changing. The goal is to modify the data placement to a perfect placement for the new demand. This involves replications and deletions of files. File replications incur significant cost as they require bandwidth and storage capacity, at the source, as well as the destination server. We denote by s i, j the cost of adding a copy of movie i on server j. Using our general notation for a reoptimization problem, the storage allocation reoptimization problem is defined as follows.
Let I 0 be an input for the problem, given by the number and capacities of servers, and the number and broadcast demand of movies. Let C I 0 be a perfect assignment for I 0 . That is, C I 0 consists of two (assignment and broadcast) matrices, A I 0 , B I 0 , such that each movie is allocated broadcasts that perfectly fit its demand. Let I be an input derived from I 0 by changing the broadcast demand of the movies. Let C I be a solution for I , let A I , B I be the corresponding assignment and broadcast matrices. The transition cost is the total cost of file replications required when moving from assign-
. The objective of the reoptimization problem is to find C I ∈ C I such that val(C I ) is maximal (i.e., a perfect placement for I ), and cost (C I 0 , C I )) is minimal.
Example: Consider a system of two servers that hold 6 movies. Both servers have the same load capacity L 1 = L 2 = 10, while the storage capacities are S 1 = 3, S 2 = 4. The demand vector is D 0 = 1, 12, 1, 3, 1, 2 . Assume that the demand vector is changed to D = 2, 3, 1, 3, 9, 2 . It is possible to satisfy the new demands by adding (and deleting) a copy of one file. The new placement is perfect for the new demand vector. The corresponding assignment and broadcast matrices are given in Table 1 . The reconfiguration cost is s 5,1 .
Communication Services and Other Network Problems
In communication networks such as Multiprotocol Label Switching (MPLS) [12] or Asynchronous Transfer Mode (ATM) [47] , data is directed and carried along highperformance communication links. A network is characterized by its topology (N routers and M links). Each link e has a given capacity c(e) specifying the total bandwidth of packets that can be carried on e. The network receives bandwidth demands d i, j between n source-sink router pairs (i, j) for which it generates a routing scheme, using different performance measures (see, e.g., [12] ). Due to the dynamic nature of the network operation, the end-to-end demand is changing over time. The reoptimization problem is to compute a new routing scheme achieving good performance relative to the new demands. There is a cost associated with bandwidth upgrades and packets rerouting. Thus, it is desirable to minimize the transition cost between the two routing schemes.
Production Planning
Tasks are processed by machines. The production schedule needs to be modified due to unanticipated changes in the timetables for task processing, out-of-order machines, etc. Rescheduling tasks is costly (due to relocation overhead and machine setup times). The goal is to find a new feasible schedule, which is as close as possible to the previous one.
Vehicle Routing
Customers are serviced using a fleet of vehicles The goal is to find an updated service schedule which is as close as possible to the original. Changes include: reschedules of pick-up and delivery times for some customers, a vehicle breaks down, or changes in customer demands.
Crew Scheduling
Crews are assigned to operate transportation systems, such as trains or aircrafts. Due to unexpected changes in the timetables of crew members, the crew assignment needs to be updated. Since this may require other members to be scheduled at undesirable times (incurring some compensation for these members), the goal is to find a new feasible schedule, which is as close as possible to the previous one.
Facility Location
Facilities need to be opened in order to minimize transportation costs [20] . Possible changes include: addition of a new facility, increase or decrease in facility capacity or in client demands.
Related Work
The study of reoptimization problems started with the analysis of dynamic graph problems (see e.g. [22, 55] and a survey in [18] ). These works focus on developing data structures which support updates and query operations on graphs. Reoptimization algorithms were developed also for some classic problems on graphs, such as shortestpaths [46, 49] and the minimum spanning tree [2] . Since all of these problems can be solved in polynomial time, even with no initial solution, the goal is to compute an optimal solution efficiently, based on the local nature of the updates and on properties of optimal solutions.
A different line of research deals with the computation of a good solution for an NPhard problem, given an optimal solution for a close instance. In general, NP-hardness of a problem implies that a solution for a locally modified instance cannot be found in polynomial time. However, it is an advantage to have a solution for a close instance, compared to not knowing it. In particular, for some problems, it is possible to develop algorithms guaranteeing better approximation ratio for the reoptimization version than for the original problem. Among the problems studied in this setting are (i) The Traveling Salesman problem (TSP), in which the modification is a change in the cost of exactly one edge [4, 6, 15] , (ii) The Steiner Tree problem in weighted graphs, where the modifications considered are insertion/deletion of a vertex, or increase/decrease in the weight of a single edge [16, 23, 38] . (iii) The Knapsack problem, in which the modification is an addition of a single element [5] , and (iv) Pattern Matching problems: for example, reoptimization of the shortest common superstring problem [13] , in which a single string is added to the input.
A survey of other research in this direction is given in [7] . It is important to note that, unlike the present paper, in all of the above works, the goal is to compute an optimal (or approximate) solution for the modified instance. The resulting solution may be significantly different from the original one, since there is no cost associated with the transition among solutions. Reoptimization is also used as a technique in localsearch algorithms. For example, in [58] , reoptimization is used for efficient multiple sequence alignment-a fundamental problem in bioinformatics and computational biology. In [54] , reoptimization in used to improve the performance of a branch-andbound algorithm for the Knapsack problem.
Other related works consider multi-objective optimization problems. In these problems, there are several weight functions associated with the input elements. The goal is to find a solution whose quality is measured with respect to a combination of these weights (see e.g., [14, 29, 50] ). Indeed, in alternative formulation of these problems, we can view one of the weight functions as the transition cost from one solution to another. Thus, known results for multi-objective optimization carry over to budgeted reoptimization. Such a model was studied, e.g., in [41] (see also [42] and the references therein). However, in this paper we focus on minimizing the total transition cost required for achieving a good solution for the underlying optimization problem, rather than efficiently using a given budget. Indeed, in solving our reoptimization problems, it is natural to consider applying binary search, to find the reoptimization cost (i.e., the budget), and then use a multi-objective optimization algorithm as a black-box. However (as we show in Theorem 1), this cost cannot be found in polynomial time, unless P = N P. This leads us to use a different approach (and alternative measures) for obtaining reapproximation algorithms.
The application of storage management has been extensively studied (see, e.g., [27, 35, 51, 57] and a comprehensive survey in [36] ). The dynamic problem considers the more realistic model, where file popularities change over time. Several variants of reoptimization problems with different settings were analyzed. In some works, the final configuration is given as part of the input, and the only goal is to minimize the transition costs [52] . In other works, the reconfiguration should be performed within limited time, and by using limited bandwidth [37] . There has been some other work on reconfiguration of data placement, in which heuristic solutions were investigated through experimental studies (e.g., [17] ). Communication networks define a wide research area (see survey in [40] ). In particular, routing problems were extensively studied even in a static environment [26] . Rerouting problems were considered in both centralized and distributed systems (e.g., [8, 12] ).
The k-Center problem has been widely studied (see, e.g., [3, 21, 31, 34] and the references therein). The problem is hard to approximate within ratio better than 2, in any metric space, unless P = N P (see, e.g., [30] ). The best possible ratio of 2 was obtained in [21, 31] . The k-Supplier problem is a generalization of the k-Center problem. On general metrics k-Supplier admits a 3-approximation, which was shown to be tight [32] (see also [24, 45] ). To the best of our knowledge, the reoptimization versions of these problems are studied here for the first time.
Since its introduction as an extended abstract [53] , our framework, of analyzing a reoptimization scenario as a combination of computation of and a transition to a new configuration, was adopted for rescheduling [9, 10] and storage reallocation [11] . A different approach in which the reoptimization cost is studied as a parameterized complexity optimization problem is suggested in [1] .
Our Results
We develop (in Sect. 2) a general model for combinatorial reoptimization that captures many real-life scenarios. Using our model, we derive reoptimization and reapproximation algorithms for several important classes of optimization problems. In particular, we consider (in Sect. 3) the class of DP-benevolent problems introduced by Woeginger [56] . The paper [56] gives an elaborate characterization of these problems, which is used to show that any problem in this class admits a fully polynomial time approximation scheme (FPTAS). 3 We introduce (in Definition 5) the notion of fully polynomial time reapproximation scheme (FPTRS). Informally, given an optimization problem Π , such a scheme takes as input parameters ε 1 , ε 2 > 0 and outputs a solution that approximates simultaneously the minimum reoptimization cost (within factor 1 + ε 1 ) and the objective function for Π (within factor 1 + ε 2 ), in time that is polynomial in the input size and in 1/ε 1 , 1/ε 2 . We show that the reoptimization variants of a non-trivial subclass of DP-benevolent problems admit fully polynomial time (1 + ε 1 , 1 + ε 2 )-reapproximation schemes, for any ε 1 , ε 2 > 0. We note that this is the best possible, unless P = N P.
In Sect. 4 we give a (1, 3)-reapproximation algorithm for reoptimization of the metric k-Center problem. The same ratio holds for reoptimization of the metric kSupplier problem. In Sect. 5, we show that for any subset-selection problem Π over n elements, which can be optimally solved in time T (n), there is a (1, 1)-reoptimization algorithm for the reoptimization version of Π , whose running time is T (n ), where n is the size of the modified input. This yields a polynomial time (1, 1)-reoptimization algorithm for a large set of polynomially solvable problems, as well as for problems that are fixed parameter tractable. 4 Thus, we distinguish here for the first time between classes of reoptimization problems by their hardness status with respect to the objective of minimizing transition costs, while guaranteeing a good approximation for the underlying optimization problem.
We conclude (in Sect. 6) with a discussion of possible directions for future work.
Combinatorial Reoptimization: Definitions and Notation
In the following we formally define our model for combinatorial reoptimization. Let Π be an optimization problem and I 0 an input for Π ; also, let , C k I . Practically, the transition cost of i is not given as a function of two configurations, but as a function of i's state in the initial configuration and its possible states in any new configuration. This representation keeps the input description more compact. The primary goal is to find an optimal solution for I . Among all configurations with an optimal val(C k I ) value, we are looking for a configuration C * I for which the total transition cost, given by i∈I δ i, C
be a graph derived from G 0 by adding or removing vertices and/or edges, and by changing the weights of edges. Let T = (V, E T ) be an MST of G. For every edge e ∈ E T \E T 0 , we are given the cost δ add (e) of including e in the new solution, and for every edge e ∈ E ∩ (E T 0 \E T ) we are given the cost δ rem (e) of removing e from the solution. The goal in the reoptimization problem R(M ST ) is to find an MST of G with minimal total transition cost. As we show in Sect. 5, R(M ST ) belongs to a class of subset-selection problems that are polynomially solvable.
The input for the reoptimization problem, I R , contains both the new instance I and the transition costs δ (that may be encoded in various ways). Note that I R does not include the initial configuration-since apart from determining the transition costs, it has no effect on the reoptimization problem. Thus, our results hold for any configuration C j I 0 ∈ C I 0 , which may not be a 'good' solution for I 0 . Moreover, the new instance I can result from any admissible changes in I 0 . 5 
Approximate Reoptimization
When the problem Π is NP-hard, or when the reoptimization problem R(Π ) is NPhard, 6 we consider approximate solutions. The goal is to find a good solution for the new instance, while keeping a low transition cost from the initial configuration to the new one. Formally, denote by O(I ) the optimal solution value of Π(I ). A configuration
Given a reoptimization instance I R , for any ρ ≥ 1, denote by O R (I R , ρ) the minimal possible transition cost to a configuration C k I ∈ C I that yields a ρ-approximation for O(I ), and by O R (I R ) the minimal transition cost to an optimal configuration of I .
Ideally, in solving a reoptimization problem, we would like to find a solution whose total transition cost is close to the best possible, among all solutions with a given approximation guarantee, ρ ≥ 1, for the underlying optimization problem. Formally,
Unfortunately, for many NP-hard optimization problems, finding a strong (r, ρ)-reapproximation is NP-hard, for any r, ρ ≥ 1. This follows from the fact that it is NP-hard to determine whether the initial configuration is a ρ-approximation for the optimal one (in which case, the transition cost to a ρ-approximate solution is equal to zero). We demonstrate this hardness for the Knapsack problem.
Theorem 1 For any r, ρ ≥ 1, obtaining a strong (r, ρ)-reapproximation for Knapsack is NP-hard.
Proof We show a reduction from the decision version of Knapsack: Instance: A set of items A, each having a size and a profit, a knapsack of size B, and a value P. Question: Is it possible to pack a subset having total value larger than P?
Given an instance of the above decision problem, assume there exists an (r, ρ)-reapproximation algorithm for Knapsack, for some ρ ≥ 1, and define the following instance for the reoptimization problem.
(i) The set of items consists of A and an additional itemî having size B and value P/ρ. All items have transition cost 1-charged if added to or removed from the knapsack. (ii) In the initial configuration, itemî is in the knapsack.
Claim 2 The (r, ρ)-reapproximation algorithm leaves the itemî in the knapsack if and only if the answer to the decision problem is 'NO'.
Proof If 'NO', then it is impossible to pack a subset of A having total value larger than P. Therefore, packing itemî is a ρ-approximation. Thus, there exists a ρ-approximate solution for the reoptimization problem, whose transition cost is 0. For any r , the (r, ρ)-reapproximation algorithm must incur transition cost 0. The only possible packing of profit at least P/ρ and transition cost 0 is a packing of itemî. If 'YES', then there exists a subset having a total value larger than P. Thus, no ρ-approximate solution packs itemî − as it leaves no space for additional items. In particular, no (r, ρ)-reapproximation algorithm packs the itemî.
Thus, for such problems, we use an alternative measure, which compares the total transition cost of the algorithm to the best possible, when the underlying optimization problem is solved optimally. Formally,
Note that in both definitions, the quality of the solution is within factor ρ from the optimal solution. In a weak reapproximation, the transition cost is compared to the minimal cost required to reach an optimal solution, while in a strong reapproximation, the transition cost is compared to the minimal cost required to reach any ρ-approximate solution. Clearly, any strong (r, ρ)-reapproximation yields also an (r, ρ)-reapproximation with respect to Definition 3.
For ρ = 1, an (r, 1)-reapproximation algorithm is also called an (r, 1)-reoptimization algorithm (as it yields an optimal solution). In this case, Definitions 1 and 3 coincide.
Example: We demonstrate the usage of the above definitions by presenting a simple strong reapproximation algorithm for the minimum makespan problem, where the possible modification is removal of machines. Let Π be the minimum makespan scheduling problem [28] (denoted in standard scheduling notation P||C max ). An instance of Π consists of a set of n jobs and m parallel identical machines. The goal is to find an assignment of the jobs to the machines so as to minimize the latest completion time. Let I 0 be an input for the problem, and let
be a solution of Π for I 0 . That is, C I 0 (i) specifies the set of jobs assigned to machine i, 1 ≤ i ≤ m. Π is a minimization problem, and val C I 0 is the makespan achieved under the assignment C I 0 . Assume further that C I 0 is a reasonable schedule in a sense that it is not possible to reduce the makespan by migrating the last completing job. Let I be an input derived from I 0 by removing m rem < m machines. For a configuration C k I , the transition cost of a job j ∈ I from C I 0 to C k I is equal to 0 if j remains on the same machine, and to 1 if j is assigned to different machines in C I 0 and C k I .
Let S denote the set of jobs previously assigned to the m rem machines that are removed from the instance. Consider a reoptimization algorithm that assigns the jobs of S subsequent to the jobs scheduled on the m = m − m rem remaining machines, by list-scheduling (i.e., each job is assigned in turn to the least loaded machine). It is easy to verify that the resulting schedule is a possible output of list-scheduling applied to the whole instance. The transition cost of this algorithm is exactly |S|, which is the minimal possible transition cost from C I 0 to any feasible configuration in C I (clearly, at least the set S of jobs must be reassigned). Since list-scheduling yields a 2 − 1 m -approximation for the minimum makespan problem [28] for an instance of m machines, we have that this algorithm yields a strong 1, 2
The complexity class PTAS includes all the approximation problems that admit a polynomial time approximation scheme (PTAS). Specifically, Π ∈ PT AS if there exists an algorithm that yields a (1 + ε) approximation for Π in polynomial time (possibly exponential in 1/ε). Generalizing this notion for the reoptimization version of the problems involves two error parameters, ε 1 , ε 2 . This leads to the following extension for the classic definition of PTAS.
Definition 4 A polynomial time reapproximation scheme (PTRS) for R(Π ) is an algorithm that gets an input for R(Π ) and the parameters ε 1 , ε 2 > 0, and yields a (1 + ε 1 , 1 + ε 2 )-reapproximation for R(Π ), in time polynomial in |I R | (possibly exponential in 1/ε 1 and 1/ε 2 ).
Our study encompasses a non-trivial class of optimization problems that admit fully polynomial time approximation schemes (FPTAS). We extend as follows the classic definition of FPTAS.
Definition 5 A fully polynomial time reapproximation scheme (FPTRS) for R(Π ) is an algorithm that gets an input for R(Π ) and the parameters ε 1 , ε 2 > 0, and yields a (1
Budgeted Reoptimization
The budgeted reoptimization problem is a single objective version of R(Π ), in which we have the constraint that the transition cost is at most m, for some budget m ≥ 0. Thus, rather than optimizing on the transition cost, we seek the best possible solution for Π , among those of total transition cost at most m. The problem is denoted R(Π, m), and its optimal solution for the input I R is denoted O(I R , m). Note that O(I R , m) is the value of the best configuration that can be reached from the initial configuration with transition cost at most m. In Sect. 3.2, we show how we can use efficient algorithms for R(Π, m), for m ∈ N, to obtain a reapproximation algorithm for R(Π ).
Reoptimization of DP-Benevolent Problems
In this Section we show that a wide class of optimization problems admits fully polynomial time (1 + ε 1 , 1 + ε 2 )-reapproximation schemes (FPTRS) . The class of DP-benevolent problems (for short, D P-B) was introduced in [56] . In Sect. 3.1 we give some definitions describing the problems in this class (more details can be found in Appendix A). The reader may find it useful to refer to Sect. 3.4 that illustrates the definitions for the Knapsack problem. In Sects. 3.2 and 3.3 we show the existence of FPTRS for a problem R(Π ), where Π ∈ D P-B. This is done by showing the claim first for instances of R(Π ) with polynomially-bounded transition costs (in Sect. 3.2) and then generalizing to instances with arbitrary transition costs (Sect. 3.3). To simplify the presentation, we assume throughout the discussion that Π is a maximization problem. Our results can be extended to apply also for minimization problems, by using similar arguments.
The Class of DP-Benevolent Problems
Let Π be a problem in D P-B. For completeness, we include below the main definitions relating to problems in D P-B and their solutions via dynamic programming, as given in [56] . The following formally defines the structure of the input for a problem Π in this class.
Definition 7
Let α ≥ 1 be a fixed integral constant. In any instance I of Π , the input is given by n vectors {X i ∈ N α | 1 ≤ i ≤ n}. Each vectorX i consists of α non-negative integers (x 1,i , . . . , x α,i ) . All entries of the vectorsX i , 1 ≤ i ≤ n, are encoded in binary.
Intuitively, α is the dimension of the input vectors, the number of different parameters associated with any element in the input. For example, in the 0/1 Knapsack problem (see Sect. 3.4) α = 2, since each item i is associated with the vector ( p i , w i ) , where p i > 0 is its profit, and w i > 0 gives its weight.
We use ';' to denote the concatenation of two vectors. Formally, for any two vectors . . . , x a , y 1 , . . . , y b ). We use ';' to distinguish between the parameters of Π and the transition costs.
Definition 8 Structure of the dynamic program D P.
Given an input I of n elements, the dynamic program D P for the problem Π goes through n phases. The k-th phase processes the input pieceX k and produces a set S k of states. Any state in the state space S k is a vectorS = (s 1 , . . . , s β ) ∈ N β . The number β is a positive integer whose value depends on Π , but does not depend on any specific instance of Π .
Put plainly, β is the length of the vectors describing the states, indicating the number of factors involved in the calculation of the dynamic program.
The following definition refers to the set of functions that handle the transitions among states in the dynamic program.
Definition 9
Iterative computation of the state space in D P. The set F is a finite set of mappings N α × N β → N β . The set H is a finite set of mappings N α ×N β → R. For every mapping F ∈ F, there is a corresponding mapping H F ∈ H. In the initialization phase of D P, the state space S 0 is initialized by a finite subset of N β . In the k-th phase of D P, 1 ≤ k ≤ n, the state space S k is obtained from the state space
While the transition mappings F determine the new state after any transition, the set of mappings H returns for each such transition an indication for the feasibility of the new state. Specifically, the new state
The next definition refers to the objective value for the dynamic program which solves a maximization problem Π . 
Theorem 2 [56] If an optimization problem Π is D P-benevolent then it has an F PT AS.

Polynomially Bounded Transition Costs
We first consider instances with transition costs polynomially bounded in the size of the instance I of Π . Our first main result is the following. For simplicity, we assume that all transition costs are in {0, 1}. The same results hold for any integral transition costs that are bounded by some polynomial in the input size.
The key to proving Theorem 3 is to show for a given problem Π ∈ D P-B that a 'budgeted' version of R(Π ) is also in D P-B. In this version we seek the best approximation ratio for Π , subject to the constraint that the total transition cost does not exceed a given budget. Recall that R(Π, m) is such a budgeted version of R(Π ), in which the total transition cost is at most m, for some integer m ≥ 0; also, O(I R , m) is the optimal value of R(Π, m) for the input I R .
By the definitions and conditions satisfied by problems in D P-B, the dynamic program for Π , denoted by D P, can be described using a polynomial size set of states, which enable finding a close to the optimal solution. Let D P denote the dynamic program for R(Π, m). To deal with transition costs when solving R(Π, m), we add a coordinate to the vector describing each state in D P, indicating the transition cost to this state. Thus, we duplicate each of the states in D P and attach to each copy the corresponding transition cost. We show that the consequences can be easily propagated to other elements of the dynamic programming formulation for Π (such as the domination relation between states; see Appendix B). This increases the size of the table for D P within a polynomial factor, as long as the transition costs are polynomially bounded in the size of I .
Formally, we show that R(Π, m) is D P-benevolent in two steps. First, we show that R(Π, m) is D P-simple, i.e., it can be expressed via a simple dynamic programming formulation as specified in Definitions 8-10. In the second step, we show that R(Π, m) satisfies Conditions A1-A4.
Lemma 1 For any Π ∈ D P-B and m ∈ N, the problem R(Π, m) is D P-simple.
Proof We reformulate Definitions 7-10 and show that they hold for R(Π, m). Using Definitions 7 and 8, let α be the number of different parameters associated with any element in the input I ; β is the length of the vectors describing the states in the dynamic program DP, and F is the set of mappings for the state vectors of Π . Also, the cost of the transition F for element i is given by r F,i . LetR i = r F 1 ,i , r F 2 ,i , . . . be the cost vector for element i, associated with the input vectorX i . For an arbitrary element in the input, we omit the index and denote the input vector byX and the cost vector bȳ R.
Definition 11 Structure of the input for R(Π, m) (reformulation of Definition 7). In any instance I R of R(Π, m), the input is structured into n vectors
That is, any vectorȲ i contains in the first α coordinates the input vectorX i of I . All of the α = α + |F| components of the vectorsȲ i are encoded in binary; therefore, the structure of R(Π, m) is the same as given in Definition 7.
Definition 12 Structure of the dynamic program D P (reformulation of Definition 8). The dynamic program D P for problem R(Π, m) goes through n phases. The k-th
phase processes the input pieceȲ k and produces a set S k of states. A state is a vector Υ = S ; c , whereS ∈ S k ⊆ N β and 0 ≤ c ≤ m.
Let β denote the length of a state vector for R(Π, m), then the structure of D P can be specified using Definition 8, with β = β + 1.
Definition 13 Iterative computation of the state space in D P (reformulation of Definition 9). The set F is a set of mappings
there is a corresponding mapping F ∈ F , where
The set of validity functions H is a set of mappings N α × {0, 1} |F | × N β → R. For any H F ∈ H there is a corresponding mapping H F ∈ H , where
Let S 0 denote the set of initial states, where there is no input and the cost is 0. Then the corresponding state space for R(Π, m) is S 0 = S |S = S ; 0 ,S ∈ S 0 . The state space for phase k of D P is given by
We note that, given the set of mappings F, the set of validity functions H, and the set of initial states S 0 for Π , we have that |F | = |F|, |H | = |H| and |S 0 | = |S 0 |. Thus, the iterative computation of the state space for R(Π, m) is as given in Definition 9.
Definition 14 Objective value in D P (reformulation of Definition 10). For anyῩ =
S ; c ∈ S , the objective function G :
Thus, the objective value for D P is as given in Definition 10. This completes the proof of the lemma. We show (in the appendix) that R(Π, m) satisfies Conditions A1-A4, which define a DP-benevolent problem. Hence, we have
Theorem 4 For any Π ∈ D P-B and m ∈ N, R(Π, m) ∈ D P-B.
Intuitively, budgeted Π is also in DP−B, since the budget induces a new 'knapsacklike constraint' for Π . We give the formal proof of Theorem 4 in "Appendix B".
Let O R (I R ) ≡ O R (I R , 1) be the minimal transition cost required to obtain an optimal solution for I . The next lemmas will be used in the proof of Theorem 3.
Lemma 2 For any
Proof If (1) holds then μ does not impose a restriction on the reoptimization cost. Formally, there exists a solution for the input I R of R(Π ) that achieves the optimum value for I , and whose transition cost is at most μ. This solution is feasible also for the input I R of R(Π, m), for any m ≥ μ.
Given a problem Π ∈ DP-B, let T (R(Π, m), I R , ε)
be the best objective value that can be obtained for the input I R of R(Π, m), by using D P with ε as a parameter.
Lemma 3 For any integer m ≥ 0, if O R (I R ) ≤ m then T (R(Π, m), I R , ε) ≥ T (Π, I, ε)/(1 + ε).
Proof Since R(Π, m) ∈ D P-B, by Theorem 2, for any
The equality follows from Lemma 2, and the second inequality holds since Π is a maximization problem.
To find a (1, 1 + ε)-reapproximation for R(Π ), we need to search over a set of positive integer values m for the problem R(Π, m). We select in this set the minimal value of μ satisfying (1). Formally,
Definition 15
For any maximization problem Π and ε ≥ 0,
For short, let *
= (R(Π ), I R , ε) be the minimal value found in (2). The next two lemmas show that T (R(Π, * ), I R , ε) satisfies two properties: (i) The transition cost is at most O R (I R ), and (ii) the resulting solution yields a (1 + 2ε)-approximation for the maximization problem Π .
Lemma 4 For any ε ≥ 0, * ≤ O R (I R ).
Proof By Lemma 3, the inequality in (2) holds for any m ≥ O R (I R ). Since we choose the minimum value of m satisfying (2), this gives the claim.
Lemma 5 For any
Proof By the definition of * , it holds that
The second inequality follows from the fact that Π ∈ D P-B.
Proof of Theorem 3:
We need to show that, for any input I R , R(Π ) can be reapproximated within factor 1 + ε using the optimal reoptimization cost. We have the claim by combining Lemmas 4 and 5. Next, we show that the resulting reapproximation scheme is polynomial in n and in 1/ε. This holds since, by Theorem 4, R(Π, m) ∈ DP-B for any m ∈ N. Also, * can be found in polynomial time in the input size.
Arbitrary Transition Costs
Recall that any vectorȲ i ∈ I R is defined asȲ i = X i ;R i , whereR i is the transition cost vector associated withX i in I R . To obtain approximate solutions for instances with arbitrary transition costs, we first apply a transformation on the cost vectorsR i of the elements. Let n i denote the number of entries inR i .
Definition 16
Given an input I R for R(Π ), let γ be a function that accepts as input the cost vectorR i , 1 ≤ i ≤ n, and the parameters d, n ∈ N and ε ∈ (0, 1), then γ R i , d, n, ε = γ r F 1 ,i , γ r F 2 ,i , . . . , where
for an integer 0 ≤ h ≤ log 1+ε n ε
The resulting instance is denotedÎ R,ε . We give below the pseudocode for A D P−B , our algorithm for finding a (1
Algorithm 1 A D P-B
1: Given an input I R for R(Π ) and ε 1 , ε 2 > 0, guess the maximum transition cost, 0 ≤ C max ≤ max 1≤i≤n max 1≤ j≤n i r F j ,i , used in some solution of minimum total transition cost. 2: Use a binary search to find the minimum total transition cost m ∈ [C max , nC max ], which enables to approximate the optimization problem, Π , within factor (1 + ε 2 ), using the rounded instanceÎ R,ε 1 . 3: Output a (1+ε 1 , 1+ε 2 )-reapproximate solution for R(Π ), i.e., a solution that is (1+ε 2 )-approximation for Π on the input I R , whose total transition cost is at most m(1 + ε 1 ).
Theorem 5 Let R(Π ) be the reoptimization version of a problem Π ∈ DP-B, then for any transition costs, there exists a fully polynomial time
Proof Given an input I R for R(Π ) and ε 1 > 0, let m be the optimal transition cost that we have guessed correctly. Since the transition costs inÎ R,ε 1 , generated by taking γ R i , m, n, ε 1 for each
Also, the transition costs inÎ R,ε 1 are polynomial. Thus, by Theorem 3, for any fixed ε 2 > 0, there exists an FPTRS that yields a (1, 1 + ε 2 )-reapproximation for the inputÎ R,ε 1 of R(Π ). Returning to the original instance, I R , we have that the total cost increases at most by a factor (1 + ε 1 ). This is due to the fact that each element having 'large' transition cost in the optimal solution forÎ R,ε 1 , i.e., (1 + ε) h , for some h+1 . Also, the total contribution of transitions with 'small' cost (i.e., each such transition of an element 1 ≤ i ≤ n has cost 0 ≤ r F j ,i < εm n ) is at most εm, since there are at most n such transitions.
The running time of A D P-B is polynomial. This follows from the fact that to guess C max , we can simply go over all the cost vectors. Recall that we have such a cost vector for each element in the input. This vector,R i , gives all the possible transition costs for element i, for 1 ≤ i ≤ n, depending on the state to which element i moves in the solution. Also, guessing m, once we have guessed C max , is done in polynomial time.
We note that the result in Theorem 5 is the best possible, unless P = N P. Indeed, there exist optimization problems Π that can be reduced to their reoptimization version, R(Π ). This includes, e.g., the subclass of minimum subset selection problems, in which we can use the costs in a given instance I as transition costs and assign to all elements initial cost 0. Thus, solving Π for I is equivalent to solving R(Π ) for I R .
The next result follows from applying Theorem 5 to the problems in DP-B.
Corollary 1 Each of the problems listed in Appendix A under "Some Problems in DP-B" admits an FPTRS.
Example: Reoptimization of the Knapsack Problem
The input for the Knapsack problem consists of n pairs of positive integers ( p k , w k ) and a positive integer W . Each pair ( p k , w k ) corresponds to an item having profit p k and weight w k . The parameter W is the weight bound of the knapsack. The goal is to select a subset of items K ⊆ {x ∈ N|1 ≤ x ≤ n} such that k∈K w k ≤ W and the total profit k∈K p k is maximized. Knapsack is in D P-B with α = 2 and β = 2. For
in S k encodes a partial solution for the first k indices (items): s 1 gives the total weight, and s 2 gives the total profit of the partial solution. The set F consists of two functions F 1 and F 2 .
In words, the function F 1 adds the k-th item to the partial solution, and F 2 does not add it. In the set H, there is a function , w k , c(F 1 , k), c(F 2 , k) ), where c (F 1 , k) is the cost for placing the k-th item in the knapsack, and c(F 2 , k) is the cost of not placing it. Let K 0 be the set of items packed in the initial configuration,
The goal is to select an index set K ⊆ {x ∈ N|1 ≤ x ≤ n} such that (i) k∈K w k ≤ W , (ii) the total transition cost is at most the budget, that is, = [p k , w k , c(F 1 , k), c(F 2 , k)]. A stateS = [s 1 , s 2 , s 3 ] in S k encodes a partial solution for the first k indices. The value of s 3 gives the total transition cost of the partial solution. The set F consists of two functions F 1 and F 2 .
Intuitively, the function F 1 adds the k-th item to the partial solution, and F 2 does not add it. In the set H there is a function
corresponding to F 1 and a function 
Reoptimization of the k-Center Problem
In this section we show that the reoptimization version of the classic k-Center problem can be solved with approximation ratio close to the best known of 2 (see [21, 31] ) and the minimum reoptimization cost. The input for the problem is a set of n clients numbered by 1, . . . , n, in a metric space. The goal is to open centers at k clients so that the maximum distance from a client to its nearest center is minimized. Let Π(I 0 ) be the k-Center problem over an instance I 0 . In the reoptimization version the instance I 0 is modified. The change can involve insertion or deletion of clients, as well as changes in the distance function. Denote by I the modified instance. Given an approximate solution S 0 for Π(I 0 ), the goal is to find an approximate solution S for Π(I ), such that S has the minimal possible transition cost from S 0 . Specifically, the opening cost of any center i ∈ S 0 is equal to zero, while there is an arbitrary positive cost associated with opening a center at any other location. Denote by c( j) ≥ 0 the cost of opening a center at client j, 1 ≤ j ≤ n. The transition cost from S 0 to S is the sum of the costs of the centers in S\S 0 , which is equal to c(S) = ∈S c( ) (since c( ) = 0 for ∈ S 0 ). For a set of centers S ⊆ {1, . . . , n}, let d( j, S) be the distance from client j to the closest center in S. We give below the pseudocode of A R(k-Center) , a reapproximation algorithm for R(k-Center). The transition cost incurred by the algorithm is measured relative to the optimum, as given in Definition 3. 
Theorem 6 A R(k-Center) is a (1, 3)-reapproximation algorithm for R(k-Center).
Proof Let c(S O PT ) be the minimum transition cost to an optimal set of centers, S O PT , that achieves the radius D O PT . Suppose that we have guessed correctly D O PT . Define the cost lower bound (CLB) of a ball B j of radius D O PT to be the cost of the cheapest center that can be opened inside B j . Clearly, the cost of any center that serves client j is at least C L B(B j ). Moreover, we say that two clients i and j are independent if their respective balls do not intersect. Consider any independent set of clients. Clearly, the sum of the cost lower bounds of the corresponding balls is a lower bound on the cost of covering these clients by O PT , an optimal solution for the input I . This is due to the fact that any optimal solution has to open a different center for each such client. It follows also that there are at most k independent clients.
We first argue that A R(k-Center) incurs at most the optimal opening cost, i.e., the set S of centers output by the algorithm satisfies c(S) ≤ c(S O PT ), where S O PT is the set of centers opened by O PT . Note that A R(k-Center) defines an independent set of clients (the set of clients whose balls are considered), and c(S), the cost of A R(k-Center) , is exactly the sum of the cost lower bounds of these balls. Hence, c(S) ≤ c(S O PT ). Now, for the maximum distance from a client to the closest center, we note that each client in the independent set is at distance at most D O PT from a center opened by A R(k-Center) . Furthermore, as we have guessed correctly D O PT , any maximal independent set of clients is of size at most k. Since the independent set defined by A R(k-Center) is maximal, after at most k iterations B is empty. Therefore, any client not in the independent set is at distance at most 2D O PT from a client in the independent set, and thus at distance at most 3D O PT from a center.
Finally, A R(k-Center) has polynomial running time, since the optimal radius, D O PT , can be guessed by exhaustive search over the distances between all pairs of clients. Other steps can also be implemented in O n 2 time.
The above approach can be applied also to derive a (1, 3)-reapproximation algorithm for the k-Supplier problem considered in [32] . The input for the k-Supplier problem is a set P of n points in a metric space, partitioned to two disjoint sets: a set P C of clients and a set P S of suppliers. The goal is to open k suppliers (from P S ) so that the maximum distance from a client (in P C ) to its nearest open supplier is minimized. The algorithm for the k-Supplier problem follows A R(k-Center) . We guess D O PT and then define balls of radius D O PT around every client in P C . For a correct guess, each such ball must include a supplier, and any maximal independent set of clients is of size at most k. We find such a maximal independent set and open the cheapest supplier in each ball of the independent set. As before, the opening cost is the sum of the cost lower bounds for these balls, and any client not in the independent set is at distance at most 2D O PT from a client in the independent set, and thus at distance at most 3D O PT from an open supplier. This implies a (1, 3)-reapproximation. Note that for this problem it was shown in [32] that 3-approximation is the best possible unless P = NP, thus (1, 3)-reapproximation is also best possible.
Optimal Reoptimization of Weighted Subset-Selection
In a weighted subset-selection problem, we are given a set I of weighted elements, and the goal is to select a subset S ⊆ I satisfying various constraints, such that i∈S w i is maximal. In this section we show that for any subset-selection problem Π over n elements that can be solved optimally in T (n) time, there is a (1, 1)-reoptimization algorithm for the reoptimization version of Π , whose running time is T (n ), where n is the size of the modified input. In particular, if Π is solvable in polynomial time, then so is its reoptimization variant. This includes the minimum spanning tree problem, shortest path problems, maximum matching, maximum weighted independent set in interval graphs, and more. Similarly, if Π is fixed parameter tractable, then so is R(Π ).
We describe the framework for maximization problems. With slight changes it fits also for minimization problems.
Let Π be a polynomially solvable subset-selection maximization problem over an instance I 0 . The weight of an element i ∈ I 0 is given by an integer w i ≥ 0. The goal is to select a subset S 0 ⊆ I 0 satisfying various constraints, such that the total weight of the elements in S is maximized. In the reoptimization problem, the instance I 0 is modified. The change can involve insertion or deletion of elements, as well as changes in element weights. For example, in the maximum matching problem, possible changes are addition or deletion of vertices and edges, as well as changes in edge weights. Denote by I the modified instance. Let w i denote the modified weight of element i. For a given optimal solution S 0 of Π(I 0 ), the goal in the reoptimization problem is to find an optimal solution S of Π(I ) with respect to the modified weights, such that S has the minimal possible transition cost from S 0 . Specifically, every element i ∈ I , is associated with a removal-cost δ rem (i) to be charged if i ∈ S 0 \S, and an addition-cost δ add (i) to be charged if i ∈ S\S 0 . The transition cost from S 0 to S is defined as the sum of the corresponding removal-and addition-costs. The following is a (1, 1)-reoptimization algorithm for R(Π ). 
Algorithm 3 A
Theorem 7 An optimal solution for Π(I ) with weightsŵ is an optimal solution for Π(I ) with weights w , and a minimal transition cost, i.e., it is a (1, 1)-reoptimization for R(Π ).
Proof The proof combines two claims, regarding the optimality of the solution for Π(I ) and regarding the minimization of the transition costs. Being a subset-selection problem, the solution for Π is given by a binary vector X = (x 1 , . . . , x n ), where x i indicates if i is in the solution. Let X S = (x 1 , . . . , x n ) be the vector representing the solution provided by the algorithm, and let S X denote the associated set of elements in the solution.
Claim 17 An optimal solution for Π(I ) with weightsŵ is an optimal solution for Π(I ) with weights w .
Proof Assume by way of contradiction that X S is not optimal for Π(I ) with weights w , and that Y = (y 1 , . . . , y n ) is a vector representing a better solution.
Therefore,
Let S Y denote the set of elements in the solution Y . The profit of Y on Π(I ) with weightsŵ is
By definition ofŵ, this value can be bounded as follows.
By the optimality of X for Π(I ) with weightsŵ, it holds that
Combining with Eq. (3) (multiplied by λ) , and the fact that λ = 2nΔ + 1, we get the following contradiction:
Claim 18
Among all the optimal solutions of Π(I ) with weights w , the solution with weightsŵ has the minimal transition cost from S 0 .
Proof Let X = (x 1 , . . . , x n ) be an optimal solution for Π(I ) with weightsŵ. We already argued that X is an optimal solution for Π(I ) with weights w . Let Y = (y 1 , . . . , y n ) be another optimal solution for Π(I ) with weights w . It follows that
Since X is an optimal solution for Π(I ) with weightsŵ, D X ≥ D Y . The total transition cost from S 0 to S X is given by i∈S X \S 0 δ add (i) + i∈(S 0 ∩I )\S X δ rem (i) . Note that by the definition ofŵ the transition cost can be written as i∈S 0 
Thus, the transition cost of Y is at least the transition cost of X .
Combining the above claims, we get that the algorithm yields a (1, 1)-reoptimization for R(Π ).
The above framework is unsuitable when the objective is finding a subset of minimum (maximum) cardinality. Moreover, in some cases, the non-weighted problem is polynomially solvable, while the reoptimization version is NP-hard.
Theorem 8 There exist polynomially-solvable subset-selection problems whose reoptimization variants are NP-hard.
Proof Consider the job scheduling problem 1|| U j . The input to this problem is a set of jobs, each associated with a processing time and a due date. The goal is to assign the jobs on a single machine in a way that minimizes the number of late jobs (whose completion time is after their due date). Since this goal is equivalent to maximizing the number of jobs that complete their processing on time, the problem can be viewed as a subset-selection problem: For any set of jobs, the set is feasible if and only if no job is late when the jobs are scheduled according to EDD order (non-decreasing due date). The problem is solvable by an algorithm of Moore [44] .
In the reoptimization version of 1|| U j , we are given a schedule of an instance I 0 . The instance is then modified to an instance I in which jobs may be added or removed, and job lengths or due dates may be modified. Transition costs are charged for changes in the set of jobs completing on time. The reoptimization problem R(1|| U j ) is shown to be NP-hard via a reduction from the weighted problem 1|| w j U j , which is known to be NP-hard [39] . Given an instance of the weighted problem, the instance I 0 of the reoptimization problem has the same set of jobs and processing times, but with very large due dates, so that all jobs complete on time. The instance I has the same set of jobs and processing times, but also the same due dates as in the original weighted instance. The cost of removing a job from the set of jobs completing on time is the weight of the job. Since the initial set includes all jobs, minimizing the transition cost is equivalent to minimizing the weight of late jobs.
Discussion
In this paper we developed a framework for combinatorial reoptimization. We defined the notion of reapproximation and showed that for many optimization problems, strong reapproximation algorithms are unlikely to exist, unless P = NP. This led us to an alternative definition that is used to obtain reapproximation algorithms as well as FPTRS for a non-trivial subclass of DP-benevolent problems.
The theoretical model introduced in this paper serves as a first step in the study of the reoptimization variants of classical problems, which arise in many practical scenarios. Our results show how known techniques from combinatorial optimization can be enhanced to obtain efficient reapproximation algorithms (or reapproximation schemes). It is natural to try and develop a generic approach for obtaining reapproximation algorithms for a family of metric network design problems, based on known approximation algorithms for these problems. More generally, in the study of reoptimization variants of NP-hard problems, suppose that there exists an α-approximation algorithm for such optimization problem Π . Is there a polynomial time (r, α)-reapproximation algorithm for R(Π ), for some bounded value r > 1? We have shown that any (weighted) subset selection problem that is polynomially solvable admits a (1, 1)-reoptimization algorithm. The existence of such optimal algorithms for a wider class of problems remains open.
Finally, while our model captures well the transition from one solution to the other, namely, scenarios where an initial input I 0 changes to a new one, I , it is interesting to consider also scenarios in which a sequence of changes is applied to an initial input. Formally, in addition to the initial input I 0 and a solution S 0 , the instance of the reoptimization problem consists also of a sequence (I , I , . . .) of inputs. The goal is to find a solution for each of the inputs in the sequence optimizing the quality of the solutions and the total transition cost (with no transition costs such a problem is studied in [25] ). An optimal solution for sequence reoptimization may be significantly different from the solution derived by combining the optimal transition for each pair of consecutive solutions in the sequence. It is natural to examine also the usage of the techniques developed for incremental approximation (see, e.g., [43] ). Here, the algorithms grad-ually modify the solutions for a given sequence of inputs, while guaranteeing that, for any i > 1, the i-th solution contains the first (i − 1) solutions.
(i) IfS is D , Δ -close toS , and ifS quaS then H X ,S ≤ H (X ,S). (ii) IfS domS then H X ,S ≤ H X ,S .
We now refer to our objective function (assuming a maximization problem). 
Condition A3
The next condition gives some technical properties guaranteeing that the running time of the algorithm is polynomial in the input size, i.e., in n andx, wherex = A D P-simple optimization problem Π is called D P-benevolent if there exist a partial order dom , a quasi-linear order qua , and a degree-vectorD, such that its dynamic programming formulation satisfies Conditions A1-A4.
Some Problems in DP-B
Woeginger showed in [56] that the following problems are in D P-B. . We now define a partial order on the state space. We say thatῩ domῩ iff S domS and c ≤ c. Also,Ῡ quaῩ iffS quaS . We note that the following holds.
Observation 9 IfῩ is D , Δ -close toῩ , thenS is D , Δ -close toS , and c = c .
We now show that the four conditions given in Appendix A are satisfied for R(Π, m). 
Assume that Π is a maximization problem. Intuitively, if we chooseῩ instead ofῩ , sinceῩ quaῩ , then we are still close to the maximum profit, due to (8) .
SinceῩ is (D, Δ)-close toῩ , by Observation 9, it holds that c = c and alsoS quaS . By Condition A.3(i), there exists g ≥ 0 whose value does not depend on the input, such that G(S) ≤ Δ g G(S ). We get that
( since, by definition, the first β coordinates in S k and S k are identical. Also, V β (I R ) ⊆ { | ∈ N, ≤ n}. This holds since we assume that the cost associated with each transition is in {0, 1}. Therefore, during the first k phases of DP', the cost per element is bounded by k. In fact, we may assume that the transition costs are polynomially bounded in n. In this case we have that, in phase k, V β (I R ) ≤ k · poly(n).
ii) We need to show that ifῩ domῩ then G (Ῡ ) ≥ G (Ῡ ). Note that if
This completes the proof of the Theorem.
