Abstract. We introduce a notion of unconditionally converging multilinear operator which allows to extend many of the results of the linear case to the multilinear case. We prove several characterizations of these multilinear operators (one of which seems to be new also in the linear case), which allow to considerably simplify the work with this kind of operators.
Definition 1. Let E 1 , . . . , E k , X be Banach spaces. A multilinear operator T ∈ L k (E 1 , . . . , E k ; X) is said to be unconditionally converging, and we will write T ∈ L k uc (E 1 , . . . , E k ; X) if, for every weakly unconditionally Cauchy (w.u.C.) series x n i ⊂ E i , with i ∈ {1, . . . , k}, the sequence (T (s Analogously, a polynomial P ∈ P( k E; X) is said to be unconditionally converging, and we will write P ∈ P uc ( k E; X) if, for every weakly unconditionally converging series x n ⊂ E, the sequence (P (s m )) m converges in norm, where
Recall that there is a canonical isomorphism between L k (E 1 , . . . , E k ; X) and L(E 1ˆ · · ·ˆ E k ; X), where E 1ˆ · · ·ˆ E k denotes projective tensor product. A continuous multilinear map T ∈ L k (E 1 , . . . , E k ; X) is said to be compact (resp. weakly compact) if the corresponding linear operator on the tensor product is compact (resp. weakly compact); equivalently, if T maps the product of the corresponding unit balls into a relatively compact (resp., weakly compact) subset of X.
Using the polarization formula, (see [12, pg. 6] ) it is easy to check that a polynomial is unconditionally converging if and only if so is its associated symmetric multilinear generator.
In the linear case, a direct consequence of the Orlicz-Pettis theorem is that the unconditionally converging operators are precisely those which transform w.u.C series into weakly convergent ones. We shall show that this result extends to the multilinear case. The proof is a suitable modification of the corresponding result given in [6] for polynomials. We shall need the following extension of [3, Lemma 7.4 
]:
Lemma 2. Let E 1 , . . . , E k be Banach spaces, of which all but at most one have the Dunford-Pettis property. Let {x
is a weak null sequence in E 1⊗ · · ·⊗E k . Proof. We have
Every member of the right side has k − 1 factors which are weak Cauchy sequences, and the other factor is a weak null sequence. Hence, by the arguments of [3, Lemma 7.4] each summand converges weakly to zero in the tensor product.
. . , E ; X) is unconditionally converging if and only if, for every weakly unconditionally Cauchy series x n i ⊂ E i , with i ∈ {1, . . . , k}, the sequence (T ( Proof. Suppose T satisfy the weaker hypothesis, but it is not unconditionally converging. Then, there are w.u.C. series x n i in E i (1 ≤ i ≤ k), > 0 and a pair of subsequences (n j ), (m j ) with n j > m j , such that
where
be the continuous k−linear map defined by S( a n 1 e n , . . . a n k e n ) = (S 1 ( a
, where (e n ) is the usual basis in c o , and put V := T • S. With this notation, we have
with z j := nj k=1 e k , w j := mj k=1 e k ∈ c o . Then (z j ), (w j ) are weakly Cauchy sequences, and (z j −w j ) converges weakly to zero. Hence, by Lemma 2 for instance, each member of the right side of the above sum converges weakly to zero. If we were able to prove that they converge in norm, we should get a contradiction to (*) and the proof would be over. But Pelczynski showed in [14] that every weakly compact multilinear operator on a product of spaces with the Dunford-Pettis property (like c o ), transforms weakly Cauchy sequences into a norm convergent one. Therefore, it suffices to prove the following Claim: V is weakly compact.
In fact, let (v 
also converges weakly to x, which proves the claim.
We remark that the above proof can be repeated word for word to show that whenever E 1 , . . . E k are Banach spaces with the Dunford-Pettis property, the property (u) of Pelczynski and without copies of 1 , every k− linear unconditionally converging operator on E 1 × . . . × E k is weakly compact. When all the spaces coincide with c o , we can say more: is compact and that c * o has the approximation property, it can be easily proved that the dual of c o⊗ · · ·⊗c o is the injective tensor product of k spaces 1 , and hence a Schur space, since this property is preserved by taking injective tensor products (see [15, Proposition 1.3] , e.g.). IfT ∈ L(c o⊗ · · ·⊗c o ; X) is the operator corresponding to T , it is weakly compact and, by Gantmacher's theorem, so is its transposeT * . But the range of this operator is a Schur space. Therefore,T * and hence T are compact, by Schauder's theorem.
The above result is also true if instead of c o we take any C(Ω) space, with Ω a compact scattered Hausdorff topological space. The proof is the same, once we know that every T ∈ L k uc (C(Ω 1 ), . . . , C(Ω k ); X) is weakly compact, which was proved in [10] .
Also embedded in the proof of Theorem 3 is the result that the sequence {T (
In fact, with the above notation,
e n , . . . Corollary 5. i) Every weakly compact multilinear operator is unconditionally converging.
ii) If X is weakly sequentially complete, every T ∈ L k (E 1 , . . . , E n ; X) is unconditionally converging.
Later we shall give more conditions under which every multilinear operator is unconditionally converging.
In [2, Theorem 2.3], a result about completely continuous multilinear operators is proved which turns out to be very useful in working with this kind of mapping. Now we shall prove an analogous result for unconditionally converging operators, which allows to mimic for this class of operators many results and techniques of completely continuous mappings, as can be seen for example in [10] .
We will state first an auxiliary definition.
is said to be unconditionally continuous, if, for every weakly unconditionally Cauchy series n∈N x n i ⊂ E i with i = 1, . . . , k such that
The above definition is clearly easier to handle than that of unconditionally converging operators. Our aim is to prove that both classes of operators coincide. In one direction the proof of this is based on the proof of [2, Lemma 2.4 and Theorem 2.3].
Theorem
7. Let E 1 , . . . , E k , X be Banach spaces and let T ∈ L k (E 1 , . . . , E k ; X). Then the following are equivalent: i) T is unconditionally converging. ii) T is such that if, for every j = 1, . . . , k, ∞ n=1 x n j ⊂ E j is a weakly unconditionally Cauchy series and there exists i ∈ {1, . . . , k} such that On the other hand, it is clear that, if we fix m ∈ N, the operator
is unconditionally converging, and therefore there exists n(m) > m such that for every r ≥ n(m),
We can assume that if j ∈ J, then n(j) ∈ J. Then, for every j ∈ N, − 1) ). We then have that, for every l ≥ 1,
Let us now define
and for i > 1
(with p(r) = 0 if r < 0.) Then it is clear that n y n i ⊂ E i is a w.u.C. series for each i ∈ {1, . . . , k} and, if we call σ Therefore, for every j ∈ N,
, . . . , s p(j) k ) > 2 a contradiction to the fact that T is unconditionally converging.
The proof that ii) ⇒ iii) is easy considering that
This proof is an adaptation of the proof of [2, Lemma 2.4]; we will do it by induction on k. If k = 1 the result is clear. Let us suppose it true for k − 1. Now we will consider the case of k-linear operators: if the result is false, for 1 ≤ j ≤ k there exist weakly unconditionally Cauchy series :
is clearly unconditionally continuous. Then the induction hypothesis assures that there exist an index p(m) ∈ N such that
Clearly we can choose j(m) < p(m) < p(m + 1) and p(m) ∈ J for every m ∈ N. In particular for every m ∈ N we get
Let us consider now the series
These k series are weakly unconditionally Cauchy, they have the property that at least two of them (the first and the last) weakly sum to 0 and they verify that
Repeating the reasoning we obtain k weakly unconditionally Cauchy series
such that all of them weakly sum to 0 and
which is a contradiction. ii) ⇒ i) Let x n 1 ⊂ E 1 , . . . , x n k ⊂ E k be weakly unconditionally Cauchy series and let (p(r)) r and (q(r)) r be two increasing sequences of indexes with p(0) = q(0) = 0. Then
Let us see that each of these terms converges to zero when r grows to infinity. We will prove it only for the second term, since the others are treated similarly. Let us consider the following series: Clearly, for every i = 1, . . . , k, y n i is a weakly unconditionally Cauchy series and besides y n 2 weakly converges to zero. Therefore the hypothesis proves that this term converges to zero, which finishes the proof.
We want to point out that this result seems to be new also in the linear case. The authors have verified that several proofs of results concerning unconditionally converging linear operators can be made much simpler by using it.
Of course the result implies the existence of weakly unconditionally Cauchy series that weakly converge to zero but do not converge weakly unconditionally. A simple and not new example of one such series is x n ⊂ c 0 where
x n = e n − e n−1 if n > 1.
As we mentioned at the beginning, a different definition of unconditionally converging polynomials which also extends the linear one was given in [9] . The natural extension to multilinear operators would be the following:
. . , E k ; X) will be called weakly unconditionally converging, and we will write T ∈ L k wuc (E 1 , . . . , E k ; X), if for every weakly unconditionally Cauchy series x n i ⊂ E i , with i ∈ {1, . . . , k}, the series T (x n 1 , . . . , x n k ) converges in norm. This definition gives rise to a strictly wider class, as the next two propositions show:
Proposition 9. Every unconditionally converging multilinear operator is weak unconditionally converging.
Proof. Let E 1 , . . . , E k , X and x n i be as in the above definition and let T ∈ L k uc (E 1 , . . . , E k ; X). The k−Rademacher generalized functions {s n (t)} ∞ n=1 ( [1] ) satisfy the following orthogonality properties:
For every t ∈ [0, 1] the series s n (t)x n i (1 ≤ i ≤ k) are weakly unconditionally Cauchy, and therefore the sequence {T However, not every weak unconditionally converging operator is unconditionally converging. In fact, we have: Proposition 10. Let k > 1 and let E 1 , . . . E k be Banach spaces. The following assertions are equivalent:
. . , E k : X), for every Banach space X. Proof. If no E i contains copies of c o , every w.u.C. series is converges in norm, and so (i) implies (ii).
Obviously, (ii) implies (iii). Finally, let us prove that (iii) implies (i): Suppose for instance that E 1 contains a copy of c o and let (x n 1 ) be a sequence equivalent to the usual c o basis. Choose norm one elements
which proves that T is weakly unconditionally converging. However, if
which does not converge in norm. Therefore, T is not unconditionally converging.
The following two propositions were told to us by J. Gutirrez, to whom thanks are given. Proposition 11 was proved in [7] under the stronger hypothesis that X * contains no copy of 1 . Proposition 12 is an application of Theorem 7, and it refines [8, Theorem 3] .
Proposition 11. If X does not contain a copy of c 0 , then for every Banach space E 1 , . . . E k , every multilinear operator from E 1 , . . . E k into X is unconditionally converging.
Proof. Let T ∈ L k (E 1 , . . . , E k ; X) and let n x n 1 ⊂ E 1 ,. . . , n x n k ⊂ E k be weakly unconditionally Cauchy series. Let us define S ∈ L k (c 0 ; E 1 × · · · × E k ) as in the proof of 3, and put Q := T • S. From [8, Theorem 6] (or from [16] ) it follows that Q sends weakly Cauchy sequences in E 1 ×, · · · , ×E k into norm converging ones, and therefore it is unconditionally converging. So, the sequence Q( converges, which implies that T is unconditionally converging.
Proposition 12. Let E 1 , . . . E k and X be Banach spaces such that L(E i ; X) = L uc (E i ; X) for each i ∈ {1, . . . , k}. Then it is also true that L k (E 1 , . . . E k ; X) = L k uc (E 1 , . . . E k ; X). Proof. Suppose first that one of the E i 's contains a complemented copy of c 0 . Then X does not contain a copy of c 0 and Proposition 11 gives us the result. Now, if none of the E i 's contains a complemented copy of c 0 , then, by [8, Lemmas 1 and 2], we have that L(E i ; c(X)) = L uc (E i ; c(X)) (where c(X) stands for the Banach space of all X-valued convergent sequences, endowed with the sup norm), and we proceed by induction on k. Suppose the result to be true for k − 1 multilinear mappings, and let us consider T ∈ L k (E 1 , . . . , E k ; X) and weakly unconditionally Cauchy series n x n 1 ⊂ E 1 ,. . . , n x n k ⊂ E k such that one of them, say the first one, weakly converges to zero. Let us define 
