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Περίληψη  
 
Ένα από τα βασικά προβλήματα που η όραση υπολογιστών τίθεται να λύσει, αποτελεί 
η αναγνώριση εικόνων. Μεγάλο πλήθος εφαρμογών απαιτεί την ικανότητα της 
ταυτοποίησης και τοποθέτησης  εικόνων σε κατηγορίες. 
Στην πραξη αποτελεί ένα ιδιαίτερα δύσκολο ως προς την επίλυση πρόβλημα, λόγω 
των ιδιαιτεροτήτων που διέπουν τις εικόνες, όπως για παράδειγμα ο φωτισμός,ο 
θόρυβος, η οπτική γωνία του αντικειμένου,κλπ. 
 
Στην παρούσα διπλωματική θα παρουσιαστούν τόσο οι μέθοδοι όσο και οι 
αλγόριθμοι που χρειάζονται για την διαδικασία της ταξινόμησης. Τα βασικά βήματα 
που συντελούν τη διαδικασία της ταξινόμησης είναι η εξαγωγή χαρακτηριστικών από 
κάθε εικόνα και έπειτα η μηχανική μάθηση. Τα χαρακτηριστικά αποτελούν μια 
διανυσματική περιγραφή της εικόνας, απαραίτητη ώστε να υπάρχει ένας κοινός 
άξονας σύγκρισης μεταξύ του περιεχομένου των εικόνων. Με τη χρήση των τιμών 
που προκύπτουν, εκπαιδεύουμε κατάλληλα τα διανύσματα στήριξης για τον τελικό 
καθορισμό της  κατηγορίας που ανήκει η εικόνα. 
 
Η διπλωματική χρησιμοποιεί για την περιγραφή των εικόνων κυρίως τα σημεία που 
προκύπτουν από τους περιγραφείς SURF και ο έλεγχος γίνεται στο σύνολο των 
δεδομένων Caltech-101. 
Λέξεις Κλειδιά: <<Σάκος οπτικών λέξεων, Bag of Visual Words, περιγραφείς 
εικόνων, SIFT,SURF, >> 
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1. Εισαγωγή 
1.1 Εισαγωγή στο πρόβλημα της ταξινόμησης εικόνας 
 
Ως φωτογραφία ορίζεται η τέχνη της δημιουργίας εικόνων. Η αρχή της λήψης 
φωτογραφιών στις αναλογικές φωτογραφικές μηχανές στηρίζεται στην αποτύπωση 
του φωτός πάνω σε φωτοευαίσθητο υλίκο (φίλμ). Λόγω της τεχνολογικής εξέλιξης 
έγινε δυνατή η κατασκευή ψηφιακών φωτογραφικών μηχανών με χρήση 
ηλεκτρονικών μέσων όπως  τα CMOS τρανζίστορ ή οι συσκευές διαζευγμένου 
φορτίου (CCD). Σε αυτές γίνεται ανίχνευση και απόδοση του φωτός σε 
εικονοστοιχεία. Αποτέλεσμα ήταν η δημιουργία και αποθήκευση εικόνων σε ψηφιακή 
μορφή, η οποία έδωσε περαιτέρω δυνατότητες επεξεργασίας. 
 
Η Ψηφιακή Επεξεργασία Εικόνας είναι η επιστήμη που ασχολείται με την 
επεξεργασία ψηφιακών εικόνων, δηλαδή διδιάστατων συναρτήσεων 𝑓(𝑥, 𝑦) με 
πεπερασμένο και διακριτό πλήθος στοιχείων. Κάθε ζεύγος (𝑥, 𝑦) της συνάρτησης 
αντιστοιχεί σε ένα εικονοστοιχείο (pixel) και ορίζεται μία τιμή έντασης. Η 
επεξεργασία εικόνας ορίζει το σύνολο μεθόδων και αλγορίθμων που επιτρέπουν την 
επεξεργασία. 
  
Το βασικό εργαλείο κατανόησης του περιβάλλοντος για τον άνθρωπο αποτελεί η 
όραση, η οποία στηρίζεται κατά κύριο λόγο στην επεξεργασία των οπτικών 
ερεθισμάτων που καθημερινώς λαμβάνει. Η υπολογιστική όραση ή όραση 
υπολογιστών είναι η επιστήμη που περιλαμβάνει μεθόδους για την ανάλυση και 
κατανόηση των εικόνων μέσω της χρήσης ηλεκτρονικού υπολογιστή. Η όραση 
υπολογιστών σε συνεργασία με τη τεχνητή νοημοσύνη έχουν σκοπό την εκπαίδευση 
μοντέλων μάθησης στηριζόμενες σε οπτικό υλικό από εικόνες. 
 
Ένα κυρίαρχο πρόβλημα που η επιστήμη της όρασης υπολογιστών καλείται να 
απαντήσει, αποτελεί το κομμάτι της αναγνώρισης προτύπων σε ψηφιακές εικόνες. Ως 
αναγνώριση εικόνας θεωρούμε τη διαδικασία κατά την οποία δεδομένης μιας εικόνας 
ο υπολογιστής προσπαθεί να εντοπίσει τι  αντικείμενα ή έννοιες που περιέχονται σε 
αυτήν.  
Παραδείγματα τέτοιων εφαρμογών βρίσκονται 
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 Σε ιατρικά δεδομένα που προκύπτουν από ακτινογραφίες, τομογραφίες, 
υπέρηχο, μικροσκοπικές φωτογραφίες, με σκοπό την εύρεση ασθενειών όπως 
ο καρκίνος. 
 Σε βιομηχανικές εφαρμογές όπως αποτελούν τα βιομηχανικά ρομποτ για 
ενίσχυση της παραγωγής 
 Σε εφαρμογές παρακολούθησης είτε με σκοπό την φύλαξη, συνόρων και 
κτιρίων, είτε σε εφαρμογές κατάμετρησης ανθρώπων σε εμπορικά κέντρα και 
μουσεία για διαφημιστικούς λόγους 
 Σε αυτόνομα μηχανήματα πλοήγησης 
 Σε εφαρμογές που σκοπεύουν στην καλύτερη οργάνωση της πληροφορίας, 
όπως είναι η αρχειοθέτηση εικόνων και η συμπίεση αρχείων βίντεο 
 Σε στρατιωτικές εφαρμογές με σκοπό τη συνεχή εξέλιξη των πολεμικών 
συστημάτων. Παράδειγμα αποτελεί η χρήση της μηχανικής όρασης για την 
υποστήριξη πυραυλικών συστημάτων, τα οποία δεν περιορίζονται μόνο σε 
συγκεκριμένους στόχους, αλλά μπορούν να αναζητούν στόχους σε ολόκληρη 
περιοχή 
 Σε εφαρμογές συστημάτων ασφαλείας για εντοπισμό πυρκαγιάς σε σπίτια ή σε 
δάση και έκκληση βοήθειας σε περίπτωση ύπαρξης ατόμων που έχουν 
τραυματιστεί 
 
Πιο συγκεκριμένα στην αναγνώριση εικόνας εμπίπτουν τα παρακάτω θεμελιώδη 
προβλήματα 
 
 Ο εντοπισμός και η αναγνώριση αντικειμένου  σε εικόνα (Object Detection and 
Object Recognition) ( Εικόνα 1) 
 Η ανάκτηση εικόνων με βάση το περιεχόμενο (Content Based Image Retrieval -
CBIR)(Εικόνα 2) 
 Η ταξινόμηση εικόνων με βάση τις έννοιες που περιέχονται. (Ιmage 
Classification) 
 
Η πρώτη περίπτωση έχει ως σκοπό την εύρεση ενός ή περισσότερων αντικειμένων σε 
μια εικόνα, καθώς  βασίζεται κυρίως σε μεθόδους που αφορούν την γεωμετρία του 
αντικειμένου [6]. 
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Η δεύτερη περίπτωση έχει ως στόχο την εύρεση και την ανάκτηση από μία βάση 
εικόνων που περιγράφουν  το ίδιο αντικείμενο. Η δυσκολία της συγκεκριμένης 
κατηγορίας έγκειται στο γεγονός ότι στη βάση υπάρχει πληθώρα εικόνων, ενώ πρέπει 
να ανιχνευτούν σωστά μόνο όσες έχουν ενδιαφέρον προς το ερώτημα. Ένα 
παράδειγμα ανάκτησης εικόνων παρουσιάζεται στην Εικόνα 2. Στην εικόνα αυτή η 
βάση περιέχει τέσσερα διαφορετικά είδη εικόνων, "αεροπλάνο", "μπονσαϊ", "κιάλια" 
και "πεταλούδες". Από αυτό το σύνολο επιθυμούμε να ανακτήσουμε μόνο τις εικόνες 
με "αεροπλάνα", ενώ οι υπόλοιπες να μην επιστραφούν. 
 
 
Εικόνα 1 Αναγνώριση συγκεκριμένων αντικειμένων. Εικόνα από [6] 
 
 
 
Εικόνα 2 Βασική διαδικασία ανάκτησης εικόνων. Από τη βάση που παρουσιάζεται στο τετράγωνο, 
προσπαθούμε να ανακτήσουμε μόνο τις εικόνες που περιέχουν "αεροπλάνα". Οι εικόνες προέρχονται 
από το συνολο εικόνων Caltech-101. 
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Η τρίτη περίπτωση που αποτελεί το κύριο θέμα της παρούσας εργασίας είναι η  
ταξινόμηση. Σκοπός της είναι η κατανόηση του περιεχομένου των φωτογραφιών, 
καθώς και η κατηγοριοποίησή τους. 
 
1.2 Το πρόβλημα της ταξινόμησης εικόνων. 
 
Το πρόβλημα της ταξινόμησης εικόνων ορίζεται ως η διαδικασία  σύμφωνα με την 
οποία υπάρχοντος ενός δεδομένου αριθμού εικόνων και ενός  δεδομένου αριθμού 
διαφορετικών κατηγοριών, επιδιώκεται το  σωστό ταίριασμα των εικόνων στις 
κατηγορίες που ανήκουν. Στις  Εικόνα 3,Εικόνα 4 παρουσιάζεται ένα απλό 
παράδειγμα ταξινόμησης. 
  
 
 
 
 
Εικόνα 3 Ένα απλό παράδειγμα ταξινόμησης: Θεωρούμε τρεις κλάσεις αντικειμένων "καπέλα"," 
κούπες", "ιστιοφόρο" που υπάρχουν όλες μαζί στο αρχικό σύνολο δεδομένων. Δεν γνωρίζουμε σε ποιά 
κλάση ανήκει η  κάθε εικόνα. Σκοπός είναι η κατανόηση και ο χαρακτηρισμός της κάθε εικόνας με 
βάση την κλάση της. 
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Εικόνα 4 Αποτελέσματα  και αξιολόγηση της ταξινόμησης. Ένα "ιστιοφόρο" αναγνωρίσθηκε  
λανθασμένα ως "καπέλο". Αυτό μείωσε την επιτυχία της ταξινόμησης στη συγκεκριμένη κλάση. 
 
 
Προτού συνεχίσουμε στην διαδικασία της ταξινόμησης, ίσως ήταν χρήσιμο για την 
καλύτερη κατανόηση να αναρωτηθούμε το εξής: Ποιές κατηγορίες και με ποιό τρόπο 
μπορεί να αναγνωρίσει ο υπολογιστής; Η απάντηση στην ερώτηση αυτή έρχεται, όταν 
αναλογιστούμε τον τρόπο με το οποίο ο ανθρώπινος νους οργανώνει την πληροφορία 
σε διάφορα επίπεδα. Ένα άμεσο παράδειγμα φαίνεται στον τρόπο που ο άνθρωπος 
αναφέρεται σε ένα αντικείμενο όπως το αυτοκίνητο. Αρχικά μπαίνει στην διαδικασία 
της αναγνώρισής του λαμβάνοντας υπόψη ολόκληρο το σχήμα του, κάποιο 
μεμονωμένο χαρακτηριστικό του όπως οι πόρτες ή οι ρόδες ή και τη χρήση του για 
μεταφορά ανθρώπων. Έπειτα θα αναφερθεί σε αυτό είτε χρησιμοποιώντας την μάρκα, 
πχ «Honda», είτε απλά τον όρο  «αυτοκίνητο». Παρόλες τις υπάρχουσες ορολογίες 
που μπορεί να χρησιμοποιήσει, η λέξη «αυτοκίνητο» έρχεται στο νου διότι είναι πιο 
απλή σε σχέση με το να θυμάται τη μάρκα. Συνεπώς ο καλύτερος τρόπος για 
οργάνωση της πληροφορίας, είναι να παραμείνει σε ένα "απλό" επίπεδο περιγραφής 
των χαρακτηριστικών της. 
 
Επιστρέφοντας στο πρόβλημα της ταξινόμησης πρέπει να βρούμε ποιά απλά 
χαρακτηριστικά χρειάζεται ένας υπολογιστής, ώστε να εκτελέσει με επιτυχία την 
ταξινόμηση. 
 
Σε αντίθεση με το πρόβλημα του εντοπισμού των αντικειμένων, που στηρίζεται στη 
μοναδική  περιγραφή ενός αντικειμένου, στην ταξινόμηση θα χρειαστούμε 
περισσότερη πληροφορία από τα χαρακτηριστικά που προσφέρει ένα αντικείμενο. 
Άρα κρίνεται απαραίτητη η εξαγωγή χαρακτηριστικών από πολλές εικόνες. Όσο 
όμως αυξάνεται ο αριθμός των εικόνων, τόσο αυξάνεται και το πλήθος των 
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διανυσμάτων που χρειάζονται στην περιγραφή. Αυτό συμβαίνει καθώς εικόνες που 
ενδέχεται να απεικονίζουν το ίδιο αντικείμενο, το απεικονίζουν με διαφορετικούς 
τρόπους, δηλαδή με διαφορές στο φωτισμό, την οπτική γωνία,χρώματα ή ακόμα το 
παρουσιάζουν σε ένα σκηνικό μαζί με άλλα αντικείμενα.Συνεπώς όσο πιο πολλά 
αντικείμενα περιγράφουμε, τόσο μεγαλώνει ο  όγκος της  πληροφορίας, με 
αποτέλεσμα να ξεφεύγουμε απ΄ το απλό επίπεδο περιγραφής. Έτσι είναι αναγκαία η 
δημιουργία κάποιου μοντέλου, που βασίζεται στα χαρακτηριστικά, αποσκοπώντας  
αφενός στη μείωση του όγκου των δεδομένων και αφετέρου στην πληρέστερη 
περιγραφή του συνόλου. 
Με το σύνολο των διανυσματικών τιμών που προκύπτουν από την επεξεργασία των 
εικόνων, μας δίνεται η δυνατότητα εκπαίδευσης ενός στατιστικού μοντέλου, στο 
οποίο βασιζόμαστε ώστε να προβλέψουμε την κατηγορία κάθε  εικόνας. Ένας τρόπος 
είναι να κατασκευαστεί το μοντέλο αυτό μέσω μιάς διαδικασίας επιβλεπόμενης  
μάθησης,κατηγορία της μηχανικής μάθησης κατά την οποία χρησιμοποιώντας ένα 
σύνολο δεδομένων ως είσοδο για την εκπαίδευση ενός μοντέλου μπορούμε να 
προβλέψουμε την έξοδο. 
 
1.3 Σκοπός της διπλωματικής 
 
 
Στη εργασία προτείνονται δύο τρόποι αντιμετώπισης του προβλήματος της  
ταξινόμησης.  
 
Συνοπτικά τα κύρια βήματα που ακολουθούνται είναι τα εξής : 
• αρχικά εξάγουμε τις διανυσματικές περιγραφές των εικόνων 
       βασιζόμενοι στις αναπαραστάσεις εκπαιδεύουμε το μοντέλο μάθησης 
• έπειτα όταν δοθεί μια εισερχόμενη εικόνα εξάγουμε την περιγραφή της  
• στο τέλος με βάση την απόκριση του μοντέλου επιλέγουμε την κατηγορία 
όπου ανήκει. 
  
Στην εργσία αυτή επικεντρωνόμαστε κυρίως στο πρώτο βήμα, για το οποίο 
χρησιμοποιούμε την διαδεδομένη τεχνική του σάκου οπτικών λέξεων (bag-of-visual-
words) [19], αλλά προτείνουμε και μία βελτίωσή της με σκοπό την καλύτερη 
περιγραφή των εικόνων. Όπως αναφέρθηκε στην προηγούμενη ενότητα, επειδή κάθε 
εικόνα μπορεί να αναπαρασταθεί με ένα αρκετά μεγάλο αριθμό χαρακτηριστικών 
διανυσμάτων, αντιμετωπίζουμε το πρόβλημα του υπερβολικά μεγάλου πλήθους 
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πληροφορίας. Για το λόγο αυτό εκφράζουμε το σύνολο των στοιχείων που 
προκύπτουν με μία κβαντισμένη εκδοχή του, η οποία αποτελεί το "οπτικό λεξικό".  
 
Η έννοια του οπτικού λεξικού συσχετίζεται  άμεσα με την έννοια του λεξικού που 
χρησιμοποιεί ο άνθρωπος. Το λεξικό παρέχει μία αλφαβητική εμφάνιση των λέξεων 
που ενδέχεται να χρειαστεί κάποιος. Έχοντας το πλήθος των λέξεων σε σειρά είναι 
μια μεγάλη διευκόλυνση, καθώς γλιτώνουμε χρόνο από πληθώρα συγκρίσεων με όλες 
τις λέξεις , ενώ ταυτόχρονα ξέρουμε σε πιο μέρος του λεξικού να ψάξουμε. 
Επειδή όπως προαναφέραμε οι λέξεις στο οπτικό λεξικό έχουν διανυσματική μορφή, 
ο μόνος τρόπος να υπάρξει μια ‘αλφαβητική’ μορφή στηρίζεται στην έννοια της 
κβάντισης των διανυσμάτων. 
Η κβάντιση αυτή προκύπτει με την χρήση κάποιου αλγόριθμου ομαδοποίησης. 
Συνήθως προτιμάται ο αλγόριθμος Κ-μεσων (Εικόνα 5), με αποτέλεσμα να γίνεται 
συσταδοποίηση των οπτικών λέξεων (Εικόνα 6) με ένα τρόπο αντίστοιχο με εκείνο 
του κανονικού λεξικού, που ομαδοποιούνται και  κατατάσσονται  ανάλογα με το 
αρχικό γράμμα. 
Τα κέντρα που προκύπτουν από την χρήση του αλγορίθμου είναι αυτά που 
χρησιμοποιούνται για την περιγραφή εννοιών,  μειώνουν των όγκο των δεδομένων 
και ταυτόχρονα δίνουν μια καλύτερη εικόνα για την κατανομή που παρουσιάζουν στο 
σύνολο. 
 
Εικόνα 5  Παράδειγμα εκτέλεσης του αλγορίθμου Κ-μέσων. Οι συστάδες απεικονίζονται με 
διαφορετικά χρώματα. Με μαύρες κουκίδες απεικονίζονται τα σημεία που αποτελούν τα αντίστοιχα 
κέντρα σε κάθε περιοχή. 
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Εικόνα 6 Μια πιο αφαιρετική έννοια του Σάκου Οπτικών Λέξεων. Αριστερά: η αρχική εικόνα. Δεξιά: 
η μορφή της εικόνας με βάση το Σάκο Λέξεων. 
 
1.4 Διάρθρωση εργασίας  
 
Στα κεφάλαια  που ακολουθούν γίνεται μελέτη και παραθέτονται όλοι οι αλγόριθμοι 
και τεχνικές που έχουν ως αποτέλεσμα την ταξινόμηση των δοθέντων εικόνων. Πιο 
συγκεκριμένα το 2ο κεφάλαιο περιλαμβάνει μια ανάλυση  για τον τρόπο περιγραφής 
της εικόνας,την μέθοδο εξαγωγής των διανυσματικών τιμών που την περιγράφουνΣτα 
κεφάλαια 3 και 4 γίνεται η περιγραφή του μοντέλου του οπτικού λεξικού και μια 
προσπάθεια βελτίωσής του. Στο τελευταίο κεφάλαιο, 5ο, δίνονται τα πειραματικά 
αποτελέσμα απ την χρήση των προαναφερθέντων τρόπων, στο σύνολο εικόνων 
Caltech-101, που αποτελείται από εικόνες συγκεντρωμένες από το Google.  
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2. Αναπαράσταση Εικόνας 
2.1 Τι είναι οι "οπτικοί περιγραφείς";  
 
Όπως έγινε αντιληπτό από την προηγούμενη ενότητα, στη διαδικασία της 
ταξινόμησης είναι απαραίτητο να χρησιμοποιηθεί ένας μεγάλος αριθμός από εικόνες. 
Ο μεγάλος αυτός αριθμός από εικόνες έχει ώς αποτέλεσμα τη δημιουργία ενός 
τεράστιου όγκου δεδομένων προς επεξεργασία, άρα χρειάζεται ένας τρόπος 
κατάλληλος για την περιγραφή της οπτικής πληροφορίας. Συνεπώς ως οπτικό 
περιγραφέα ορίζουμε τον αλγόριθμο εκείνον που με είσοδο μια εικόνα παράγει με 
προτυποποιημένο τρόπο ένα διάνυσμα, το οποίο περιγράφει το οπτικό της 
περιεχόμενο. Επειδή οι ανάγκες για περιγραφή μιας εικόνας διαφέρουν, διαφέρουν 
και οι αλγόριθμοι που παράγουν τα χαρακτηριστικά διανύσματα. 
Πιό συγκεκριμένα υπάρχουν τρεις βασικοί τύποι περιγραφέων: 
 Καθολικοί περιγραφείς εικόνας που εξάγουν χαρακτηριστικά από ολόκληρη την 
εικόνα 
 Τοπικοί περιγραφείς που εξάγονται από περιοχές της εικόνας 
 Περιγραφείς σημείων, οι οποίοι εξάγωνται από τη "γειτονιά" χαρακτηριστικών 
σημείων της εικόνας. 
 
2.2 Καθολικοί  Περιγραφείς Εικόνας 
Στην ενότητα αυτή παρουσιάζονται οι καθολικοί περιγραφείς και ο τρόπος με τον 
οποίο εξάγουν χαρακτηριστικά από την εικόνα. 
Ένας καθολικός περιγραφέας  είναι ο Gist[8], που έχει ως σκοπό την περιγραφή 
ολόκληρης της εικόνας. Βασίζεται στην ιδέα της περιγραφής ολόκληρου του 
"σκηνικού" της εικόνας, ανάλογα με τη σκηνή που αυτό περιγράφει και χωρίς να 
λαμβάνει υπόψη μεμονωμένα χαρακτηριστικά. Με παρόμοιο τρόπο αντιλαμβάνεται 
το χώρο ο άνθρωπος. Τα σκηνικά χωρίζονται σε κλειστούς ή ανοιχτούς χώρους,όπως 
εσωτερικό δωματίου ή εξωτερικό σπιτιού, σε χώρους με ανθρώπινη παρεμβολή ή όχι 
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, όπως δρόμοι, γέφυρες, πολυκατοικίες ή δάση, βουνά, θάλασσα και άλλα. Οι 
διαχωρισμοί αυτοί προκύπτουν από την διαφορά στο συχνοτικό περιεχόμενο που 
παρουσιάζει το εκάστοτε περιβάλλον. Πιο συγκεκριμένα ο περιγραφέας χρησιμοποιεί 
τον Διακριτό Μετασχηματισμό Fourier για την εξαγωγή του συχνοτικού φάσματος. 
Το φάσμα δειγματοληπτείται σε περιοχές 8 × 8 για περισσότερη λεπτομέρεια. Στις 
περιοχές αυτές γίνεται συνέλιξη με διάφορα Γκαουσιανά φίλτρα. Το τελικό 
χαρακτηριστικό διάνυσμα προκύπτει ώς το αποτέλεσμα των συνελίξεων σε κάθε 
περιοχή του φάσματος. Στην Εικόνα 7 φαίνεται μία χρήση του αλγορίθμου και πώς το 
φάσμα κάθε εικόνας είναι αρκετό για μία χαμηλού επιπέδου περιγραφή της. 
 
Εικόνα 7 Χρήση του αλγορίθμου σε εικόνες απο [18]. Δεξιά κάθε εικόνας απεικονίζεται το αντίστοιχο 
φάσμα. Στις εικόνες είναι εμφανής η διαφορά του περιγραφέα για κάθε περίπτωση. 
 
 
 
  
2.3 Περιγραφείς Περιοχών 
Στην δεύτερη περίπτωση ανήκει το σύνολο περιγραφέων του MPEG-7(Motion 
Picture Expert Group - 7) [20]. Αποτελούν την κατηγορία περιγραφέων, που 
υλοποιήθηκαν νωρίτερα σε σχέση με τους συνολικούς και τους τοπικούς περιγραφείς. 
Σκοπός τους ήταν ο εντοπισμός ομοιοτήτων σε εικόνες με βάση το οπτικό υλικό, 
ώστε να δώσουν έναν αποτελεσματικό τρόπο αναζήτησης και αρχειοθέτησης. 
Παρόλο που το MPEG 7 περιέχει περιγραφείς για χρώματος(color), υφής (texture), 
σχήματος (shape), για τους σκοπούς της παρούσας εργασίας θα ασχοληθούμε μόνο με 
τα δύο πρώτα είδη.  Στο πρότυπο του MPEG 7 αντιστοιχούν οι παρακάτω βασικές 
κατηγορίες μαζί με τις υποκατηγορίες περιγραφέων τμημάτων της εικόνας 
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1. Περιγραφείς χρώματος (Color Descriptors): προσφέρουν περιγραφή με βάση την 
κατανομή των χρωμάτων. Αποτελεί έναν από τους πιο διαδεδομένους στη χρήση 
περιγραφείς, καθώς προσφέρει σχετική ευρωστία σε αλλαγές στο περιβάλλον και 
σε μετασχηματισμούς περιστροφής. Στην κατηγορία αυτή ανήκουν οι εξής: 
1.1.  Περιγραφέας κύριων χρωμάτων (Dominant Color Descriptor), ο οποίος 
περιγράφει την χωρική κατανομή των χρωμάτων της εικόνας βασισμένος στα 
κυρίαρχα χρώματα που την εκφράζουν καλύτερα. Τα κυρίαρχα χρώματα 
προκύπτουν ως αποτέλεσμα συνεχών ομαδοποιήσεων των χρωμάτων που 
υπάρχουν στην εικόνα. 
1.2. Κλιμακωτός περιγραφέας χρώματος (Scalable Color Descriptor),  ο οποίος 
παρέχει την περιγραφή για την κατανομή των χρωμάτων. Η τελική 
περιγραφή της εικόνας γίνεται με ένα διάνυσμα ιστογράμματος κβαντισμένο 
στις 256 τιμές, στο χρωματικό χώρο HSV.   
1.3. Περιγραφέας διάταξης χρώματος (Color Layout Descriptor), ο οποίος 
περιγράφει την χρωματική κατανομη της εικόνας σε αυθαίρετα τμηματά της. 
Για το σκοπό αυτό η εικόνα διαιρείται ομοιόμορφα σε 64 μπλοκ, από τα 
οποία εξάγεται το αντιπροσωπευτικό χρώμα. Τελικά προκύπτει μια 
μικροσκοπική εικόνα 8 × 8 στην οποία με τον μετασχηματισμό συνημιτόνου 
και σάρωση σε οδοντωτή σειρά εξάγουμε το τελικό διάνυσμα περιγραφής. 
1.4. Περιγραφέας δομής χρώματος (Color Structure Descriptor), σκοπός του 
περιγραφέα είναι ο εντοπισμός της επανάληψης ενός χρώματος σε συνεχείς 
μεταξύ τους περιοχές της εικόνας. Για το σκοπό αυτό χρησιμοποιεί την 
συνεχή ολίσθηση ενός παραθύρου 8 × 8 για τη σάρωση της εικόνας. Έτσι 
μετρά τον αριθμό που ένα χρώμα επαναλαμβάνεται στην εικόνα, 
σχηματίζοντας ένα τελικό ιστόγραμμα επαναλήψεων. 
2. Περιγραφεις υφής (Texture Descriptors) σκοπός τους είναι η μοντελοποίηση με 
προτυποποιημένο τρόπο τα χαρακτηριστικά υφής του περιεχομένου των 
εικόνων.Στην κατηγορία ανήκουν οι εξής : 
2.1.  Περιγραφέας ομοιογενούς υφής (Homogeneous Texture Descriptor) , o 
οποίος υπολογίζει την υπολογίζει τη μέση ενέργεια και την απόκλισή της για  
μία εικόνας, έπειτα από την εφαρμογή ενός συνόλου φίλτρων. 
2.2. Περιγραφέας ιστογράμματος ακμών (Edge Histogram Descriptor),  
στηρίζεται στην χωρική κατανομή των ακμών ώστε να περιγράψει το 
περιεχόμενο μιας εικόνας. Με τη βοήθεια ενός διανύσματος από το οποίο 
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μπορεί να προκύψει η χωρική κατανομή των τύπων των ακμών που 
περιέχονται σε μία εικόνα. 
 
2.4 Τοπικοί περιγραφείς 
 
Στη συγκεκριμένη κατηγορία η προσοχή της περιγραφής στρέφεται γύρω από την 
εξαγωγή πληροφορίας σε σημεία ενδιαφέροντος. Οι περιγραφείς της κατηγορίας 
αυτής λειτουργούν με δύο βήματα :  
a) εύρεση σημείων ενδιαφέροντος στην εικόνα 
b) εξαγωγή περιγραφής για αυτά τα σημεία. 
2.4.1 Ο Περιγραφέας LIOP (Local Intensity Order Pattern) 
 
Ο περιγραφείς LIOP [1 ,2 ] χαρακτηρίζει το περιεχόμενο της φωτογραφίας, σύμφωνα 
με το πρότυπου τοπικής διάταξης. Σε γενικές γραμμές, το πρότυπο διάταξης 
προκύπτει από την τοποθέτηση σε αύξουσα σειρά ενός συνόλου εικονοστοιχείων. 
Έστω ένα εικονοστοιχείο και το σύνολο γειτονικών εικονοστοιχείων το πρότυπο 
τοπικής διάταξης του είναι αποτέλεσμα της τοποθέτησης των γειτόνων του σε 
αύξουσα σειρά. Ο περιγραφέας εκμεταλλεύεται τη βασική αρχή, ότι η αύξουσα σειρά 
των εικονοστοιχείων θα παραμείνει ανεπηρέαστη, όταν η ένταση τον στοιχείων 
αλλάζει μονοτονικά. Αρχικά οι εικόνες θολώνονται και με τη χρήση ενός τοπικού 
ανιχνευτή αμετάβλητου σε αφινικούς μετασχηματισμούς (affine transformations), 
εντοπίζονται σημεία ενδιαφέροντος μαζί με τα γειτονικά τους εικονοστοιχεία, τα 
οποία κανονικοποιούνται σε κυκλικές σταθερού μεγέθους περιοχές. Ο 
προσανατολισμός των στοιχείων απορρίπτεται, ενώ ο θόρυβος απομακρύνεται με 
Γκαουσιανά φίλτρα, με αποτέλεσμα τη δημιουργία μιας «τοπικής κηλίδας» (“local 
patch” ή “blob”). Με σκοπό την εξομάλυνση των αλλαγών που προέρχονται από 
περιστροφές, όλα τα εικονοστοιχεία μέσα στην κηλίδα κατατάσσονται σε αύξουσα 
σειρά και έπειτα η κηλίδα κβαντίζεται σε Β διεταγμένα κελιά. Ο περιγραφέας LIOP 
κατακευάζεται χρησιμοποιώντας τη σειρά διάταξης όλων των δειγματοληφθέντων 
γειτονικών σημείων εκμεταλλευόμενος τη τοπική πληροφορία και παράλληλα 
παρέχει μια περιγραφή ανεπηρέαστη σε περιστροφές της εικόνας. Τελικά ο 
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περιγραφέας σχηματίζεται από την σύμπτυξη των LIΟPs των σημείων σε κάθε 
διατεταγμένο κελί. Η λειτουργία του περιγραφέα απεικόνίζεται στην Εικόνα 8. 
 
 
 
Εικόνα 8 Παράδειγμα των βημάτων εξαγωγής του LIOP. Εικόνα από την αντίστοιχη δημοσίευση [1] 
 
 
2.4.2 Ο περιγραφέας MSER (Maximally Stable External 
Regions)  
 
Ο πριγραφέας  MSER [3] βασίζεται στην ιδέα των ακρότατων τιμών. Είναι 
αμετάβλητος σε αφινικές μετατροπές, παρουσιάζει σταθερότητα και  παραμένει 
αναλλοίωτος σε αλλαγές της κλίμακας. Επίσης είναι αρκετά δημοφιλής για τον 
γρήγορο και αποτελεσματικό τρόπο εύρεσης σημείων ενδιαφέροντος. Ο αλγόριθμος 
εξαγωγής του MSER περιλαμβάνει ένα βήμα δυαδικοποίησης της εικόνας με 
συγκεκριμένο κατώφλι. Με τον τρόπο αυτό κατασκευάζει ένα σύνολο από τοπικά 
ελάχιστα, τα οποία μεγαλώνουν συνεχώς, μέχρι το σημείο όπου δύο γειτονικά τοπικά 
ελάχιστα να συγχωνευτούν. Τότε το σύνολο από περιοχές με μέγιστες ακραίες τιμές  
ορίζεται ως σύνολο όλων των συνδεδεμένων συνιστωσών, ως αποτέλεσμα από τις 
συνεχείς αλλαγές στο κατώφλι. Χρησιμοποιώντας τις αντίστροφες εικόνες 
κατασκευάζεται ένα σύνολο από περιοχές με ελάχιστα ακρότατα. Τελικά, τα επίπεδα 
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έντασης που αποτελούν τοπικά ελάχιστα κατά τις αλλαγές, επιλέονται ώς κατώφλι 
παράγοντας περιοχές μέγιστης σταθερότητας(MSERs).  
Στην Εικόνα 9 παρουσιάζεται ένα παράδειγμα του περιγραφέα. Συνήθως οι τελικές 
περιοχές παρουσιάζονται εντός ελλείψεων. 
 
  
 
Εικόνα 9 Αποτέλεσμα χρήσης MSER ανιχνευτή σε εικόνα. Στη μεσαία εικόνα διακρίνονται οι περιοχές 
μεγιστης σταθερότητας, ενώ στην τελετυταία εικόνα αυτές οι περιοχές παρουσιαζονται μέσα σε ελλείψεις 
για απλότητα. Η εικόνα προέρχεται από τη συλλογή Caltech-101.  
 
2.4.3 O περιγραφέας FAST (Features from Accelerated 
Segment Test) 
 
Ο περιγραφέας FAST [4] παρέχει έναν υπολογιστικά αποδοτικό τρόπο ανίχνευσης 
γωνιών. Είναι σημαντικά πιο γρήγορος από άλλες παρόμοιες μεθόδους, όπως η 
μέθοδος γκαουσιανών διαφορών (DoG) που χρησιμοποιείται από τον SIFT, που 
παρουσιάζεται στην ενότητα 2.4.5. Ο αλγόριθμος FAST για εντοπισμό γωνιών είναι 
ιδιαίτερα απλός. Κατατάσει ένα υποψήφο σημείο ως γωνία, εφόσον ένα σύνολο από 
γειτονικά σημεία σχηματίζουν καταλλήλως κύκλο Bresenham με ακτίνα 3, που 
αποτελείται αποκλειστικά από εικονοστοιχεία φωτεινότερα ή όχι από την ένταση του 
ε, δεδομένου κάποιου άνω ή κάτω κατωφλίου. Βελτιώσεις συμπεριλαμβάνουν  ένα 
υψηλής ταχύτητας τέστ και μία μηχανικής μάθησης προσέγγιση, που έχει ως στόχο 
την περαιτέρω βελτίωση της ταχύτητας εξόρυξης των σημείων. Συνήθως γίνεται  ένα 
βήμα καταστολής των μη μέγιστων τιμών. Για ένα δεδομένο εικονοστοιχείο ε η 
δύναμη γωνίας ορίζεται ώς τη μέγιστη τιμή τ που ανάγει το εικονοστοιχείο  ε σε 
γωνία. Στην Εικόνα 10 εμφανίζεται η χρήση του αλγορίθμου. Για το λόγο ότι ο 
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αλγόριθμος εντοπίζει μόνο σημεία, χρησιμοποιούμε τον αλγόριθμο FREAK για την 
περιγραφή των σημείων και παρουσιάζεται στην ενότητα 2.4.4.  
 
 
Εικόνα 10 Αποτελέσμα χρήσης ανιχνευτή FAST  για τον εντοπισμό γωνιών σε μία εικόνα  
 
2.4.4 Ο περιγραφέας Fast REtinA Key-point (FREAK) 
 
Ο περιγραφέας FRΕAΚ [7] παρέχει περιγραφή σε δυαδική μορφή. Πληθώρα 
δυαδικών περιγραφέων έχουν προταθεί τα τελευταία χρόνια με σκοπό την περιγραφή 
της περιοχής γύρο από σημεία κλειδια. Προσφέρουν γρήγορη εξαγωγή 
χαρακτηριστικών και προτιμούνται σε εφαρμογές πραγματικού χρόνου. Τυπικά 
ακολουθούν την ίδια προσέγγιση, δηλαδή προκαθορίζουν ένα πρότυπο 
δειγματοληψίας, ένα σύνολο σημείων από δειγματοληψία και μία μέθοδο 
συμψηφισμού προσανατολισμών, με σκοπό τον περιοροσμό των αλλοιώσεων από 
περιστροφές. Ο αλγόριθμος παρέχει ένα κυκλικό πλέγμα δειγματοληψίας (Εικόνα 
12), εμπνευσμένο από την κατανομή των δεκτικών πεδίον στην περιοχή του 
αμφιβληστροειδή χιτώνα του οφθαλμού.(Εικόνα 11) 
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Εικόνα 11  Η αντιστοιχία της βασικής ιδέας του FREAK με το ανθρώπινο μάτι. Η εικόνα προέρχεται από τη 
δημοσίευση [7].   
 
 
 Τα δειγματοληφθέντα σημεία τείνουν να έχουν υψηλότερη τιμή γύρω από τα 
χαρακτηριστικά σημεία, ενώ η έντασή τους μειώνεται εκθετικά. Όσον αφορά τα 
δειγματοληφθέντα ζευγάρια υιοθετείται μια στρατηγική μάθησης. Εμβαθύνοντας 
χρησιμοποιώντας ένα σύνολο από χαρακτηριστικά σημεία διατηρούνται τα 
ασυσχέτιστα μεταξύ τους δειγματοληφθέντα ζεύγη. Μία προσέγγιση τύπου cascode 
χρησιμοποιείται για ταίριασμα και συμψήφιση προσανατολισμών, σε ένα 
προκαθορισμένο σύνολο 45 συμμετρικών ζευγαριών, επιλέγοντας το ζευγάρι με το 
μεγαλύτερο βαθμό. 
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Εικόνα 12 Απεικόνιση του κυκλικού πλεγματος δειγματοληψίας γύρω από τα χαρακτηριστικά σημεία. Η 
εικόνα προέρχεται από τη δημοσίευση [7] 
 
2.4.5 Ο περιγραφέας SIFT (Scale Invariant Feature 
Transform) 
 
Ο περιγρφέας SIFT [5] σχεδιάστηκε έτσι ώστε να παρέχει χαρακτηριστικά σημεία 
εύρωστα στους μετασχηματισμούς κλίμακας και περιστροφής, ανθεκτικά στο θόρυβο 
και αναλλοίωτα έπειτα από αλλαγές στο φωτισμό.  Ο αλγόριθμος για την εξαγωγή 
σημείων κλειδιών χρησιμοποιεί μια προσέγγιση τύπου cascode φιλτραρίσματος, 
έπειτα από την εφαρμογή συνελίξεων σε διάφορες κλίμακες με Γκαουσιανά φίλτρα. 
Οι διαφορές που προκύπτουν από τις θολωμένες εικόνες (Difference of Gaussians) 
(Εικόνα 13) υπολογίζονται σε διάφορες οκτάβες, οδηγώντας στον υπολογισμό των 
τοπικών μέγιστων ακροτάτων των θολωμένων εικόνων. Τα χαρακτηριστικά σημεία 
που παρουσιάζουν χαμηλή αντίθεση ή είναι σημεία ακμών αποκόπτονται. Τελικά για 
κάθε σημείο ενδιαφέροντος καθορίζονται η κλίμακα που ανιχνεύθηκε και ο 
κυρίαρχος προσανατολισμός των γειτονικών του σημείων. Για τον υπολογισμό του 
χρακτηριστικού διανύσματος περιγραφής κατασκευάζεται ένα τοπικό ιστόγραμμα 
από τα γειτονικά σημεία βασισμένο στις τιμές των εκάστοτε προσανατολισμών και 
κανονικοποιείται σε μοναδιαίο διάνυσμα, ώστε να εξασφαλίσει την ευρωστία σε 
αλλαγές στο φωτισμό. Ένα αποτέλεσμα χρήσης του αλγορίθμου φαίνεται στην 
Εικόνα 14. 
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Εικόνα 13 Αλγόριθμος  SIFT.  Σε κάθε κλίμακα της οκτάβας γίνεται συνέλιξη της εικόνας με Γκαουσιανά 
φίλτρα (αριστερά). Έπειτα διατηρείται μόνο η διαφορά ανάμεσα σε δύο συνεχόμενες κλίμακες (δεξιά). Η 
εικόνα προέρχεται από [6]. 
 
Εικόνα 14 Τελικοί προσανατολισμοί χαρακτηριστικών σημείων όπως προκύπτουν μετά την χρήση του 
αλγορίθμου SIFT. Η εικόνα προέρχεται από [6]. 
2.4.6 Ο περιγραφέας Surf (Speeded Up Robust Features) 
 
O περιγραφέας Surf [15] έχει κατασκευαστεί ώστε να αποτελέσει ένα σημαντικά 
γρήγορο σχήμα ανίχνευσης και περιγραφής σημείων.  
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 06:34:13 EET - 137.108.70.7
31 
 
Συνοπτικά, επιτυγχάνει : 
 επαναληπτικότητα, δηλαδή τη σταθερή εύρεση των ίδιων σημείων 
ανεξάρτητα με τις περιστροφές του αντικειμένου. 
 διακριτότητα  των περιοχών που αποτελούν γωνιακά σημεία και κηλίδες 
(blobs). 
 ευρωστία στο θόρυβο και αλλαγές φωτεινότητας. 
Με σκοπό την ανίχνευση χαρακτηριστικών σημείων ο αλγόριθμος υιοθετεί μια 
γρήγορη προσέγγιση του πίνακα Hessian σε συνδυασμό με τις integral εικόνες. 
Οι integral εικόνες [16] αποτελούν ένα γρήγορο σχήμα υπολογισμού της συνέλιξης 
με διάφορα τετραγωνικά φίλτρα, καθώς συνεισφέρουν στην ανεξαρτητοποίηση του 
χρόνου υπολογισμού από το μέγεθος του φίλτρου. Στην Εικόνα 15 φαίνεται ο 
υπολογισμός της integral εικόνας. 
 
Εικόνα 15 Αλγόριθμος SURF. Υπολογισμός της integral εικόνας στην περιοχή Σ. Με την χρήση της 
μειώνεται πολύ ο χρόνος υπολογισμού συνελίξεων, καθώς μειώνονται κατά πολύ οι απαιτούμενες πράξεις σε  
απλά τέσσερις προσθέσεις και τρείς αναδρομές στην μνήμη. Εικόνα προέρχεται από  [15]. 
 
Ο Εσσιανός πίνακας (Hessian matrix) σε μία εικόνα 𝛪, δοσμένου ενός σημείου 
x=(x,y)  μίας κλίμακα σ ορίζεται ώς   
                    H(𝑥, 𝜎) = [
𝐿𝜒𝜒(𝑥, 𝜎) 𝐿𝑥𝑦(𝑥, 𝜎)
𝐿𝜒𝑦(𝑥, 𝜎) 𝐿𝑦𝑦(𝑥, 𝜎)
] 
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με τα L να αποτελούν τις συνελίξεις τις εικόνας Ι στο σημείο x με τις αντίστοιχες 
Γκαουσιανές παραγώγους δεύτερης τάξης.  
Η γρήγορη προσέγγιση του Εσσιανού πίνακα στηρίζεται στη χρήση φίλτρων 9 × 9 με 
𝜎 = 1.2, τα οποία προσεγγίζουν τις Γκαουσιανές παραγώγους δεύτερης τάξης. Η 
προσσέγιση του πίνακα παίρνει τη μορφή 
det(?̃?) = 𝐷𝑥𝑥𝐷𝑦𝑦 − (𝑤𝐷𝑥𝑦)
2 
όπου 𝐷𝑥𝑥 , 𝐷𝑦𝑦  και 𝐷𝑥𝑦 οι αντίστοιχες προσεγγίσσεις μερικών παραγώγων, ενώ το 
βάρος w χρησιμοποιείται για να ισσοροπήσει την εξίσωση και λαμβάνει τιμή 0,9. Η 
ίδια διαδικασία με τα φίλτρα επαναλαμβάνεται σε διάφορες οκτάβες με μεγαλύτερου 
μεγέθους φίλτρα. Τα σημεία ενδιαφέροντος προκύπτουν από τα τοπικά μέγιστα σε 
μία γειτονιά 3x3x3, σύμφωνα με τη μέθοδο που πρότειναν οι Neubeck and Van Gool 
[17]. 
Ο περιγραφέας Surf βασίζεται στην κατανομή πρώτης τάξης κυματιδίων Haar με 
σκοπό να προσδιορίσει το περιεχόμενο της έντασης  γύρω από το κάθε σημείο 
ενδιαφέροντος. Υπολογίζει την κατανομή των κυματιδίων σε γύρω από τα σημεία 
ενδιαφέροντος σε διαφορετικές κλίμακες και προσθέτει τις κατανομές ώστε να 
προκύψει o κυρίαρχος προσανατολισμός του σημείου. Για το χαρακτηριστικό 
διάνυσμα του σημείου ενδιαφέροντος ορίζει μια τετράγωνη περιοχή με μέγεθος 20s, 
όπου s η αντίστοιχη κλίμακα, και προσανατολισμένη με βάση τον κυρίαρχο 
προσανατολισμό. Στην συνέχεια υποδιαιρεί την περιοχή σε περιοχές 4 × 4 και 
ανάλογα με την καταναμή των κυματιδίων Haar σε κάθε τμήμα 4 × 4 ορίζει ένα 
προσανατολισμό. Το τελικό διάνυσμα προκύπτει από την ένωση των 
προσανατολισμών κάθε περιοχής. Παράδειγμα του αλγοριθμού φαίνεται στην Εικόνα 
16. 
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Εικόνα 16 Παράδειγμα χρήσης εξαγωγής χαρακτηριστικών περιοχών με τον περιγραφέα SURF σε μία 
εικόνα από τη συλλογή Caltech-101. Στην εικόνα διακρίνονται τα σημεία ενδιαφέροντος ώς κέντρα κύκλων, 
το μέγεθος του κύκλου αναφέρεται στην κλίμακα που βρέθηκε το σημείο ενώ η ακτίνα στον κυρίαρχο 
προσανατολισμό. 
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3. Σάκος Οπτικών Λέξεων (Bag-of-Visual-
Words) 
 
3.1 Οπτικές λέξεις 
 
Τα χαρακτηριστικά που προκύπτουν από την επεξεργασία των εικόνων, στον 
πραγματικό κόσμο αντιστοιχούν στις λέξεις που περιέχει ένα λεξικό. Όμως στο 
λεξικό οι λέξεις δεν τοποθετούνται σε τυχαία σειρά, αλλά αλφαβητικά. Ο 
ουσιαστικός λόγος ύπαρξης της αλφαβητικής σειρά είναι να συγκεντρώσει τις οπτικά 
όμοιες λέξεις και να τις τοποθετήσει σε σειρά. Αυτή η σειρά μας επιτρέπει να 
γλιτώσουμε αρκετό χρόνο σε κάθε αναζήτηση για την ανάκτηση μιας λέξης, καθότι 
μας περιορίζει εξαρχής το εύρος της αναζήτησης. Για παράδειγμα κατά την 
αναζήτηση της λέξης «θησαυρός», η αναζήτηση θα περιοριστεί στο γράμμα « θ » του 
λεξικού, ενώ τα υπόλοιπα γράμματα δεν θα ελεχθούν. 
Σε αντιστοιχία με το λεξικό[25]  πρέπει να ομοδοποιήσουμε με κάποιο τρόπο εκείνα 
τα χαρακτηριστικά των εικόνων που παρουσιάζουν ομοιότητα. Επειδή στην 
περίπτωση των εικόνων δεν έχουμε  λέξεις, αλλά πολυδιάστατα διανύσματα, 
στηριζόμαστε στην τεχνική της ομαδοποίησης του χώρου των χαρακτηριστικών. Με 
αυτό τον τρόπο δημιουργούνται οι οπτικές λέξεις, δηλαδή διανυσματικές τιμές που 
αντιπροσωπεύουν τμήματα του αρχικού συνόλου τιμών. Οι τιμές αυτές προσφέρουν 
τη δυνατότητα σύγκρισης και αναζήτησης τιμών για ομοιότητες σε ένα συγκεκριμένο 
σύνολο τιμών και όχι στο σύνολο το χαρακτηριστικών που προκύπτουν από τις 
φωτογραφίες. 
 
 
3.2 Οπτικό λεξικό 
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3.2.1  Κατασκευή Οπτικού Λεξικού 
 
Το οπτικό λεξικό αποτελείται από τις οπτικές λέξεις, που παράγει το εκάστοτε 
σύνολο χαρακτηριστικών. Μετά την επεξεργασία των εικόνων τα χαρακτηριστικά 
που συλλέγονται υπόκεινται σε μια διαδικασία ομαδοποίησης. Κατά τη 
συσταδοποίηση των διανυσμάτων σε περιοχές επιλέγονται κέντρα, τα οποία 
αντιπροσωπεύουν τη συστάδα και είναι εκείνα που χαρακτηρίζονται ώς οπτικές 
λέξεις (Εικόνα 17). 
Με τη δημιουργία των οπτικών λέξεων που εκφράζουν το οπτικό λεξικό, έχουμε 
πετύχει τη κβάντιση του συνόλου των χαρακτηριστικών. Πλέον κάθε υπάρχον 
χαρακτηριστικό αντιστοιχίζεται σε μία οπτική λέξη, από την οποία παρουσιάζει τη 
μικρότερη απόσταση. Συνήθως ως μέτρο απόστασης χρησιμοποιείται η Ευκλείδια 
απόσταση. Επίσης με την κβάντιση του συνόλου επιτυγχάνουμε και κάθε νέο 
χαρακτηριστικό που προκύπτει να εκφράζεται μέσω μίας οπτικής λέξης (Εικόνα 18), 
δηλαδή της λέξης που απέχει τη μικρότερη απόσταση.     
 
 
Εικόνα 17 Αριστερά: ο χώρος των διανυσματικών τιμών που προκύπτουν από την επεξεργασία των εικόνων. 
Δεξιά: η συσταδοποίηση των εικόνων και η δημιουργία τεσσάρων οπτικών λέξεων ως κέντρα των 
αντίστοιχων συστάδων. 
 
Συνεπώς  προκύπτει το συμπέρασμα ότι με τη βοήθεια του οπτικού λεξικού μπορούμε 
να συγκρίνουμε σύνολα χαρακτηριστικών από εικόνες, ανάγοντας τη σύγκριση σε 
ένα κοινό σύνολο με περιορισμένο εύρος. 
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Εικόνα 18 Τα χαρακτηριστικά διανύσματα που περιγράφουν την εικόνα εκφράζονται από τα κέντρα των 
συστάδων, από τα οποία απέχουν την μικρότερη απόσταση. 
 
 
3.2.2 Ο αλγόριθμος συσταδοποίησης Κ-μέσων 
 
Ένας αρκετά διαδεδομένος αλγόριθμος συσταδοποίησης σε εφαρμογές για εξόρυξη 
πληροφορίας, είναι ο αλγόριθμος των Κ-μέσων (Κ-mean) [27]. Ο αλγόριθμος των Κ- 
μέσων κβαντίζει ένα σύνολο διανυσματικών τιμών σε k ομάδες, ιδιότητα πολύ 
χρήσιμη όταν το πλήθος του διανυσματικού συνόλου είναι αρκετά μεγάλο σε αριθμό.  
Σκοπός του αλγορίθμου είναι η εύρεση k κέντρων που ελαχιστοποιούν τη συνολική 
απόσταση που έχουν οι διανυσματικές τιμές από τα κέντρα. Ανάλογα αποτελεί μια 
διαδικασία προσέγγισης του αρχικού μεγάλου συνόλου τιμών, με ένα μικρότερο σε 
μέγεθος που αποτελείται από τις αντιπροσωπευτικές τιμές του πρώτου.  
Πιο αναλυτικά, ο αλγόριθμος των Κ-μέσων (Εικόνα 19) βασίζεται στον 
επαναληπτικό υπολογισμό κέντρων και των τιμών που συμπληρώνουν τη συστάδα, 
όπως αυτός περιγράφτηκε από τον αλγόριθμο Lloyd [23]. O αλγόριθμος του Lloyd 
εκτελεί τα παρακάτω βήματα  
1. θέτει τυχαίες k αρχικές τιμές, 
2. υπολογίζει τις  ευκλείδειες αποστάσεις όλων των σημείων από τις τιμές, 
3. ο μαδοποιεί τις τιμές στα σημεία, 
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4. υπολογίζει τη μέση τιμή των σημείων της συστάδας, 
5. ανακηρύσσει την μέση τιμή ως αντιπροσωπευτικό κέντρο της συστάδας, 
6. επιστρέφει στο βήμα 2 και χρησιμοποιεί ως τιμές τα k κέντρα.  
Ο αλγόριθμος επαναλαμβάνεται συνέχεια μέχρι επιτευχθεί το μέτρο σύγκλισης, 
σύμφωνα με το οποίο τα κέντρα που εκφράζουν μία συστάδα σε δύο διαδοχικές 
επαναλήψεις δεν πρέπει να έχουν διαφορά μεγαλύτερη από τη τιμή συγκλισης. 
Η πολυπλοκότητα του αλγορίθμου αυξάνεται όσο αυξάνεται και το πλήθος του 
συνόλου προς συσταδοποίηση, με αποτέλεσμα ο αλγόριθμος να απαιτεί αρκέτη ώρα 
μέχρι να προσεγγίσει το σημείο σύγκλισης. Για το λόγο αυτό πριν την χρήση του 
είναι ανάγκη να προκαθοριστεί σωστά το αντίστοιχο σύνολο. 
 
  
 
 
Εικόνα 19 Διαδικασία υπολογισμού Κ-μέσων. Εικόνα από [30]. (a) Αρχικός χώρος σημείων με τα τυχαία 
αρχικά κέντρα σε χρωματισμό. (b) Χωρισμός σημείων σε συστάδες, βασισμένος στα κοντινότερα κέντρα. (c) 
Υπολογισμός νέων κέντρων, από τη μέση τιμή των σημείων της συστάδος (d)  Τελική μορφή συστάδων και 
κέντρων που τις εκφράζουν. 
 
3.3 Περιγραφή εικόνας 
 
Ο Σάκος οπτικών λέξεων [19] είναι μία από τις διαδεδομένες τεχνικές, που 
συμβάλλουν στην αντιμετώπιση του προβλήματος της ταξινόμησης εικόνων. Ο 
Σάκος οπτικών λέξεων αποτελεί μία απλή, παρόλα αυτά αποδοτική αναπαράσταση 
εικόνων. Με τη χρήση αυτής της τεχνικής το ακανόνιστο πλήθος των 
χαρακτηριστικών περιορίζεται, ενώ παράλληλα δεν χάνεται μεγάλο μέρος της 
πληροφορίας.  Προσφέρει την δυνατότητα να αποφύγουμε την διδιάστατη απεικόνιση 
των εικόνων, που προκύπτει απ την εξαγωγή των χαρακτηριστικών με την 
αναπαράσταση όλης της πληροφορίας σε ένα μονοδιάστατο ιστόγραμμα. Ουσιαστικά 
προσφέρει σταθερό μέγεθος περιγραφής, ανεξάρτητα τον αριθμό χαρακτηριστικών 
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που προκύπτουν από μία εικόνα. Η περιγραφή αυτή είναι το μεγάλο πλεονέκτημα 
αυτής της τεχνικής, αν αναλογιστεί κανείς ότι το μονοδιάστατο και σταθερού 
μεγέθους ιστόγραμμα είναι σε σειρά προσφέροντας ευελιξία στην σύγκριση των 
εικόνων, όπως και οι λέξεις στο παράδειγμα με το λεξικό. Τα πρώτα βήματα της 
τεχνικής αυτής βασίζονται στο συνδυασμό, όσων έχουν αναφερθεί μέχρι στιγμής.  
Αρχικά για κάθε εικόνα 𝑝 χρησιμοποιούμε κάποιο αλγόριθμο εξαγωγής 
χαρακτηριστικών, συνήθως Sift ή Surf, για να την περιγράψουμε. Η εικόνα 
παρουσιάζεται ώς ένα σύνολο διανυσματικών τιμών 𝑓𝑖, με τη μορφή 
                                              𝑝 = (𝑓1, 𝑓2, … . . , 𝑓𝜈)        (3.1).  
Για κάθε εικόνα ο αριθμός των χαρακτηριστικών 𝑓𝑖  είναι διαφορετικός καθώς 
εξαρτάται από το μέγεθος της εικόνας.  
Έστω σύνολο εικόνων 𝑃, στο οποίο περιέχονται όλες οι διαφορετικές κατηγορίες 
εικόνων 𝐶𝑖  και κάθε 𝐶𝑖 περιέχει τις εικόνες που την περιγράφουν  δηλαδή 
                                             𝐶𝑖 = {𝑝𝑖 ∈ 𝑃 ∶ 𝑝𝑖 → 𝐶𝑖 }   (3.2)  
με                                          ⋃ 𝐶𝑖𝑖 = 𝑃. 
 Εξάγουμε όλα τα χαρακτηριστικά από τις εικόνες όλων των κλάσεων και προκύπτει 
το 𝐹 δηλαδή ο χώρος των διανυσματικών τιμών των χαρακτηριστικών, με όλα τα 
𝑓𝑖  ∈  𝐹 (Εικόνα 20). 
 
Εικόνα 20 Δεξιά : εξαγωγή χαρακτηριστικών από την εικόνα με χρήση κάποιου περιγραφέα. Αριστερά : τα 
χαρακτηριστικά διανύσματα που προκύπτουν το ένα δίπλα στο άλλο. Εικόνα από [34].  
Έχοντας δημιουργήσει το σύνολο  𝐹 , είμαστε σε θέση να συνεχίσουμε με την 
κβάντιση του. Για το βήμα αυτό εφαρμόζουμε τον αλγόριθμο Κ-μέσων (Εικόνα 21), 
αφού πρώτα έχουμε επιλέξε τον αριθμό των κέντρων 𝑘𝑖 που  χρειαζόμαστε για να 
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περιγράψουμε επαρκώς το 𝐹. Με το πέρας της ολοκλήρωσης του αλγορίθμου κ-
μέσων έχει δημιουργηθεί ο χώρος των κέντρων 𝑉και ισχύει  
                                        𝑘1,𝑘2, … . . 𝑘𝜈  ∈ 𝑉 , ⋃ 𝑘𝑖𝑖 = 𝑉𝑖  (3.3) . 
 Η αναφορά στο χώρο των κέντρων ως 𝑉 γίνεται σκόπιμα, καθώς με όσα έχουν 
αναφερθεί σε αυτό το κεφάλαιο, κάθε κέντρο 𝑘𝑖 αποτελεί μία οπτική λέξη και το 
σύνολο που περιέχει όλες τις λέξεις 𝑘𝑖 αποτελεί  το οπτικό λεξικό 𝑉 (Εικόνα 22). 
Συνεπώς ο χώρος των κέντρων ταυτίζεται με το οπτικό λεξικό. 
 
Εικόνα 21 Eτοιμασία του χώρου των χαρακτηριστικών για την εφαρμογή αλγορίθμου Κ-μέσων.  Στην 
εικόνα φαίνεται ο τρόπος που τα χαρακτηριστικά διανύσματα λαμβάνουν θέσεις στο χώρο. Εικόνα από [34] 
 
 
Εικόνα 22 Ολοκλήρωση Κ-μέσων και δημιουργία οπτικού λεξικού. Μετά από τα βήματα που περιγράφηκαν 
από τον αρχικό χώρο των σημείων, που παριστάνονται με μαύρο, καταλήγουμε στο χώρο των κέντρων, που 
παριστάνονται με χρωματισμό και αποτελούν το λεξικό 𝑽. Εικόνα από [34]. 
 
Τελικό βήμα του Σάκου οπτικών λέξεων αποτελεί η διαδικασία μετασχηματισμού της 
πληροφορία των εικόνων από τη διδιάστατη ακανόνιστη διανυσματική 
αναπαράσταση τους, σε μονοδιάστατα διανύσματα με πεπερασμένο πλήθος 
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διαστάσεων. Για κάθε χαρακτηριστικό 𝑓𝑖 ∈ 𝑃 μιας εικόνας υπολογίζουμε την 
Ευκλείδεια απόστασή του από κάθε οπτική λέξη-κέντρο 𝑘𝑖. Η Ευκλείδεια απόσταση 
ορίζεται ώς 
                                          𝑑𝑖𝑠𝑡 =  √∑ (𝑓𝑖 − 𝑓𝑗)
2𝑛
𝑖=1    (3.4). 
         
Μετά τον υπολογισμό των αποστάσεων, κρατάμε το κέντρο εκείνο  που παρουσιάζει 
τη μικρότερη απόσταση. Με τον τρόπο αυτό δημιουργείται το μονοδιάστατο 
διάνυσμα που περιγράφει την εικόνα. Συνεπώς το ιστόγραμμα αναπαράστασης θα 
έχει την ακόλουθη μορφή 
                                        ℎ𝑖 = [ℎ𝑖(1), ℎ𝑖(2), … ℎ𝑖(𝑘)] , 𝑖 = 1, … 𝛫   (3.5) 
όπου 𝐾 το πλήθος των κέντρων του αλγορίθμου Κ-μέσων, 
ℎ𝑖(𝑗) = min{𝑑𝑖𝑠𝑡(𝑓𝑤 , 𝑘𝑗)} 
με 𝑘𝑗 το αντίστοιχο κέντρο με τη μικρότερη απόσταση από το εκάστοτε 𝑓𝑤 ∈ 𝐹.  
Όπως διακρίνεται από την Εικόνα 23, μετά το πέρας αυτού του βήματος η 
πληροφορία της εικόνας συνοψίζεται σε ένα μονάχα διάνυσμα ℎ𝑖. 
 
 
Εικόνα 23 Από τα δεξιά προς τα αριστερά : Εξάγωνται τα χαρακτηριστικά στοιχεία από την εικόνα, 
αντιστοιχίζονται στα σημεία του λεξικού με την μικρότερη απόσταση, τελικά επιτυγχάνουμε το 
μετασχηματισμό της εικόνας με την δημιουργία του ιστογράμματος. 
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3.4 Ταξινόμηση εικόνων 
 
3.4.1  Γραμμικές Μηχανές Διανυσμάτων Στήριξης (Linear- 
SVM) 
 
Οι μηχανές διανυσμάτων στήριξης (SVM) [36,37] υλοποιούν ένα μοντέλο 
επιβλεπόμενης μάθησης. Δεδομένου ενός συνόλου χαρακτηριστικών προσπαθούν να 
εντοπίσουν το βέλτιστο υπερεπίπεδο, με στόχο να αποδώσουν σωστά ετικέτες και να 
ταξινομήσουν τα χαρακτηριστικά σε κατηγορίες. 
Έστω ένα δυαδικό πρόβλημα ταξινόμησης με αντικείμενα που ανήκουν σε μία από 
τις δύο διαφορετικές κλάσεις  {𝑥𝑖, 𝑦𝑖} , όπου 𝑥𝑖  οι διανυσματικές τιμές  του συνόλου 
προς ταξινόμηση και 𝑦𝑖 = {−1,1} η ετικέτα που δέχεται κάθε τιμή και καθορίζει την 
κατηγορία που ανήκει. Σκοπός είναι η εύρεση ενός υπερεπιπέδου που διαχωρίζει το 
χώρο των διανυσμάτων 𝑥𝑖 με τέτοιο τρόπο, ώστε τα διανύσματα της ίδιας κλάσης να 
περιέχονται στην ίδια πλευρά. Η βασική εξίσωση που περιγράφει το υπερπίπεδο έχει 
τη μορφή  
𝑤 ∙ 𝑥 + 𝑏 = 0      (3.4) 
όπου 𝑤 το διάνυσμα που περιέχει τα βάρη που καθορίζουν την κλίση και 𝑏 το 
κατώφλι για την μετακίνηση του επιπέδου (Εικόνα 24).  
 
Εικόνα 24 Γραμμικά SVM. Το βέλτιστο υπερεπίπεδο για δύο γραμμικά διαχωρίσιμα πρότυπα με συνεχή 
γραμμή. Οι τιμές κοντύτερα στο υπερεπίπεδο βρίσκνται πάνω στις διακεκομμένες γραμμές αποτελούν τα 
διανύσματα στήριξης. Εικόνα από [37] 
Οι τιμές που βρίσκονται κοντύτερα στο υπερεπίπεδο αποτελούν τα διανύσματα 
στήριξης. Για κάθε επίπεδο που ορίζει η εκάστοτε κλάση περιγράφεται από την 3.4 
ως 
𝑤 ∙ 𝑥 + 𝑏 = +1 (3.5)   
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για  τα στοιχεία της κλάσης +1 και  
𝑤 ∙ 𝑥 + 𝑏 = −1 (3.6) 
για τα στοιχεία της κλάσης -1αντίστοιχα. 
Οι 3.5 και 3.6 μπορούν να συμπεριληφθούν στην τελική εξίσωση  
𝑦𝑖(𝑤
𝛵 ∙ 𝑥𝑖 + 𝑏) ≥ 1 (3.7). 
Από την εξίσωση  3.7 φαίνεται ότι το τελικό πρόβλημα είναι η μεγιστοποίηση της 
απόστασης ή η ελαχιστοποίηση του μέτρου του  ‖𝑤‖ , που συνεπάγεται τη σωστή 
ταξινόμηση όχι μόνο των σημείων που ήδη υπάρχουν στο σύνολο εκπαίδευσης, αλλά 
και ότι κάθε νέο στοιχείο κάθε κλάσης, που τοποθετείται στο σύνολο, θα τοποθετείται 
στη σωστή μεριά του υπερπιπέδου. 
Για την πρόβλεψη της κατηγορίας κάθε νέου x στοιχείου που εισάγεται στο σύνολο, 
με δεδομένο το 𝑤 λαμβάνουμε υπόψη μία συνάρτηση κόστους με τη μορφή  
                       𝐸(𝑤) =
𝜆
2
∥ 𝑤 ∥2+
1
𝑛
∑ max {0,1 − 𝑦𝑖(⟨𝑤, 𝑥⟩)}
𝑛
𝑖=1  (3.8)  
 
3.4.3 Μη Γραμμικές Μηχανές Διανυσμάτων Στήριξης (Non-
Linear-SVM) 
 
Στην περίπτωση όπου το σύνολο των διανυσματικών στοιχείων δεν είναι γραμμικά 
διαχωρίσιμο, είναι αδύνατη η εύρεση υπερεπιπέδου που δεν κάνει λάθη. Για το λόγο 
αυτό χρειάζεται η εύρεση ενός υπερεπιπέδου που ελαχιστοποιεί το σφάλμα που θα 
προκύψει.  
Ονομάζουμε ως χαλαρή την απόσταση διαχωρισμού στην οποία υπάρχει διάνυσμα 
που παραβιάζει τη συνθήκη 
𝑦𝑖(𝑤
𝛵 ∙ 𝑥𝑖 + 𝑏) ≥ 1 (3.7). 
Τέτοιες περιπτώσεις (Εικόνα 25) είναι  
 το διάνυσμα 𝑥𝑖 να βρίσκεται στη σωστή πλευρά, όμως ταυτόχρονα βρίσκεται 
και στην περιοχή διαχωρισμού 
 το διάνυσμα 𝑥𝑖 να βρίσκεται στη λάθος πλευρά του επιπέδου διαχωρισμού 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 06:34:13 EET - 137.108.70.7
43 
 
 
 
Εικόνα 25 Διακρίνονται οι δύο περιπτώσεις λανθασμένου διαχωρισμού. Αριστερά : το σημείο εκπαίδευσης 
βρίσκεται στην σωστή μεριά αλλά μέσα στη περιοχή που ορίζει το υπερεπίπεδο. Δεξιά : το σημείο 
εκπαίδευσης βρίσκεται στη λάθος πλευρά και του υπερεπιπέδου διαχωρισμού. 
 
Για το λόγο αυτό ορίζουμε τις ψευδομεταβλητές   {𝜉𝑖}𝑖=0
𝑁    που μετατρέπουν την 
εξίσωση (3.7) στην  
𝑦𝑖(𝑤
𝛵 ∙ 𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖 , 𝑖 = 1,2 … 𝑁  (3.9) 
Οι μεταβλητές 𝜉𝑖  εξυπηρετούν στον υπολογισμό της απόκλισης ενός σημείου από το 
υπεπίπεδο. Πιο συγκεκριμένα : 
 0 ≤ 𝜉𝑖 ≤ 1  το σημείο βρίσκεται στη σωστή πλευρά του υπερεπιπέδου 
 𝜉𝑖 > 1    το σημείο βρίσκεται στη λάθος πλευρά. 
Μια τελική εκτίμηση για το μέγεθος του σφάλματος αποτελεί το άθροισμα  ∑ 𝜉𝑖. 
 
3.4.2 Ταξινόμηση εικόνων. 
 
Η ταξινόμηση των εικόνων είναι το τελικό αποτέλεσμα  που προκύπτει από το 
συνδυασμό των μονοδιάστατων ιστογραμμάτων ℎ𝑖 που προκύπουν από την 
κατασκευή του Σάκου οπτικών λέξεων και την εκπαίδευση ενός μοντέλου με βάση τα 
γραμμικά διανύσματα στήριξης. Επειδή όμως στη ταξινόμηση εικόνων ο αριθμός 
είναι συνήθως μεγαλύτερος από δύο, είναι ανάγκη να προσαρμόσουμε ανάλογα την 
χρήση των διανυσμάτων στήριξης. 
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Μία εξέλιξη του προβλήματος διαχωρισμού μεταξύ δύο κλάσεων σε περισσότερες 
είναι η One-vs-All. Δεδομένου ενός πλήθους n κλάσεων 𝐶𝑙𝑎𝑠𝑠1, 𝐶𝑙𝑎𝑠𝑠2, … 𝐶𝑙𝑎𝑠𝑠𝑛 
δίνουμε ετικέτες +1 στα διανύσματα της μιας κλάσης και -1 στις υπόλοιπες. Έτσι 
δημιουργούνται ζευγάρια με την κατάλληλη μορφή για χρήση των SVM. Η μορφή 
που έχουν τα στοιχεία είναι 
                                         {(ℎ𝑖 ∈ 𝐶𝑖 , +1), (ℎ𝑗 ∈ 𝐶𝑗, −1)}.                                            
 Με τον τρόπο αυτό υπολογίζουμε ξεχωριστά 𝑤𝑖 , 𝑏𝑖  ∈ 𝐶𝑖 για κάθε κλάση σε σχέση 
πάντα με τις υπόλοιπες. Αποτέλεσμα όλης αυτής της διαδικασίας είναι η τελική 
μετατροπή του προβλήματος της διάκρισης μεταξύ πολλών κλάσεων, σε ένα δυαδικό 
πρόβλημα κατηγοριοποίησης, δηλαδή αν τελικά μία εικόνα ανήκει σε μία κλάση, 
διαφορετικά θα ανήκει σε κάποια από τις υπόλοιπες. 
Για μία εισερχόμενη εικόνα ελέγχου γίνεται πρόβλεψη της κατηγορίας που ανήκει, 
συμψηφίζοντας τα τελικά αποτελέσματα από κάθε διάνυσμα στήριξης κάθε κλάσης. 
Πιο συγκεκριμένα για κάθε κλάσης 𝑤𝑖 , 𝑏𝑖  ∈ 𝐶𝑖 υπολογίζουμε την συνάρτηση 
                             𝐸𝑖(𝑤𝑖) =
𝜆
2
∥ 𝑤𝑖 ∥
2+
1
𝑛
∑ max {0,1 − 𝑦𝑖(⟨𝑤𝑖 , 𝑥⟩)}
𝑛
𝑖=1  . 
Τελικά η εικόνα ελέχου ανήκει στην κατηγορία όπου το 𝐸𝑖 ∈ 𝐶𝑖  έχει τη μεγαλύτερη 
τιμή.  
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4. Αλγοριθμική παρουσίαση Σάκου οπτικών 
λέξεων και περιγραφή αλγορίθμου 
βελτιστοποίησης του  
 
4.1 Διαδικασία σχηματισμού οπτικού λεξικού 
4.1.1 Συνήθης διαδικασία σχηματισμού οπτικού λεξικού 
 
Όπως αναφέρθηκε στο προηγούμενο κεφάλαιο το πρώτο βήμα κατασκευής του 
Σάκου οπτικών λέξεων  είναι η εξαγωγή των οπτικών χαρακτηριστικών και έπειτα η 
συσταδοποίησή τους προκειμένου να κατασκευαστεί το οπτικό λεξικό. 
Δεδομένου ενός συνόλου εικόνων από διαφορετικές κλάσεις η δημιουργία του 
οπτικού λεξικού ακολουθεί τα πρακάτω βήματα. 
      Αλγόριθμος 1: κατασκευή οπτικού λεξικού. 
1: For each class 𝐶𝑖        // Για κάθε κλάση 
2:           For each image 𝑝𝑖  ∈   𝐶𝑖     //Για κάθε εικόνα που ανήκει στην κλάση 
3:                     Extract descriptor features (𝑓1, 𝑓2, … , 𝑓𝑛) ∈ 𝑝𝑖   //Εξαγωγή οπτικών 
χαρακτηριστικών 
4:                     Fill 𝐹 ←(𝑓1, 𝑓2 , … , 𝑓𝑛  )//Δημιουργία διανύσματος χαρακτηριστικών 
5:           End of  𝑝𝑖  ∈   𝐶𝑖  
6: End of 𝐶𝑖 
7: Define 𝑁 size of  𝑉  //Ορισμός μεγέθους οπτικού λεξικού 
8:  K-means clustering 𝐹 with 𝑁 centers 𝑘1, 𝑘2, … , 𝑘𝑁 // Συσταδοποίηση 
διανύσματος χαρακτηριστικών 
9: Fill 𝑉 ← 𝑘1, 𝑘2, … , 𝑘𝑁 // Δημιουργία οπτικού λεξικού 
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4.1.2 Πρόταση βελτιστοποίησης  
 
Η ιδέα που προτείνεται για βελτίωση της τεχνικής του Σάκου οπτικών λέξεων, υιθετεί 
το σχηματισμό οπτικού λέξικού από κάθε κατηγορία εικόνων ξεχωριστά και όχι ενός 
ενιαίου, που προκύπτει από το σύνολο των χαρακτηριστικών (Εικόνα 26).  
 
Εικόνα 26 Συνήθης δημιουργία οπτικού λεξικού από όλες τις εικόνες. 
 
 
 
Σκοπός της ιδέας είναι η δημιουργία οπτικού λεξικού, στο οποίο τα χαρακτηριστικά 
κάθε κλάσης εικόνων θα παραμένουν ξεχωριστά (Εικόνα 27).  Αποτέλεσμα της ιδέας 
είναι ο καλύτερος διαχωρισμός των εννοιών που προκύπτουν από κάθε κλάση, 
δίνοντας την ευκαιρία στις εικόνες να προσεγγίσουν τα πραγματικά κέντρα, που 
αντιπροσωπεύουν την κλάση τους. 
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Εικόνα 27 Δημιουργία οπτικού λεξικού από κάθε κλάση ξεχωριστά και δημιουργία συνολικού οπτικού 
λεξικού. 
 
4.1.3 Παρουσίαση αλγορίθμου Similarities_Cluster 
 
Δεδομένου ότι θέλουμε να κρατήσουμε τα χαρακτηριστικά σημεία κάθε κλάσης τα 
οποία παρουσιάζουν περισσότερη ομοιότητα μεταξύ τους, στηριζόμαστε στην 
αντικατάσταση του αλγορίθμου των Κ-μέσων με τον αλγόριθμο Similarities_Cluster. 
Η αλλαγή του αλγόριθμου συσταδοποίησης των χαρακτηριστικών έγκειται στην ιδέα 
της απομόνωσης των ομοιοτήτων που παρουσιάζουν τα αντικείμενα της εκάστοτε 
κλάσης, χωρίς την πληροφορία που παρουσιάζεται σε ολόκληρο το σκηνικό της 
εικόνας. Σκοπός της απομόνωσης μόνο των ομοιοτήτων είναι η ελαχιστοποίηση 
τυχόν ταιριασμάτων στα χαρακτηριστικά που πρόκειται να παρουσιάσει το σκηνικό 
μιας εικόνας με αντικείμενα άλλων κλάσεων, με αποτέλεσμα τη δημιουργία 
"παραπλανητικών περιγραφών". 
Για τον εντοπισμό όμοιων χαρακτηριστικών σημείων ανάμεσα σε δύο εικόνες 
χρησιμοποιείται ο λόγος απόστασης (distance ratio) [6]. Για ένα χαρακτηριστικό 𝑓𝑖 ∈
 𝑝𝑖    βρίσκουμε τα χαρακτηριστικά  𝑓𝑗 , 𝑓𝑘 ∈  𝑝𝑗 , που αποτελούν τα σημεία με την 
μικρότερη Ευκλείδεια απόσταση και την αμέσως επόμενη μικρότερη Ευκλείδια 
απόσταση αντίστοιχα. Εάν ο λόγος   
𝑅𝑎𝑡𝑖𝑜 = 𝑑𝑖𝑠𝑡(𝑓𝑖 , 𝑓𝑗)/𝑑𝑖𝑠𝑡(𝑓𝑖 , 𝑓𝑘 ) 
είναι μικρότερος από ένα προκαθορισμένο κατώφλι, τότε τα σημεία 𝑓𝑖 ∈  𝑝𝑖    και 
𝑓𝑗 ∈  𝑝𝑗 ταιριάζουν. Δηλαδή για δύο εικόνες 𝑝𝑖  , 𝑝𝑗  τα χαρακτηριστικά που 
ταιριάζουν προκύπτουν με βάση τον παρακάτω αλγόριθμο 
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       Αλγόριθμος 2: αναζήτηση χαρακτηριστικών που ταιριάζουν 
1: For each  𝑓𝑖 ∈  𝑝𝑖    and    𝑓𝑗 , 𝑓𝑘 ∈  𝑝𝑗  // Για κάθε στοιχείο της εικόνας 𝑝𝑖 
2:                 If  𝑅𝑎𝑡𝑖𝑜 =
𝑑𝑖𝑠𝑡(𝑓𝑖 ,𝑓𝑗)
𝑑𝑖𝑠𝑡(𝑓𝑖 ,𝑓𝑘)
< 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,//έλεγξε το λόγο απόστασης 
3:                              Then   𝑓𝑖 ∈  𝑝𝑖  ≈ 𝑓𝑗 ∈  𝑝𝑗  
4:                End if 
5: End for 
 
Ένα παράδειγμα ταιριάσματος σημείων φαίνεται στις παρακάτω εικόνες. Στην 
Εικόνα 28 διακρίνονται πολλά ταιριάσματα μεταξύ σημείων που περιγράφουν το 
μέτωπο, είτε την μύτη των προσώπων και αποτελούν χαρακτηριστικά, τα οποία 
θέλουμε να διατηρήσουμε στο Σάκο οπτικών λέξεων.  
 
Εικόνα 28 Ταιριάσμα μεταξύ εικόνων που ανήκουν στην κατηγορία Faces της συλλογής εικόνων Caltech-
101. Στην εικόνα παρουσιάζεται η χρήση του λόγου απόστασης, με βάση την οποία βλέπουμε ότι αρκετά 
σημεία όπως αυτά που περιγράφουν το σαγόνι ή το μέτωπο , ταιριάζουν στις δύο εικόνες. 
 
Αντιθέτως στην Εικόνα 29 διακρίνονται σημεία που παρουσιάζουν ομοιότητα σε 
διαφορετικής κατηγορίας αντικείμενα. Κατά την κλασσική τεχνική του Σάκου 
οπτικών λέξεων θα ομαδοποιόντουσαν στην ίδια συστάδα και το αποτέλεσμα ενός 
τέτοιου ταιριάσματος  ίσως προκαλέσει  σύγχυση  στην εκπαίδευση του συστήματος 
κατά την ταξινόμηση. 
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Εικόνα 29 Ταίριασμα εικόνων που ανήκουν στις κατηγορίες Faces, airplanes της συλλογής εικόνων Caltech-
101. Στην εικόνα βλέπουμε πως σημεία που βρίσκονται στο ευρύτερο σκηνικό της φωτογραφίας με το 
"αεροπλάνο " τυχαίνει να ταιριάζουν με σημεία του προσώπου. Αυτό ταίριασμα πιθανώς να προκαλεί 
σύγχηση κατα την ταξινόμηση εικόνων με "πρόσωπα" σε κλάση με "αεροπλάνα ". 
 
4.1.4 Λειτουργία αλγορίθμου Similarities_Cluster 
 
Με βάση όσα προαναφέρθηκαν στην προηγούμενη υποενότητα, ο αλγόριθμος 
Similarities_Cluster προσπαθεί να σχηματίσει συστάδες από τις εικόνες της ίδιας 
κλάσης, ενώ ταυτόχρονα διατηρεί το λόγο απόστασης από κάθε κέντρο μικρότερο 
από το αντίστοιχο κατώφλι. Πιο συγκεκριμένα για κάθε χαρακτηριστικό 𝑓𝑖 ∈ 𝐶𝑖  
αναζητάμε όλα εκείνα τα χαρακτηριστικά 𝑓𝑗 ∈ 𝐶𝑖  , τα οποία ικανοποιούν το λόγο 
απόστασης και θεωρούνται όμοια σημεία με το 𝑓𝑖 . Όσα χαρακτηριστικά 
παρουσιάζουν ομοιότητα μεταξύ τους τοποθετούνται στην ίδια συστάδα, ενώ όσα 
χαρακτηριστικά δεν βρίσκουν κάποιο ταίριασμα απορρίπτονται . Στο επόμενο βήμα 
δημιουργούνται συστάδες διαφορετικού μεγέθους, όπου το μικρότερο μέγεθος 
λαμβάνει την τιμή 2, δηλαδή μονάχα δύο χαρακτηριστικά έχουν ομοιότητα. 
Διευκρινίζεται σε αυτό το σημείο ότι κάθε 𝑓𝑖  για το οποίο ψάχνουμε όμοια σημεία 
θεωρείται ως κέντρο της αντίστοιχης συστάδας, που δημιουργεί γύρω του . Στην αρχή 
όλα τα 𝑓𝑖  είναι πιθανά κέντρα έως είτε να οριστούν ώς κέντρα είτε να ανήκουν σε 
κάποια συστάδα ως απλά σημεία. Επίσης ορίζεται ως  𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑓𝑗 η συστάδα που 
δημιουργείται με κέντρο στο σημείο 𝑓𝑗   . Εφόσον ένα 𝑓𝑖 ∈ 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑓𝑗 , το 𝑓𝑖  δεν 
ελέγχεται σε επόμενη επανάληψη ως πιθανό κέντρο. Επειδή οι συστάδες που έχουν 
μικρό μέγεθος, ενδεχομένως αποτελούνται από χαρακτηριστικά σημεία που 
βρίσκονται στο σκηνικό των εικόνων και όχι χαρακτηριστικά σημεία του 
αντικειμένου, τις ταξινομούμε κατά φθίνουσα σειρά και κρατάμε εκείνες που έχουν 
το μεγαλύτερο μέγεθος. Στο τέλος για το σχηματισμό οπτικών λέξεων της κλάσης, 
υπολογίζουμε το μέσο όρο των στοχείων των συστάδων. 
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Εικόνα 30 Τυχαία σημεία προς ομαδοποίηση. Αρχικά θεωρείται ως κέντρο το f1 και υπολογίζοντας τις 
αποστάσεις, τα σημεία f3,f4 ειναί τα πιο κοντινά. 
 
 
Εικόνα 31 αφού ο λόγος dist(f1,f3)/dist(f1,f4)<T, ενός κατωφλίου Τ, το f3 μπαίνει στην ομάδα του f1. 
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Εικόνα 32 Σχηματίζοντας το λόγο απόστασης για τα επόμενα δύο πιο κοντινά στοιχεία παρατηρούμε ότι 
είναι μεγαλύτερος από το κατώφλι συνεπώς ο αλγόριθμος τερματίζεται. Η συστάδα αποτελείται από τα 
f1,f3. 
 
4.1.5 Αλγοριθμική παρουσίαση σχηματισμού οπτικού 
λεξικού με χρήση του Similarities_Cluster, στη θέση του 
αλγορίθμου κ-μέσων 
Ο αλγόριθμος που προτείνεται για την αντικατάσταση του  αλγορίθμου Κ-μεσων με 
σκοπό τη δημιουργία οπτικών λέξεων, που περιγράφουν κάθε κατηγορία εικόνων 
ξεχωριστά και παράλληλα διατηρεί μόνο τα σημεία που είναι όμοια έχει την 
παρακάτω μορφή.  
       Αλγόριθμος 3 : Similarities_Cluster 
1: For each 𝐶𝑖 // Για κάθε κλάση 
2:           For each image 𝑝𝑖  ∈   𝐶𝑙 // Για κάθε εικόνα της κλάσης 
3:                     Extract descriptor features (𝑓1, 𝑓2, … , 𝑓𝑛) ∈ 𝑝𝑖  //Εξαγωγή 
χαρακτηριστικών  
4:                     Fill 𝐹 ←(𝑓1, 𝑓2, … , 𝑓𝑛) //Δημιουργία διανύσματος χαρακτηριστικών 
5:           End of  𝑝𝑖  ∈   𝐶𝑖           
6:          //use of Similarities_Cluster 
7:          For each 𝑓𝑖  ∈  𝐹  and 𝑓𝑖  is not in any 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑓𝑖  ∈ 𝐶𝑙𝑎𝑠𝑠𝑙// Για κάθε 
χαρακτηριστικό που δεν είναι  ήδη σε κάποια συστάδα 
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8:                     Compute 𝑑𝑖𝑠𝑡 (𝑓𝑖  , 𝑓𝑗) for all 𝑓𝑗  ∈  𝐹  
9:                     Sort in ascending order all the distances  
10:                     Create Ascending_Order_Matrix [] 
11:                     For   t=1: size(Ascending_Order_Matrix)-1      //Έλεγχος για την 
εύρεση όλων των χαρακτηριστικών σημείων που ταιριάζουν με το   𝑓𝑖              
12:                                 Compute 𝑅𝑎𝑡𝑖𝑜 =
𝐴𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔_𝑂𝑟𝑑𝑒𝑟_𝑀𝑎𝑡𝑟𝑖𝑥[𝑡]
𝐴𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔_𝑂𝑟𝑑𝑒𝑟_𝑀𝑎𝑡𝑟𝑖𝑥[𝑡+1]
 
13:                                 If  𝑅𝑎𝑡𝑖𝑜 < 𝑇  
14:                                              𝑓𝑡  ∈   𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑓𝑖 ∈ 𝐶𝑙𝑎𝑠𝑠𝑙 
15:                                 End if 
16:                     End for t 
17:            End for each 𝑓𝑖  ∈   𝐹   
18:          𝑉𝑙 ←   𝑚𝑒𝑎𝑛 (𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑓𝑖 ∈ 𝐶𝑙𝑎𝑠𝑠𝑙 ) //Δημιουργία οπτικού λεξικού 
ξεχωριστά για την κλάση 
19: End of 𝐶𝑙𝑎𝑠𝑠𝑙  
20: Final 𝑉 ← 𝑉1 ∩ 𝑉2 ∩ … ∩ 𝑉𝑛    //Ένωση όλων των οπτικών λεξικών για την 
δημιουργία του τελικού λεξικού. 
 
4.2 Εκπαίδευση συστήματος 
Στη συνέχεια έπειτα από την ομαδοποίηση του συνόλου και την κατασκευή του 
οπτικού λεξικου κατασκευάζουμε τα ιστογράμματα που περιγράφουν την κάθε 
εικόνα. Με την κατασκευή των ιστογραμμάτων εκπαιδεύουμε τα αντίστοιχα 
διανύσματα στήριξης. Συνεπώς ο αλγόριθμος για κάθε εικόνα εκπαίδευσης εξάγει τα 
χαρακτηριστικά σημεία, βρίσκει τις οπτικές λέξεις που παρουσιάζουν την μικρότερη  
Ευκλείδεια απόσταση και τα περιγράφουν και κατασκευάζει το ιστόγραμμα που την 
εκφράζει. Αφού δημιουργηθούν τα αντίστοιχα ιστογράμμα για κάθε εικόνα 
εκπαίδευσης, ο αλγόριθμος εντοπίζει τα διανύσματα στήριξης που χρειάζεται για να 
υπολογίσει το βέλτιστο υπερεπίπεδο διαχωρισμού για κάθε κλάση σύμφωνα με την 
τεχνική ένας εναντίον όλων.  
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 06:34:13 EET - 137.108.70.7
53 
 
       Αλγόριθμος 4: Εκπαίδευση Συστήματος 
1: For each 𝐶𝑖 
2:           For each image 𝑝𝑖  ∈   𝐶𝑖 
3:                     Extract descriptor features (𝑓1, 𝑓2, … , 𝑓𝑛) ∈ 𝑝𝑖   
4:                     For each 𝑓𝑖 
5:                             Find 𝑘𝑗 ∈ 𝑉  with minimum Euclidean distance  
6:                             Increase by one    ℎ𝑖𝑠𝑡𝑖(𝑘𝑗) = ℎ𝑖𝑠𝑡𝑖(𝑘𝑗) + 1 
7:                    End           
8:           End of  𝑝𝑖 ∈   𝐶𝑖  
9: End of 𝐶𝑖 
10: For each ℎ𝑖𝑠𝑡𝑖  ∈   𝐶𝑖 
11:           Train svm find 𝑤𝑖  and 𝑏𝑖   
12: End of train svm  
 
4.3 Έλεγχος εικόνων προς ταξινόμηση 
 
Το τελικό βήμα που ακολουθεί αποτελεί η ταξινόμηση των νέων εικόνων. Ο 
αλγόριθμος αρχικά εξάγει τα χαρακτηριστικά σημεία για κάθει εισερχόμενη εικόνα 
ελέγχου. Στη συνέχεια κατασκευάζει το αντίστοιχο ιστόγραμμά της. Υπολογίζει τη 
συνάρτηση κόστους για κάθε διάνυσμα βέλτιστου υπερεπιπέδου, που υπολογίστηκε 
στο προηγούμενο αλγόριθμο. Από τα τελικά αποτελέσμα της συνάρτησης κόστους 
τιτλοδοτεί την εικόνα στην κλάση που είχε τη μεγαλύτερη τιμή κόστους. 
       Αλγόριθμος 5 : Έλεγχος εισερχόμενων εικόνων 
1: For each input image 𝑝   
2:            Extract descriptor features (𝑓1 , 𝑓2, … , 𝑓𝑛) ∈ 𝑝  
3:            For each 𝑓𝑖  
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4:                   Find 𝑘𝑗 ∈ 𝑉  with minimum Euclidean distance  
5:                   Increase by one    ℎ𝑖(𝑘𝑗) = ℎ𝑖(𝑘𝑗) + 1 
6:            End           
7:  End of  𝑝   
8: For each 𝑤𝑖  , 𝑏𝑖  ∈   𝐶𝑖 
9:       ScoreMatrix    ← Find score based on ℎ𝑖  , 𝑤𝑖  and 𝑏𝑖    
10: End  
11: Find minimum value 𝑆𝑐𝑜𝑟𝑒𝑀𝑎𝑡𝑟𝑖𝑥(𝑖) 
12: Label input image 𝑝 ∈  𝐶𝑙𝑎𝑠𝑠𝑆𝑐𝑜𝑟𝑒𝑀𝑎𝑡𝑟𝑖𝑥(𝑖) 
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5. Πειραματική αξιολόγηση  
 
5.1 Πειραματική αξιολόγηση κλασσικής τεχνικής 
Σάκου οπτικών λέξεων με Κ-μέσων και 
Similarities_Cluster 
 
Για την πειραματική αξιολόγηση της τεχνικής του Σάκου οπτικών λέξεων και της 
πρότασης βελτιστοποίησης, χρησιμοποιήθηκε το σύνολο εικόνων Caltech-
101[39,40].  H συλογή των εικόνων του Caltech-101 έγινε το 2003 από την ομάδα 
των Fei-Fei Li, Marco Andreetto, και Marc 'Aurelio Ranzato στο  California Institute 
of Technology (Caltech). Αποτελείται από 101 διαφορετικές κατηγορίες εικόνων και 
μία κατηγορία με τυχαίες εικόνες (Εικόνα 33). Κάθε κατηγορία περιέχει από 30 μέχρι 
800 εικόνες, στις οποίες τα αντικείμενα απεικονίζονται πάντα στο κέντρο. Λόγω του 
διαφορετικού μεγέθους αριθμού εικόνων σε κάθε κλάση χρησιμοποιήθηκαν τα 
μεγέθη εκπαίδευσης 5, 10, 15 και 20 εικόνες για κάθε πείραμα. Η πρακτική αυτή 
χρησιμοποιείται εκτενώς στη βιβλιογραφία, στις εργασίες που χρησιμοποιείται το 
Caltetch-101 για σύνολο αξιολόγησης. Ο αριθμός στις εικόνες ελέγχου διαφέρει από 
κατηγορία σε κατηγορία καθώς διαφέρει και το συνολικό πλήθος εικόνων, που 
περιέχονται σε κάθε κατηγορία. Οι εικόνες που χρησιμοποιήθηκαν για έλεγχο από 
κάθε κατηγορία φαίνονται στον παρακάτω πίνακα. 
 
Όνομα κατηγορίας 
Αριθμός 
εικόνων 
ελέγχου 
Αριθμός εικόνων συνόλου εκπαίδευσης 
  'BACKGROUND_Google' 10 
'Faces' 10 
'Faces_easy' 10 
'Leopards' 10 
'Motorbikes' 10 
'accordion' 10 
'airplanes' 10 
'anchor' 10 
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'ant' 10 
'barrel' 10 
'bass' 10 
'beaver' 10 
'binocular' 3 
'bonsai' 10 
'brain' 10 
'brontosaurus' 10 
'buddha' 10 
'butterfly' 10 
'camera' 10 
'cannon' 10 
'car_side' 10 
'ceiling_fan' 10 
'cellphone' 10 
'chair' 10 
'chandelier' 10 
'cougar_body' 10 
'cougar_face' 10 
'crab' 10 
'crayfish' 10 
'crocodile' 10 
'crocodile_head' 10 
'cup' 10 
'dalmatian' 10 
'dollar_bill' 10 
'dolphin' 10 
'dragonfly' 10 
'electric_guitar' 10 
'elephant' 10 
'emu' 10 
'euphonium' 10 
'ewer' 10 
'ferry' 10 
'flamingo' 10 
'flamingo_head' 10 
'garfield' 4 
'gerenuk' 4 
'gramophone' 10 
'grand_piano' 10 
'hawksbill' 10 
'headphone' 10 
'hedgehog' 10 
'helicopter' 10 
'ibis' 10 
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'inline_skate' 1 
'joshua_tree' 10 
'kangaroo' 10 
'ketch' 10 
'lamp' 10 
'laptop' 10 
'llama' 10 
'lobster' 10 
'lotus' 10 
'mandolin' 10 
'mayfly' 10 
'menorah' 10 
'metronome' 2 
'minaret' 10 
'nautilus' 10 
'octopus' 5 
'okapi' 9 
'pagoda' 10 
'panda' 8 
'pigeon' 10 
'pizza' 10 
'platypus' 4 
'pyramid' 10 
'revolver' 10 
'rhino' 10 
'rooster' 10 
'saxophone' 10 
'schooner' 10 
'scissors' 9 
'scorpion' 10 
'sea_horse' 10 
'snoopy' 5 
'soccer_ball' 10 
'stapler' 10 
starfish' 10 
'stegosaurus' 10 
'stop_sign' 10 
'strawberry' 5 
'sunflower' 10 
'tick' 10 
'trilobite' 10 
'umbrella' 10 
'watch' 10 
'water_lilly' 7 
'wheelchair' 10 
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'wild_cat' 4 
'windsor_chair' 10 
'wrench' 9 
'yin_yang' 10 
Συνολικός αριθμός εικόνων που ταξινομήθηκαν 
σωστά 949 
 
 
Εικόνα 33 Στην εικόνα παρουσιάζεται το ένα δείγμα εικόνων από το σύνολο Caltech-101. Η εικόνα 
προέρχεται από [40] 
 
Τα συγκριτικά αποτελέσματα των δύο μεθόδων για τη δημιουργία οπτικού λεξικού 
παρουσιάζονται στην Εικόνα 34. Όπως προκύπτει από την εικόνα αλλά και από τους 
αναλυτικούς πίνακες στο τέλος του κεφαλαίου, η μέθοδος Similarities Cluster κατά 
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τη δημιουργία οπτικού λεξικού κατάφερε να αυξήσει την αποτελεσματικότητα της 
ταξινόμησης μέχρι 4%  σε σχέση με τη χρήση του αλγορίθμου των Κ-μέσων. 
 
Εικόνα 34 Συγκριτικό αποτέλεσμα των δύο μεθόδων ταξινόμησης ανάλογα με τον τρόπο που 
δημιουργήθηκε το οπτικό λεξικό. Για κάθε πείραμα με 5,10,15 και 20 εικόνες εκπαίδευσης φαίνεται η 
συνολική ακρίβεια που έχει κάθε μέθοδος. 
Στους παρακάτω πίνακες απεικονίζονται τα ακριβή αποτελέσματα που είχε η κάθε 
μέθοδος για κάθε κατηγορία εικόνων. 
 
 
Συγκριτικοί πίνακες αποτελεσμάτων των δύο τεχνικό του Σάκου οπτκών λέξεων 
Πίνακας 1 : Αναλυτικά αποτελέσμα απλού Σάκου οπτικών Λέξεων 
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   Αριθμός εικόνων συνόλου εκπαίδευσης 5 
  
10 
  
 
recall precision % recall % recall 
precision 
% recall % 
'BACKGROUND_Google' 0 0,00% 0,00% 2 28,57% 20,00% 
'Faces' 10 35,71% 100,00% 10 40,00% 100,00% 
'Faces_easy' 9 37,50% 90,00% 10 45,45% 100,00% 
'Leopards' 10 71,43% 100,00% 10 71,43% 100,00% 
'Motorbikes' 6 31,58% 60,00% 6 33,33% 60,00% 
'accordion' 6 54,55% 60,00% 7 58,33% 70,00% 
'airplanes' 9 52,94% 90,00% 8 50,00% 80,00% 
'anchor' 1 16,67% 10,00% 1 16,67% 10,00% 
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'ant' 0 0,00% 0,00% 0 0,00% 0,00% 
'barrel' 0 0,00% 0,00% 0 0,00% 0,00% 
'bass' 0 0,00% 0,00% 3 42,86% 30,00% 
'beaver' 2 28,57% 20,00% 0 0,00% 0,00% 
'binocular' 0 0,00% 0,00% 1 14,29% 33,33% 
'bonsai' 3 27,27% 30,00% 2 20,00% 20,00% 
'brain' 2 22,22% 20,00% 3 30,00% 30,00% 
'brontosaurus' 1 16,67% 10,00% 3 37,50% 30,00% 
'buddha' 3 27,27% 30,00% 3 27,27% 30,00% 
'butterfly' 1 14,29% 10,00% 1 14,29% 10,00% 
'camera' 2 33,33% 20,00% 4 50,00% 40,00% 
'cannon' 2 33,33% 20,00% 1 20,00% 10,00% 
'car_side' 9 50,00% 90,00% 7 43,75% 70,00% 
'ceiling_fan' 0 0,00% 0,00% 3 37,50% 30,00% 
'cellphone' 8 44,44% 80,00% 10 50,00% 100,00% 
'chair' 2 22,22% 20,00% 2 22,22% 20,00% 
'chandelier' 1 14,29% 10,00% 1 25,00% 10,00% 
'cougar_body' 2 28,57% 20,00% 3 37,50% 30,00% 
'cougar_face' 4 40,00% 40,00% 4 40,00% 40,00% 
'crab' 0 0,00% 0,00% 0 0,00% 0,00% 
'crayfish' 0 0,00% 0,00% 0 0,00% 0,00% 
'crocodile' 0 0,00% 0,00% 2 28,57% 20,00% 
'crocodile_head' 0 0,00% 0,00% 0 0,00% 0,00% 
'cup' 0 0,00% 0,00% 1 20,00% 10,00% 
'dalmatian' 8 42,11% 80,00% 8 42,11% 80,00% 
'dollar_bill' 8 50,00% 80,00% 10 55,56% 100,00% 
'dolphin' 0 0,00% 0,00% 2 33,33% 20,00% 
'dragonfly' 1 16,67% 10,00% 2 28,57% 20,00% 
'electric_guitar' 1 16,67% 10,00% 2 28,57% 20,00% 
'elephant' 2 28,57% 20,00% 1 16,67% 10,00% 
'emu' 1 20,00% 10,00% 3 42,86% 30,00% 
'euphonium' 5 55,56% 50,00% 5 71,43% 50,00% 
'ewer' 1 16,67% 10,00% 1 16,67% 10,00% 
'ferry' 2 25,00% 20,00% 5 45,45% 50,00% 
'flamingo' 0 0,00% 0,00% 0 0,00% 0,00% 
'flamingo_head' 4 22,22% 40,00% 5 26,32% 50,00% 
'garfield' 4 50,00% 100,00% 4 50,00% 100,00% 
'gerenuk' 1 20,00% 25,00% 2 33,33% 50,00% 
'gramophone' 2 28,57% 20,00% 4 44,44% 40,00% 
'grand_piano' 7 35,00% 70,00% 6 40,00% 60,00% 
'hawksbill' 2 25,00% 20,00% 4 40,00% 40,00% 
'headphone' 8 38,10% 80,00% 6 35,29% 60,00% 
'hedgehog' 1 16,67% 10,00% 1 16,67% 10,00% 
'helicopter' 3 30,00% 30,00% 1 12,50% 10,00% 
'ibis' 1 20,00% 10,00% 1 20,00% 10,00% 
'inline_skate' 0 0,00% 0,00% 0 0,00% 0,00% 
'joshua_tree' 5 38,46% 50,00% 7 46,67% 70,00% 
'kangaroo' 1 14,29% 10,00% 0 0,00% 0,00% 
'ketch' 7 50,00% 70,00% 7 50,00% 70,00% 
'lamp' 1 16,67% 10,00% 1 16,67% 10,00% 
'laptop' 4 28,57% 40,00% 5 33,33% 50,00% 
'llama' 0 0,00% 0,00% 0 0,00% 0,00% 
'lobster' 0 0,00% 0,00% 1 16,67% 10,00% 
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'lotus' 0 0,00% 0,00% 2 33,33% 20,00% 
'mandolin' 1 14,29% 10,00% 3 33,33% 30,00% 
'mayfly' 0 0,00% 0,00% 1 100,00% 10,00% 
'menorah' 3 30,00% 30,00% 6 46,15% 60,00% 
'metronome' 0 0,00% 0,00% 0 0,00% 0,00% 
'minaret' 10 43,48% 100,00% 10 52,63% 100,00% 
'nautilus' 4 36,36% 40,00% 4 36,36% 40,00% 
'octopus' 0 0,00% 0,00% 0 0,00% 0,00% 
'okapi' 1 16,67% 11,11% 3 37,50% 33,33% 
'pagoda' 10 38,46% 100,00% 10 45,45% 100,00% 
'panda' 6 42,86% 75,00% 5 38,46% 62,50% 
'pigeon' 2 28,57% 20,00% 1 16,67% 10,00% 
'pizza' 3 27,27% 30,00% 2 20,00% 20,00% 
'platypus' 0 0,00% 0,00% 0 0,00% 0,00% 
'pyramid' 2 28,57% 20,00% 3 37,50% 30,00% 
'revolver' 2 28,57% 20,00% 5 50,00% 50,00% 
'rhino' 0 0,00% 0,00% 1 50,00% 10,00% 
'rooster' 5 45,45% 50,00% 6 50,00% 60,00% 
'saxophone' 1 16,67% 10,00% 1 16,67% 10,00% 
'schooner' 1 16,67% 10,00% 2 28,57% 20,00% 
'scissors' 7 50,00% 77,78% 6 46,15% 66,67% 
'scorpion' 0 0,00% 0,00% 1 100,00% 10,00% 
'sea_horse' 0 0,00% 0,00% 0 0,00% 0,00% 
'snoopy' 0 0,00% 0,00% 0 0,00% 0,00% 
'soccer_ball' 4 36,36% 40,00% 8 53,33% 80,00% 
'stapler' 4 40,00% 40,00% 5 55,56% 50,00% 
starfish' 0 0,00% 0,00% 1 20,00% 10,00% 
'stegosaurus' 2 33,33% 20,00% 4 50,00% 40,00% 
'stop_sign' 8 44,44% 80,00% 8 61,54% 80,00% 
'strawberry' 3 37,50% 60,00% 2 28,57% 40,00% 
'sunflower' 5 45,45% 50,00% 4 40,00% 40,00% 
'tick' 6 54,55% 60,00% 6 54,55% 60,00% 
'trilobite' 10 62,50% 100,00% 10 62,50% 100,00% 
'umbrella' 1 16,67% 10,00% 3 37,50% 30,00% 
'watch' 0 0,00% 0,00% 1 14,29% 10,00% 
'water_lilly' 3 37,50% 42,86% 2 28,57% 28,57% 
'wheelchair' 4 36,36% 40,00% 9 75,00% 90,00% 
'wild_cat' 0 0,00% 0,00% 0 0,00% 0,00% 
'windsor_chair' 9 56,25% 90,00% 8 53,33% 80,00% 
'wrench' 3 33,33% 33,33% 2 28,57% 22,22% 
'yin_yang' 3 37,50% 30,00% 6 60,00% 60,00% 
Συνολικός αριθμός εικόνων που ταξινομήθηκαν 
σωστά 296 
 
31,19% 353 
 
37,20% 
Όνομα κατηγορίας 
Bag of visual words with K-
means 
   Αριθμός εικόνων συνόλου εκπαίδευσης 
   
 
15 
  
20 
  
'BACKGROUND_Google' recall 
precision 
% recall % recall 
precision 
% recall % 
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'Faces' 0 0,00% 0,00% 2 40,00% 20,00% 
'Faces_easy' 10 43,48% 100,00% 10 52,63% 100,00% 
'Leopards' 10 52,63% 100,00% 9 52,94% 90,00% 
'Motorbikes' 10 76,92% 100,00% 10 76,92% 100,00% 
'accordion' 6 42,86% 60,00% 7 46,67% 70,00% 
'airplanes' 7 58,33% 70,00% 10 66,67% 100,00% 
'anchor' 8 50,00% 80,00% 10 58,82% 100,00% 
'ant' 1 16,67% 10,00% 1 20,00% 10,00% 
'barrel' 1 20,00% 10,00% 0 0,00% 0,00% 
'bass' 0 0,00% 0,00% 3 33,33% 30,00% 
'beaver' 1 20,00% 10,00% 0 0,00% 0,00% 
'binocular' 0 0,00% 0,00% 0 0,00% 0,00% 
'bonsai' 1 20,00% 33,33% 1 20,00% 33,33% 
'brain' 5 38,46% 50,00% 1 11,11% 10,00% 
'brontosaurus' 5 41,67% 50,00% 4 36,36% 40,00% 
'buddha' 2 28,57% 20,00% 4 44,44% 40,00% 
'butterfly' 3 27,27% 30,00% 3 27,27% 30,00% 
'camera' 1 14,29% 10,00% 2 25,00% 20,00% 
'cannon' 3 42,86% 30,00% 4 80,00% 40,00% 
'car_side' 3 42,86% 30,00% 6 75,00% 60,00% 
'ceiling_fan' 10 52,63% 100,00% 10 55,56% 100,00% 
'cellphone' 4 44,44% 40,00% 1 16,67% 10,00% 
'chair' 9 50,00% 90,00% 10 62,50% 100,00% 
'chandelier' 2 22,22% 20,00% 3 30,00% 30,00% 
'cougar_body' 1 25,00% 10,00% 1 25,00% 10,00% 
'cougar_face' 3 37,50% 30,00% 3 37,50% 30,00% 
'crab' 6 50,00% 60,00% 3 33,33% 30,00% 
'crayfish' 0 0,00% 0,00% 1 16,67% 10,00% 
'crocodile' 0 0,00% 0,00% 1 11,11% 10,00% 
'crocodile_head' 3 37,50% 30,00% 2 28,57% 20,00% 
'cup' 3 33,33% 30,00% 0 0,00% 0,00% 
'dalmatian' 3 42,86% 30,00% 1 20,00% 10,00% 
'dollar_bill' 8 42,11% 80,00% 10 62,50% 100,00% 
'dolphin' 10 55,56% 100,00% 9 52,94% 90,00% 
'dragonfly' 0 0,00% 0,00% 3 42,86% 30,00% 
'electric_guitar' 1 16,67% 10,00% 1 16,67% 10,00% 
'elephant' 2 28,57% 20,00% 3 50,00% 30,00% 
'emu' 0 0,00% 0,00% 3 37,50% 30,00% 
'euphonium' 3 42,86% 30,00% 2 33,33% 20,00% 
'ewer' 3 60,00% 30,00% 4 66,67% 40,00% 
'ferry' 5 50,00% 50,00% 2 28,57% 20,00% 
'flamingo' 4 40,00% 40,00% 5 45,45% 50,00% 
'flamingo_head' 0 0,00% 0,00% 0 0,00% 0,00% 
'garfield' 3 21,43% 30,00% 6 35,29% 60,00% 
'gerenuk' 4 50,00% 100,00% 4 50,00% 100,00% 
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'gramophone' 0 0,00% 0,00% 1 20,00% 25,00% 
'grand_piano' 4 44,44% 40,00% 1 16,67% 10,00% 
'hawksbill' 7 43,75% 70,00% 7 43,75% 70,00% 
'headphone' 4 40,00% 40,00% 5 45,45% 50,00% 
'hedgehog' 9 45,00% 90,00% 9 52,94% 90,00% 
'helicopter' 1 16,67% 10,00% 2 28,57% 20,00% 
'ibis' 5 41,67% 50,00% 2 22,22% 20,00% 
'inline_skate' 2 33,33% 20,00% 2 33,33% 20,00% 
'joshua_tree' 0 0,00% 0,00% 0 0,00% 0,00% 
'kangaroo' 7 46,67% 70,00% 7 46,67% 70,00% 
'ketch' 2 28,57% 20,00% 0 0,00% 0,00% 
'lamp' 7 50,00% 70,00% 5 41,67% 50,00% 
'laptop' 2 28,57% 20,00% 3 37,50% 30,00% 
'llama' 7 46,67% 70,00% 9 52,94% 90,00% 
'lobster' 0 0,00% 0,00% 0 0,00% 0,00% 
'lotus' 1 16,67% 10,00% 2 28,57% 20,00% 
'mandolin' 2 33,33% 20,00% 1 20,00% 10,00% 
'mayfly' 2 25,00% 20,00% 2 25,00% 20,00% 
'menorah' 3 100,00% 30,00% 3 100,00% 30,00% 
'metronome' 4 36,36% 40,00% 7 50,00% 70,00% 
'minaret' 0 0,00% 0,00% 1 20,00% 50,00% 
'nautilus' 10 52,63% 100,00% 10 52,63% 100,00% 
'octopus' 4 36,36% 40,00% 6 46,15% 60,00% 
'okapi' 1 16,67% 20,00% 1 16,67% 20,00% 
'pagoda' 5 50,00% 55,56% 7 58,33% 77,78% 
'panda' 10 45,45% 100,00% 10 71,43% 100,00% 
'pigeon' 6 42,86% 75,00% 6 42,86% 75,00% 
'pizza' 3 37,50% 30,00% 1 16,67% 10,00% 
'platypus' 4 33,33% 40,00% 6 42,86% 60,00% 
'pyramid' 1 20,00% 25,00% 2 33,33% 50,00% 
'revolver' 4 44,44% 40,00% 3 37,50% 30,00% 
'rhino' 4 44,44% 40,00% 6 54,55% 60,00% 
'rooster' 1 50,00% 10,00% 2 66,67% 20,00% 
'saxophone' 5 45,45% 50,00% 5 45,45% 50,00% 
'schooner' 3 37,50% 30,00% 3 37,50% 30,00% 
'scissors' 5 55,56% 50,00% 7 63,64% 70,00% 
'scorpion' 9 60,00% 100,00% 9 60,00% 100,00% 
'sea_horse' 0 0,00% 0,00% 3 100,00% 30,00% 
'snoopy' 0 0,00% 0,00% 2 100,00% 20,00% 
'soccer_ball' 0 0,00% 0,00% 0 0,00% 0,00% 
'stapler' 7 50,00% 70,00% 10 58,82% 100,00% 
starfish' 5 55,56% 50,00% 6 60,00% 60,00% 
'stegosaurus' 1 20,00% 10,00% 3 42,86% 30,00% 
'stop_sign' 3 60,00% 30,00% 5 71,43% 50,00% 
'strawberry' 8 61,54% 80,00% 9 64,29% 90,00% 
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'sunflower' 4 57,14% 80,00% 4 57,14% 80,00% 
'tick' 9 60,00% 90,00% 9 60,00% 90,00% 
'trilobite' 8 61,54% 80,00% 8 61,54% 80,00% 
'umbrella' 10 71,43% 100,00% 10 71,43% 100,00% 
'watch' 5 62,50% 50,00% 7 58,33% 70,00% 
'water_lilly' 3 42,86% 30,00% 2 33,33% 20,00% 
'wheelchair' 3 37,50% 42,86% 4 44,44% 57,14% 
'wild_cat' 5 55,56% 50,00% 6 60,00% 60,00% 
'windsor_chair' 0 0,00% 0,00% 1 25,00% 25,00% 
'wrench' 7 63,64% 70,00% 8 66,67% 80,00% 
'yin_yang' 3 37,50% 33,33% 2 28,57% 22,22% 
Συνολικός αριθμός εικόνων που 
ταξινομήθηκαν σωστά 5 55,56% 50,00% 3 42,86% 30,00% 
 
394 
 
41,52% 430 
 
45,31% 
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Πίνακας 2: Αναλυτικά αποτελέσμα πρότασης βελτίωσης Σάκου οπτικών λέξεων 
Όνομα κατηγορίας 
Bag of visual words with 
Similarities_Cluster 
  Αριθμός εικόνων συνόλου εκπαίδευσης 5 
  
10 
  
 
recall 
precision 
% recall % recall 
precision 
% recall % 
'BACKGROUND_Google' 0 0,00% 0,00% 2 40,00% 20,00% 
'Faces' 10 47,62% 100,00% 10 55,56% 100,00% 
'Faces_easy' 10 50,00% 100,00% 9 60,00% 90,00% 
'Leopards' 10 83,33% 100,00% 10 83,33% 100,00% 
'Motorbikes' 6 40,00% 60,00% 6 46,15% 60,00% 
'accordion' 9 64,29% 90,00% 8 61,54% 80,00% 
'airplanes' 8 50,00% 80,00% 8 50,00% 80,00% 
'anchor' 2 28,57% 20,00% 1 16,67% 10,00% 
'ant' 2 33,33% 20,00% 2 33,33% 20,00% 
'barrel' 0 0,00% 0,00% 3 33,33% 30,00% 
'bass' 2 33,33% 20,00% 1 20,00% 10,00% 
'beaver' 1 16,67% 10,00% 0 0,00% 0,00% 
'binocular' 0 0,00% 0,00% 1 14,29% 33,33% 
'bonsai' 1 10,00% 10,00% 2 18,18% 20,00% 
'brain' 1 12,50% 10,00% 1 12,50% 10,00% 
'brontosaurus' 2 28,57% 20,00% 3 37,50% 30,00% 
'buddha' 3 30,00% 30,00% 3 30,00% 30,00% 
'butterfly' 1 14,29% 10,00% 1 14,29% 10,00% 
'camera' 4 57,14% 40,00% 4 57,14% 40,00% 
'cannon' 1 20,00% 10,00% 3 42,86% 30,00% 
'car_side' 9 50,00% 90,00% 8 53,33% 80,00% 
'ceiling_fan' 0 0,00% 0,00% 2 28,57% 20,00% 
'cellphone' 8 50,00% 80,00% 10 58,82% 100,00% 
'chair' 2 22,22% 20,00% 4 36,36% 40,00% 
'chandelier' 1 14,29% 10,00% 2 25,00% 20,00% 
'cougar_body' 2 28,57% 20,00% 4 44,44% 40,00% 
'cougar_face' 7 53,85% 70,00% 4 40,00% 40,00% 
'crab' 0 0,00% 0,00% 1 14,29% 10,00% 
'crayfish' 0 0,00% 0,00% 0 0,00% 0,00% 
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'crocodile' 0 0,00% 0,00% 4 50,00% 40,00% 
'crocodile_head' 1 14,29% 10,00% 0 0,00% 0,00% 
'cup' 0 0,00% 0,00% 1 20,00% 10,00% 
'dalmatian' 7 46,67% 70,00% 9 52,94% 90,00% 
'dollar_bill' 7 46,67% 70,00% 9 52,94% 90,00% 
'dolphin' 0 0,00% 0,00% 3 42,86% 30,00% 
'dragonfly' 1 16,67% 10,00% 3 37,50% 30,00% 
'electric_guitar' 0 0,00% 0,00% 4 44,44% 40,00% 
'elephant' 5 50,00% 50,00% 1 16,67% 10,00% 
'emu' 3 42,86% 30,00% 4 50,00% 40,00% 
'euphonium' 4 50,00% 40,00% 4 50,00% 40,00% 
'ewer' 1 16,67% 10,00% 2 28,57% 20,00% 
'ferry' 1 14,29% 10,00% 4 40,00% 40,00% 
'flamingo' 1 16,67% 10,00% 1 16,67% 10,00% 
'flamingo_head' 5 26,32% 50,00% 4 28,57% 40,00% 
'garfield' 4 50,00% 100,00% 4 50,00% 100,00% 
'gerenuk' 1 20,00% 25,00% 1 20,00% 25,00% 
'gramophone' 2 28,57% 20,00% 3 37,50% 30,00% 
'grand_piano' 6 35,29% 60,00% 5 31,25% 50,00% 
'hawksbill' 2 25,00% 20,00% 6 50,00% 60,00% 
'headphone' 6 37,50% 60,00% 6 37,50% 60,00% 
'hedgehog' 1 16,67% 10,00% 0 0,00% 0,00% 
'helicopter' 0 0,00% 0,00% 1 12,50% 10,00% 
'ibis' 1 20,00% 10,00% 3 42,86% 30,00% 
'inline_skate' 0 0,00% 0,00% 0 0,00% 0,00% 
'joshua_tree' 7 46,67% 70,00% 7 50,00% 70,00% 
'kangaroo' 1 14,29% 10,00% 3 33,33% 30,00% 
'ketch' 7 50,00% 70,00% 7 50,00% 70,00% 
'lamp' 2 28,57% 20,00% 2 28,57% 20,00% 
'laptop' 7 41,18% 70,00% 4 30,77% 40,00% 
'llama' 0 0,00% 0,00% 0 0,00% 0,00% 
'lobster' 0 0,00% 0,00% 1 11,11% 10,00% 
'lotus' 0 0,00% 0,00% 3 42,86% 30,00% 
'mandolin' 0 0,00% 0,00% 3 33,33% 30,00% 
'mayfly' 0 0,00% 0,00% 0 0,00% 0,00% 
'menorah' 3 30,00% 30,00% 6 46,15% 60,00% 
'metronome' 0 0,00% 0,00% 0 0,00% 0,00% 
'minaret' 10 43,48% 100,00% 10 43,48% 100,00% 
'nautilus' 4 36,36% 40,00% 3 30,00% 30,00% 
'octopus' 0 0,00% 0,00% 2 28,57% 40,00% 
'okapi' 2 28,57% 22,22% 4 44,44% 44,44% 
'pagoda' 10 38,46% 100,00% 10 45,45% 100,00% 
'panda' 4 33,33% 50,00% 5 38,46% 62,50% 
'pigeon' 2 28,57% 20,00% 1 16,67% 10,00% 
'pizza' 3 27,27% 30,00% 4 33,33% 40,00% 
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'platypus' 0 0,00% 0,00% 0 0,00% 0,00% 
'pyramid' 3 37,50% 30,00% 3 42,86% 30,00% 
'revolver' 4 44,44% 40,00% 6 54,55% 60,00% 
'rhino' 0 0,00% 0,00% 1 50,00% 10,00% 
'rooster' 7 53,85% 70,00% 5 45,45% 50,00% 
'saxophone' 0 0,00% 0,00% 1 25,00% 10,00% 
'schooner' 3 37,50% 30,00% 2 28,57% 20,00% 
'scissors' 7 50,00% 77,78% 7 70,00% 77,78% 
'scorpion' 0 0,00% 0,00% 2 100,00% 20,00% 
'sea_horse' 2 100,00% 20,00% 3 100,00% 30,00% 
'snoopy' 3 37,50% 60,00% 2 33,33% 40,00% 
'soccer_ball' 7 50,00% 70,00% 8 66,67% 80,00% 
'stapler' 4 40,00% 40,00% 5 45,45% 50,00% 
starfish' 2 25,00% 20,00% 3 33,33% 30,00% 
'stegosaurus' 4 50,00% 40,00% 4 50,00% 40,00% 
'stop_sign' 8 44,44% 80,00% 7 41,18% 70,00% 
'strawberry' 5 50,00% 100,00% 3 37,50% 60,00% 
'sunflower' 8 57,14% 80,00% 7 53,85% 70,00% 
'tick' 8 61,54% 80,00% 7 58,33% 70,00% 
'trilobite' 10 62,50% 100,00% 10 76,92% 100,00% 
'umbrella' 0 0,00% 0,00% 5 50,00% 50,00% 
'watch' 0 0,00% 0,00% 1 25,00% 10,00% 
'water_lilly' 6 50,00% 85,71% 5 55,56% 71,43% 
'wheelchair' 3 30,00% 30,00% 7 50,00% 70,00% 
'wild_cat' 1 12,50% 25,00% 0 0,00% 0,00% 
'windsor_chair' 10 58,82% 100,00% 9 64,29% 90,00% 
'wrench' 4 40,00% 44,44% 4 50,00% 44,44% 
'yin_yang' 3 37,50% 30,00% 4 44,44% 40,00% 
Συνολικός αριθμός εικόνων που 
ταξινομήθηκαν σωστά 335 
 
35,30% 391 
 
41,20% 
 
 
Όνομα κατηγορίας 
Bag of visual words with 
Similarities_Cluster 
  Αριθμός εικόνων συνόλου εκπαίδευσης 15 
  
20 
  
 
recall precision% recall % recall 
precision 
% recall % 
'BACKGROUND_Google' 3 50,00% 30,00% 2 40,00% 20,00% 
'Faces' 10 71,43% 100,00% 10 71,43% 100,00% 
'Faces_easy' 10 66,67% 100,00% 10 66,67% 100,00% 
'Leopards' 10 90,91% 100,00% 10 90,91% 100,00% 
'Motorbikes' 7 53,85% 70,00% 7 53,85% 70,00% 
'accordion' 8 61,54% 80,00% 10 66,67% 100,00% 
'airplanes' 8 50,00% 80,00% 9 52,94% 90,00% 
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'anchor' 2 28,57% 20,00% 1 16,67% 10,00% 
'ant' 2 33,33% 20,00% 1 20,00% 10,00% 
'barrel' 3 33,33% 30,00% 5 45,45% 50,00% 
'bass' 1 20,00% 10,00% 2 33,33% 20,00% 
'beaver' 0 0,00% 0,00% 2 28,57% 20,00% 
'binocular' 2 25,00% 66,67% 2 25,00% 66,67% 
'bonsai' 3 37,50% 30,00% 1 16,67% 10,00% 
'brain' 2 22,22% 20,00% 4 36,36% 40,00% 
'brontosaurus' 3 37,50% 30,00% 4 44,44% 40,00% 
'buddha' 3 30,00% 30,00% 3 37,50% 30,00% 
'butterfly' 1 14,29% 10,00% 2 50,00% 20,00% 
'camera' 6 66,67% 60,00% 4 57,14% 40,00% 
'cannon' 3 42,86% 30,00% 6 60,00% 60,00% 
'car_side' 9 56,25% 90,00% 10 58,82% 100,00% 
'ceiling_fan' 2 28,57% 20,00% 1 16,67% 10,00% 
'cellphone' 10 58,82% 100,00% 10 58,82% 100,00% 
'chair' 4 36,36% 40,00% 3 30,00% 30,00% 
'chandelier' 2 25,00% 20,00% 1 14,29% 10,00% 
'cougar_body' 4 44,44% 40,00% 5 50,00% 50,00% 
'cougar_face' 6 54,55% 60,00% 3 37,50% 30,00% 
'crab' 1 25,00% 10,00% 2 40,00% 20,00% 
'crayfish' 0 0,00% 0,00% 1 16,67% 10,00% 
'crocodile' 5 55,56% 50,00% 2 33,33% 20,00% 
'crocodile_head' 0 0,00% 0,00% 0 0,00% 0,00% 
'cup' 2 33,33% 20,00% 1 20,00% 10,00% 
'dalmatian' 9 52,94% 90,00% 10 55,56% 100,00% 
'dollar_bill' 9 52,94% 90,00% 9 52,94% 90,00% 
'dolphin' 3 42,86% 30,00% 3 42,86% 30,00% 
'dragonfly' 3 37,50% 30,00% 1 16,67% 10,00% 
'electric_guitar' 4 44,44% 40,00% 3 37,50% 30,00% 
'elephant' 1 16,67% 10,00% 3 37,50% 30,00% 
'emu' 5 55,56% 50,00% 2 33,33% 20,00% 
'euphonium' 4 50,00% 40,00% 4 50,00% 40,00% 
'ewer' 2 28,57% 20,00% 2 28,57% 20,00% 
'ferry' 5 45,45% 50,00% 5 45,45% 50,00% 
'flamingo' 1 16,67% 10,00% 0 0,00% 0,00% 
'flamingo_head' 4 36,36% 40,00% 6 46,15% 60,00% 
'garfield' 4 50,00% 100,00% 4 50,00% 100,00% 
'gerenuk' 1 20,00% 25,00% 1 20,00% 25,00% 
'gramophone' 3 37,50% 30,00% 1 16,67% 10,00% 
'grand_piano' 5 33,33% 50,00% 7 43,75% 70,00% 
'hawksbill' 6 50,00% 60,00% 5 45,45% 50,00% 
'headphone' 6 54,55% 60,00% 9 64,29% 90,00% 
'hedgehog' 0 0,00% 0,00% 2 28,57% 20,00% 
'helicopter' 1 12,50% 10,00% 2 22,22% 20,00% 
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'ibis' 3 42,86% 30,00% 2 33,33% 20,00% 
'inline_skate' 0 0,00% 0,00% 0 0,00% 0,00% 
'joshua_tree' 8 53,33% 80,00% 7 50,00% 70,00% 
'kangaroo' 4 40,00% 40,00% 4 50,00% 40,00% 
'ketch' 7 50,00% 70,00% 5 45,45% 50,00% 
'lamp' 2 28,57% 20,00% 3 37,50% 30,00% 
'laptop' 6 40,00% 60,00% 9 50,00% 90,00% 
'llama' 0 0,00% 0,00% 0 0,00% 0,00% 
'lobster' 1 11,11% 10,00% 2 20,00% 20,00% 
'lotus' 3 42,86% 30,00% 1 20,00% 10,00% 
'mandolin' 3 42,86% 30,00% 2 33,33% 20,00% 
'mayfly' 0 0,00% 0,00% 3 75,00% 30,00% 
'menorah' 6 46,15% 60,00% 7 50,00% 70,00% 
'metronome' 0 0,00% 0,00% 1 20,00% 50,00% 
'minaret' 10 43,48% 100,00% 10 52,63% 100,00% 
'nautilus' 3 30,00% 30,00% 4 40,00% 40,00% 
'octopus' 3 37,50% 60,00% 3 37,50% 60,00% 
'okapi' 4 44,44% 44,44% 7 58,33% 77,78% 
'pagoda' 10 45,45% 100,00% 10 55,56% 100,00% 
'panda' 5 38,46% 62,50% 6 42,86% 75,00% 
'pigeon' 1 16,67% 10,00% 3 37,50% 30,00% 
'pizza' 4 33,33% 40,00% 6 42,86% 60,00% 
'platypus' 0 0,00% 0,00% 2 33,33% 50,00% 
'pyramid' 3 50,00% 30,00% 3 50,00% 30,00% 
'revolver' 6 54,55% 60,00% 5 50,00% 50,00% 
'rhino' 2 66,67% 20,00% 2 66,67% 20,00% 
'rooster' 7 53,85% 70,00% 5 45,45% 50,00% 
'saxophone' 2 28,57% 20,00% 3 37,50% 30,00% 
'schooner' 2 28,57% 20,00% 7 58,33% 70,00% 
'scissors' 7 77,78% 77,78% 10 83,33% 111,11% 
'scorpion' 1 50,00% 10,00% 3 75,00% 30,00% 
'sea_horse' 3 75,00% 30,00% 2 66,67% 20,00% 
'snoopy' 3 42,86% 60,00% 1 20,00% 20,00% 
'soccer_ball' 8 72,73% 80,00% 10 76,92% 100,00% 
'stapler' 5 45,45% 50,00% 6 50,00% 60,00% 
starfish' 3 33,33% 30,00% 3 37,50% 30,00% 
'stegosaurus' 4 50,00% 40,00% 5 55,56% 50,00% 
'stop_sign' 7 50,00% 70,00% 9 56,25% 90,00% 
'strawberry' 3 37,50% 60,00% 4 44,44% 80,00% 
'sunflower' 7 53,85% 70,00% 9 60,00% 90,00% 
'tick' 7 58,33% 70,00% 8 80,00% 80,00% 
'trilobite' 10 76,92% 100,00% 10 76,92% 100,00% 
'umbrella' 5 50,00% 50,00% 7 77,78% 70,00% 
'watch' 2 40,00% 20,00% 2 40,00% 20,00% 
'water_lilly' 5 55,56% 71,43% 6 60,00% 85,71% 
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'wheelchair' 7 50,00% 70,00% 6 54,55% 60,00% 
'wild_cat' 1 16,67% 25,00% 1 14,29% 25,00% 
'windsor_chair' 9 64,29% 90,00% 9 69,23% 90,00% 
'wrench' 4 50,00% 44,44% 2 40,00% 22,22% 
'yin_yang' 5 50,00% 50,00% 4 57,14% 40,00% 
Συνολικός αριθμός εικόνων που 
ταξινομήθηκαν σωστά 419 
 
44,15% 452 
 
47,63% 
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5.2 Πειραματική αξιολόγηση περιγραφέα Gist και 
Scalable Color, Edge Histogramm του MPEG7  
 
Στην ενότητα αυτή χρησιμοποιήθηκε πάλι στο σύνολο εικόνων Caltech-101 και 
αξιολογήθηκε η απόδοσή του με τους περιγραφείς Gist και Scalable Color, Edge 
Histogramm του MPEG7. Σκοπός αυτής της πειραματικής μελέτης ήταν η 
πειραματική επιβεβαίωση ότι η τεχνική του Σάκου οπτικών λέξεων σε συνδυασμό με 
τους τοπικούς περιγραφείς έχει καλύτερα αποτελέσματα σε σύγκριση με τη χρήση 
των συνολικών και περιγραφέων περιοχών που παρουσιάστηκαν σε προηγούμενο 
κεφάλαιο. 
 
Εικόνα 35 Συγκριτικό διάγραμμα απόδοσης από τους περιγραφείς MPEG7 Scalable Color, Edge Histogram 
και Gist. Όπως φαίνεται στο διάγραμμα ο περιγραφέας Gist έχει ξεκάθαρο πλεονέκτημα στην ακρίβεια σε 
σχέση με τους περιγραφείς από του MPEG7. Παρόλαυτα δεν πετυχαίνει καλύτερη από την περιγραφή της 
εικόνας με χρήση του Σάκου οπτικών λέξεων σε συνδυασμό με τοπικούς περιγραφείς.  
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Πίνακας 3: Αναλυτικά αποτελέσματα με τον περιγραφέα Gist 
 
Όνομα κατηγορίας Περιγραφέας Gist 
  Αριθμός εικόνων συνόλου εκπαίδευσης 5 
 
10 
 
  
recall recall % recall recall% 
'BACKGROUND_Google' 0 0,00% 0 0,00% 
'Faces' 
 
9 90,00% 10 
100,00
% 
'Faces_easy' 9 90,00% 10 
100,00
% 
'Leopards' 
 
1 10,00% 1 10,00% 
'Motorbikes' 8 80,00% 7 70,00% 
'accordion' 
 
6 60,00% 9 90,00% 
'airplanes' 
 
6 60,00% 7 70,00% 
'anchor' 
 
1 10,00% 1 10,00% 
'ant' 
 
2 20,00% 4 40,00% 
'barrel' 
 
3 30,00% 2 20,00% 
'bass' 
 
1 10,00% 0 0,00% 
'beaver' 
 
1 10,00% 1 10,00% 
'binocular' 
 
0 0,00% 0 0,00% 
'bonsai' 
 
4 40,00% 5 50,00% 
'brain' 
 
1 10,00% 3 30,00% 
'brontosaurus' 1 10,00% 2 20,00% 
'buddha' 
 
0 0,00% 0 0,00% 
'butterfly' 
 
5 50,00% 6 60,00% 
'camera' 
 
2 20,00% 2 20,00% 
'cannon' 
 
0 0,00% 1 10,00% 
'car_side' 
 
9 90,00% 10 
100,00
% 
'ceiling_fan' 2 20,00% 2 20,00% 
'cellphone' 
 
4 40,00% 4 40,00% 
'chair' 
 
0 0,00% 3 30,00% 
'chandelier' 
 
3 30,00% 3 30,00% 
'cougar_body' 3 30,00% 3 30,00% 
'cougar_face' 5 50,00% 5 50,00% 
'crab' 
 
1 10,00% 1 10,00% 
'crayfish' 
 
2 20,00% 4 40,00% 
'crocodile' 
 
0 0,00% 0 0,00% 
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'crocodile_head' 2 20,00% 2 20,00% 
'cup' 
 
0 0,00% 3 30,00% 
'dalmatian' 
 
1 10,00% 2 20,00% 
'dollar_bill' 
 
8 80,00% 9 90,00% 
'dolphin' 
 
1 10,00% 1 10,00% 
'dragonfly' 
 
9 90,00% 4 40,00% 
'electric_guitar' 3 30,00% 6 60,00% 
'elephant' 
 
5 50,00% 5 50,00% 
'emu' 
 
0 0,00% 1 10,00% 
'euphonium' 5 50,00% 6 60,00% 
'ewer' 
 
2 20,00% 3 30,00% 
'ferry' 
 
2 20,00% 4 40,00% 
'flamingo' 
 
0 0,00% 0 0,00% 
'flamingo_head' 4 40,00% 2 20,00% 
'garfield' 
 
4 100,00% 4 
100,00
% 
'gerenuk' 
 
1 25,00% 0 0,00% 
'gramophone' 2 20,00% 4 40,00% 
'grand_piano' 5 50,00% 7 70,00% 
'hawksbill' 
 
3 30,00% 2 20,00% 
'headphone' 1 10,00% 0 0,00% 
'hedgehog' 
 
4 40,00% 5 50,00% 
'helicopter' 
 
1 10,00% 1 10,00% 
'ibis' 
 
0 0,00% 0 0,00% 
'inline_skate' 0 0,00% 0 0,00% 
'joshua_tree' 0 0,00% 0 0,00% 
'kangaroo' 
 
1 10,00% 2 20,00% 
'ketch' 
 
1 10,00% 1 10,00% 
'lamp' 
 
2 20,00% 4 40,00% 
'laptop' 
 
5 50,00% 8 80,00% 
'llama' 
 
0 0,00% 2 20,00% 
'lobster' 
 
1 10,00% 2 20,00% 
'lotus' 
 
0 0,00% 0 0,00% 
'mandolin' 
 
5 50,00% 6 60,00% 
'mayfly' 
 
1 10,00% 0 0,00% 
'menorah' 
 
5 50,00% 7 70,00% 
'metronome' 2 100,00% 2 
100,00
% 
'minaret' 
 
10 100,00% 10 
100,00
% 
'nautilus' 
 
1 10,00% 1 10,00% 
'octopus' 
 
0 0,00% 0 0,00% 
'okapi' 
 
2 22,22% 3 33,33% 
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'pagoda' 
 
3 30,00% 2 20,00% 
'panda' 
 
2 25,00% 3 37,50% 
'pigeon' 
 
5 50,00% 5 50,00% 
'pizza' 
 
6 60,00% 3 30,00% 
'platypus' 
 
2 50,00% 2 50,00% 
'pyramid' 
 
1 10,00% 4 40,00% 
'revolver' 
 
5 50,00% 6 60,00% 
'rhino' 
 
2 20,00% 5 50,00% 
'rooster' 
 
6 60,00% 4 40,00% 
'saxophone' 1 10,00% 0 0,00% 
'schooner' 
 
5 50,00% 4 40,00% 
'scissors' 
 
2 22,22% 3 33,33% 
'scorpion' 
 
0 0,00% 0 0,00% 
'sea_horse' 
 
0 0,00% 0 0,00% 
'snoopy' 
 
0 0,00% 0 0,00% 
'soccer_ball' 0 0,00% 1 10,00% 
'stapler' 
 
1 10,00% 3 30,00% 
starfish' 
 
0 0,00% 0 0,00% 
'stegosaurus' 4 40,00% 4 40,00% 
'stop_sign' 
 
3 30,00% 4 40,00% 
'strawberry' 2 40,00% 0 0,00% 
'sunflower' 
 
3 30,00% 4 40,00% 
'tick' 
 
3 30,00% 7 70,00% 
'trilobite' 
 
9 90,00% 9 90,00% 
'umbrella' 
 
2 20,00% 3 30,00% 
'watch' 
 
0 0,00% 6 60,00% 
'water_lilly' 
 
0 0,00% 1 14,29% 
'wheelchair' 3 30,00% 6 60,00% 
'wild_cat' 
 
0 0,00% 0 0,00% 
'windsor_chair' 9 90,00% 10 
100,00
% 
'wrench' 
 
3 33,33% 3 33,33% 
'yin_yang' 
 
3 30,00% 3 30,00% 
Συνολικός αριθμός εικόνων που ταξινομήθηκαν 
σωστά 278 29,29% 340 35,83% 
 
 
Όνομα κατηγορίας Περιγραφέας Gist 
    Αριθμός εικόνων συνόλου εκπαίδευσης 15 
 
20 
   
  
recall recall% recall recall% 
  'BACKGROUND_Google' 0 0,00% 0 0,00% 
  'Faces' 
 
9 90,00% 10 100,00% 
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'Faces_easy' 10 100,00% 10 100,00% 
  'Leopards' 
 
3 30,00% 3 30,00% 
  'Motorbikes' 7 70,00% 8 80,00% 
  'accordion' 
 
7 70,00% 8 80,00% 
  'airplanes' 
 
8 80,00% 7 70,00% 
  'anchor' 
 
1 10,00% 2 20,00% 
  'ant' 
 
4 40,00% 5 50,00% 
  'barrel' 
 
4 40,00% 6 60,00% 
  'bass' 
 
4 40,00% 4 40,00% 
  'beaver' 
 
1 10,00% 1 10,00% 
  'binocular' 
 
0 0,00% 0 0,00% 
  'bonsai' 
 
7 70,00% 6 60,00% 
  'brain' 
 
2 20,00% 3 30,00% 
  'brontosaurus' 2 20,00% 4 40,00% 
  'buddha' 
 
0 0,00% 0 0,00% 
  'butterfly' 
 
6 60,00% 7 70,00% 
  'camera' 
 
1 10,00% 2 20,00% 
  'cannon' 
 
3 30,00% 2 20,00% 
  'car_side' 
 
10 100,00% 9 90,00% 
  'ceiling_fan' 5 50,00% 3 30,00% 
  'cellphone' 
 
4 40,00% 6 60,00% 
  'chair' 
 
3 30,00% 3 30,00% 
  'chandelier' 
 
2 20,00% 5 50,00% 
  'cougar_body' 3 30,00% 4 40,00% 
  'cougar_face' 6 60,00% 9 90,00% 
  'crab' 
 
3 30,00% 5 50,00% 
  'crayfish' 
 
4 40,00% 3 30,00% 
  'crocodile' 
 
1 10,00% 2 20,00% 
  'crocodile_head' 3 30,00% 4 40,00% 
  'cup' 
 
3 30,00% 3 30,00% 
  'dalmatian' 
 
2 20,00% 3 30,00% 
  'dollar_bill' 
 
8 80,00% 9 90,00% 
  'dolphin' 
 
0 0,00% 1 10,00% 
  'dragonfly' 
 
6 60,00% 6 60,00% 
  'electric_guitar' 4 40,00% 7 70,00% 
  'elephant' 
 
7 70,00% 7 70,00% 
  'emu' 
 
7 70,00% 4 40,00% 
  'euphonium' 5 50,00% 5 50,00% 
  'ewer' 
 
5 50,00% 5 50,00% 
  'ferry' 
 
5 50,00% 3 30,00% 
  'flamingo' 
 
0 0,00% 2 20,00% 
  'flamingo_head' 2 20,00% 1 10,00% 
  'garfield' 
 
4 100,00% 4 100,00% 
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'gerenuk' 
 
0 0,00% 0 0,00% 
  'gramophone' 5 50,00% 4 40,00% 
  'grand_piano' 7 70,00% 9 90,00% 
  'hawksbill' 
 
2 20,00% 2 20,00% 
  'headphone' 1 10,00% 4 40,00% 
  'hedgehog' 
 
6 60,00% 6 60,00% 
  'helicopter' 
 
1 10,00% 3 30,00% 
  'ibis' 
 
0 0,00% 0 0,00% 
  'inline_skate' 0 0,00% 0 0,00% 
  'joshua_tree' 1 10,00% 4 40,00% 
  'kangaroo' 
 
2 20,00% 2 20,00% 
  'ketch' 
 
2 20,00% 4 40,00% 
  'lamp' 
 
2 20,00% 3 30,00% 
  'laptop' 
 
9 90,00% 10 100,00% 
  'llama' 
 
2 20,00% 2 20,00% 
  'lobster' 
 
2 20,00% 3 30,00% 
  'lotus' 
 
2 20,00% 0 0,00% 
  'mandolin' 
 
7 70,00% 7 70,00% 
  'mayfly' 
 
1 10,00% 1 10,00% 
  'menorah' 
 
7 70,00% 8 80,00% 
  'metronome' 2 100,00% 2 100,00% 
  'minaret' 
 
10 100,00% 10 100,00% 
  'nautilus' 
 
1 10,00% 3 30,00% 
  'octopus' 
 
0 0,00% 0 0,00% 
  'okapi' 
 
5 55,56% 3 33,33% 
  'pagoda' 
 
3 30,00% 4 40,00% 
  'panda' 
 
2 25,00% 2 25,00% 
  'pigeon' 
 
4 40,00% 4 40,00% 
  'pizza' 
 
7 70,00% 5 50,00% 
  'platypus' 
 
4 100,00% 2 50,00% 
  'pyramid' 
 
6 60,00% 5 50,00% 
  'revolver' 
 
8 80,00% 6 60,00% 
  'rhino' 
 
4 40,00% 4 40,00% 
  'rooster' 
 
6 60,00% 5 50,00% 
  'saxophone' 0 0,00% 2 20,00% 
  'schooner' 
 
6 60,00% 5 50,00% 
  'scissors' 
 
2 22,22% 4 44,44% 
  'scorpion' 
 
0 0,00% 1 10,00% 
  'sea_horse' 
 
0 0,00% 0 0,00% 
  'snoopy' 
 
0 0,00% 0 0,00% 
  'soccer_ball' 0 0,00% 1 10,00% 
  'stapler' 
 
6 60,00% 6 60,00% 
  starfish' 
 
0 0,00% 0 0,00% 
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'stegosaurus' 6 60,00% 9 90,00% 
  'stop_sign' 
 
4 40,00% 5 50,00% 
  'strawberry' 2 40,00% 1 20,00% 
  'sunflower' 
 
5 50,00% 5 50,00% 
  'tick' 
 
6 60,00% 7 70,00% 
  'trilobite' 
 
8 80,00% 9 90,00% 
  'umbrella' 
 
5 50,00% 5 50,00% 
  'watch' 
 
8 80,00% 9 90,00% 
  'water_lilly' 
 
1 14,29% 1 14,29% 
  'wheelchair' 5 50,00% 5 50,00% 
  'wild_cat' 
 
0 0,00% 0 0,00% 
  'windsor_chair' 9 90,00% 10 100,00% 
  'wrench' 
 
3 33,33% 3 33,33% 
  'yin_yang' 
 
3 30,00% 3 30,00% 
  Συνολικός αριθμός εικόνων που ταξινομήθηκαν 
σωστά 396 41,73% 419 44,15% 
  
         
 
Πίνακας 4: Αναλυτικά αποτελέσματα μεθόδου Scalable Color MPEG7 
Όνομα κατηγορίας 
Περιγραφέας 
MPEG7 
  Αριθμός εικόνων συνόλου εκπαίδευσης 5 
 
10 
 
  
recall recall% recall recall% 
'BACKGROUND_Google' 0 0,00% 0 0,00% 
'Faces' 
 
0 0,00% 2 20,00% 
'Faces_easy' 0 0,00% 0 0,00% 
'Leopards' 
 
6 60,00% 6 60,00% 
'Motorbikes' 0 0,00% 0 0,00% 
'accordion' 
 
0 0,00% 1 10,00% 
'airplanes' 
 
5 50,00% 7 70,00% 
'anchor' 
 
0 0,00% 0 0,00% 
'ant' 
 
0 0,00% 0 0,00% 
'barrel' 
 
0 0,00% 0 0,00% 
'bass' 
 
0 0,00% 0 0,00% 
'beaver' 
 
0 0,00% 0 0,00% 
'binocular' 
 
0 0,00% 0 0,00% 
'bonsai' 
 
2 20,00% 3 30,00% 
'brain' 
 
0 0,00% 0 0,00% 
'brontosaurus' 0 0,00% 0 0,00% 
'buddha' 
 
2 20,00% 0 0,00% 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 06:34:13 EET - 137.108.70.7
78 
 
'butterfly' 
 
2 20,00% 2 20,00% 
'camera' 
 
2 20,00% 1 10,00% 
'cannon' 
 
0 0,00% 0 0,00% 
'car_side' 
 
8 80,00% 8 80,00% 
'ceiling_fan' 0 0,00% 0 0,00% 
'cellphone' 
 
3 30,00% 1 10,00% 
'chair' 
 
0 0,00% 0 0,00% 
'chandelier' 
 
0 0,00% 0 0,00% 
'cougar_body' 2 20,00% 2 20,00% 
'cougar_face' 0 0,00% 0 0,00% 
'crab' 
 
0 0,00% 0 0,00% 
'crayfish' 
 
0 0,00% 0 0,00% 
'crocodile' 
 
0 0,00% 0 0,00% 
'crocodile_head' 1 10,00% 1 10,00% 
'cup' 
 
0 0,00% 0 0,00% 
'dalmatian' 
 
0 0,00% 0 0,00% 
'dollar_bill' 
 
4 40,00% 3 30,00% 
'dolphin' 
 
1 10,00% 0 0,00% 
'dragonfly' 
 
0 0,00% 0 0,00% 
'electric_guitar' 0 0,00% 0 0,00% 
'elephant' 
 
1 10,00% 1 10,00% 
'emu' 
 
0 0,00% 0 0,00% 
'euphonium' 0 0,00% 0 0,00% 
'ewer' 
 
0 0,00% 0 0,00% 
'ferry' 
 
0 0,00% 0 0,00% 
'flamingo' 
 
0 0,00% 0 0,00% 
'flamingo_head' 1 10,00% 1 10,00% 
'garfield' 
 
0 0,00% 3 75,00% 
'gerenuk' 
 
0 0,00% 0 0,00% 
'gramophone' 0 0,00% 0 0,00% 
'grand_piano' 0 0,00% 1 10,00% 
'hawksbill' 
 
2 20,00% 2 20,00% 
'headphone' 2 20,00% 0 0,00% 
'hedgehog' 
 
0 0,00% 0 0,00% 
'helicopter' 
 
0 0,00% 0 0,00% 
'ibis' 
 
0 0,00% 0 0,00% 
'inline_skate' 0 0,00% 0 0,00% 
'joshua_tree' 1 10,00% 3 30,00% 
'kangaroo' 
 
0 0,00% 0 0,00% 
'ketch' 
 
3 30,00% 1 10,00% 
'lamp' 
 
1 10,00% 0 0,00% 
'laptop' 
 
0 0,00% 0 0,00% 
'llama' 
 
0 0,00% 0 0,00% 
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'lobster' 
 
1 10,00% 2 20,00% 
'lotus' 
 
0 0,00% 0 0,00% 
'mandolin' 
 
0 0,00% 0 0,00% 
'mayfly' 
 
1 10,00% 3 30,00% 
'menorah' 
 
1 10,00% 1 10,00% 
'metronome' 0 0,00% 0 0,00% 
'minaret' 
 
2 20,00% 3 30,00% 
'nautilus' 
 
0 0,00% 0 0,00% 
'octopus' 
 
0 0,00% 0 0,00% 
'okapi' 
 
0 0,00% 1 11,11% 
'pagoda' 
 
2 20,00% 1 10,00% 
'panda' 
 
0 0,00% 0 0,00% 
'pigeon' 
 
1 10,00% 0 0,00% 
'pizza' 
 
1 10,00% 0 0,00% 
'platypus' 
 
1 25,00% 0 0,00% 
'pyramid' 
 
0 0,00% 1 10,00% 
'revolver' 
 
0 0,00% 0 0,00% 
'rhino' 
 
1 10,00% 1 10,00% 
'rooster' 
 
0 0,00% 0 0,00% 
'saxophone' 0 0,00% 1 10,00% 
'schooner' 
 
0 0,00% 0 0,00% 
'scissors' 
 
1 11,11% 0 0,00% 
'scorpion' 
 
1 10,00% 0 0,00% 
'sea_horse' 
 
0 0,00% 0 0,00% 
'snoopy' 
 
0 0,00% 1 20,00% 
'soccer_ball' 0 0,00% 0 0,00% 
'stapler' 
 
1 10,00% 0 0,00% 
starfish' 
 
1 10,00% 1 10,00% 
'stegosaurus' 0 0,00% 0 0,00% 
'stop_sign' 
 
5 50,00% 3 30,00% 
'strawberry' 2 40,00% 1 20,00% 
'sunflower' 
 
1 10,00% 1 10,00% 
'tick' 
 
0 0,00% 1 10,00% 
'trilobite' 
 
1 10,00% 1 10,00% 
'umbrella' 
 
1 10,00% 0 0,00% 
'watch' 
 
1 10,00% 0 0,00% 
'water_lilly' 
 
0 0,00% 1 14,29% 
'wheelchair' 0 0,00% 0 0,00% 
'wild_cat' 
 
0 0,00% 0 0,00% 
'windsor_chair' 0 0,00% 0 0,00% 
'wrench' 
 
0 0,00% 0 0,00% 
'yin_yang' 
 
2 20,00% 1 10,00% 
Συνολικός αριθμός εικόνων που ταξινομήθηκαν 82 8,64% 84 8,85% 
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σωστά 
 
 
Όνομα κατηγορίας 
Περιγραφέας 
MPEG7 
    Αριθμός εικόνων συνόλου εκπαίδευσης 15 
 
20 
   
  
recall recall% recall recall% 
  'BACKGROUND_Google' 0 0,00% 0 0,00% 
  'Faces' 
 
2 20,00% 2 20,00% 
  'Faces_easy' 0 0,00% 0 0,00% 
  'Leopards' 
 
6 60,00% 6 60,00% 
  'Motorbikes' 0 0,00% 0 0,00% 
  'accordion' 
 
1 10,00% 0 0,00% 
  'airplanes' 
 
5 50,00% 6 60,00% 
  'anchor' 
 
0 0,00% 0 0,00% 
  'ant' 
 
0 0,00% 0 0,00% 
  'barrel' 
 
0 0,00% 0 0,00% 
  'bass' 
 
0 0,00% 0 0,00% 
  'beaver' 
 
0 0,00% 2 20,00% 
  'binocular' 
 
1 33,33% 0 0,00% 
  'bonsai' 
 
1 10,00% 0 0,00% 
  'brain' 
 
0 0,00% 0 0,00% 
  'brontosaurus' 0 0,00% 1 10,00% 
  'buddha' 
 
1 10,00% 0 0,00% 
  'butterfly' 
 
2 20,00% 1 10,00% 
  'camera' 
 
0 0,00% 0 0,00% 
  'cannon' 
 
0 0,00% 0 0,00% 
  'car_side' 
 
8 80,00% 8 80,00% 
  'ceiling_fan' 1 10,00% 0 0,00% 
  'cellphone' 
 
0 0,00% 0 0,00% 
  'chair' 
 
0 0,00% 1 10,00% 
  'chandelier' 
 
0 0,00% 0 0,00% 
  'cougar_body' 1 10,00% 0 0,00% 
  'cougar_face' 0 0,00% 0 0,00% 
  'crab' 
 
0 0,00% 0 0,00% 
  'crayfish' 
 
0 0,00% 0 0,00% 
  'crocodile' 
 
0 0,00% 0 0,00% 
  'crocodile_head' 1 10,00% 1 10,00% 
  'cup' 
 
0 0,00% 0 0,00% 
  'dalmatian' 
 
0 0,00% 0 0,00% 
  'dollar_bill' 
 
3 30,00% 3 30,00% 
  'dolphin' 
 
1 10,00% 1 10,00% 
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'dragonfly' 
 
0 0,00% 0 0,00% 
  'electric_guitar' 0 0,00% 0 0,00% 
  'elephant' 
 
1 10,00% 0 0,00% 
  'emu' 
 
0 0,00% 0 0,00% 
  'euphonium' 0 0,00% 0 0,00% 
  'ewer' 
 
0 0,00% 0 0,00% 
  'ferry' 
 
0 0,00% 1 10,00% 
  'flamingo' 
 
1 10,00% 2 20,00% 
  'flamingo_head' 1 10,00% 1 10,00% 
  'garfield' 
 
4 100,00% 4 100,00% 
  'gerenuk' 
 
0 0,00% 0 0,00% 
  'gramophone' 0 0,00% 1 10,00% 
  'grand_piano' 1 10,00% 2 20,00% 
  'hawksbill' 
 
2 20,00% 2 20,00% 
  'headphone' 3 30,00% 1 10,00% 
  'hedgehog' 
 
0 0,00% 0 0,00% 
  'helicopter' 
 
0 0,00% 0 0,00% 
  'ibis' 
 
0 0,00% 0 0,00% 
  'inline_skate' 5 500,00% 5 500,00% 
  'joshua_tree' 2 20,00% 1 10,00% 
  'kangaroo' 
 
0 0,00% 1 10,00% 
  'ketch' 
 
2 20,00% 2 20,00% 
  'lamp' 
 
0 0,00% 0 0,00% 
  'laptop' 
 
0 0,00% 0 0,00% 
  'llama' 
 
0 0,00% 0 0,00% 
  'lobster' 
 
1 10,00% 1 10,00% 
  'lotus' 
 
1 10,00% 1 10,00% 
  'mandolin' 
 
0 0,00% 0 0,00% 
  'mayfly' 
 
1 10,00% 1 10,00% 
  'menorah' 
 
3 30,00% 3 30,00% 
  'metronome' 0 0,00% 0 0,00% 
  'minaret' 
 
3 30,00% 1 10,00% 
  'nautilus' 
 
0 0,00% 1 10,00% 
  'octopus' 
 
0 0,00% 1 20,00% 
  'okapi' 
 
2 22,22% 1 11,11% 
  'pagoda' 
 
2 20,00% 5 50,00% 
  'panda' 
 
0 0,00% 0 0,00% 
  'pigeon' 
 
0 0,00% 1 10,00% 
  'pizza' 
 
1 10,00% 0 0,00% 
  'platypus' 
 
0 0,00% 0 0,00% 
  'pyramid' 
 
0 0,00% 0 0,00% 
  'revolver' 
 
0 0,00% 1 10,00% 
  'rhino' 
 
1 10,00% 0 0,00% 
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'rooster' 
 
0 0,00% 0 0,00% 
  'saxophone' 1 10,00% 1 10,00% 
  'schooner' 
 
2 20,00% 0 0,00% 
  'scissors' 
 
0 0,00% 0 0,00% 
  'scorpion' 
 
1 10,00% 0 0,00% 
  'sea_horse' 
 
0 0,00% 0 0,00% 
  'snoopy' 
 
0 0,00% 1 20,00% 
  'soccer_ball' 1 10,00% 1 10,00% 
  'stapler' 
 
0 0,00% 0 0,00% 
  starfish' 
 
1 10,00% 1 10,00% 
  'stegosaurus' 0 0,00% 0 0,00% 
  'stop_sign' 
 
5 50,00% 5 50,00% 
  'strawberry' 2 40,00% 1 20,00% 
  'sunflower' 
 
4 40,00% 4 40,00% 
  'tick' 
 
1 10,00% 2 20,00% 
  'trilobite' 
 
2 20,00% 5 50,00% 
  'umbrella' 
 
0 0,00% 0 0,00% 
  'watch' 
 
0 0,00% 0 0,00% 
  'water_lilly' 
 
2 28,57% 2 28,57% 
  'wheelchair' 0 0,00% 0 0,00% 
  'wild_cat' 
 
0 0,00% 0 0,00% 
  'windsor_chair' 1 10,00% 1 10,00% 
  'wrench' 
 
1 11,11% 0 0,00% 
  'yin_yang' 
 
2 20,00% 2 20,00% 
  Συνολικός αριθμός εικόνων που ταξινομήθηκαν 
σωστά 112 11,80% 118 12,43% 
  
         
 
 
Πίνακας 5: Αναλυτικά αποτελέσματα μεθόδου Edge Histogram MPEG7 
Όνομα κατηγορίας 
Περιγραφέας 
MPEG7 
  Αριθμός εικόνων συνόλου εκπαίδευσης 5 
 
10 
 
  
recall recall% recall recall% 
'BACKGROUND_Google' 3 30,00% 1 10,00% 
'Faces' 
 
1 10,00% 6 60,00% 
'Faces_easy' 9 90,00% 4 40,00% 
'Leopards' 
 
4 40,00% 2 20,00% 
'Motorbikes' 6 60,00% 5 50,00% 
'accordion' 
 
6 60,00% 3 30,00% 
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'airplanes' 
 
5 50,00% 6 60,00% 
'anchor' 
 
1 10,00% 0 0,00% 
'ant' 
 
0 0,00% 1 10,00% 
'barrel' 
 
1 10,00% 0 0,00% 
'bass' 
 
3 30,00% 3 30,00% 
'beaver' 
 
0 0,00% 0 0,00% 
'binocular' 
 
1 33,33% 0 0,00% 
'bonsai' 
 
2 20,00% 2 20,00% 
'brain' 
 
0 0,00% 2 20,00% 
'brontosaurus' 1 10,00% 2 20,00% 
'buddha' 
 
4 40,00% 3 30,00% 
'butterfly' 
 
0 0,00% 1 10,00% 
'camera' 
 
2 20,00% 2 20,00% 
'cannon' 
 
0 0,00% 0 0,00% 
'car_side' 
 
5 50,00% 7 70,00% 
'ceiling_fan' 1 10,00% 2 20,00% 
'cellphone' 
 
3 30,00% 4 40,00% 
'chair' 
 
0 0,00% 1 10,00% 
'chandelier' 
 
2 20,00% 2 20,00% 
'cougar_body' 2 20,00% 1 10,00% 
'cougar_face' 1 10,00% 2 20,00% 
'crab' 
 
1 10,00% 0 0,00% 
'crayfish' 
 
1 10,00% 1 10,00% 
'crocodile' 
 
0 0,00% 0 0,00% 
'crocodile_head' 2 20,00% 3 30,00% 
'cup' 
 
1 10,00% 2 20,00% 
'dalmatian' 
 
1 10,00% 2 20,00% 
'dollar_bill' 
 
6 60,00% 7 70,00% 
'dolphin' 
 
0 0,00% 0 0,00% 
'dragonfly' 
 
3 30,00% 4 40,00% 
'electric_guitar' 2 20,00% 2 20,00% 
'elephant' 
 
3 30,00% 2 20,00% 
'emu' 
 
0 0,00% 1 10,00% 
'euphonium' 6 60,00% 5 50,00% 
'ewer' 
 
5 50,00% 5 50,00% 
'ferry' 
 
1 10,00% 2 20,00% 
'flamingo' 
 
0 0,00% 0 0,00% 
'flamingo_head' 2 20,00% 2 20,00% 
'garfield' 
 
4 100,00% 4 100,00% 
'gerenuk' 
 
1 25,00% 1 25,00% 
'gramophone' 0 0,00% 1 10,00% 
'grand_piano' 5 50,00% 2 20,00% 
'hawksbill' 
 
1 10,00% 3 30,00% 
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'headphone' 0 0,00% 1 10,00% 
'hedgehog' 
 
1 10,00% 0 0,00% 
'helicopter' 
 
1 10,00% 1 10,00% 
'ibis' 
 
0 0,00% 1 10,00% 
'inline_skate' 5 500,00% 5 500,00% 
'joshua_tree' 2 20,00% 2 20,00% 
'kangaroo' 
 
3 30,00% 3 30,00% 
'ketch' 
 
7 70,00% 5 50,00% 
'lamp' 
 
0 0,00% 0 0,00% 
'laptop' 
 
2 20,00% 4 40,00% 
'llama' 
 
0 0,00% 1 10,00% 
'lobster' 
 
1 10,00% 1 10,00% 
'lotus' 
 
0 0,00% 0 0,00% 
'mandolin' 
 
2 20,00% 3 30,00% 
'mayfly' 
 
0 0,00% 0 0,00% 
'menorah' 
 
3 30,00% 4 40,00% 
'metronome' 0 0,00% 0 0,00% 
'minaret' 
 
5 50,00% 5 50,00% 
'nautilus' 
 
1 10,00% 2 20,00% 
'octopus' 
 
0 0,00% 0 0,00% 
'okapi' 
 
3 33,33% 3 33,33% 
'pagoda' 
 
4 40,00% 8 80,00% 
'panda' 
 
1 12,50% 1 12,50% 
'pigeon' 
 
1 10,00% 3 30,00% 
'pizza' 
 
1 10,00% 1 10,00% 
'platypus' 
 
0 0,00% 1 25,00% 
'pyramid' 
 
1 10,00% 3 30,00% 
'revolver' 
 
3 30,00% 2 20,00% 
'rhino' 
 
1 10,00% 0 0,00% 
'rooster' 
 
0 0,00% 1 10,00% 
'saxophone' 0 0,00% 0 0,00% 
'schooner' 
 
2 20,00% 3 30,00% 
'scissors' 
 
4 44,44% 3 33,33% 
'scorpion' 
 
1 10,00% 0 0,00% 
'sea_horse' 
 
1 10,00% 0 0,00% 
'snoopy' 
 
0 0,00% 1 20,00% 
'soccer_ball' 0 0,00% 3 30,00% 
'stapler' 
 
2 20,00% 3 30,00% 
starfish' 
 
0 0,00% 0 0,00% 
'stegosaurus' 2 20,00% 2 20,00% 
'stop_sign' 
 
4 40,00% 5 50,00% 
'strawberry' 2 40,00% 3 60,00% 
'sunflower' 
 
3 30,00% 1 10,00% 
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'tick' 
 
1 10,00% 2 20,00% 
'trilobite' 
 
7 70,00% 7 70,00% 
'umbrella' 
 
0 0,00% 2 20,00% 
'watch' 
 
0 0,00% 1 10,00% 
'water_lilly' 
 
1 14,29% 1 14,29% 
'wheelchair' 3 30,00% 3 30,00% 
'wild_cat' 
 
1 25,00% 0 0,00% 
'windsor_chair' 5 50,00% 3 30,00% 
'wrench' 
 
3 33,33% 2 22,22% 
'yin_yang' 
 
2 20,00% 2 20,00% 
Συνολικός αριθμός εικόνων που ταξινομήθηκαν 
σωστά 205 21,60% 229 24,13% 
 
Όνομα κατηγορίας 
Περιγραφέας 
MPEG7 
    Αριθμός εικόνων συνόλου εκπαίδευσης 15 
 
20 
   
  
recall recall% recall recall% 
  'BACKGROUND_Google' 1 10,00% 0 0,00% 
  'Faces' 
 
7 70,00% 5 50,00% 
  'Faces_easy' 8 80,00% 9 90,00% 
  'Leopards' 
 
4 40,00% 4 40,00% 
  'Motorbikes' 6 60,00% 5 50,00% 
  'accordion' 
 
1 10,00% 6 60,00% 
  'airplanes' 
 
7 70,00% 7 70,00% 
  'anchor' 
 
0 0,00% 0 0,00% 
  'ant' 
 
1 10,00% 2 20,00% 
  'barrel' 
 
1 10,00% 2 20,00% 
  'bass' 
 
2 20,00% 3 30,00% 
  'beaver' 
 
1 10,00% 1 10,00% 
  'binocular' 
 
0 0,00% 0 0,00% 
  'bonsai' 
 
4 40,00% 5 50,00% 
  'brain' 
 
2 20,00% 1 10,00% 
  'brontosaurus' 2 20,00% 2 20,00% 
  'buddha' 
 
3 30,00% 4 40,00% 
  'butterfly' 
 
0 0,00% 1 10,00% 
  'camera' 
 
1 10,00% 3 30,00% 
  'cannon' 
 
1 10,00% 1 10,00% 
  'car_side' 
 
10 100,00% 10 100,00% 
  'ceiling_fan' 1 10,00% 2 20,00% 
  'cellphone' 
 
3 30,00% 3 30,00% 
  'chair' 
 
2 20,00% 2 20,00% 
  'chandelier' 
 
2 20,00% 2 20,00% 
  'cougar_body' 1 10,00% 2 20,00% 
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'cougar_face' 2 20,00% 3 30,00% 
  'crab' 
 
2 20,00% 3 30,00% 
  'crayfish' 
 
0 0,00% 1 10,00% 
  'crocodile' 
 
0 0,00% 1 10,00% 
  'crocodile_head' 2 20,00% 4 40,00% 
  'cup' 
 
2 20,00% 1 10,00% 
  'dalmatian' 
 
1 10,00% 1 10,00% 
  'dollar_bill' 
 
7 70,00% 6 60,00% 
  'dolphin' 
 
1 10,00% 0 0,00% 
  'dragonfly' 
 
4 40,00% 4 40,00% 
  'electric_guitar' 2 20,00% 2 20,00% 
  'elephant' 
 
2 20,00% 2 20,00% 
  'emu' 
 
3 30,00% 1 10,00% 
  'euphonium' 4 40,00% 5 50,00% 
  'ewer' 
 
5 50,00% 5 50,00% 
  'ferry' 
 
3 30,00% 2 20,00% 
  'flamingo' 
 
0 0,00% 0 0,00% 
  'flamingo_head' 3 30,00% 3 30,00% 
  'garfield' 
 
3 75,00% 3 75,00% 
  'gerenuk' 
 
1 25,00% 2 50,00% 
  'gramophone' 1 10,00% 1 10,00% 
  'grand_piano' 6 60,00% 7 70,00% 
  'hawksbill' 
 
0 0,00% 2 20,00% 
  'headphone' 0 0,00% 3 30,00% 
  'hedgehog' 
 
0 0,00% 1 10,00% 
  'helicopter' 
 
2 20,00% 2 20,00% 
  'ibis' 
 
1 10,00% 1 10,00% 
  'inline_skate' 5 500,00% 5 500,00% 
  'joshua_tree' 2 20,00% 2 20,00% 
  'kangaroo' 
 
3 30,00% 4 40,00% 
  'ketch' 
 
5 50,00% 3 30,00% 
  'lamp' 
 
1 10,00% 1 10,00% 
  'laptop' 
 
3 30,00% 4 40,00% 
  'llama' 
 
0 0,00% 1 10,00% 
  'lobster' 
 
0 0,00% 0 0,00% 
  'lotus' 
 
0 0,00% 2 20,00% 
  'mandolin' 
 
3 30,00% 3 30,00% 
  'mayfly' 
 
0 0,00% 0 0,00% 
  'menorah' 
 
3 30,00% 5 50,00% 
  'metronome' 0 0,00% 2 100,00% 
  'minaret' 
 
6 60,00% 7 70,00% 
  'nautilus' 
 
2 20,00% 1 10,00% 
  'octopus' 
 
0 0,00% 0 0,00% 
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'okapi' 
 
1 11,11% 1 11,11% 
  'pagoda' 
 
6 60,00% 7 70,00% 
  'panda' 
 
2 25,00% 1 12,50% 
  'pigeon' 
 
4 40,00% 3 30,00% 
  'pizza' 
 
1 10,00% 2 20,00% 
  'platypus' 
 
0 0,00% 0 0,00% 
  'pyramid' 
 
3 30,00% 4 40,00% 
  'revolver' 
 
4 40,00% 3 30,00% 
  'rhino' 
 
2 20,00% 3 30,00% 
  'rooster' 
 
1 10,00% 2 20,00% 
  'saxophone' 0 0,00% 0 0,00% 
  'schooner' 
 
3 30,00% 3 30,00% 
  'scissors' 
 
4 44,44% 3 33,33% 
  'scorpion' 
 
0 0,00% 0 0,00% 
  'sea_horse' 
 
1 10,00% 1 10,00% 
  'snoopy' 
 
1 20,00% 1 20,00% 
  'soccer_ball' 5 50,00% 3 30,00% 
  'stapler' 
 
3 30,00% 3 30,00% 
  starfish' 
 
0 0,00% 0 0,00% 
  'stegosaurus' 4 40,00% 5 50,00% 
  'stop_sign' 
 
6 60,00% 4 40,00% 
  'strawberry' 3 60,00% 3 60,00% 
  'sunflower' 
 
2 20,00% 2 20,00% 
  'tick' 
 
3 30,00% 2 20,00% 
  'trilobite' 
 
4 40,00% 5 50,00% 
  'umbrella' 
 
2 20,00% 1 10,00% 
  'watch' 
 
4 40,00% 4 40,00% 
  'water_lilly' 
 
0 0,00% 0 0,00% 
  'wheelchair' 2 20,00% 3 30,00% 
  'wild_cat' 
 
1 25,00% 0 0,00% 
  'windsor_chair' 3 30,00% 4 40,00% 
  'wrench' 
 
2 22,22% 2 22,22% 
  'yin_yang' 
 
2 20,00% 1 10,00% 
  Συνολικός αριθμός εικόνων που ταξινομήθηκαν 
σωστά 255 26,87% 284 29,93% 
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Όπως παρουσιάζεται στην Εικόνα 36 η τεχνική του Σάκου οπτικών λέξεων σε 
συνδυασμό τοπικών περιγραφέων επιτυγχάνει καλύτερα αποτελέσματα σε σχέση με 
τη χρήση των συνολικών και των περιγραφέων περιοχών. 
 
 
Εικόνα 36 Τελικό συγκριτικό αποτέλεσμα όλων των μεθόδων ταξινόμησης. Όπως παρουσιάζεται ο Σάκος 
οπτικών λέξων αποτελεί μια καλύτερη προσέγγιση, ενώ έχει περιθώρια για περισσότερη βελτιώση. 
  
0.00%
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6. Συμπεράσματα και Μελλοντική εργασία 
 
Το παρόν κεφάλαιο αποτελεί τον επίλογο αυτής της εργασίας. Σκοπός της εργασίας  
ήταν η παρουσίαση τόσο του προβλήματος της ταξινόμησης εικόνων όσο και η 
παρουσίαση μεθόδων που προτείνονται για την λύση του.  Αναφερθήκαμε σε 
μεθόδους αναπαράστασης εικόνων σε διανυσματική μορφή, η οποία αποτελεί το 
πρώτο βήμα πριν από κάθε προσπάθεια ταξινόμησης. Επίσης  παρουσιάστηκαν 
αναλυτικά όλα τα βήματα της μεθόδου του Σάκου οπτικών λέξεων, που 
χρησιμοποιείται κατά την ταξινόμηση εικόνων. 
Στα τελευταία κεφάλαια παρουσιάστηκε και μελετήθηκε πειραματικά μία πρόταση 
για βελτίωση της τεχνικής του Σάκου οπτικών λέξεων. Πιο συγκεκριμένα προτάθηκε 
ο αλγόριθμος Similarities Cluster για το σχηματισμό οπτικών λέξεων και κατ 
επέκταση του σχηματισμού οπτικού λεξικού από τα χαρακτηριστικά σημεία κάθε 
κλάσης ξεχωριστά. Κύριος σκοπός του ήταν να εντοπίσει οπτικές λέξεις σύμφωνα με 
τις ομοιότητες που παρουσιάζει κάθε κλάση ξεχωριστά, σε αντίθεση με τη χρήση του 
αλγορίθμου των Κ-μέσων, οποίος δημιουργούσε οπτικές λέξεις από το σύνολο των 
χαρακτηριστικών από τις κλάσεις.  
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