What: Reviewing current and recent cloud analysis efforts and evaluating the state of the science, synergies, and collaborations in modeling clouds, 40 experts in cloud modeling, observations, and data assimilation met to move decisively toward a realization of cloud analysis systems for operational use.
TOWARD A NEW CLOUD ANALYSIS AND PREDICTION SYSTEM
by t. auligné, a. lorenc, y. Michel, t. MontMerle, a. Jones, M. hu, and J. dudhia s everal cloud analysis and nowcasting systems are now operational, yet forecasts are still usually only useful for a few hours. Indeed, cloud observations are often dense in space and time but incomplete, in that all variables necessary for a forecast are not observed. The forecasting of clouds is likely to require advanced data assimilation techniques, in which a time history of well-observed variables, together with knowledge of the prognostic equations, is used to deduce values for unobserved quantities. A new coupled modeling prediction system under development is following this approach to produce more complete and accurate cloud forecasts.
The Air Force Weather Agency (AFWA) has started the new effort to build an integrated AFWA Coupled Analysis and Prediction System (ACAPS). This capability will build upon and eventually replace AFWA's existing capabilities represented by the Cloud Depiction and Forecast System (CDFS-II) for operational users. ACAPS will represent a significant improvement and redesign that requires state-of-the-art cloud analysis capabilities to include hydrometeors in the assimilation.
Significant progress has been demonstrated by the community in the past four years to realize the new system. This workshop, which is focused on the assimilation and forecasting of clouds by numerical weather prediction (NWP) systems, continues the scientific dialogue leading toward its development and focuses on building a roadmap toward a realization of cloud analysis systems for operational use. This includes both short-term and long-term research objectives that are necessary to support the ACAPS goals.
CURRENT CLOUD ANALYSIS SYSTEMS AND VERIFICATION.
Expertise has been gained in the development and testing of cloud analysis systems used to create an initial state for nowcasting methods. The main operational cloud analysis systems-CDFS-II at AFWA (Zapotocny 2009), Nowcasting and Initialisation for Modelling Using Regional Observation Data Scheme (NIMROD) at the Met Office (Golding 1998) , Oklahoma University's Center for Analysis and Prediction of Storms (CAPS; Xue et al. 2003) , the Local Analysis and Prediction System (LAPS; Albers et al. 1996) , and the National Oceanic and Atmospheric Administration's (NOAA's) Rapid Refresh version of the Rapid Update Cycling model (RUC/RR; Benjamin et al. 2004 )-are merging as many cloud observations as possible from different sources, providing mostly geometric information (ceilometers, satellite, radar, etc.). Cloud distributions and mixing ratios are retrieved through nonvariational adjustments of moisture and/or temperature (e.g., through in-cloud thermal adjustments based on moist adiabatic ascent).
Such cloud analysis schemes are computationally fast, cover a large range of scales, and efficiently handle a broad selection of data. However, more studies are required to retrieve hydrometeors in balance with the model prognostic variables [e.g., using threedimensional variational data assimilation (3D-Var) or diabatic digital filtering]. Current cloud analyses are very valuable to improve NWP systems through the expertise gained in observation quality and their possible use for verification purposes.
The main challenges for checking forecasts of strongly nonlinear phenomena, such as clouds and precipitations, are to infer phase (liquid or ice cloud), displacement, and timing errors through the definition of specific metrics. Advanced objective verification methods have recently been developed to assess the model skills in predicting precipitation and should be extended to clouds. Standard scores suffer from the "double penalty" problem; that is, a slight displacement of a cloud cell will simultaneously degrade detection and false-alarm scores. Algorithms based on scale decompositions using wavelet analysis (Bousquet et al. 2006) , object-based analysis relying on convolution and thresholding procedures (Davis et al. 2006) , or boxes of different sizes give an insight into the scale of predictability for NWP systems. Alternative approaches based on field deformation, fuzzy logic, or variograms could also be used for performance assessment, given the appropriate metrics. Advanced object-related methods, based on temporal matching between simulated and observed structures, seem better suited for localized severe weather events that strongly contrast in satellite or radar imagery.
C LOU D -O B S E RV I N G SYSTE M S A N D PRACTICAL PROCESSING.
More than 160 satellite platforms have been identified as potential sources of cloud observations and analyses. In particular, the upcoming day/night visible channels on the National Polar-orbiting Operational Environmental Satellite System (NPOESS) Preparatory Project (NPP) Visible/Infrared Imager Radiometer Suite (VIIRS) could be used for enhanced quality control and improved use of infrared and microwave datasets at night. CloudSat data have shown a potential to improve the background covariance representations within the data assimilation systems for a variety of specific cloud types and regions. An outcome of discussions was a recommendation to develop specialized one-dimensional variational data assimilation (1D-Var) cloud retrievals that match the data assimilation system to ensure consistency.
It was noted that the distributions of departures between the observations and the model in cloudy conditions were clearly not Gaussian, with a spatial displacement error between the model clouds and the observed clouds (Geer et al. 2008) . One analysis technique modified to correct for this uses a "symmetric cloud" total error estimate that has the capability to more accurately represent the total cloud error while also showing more Gaussian departure distributions.
A D VA N C E D D ATA A S S I M I L AT I O N METHODS.
Research is dominated by fourdimensional variational data assimilation (4D-Var) and the ensemble Kalman filter (EnKF). Key characteristics of any cloud analysis are the nonlinearity of cloud processes and the complexity of microphysical parameterizations necessary to get a good forecast. 4D-Var may be better able to deal with nonlinearity by using additional outer-loop iterations to determine an approximate analysis before refining with linear approximations. The EnKF can be much more easily applied to a model with complex parameterizations, but it may not be as accurate in dealing with nonlinear behavior. The EnKF also allows direct use of nondifferentiable observation operators, such as those simulating abrupt cloud geometrical properties, for example, cloud-top and cloud-base vertical levels.
Nearly all data assimilation methods are calculating the analysis best estimate based on some form of least squares metric and are usually optimal if errors are Gaussian. Cloud processes are highly nonlinear, giving non-Gaussian errors. Problems may be alleviated by changing to variables with more Gaussian errors; however, the formulation of physical relationships for | such variables is more difficult to determine, and we have few indications that cloud error should follow a specified distribution, such as a lognormal distribution. For the humidity variable, this has been extensively discussed by Dee and Da Silva (2003) .
Even if there are some hints that nonlinear data assimilation techniques should be used in the cloud analysis problem, the workshop consensus suggested that quasi-linear data assimilation techniques, such as 4D-Var and EnKF, should be kept as a starting point and that progress could be made on their respective advantages by hybridizing them. It may also be possible that part of the background error is due to the mislocation of cloud structures, which implies nonGaussianity (Lawson and Hansen 2005) . Workshop participants suggested studying two-step approaches, where the background may be corrected first through a regularized displacement or through the careful use of hydrometeor retrievals, thereby allowing more standard data assimilation as a second step.
COVARIANCE MODELING FOR CLOUDS.
The representation of cloud errors in a 4D-Var scheme depends on the choices made in designing the linear model. If a simple linear model is used, then we only need background error covariances for its reduced set of variables; an incrementing operator is required to map these onto the full set of variables from the nonlinear NWP model. EnKF methods avoid this by assuming that all required covariances can be estimated directly from an ensemble of forecasts.
A review of developments in background error control variables for mesoscale variational assimilation emphasized the need for inhomogeneous background error modeling to represent the spatial variability of the background error matrix and the need to relax the ergodicity assumption. The use of geographical masks highlighted how different the balance properties could be within and without precipitating areas, especially regarding the coupling between divergence and humidity. It was also mentioned that background error modeling could be improved through the use of better balance relationships, either by using statistical regressions (Derber and Bouttier 1999; Berre 2000) or by using more sophisticated nonlinear balance relationships (Pagé et al. 2007 ).
The inhomogeneity, anisotropy, and flow dependence of covariances can then be inferred through the use of ensemble assimilation or heterogeneous B matrices (Montmerle and Berre 2009) . Filtering techniques reduce the sampling noise inherent to the small number of members (use of wavelets, Schur operators, recursive filters, diffusion equations).
However, cloud physics fundamentally include limits, such as moisture saturation and adiabatic lapse rates, that make background error distributions non-Gaussian and not capable of representation by any Gaussian covariance model. The workshop suggested that work on advanced background error modeling at convective scales should be pursued, keeping in mind the shortcomings of the linear Gaussian approach.
M I C R O P H Y S I C S A N D N O N L I N E A R PROCESSES.
There was some discussion of the appropriateness of any linearization in 4D-Var for something as nonlinear as clouds. EnKF methods avoid the need for linearization of equations by empirical statistical linearization from an ensemble of integrations. Common techniques for deriving and testing tangent-linear and adjoint models include using simplification, regularization, and automatic differentiation tools. Incremental 4D-Var does not require an accurate tangent-linear model as long as it is a reasonably accurate linear approximation for realistic perturbations. There was a clear recommendation that any linear code needs thorough testing; apparent convergence of 4D-Var is not sufficient to demonstrate robustness.
Addressing the methods used in current-day microphysical schemes in atmospheric models reveals that there are areas of uncertainty (e.g., in ice crystal properties and mixed-phase particles) that will impact the modeled cloud structure. Simplified microphysics schemes can be used to provide a balanced state for satellite or radar data assimilation. The workshop participants suggested that the data assimilation and microphysics communities should work closely together to set up linearized schemes that achieve both sufficient accuracy and reasonable complexity.
