ABSTRACT Images were taken in rainy weather always contain unexpected rain streaks, which severely affect the subsequent image processing procedures in outdoor vision systems. Removing rain streaks from a single image is a challenging task and recently has been investigated extensively. In this paper, we propose a novel tensor-based low-rank model for removing rain streaks from a single rainy image. Our method fully exploits the similar repeated patterns and directional smoothness of rain streaks. Different from the existing matrix-based methods, we stack the rain patches to construct a three-order tensor and characterize the similarity and repeated patterns by considering the low-rankness in tensor form. We further regularize the low-rankness by the efficient tensor nuclear norm (TNN) so that the intrinsic spatial structures of rain streaks can be preserved. Moreover, two unidirectional total variation terms are employed to depict the directional smoothness of rain streaks and the rain-free image. The sparsity of rain streaks is also enhanced by an 1 norm. We develop an efficient alternating direction method of multipliers (ADMM) to tackle the proposed model. The experimental results on synthetic and real-world rain images show that our method outperforms the state-of-the-art methods quantitatively and visually.
I. INTRODUCTION
Rainy weather often has an adverse impact on the images/videos taken in outdoor vision systems. The falling raindrops inevitably captured by imaging equipment usually form bright rain streaks that obstruct and blur the true scenes [1] and further affect the performances of subsequent image/video processing tasks. Thus, to develop effective rain streaks removal methods is urgent and crucial for the reliability of outdoor vision systems and has drawn much attention in recent years [2] - [5] .
Removing rain streaks from images/videos is an ill-posed inverse problem since only the rainy inputs are given for estimating the rain-free layers and rain streaks layers. To tackle this problem, the key issue is to rationally explore the prior knowledge and intrinsic characteristics in order to build proper regularization for both clean images/videos and rain streaks. The technique of rain streaks removal was first
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proposed in [6] - [8] , where Garg et al. analyzed the generation of rain streaks and adopted the photometric appearance or altered the camera settings to detecting and removing rain effects from outdoor captured videos. Many recent literatures [9] - [11] also incorporated the wealth temporal redundancy of rain-free videos to do the video deraining task. Comparing with removing rain streaks from videos, removing rain streaks from a single image is a more challenging problem since only one rainy frame is known for recovering the clean image. To find effective priors, many existing approaches [12] - [16] leveraged the dictionary-based sparse prior for single-image deraining. These methods aimed at calculating the sparse representations for clean images or rain streaks layers under the given or learned dictionaries. Chang et al. [17] exploited the nonlocal self-similarity property of natural images. Their work was based on an observation that for a small patch of an image, many similar patches can be found throughout the whole images. Li et al. [1] characterized the rain streaks layer by the Gaussian Mixture Models (GMMs). They adopted the GMMs priors on the FIGURE 1. Illustration of our motivations. The left box shows a rain image, the ground truth image, the synthetic rain streaks, and their corresponding patch-formed tensors. In the right box, the first column shows the singular values of mode-n (n = 1,2,3) unfolding of these three tensors. The second column shows the singular values of all frontal slices of these tenors in the Fourier domain. We can see the tensor of rain streaks always has the most low-rank characteristic. The third and last columns show the comparison of derivatives along vertical and horizontal directions, respectively. We can observe that the rain streaks and clean image respectively have the most sparse vertical derivatives and horizontal derivatives.
patches of both clean images and rain streaks and additively regularized the clean images with total variation regularization. Deng et al. [18] and Zhu et al. [19] consider the directions of rain streaks for single-image deraining task. They penalized the gradients of images and rain streaks along different directions. Chen and Hsu [20] observed that the local rain patches of a rainy image usually had similar and repeated patterns. Then they characterized this patch dependency by vectorizing the rain patches to build a matrix and regularized the matrix with the low-rank regularization. Some recent deep learning-based method [21] - [25] have achieve superior performances. Their methods trained the labeled images and also incorporated the efficient priors into deep neural networks to learn the deep features for both rain-free images and rain streaks.
In this paper, we propose a tensor-based single-image deraining method which fully exploits the similar repeated patterns in rain patches and the directional smoothness of rain streaks. Different from the previous matrix-based method [20] which modeled the rain patches by vectorizing them to build a matrix, we stack the rain patches to form a tensor and characterize their similarity and repeated patterns by considering the low-rankness in tensor form. Our motivation is that the tensor stacked by rain patches usually has low-rank characteristics along all modes (see Fig. 1 ). So vectorizing the rain patches will break the spatial structures of the tensor. To preserve such intrinsic structures, we characterize the lowrankness in tensor form by utilizing an efficient tensor nuclear norm (TNN) to regularize this tensor. Moreover, we utilize two unidirectional total variation (UTV) terms to characterize the directional smoothness of the rain-free image and rain streaks (see Fig. 1 ). As we known, one drawback of using the rain directional smoothness is that some vertical line patterns of original clean images will also be detected as rain streaks and removed incorrectly. However, our method can preserve the details well because if the line patterns of clean images are recognized as rain streaks, the low-rankness of rainpatch-formed tensors will be destroyed. Thus by considering both the directional smoothness and patch dependency of rain streaks, our method can preserve more details of clean images and remove the rain streaks well (see the validation in experiments section). To enhance the sparsity of rain steaks, an 1 norm is also leveraged for the rain streaks in our model. The contribution of this paper can be summarized as follows:
• We propose a tensor-based low-rank model for singleimage rain streaks removal. The proposed model exploits similar repeated patterns in rain patches and the directional smoothness of rain streaks.
• We characterize the low-rankness of the rainpatch-formed tensor with TNN regularization which can preserve the intrinsic spatial structure of rain patches.
• We develop an efficient alternating direction method of multiplier (ADMM) to solve the proposed model. The convergence of our algorithm can be theoretically guaranteed under ADMM framework. The extensive experiments on simulated and real rainy images illustrate the superiority of the proposed method.
The rest of this paper is organized as follows. The related works are briefly discussed in In Section II. The essential notations and the proposed method are introduced in Section III. Section IV introduces the numerical algorithm.
The experimental results are demonstrated in Section V. At last, Section VI gives the final conclusion.
II. RELATED WORKS
According to the different input data types, rain streaks removal methods can be divide into two categories. The first category is the methods focusing on removing rain streaks from videos [26] , [27] . In early years, Garg and Nayar [6] - [8] proposed to detect and remove rain effects from videos by using the photometric appearance or altering the camera settings. Zhang et al. [10] and Liu et al. [28] utilized the chromatic property for their deraining tasks. Bossu et al. [29] employed the GMMs to model the histogram of directions of rain streaks. Santhaseelan and Asari [11] detected rain streaks using the phase congruency features and removed rain streaks based on the intensity information. Ren et al. [30] adopted the matrix decomposition technique to handle the desnowing and deraining problems. Li et al. [31] assumed the rain streaks consisted of multiple layers with different features and proposed their method based on convolutional sparse coding. Kim et al. [32] first removed the rain pixels of rainy videos and then estimated the clean videos via low-rank matrix completion. Jiang et al. [33] considered the piecewise smoothness and low-rankness of clean videos and the directional smoothness of rain streaks. Chen et al. [34] removing rain streaks through a convolutional neural networks (CNN) based on superpixel segmentation. Liu et al. [35] proposed a joint deep recurrent convolutional networks for video rain streaks removal. Their method was based on the assumption that the light transmittance of rain streaks was low. These deep learning methods [34] , [35] usually achieved impressive performances because they trained a large number of labeled images to learn the deep features of rain streaks. Another category is the method aiming at removing rain streaks from a single image. Obviously, this is a more challenging problem than the video case since only one frame is known. To handle this task, many existing methods were based on efficient priors for both rain streaks and rain-free images. Kang et al. [13] observed that rain streaks were mainly in the high frequency (HF) parts of rainy images. Thus they removed rain by first extracting the HF component of rainy images. Pei et al. [36] adopted the saturation and visibility features of rain and snow. Kim et al. [37] replaced the rain pixels by the weighted averages of nonlocal neighboring pixels. Luo et al. [14] learned the sparse representations for both rain streaks and clean images with a given dictionary. Sun et al. [15] exploited the structure similarity of HF images to separate the rain and rain-free components. Similar to some video deraining methods, Li et al. [1] used the GMM to model the patches of rain streaks and clean images. Zhu et al. [19] took the rain direction into account and detected the rain-dominated regions of rainy images to estimate the main direction of rain streaks. Deng et al. [18] utilized the unidirectional total variation to characterize the directional smoothness of rain streaks and clean images. Recently, the deep learning based single-image deraining methods had been widely investigated [2] , [21] - [24] , [38] . Besides using various effective priors, these methods generally trained a large amount of annotated rain and rain-free images by their tailored deep networks.
In this paper, we propose a tensor-based single-image deraining method which fully exploits the rain patch dependency and the directional smoothness of rain streaks. Our work is based on an observation that local rain patches always contain similar and repeated patterns. Different from the existing method [20] which considers the low-rankness of the matrix formed by rearranging rain patches into vectors, we stack the similar and repeated rain patches to form a thirdorder tensor and consider the low-rankness in tensor form. The advantage of our method can be observed in Fig. 1 . We can see that the rain-patch-formed tensor shows the lowrank property in all three unfolding matrices and Fourier domain. So vectorizing the rain patches may unilaterally characterize the low-rankness and destroy the intrinsic structure of the tensor [20] , [39] , [40] . Moreover, we also consider the directional smoothness of rain streaks the piecewise smoothness of rain-free images (Fig. 1) . The details of the proposed method will be presented in the next section.
III. TENSOR-BASED LOW-RANK MODEL FOR SINGLE-IMAGE DERAINING

A. PRELIMINARIES
For clarity, we respectively denote tensors, matrices, vectors, and scalars by the bold calligraphic letters e.g., X X X , the uppercase letters e.g., X , the bold lowercase letters, e.g., x, and lowercase letters, e.g., x. For a third-order tensor X X X ∈ R n 1 ×n 2 ×n 3 , the (i, j, c)-th entry is denoted by X X X ijc . We use the Matlab notations X X X (:, :, i), X X X (:, i, :), and X X X (i, :, :) to denote the i-th frontal slice, lateral slice, and horizontal slice, respectively.
denotes the squared Frobenius norm in tensor form.
Tensor nuclear norm (TNN).
For a tensor X X X ∈ R n 1 ×n 2 ×n 3 , we apply the discrete Fourier transformation (DFT) on X X X along its third mode and then obtain a new tensor X X X . This transformation can be efficiently implemented in Matlab with the command fft, i.e., X X X = fft(X X X , [], 3). In a similar fashion, X X X can be computed from X X X by X X X = ifft( X X X , [], 3). We further define a block diagonal matrix X ∈ R n 1 n 3 ×n 2 n 3 as
where bdiag is the block diagonalization operator. The tensor nuclear norm (TNN) of tensor X X X is defined as X X X TNN = 1 n 3 n 3 i=1 X X X (:, :, i) * , i.e., X X X TNN is the average of the nuclear norm of all the frontal slices of X X X .
T-product. We define a block circulant matrix of a thirdorder tensor X X X ∈ R n 1 ×n 2 ×n 3 as
where bcicr is the operator that maps X X X to the above circulant matrix. We also define the unfold operation and its inverse operation fold as follows
Then for a tensor X X X 1 ∈ R n 1 ×n 2 ×n 3 and a tensor X X X 2 ∈ R n 2 ×n 4 ×n 3 , the t-product of these two tensors X X X 1 * X X X 2 can be defined as
where Y is the tensor of size n 1 × n 4 × n 3 . The t-product is equivalent to the matrix multiplication in Fourier domain [41] , i.e., Y = X X X 1 * X X X 2 is equivalent to Y = X 1 X 2 . This property suggests an efficient way to compute the differences of tensors that we will introduce in the next section.
For more information about TNN and the t-product, please refer to [41] - [46] for the detailed overview.
B. THE PROPOSED MODEL
The degradation model of a single rain image can be formulated as
where O, B, and R ∈ R m×n are the observed rainy image, rainfree image, and the rain streaks layer, respectively. For color images, we follow the way of many existing methods [3] , [18] , [33] to transform them into YUV space and perform our model on luminance components. Thus O, B, and R are 2D matrix as well (see Experiments Section for more details).
The goal of single-image rain streaks removal is to recover the B from the given O. Rain streaks usually have similar and repeated patterns in local patches [20] (see Fig.1 ). Such patch dependency can be effectively employed for rain streaks removal. To fully exploit this property, we divide the rainy images into a group of overlapped patches. In specific, we choose the local patches with the size ω × ω and set the stripe to be p, where 0 < w < min(m, n) and 0 < p < ω are positive integers. Then the rainy image O can be represented by a tensor O ∈ R ω×ω×l , where l is the number of overlapping patches. So the equation (5) can be reformulated as
where B, R ∈ R ω×ω×l are the tensors stacked by the patches of B and R, respectively. In this paper, we aim at recovering the tensor B and then aggregating the patches to estimate the final rain-free image. Obviously, this is an ill-posed problem.
We need appropriate and effective priors for both B and R to tackle this task. Priors for rain streaks. To depict the patch dependency of rain streaks, we consider the low-rankness of tensor R and exploit the TNN to regularize it. Moreover, in Fig. 1 , we can see that the tensor built by rain patches has the sparsest vertical derivatives and dense horizontal derivatives besides the low-rank characteristic. Thus, the smoothness of rain streaks along rain directions is also taken into account in our method. We assume the rain directions are nearly uniform and vertical [18] , [33] because the raindrops often fall from up to bottom. By this way, an unidirectional total variation regularization is utilized for the vertical smoothness of rain streaks. In addition, we use an l 1 norm to enhance the sparsity of rain streaks. Thus the regularization for R can be summarized as
where λ 1 and λ 2 are positive parameter. D y ∈ R ω×ω×l is the first-order difference tensor defined as
From equation (2), (3), (4), we can see that using the difference tensor in (8) can efficiently calculate the first-order difference in t-product form.
Priors for rain-free images. The natural images are always piecewise smooth. From Fig. 1 , we can observe that the tensor formed by clean image has sparsest horizontal derivatives. It should be noted that the vertical derivatives are also sparse but it is not remarkable when compared with that of the rain tensor. Therefore, to distinguish rain-free images from rain streaks, we only consider the horizontal smoothness of rain-free image patches. The regularization for B can be written as
where λ 3 is a positive scalar and D x ∈ R ω×ω×l is the firstorder difference tensor defined as
By combining the regularization terms in (7) and (9) and incorporating (5), we can build our model as follows
Note that we do not consider the smoothness along the patchnumber mode for neither B or R. The reason is that both tensors of rain streaks and the rain-free image have no prior for continuity and smoothness along the patch-number mode. In addition, for B, the local regions in a same image may contain distinct features, which is quite different with the nonlocal self-similarity (NSS) image prior. For R, since the rain streaks are almost formed randomly, the rain streaks in adjacent patches are rarely continuous along the patchnumber mode. Therefore, we do not consider the derivatives of B or R along patch-number mode in our model. Problem (11) is convex and can be efficiently solved by many convex solvers, such as Bregman method [47] , primaldual methods [48] , [49] , and ADMM framework [50] - [53] . In our method, we develop an efficient ADMM algorithm to deal with the proposed model. The convergence of our algorithm can be theoretically guaranteed under ADMM framework. In the next section, we will propose a detailed numerical algorithm.
IV. THE NUMERICAL ALGORITHM
To tackle the problem (11), we first introduce several auxiliary variables U , V, P, Q, and Z and rewrite (11) into the following equivalent problem
where = {B, R, U , V, P, Q, Z} is the set of unknown variables. δ(·) : R ω×ω×l → R ω×ω×l is an indicator function. For any Y ∈ R ω×ω×l , δ(Y) = M whose entries need to satisfy
Problem in (12) is well structured since all the variables can be separated into two group: {U , V, P, Q, Z} and {B, R}. We can alternatively solved the variables in the two groups under ADMM framework where the convergence can also be theoretically guaranteed. Based on (12), the augment Lagrangian function can be easily formulated as
where β is a positive scalar and { i } 6 i=1 are the Lagrangian multipliers. We firstly solve the subproblems of the variables in {U , V, P, Q, Z}.
The variables in {U , V, P, Q, Z} are independent. Each of them can be efficiently solved by an closed form solution. By fixing other variables, the subproblem of U can be written as
This problem can be efficiently solved by the softthresholding method [50] . Therefore, U k+1 is updated by
where T (·) is a shrinkage operator and performed componentwisely which can be defined as
where sign(x) is 1 if x > 0 and −1 otherwise. In the same way, we can also solve V and Q using soft-thresholding method. Then V k+1 and Q k+1 can be updated by
The subproblem of P can be written as
This problem has a closed form solution which can be efficiently calculated by the DFT and the singular value thresholding (SVT) method. We can first compute the frontal slices of P by
for i = 1, 2, · · · , l, where SVT is the soft-thresholding operator of singular values [41] , [54] . Then P k+1 can be obtained by P k+1 = ifft ( P, [], 3 ).
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The Z-subproblem is formulated as follows
Based on the definition of δ(·) in (13), we can easily solve
where
Since B and R are coupled with each other, They should be jointly solved. By fixing other variables, we have the following least squares problem
By applying the DFT, we can transform the t-product into matrix multiplication. Then (23) is equivalent to the following optimization problem
By minimizing problem (24) with respect to B and R, we can get
, and I is the identity matrix. Since G 1 and G 2 have circulant structures, they can be diagonalized by fast Fourier transforms (FFTs). In specific, we respectively denote F and F * the Fourier transform matrix and its conjugate matrix. Then we have
where 1 and 2 are diagonal matrices. We can then rewrite (25) as follows
We further define B = F * BF, R = F * RF, A 1 = F * A 1 F, and A 2 = F * A 2 F. So we can reformulate (28) as
Our goal is to jointly solve B and R. Since 1 and 2 are diagonal matrices. Thus for each B ij and R ij , we can solved them componentwisely by
which are linear equations and can be solved directly. After solving B and R, we can solve the original B and R by applying inverse FFTs. The computational complexity of our method is O(ω 2 llogω 2 l + ω 3 ) per iteration. Moreover, two blocks of variables are solved alternatively in ADMM scheme [55] . Thus the convergence can be theoretically guaranteed under ADMM framework.
To set the stopping criterion, in each iteration, we compute the relative error (RE) for both B and R by
When both ε 1 and ε 2 are smaller than a tolerance tol or the maximum iteration k max is reached, our algorithm is stopped and output the derained B and R. Then we aggregate them to construct the rain-free image and estimated rain streaks. We will show the details of k max , tol, and stopping criterion in the next section.
V. EXPERIMENTS
In this section, we test our method on both synthetic and real rain images. Our algorithm is implemented in MATLAB 2017b on a PC with an Intel 3.70 GHz core and 16GB RAM. The computing time of our method on a 481 × 321 × 3 image is about 200 seconds.
Since color images has three channels, we first transform the test image into YUV space and then perform our method on the luminance component which is only one channel (i.e., a matrix) in YUV space. In this way, our method can be applied directly. The final recovered rain-free image is obtained by transforming the derained luminance component back to RGB space. It is worth mentioning that many existing methods [3] , [18] , [33] also transform images into YUV space to handle color images in deraining task and always achieve impressive results. To generate the rain streaks, we following the method in [18] , [33] . We first generate a zero matrix with ''salt and pepper'' noise and then convolute the matrix with a motion blur kernel. This strategy is based on the work in [8] where the authors pointed out that rain streaks were formed by the motion-blurred raindrops. For comparison with the proposed tensor-based low-rank model (TBLR), four state-of-the-art methods are employed: the discriminative sparse coding method (DSC) [14] , the GMM based layer prior method (GMMLP) [1] , the CNN method [22] , and the unidirectional global sparse model (UGSM) [18] . All the methods will be evaluated visually and quantitatively.
A. EXPERIMENTS ON SYNTHETIC RAINY IMAGES
The patch size and stripe size are respectively set as ω = 100 and p = 40 in our experiments. When generate the rain . The maximal iteration number k max and the tolerance tol are respectively set as k max = 300 and tol = 1 × 10 −3 for the stopping criterion. Empirically, we set λ 1 = 8.5, λ 2 = 250, λ 3 ∈ {5, 5.5, 6, . . . , 12}, and β = 5. For the compared methods, the related parameters are all tuned with the best performances.
We first test on 6 images that are widely used in many existing deraining literatures. Fig. 2 demonstrates the visual performance of all methods. Comparing the demarcated regions, we can observe that the other compared methods sometimes fail to remove all the rain streaks or sometimes estimate the over smooth rain-free images. In contrast, the proposed TBLR succeeds to preserve the details of original clean images and also remove the rain streaks completely. Note that in the zoomed region for ''Panda'', TBLR preserves the line pattern better than UGSM which only uses the directional smoothness prior. Fig. 2 demonstrates the superiority of our method in visual performance. The quantitative comparison of these images is displayed in Table 1 . We employ two metrics: peak signal to noise ratio (PSNR) and structural similarity index (SSIM) to evaluate the compared methods.
We can see that TBLR outperforms the other methods in terms of both two metrics.
We then evaluate these methods on 50 images that randomly selected from dataset BSD500 [56] . The rain streaks are simulated in the same way of the images in Fig. 2 . We show three of all the test images in Fig. 3 . The average PSNR and SSIM are also displayed in Table 2 . We can observe that our method achieve the best performances in most cases visually and quantitatively. It is worth mentioning that the drawback of utilizing the directional smoothness is that some vertical line patterns of the original clean image will also be removed as rain streaks (see the zoomed region in Fig. 3 (f) ). However, TBLR exploits both the directional smoothness and patch dependency of rain streaks, thus the line patterns will be preserved well in the clean image (see the zoomed region in Fig. 3 (g) ) because if these patterns are in the rain-patch-formed tensor, the low-rankness will be destroyed. Comparing Fig. 3 (f) and (g), we can easily observe this phenomenon, which demonstrates the superiority of our method.
The comparison of computing time on the six images in Fig. 2 and 50 images of BSD500 is reported in Table 3 . We can see that CNN and USGM cost less time than DSC, GMMLP, and TBLR in our experiments. The proposed TBLR need to compute the singular value decomposition (SVD) multiple times in each iteration which is time consuming. While the TBLR can achieve the best performance visually and quantitatively.
B. DEALING WITH OBLIQUE RAIN STREAKS
Our method assumes the rain streaks to be nearly vertical. When rain streaks are severely oblique, an efficient shift strategy [33] is employed to transform the rain streaks in a vertical direction. In specific, we first transform the oblique rain streaks of rain images in the nearly vertical direction (see Fig. 6 ) and then perform our method to remove the rain effects. The final rain-free images can be obtained by shifting the recovered images back. In Fig. 4 , we test on rain images with oblique rain streaks and shows the deraining performance of compared methods. Since many existing literatures give the way to estimate the rain directions [19] , [33] , we assume the rain directions are known in our experiments. Fig. 4 shows that the proposed TBLR visually outperforms the other methods in removing rain streaks. Moreover, the quantitative comparison is reported in Table 4 , where we can see that TBLR achieves the highest PSNR and SSIM values among the compared methods.
C. EXPERIMENTS ON REAL IMAGES
In this section, we test all the compared methods on 3 realworld rainy images. Fig. 5 shows visual performances. For the images in the first and second rows, we can see that all compared methods cannot remove all the rain steaks in real-world situations. However, TBLR removes the most rain streaks in these two images. In the last row, GMMLP achieves an over smooth result in the demarcated region. The other compared methods obtain similar results, while the proposed TBLR slightly outperforms them in deraining task and also recover the best rain-free image.
D. ANALYSIS OF PARAMETERS
In this section, we evaluate the performance of our method with different parameter settings. We first test TBLR with various parameters λ 1 , λ 2 , λ 3 and β on the image ''Girl''. Fig 7 shows the performance curves in terms of PSNR and SSIM. We can see that small λ 1 or λ 2 would cause high SSIM but low PSNR values. The reason is that rain streaks are always over-removed with small λ 1 or λ 2 , so the recovered image contains few rain effects and achieves high SSIM. However, in this case, many non-rain pixels are also removed, so the recovered rain-free image loses many details that results in low PSNR. For the λ 3 , the PSNR and SSIM almost reach the highest values at the same point. For the β, both PSNR and SSIM values become smooth and steady when β is bigger than 10. Fig. 7 demonstrates the robustness of the proposed method with our parameters.
Besides {λ i } and β, we also evaluate TBLR with different patch size ω and stripe size p. Fig. 8 shows the PSNR and SSIM curves as functions of ω and p. We can see that both PSNR and SSIM change slightly with different ω and p, which illustrates TBLR is robust to these two parameters. To make less parameters to be tuned, we fixed ω = 100 and p = 40 for all images in our experiments.
VI. CONCLUSION
In this paper, we proposed a tensor-based low-rank model for single-image rain streaks removal task. To explore the efficient priors, we considered both the repeated patterns and directional smoothness of rain streaks. Specifically, we stacked the rain patches to build a third-order tensor and characterized the patch dependency by considering the low-rankness of this tensor. We employed the TNN norm to regularize the tensor formed by rain patches. Moreover, we incorporated two unidirectional total variation terms to characterize the directional smoothness of rain streaks and the rain-free image. An 1 norm was also utilized to enhance the sparsity of rain streaks. Finally, we proposed a convex optimization model for the deraining task. To tackle the proposed model, we develop an efficient ADMM algorithm. Extensive experiments on both synthetic and real images demonstrate the superiority of the proposed method.
