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Abstract
A procedure for using Molecular Dynamics (MD) simulations to provide es-
sential fluid and interface properties for subsequent use in Computational Fluid
Dynamics (CFD) calculations of nano-scale fluid flows is presented. The MD pre-
simulations enable an equation of state, constitutive relations, and boundary con-
ditions to be obtained for any given fluid/solid combination, in a form that can be
conveniently implemented within an otherwise conventional Navier-Stokes solver.
The results presented demonstrate that these enhanced CFD simulations are
capable of providing good flow field results in a range of complex geometries at the
nano-scale. Comparison for validation is with full-scale MD simulations here, but
the computational cost of the enhanced CFD is negligible in comparison with the
MD. It is shown that this enhanced CFD can predict unsteady nano-scale flows
in non-trivial geometries. A converging-diverging nano-scale channel is modelled
where the fluid flow is driven by a time-varying body force. The time-dependent
mass flow rate predicted by the enhanced CFD agrees well with a MD simulation of
the same configuration. Conventional CFD predictions of the same case are wholly
inadequate.
It is demonstrated that accurate predictions can be obtained in geometries
that are more complex than the planar MD pre-simulation geometry that provides
the nano-scale fluid properties. The robustness of the enhanced CFD is tested by
application to water flow along a (15,15) carbon nanotube (CNT) and it is found
that useful flow information can be obtained.
The enhnaced CFD model is applied as a design optimisation tool on a bi-
furcating two-dimensional channel, with the target of maximising mass flow rate
for a fixed total volume and applied pressure. At macro scales the optimised ge-
ometry agrees well with Murray’s law for optimal branching of vascular networks;
however, at the nano-scale, the optimum result deviates from Murray’s law, and a
corrected equation is presented. However, it is found that as the mass flow rate
increases through the channel high pressure losses occur at the junction of the net-
work. These high pressure losses also have an impact on the optimal design of a
network.
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Chapter 1
Introduction
1.1 Nanofluidics
Nanofluidics is the study of the behaviour of fluids confined in structures of length
scales on the order of nanometers. At these length scales surface effects from the
wall dominate the behaviour of the fluid. The standard no-slip boundary condition,
which is used at larger length scales, is no longer applicable. Also, fluid molecules
form layers at the interfaces between a fluid and a solid and where two fluids meet,
this causes variations in viscosity and stresses within the fluid that do not conform
to the typical assumptions for modelling fluids.
Nanofluidic technologies have recently received significant attention due to
the many different possible applications. These applications take advantage of the
different physical effects that dominate at small scales. Examples can be found in
air and water purification [3, 93], heat removal and control in high heat-flux systems
such as nuclear reactors, micro/nano electro mechanical systems (MEMS/NEMS),
and micro chemical reactors [128, 156].
The design of these technologies would be greatly facilitated by performing
numerical simulations that predict mass flow rates and heat transfer. Computa-
tional fluid dynamics (CFD) has been successfully applied to a range of different
engineering problems such as aerodynamics and modelling heart vessels. However,
when trying to model at the nano/micro scale, where the scale is comparable to those
of the molecular interactions, there exist non-continuum effects, such as molecular
layering and velocity slip near to liquid-solid interfaces, which causes the continuum
assumption to falter [14].
Molecular Dynamics (MD) [5, 121] can be used to perform highly-detailed
simulations of nano-scale systems; it has been successfully used to study the be-
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haviour of protein folding [77], crystal formation [114] and chemical reactions [132].
The drawback is that MD is extremely computationally intensive, especially when
used to model systems relevant to engineering applications, typically comprising
hundreds of thousands of molecules. There is a large amount of noise in the mea-
surement of bulk properties of the fluid (such as velocity, viscosity and stress),
therefore the simulations have to be performed over long periods of time to average
these properties. For example, to simulate 200 nm3 of water for 1 nano second,
with a modern MD code running on 8 CPUs in parallel, can require approximately
2 days of computational time. To simulate the liquid over much larger time and
space scales is beyond the reach of current computational capabilities (even with the
improved computational efficiency offered by Graphical Processing Units, GPUs).
This certainly prevents using such simulations within a practical iterative design
process.
In an attempt to strike a balance between CFD and MD, Hybrid methods
have been in development in which continuum descriptions of the flow are combined
with molecular descriptions. These take advantage of the detail of molecular but
reduce the computational cost by using the continuum, for a review see [99]. There
are two main approaches to hybrid methodologies: domain decompostion (DD) [108]
and Heterogeneous Multiscale Method (HMM) [4, 124], also known as Point-wise
coupling (PWC) [9].
The continuum fluid assumptions become inaccurate for gas flows as the
smallest characteristic scale of the geometry (e.g. channel height) approaches the
mean distance between molecular collisions (i.e. the mean free path) [123]. When
modelling dense liquids (as in this thesis) there is not a well-defined condition for
when the fluid assumptions become inaccurate. However, it appears that they fail
when water is confined in channels of width ∼1–2 nm (see [17] and references therein),
and MD simulations have been used to show that Lennard-Jones fluids confined in
geometries of ∼2–3 nm still show continuum behaviour [59, 134, 147]. At the nano-
scale the fluid molecules form layers parallel to an interface, which causes the strain
rate to vary rapidly within several molecular diameters [146]. These large variations
mean the stress no longer has local linear behaviour [25, 145].
1.2 Thesis overview
In chapter 2, a description of the different numerical methods that can be used to
model nano-scale confined fluids is given. A presentation of the finite volume CFD
and the MD methodologies that is used in the rest of the thesis is given. Also, a
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literature review of the hybrid methodologies that have been proposed is provided.
In chapter 3 is a discussion the possible methods that could be used to obtain
fluid properties to be input into a CFD model. A convenient pre-simulation MD
framework that enables us to measure CFD-type properties (e.g. boundary condi-
tions and constitutive relations) for a given solid/liquid combination is proposed.
In chapter 4 is a demonstration that these fluid properties can be used to ob-
tain highly accurate CFD predictions in complex geometries at the nano-scale, pro-
vided that a significant portion of the flow exhibits continuum bulk-like behaviour.
This is distinct from previous studies (e.g. [161]) that focused mainly on 1D flow
configurations. It is also shown that the CFD model is robust enough to predict the
unsteady flow behaviour of a fluid in a non-trivial geometry (a converging-diverging
channel), using various forms of applied forcing to generate unsteadiness within it.
In chapter 5, the CFD model is applied to highly non-continuum 3D flows,
where no significant bulk flow exists (such as flow through some small diameter
carbon nanotubes), qualitatively accurate, and so useful, CFD predictions can be
obtained. Importantly, it is shown that accurate CFD predictions can be obtained
in cases that are more complex than the MD flow configuration from which the CFD
fluid parameters were obtained.
In chapter 6, the CFD model is shown to be efficient enough to be applied
to the design optimisation of a small fluidic network. It is found that applying slip-
boundary conditions has an affect on the optimal design of a network of channels.
Equations are proposed to extend the well-known Murray’s law to predict the opti-
mal geometry of a bifurcating channel at the nanoscale. However, we find that as
the mass flow rate increases, when high slip lengths are applied, the pressure loss
at the junction became significant, meaning that the predictions from the simple
analytical model became inaccurate.
In chapter 7, some concluding remarks are given and some future research
ideas to develop our model further are proposed.
3
Chapter 2
Numerical methods for
simulating liquids at the
nano-scale
2.1 Introduction
In this thesis, both Molecular dynamics (MD) and Computational fluid dynamics
(CFD) are used to describe flows at the nano-scale. In this chapter both of these
numerical methodologies are described and we follow this with some of the method-
ologies that have been created over the past 15 years to couple the two together;
these are known as hybrid atomistic-continuum methods.
There have been many different pieces of software developed for performing
CFD simulations (e.g. ANSYS Fluent, COMSOL, OpenFOAM and Star-CCM+)
and for MD simulations (e.g. LAMMPS, GROMACS, NAMD, AMBER, DL POLY),
which are all widely used within industry and academia.
In this thesis, the OpenFOAM software libraries [112] are used for both the
CFD and MD simulations. More specifically, the sonicLiquidFoam solver for the
CFD simulations, as described in section 2.2, and the mdFoam solver [23, 89, 90]
for the MD simulations, as described in section 2.3.
The OpenFOAM framework was chosen for this work as it is open-source,
developed in the C++ language, and is easily parallelisable using MPI libraries.
This is ideal for the purposes of this thesis as the ability to customise the solvers,
create boundary conditions for CFD, create measurement tools and controllers for
MD, and perform large simulations in parallel over many processors for both CFD
and MD is required. As both methods are in the same framework, there is more
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consistency between the code for both CFD and MD, meaning that any coupling
between the two becomes much simpler.
2.2 Computational fluid dynamics (CFD)
In this section the fundamentals of CFD are described, with emphasis on the im-
plementation in OpenFOAM of the laminar, compressible sonicLiquidFoam solver,
which will be used in this thesis. More in-depth detail on CFD can be found in
the books [40, 151] and more details on the implementations in OpenFOAM can be
found in the programmers guide and the user guide [110, 111].
2.2.1 Navier-Stokes equations
The fundamental equations of motion for a fluid are the Navier-Stokes equations:
ρ
(
∂v
∂t
+ v · ∇v
)
= −∇p+∇ ·T + fext, (2.1)
where ρ is the density, t is time, v is the fluid velocity, p is the pressure, T is
the stress tensor and fext is a body force. In this work we assume that the liquid is
weakly compressible [135] and Newtonian, therefore, ∇·T = ∇·µ∇v, where µ is the
dynamic viscosity [55]. The derivation of these equations depends on the continuum
assumption, as discussed in section 1, is not always applicable at the nano-scale.
The ratio of inertial forces to viscous forces, which is a dimensionless quantity,
is known as the Reynolds Number, Re = ρvL/µ, where L is a characteristic length
scale and v = |v|. This is used to characterise flow conditions as either laminar or
turbulent. In nano-scale flows, the characteristic length scale is O(10−9) and the
velocities are low, therefore, the Reynolds number is always small and thus the flow
is always laminar. Due to this we have a Stokes flow and equation (2.1) can be
simplified to
ρ
∂v
∂t
= −∇p+∇ · µ∇v + fext. (2.2)
In addition to momentum conservation, the system must also adhere to mass
conservation, which for a compressible fluid can be represented by
∂ρ
∂t
+∇ · (ρv) = 0. (2.3)
The sonicLiquidFoam solver was designed to model liquids which are weakly
compressible and be able to resolve waves at a finite speed. To do this the equation
of state (the relationship between pressure and density) is assumed to be a simple
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barotropic function,
∂ρ
∂p
=
ρ
K
= ψ, (2.4)
where K is a compressibility constant; this is linearised to give
ρ = ρ0 + ψ(p− p0), (2.5)
where ρ0 and p0 are reference density and pressure values such that ρ(p0) = ρ0. We
choose to use this solver because, despite the low Mach numbers that we will be
modelling, substantial fluid compressibility can occur due to high viscous forces at
the nano-scale, as discussed by Gad-el-Hak in [43].
Other CFD solvers may model more complex physics such as heat transfer
by incorporating an energy equation. This is not required for the cases modelled in
this work but the methodologies could easily be extended to handle heat transfer.
2.2.2 Pressure calculation
In general, in CFD, the velocity field and the pressure fields are both unknown
and dependent on each other. To get around this issue many different algorithms
have been developed, such as: Pressure implicit with splitting of operators (PISO),
Semi-implicit method for pressure-linked equations (SIMPLE), and SIMPLE revised
(SIMPLER) loops. In the sonicLiquidFoam solver a PISO loop has been imple-
mented to couple the equations, see Algorithm 1. In the PISO loop, a predictor-
corrector loop is used. This means that the momentum equations are solved using
an initial pressure field to give an approximate (predicted) velocity field. These
velocities are then corrected using an equation for pressure. This correction is per-
formed as many times as required until the continuity equation is satisfied; typically,
only two corrections are required.
For transient and compressible models, an equation for pressure can be de-
rived by taking the divergence of the momentum equations (2.1) and is simplified
using equations for continuity (2.3) and density (2.5), giving a Poisson equation for
pressure:
∇ · ∇p = −∇2 · (ρ(u · u)− µ∇u) + ∂
2ρ
∂t2
. (2.6)
In the rest of this thesis equations (2.1), (2.3) and (2.6) will be collectively referred
to as the Navier-Stokes equations.
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Algorithm 1 PISO loop
initialise v
initialise p
while t < tend do
Solve continuity equation (2.3)
Solve momentum equation (2.1)
for n corrector loops do
Calculate mass fluxes through cell faces
Solve pressure equation (2.6)
Correct mass fluxes through cell faces
Correct velocity field with new pressure field
Update boundary conditions
end for
Update density field, equation (2.5)
end while
2.2.3 Finite-volume method
There are many different numerical techniques developed for solving partial differ-
ential equations, such as: finite-difference, finite-volume, finite-element and spectral
methods. Each of these have their own advantages and disadvantages; for example,
spectral methods are extremely quick, but are not easily applied to complex geom-
etry; whereas the finite-element method is very slow but is far more flexibly applied
to complex geometries. Commonly, CFD packages use finite-volume methods to
solve the Navier-Stokes equations as they are naturally conservative, simple to code
and accurate [40, 151].
In the finite-volume method, the solution domain is split into small cells and
the governing equations (in our case the Navier-Stokes equations) are then integrated
and converted into surface integrals (via Gauss’ theorem) for each cell. This means
that equations are derived for each cell of the domain , which are collectively solved
by some form of matrix inversion.
The two different types of grid that are commonly used to discretise the
domain are co-located grids or staggered grids. In OpenFOAM a co-located grid is
used; this means that the equations are solved at the cell centers and information is
interpolated to the cell faces when required.
This method is now demonstrated by applying it to the continuity equation
(2.3). The method is easily applied to the rest of the Navier-Stokes equations in the
same way. For cell i with control volume Vi, equation (2.3) can be written as
∂ρi
∂t
+∇ · (ρivi) = 0. (2.7)
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where ρi and vi are the density and velocity at the center of cell i. These equations
are integrated over the cell:∫
Vi
∂ρi
∂t
dVi +
∫
Vi
∇ · (ρivi) dVi = 0. (2.8)
Gauss’ Theorem is stated as follows. Let V be a region in space with a boundary
dS. Then the volume integral of the divergence ∇ · F of F over V and the surface
integral of F over the boundary dS of V are related by∫
V
(∇ · F)dV =
∫
S
(F · n)dS. (2.9)
This means that the outward flux of a vector field through a closed surface is equal
to the volume integral of the divergence over the region inside the surface. This can
be applied to equation (2.8) to give
∂
∂t
∫
Vi
ρidVi +
∫
Si
ρi(vi · n)dSi = 0 (2.10)
where Si is the control surface of the cell and n is the normal vector to the surface.
If ρ¯i is the cell’s volume average density, i.e.
ρ¯i =
1
Vi
∫
Vi
ρidVi, (2.11)
then equation (2.10) becomes
Vi
∂ρ¯i
∂t
+
∫
Si
ρi(vi · n)dSi = 0. (2.12)
The term
∫
Si
ρ(vi · n)dSi is the total mass flow rate over the surface of the cell. It
is then possible to solve for the fluxes for each cell.
2.3 Molecular dynamics (MD)
Over the past 50 years, computational simulations of molecular systems have been
performed [2] using numerical schemes to solve Newton’s equations of motion. They
have since been used to perform highly-detailed simulations of nano-scale systems,
and has been successfully used in various different disciplines, such as: in biology
to study the behaviour of protein folding [77]; in material science to study crystal
formation [114] and in chemistry to study chemical reactions [132] among a wide
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range of other applications.
Most modern codes are developed using the books by Allen and Tildesley [5]
and Rapport [121]. In this section, the fundamentals of the simulation methodology
are described including the equations which are solved, a numerical algorithm to
solve these equations, how atoms interact with each other, and common tools which
are used to control and measure within the simulations.
2.3.1 Equations of motion
In MD it is assumed that all atoms are point particles (i.e. all the mass of the atom
is at an infinitesimally small point) and the intra- and inter-molecular forces can be
averaged out and represented as functions of distance. The non-equilibrium motion
of liquid molecules is implemented using Newton’s equations of motion with added
external forcing, fext:
d
dt
ri = vi, (2.13)
mk
d
dt
vi = fˆi + fext = fi, (2.14)
where fi, ri andmi are the total force, position and mass, respectively, of an arbitrary
molecule i of a system of N molecules, at a time t. The intermolecular force fˆi on
each molecule is calculated
fˆi =
N∑
j=1
−∇U(rij) for all i 6= j, (2.15)
where U(rij) is the potential energy when molecules i and j are separated by rij =
|ri − rj |.
2.3.2 Numerical algorithm
To calculate the trajectory of all of the molecules the Velocity Verlet algorithm [150]
(Algorithm 2) is used to numerically integrate the equations of motion in space and
time, at each time-step t to the new time-step t+ ∆t, until t = tend. This algorithm
is 2nd-order accurate and constraints and controllers on the molecules can be easily
included within the algorithm.
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Algorithm 2 Velocity Verlet
while t < tend do
for i to N do
Update velocity by ∆t/2:
vi (t+ ∆t/2) = vi(t) + ai(t)∆t/2 (2.16)
Advance time by ∆t using vi (t+ ∆t/2):
ri(t+ ∆t) = ri(t) + vi(t+ ∆t)∆t (2.17)
Compute force fˆi using equation (2.15).
Calculate acceleration:
ai(t+ ∆t) = fi(t+ ∆t)/mi (2.18)
Update velocity using new acceleration
vi(t+ ∆t) = vi(t+ ∆t/2) + ai(t+ ∆t)∆t/2 (2.19)
end for
set t = t+ ∆t
end while
2.3.3 Potentials
There are many different potentials which have been developed to model the inter-
actions between atoms. The simplest and computationally least expensive of these
is the Lennard-Jones potential, but it is also the least realistic. These potentials are
additions of functions which represent different forces occurring between atoms such
as van der Waals forces and Paulis repulsion. As the potential only has a minor
effect when molecules are separated by a large distance, a cut-off separation dis-
tance is introduced; when two molecules are separated by more than the separation
distance the potential is set to zero, this reduces computational time with only a
small affect on the results.
Lennard-Jones
In chapters 4 and 6 the Lennard-Jones (LJ) model of liquid argon is used, where
the solid wall atoms are fixed/frozen [143]. We use a simple monatomic fluid with
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Figure 2.1: The Lennard-Jones 6-12 potential as described by equation (2.20).
the LJ 6-12 potential with a cut-off radius:
ULJ (rij) =
4
[
σ12
r12ij
− σ6
r6ij
]
if rij ≤ rc,
0 if rij > rc,
(2.20)
where σ and  are the length in the system and energy characteristics of the potential,
and rc is the cut-off separation. The σ and ε properties for the liquid-liquid and wall-
liquid interactions are taken from [143]: σl−l = 3.4×10−10 m, l−l = 1.657×10−21 J,
σw−l = 2.55 × 10−10 m, w−l = 0.33 × 10−21 J and rc = 1.36 nm. The solid mass
density is ρw = 6.809 × 103 kg/m3, and the liquid mass density is ρl = 1.431 ×
103 kg/m3, where the mass of one wall or liquid molecule is 6.6904× 10−26 kg. The
time-step in the MD simulations is 5.4 fs. Figure 2.1 shows a graphical representation
of how this potential changes with distance from another molecule.
Water TIP4P/2005 model
Over the past 30 years over 40 different models have been developed for water [56].
None of these models are able to recreate all of the basic properties of water e.g.
the viscosity and diffusion coefficient [48]. Some of the most commonly used water
models are: SPC [12], SPC/E [10], TIP3P [64], TIP4P [65] and TIP5P [91].
In chapter 5 the rigid TIP4P/2005 water model [1, 61, 149] is used in mod-
elling water through a carbon nanotube. The polar water model consists of four
interacting sites: one oxygen atom (O) with no charge which is the centre of the
Lennard-Jones potential, two hydrogen sites (H) each with a fixed point charge of
qH = 0.5564 e, and a massless site (M) with charge qM = −1.1128 e; see Figure
2.2. All oxygen atoms interact using the Lennard-Jones potential, Eqn. (2.20) with
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Figure 2.2: A graphical representation of the TIP4P/2005 water molecule.
εO−O = 0.7749 kJ mol−1 and σO−O = 3.1589 × 10−10 m, while the other charged
sites interact via the Coulomb potential:
UC(rij) =
1
4piε0
qiqj
rij
, (2.21)
where qi, qj are the site charges and ε0 is the vacuum permittivity. To reduce
computational time, this potential is shifted to be zero at rc = 1.0 nm:
U (rij) =
UC(rij)− UC(rc) if rij ≤ rc0 if rij > rc , (2.22)
this means that the electrostatics of a molecule will not affect a molecule more than
1 nm away without introducing artefacts in the system by having a jump in potential.
Not including these long-range interactions, whether using large cut-off radii or
Ewald summations [69, 42], can have a significant effect on large macromolecular
systems [53, 160]. But, in a recent paper, it has been found that including them
does not guarantee accurate results [7]. The time-step for all MD water simulations
is set to 2.16 fs. Figure 2.3 shows a graphical representation of how this potential
changes with distance from another molecule.
More complex molecules
For small molecules, like water, the bonds can be modelled as rigid rods, rather than
using an algorithm like SHAKE or RATTLE [127] to model the bonds vibrations,
without losing much accuracy. This means that the time-step used can be relatively
large as the fast vibrations do not need to be resolved. To model the intra-molecular
structure of more complex molecules such as DNA and proteins, the bonds between
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Figure 2.3: The Coulomb potential as described by equation (2.22).
atoms (or groups of atoms within the molecule) must be modelled. This is done
using a potential energy equation similar to the inter-molecular bonds (equation
(2.20) or (2.22)), but are generally about an order of magnitude stronger.
2.3.4 Model constraints
The thermodynamic behaviour of equilibrium molecular dynamics simulations is
described with statistical mechanics. As each simulation is an isolated system they
can be placed into different ensembles [45], which are known as:
 Microcanonical ensemble (constant-NVE), a constant-sized box and number of
molecules with a prescribed total energy, this represents an adiabatic process;
 Canonical ensemble (constant-NVT), a constant-sized box is attached to a heat
bath to keep the set number of molecules at a constant average temperature;
 Isothermal-isobaric ensemble (constant-NPT), keeps a constant amount of
fluid as well as constant pressure and temperature.
By using these ensembles, average mechanical properties of the fluid can be repre-
sented.
For the measurements of the MD simulations to be useful as input to the
CFD simulations, we require efficient and accurate controlling algorithms. There
are different methods to constrain molecular dynamics simulations so as to be able to
perform numerical experiments on the system. Many different algorithms have been
developed to maintain and control these constraints. The algorithms of importance
in this thesis are described here.
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Density
It is very important to simulate the correct density of fluid otherwise the wrong
pressure and viscosity measurements, for example, will be obtained. In this work, the
recently developed FADE algorithm [22] is used to introduce and remove molecules
from simulations. This approach is preferred to the popular USHER algorithm [32]
because it allows molecules to be introduced quickly, without introducing artefacts
to the simulation.
The difficulty in density control of a simulation is if a molecule is positioned
too close to another molecule the repulsive potential between these two molecules
will be large. This potential will cause each molecule to move away from each other
at a very high speed, higher than the speed that the time-step is able to resolve
accurately. This will trigger a chain reaction, leading to further molecular overlaps,
resulting in a large amount of erroneous energy being introduced into the system.
This is known as simulation blow-up.
In the FADE algorithm, molecules are introduced or removed over a relax-
ation period. When a molecule is being introduced (FADE-in), the strength of the
intermolecular potential is slowly increased by multiplying it by a weighting factor,
which increases from 0 to 1, over the relaxation period. Conversely, when a molecule
is being removed (FADE-out), the weighting factor is decreased from 1 to 0 over
the relaxation time. This ensures a smooth gain or loss of potential energy in the
system.
Thermostat
In this work all of the cases are isothermal and we require an algorithm to keep the
average temperature of the fluid constant. Common thermostats are the Berend-
sen [11], Nose´-Hoover [107] and the Andersen thermostat [6], each adopt different
approaches to controlling temperature; such as velocity rescaling or having random
collisions with molecules. The choice of thermostat is important as some can be
computationally intensive, while others can introduce errors and artefacts into the
system. In this thesis the Berendsen thermostat is used for all the MD simulations.
This thermostat can introduce artificial effects [54, 13] into the system, but in a
recent paper it has been shown to be physically accurate for the types of cases it is
applied to in this thesis [141].
The Berendsen thermostat couples the molecules to a hypothetical heat bath,
which is set to a target temperature. This is done by scaling the velocities perpen-
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dicular to the streaming direction of the flow by the factor
χZ =
[
1 +
∆t
τ
(
T reqZ
TmeasZ
− 1
)]1/2
, (2.23)
where τ is a time constant that defines the coupling strength, T reqZ is the required
temperature and TmeasZ is the measured temperature.
External force
In this thesis, we are performing Non-equilibrium molecular dynamics (NEMD) so
we apply an external body force to the atoms to drive the fluid. In the simplest
cases this may involve applying the same force to all molecules in the system fext
or in a zone of the full domain to create a pressure difference. In other cases the
intensity of the external force we apply is spatially varying, and has the form of a
Gaussian distribution:
fext = F¯ e
(−x2/2σ2s), (2.24)
where F¯ is the magnitude of the force and σs is the standard deviation of the
distribution. This enables a smooth application of force and obtain smooth velocity
and pressure profiles.
2.3.5 Measurements
To couple MD and CFD, macroscopic properties of the fluid need to be extracted.
There are many different techniques that exist to measure the different properties
of the fluid being simulated. The tools used in this work have been described in
detail by Borg [18] and Nicholls [103].
2.4 Hybrid methods
As detailed in Chapter 1, CFD is not always an applicable tool for modelling systems
on the nano-scale, which is why MD is commonly used. However, with current
computational capabilities, MD is only capable of modelling geometries O(100) nm3
and for time scales of nano seconds. This is not a large enough geometry or long
enough time for engineering applications.
A hybrid method is one that seeks to couple a continuum method (such
as CFD) with a molecular or particle simulation (such as MD), such as to obtain
the computational efficiency of the former with the accuracy of the latter. Hybrid
methods were first developed to couple MD and finite-element method for use in
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solid mechanics [73]. Some of the methodologies used are: the quasicontinuum
method, the CLS method and the FEA method. Reviews of these methods have
been written by Curtin and Miller [28] and Liu et al. [85]. However, the techniques
that are used in solid mechanics are, generally, not applicable to fluids because in
solid mechanics it is assumed that the molecules do not move significantly.
Hybrid methodologies for fluid flow were first introduced by O’Connell et
al. [108] in an attempt to take some of the computational efficiency from CFD and
combine it with the accurate, detailed data produced by MD. There have been a
few different methodologies proposed to achieve this: Domain decomposition (DD)
[108, 51, 157], Heterogeneous multiscale method (HMM) [35, 9, 159], equation-free
method [72, 71] and the Internal-flow multiscale method (IMM) [20, 21, 115]. In the
rest of this section the two most common types, DD and HMM, will be discussed.
2.4.1 Domain decomposition (DD)
In DD, the domain of the simulation is split up into areas where a molecular de-
scription is required to describe the fluid (such as at boundaries) and areas where
continuum equations can safely be applied. The hybrid solution interface (HSI) is
the interface between the two numerical methodologies. For the hybrid simulation
to be valid it is important that the transport and thermodynamic properties are
continuous across the HSI. There are two different types of coupling used in DD,
coupling by state and coupling by fluxes, which will be discussed further in this
section. A full review of DD has been written by Mohamed and Mohamed [99].
Coupling by state properties
The first DD methodology, proposed by O’Connell et al. [108], and subsequent
refinements by Hadjicoustantinou [51] and Werder et al. [157], will be discussed in
this section. These authors all coupled the continuum to the discrete via the state
properties of the fluid in an overlap region to achieve the continuity required over
the HSI. In this overlap region, any molecular layering caused by the finite size of the
MD box, and forcing applied to the fluid to maintain a bulk pressure, are contained.
In the following the notation used is: ΩC to denote the continuum region,
ΩD to denote discrete region, and ΩO to represent the overlap region; as shown in
Fig. 2.4.
To pass information from the discrete to the continuum (ΩD → ΩC) is simply
done by averaging the required properties of the fluid (e.g. velocity or temperature)
around the HSI, which is applied as a boundary condition to the domain; see Fig.
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Figure 2.4: Schematic of a typical domain decomposition domain with coupling by
state.
2.4. Passing information from the continuum to the discrete (ΩC → ΩD) requires
more finesse as the continuum will provide a single value for the coupled property,
while the discrete has many more degrees of freedom.
O’Connell et al. suggested using a constraint procedure to relax the velocities
of the molecules in the MD within the overlap region to the velocity provided by
the continuum simulation, thereby creating momentum and stress continuity across
the HSI. The method was compared to full MD simulations of Couette flow through
a channel and good agreement was found.
The drawbacks of the methodology proposed were that there was no decou-
pling of time stepping schemes between the discrete and continuum, and it could
not cope with mass fluxes across the HSI. Hadjicoustantinou and Patera [51] pro-
vided some modifications to overcome these limitations. Firstly, they introduced a
Schwarz alternating method [84] to decouple the two timescales. They then added a
‘reservoir’ of particles surrounding ΩO to handle mass fluxes over the HSI and drew
velocities from the corresponding Maxwell distribution to control the MD molecules
within the overlap region, as they found it to be more accurate.
Generally, in MD simulations, periodic boundary conditions are used, which
creates an infinitely cyclic domain. However, in hybrid simulations this is often not
desirable and, in certain problems, can necessitate simulating more molecules than
are required, increasing computational cost [136]. In [108], a finite-sized box was
used with a wall of molecules at one end and a body force applied to the molecules in
ΩO directed into the domain. This force is used to hold the molecules in the domain
and maintain the correct pressure at the HSI. The magnitude of the force applied
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was F¯ = −αpρ−2/3, where p is pressure, α is a constant which controls the amount
of structure induced and ρ is density. The use of this force introduces oscillations in
the density and stress profiles that dictates the size of ΩO. Werder et al. [157] found
that by making the force applied depend on the RDF g(r) [52] they could minimise
these oscillations and therefore reduce the size of ΩO, thus reducing computational
cost.
Despite the application of this force some molecules may still be able to
escape the domain. In [157], they suggest the use of a specular wall that reflects
the molecules back by reversing the velocity of any molecules hitting the wall. This
maintains the overall number of molecules in the molecular subdomain and can be
thought of as a plane of symmetry.
Another major issue in hybrid methods is the amount of statistical noise in
the data produced in the MD simulations by thermal fluctuations. This means that
the exact value of fluid properties cannot be found in a finite amount of sampling
time. Hadjiconstantinou et al. [50] derived estimates for the number of independent
samples required for measured properties to have a chosen amount of uncertainty
(variance). These estimates depend on properties of the fluids acoustic number and
Mach number (i.e. speed).
Probabilistic methods have also been proposed to predict the most-likely
value of the measured variables. Two possibilities that have been proposed are: the
maximum likelihood inference method by Li et al. [79, 80, 81] and Bayesian inference
by Salloum et al. [129].
In contrast to these methods, in a chapter of Reduced Order Methods for
Modeling and Computational Reduction, Grinberg et al. [47] began work on the
use of window proper orthogonal decomposition (WPOD) to perform data analysis
on the MD data, by removing the thermal noise, for input into hybrid simulations.
This technique is quite common and well developed for the analysis of turbulent
data in continuum simulations and many other scientific fields.
Coupling by fluxes
Coupling by fluxes of variables was introduced by Flekkøy et al. [41]. The compu-
tational domain is split up in a similar way as with coupling via state properties,
but the ΩO region is divided up into 3 cells; see Fig. 2.5. In the region ΩC → ΩD
the fluxes calculated in the continuum are passed to the discrete domain, and the
reverse happens in ΩD → ΩC . By coupling via fluxes, this method automatically
abides by conservation laws and can be used to naturally couple to a finite-volume
CFD simulation, see section 2.2.3. Flekkøy et al. only coupled mass and momentum
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Figure 2.5: Schematic of a typical domain decomposition domain with coupling by
flux.
but the method was extended to couple energy by Delgado-Buscalioni and Coveney
[31].
Different methods of imposing the ΩC → ΩD flux were discussed by Kalweit
and Drikakis in [68]. Both Flekkøy et al. and Delgado-Buscalioni and Coveney used
an external force to transfer momentum fluxes for ΩC → ΩD coupling. However,
Kalweit and Drikakis found that such a force was shown to induce a relaxation zone
in the buffer region with a width that increases linearly with the number of atoms
in that zone subjected to the force. It was demonstrated that confining atoms via
the momentum flux force, to limit the width of the relaxation zone, results in a drop
in energy due to the reduction of the external potential energy of the atoms as they
are moved closer to the HSI. Therefore, Kalweit and Drikakis proposed a velocity
reversing scheme that separates the transfer of momentum and energy. Momentum
is transferred by reversing the velocities of enough molecules to induce the correct
momentum flux and energy is transferred by scaling velocities. This scheme was
found to be more stable and reduce fluctuations in the system properties.
Both De Fabritiis et al. [30] and Delgado-Buscalioni et al. [33] demonstrated
the importance of including extra terms in the continuum equations to account for
the statistical fluctuations. If these fluctuations are not included then the position
of the HSI in the continuum domain becomes visible in the results.
Despite their demonstrated success in a number of applications, DD methods
have some disadvantages in certain classes of flow [49]. The main disadvantages of
DD are that the time-stepping is restricted by the molecular solver and that in long
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Figure 2.6: A schematic representation of a HMM simulation.
confined channels the molecular solver is required along the whole boundary in order
to capture the slip and other near-wall phenomena. This, therefore, restricts the
length of channel it can be applied to.
2.4.2 Heterogeneous multiscale method (HMM)
In the HMM, continuum equations are solved over the whole domain, but at each
time-step, properties of the fluid (such as viscosity or shear stress) and boundary
information (such as slip velocity) are updated using molecular simulations. This
removes the need for knowledge of constitutive relationships of the fluid or for phe-
nomenological slip boundary conditions [124] a priori. Similar techniques have been
proposed by E et al. [35], Asproulis et al. [9] and Yasuda and Yamamoto [159].
HMM can be utilised in cases where the continuum equations are nearly valid
but require some correction from molecular resolution simulations. For instance,
if the boundary condition at a wall is unknown or if a constitutive relationship
is required, such as the stress tensor field. This is done by performing an MD
simulation at each computational node of the continuum simulation to obtain the
desired property. A representation of this is shown in Fig. 2.6. The motion of the
fluid in the subdomains is controlled in the shaded regions using data from the
continuum simulation.
In Fig. 2.6, the black lines represent the continuum grid and the intersections
are the computational nodes. In both [35] and [159], for every computational node
an atomistic simulation is performed to obtain the data for that point in space.
However, a lot of the simulations in the MD subdomains will be under similar
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conditions. This means that many of the simulations may not be necessary as data
already produced can be reused. Asproulis et al. [9] used a neural network algorithm
to optimise the number of simulations being performed and reduce redundancy,
thereby minimising computational cost.
For highly-confined channels, in which the molecular scale is comparable to
the transverse scale, the molecular subdomains will be forced to overlap. This is
due to the minimum size required to capture fluid properties and the resolution of
the continuum grid needed to obtain an accurate velocity profile. This is inefficient
and less accurate than using a molecular solver over the whole domain. Therefore,
Borg et al. [19] have proposed a field-wise coupling approach by decoupling the
molecular subdomains from the computational nodes of the continuum domain.
Instead, they spatially distribute the subdomains and data is interpolated to the
computational nodes of the continuum domain. However, to guarantee accurate
results a dependency study on the number and spacing of the subdomains must be
performed.
Alternately, Alexiadis et al. [4] have developed an HMM technique in which
they evaluated the Laplacian (2nd derivative) of the constitutive properties that
are being coupled. By doing this they were able to use fewer atomistic subdomains
than with standard HMM. However, it was more susceptible to noise and uncertainty
from the MD data.
Time-stepping schemes
In this discussion, we use the naming scheme defined by Lockerby et al. [86] be-
cause they give a clear description of the time-stepping, decoupled from the (spatio-
temporal) hybrid scheme as a whole. We will refer to the time-step of the continuum
as ∆tCFD and the MD as ∆tMD. A representation of all the schemes can be found
in Fig. 2.7.
As mentioned earlier, O’Connell et al. [108] used a fully-coupled scheme in
which ∆tCFD = ∆tMD and performed the coupling of state properties at each time-
step. This means that the time evolution of the system is constrained by the smallest
required time-step from the two methods, and does not take advantage of any scale
separation.
Rather than coupling at every time-step, the continuum model can be given
a larger time-step such that ∆tCFD = N∆tMD, where N is a set number of time-
steps, see Fig. 2.7(b). This reduces computational cost by reducing the number of
continuum time-steps used and any overhead in performing the coupling, this has
been used by Nie et al. [106]. This can be referred to as the Continuous micro
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Figure 2.7: Representations of the different possible time schemes: (a) fully-coupled
scheme, (b) CI scheme, (c) HI scheme, (d) CA scheme, and (e) CAI scheme.
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solution — Intermittent coupling, or CI.
In the HMM as proposed by E et al. [35], enough MD time-steps are per-
formed for each continuum time-step such that the MD simulation has quasi -steadily
equilibrated. Therefore, all of the MD time-steps after the coupled property has
been measured accurately can be skipped, thus reducing computational time, see
Fig. 2.7(c). This means that for every ∆tCFD there are N∆tMD preformed, but
unlike in the CI scheme ∆tCFD 6= N∆tMD. However, this time-scheme is only valid
when the continuum is quasi-steady, as demonstrated in [86]. This is because all of
the fine-scale data from the MD is lost, which is acceptable if all that is required is
the macro-scale information. This method is named Heterogeneous micro solution
— intermittent coupling, or HI, see Fig. 2.7(c).
In [36], some improvements to the HMM were suggested to create a seamless
HMM. One of the improvements was to propose an asynchronous time coupling, de-
noted here as Continuous micro solution — asynchronous coupling, or CA scheme.
In this scheme time-scale separation is exploited by performing the MD and con-
tinuum model with different time-steps, such that ∆tCFD = g∆tMD, where g is a
constant known as the gearing. The coupling is performed at each time-step, see
Fig. 2.7(d).
Lockerby et al. [86, 87] have proposed a general version of these time-stepping
schemes in what they call Continuous micro solution — asynchronous intermittent
coupling, or CAI scheme. As the name suggests, they continuously perform the MD
simulation (as in the CI and CA schemes), coupling intermittently (as in the HI
and CI schemes) asynchronously (as in the CA scheme) and means that ∆tCFD =
gN∆tMD. By doing this it is possible to achieve full control over the time-scale
separation that is taken advantage of, thus, can perform multiscale simulations as
efficiently as possible for a given accuracy.
2.5 ‘Sequential’ hybrid schemes
So far all of the hybrid methods discussed can be categorised as ‘concurrent’ hybrid
schemes. This means that the atomistic and continuum simulations are performed
at the same time and data is passed from one to the other as needed. An alternative
to these are ‘sequential’ hybrid schemes. This means that the atomistic simulations
are performed before the continuum simulations. These simulations gather data
over the expected parameter space of the domain and build constitutive relations
from this data.
Sequential methodologies have been well developed in solid mechanics where
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they are known as hierarchical multiscale modelling. In these methods they cou-
ple between different hierarchies of length scale from quantum mechanics through
molecular dynamics all the way up to continuum mechanics. They are used to design
new lightweight, strong materials, such as magnesium alloys [98] and polymers [139],
and have been useful in the development of automotive components [58]. Several
reviews of the techniques used exist [24, 74, 139].
Near to a solid bounding surface in rarefied gas dynamics there exists what
is known as a Knudsen Layer, in which there is significant departure from the stan-
dard Navier-Stokes equations. For this reason, wall-distance scaling functions have
been proposed that take data from Kinetic theory and input it into the continuum
simulations to alter constitutive relations for stress/strain rate close to the wall [69].
In addition, Lockerby et al. [88] measured coefficients for a slip model from a kinetic
model, BGK Boltzman equation, to be input into continuum simulations.
Joseph and Aluru [66] performed sequential multiscale simulation to model
the water and ion transport in silica nanochannels. They measured quantum effects
to create a molecular electrostatic potential, using density functional theory, which
can be used in MD simulations. Transport coefficients, such as mobilities and dif-
fusion coefficients, are computed from MD simulations to be input into continuum
simulations. This meant that they were able to accurately study channels with
micrometer lengths but nanometer widths.
The decision as to whether a concurrent or sequential scheme will be more
effective (or efficient) for modelling a problem comes down to the size of the parame-
ter space that boundary conditions, and other fluid properties, are required for. For
complex problems (where the information you need to extract from MD depends on
many parameters) it is more efficient to run concurrently, than sequentially. But
for some problems (where look-up tables and interpolants can be constructed) the
sequential approach is more efficient.
2.6 Summary
In this chapter, some of the modelling techniques that have been used for simulating
dense liquids have been described. In section 2.2, the basics of CFD are described,
this is now widely used in engineering design but is not always applicable at the
nano-scale due to the breakdown of the continnum assumption. Section 2.3 de-
scribes the fundementals of MD. MD is able to accurately model nano-scale fluids
but is too computationally expensive to model domains on a scale relevant to engi-
neering applications. A review of hybrid discrete-continuum methods is presented
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in section 2.4, these try to take the highly-detailed results of MD and couple with
computationally efficient MD. Despite much success in using them, hybrid schemes
are still far too computationally expensive to perform in an engineering design pro-
cess. In the rest of this thesis a ‘sequential’ hybrid MD-CFD model is developed
which uses MD to provide constitutive relationships and boundary conditions for
the CFD.
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Chapter 3
Sequential hybrid methodology
3.1 Introduction
In this chapter the development of a sequential hybrid methodology is described.
The methodology we are proposing involves performing molecular dynamics simula-
tions (MD) to gather fluid properties and fluid-solid interface properties. This data
is turned into a form that can be input into computational fluid dynamics (CFD)
simulations. This is done so that nano-scale fluids can be modelled more efficiently
and accurately than can be done by either one of these methodologies alone.
We will discuss different possible methodologies before presenting a thorough
description of the MD pre-simulations that we will perform to gather the data for
the transport properties and boundary conditions that are required for the CFD
simulations.
3.2 Possible methodologies
There have been many different methods/algorithms developed for measuring dif-
ferent fluid properties in MD. For our simulations we want to measure all of the
required fluid properties as efficiently as possible. This means performing as few
simulations, for as little time as possible, while maintaining physical accuracy. The
first major decision we must make to design an efficient methodology is whether
to measure the properties using Equilibrium molecular dynamics (EMD) or non-
equilibrium molecular dynamics (NEMD).
One possible methodology would be to measure all of the properties using
Green-Kubo relations [75] within EMD simulations. These relations use the sponta-
neous molecular fluctuations that occur within a fluid in equilibrium. These fluctua-
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Property Definition Green-Kubo formula
Diffusion Coefficient (D) n˙ = −D ∂n∂x
1
3
∫ ∞
0
〈vi(t) · vi(0)〉dt
(J = v)
Shear Viscosity (µ) τxy = µ
∂ux
∂y
V
kBT
∫ ∞
0
〈Pxy(t)Pxy(0)〉dt
(J = Pxy)
Thermal Conductivity (κ) qx = −κ∂T∂x
V
kBT 2
∫ ∞
0
〈qx(t)qx(0)〉dt
(J = qx)
Table 3.1: Auto correlation function of current due to particle flux, shear stress
tensor, and heat flux vector give corresponding transport coefficients. Where kB is
the Boltzmann constant.
tions decay and follow the same linearised equations as those for small macroscopic
deviations of the mean value from equilibrium. This is Onsager’s assumption of
the regression of fluctuations [109] and is the basis of one form of the fluctuation-
dissipation theorem [75] relating equilibrium fluctuations to transport coefficients
like viscosity, thermal conductivity, and diffusion in a non-equilibrium system that
is perturbed slightly from its equilibrium state. Linear response theory states that
the linear response of these macroscopic properties can be expressed in terms of the
fluctuation properties of the system in equilibrium. The Green-Kubo relations are
formulated in terms of correlation functions of the equilibrium fluctuations of the
corresponding thermodynamic property J , i.e.
ΨJ,J(t) = 〈J(0)J(t)〉, (3.1)
where the angular brackets denote the average over the canonical ensemble of the
system. Various transport coefficient are given in Table 3.1. These relations can be
used to calculate the slip length for a slip boundary condition, as was first developed
by Bocquet and Barrat [15]. This is done by measuring the viscosity, as above, and
then measuring the forces between the fluid and the wall. The slip length is then
ξ =
µ
Cf
, (3.2)
where ξ is the slip length and Cf is a friction coefficient between the wall and the
fluid via the force exerted by the liquid on the solid:
Cf =
S
kBT
∫ ∞
0
dt〈fx(t)fx(0)〉, (3.3)
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where S is the surface area and fx(t) is the tangential stress exerted by the fluid on
the solid at time t.
An advantage of this methodology is that it can be performed on a fairly
small computational box, meaning that the simulations are less computationally
expensive. However, this comes at the cost of a poor signal-to-noise ratio; it can
therefore require a long averaging time to guarantee an accurate measurement. As
the Green-Kubo relations are based on linear response theory they are only capable
of capturing the linear behaviour of properties at equilibrium [138]. If the system
is taken far from equilibrium and fluid properties behave non-linearly, such as slip
length at high shear rates or the viscosity of a non-Newtonian fluid, then the Green-
Kubo relations will not be able to accurately resolve properties.
The alternative is to use NEMD simulations. By applying a constant known
force to a fluid with a chosen density, to develop a velocity profile, fluid properties
and relations in these conditions can be measured. The signal-to-noise ratio in
NEMD simulations depends on the departure from the equilibrium, the further the
departure from equilibrium the higher the signal-to-noise ratio. NEMD simulations
are also capable of obtaining the non-linear behaviour of fluids that occur and,
therefore, are capable of measuring properties with more physical accuracy than
with EMD. For these reasons we have chosen to use the NEMD methodology that
is described in the rest of this chapter.
3.3 MD pre-simulations
For the isothermal CFD simulations of nano flows we consider in this thesis, we re-
quire the following fluid properties and boundary conditions: the viscosity coefficient
as a function of density, the pressure as a function of density, the slip length as a
function of density and shear rate, and what we here define as the ‘surface displace-
ment’ (δ) which defines the position of the surface, as modelled by the CFD, relative
to some atomistic reference point (in this thesis, the atomic centres). For efficiency
and convenience we propose a single MD configuration from which all of these fluid
properties can be measured and/or controlled. This enables efficient concurrent
MD simulations over any range of variables considered by multiple realisations of
the same MD geometry/setup.
Figure 3.1 (far left) shows the MD pre-simulation domain; it is symmetrical
about its centrelines and uses periodic boundary conditions in the streamwise direc-
tion (i.e. in the x-direction) and into the page (i.e. in the z-direction). The domain
has bulk, shear and interface zones (as labelled) for measuring state, constitutive
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and boundary properties, respectively. Pressure and density (and also temperature,
if simulating non-isothermal cases) are measured in the bulk zone. In addition to
this, in the bulk zone an artificial streamwise body force (F¯ ) is applied (see Fig-
ure 3.1, centre left), which creates a velocity profile in the domain similar to that
illustrated (centre right). We assume that the equation of state in the bulk zone is
unaffected by the magnitude of strain rate generated. In the shear zone the fluid is
subject to a constant shear stress, τxy, directly resulting from the bulk-zone forcing.
A linear flow velocity profile is developed in the shear zone, and this is least-squares
fitted to obtain properties of the fluid, as described below.
Across multiple simulations, we obtain the bulk pressure, a viscosity coeffi-
cient, the slip length, and the surface displacement, for a range of combinations of
bulk density and applied shear stress. In the MD simulations the applied shear stress
and bulk density are varied by modifying the body force and by adding / removing
molecules, respectively, using the FADE algorithm [22]. Finally, once all data is col-
lected over the expected range of density and shear stress1, functional relationships
are constructed for the desired fluid properties (using, for example, fitted polyno-
mials) which are then used in the CFD model. The behaviour of this CFD model
ultimately depends on these functional relationships, and this choice requires some
experience or needs to form part of an iterative approach . For the cases considered
in this thesis, we adopt the following: for pressure, p = p(ρ); for dynamic viscosity,
µ = µ(ρ); surface displacement, δ = δ(ρ); and slip length ξ = ξ(ρ, γ˙), where ρ is the
bulk fluid density and γ˙ is the strain rate in the shear zone. This dependence on den-
sity would normally imply a high-speed high-Mach number flow, but in nano-scale
internal flows it is possible to have substantial fluid compressibility at extremely
low Mach numbers due to viscous-related pressure losses (see [43] for a discussion of
this). For this reason, capturing the influence of density on fluid properties is critical
to the accurate prediction of nano-scale flows. For all of the examples considered,
the influence of strain rate can be safely ignored, but we consider its effect on slip
length for demonstration purposes. The fluids we consider are therefore Newtonian
in the bulk; a non-Newtonian fluid, for example, would at least require µ = µ(ρ, γ˙).
Note that for the simulation of well-understood fluids it would not be necessary to
extract all of these properties from MD pre-simulations.
1in most cases, the expected ranges can be comfortably over predicted — in less familiar simu-
lations an iterative or trial-and-error approach might need to be adopted.
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Figure 3.1: Schematic of Molecular Dynamics pre-simulation for extracting fluid
dynamic properties that are essential inputs to an enhanced CFD solver for nano-
scale flows.
3.3.1 Slip boundary conditions
In fluid dynamics, the commonly used boundary condition for when a fluid meets
a wall is the no-slip boundary condition, which means that the velocity of the fluid
is the same as the velocity of the wall. When modelling nano-scale liquids (and
rarefied gases), it has been found that this standard boundary condition is no longer
valid. For liquids, velocity at surfaces can, instead, be defined using the Navier slip
condition:
uslip = ξγ˙ (3.4)
where ξ is the slip length and γ˙ is the shear-rate at the bounding surface. The slip
length is defined as being the distance from the wall to the point where the velocity
of the fluid becomes zero, see Fig. 3.1. There have been many studies on how the
slip length depends on different properties of fluid and wall, for full review see Ref.
[16]. These properties include the ratio of wall-liquid density [142], the mass and
stiffness of the wall molecules [8], strain rate [143, 94, 119], wettability of the wall
[60] and wall-fluid interactions [118].
In this work, we only investigate steady isothermal liquid flows, therefore our
slip boundary condition only needs to depend on the strain-rate (as in [143]) and
the density [17]. In fact, the strain-rate dependence is not necessary for the example
cases we consider due to the relatively low shear-rates, but here it is included for the
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purposes of illustration. Based on the strain-rate/slip-length relationship proposed
in [143], and assuming a linear dependence on density, a least-squares fit is performed
to the following equation:
ξ =
(c1ρ+ c2)√
1− γ˙/γ˙c
, (3.5)
where ρ is the density, γ˙c is the critical shear rate (see [143]), and c1, c2 and γ˙ are
parameters of the fit to our MD pre-simulations.
3.3.2 Constitutive relationships
To accurately model nano-scale flows our CFD simulations will require equations
to describe the transport properties. The relationships we require are the viscosity
coefficient as a function of density and the pressure as a function of density.
As discussed in §2.2.1, at the nano-scale there is significant compressibility
even within dense liquids due to the high pressure drops required to overcome high
viscous forces [43]. These pressure changes are large relative to absolute pressure,
and thus we are using a weakly compressible Navier-Stokes solver. This means that
we require an equation of state that relates the pressure and density. We measure
the pressure using the Irving-Kirkwood equations [62] for the different densities that
are simulated for the measurement of slip length.
Due to this compressibility and the high pressure differences used in this work
to compare to full MD simulations, the viscosity of the liquid varies significantly.
Different methodologies have been developed to measure the viscosity of fluids in
MD simulations, such as using Green-Kubo relations in EMD simulations or by
using one of the variants of the NEMD SSLOD algorithm [39, 148, 37]. As we have
already chosen to perform a set of NEMD simulations to obtain the slip length we
choose to calculate the viscosity from the same simulations to reduce computational
costs. The methodology we use is to extract the strain-rate from the MD shear
zone by a least-squares linear fit to the relaxed and time-averaged velocity profile.
The applied shear stress is measured using the Irving-Kirkwood equation [62]. The
measured strain rate and shear stress are then used to obtain a viscosity coefficient,
µ, through
τxy = −µdU
dy
. (3.6)
We assume that shear viscosity is sufficient to describe the fluid constitutive be-
haviour, while accepting that the pre-simulation configuration would need to be
modified to deal with the extensional viscosities found in non-Newtonian fluids. A
possible way to do this would be to use NEMD SSLOD, which has been shown to
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be able to capture extensional viscosity [29]. Note, due to the breakdown of the
continuum assumption and the existence of non-local stress, this state-dependent
viscosity becomes only approximate when applied to a nano-confined fluid.
3.3.3 Surface displacement
Between the surface atoms of the solid and the liquid is a thin depletion layer where
molecules rarely exist [131], as shown in Fig. 3.2. In some works it is thought that
the lower viscosity of this layer compared to the bulk fluid is the cause of the slip
length and a linear relationship exists between slip length and depletion layer [152].
This has been shown to be false, but it does depend on the fluid-wall interactions
[131].
We define the surface displacement to be the distance δ that the location of
the CFD boundaries relative to the atomic (actual) walls has to be altered due to the
depletion layer, see Fig. 3.2. In Figure 3.2, the solid lines across both images indicate
where the atomic centers of the wall in the MD simulation are located. The dotted
lines represent where the CFD surface would be placed to simulate this domain. In
previous work the surface offset has been set to the liquid-solid interaction length
[67] or chosen in another arbitrary way, and in some cases neglected altogether. We
take this displacement to be the distance from the centre of the surface wall atoms
to where the fluid density becomes at least 10 % of the bulk, i.e. ρ ≥ aρbulk, where
a = 0.1. Note, the surface displacement is quite insensitive to the percentage of the
bulk density chosen as the threshold, since the density increases from zero to well
above the bulk density over a very short distance. For example, had we chosen the
threshold to be at 20 % of the bulk density, the surface displacement would have
only been 1–2 % larger, for a typical case.
If δ varies substantially with density (or any other fluid property), the geom-
etry of the enhanced CFD domain becomes dependent on the CFD solution itself,
this would cause re-meshing issues. In certain cases the value of δ will itself be
dependent on the geometry, particularly for high curvatures, such as around sharp
corners and obstructions. It is beyond the scope of the current work to attempt to
accommodate these influences, while noting that, later, we obtain good agreement
with full MD simulations without doing so. To tackle geometry-dependent flow
properties (including surface displacement) would dramatically increase the param-
eter space that the pre-simulations would be required to supply information for; in
fact, for such problems a ‘concurrent’ hybrid approach is likely to be more efficient.
As the spatial-scale of the geometry increases, the relative significance of
the surface displacement reduces. We can develop a simple gauge of its impact by
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considering the percentage that it modifies the mass flow rate in a simple channel in
two limiting cases: assuming no-slip at the walls (i.e. ξ = 0); and for very high slip
(i.e. ξ  h, where h is the channel width). In the no-slip case, for Poiseuille flow,
the mass flow rate is proportional to the cube of the channel width; the percentage
difference of using the surface displacement is then
 =
(
1− (h− 2δ)
3
h3
)
× 100 %. (3.7)
For high-slip cases, where the velocity profile becomes plug-like, the mass flow rate
becomes proportional to the square of the channel width, giving a percentage dif-
ference:
 =
(
1− (h− 2δ)
2
h2
)
× 100 %. (3.8)
Based on the estimates of equations (3.7) and (3.8), the impact of a surface dis-
placement δ∼0.2 nm will be less than 1% for channels larger than 75–100 nm. In
the no-slip case, for Hagen-Poiseuille flow, the mass flow rate is proportional to
the 4th power of the channel radius; the percentage difference of using the surface
displacement is then
 =
(
1− (r − δ)
4
r4
)
× 100 %. (3.9)
For high-slip cases, where the velocity profile becomes plug-like, the mass flow rate
becomes proportional to the square of the channel radius, giving a percentage dif-
ference:
 =
(
1− (r − δ)
2
r2
)
× 100 %. (3.10)
Based on the estimates of equations (3.9) and (3.10), the impact of a surface dis-
placement δ∼0.2 nm will be less than 1 % for channels with radius larger than 100 nm.
3.4 Summary
We have presented a sequential hybrid MD-CFD methodology, and the MD pre-
simulation framework that is used to obtain the data required by the CFD. EMD
simulations, although more efficient, are not accurate for obtaining properties in con-
ditions that are significantly departed from equilibrium (e.g. for high strain rates).
As such, for generality, we have employed NEMD simulations to obtain properties
within a single framework of simulations. This framework could be extended with
relative ease to include temperature dependence or to model complex polymer fluids,
which would require measuring extensional viscosity.
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Figure 3.2: A representation of the depletion layer and the surface offset. Left: an
image of an MD simulation through a 6 nm channel. Right: the density profile of
this simulation.
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Chapter 4
Steady and unsteady
simulations of Lennard-Jones
fluids
4.1 Introduction
In this chapter we demonstrate that computational fluid dynamics (CFD) simu-
lations can still play a major role in nano flow prediction for engineering design
or, alternatively, for the initiation of steady-state molecular dynamics (MD) sim-
ulations. We show that useful predictions can be readily and reliably obtained in
non-trivial nano-scale geometrical domains, up to the limits of the continuum-fluid
assumption, if appropriate fluid state models, viscosity relationships, and slip models
are provided.
Owing to the lack of detailed and reliable experimental flow measurements
at the nano-scale, in this section we compare our enhanced CFD predictions with
full-scale MD simulation results. This comparison is intended to test whether flow
field solutions of comparable accuracy to full MD can be obtained from our enhanced
CFD in complex nano-scale geometries, without the need for ad hoc corrections, and
at only a fraction of the cost of full MD. A Lennard-Jones (LJ) model of liquid argon
is chosen, where the solid wall atoms are fixed/frozen [143]; the exact interatomic
potentials used are given in §2.3.3.
In this chapter, we describe the results obtained by performing the pre-
simulation methodology set out in Chapter 3 for a Lennard-Jones fluid. The model
for the Lennard-Jones fluid is then used in our CFD model for steady simulations
(Section 4.3) and unsteady simulations (Section 4.4).
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4.2 Pre-simulation results for a Lennard-Jones fluid
Figure 4.1 (a) shows MD pre-simulation measurements of pressure, obtained from
the standard Irving-Kirkwood expression [62], varying with the mass density. The
MD pre-simulation results are least-squares-fitted to a 2nd order polynomial. This
then serves as an equation of state within the enhanced CFD solver to connect the
mass continuity equation to the momentum equation. In this case the polynomial is
p = 0.001559ρ2 − 3.387ρ + 2020.6. For reference, data from the NIST database for
argon [83] is also plotted in Figure 4.1 (a), and is in close agreement with our MD
pre-simulation data.
The strain-rate is extracted from the MD shear zone by a least-squares lin-
ear fit to the relaxed and time-averaged velocity profile. The applied shear stress
is measured using the Irving-Kirkwood equation, from which we obtain a dynamic
shear viscosity coefficient for LJ argon at a given bulk density. The viscosity coeffi-
cients measured from our MD pre-simulations of Lennard-Jones argon are shown in
Figure 4.1 (b). A least-squares polynomial fit of 2nd order in density is also plotted:
µ = 7.96× 10−10ρ2 − 1.774× 10−6ρ+ 0.001106. This is then used in our enhanced
CFD simulations to close the momentum equation.
The surface displacement δ defines the location of the CFD boundaries rela-
tive to the atomic (actual) walls. If δ varies substantially with density (or any other
fluid property), the geometry of the enhanced CFD domain becomes dependent on
the CFD solution itself. However, for the fluid/solid combination considered in this
paper, over the density ranges considered, δ is effectively constant, see Figure 4.2.
By using equations (3.7) and (3.8) we can approximate the error of the mass flow
rate due to not including this displacement for the cases in this chapter as being
between 15–25 %.
Liquid slip velocity at surfaces is calculated using the Navier slip condition:
uslip = ξγ˙, (4.1)
where ξ is the slip-length and γ˙ is the shear-rate at the bounding surface. The least-
squares-fitted linear velocity profile is used to calculate the slip-length (as defined
from the CFD surface). Based on the strain-rate/slip-length relationship proposed
in [143], and assuming a linear dependence on density, a least-squares fit is performed
to the following equation:
ξ =
(c1ρ+ c2)√
1− γ˙/γ˙c
, (4.2)
where ρ is the density, γ˙c is the critical shear rate (see [143]), and c1, c2 and γ˙ are
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Figure 4.1: Data for the Lennard-Jones fluid properties: (a) pressure variation
with density, and (b) viscosity variation with density. MD data points from pre-
simulation (circles), fitted polynomial (solid lines) and NIST data [83] (dashed lines).
parameters of the fit to our MD pre-simulations, which are −1.2052×10−12 kg−1m4,
3.7468× 10−9 m and 1.5431× 1011 s−1, respectively. Figure 4.3 shows our MD pre-
simulation data and the least-squares fit of equation (4.2); results are shown for
three different values of density. The slip model approximated by equations (4.2)
and (4.1) is directly introduced as a Robin boundary condition in the enhanced CFD
solver.
4.3 Steady Simulations
4.3.1 Cases
To test the reliability of our predictions using CFD enhanced with MD pre-simulation
input, we compare them to results from full-domain MD calculations. We also com-
pare results with predictions from compressible CFD with no-slip at the wall, and
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3. MD pre-simulation data points
(symbols) and fit to equation (4.2) (dashed lines).
without modelling the CFD surface displacement (referred to as ‘no-slip CFD’). We
also compare with incompressible CFD with the same slip model but no surface dis-
placement (referred to below as ‘incomp. slip CFD’). As test cases, we choose flows
that all exhibit non-continuum behaviour (e.g. slip at surfaces), but also contain a
significant bulk flow region, even within the smallest features of the geometry. In
Chapter 5 we consider the quality of CFD predictions in cases where such a bulk
region does not exist.
The two-dimensional cases we consider in this section involve connected reser-
voirs that are held at different pressures; an example of a filtration configuration,
say. The first case has the reservoirs connected by a straight channel 108.8 nm long
(Case 1), the second by a straight channel 231.2 nm long (Case 2), and the third by
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Figure 4.4: Two-dimensional CFD mesh (top) and MD domain (bottom): Case 1,
L = 108.8 nm; Case 2, L = 231.2 nm. Both channels are of width 4.08 nm.
Figure 4.5: Two-dimensional CFD and MD domains for Case 3 (top); close-up view
of the channel irregularity (bottom) as an MD realisation (left) and a CFD mesh
(right).
a 231.2 nm long straight channel with a cylindrical geometrical irregularity / defect
with radius 0.68 nm (Case 3). The channel width (measured as the distance between
the centre of opposite solid surface atoms) is 4.08 nm for all three cases. Figure 4.4
shows the CFD meshes for Case 1 and case 2 alongside the corresponding full MD
domain. Figure 4.5 shows the CFD and MD domain for Case 3 (L = 231.2 nm, with
channel width of 4.08 nm; the width at the defect is 1.7 nm). For all three cases, the
pressure at the inlet and outlet reservoir are 650 MPa and 300 MPa, respectively.
The full MD simulations are used to evaluate the accuracy1 of the enhanced CFD
predictions by comparison.
4.3.2 Mesh dependency study
A mesh dependence study is performed on Case 2. The domain of Case 1 is just a
shortened version of Case 2, and Case 3 is essentially the same as Case 2, but with the
added defect; therefore, performing the study on Case 2 should be representative of
all cases cases. This study is performed using the same simulation for each domain,
1Strictly speaking, we mean ‘MD accuracy’ here, but for brevity we just refer to ‘accuracy’.
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Figure 4.6: The results from the mesh dependency study are shown: (a) velocity
profiles across the middle of the channel, (b) mass flow rate at the middle of the
channel for each number of cells.
but with different numbers of cells. The mesh is said to be independent of the result
when the result (here the steady-state mass flow rate and certain velocity profiles)
do not change significantly as the number of cells increase.
We have performed simulations of Case 2 with meshes having cell numbers
in the range between 8,400 and 140,000. We found that the percentage difference in
the calculated mass flow rate between 55,000 and 140,000 cells was less than 0.1 %,
with the velocity also not changing significantly; therefore, we use 55,000 cells for
Case 2 and 3 in this section. As Case 1 is about half the length of Case 2 we use
30,000 cells. The results from these mesh dependency studies are shown in Fig. 4.6.
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Table 4.1: Mass flow rate predictions (per unit length, because of the 2D geometry)
for each channel case and model. The percentage difference (error) between the
mass flow rates predicted by the CFD models and the full MD results are presented
in parentheses.
full MD enhanced CFD no-slip CFD incomp. slip CFD
m˙md × 10−4 m˙A × 10−4 m˙B × 10−4 m˙C × 10−4
[kg/m/s] [kg/m/s] [kg/m/s] [kg/m/s]
Short Channel 3.25 3.18 (-2.3%) 1.13 (-65%) 4.21 (+29%)
Long Channel 1.57 1.51 (-3.7%) 0.53 (-66%) 2.09 (+33%)
Defect Channel 1.32 1.35 (+2.2%) 0.49 (-63%) 1.87 (+41%)
4.3.3 Results
Figure 4.7 (a-c) and Figure 4.8 (a-c) show results of pressure and density, respec-
tively, along the centreline of each domain for each case. Both the centre line and
the sampling region (where averaging is performed) are indicated on Figure 4.4. In
Figures 4.7 and 4.8, differences between the CFD and MD results can be seen near
the outermost boundaries of the reservoirs. This is because in the full-domain MD,
for convenience the reservoirs are connected by periodic boundary conditions, with
a body force imposing the pressure drop (see [34] for details of this approach); in
the CFD, however, boundary pressures can be specified directly and so periodicity
need not be enforced.
Velocity profiles cross-channel are presented in Figures 4.9 and 4.10 at cross-
sections A and B (as indicated on Figure 4.4) for Cases 1 and 2. The streamwise
velocity along the centre line of the channel for Case 3 is presented in 4.11. Finally,
in Table 4.1, predictions for the mass flow rate through each channel are given.
In all three cases, the agreement between our enhanced CFD model (the
dashed lines in Figures 4.7, 4.8, 4.9, 4.10, and 4.11) and the MD results (solid lines)
is extremely good for all of the flow variables considered. Also, CFD predictions of
mass flow rate (arguably the most important bulk property in nano channel flow
cases, and one that no-slip CFD underpredicts very substantially) are all within
4 % of the values obtained from full MD simulations. This very positive result is
reassuring given the non-trivial nature of the geometry considered in Case 3, with
the small non-planar irregularity in the channel. The MD simulation results show
this small defect reduces the mass flow rate by more than 10 % (compared to the
otherwise identical Case 2). Again, our enhanced CFD technique captures this effect
accurately: the flow rate is reduced by 12 %.
Table 4.3 provides an indication of the computational cost for the three full-
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Figure 4.7: Pressure along the centerline of (a) Case 1 (short channel), (b) Case 2
(long channel), and (c) Case 3 (defect channel). The vertical lines at x = 6.8 nm
and x = 115.6 nm (for Case 1) and at x = 6.8 nm and x = 238 nm (for Cases 2 and
3), indicate the inlet and outlet positions, respectively. Full MD (solid), enhanced
CFD (dashed), no-slip CFD (dotdashed) and incomp. slip CFD (dotted).
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Figure 4.8: Pressure along the centerline of (a) Case 1 (short channel), (b) Case 2
(long channel), and (c) Case 3 (defect channel). The vertical lines at x = 6.8 nm
and x = 115.6 nm (for Case 1) and at x = 6.8 nm and x = 238 nm (for Cases 2 and
3), indicate the inlet and outlet positions, respectively. Full MD (solid), enhanced
CFD (dashed), no-slip CFD (dotdashed) and incomp. slip CFD (dotted).
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Figure 4.9: Streamwise velocity profiles for Case 1 at (a) section A; (b) section B.
Full MD (solid), enhanced CFD (dashed), no-slip CFD (dotdashed) and incomp.
slip CFD (dotted).
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Figure 4.10: Streamwise velocity profiles for Case 2 at (a) section A; (b) section B.
Full MD (solid), enhanced CFD (dashed), no-slip CFD (dotdashed) and incomp.
slip CFD (dotted).
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Figure 4.11: Streamwise velocity profiles for Case 3 along the centre line. The ver-
tical lines at x = 6.8 nm and x = 238 nm represent the inlet and outlet, respectively.
Full MD (solid), enhanced CFD (dashed), no-slip CFD (dotdashed) and incomp.
slip CFD (dotted).
45
Table 4.2: Computational costs: the first three rows are the full MD simulations,
while the last row is the MD pre-simulation that is used to collect the data for the
enhanced CFD.
CPUs Liquid Wall time total
molecules molecules per MD computational
time-step time
Short Channel 24 89,146 133,424 0.7 s 10 days
Long Channel 24 162,084 275,280 1.3 s 18 days
Defect Channel 24 161,369 276,830 1.3 s 18 days
MD pre-simulations 24 5073 to 6668 4160 0.14 s 4 days per
liquid/solid
combination
Figure 4.12: The converging-diverging channel used in the unsteady cases. Top is
the MD domain, and bottom is the CFD domain.
domain MD simulations. The longest simulations presented in this chapter ran in
parallel (on 24 CPUs) for 18 days. The laminar-flow CFD itself has a negligible cost
by comparison, although, the MD pre-simulations also require the computational
resources indicated in the last row of Table 4.3. However, these pre-simulations
need only be performed once for a particular fluid/solid combination, and then used
for any number of flow geometries thereafter.
4.4 Unsteady simulations
4.4.1 Cases
We consider a two-dimensional geometry: a converging-diverging channel with a
smoothly varying height in the streamwise direction. A gravity-type force is applied
to the fluid to generate an unsteady/transient flow. As test cases, we choose flows
that exhibit non-continuum behaviour (e.g. slip at surfaces), and do not contain a
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significant bulk flow region, i.e., the width of the channel is at the 2–3 nm continuum-
fluid limit for a Lennard-Jones fluid.
The converging-diverging channel is shown in Figure 4.12 and has a length
L = 68 nm in the streamwise direction x, a depth of 5.44 nm, and heights of 3.4 nm
and 2.04 nm at the inlet and throat sections, respectively. The channel is periodic
in both the streamwise and spanwise direction. The height between top and bottom
walls h(x) varies in the streamwise direction according to a sinusoidal function,
h(x) = 2a
[
cos
(
2pix
l
)
− 1
]
+ hinlet, (4.3)
where 4a = 1.36 nm is the change of height from inlet to throat, and hinlet is the
height of the channel at the inlet.
The full MD domain is divided into 200 bins in the x-direction of bin-width
δx = 0.34 nm, and the instantaneous mass flow rate and density are measured in
each bin. In the enhanced CFD, we define a plane across the channel at equivalent
positions, and sum the mass flux from each cell the plane crosses, at each time-step,
to get the instantaneous data.
All the flows start from rest, then a time-varying gravity force F¯ (t) is applied.
We consider four different forces applied to the fluid:
1. Startup flow: a steady gravity force of F¯ = 0.487 pN;
2. Short oscillations: an unsteady, oscillating gravity force with amplitude
0.487 pN and period of T = 0.22 ns, i.e.
Fg(t) = 0.487× 10−12 sin
(
2pit
0.22× 10−9
)
, (4.4)
where t is the simulation time;
3. Long oscillations: an unsteady oscillating gravity force of the same ampli-
tude, but with a larger period T = 10.8 ns, i.e.
Fg(t) = 0.487× 10−12 sin
(
2pit
10.8× 10−9
)
, (4.5)
where t is the simulation time;
4. Varying oscillations: an unsteady oscillating gravity force with the same
amplitude but with increasing period of 0.2 → 10.8 ns as shown in Figure
4.13(d), where the dashed line indicates how the period of the oscillation
changes.
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Figure 4.13: The applied gravity forces varying with time for the four different
cases: (a) step force, (b) oscillating gravity force with period T = 0.22 ns, (c)
oscillating gravity force with period T = 10.8 ns, and (d) oscillating gravity force
with increasing period T = 0.22 ns→ 10.8 ns, where the dashed line shows how the
period of oscillation changes.
Graphical representations of how the forces vary are shown in Figure 4.13.
4.4.2 Dependency studies
Similar to section 4.3, we must perform dependency studies to make sure that the
results are not dependent on the mesh, but as these are unsteady simulations we
must also guarantee that the results are independent of the time-step and the number
of PISO loops used. As we require accurate results through time, the dependency
studies performed compare temporal variations in the mass flow rates. The geometry
of the channel remains the same for each case, we only perform this study on Case
1, the startup flow, as we expect the most rapid variations in this case, so if the
number of cells, time-step and number of PISO loops is sufficient for this case we
need not consider the other cases for this dependency study.
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Figure 4.14: Mass flow rate versus time for different numbers of PISO loops.
Number of PISO loops dependency study
We performed simulations in which we used 2, 5 and 10 PISO corrector loops. We
found that the results are not significantly affected; see Figure 4.14. Therefore, only
2 PISO corrector loops are used for the rest of this section, as is typical in CFD.
Mesh dependency study
To test that the results are both mesh and time-step independent, we must perform
simulations of a range of different meshes and for each mesh use a range of different
time steps. Five different numbers of cells are chosen ranging from 2,000 cells to
400,000 cells, to find the optimum number of cells. For each mesh we check that the
time-step used is small enough to obtain accurate temporal results, for each mesh,
we compare how the time variation of mass flow rate for different time-step sizes.
For each mesh we choose the maximum time-step for which the mass flow
rate is unaffected. The results for all the meshes with their maximum time-steps
are then compared in Fig. 4.17(a). The mass flow rate at steady state for each mesh
are shown in 4.17(b). We found that for a time-step of 21.6 fs and number of cells
of 36,000 cells the results are unaffected.
4.4.3 Results
To test the reliability of our predictions using CFD with MD pre-simulation input,
we compare results with full-domain Molecular Dynamics calculations (referred to
as Full MD). To test whether our enhanced CFD model is an improvement over
conventional CFD, we also compare results with predictions from compressible CFD
with no-slip at the wall, and without incorporating a CFD surface displacement
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Figure 4.15: Mass flow rate versus time for different time-steps for meshes with (a)
2,000 cells and (b) 36,000 cells.
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Figure 4.16: Mass flow rate versus time for different time-steps for meshes with (a)
196,000 cells and (b) 400,000 cells.
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Figure 4.17: (a) Mass flow rate versus time comparing different numbers of cells,
(b) Steady-state mass flow rate versus number of cells.
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(referred to as ‘no-slip CFD’). We also compare with incompressible CFD with slip
incorperated but no surface displacement (referred to below as ‘incomp. slip CFD’).
In Figures 4.18 and 4.19 we plot the mass flow rate variation with time
in a single bin near the inlet of the channel for each case. We see that in all
cases the enhanced CFD model is able to accurately predict how the mass flux will
change in time. Figure 4.18(a), in which a constant force is applied throughout
the channel, shows that the CFD reaches steady state at the same time as the MD
simulation and that a similar final mass flow rate is reached. There are, however,
substantial differences between the enhanced CFD, the no-slip CFD, and the incomp.
slip results. The oscillations that are observed at the early times in Figure 4.18(a) in
the enhanced CFD results and also the MD data are due to an acoustic response of
the nano channel to impulse forcing. A first estimate of the natural acoustic period
is obtained by T = L/c = 0.07 ns where c is the speed of sound 2. This corresponds
reasonably closely with the observed kinks in the mass flow rate.
In Figure 4.18(b) shows the results when an oscillating force with period
0.22 ns is applied. The mass flux in the enhanced CFD oscillates with the right
frequency, the correct amplitude, and is also in phase with the Full MD results.
The no-slip CFD, on the other hand, appears to have the correct frequency but the
amplitude is incorrect and it is oscillating out of phase, while the incomp. slip is in
phase but over predicts the amplitude.
In Figure 4.19(a) we have an oscillating force with period 10.8 ns. The mass
flux in the enhanced CFD oscillates with the right frequency, correct amplitude, and
is in phase, whereas the no-slip CFD appears to have the correct frequency and it
is oscillating in phase, but the amplitude is incorrect. In Figure 4.19(b) the period
of the oscillating force increases from 0.22 ns to 10.8 ns; even in this more elaborate
case, the enhanced CFD prediction is accurate.
Table 4.3 provides an indication of the computational cost for the full-domain
MD simulations. The longest simulations presented in this paper ran in parallel (on
24 CPUs) for 48 days. The enhanced CFD itself has negligible computational cost by
comparison, although the MD pre-simulations require the computational resources
indicated in the last row of Table 4.3. However, these pre-simulations need only be
performed once for a particular fluid/solid combination, and then can be used for
any number of flow geometries thereafter.
2Measured for a Lennard-Jones fluid at the correct state point using MD simulations. It is
calculated using the equation c =
√
dp/dρ. For this calculation c = 971 m/s.
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Figure 4.18: The mass flow rate near the inlet of the channel varying with time, for
each case. The solid lines are the Full MD results, the dashed lines are the enhanced
CFD results, the dotted lines are the incomp. slip CFD results and the dot dashed
lines are the no-slip CFD results. (a) step force, (b) oscillating gravity force with
period T = 0.22 ns.
Table 4.3: Computational costs: the first four rows are the Full MD simulations,
while the last row is the MD pre-simulation that is used to collect the data for the
enhanced CFD.
CPUs Liquid Wall time per MD total
molecules molecules time-step computational
time
Startup flow 24 69,264 19,677 0.68 s 16 hours
Short oscillations 24 69,264 19,677 0.68 s 30 hours
Long oscillations 24 69,264 19,677 0.68 s 48 days
Varying oscillations 24 69,264 19,677 0.68 s 48 days
MD pre-simulations 24 5,073 to 6,668 4,160 0.14 s 4 days per
liquid/solid combination
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Figure 4.19: The mass flow rate near the inlet of the channel varying with time, for
each case. The solid lines are the Full MD results, the dashed lines are the enhanced
CFD results, the dotted lines are the incomp. slip CFD results and the dot dashed
lines are the no-slip CFD results. (a) oscillating gravity force with period T =
10.8 ns, and (b) oscillating gravity force with increasing period T = 0.22→ 10.8 ns.
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4.5 Summary
In this chapter we have demonstrated our procedure for solving nano-scale flows us-
ing CFD. The state, constitutive, and boundary condition information for the CFD
solver is extracted from MD pre-simulations, using the methodology presented in
Chapter 3. We have shown that this enhanced solver can then provide good pre-
dictions for a range of nano-scale flow geometries and under varying conditions to
capture steady and unsteady phenomena. This was done by applying it to straight
channels under a constant pressure difference and to a converging-diverging chan-
nel with gravity-type forces applied, which varied in time. For all cases the mass
flow rates measured agreed well with MD simulations performed under the same
conditions.
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Chapter 5
Application 1: carbon
nanotubes (CNTs)
5.1 Introduction
In this chapter we test the robustness of our enhanced CFD technique for cases
where, in some region of the flow field, the continuum-fluid assumption is far from
being valid, and where there also exist large regions of bulk fluid for which MD is
prohibitively expensive. Clearly, this kind of flow is difficult to describe accurately
with a continuum-fluid model, but we demonstrate that reasonable results can still
be obtained for some spatially- and temporally-averaged properties.
Water desalination is one of a number of applications that have been proposed
for CNTs. To filter out the ions in this application the nanotubes would need to be
of the order ∼0.8 nm — well below the applicable range of a continuum model. As
such, we will study larger CNTs, with diameters ∼2 nm. These sized nanotubes are
found in biological channels such as the protein cavity inside tetrabrachion [122],
ion channels [27], and orifices created by membrane electroporation [144].
5.2 Modelling of CNTs
The flow of water through CNTs has recently been the focus of substantial research
effort [3] mainly due to the extremely high flow rates that have been both predicted
[104] and measured [96, 158]. These flow rates are often expressed as an enhance-
ment factor, which is the ratio of water flow rates along the CNT to those predicted
by classical fluid dynamics (i.e. the Hagen-Poiseuille equation). The low friction as-
sociated with this water transport, and the high selectivity of CNTs, makes CNTs
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(and other nanotubes) excellent candidates for high-efficiency desalination and other
filtration applications. The high flow rates, often reported as being orders of mag-
nitude greater than classical flow theory predicts [158], are typically attributed to
both weak surface-fluid interactions and molecular ordering/layering that enables
water molecules to pass efficiently along the CNT in a semi-ordered or structured
manner.
The majority of studies performed on CNTs have been either experimental
[57, 92] or using molecular dynamics (MD) [34, 104, 105, 126]. However, the experi-
mental results that have been obtained have been extremely varied [57, 92, 120], the
enhancement factors that have been measured range from one (no enhancement) to
thousands. MD simulations are extremely computationally expensive, using a GPU
a 50 nm CNT takes ∼15 days to measure 2 ns. This means that a realistic simulation
of a CNT, which are commonly in the µm or mm range, is unfeasible with today’s
computational power. In addition, to obtain results above the thermal noise a sig-
nificantly higher pressure gradient is applied to the fluid than would be used in a
realistic industrial application. Therefore, CFD and hybrid MD-CFD simulations
have a piece to play in the understanding of fluid flow through nanotubes.
To find when the continuum assumption breaks down in CNTs, Thomas et
al. [140] performed MD simulations and studied the structure of the fluid using an
axial distribution function. They found that when the diameter of a CNT is greater
than 1.66 nm that the water molecules are smoothly distributed along the channel
and, therefore, suggest this as the continuum limit for water in a CNT.
Wang et al. [154] performed MD simulations of CNTs with diameters below
1.66 nm, and used a more realistic pressure difference than other MD studies. They
compared their results to no-slip Hagen-Poiseulle equations; they found that the
continuum results were not able to match the MD because of the lack of a slip
boundary condition. The velocity profiles were dissimilar due to the layering of the
molecules in such small tubes.
A comparison between MD and CFD was performed by Huang et al. [59];
using a CNT with a diameter of 2.2 nm. Despite their use of the no-slip boundary
condition they obtained good agreement in the streamwise profiles, but not in the
radial profiles. Again, this was due to the structure that the liquid molecules form
near the boundaries of the tube.
Both Popadic´ et al. [116] and Jamali and Shoghl [63] have performed incom-
pressible CFD simulations with partial-slip boundary conditions to model nanopores.
Popadic´ et al. found good agreement with MD simulations and used their simula-
tions to study curvature effects on the pressure drop that occurs at the entrance
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and exit to the nanopore. By introducing a curved entrance and exit they were able
to reduce the pressure drops and thus increase the flow rate through the nanopore.
Jamali and Shoghl studied the effects different physical attributes (such as temper-
ature, length and inlet pressure) have on the enhancement of flow rates compared
to no-slip Hagan-Poiseulle flow. As expected, they found that only by changing the
slip length did they obtain any enhancement.
Ga˘ra˘jeu et al. [44] have created a continuum model using a second gradient
theory and a varying viscosity towards the wall of the nanotube that they believe
naturally includes and explains the slip at the wall. However, it is likely that this
explanation for slip generation is incorrect, because it has been shown by Sendner
et al. [131] that the slip length is dependent on the fluid-wall interaction.
There has also been work to create an analytical model by modifying the
classical Hagen-Poiseuille equation for the velocity of the fluid. Mattia and Calabro`
[95] have developed a two viscosity model and a partial slip boundary condition.
They try and take into account the high variation in density close the wall by
having an effective viscosity near to the wall and a bulk viscosity in the center of
the channel.
In addition, the Hagen-Poiseulle equations have been modified to include
partial-slip boundary conditions and the pressure drop at the inlet and outlet [133,
153, 155], to give an equation for the pressure loss in terms of the mass flow rate.
The inlet and outlet pressure loss ∆pe can be approximated [130, 137, 155] by
∆pe =
3m˙µ
ρr3
, (5.1)
and the pressure drop along a cylinder ∆pHP can be predicted from the Hagen-
Poiseuille equations as
∆pHP =
8µLm˙
piρr3(r + 4ξ)
. (5.2)
Therefore, the total pressure drop ∆p can be approximated as
∆p =
[
3 +
8L
pi(r + 4ξ)
]
m˙µ
ρr3
. (5.3)
None of the continuum models described here have taken into account the
compressibility that occurs at the nano-scale, or include a notion of a surface dis-
placement to obtain the continuum result. By using our enhanced CFD model we
will be able to accurately model the surface offset and the compressibility, as well
as the slip length.
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5.3 Pre-Simulation results for water
The MD pre-simulations for this case are constructed identically to those of Chapter
3, including the dimensions of the geometry. Here, though, the TIP4P/2005 molec-
ular water model is used to describe the condensed phase of water, while the solid
boundary walls consist of atom-thick graphene sheets that are modelled using 663
frozen carbon atoms. The exact interatomic potentials used and a description of the
water model are given in Section 2.3.3. As water is a well-known fluid, we use data
from NIST [83] for the pressure-density and density-viscosity relationships, both
of which are fitted to quadratic polynomials. For the pressure-density relationship
the equation used is p = 0.00684ρ2 − 11.49ρ + 4655, and for the density-viscosity
relationship we use: µ = 1.413× 10−8ρ2 − 2.879× 10−5ρ+ 0.01555.
MD pre-simulations provide values for the surface displacement (i.e. from the
carbon atoms to the fluid) and the slip length over the range of densities within the
channel. As the strain rate is low we only use three data points to model a linear
dependency of the slip length on density i.e.
ξ = c1ρ+ c2, (5.4)
where c1 and c2 are parameters of the fit and are −2.8248 × 10−10 kg−1m4 and
3.3117 × 10−7 nm, respectively, the slip length relationship is shown in Figure 5.1.
In this case, for the enhanced CFD simulations we take δ = 0.266 nm. By using
equations (3.9) and (3.10) we estimate that this value of surface displacement will
impact the mass flow rate by ∼45–70 %; therefore, it is highly significant.
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Figure 5.1: Slip length ξ varying with density ρ in the water/graphene case. MD
pre-simulation data (circles) with linear fit (dashes).
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Figure 5.2: A representation of the domain modelled for (a) the MD domain (b) the
CFD domain.
5.4 Case setup
The three-dimensional geometry consists of two reservoirs of water, held at different
pressures, separated by a (15,15) carbon nanotube (CNT) of length 50 nm and
diameter approximately 2 nm, see Figure 5.2(a); since the domain is periodic in
the y- and z-directions this setup represents a regularly repeated array of CNTs. To
save computational time of the CFD only a 6° wedge of the domain is simulated,
with symmetry boundary conditions are used so that the mesh represents the full
cylinder, see Figure 5.2(b).
We again compare our enhanced CFD predictions against full MD results
and against the standard CFD models outlined in §4.3.1. The pressure difference
between the reservoirs is set to be 200 MPa because it is very challenging to obtain
useful information from MD using only low pressure differences due to the extended
sampling times required to filter low-velocity signals from the thermal noise [104].
These high pressure (and consequently density) differences make the CFD predic-
tions even more challenging. The full MD simulation was performed in parallel on
48 CPUs, with the majority of the computational effort attributable to the two
reservoir regions. These have dimensions 4.4× 10.6× 10.3 nm and are chosen to be
large enough to avoid any effects on the CNT flow due to reservoir boundaries. The
intermolecular potentials used are the same as those in the pre-simulation, as given
in Section 2.3.3.
5.5 Mesh dependency study
As in the previous chapter, we must perform a dependency study on the number
of cells required to obtain results that are independent of the mesh. We measure
the mass flow rate at the center of the channel for meshes with between 10,000 and
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650,000 cells. The results are plotted in Figure 5.3 and show that the results become
effectively mesh independent when 160,000 cells are used. Therefore, the remainder
of the simulations presented in this chapter have been performed with 160,000 cells.
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Figure 5.3: Mass flow rate (measured in the middle of the CNT) versus the total
number of cells used in the simulation.
5.6 Results
Figure 5.4 shows pressure and density plots along the centreline of the CNT; in the
MD this data is collected within a cylinder of radius 0.1577 nm about the centerline.
Due to the substantial molecular layering within the CNT (see Figure 5.5(b)) a bulk
density effectively does not exist, and the choice of the size of this sampling region
can substantially affect the ‘bulk’ density measured.
The no-slip CFD model does not exhibit large pressure drops at the inlet
and the outlet (shown in Figure 5.4 at the grey dashed lines) due to the much lower
velocity in the tube (and therefore there are lower accelerations at the inlet and
outlet) than in the slip cases; this is shown in equation (5.1) by the dependence on
mass flow rate. The classical continuum pressure drop along a cylinder ∆pHP can
be predicted using equation (5.2); using this the pressure drop is predicted to be
∼50 MPa, in good agreement with our CFD results. The MD results, on the other
hand, show a channel pressure drop much lower than this. This might suggest that
the slip length is larger in the MD than was used in the CFD (as ξ →∞,∆pHP → 0),
possibly due to a geometry dependence, e.g. curvature effects, which is not captured
by the pre-simulation methodology.
Despite this the cross-sectional velocity profiles in the centre of the CNT,
plotted in Figure 5.5 (a), shows good agreement. The mass flow rate in the full
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MD simulation is measured to be 4.3× 10−14 kg/s, which is 23 % greater than that
predicted by our enhanced CFD. That this is a significant improvement on conven-
tional CFD model predictions is indicated in Table 5.1. The under prediction for
the enhanced CFD could be explained partly by a lower slip length used than was
exhibited in the Full MD and partly by the high variation in the fluid density as
shown in Figure 5.5 (b).
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Figure 5.4: Water density and pressure along the centerline of the CNT. The noise
in the MD data is due to the relatively small number of molecules being sampled in
the absence of a well defined ‘bulk-flow’ region. The vertical lines at x = 4.4 nm and
x = 54.8 nm represent the inlet and outlet, respectively. Full MD (solid), enhanced
CFD (dashed), incomp. slip (dotted) and no-slip CFD (dash-dotted).
Given the ∼2 nm diameter of the (15,15) CNT and despite the molecular
layering that actually occurs within the flow field, as evidenced in Figure 5.5 (b),
our enhanced CFD approach can be considered reasonably robust in predicting
important averaged fluid properties to the correct order of magnitude. These CFD
results are obtained with negligible cost in comparison to full MD simulations.
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Figure 5.5: (a) Streamwise velocity cross-sectional profile in the longitudinal center
of the CNT, and (b) the radial water density profile within the CNT. The vertical
lines at x = 0.266 nm indicate the position of the CFD surface; the CNT surface
atom centres are at x = 0.
5.7 Summary
We have shown in this chapter that it is possible to obtain reasonable predictions
for three-dimensional flows through nano channels at the continuum limit. The
likely reason that our enhanced CFD estimates are reasonable is that the flow in
the CNT is dictated by the liquid interaction with the smooth graphitic surface
(which is adequately modelled), despite the non-continuum conditions within the
fluid. However, there is possibly a curvature dependence on the slip length, which
was not included in the MD pre-simulations. This could be rectified by performing
pre-simulations of a section of the CNT to capture any geometry dependence on
the slip length or surface displacement. As mentioned in Section 3.3.3, if too many
pre-simulations are required to obtain data for the parameter space, a concurrent
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Table 5.1: Water mass flow rate predictions for each model of the CNT. The per-
centage difference (error) between the mass flow rates predicted by the CFD models
and the full MD results are presented in parentheses.
full MD enhanced CFD no-slip CFD incomp. slip CFD
(m˙md × 1014 kg/s) (m˙A × 1014 kg/s) (m˙B × 1014 kg/s) (m˙C × 1014 kg/s)
CNT 4.3 3.3 (-23%) 0.15 (-97%) 9.0 (+109%)
hybrid methodology, such as using the IMM [125], could be more appropriate to
accurately model CNTs of this size.
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Chapter 6
Application 2: design
optimisation
6.1 Introduction
We now demonstrate how the efficient enhanced CFD model can be used in design
optimisation problems at the nano-scale. The example we choose is the optimal
design of a bifurcating nano-channel network (see Figure 6.1); such a design explo-
ration would not be feasible using full MD simulations. The problem is to find the
optimal geometry of the channels in a bifurcating channel (i.e. that gives greatest
mass flow rate), for a constant pressure difference ∆p between the inlet and the
outlets, and a constant volume V . At the macro-scale the solution to this problem
is given by Murray’s Law [100, 101, 102], which was first derived using the Hagen-
Poiseuille Law to minimise the power required to sustain the flow of blood through
vessels. It has also since been shown to describe the water transport though vessels
in plants [97], and at the micro-scale it has been used to optimally design MEMS
devices having rectangular or trapezoid cross sections [38].
Figure 6.1: The bifurcating channel domain used for the design optimisation. The
width of the parent channel is h0; the width of the two daughter channels are h1.
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Applications of a nano-scale geometry of this type are often referred to being
a ‘lab-on-a-chip’. Substantial research effort has been put into these because of
their ability to provide high, accurate throughput of small amounts of biological
and chemical reagents [76, 70, 26]. There have been many proposed applications in
nanomedicine and water purification [117]. Y-junction carbon nanotubes [82] have
been suggested for the separation of ions [113].
6.2 Optimal channel widths
For a 2D two-level network, like the geometry in Figure 6.1, Murray’s Law is
h20 =
N∑
n=1
h2n, (6.1)
where h0 is the width of the inlet parent channel, and h1 to hN are the widths of
the outlet daughter channels. For a symmetric bifurcating channel, where N = 2
and h1 = h2, the optimum ratio of channel widths is
h0
h1
=
√
2. (6.2)
The optimisation we perform, with the given constraints of constant volume
and fixed pressure difference, is a linear search on channel width (equal increments)
to find the maximum mass flow rate. We choose a volume of 1100 nm3, a pressure
difference of 10 MPa, channel lengths L0 = L1 = 75 nm, a junction length Lj =
20 nm and junction width, hj = 4 nm. The volume V can be calculated as:
V = h0L0 + hjLj + 2h1L1. (6.3)
If this geometry was optimised using MD, each simulation would take ap-
proximately 30 days, whereas, each enhanced CFD simulation takes approximately
500 seconds to perform. Figure 6.2 shows the results from this optimisation with our
enhanced CFD model used on a micro-scale channel and on a nano-scale channel.
We see that for a micro scale channel, the optimum width occurs when h20/2h
2
1 = 1:
this is the expected result according to Murray’s Law. At the nano-scale, however,
we observe a significant deviation from the standard Murray’s Law.
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6.3 Slip-adjusted Murray’s law
A deviation from the standard Murray’s Law has been noted for rarefied gases [46]
but has not so far been demonstrated for a liquid. To uncover the origin of this
deviation we derive Murray’s Law using Poiseuille’s equations with Navier slip at
the walls, i.e. u(h) = u(−h) = ξ dudy where ξ is the slip length, and the velocity is at
a maximum at y = 0 i.e. dudy
∣∣
y=0
= 0. The mass flow rate is then
m˙ =
2ρ
3µ
∆p
l
h3
(
1 +
3ξ
h
)
, (6.4)
where m˙ is the mass flow rate, ρ is the density, µ is the dynamic viscosity and ∆p
is the pressure difference between the inlet of the parent channel and the outlet of
the daughter channel. Murray’s Law is found by minimising the power P required
to maintain flow, which for flow through a channel is
P = m˙∆p+ 2bhl, (6.5)
where b is a constant of proportionality. By eliminating ∆p with equation (6.4) in
this equation and differentiating, we find that when the power is minimised the mass
flow rate is
m˙ = kh2
(1 + 3ξ/h)
(1 + 2ξ/h)1/2
, (6.6)
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where k = 2/3
√
ρb/µ. When branching occurs the total mass flow rates must remain
constant, i.e. m˙0 =
N∑
n=1
m˙n, and then Murray’s Law (Eqn. 6.1) becomes
h20
(1 + 3ξ/h0)
(1 + 2ξ/h0)1/2
=
N∑
n=1
h2n
(1 + 3ξ/hn)
(1 + 2ξ/hn)1/2
. (6.7)
For a symmetric bifurcating channel, the mass flow rate through the parent
channel must equal the total mass flow rate through the daughter channels, i.e.
m˙0 = 2m˙1, therefore, the optimal ratio of channel widths becomes
h0
h1
=
√
2
(
1 + 3ξ/h1
1 + 3ξ/h0
)1/2(1 + 2ξ/h0
1 + 2ξ/h1
)1/4
. (6.8)
It is clear that when h0, h1  ξ this becomes equation (6.2), as expected. It can also
be noted that when the flow becomes plug like, i.e. h0, h1  ξ, this ratio becomes
h0/h1 = 2
2/3.
We can now use equations (6.3) and (6.8) to calculate the expected value of
h20/2h
2
1. When comparing this to the optimum found by the CFD we get excellent
agreement, as seen in Figure 6.2. This shows that the slip at the walls is the impor-
tant factor in the deviation from the expected optimum. A CFD model including an
accurate model of the wall-fluid interaction is, therefore, potentially very important
in designing nano-scale devices.
6.4 Optimum angle of bifurcation
Some lab-on-a-chip applications involve the flow of fluid through a Y-junction, there-
fore, an understanding of how slip boundary conditions affect the optimal design
of the junction is required. In a follow-up paper to his original papers on optimal
channel widths, Murray calculated the optimum angles that arteries branch at [100].
In this Section, we use the same derivation that Murray performed to find the op-
timal angle between branching channels, but use slip boundary conditions to find
the influence that this has on the optimal branching angle. We then show how the
optimal channel widths and branching angle changes with slip length.
We derive here an analytical solution of the optimum angle α for a 2D two-
level network, see the geometry in Figure 6.3. For this derivation, we have a parent
channel h0 that branches into two daughter channels h1 and h2, these daughter
channels branch at angles α and β, respectively. The derivation is performed by
considering how making a small change to the lengths of the channels affects the
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Figure 6.3: The bifurcating channel domain used for the design optimisation. The
width of the parent channel is h0; the width of the two daughter channels are h1.
angle of branching, Figure 6.4. By doing this, we obtain three equations; not all
three are truly required, as we have three equations and two unknowns α and β,
but they make the derivation simpler. The three equations are
h0dl0 = cosαh1dl0 + cosβh2dl0, (6.9)
h1dl1 = − cos (α+ β)h2dl1 + cosαh0dl1, (6.10)
and
h2dl2 = − cos (α+ β)h0dl2 + cosβh1dl2. (6.11)
These can be rearranged to give the following:
cosα =
h20 + h
2
1 − h22
2h0h1
, (6.12)
cosβ =
h20 + h
2
2 − h21
2h0h2
, (6.13)
and
cos (α+ β) =
h20 − h21 − h22
2h1h2
. (6.14)
By assuming a symmetric bifurcation, i.e. h1 = h2 and α = β, these equations are
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Figure 6.4: A schematic representation of a symetric bifurcation showing how it
changes with a change in the length of l0.
simplified to
cosα = cosβ =
h0
2h1
(6.15)
and
cos 2α =
h20 − 2h21
2h21
. (6.16)
If we now also assume that there is no-slip at the walls, we can use equation
(6.1) to find the optimum angle: α = β = pi/4. Whereas, if Navier slip boundary
conditions are used, as in §6.3, then we can use equation (6.8) to find an equation
for how the optimum angle changes with slip length:
cosα =
√
2
2
(
1 + 3ξ/h1
1 + 3ξ/h0
)1/2(1 + 2ξ/h0
1 + 2ξ/h1
)1/4
. (6.17)
Clearly, when ξ = 0 this gives the no-slip result. Also, at the plug-flow limit, when
h0, h1  ξ, we find that cosα = 2−1/3.
We perform a design optimisation procedure on the geometry in Figure 6.3
using incompressible CFD for different values slip length between 0 and 50 nm. We
assume that the optimal widths of the channels are independent of the optimal angle
of bifurcation, therefore, we can, firstly, find the optimal widths of the channels and
then optimise for the angle of bifurcation. The optimisation is performed by using a
conjugate gradient optimization, with the given constraints of constant volume and
fixed pressure difference, we find the maximum mass flow rate. We choose a volume
of 1100 nm3, a pressure difference of 20 MPa. The position of the inlet and outlets
are fixed. The center of the inlet is set at (0, 0) the outlets are fixed at (lx, ±ly),
where lx = 130 nm ly = 57 nm. The lengths of the channels can be calculated as
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l0 = lx − ly/tanα and l1 = ly/sinα, therefore, the volume V of the network can be
calculated as:
V = h0
(
lx − ly
tanα
)
+
2h1ly
sinα
+
1
2
h0h1 cosα. (6.18)
The analytical results are found by solving the three equations (6.8), (6.17) and
(6.18) with chosen slip lengths, to find the three unknowns h0, h1 and α, using a
non-linear solver.
Figure 6.5 shows how the optimum width ratio h0/h1 changes with increasing
slip length. We find that the analytical results agree well with the CFD until the
slip length is about 30 nm. At this point the optimum width ratio decreases rather
than converging to an asymptote. Figure 6.6 shows how the optimum angle changes.
In this case the agreement is poor, the no-slip CFD result is the same as Murray’s
results, but, as the slip length increase the deviation between the analytical result
and the CFD increases. The probable reason for this deviation is that the pressure
losses in the junction become dominant as the slip length increases — in a similar
way to the CNT case in the previous chapter. In Figure 6.7 we show how the pressure
varies along the parent channel for an example case for various slip lengths. It can be
seen that as the slip length increases the pressure loss becomes significantly higher.
We can test this hypothesis by estimating the pressure drop due to a junction
∆pj in a network by
∆pj =
ρv¯2K
2
, (6.19)
where K is a pressure loss coefficient (this is geometry dependant) and v¯ is the
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average velocity. We can approximate v¯ as
v¯ =
m˙
ρh0
. (6.20)
It is then possible to write an equation for the flow resistance R, across the whole
network:
R =
∆p
m˙
=
3µl0
2ρh30(1 + 3ξ/h0)
+
3µl1
4ρh31(1 + 3ξ/h1)
+
m˙K
2ρh20
. (6.21)
If we say the volume of the network is
V = h0l0 + 2h1l1 (6.22)
then we can say h1 = a − bh0, where a = V/2l1 and b = l0/2l1. By doing this we
can now eliminate h1 and minimise the flow resistance, i.e. dR/dh0 = 0, to obtain
(1 + 2ξ/h0)
h40(1 + 3ξ/h0)
2
=
(1 + 2ξ/h1)
4h41(1 + 3ξ/h1)
2
+
2m˙K
9µh30l0
. (6.23)
As required, when K = 0 this becomes equation (6.8). We solve equations (6.21),
(6.22) and (6.23) with K = 25. We plot the optimal widths against slip length
in Figure 6.5. This equation does not give a good agreement due to the crude
approximations made, but it does show that the pressure loss at the junction can
have a significant effect on the optimum geometry.
6.5 Summary
We demonstrate the enhanced CFD approach applied to a design optimisation prob-
lem: that of a bifurcating nanofluidic network. The widths of channels in the net-
work are optimised to maximise mass flow rate through the network, for a fixed
pressure drop and network volume. We have shown that the influence of slip at the
nano-scale can have a very significant effect on the optimum channel dimensions,
and have derived an analytical equation which corrects the well-known Murray’s
law to accommodate this. This is one of many possible cases where nano-scale flow
effects modify the optimal design of nanofluidic systems from their macroscopic
counterparts. However, we also found that as mass flow rate increases with the slip
length, pressure losses at the junction can dominate, and significantly influence the
optimal network design.
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Chapter 7
Conclusion and future work
In recent years there has been much excitement and study in nanofluidic technolo-
gies because of the potentially revolutionary applications that they could provide.
However, there are challenges in accurately and efficiently performing numerical
modelling of these technologies, which is holding them back. We have developed a
‘sequential’ hybrid molecular dynamics (MD)-computational fluid dynamics (CFD)
model, which uses a single framework of MD simulations to provide constitutive re-
lationships and boundary conditions for the CFD. This framework provides a more
efficient method of modelling nanofluidic applications so that engineering relevant
problems can be studied and solved.
We discussed different possible methodologies to obtain the required data for
CFD simulations from MD simulations. We chose to make the method as general
as possible by using non-equilibrium MD simulations, therefore it is capable of
obtaining non-linear behaviour of fluids that occur far from equilibrium. It would
be possible to use equilibrium MD simulations if the problem being studied does
not deviate far from equilibrium and only linear behaviour of fluid properties is
important; this could make obtaining the relationships required more efficient.
Once the data has been obtained from the MD simulations they have to be
processed into a form that can be input into the CFD simulations. We developed
a partial slip boundary condition for the CFD based on the shear rate dependence
found by Thompson and Troian [143], but also incorporating a linear dependence
on fluid density. We also incorporated a non-linear equation of state and equation
of viscosity by fitting second-order polynomials to the MD results.
We gave a discussion of the impact of incorporating a surface displacement
into our CFD model. This displacement is used to alter the width of a channel so
that the CFD is only modelling where the fluid is, thereby not including the depletion
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layer. We developed a simple measure to approximate how large a channel would
need to be for this surface displacement to not affect the mass flow rate significantly.
We found that for 2D channels the width must be greater than 75 nm for the mass
flow rate to change by less than 1 %, and for a cylinder the radius must be greater
than 100 nm.
We validated this new hybrid model against full MD simulations for different
non-trivial geometries for steady and unsteady flows. We found that our model was
capable of accurately predicting the steady-state mass flow rate through channels
that could be used as a filtration membrane, while showing that other CFD models
are incapable of this. We also found that our enhanced CFD model was capable
of predicting transient behaviour of fluid flowing through a converging-diverging
channel, with different gravity-type forces applied. Four different forces were tested
to guarantee that the model was able to predict fast and slow variations in the mass
flow rate.
The model was then applied to the three-dimensional case of water flow
through a CNT. We were able to obtain reasonable predictions of fluid properties
despite the size of the channel being near the continuum limit and the geometry
that the slip was being applied to varying from the geometry that it was measured
from. We demonstrated that the high mass flow rate, caused by the high slip length,
is the cause of the high pressure losses that occur at the inlet and outlet of CNTs,
by comparing no-slip and partial slip solutions. These pressure losses hinder the
mass flow rate through the channel, therefore, the ability to reduce these losses
could improve the flow rate even more. Possible ways to do this are to have curved
entrance and exits or to apply an electric field to the entrance and exit [125].
Finally we applied the enhanced CFD model to the classic design optimisa-
tion problem of branching channels, which is relevant for lab-on-a-chip applications.
The geometry of the network is optimised to maximise the mass flow rate through
the network, for a fixed pressure drop and network volume. The classic solution to
this problem is known as Murray’s law [101, 102]. We found that the slip boundary
conditions at the wall have a significant impact on the optimal design of the network.
We derived a alternative form of Murray’s law to accommodate this influence. In
similarity with the CNT case, we found that as the mass flow rate increases with
slip length, a significant pressure loss at the junction of the branching occurs. These
losses also affect the optimal geometry of the network but more work is required to
correctly predict this behaviour analytically.
There is still significant future work to develop the model to make it appli-
cable to a variety of different applications and make it more efficient. Some of these
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possibilities are:
 The acquisition of the parameter models for the CFD could be made more
efficient by using machine learning techniques. This would minimize the num-
ber of simulations that must be performed to obtain an accurate model of the
required boundary conditions and constitutive relations.
 A more rigorous definition of the surface displacement could be developed to
guarantee its accuracy.
 The geometry dependence of different parameters needs to be studied and
characterised further. Such as curvature dependence of slip length and geom-
etry dependence of surface displacement. This would make the model more
applicable and accurate for a higher variety of problems.
 In some applications, such as in nanomedicine [117], complex molecules are
manipulated and analysed. These are non-Newtonian fluids and would require
extending the pre-simulation framework to obtain extensional viscosity. A
possible way to do this is to use the SLLOD NEMD equations [39, 148, 37].
 Many applications of nanofluidic devices control the flow using electrokinetics
rather than being pressure driven because the pressure gradients required to
obtain a high enough flow rate have to be excessively higher than would be
industrially viable [117]. In addition, many applications involve the manipula-
tion of ions within the fluid, such as water purification through CNTs [3] and
ion separation [113]. These models can be modelled by coupling the Nernst-
Plank equations, the Poisson-Boltzman equations and the Navier-Stokes equa-
tions [78, 69].
 The CFD model could easily be extended to model multiphase problems. How-
ever, this would require obtaining data for each fluid and interface properties
(e.g. surface tension) between each fluid from the pre-simulations. This would
introduce a substantial computational overhead.
 More work needs to be done to study the effects slip boundary conditions and
other nanofluidic properties have on design optimisation. For example, the
effect that the slip length and, in turn, the effect that high pressure losses at
junctions have on optimal parameters of the geometry.
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