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Abstract
A new Monte Carlo algorithm for phase-space sampling, named (MC)3, is
presented. It is based on Markov Chain Monte Carlo techniques but at the
same time incorporates prior knowledge about the target distribution in the
form of suitable phase-space mappings from a corresponding Multi-Channel
Importance Sampling Monte Carlo. The combined approach inherits the
benefits of both techniques while typical drawbacks of either solution get
ameliorated.
Keywords: Monte Carlo event generator; matrix element calculation;
phase-space sampling; Markov Chain Monte Carlo
1. Introduction
The stochastic generation of samples from a positive definite probability
density defined over some high-dimensional phase space poses a challenge in
many fields of research. This problem is most naturally addressed by Monte
Carlo methods. In particle physics, Monte Carlo event generators are used to
make theoretical predictions for the outcome of scattering experiments for
example at the Large Hadron Collider [1].
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Such Monte Carlo generators sample the accessible multi-particle phase
space to generate individual events with a probability density given by squared
transition amplitudes. In turn, fully differential production rates, correspond-
ing to arbitrary final-state observables, can be evaluated. Triggered by the
experimental needs and theoretical breakthroughs, amplitude calculations
for higher and higher final-state particle multiplicities became available over
the last years. While tree-level matrix element calculations can be consid-
ered fully automated, see e.g. Refs. [2–7], the emerging standard even for
high-multiplicity final states is next-to-leading-order accuracy in the strong
coupling, see e.g. Refs. [8–14]. In practice, the actual calculations are often
organized and performed in event generation frameworks such as Helac [15],
MadGraph [7] or SHERPA [16, 17] that implement the cross section integration
and event generation.
Given the calculational costs for evaluating a complicated 2→ n scattering
amplitude, efficient phase-space generation is of utmost importance. With
the high level of optimization that has gone into amplitude calculations,
improvements in phase-space sampling are the most promising lever arm to
further improve existing parton-level event generators. The existing programs
all rely on adaptive Monte Carlo integration techniques based on Importance
Sampling. Most commonly used is the adaptive Multi-Channel Importance
Sampling (IS) approach [3, 18–20]. Alternatively, or in combination, methods
inspired by the Vegas algorithm [21] are also available [22–25].
The construction of suitable phase-space mappings for a Multi-Channel
integrator requires detailed knowledge about the target function to sample
from as it needs to be approximated as good as possible over the entire phase
space. This is typically achieved by analysing the topology of the contribut-
ing scattering amplitudes. There exist known mappings for essentially all
resonance and enhancement structures occurring in individual topologies.
However, due to non-trivial phase-space restrictions, interference effects or
competing resonances, the multi-channel integrator is never fully efficient. In
particular for processes with many final-state particles these deficiencies can
accumulate and dramatically reduce the overall sampling efficiency.
An alternative class of algorithms for creating samples according to a
probability density is Markov Chain Monte Carlo (MCMC), see e.g. Ref. [26]
and references therein. These algorithms are used in a variety of research
fields, e.g., astrophysics, biology and statistical physics. So far, their usage in
high-energy particle physics is rather limited. Examples are the calculation
of cross-sections by integration over multi-dimensional phase spaces [27], the
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generation of unweighted events in next-to-leading order QCD calculations [28]
or the mapping of sets of measurements onto high-dimensional parameter
spaces [29, 30]. The most well-known MCMC algorithm is the Metropolis–
Hastings algorithm [31, 32]. A large variety of advanced algorithms exist, in
particular for multimodal problems, see e.g. Refs. [33–37].
In this paper, we present a new sampling algorithm which combines the
prior knowledge of Multi-Channel Importance Sampling with the flexibility
of the Metropolis–Hastings algorithm. We apply the algorithm to three
concrete examples and study the properties of the samples produced. The
first example is an abstract problem and corresponds to the extreme case
where the modelling of the target function is missing a resonant feature. The
second example deals with the generation of Monte Carlo events for Drell-Yan
production serving as a first illustration of our main application for the new
algorithm. In our third example we briefly present an implementation of the
algorithm in the SHERPA event generator and study its performance in the
generation of unweighted events for Drell-Yan plus multijet production under
LHC conditions.
The paper is structured as follows: we first review the well-known Multi-
Channel Importance Sampling and the Metropolis–Hastings algorithm in
Section 2 where we also introduce our new algorithm. Section 3 shows
three extended examples for the application of this algorithm, followed by a
discussion about its advantages and disadvantages. The paper concludes in
Section 4.
2. Sampling algorithms
A standard task in computational physics is the generation of a sample of
random variables distributed according to a normalized target function f(x).
In this section we describe two well-known and complementary approaches to
that problem – namely, Importance Sampling Monte Carlo, and in particular
Multi-Channel Importance Sampling, as well as Markov Chain Monte Carlo.
We lay out a new method that attempts to combine the respective advantages
of both techniques.
2.1. Multi-Channel Importance Sampling
The generation of samples {xi} (i = 1, . . . , N) according to a function
f is a byproduct of Monte Carlo integration. Consider the evaluation of
the d−dimensional finite integral I = ∫
Ωd
f(x) dx, with x ∈ Rd, over the
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non-negative target function f in the integration volume V = Vol(Ωd). The
Monte Carlo estimate for this integral is given through
IˆN = V
N
N∑
i=1
f(xi) = V f¯ , (1)
and an estimate of the corresponding uncertainty is given by
σˆIN = V
σˆN [f ]√
N
, with σˆN [f ] =
√
Vˆ [f ] =
√√√√ 1
N − 1
N∑
i=1
(f(xi)− f¯)2 , (2)
where σˆ[f ] and Vˆ [f ] denote the estimates for the standard deviation and
variance of f , respectively.
Variance reduction techniques attempt to minimize the uncertainty esti-
mate by generating a set of points that follow the distribution f(x) as closely
as possible. For a pedagogical introduction see e.g. Refs. [38, 39]. To illustrate
this technique, we consider a change of the integration variables
I =
∫
Ωd
f(x) dx =
∫
Ωd
f(x)
g(x)
g(x) dx =
∫
Ωd
f(x)
g(x)
dG(x) , (3)
where g(x) approximates the target function f(x) and is referred to as mapping.
We require g(x) to be non-negative, i.e. g(x) ≥ 0, and normalizable. We
further assume that there exists an efficient random number generator for
samples {xi} according to the cumulative distribution function G(x), e.g.
using the inverse transformation method [38]. It can be shown that for
suitably chosen g(x) the estimate of the uncertainty of IˆN ,
σˆIN = V
σˆN [f/g]√
N
, (4)
can be significantly reduced. The resulting set of points {xi} is distributed
according to the cumulative distribution G(x), and each point carries a weight
w(xi) = f(xi)/g(xi). The weighted distribution then resembles the function f .
The events can be unweighted using, e.g., an acceptance-rejection method [40].
The outlined method can be generalized to the case where g(x) resembles
a sum of m individual mappings, or channels, gk(x) (k = 1, . . . ,m), i.e.
g(x) =
m∑
k=1
αkgk(x) , with αk ∈ [0, 1] and
m∑
k=1
αk = 1 . (5)
4
All gk(x) shall have the same properties as the original function g(x) discussed
above, in particular all cumulants Gk(x) need to be known and invertible.
The uncertainty estimate for the integral depends on the choice of the channel
weights αk. In fact, the variance of f/g can be minimized by adapting
the channel weights starting from an initial assignment during a training
integration phase [41]. This decomposition approach is often referred to as
Multi-Channel Importance Sampling.
As typical for an importance sampling technique, it relies on prior knowl-
edge about the target function f in terms of the approximation g, respectively
the individual channels gk. With an optimal choice for the set of channels the
variance of f/g might even vanish completely; this, however, corresponds to
the case that the problem is solved exactly. In realistic scenarios f can only be
approximated and one is left with a non-vanishing variance. In particular the
unweighting efficiency for generated phase-space points is very sensitive to the
quality of the approximation g(x) to account for all pronounced features of
the target distribution. Missing a local structure of f can significantly reduce
the global unweighting efficiency. In practical calculations this can require a
huge proliferation of channels to be considered, rendering their adaptation
and steering computationally challenging. Let us note that, in contrast to the
Markov Chain method discussed next, the phase-space points xi generated
with Importance Sampling Monte Carlo are statistically independent, so free
of any autocorrelation.
2.2. Markov Chain Monte Carlo
An alternative way to generate random numbers according to a target
function f(x) is to use Markov Chain Monte Carlo. This procedure generates
a Markov Chain, i.e. a sequence of random values Xk for which the next
element, Xk+1, only depends on the current state,
P (Xk+1 = x|X1 = x1, X2 = x2, . . . , Xk = xk) = P (Xk+1 = x|Xk = xk) . (6)
A Markov Chain is said to be time-homogeneous if P (Xk+1 = x|Xk = xk)
is the same for all k. A time-homogeneous Markov Chain can be shown
to have a unique stationary distribution f(x). If, in addition, the Markov
Chain is aperiodic, recurrent and irreducible it is also ergodic, i.e. its limiting
probability to reach a certain state does not depend on the initial condition,
or starting value.
The first and probably best known MCMC algorithm is the Metropolis–
Hastings algorithm [31]: for an arbitrary point Xk = x, a new point y is
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generated according to a proposal function g(y|x). The acceptance probability
for this new point is
α(y|x) = min
(
1,
f(y)g(x|y)
f(x)g(y|x)
)
. (7)
Thus, the new point is accepted with a probability of α and so Xk+1 = y
or, with a probability of 1 − α, the point is rejected and Xk+1 = x. The
conditional probability to move from the current point x to the point y
is p(y|x) = α(y|x)g(y|x) and referred to as transition kernel, K(y|x). For
symmetric proposal functions, e.g., a Gaussian, a flat-top or a Cauchy distri-
bution, the acceptance probability reduces to α(y|x) = min
(
1, f(y)
f(x)
)
. Since
the acceptance probability fulfils the requirement of detailed balance, i.e.,
f(x)p(y|x) = f(x)K(y|x) = f(y)K(x|y) = f(y)p(x|y) , (8)
and the process is ergodic, the resulting sequence is a Markov Chain with
limiting distribution f(x).
Note that the above procedure can introduce an autocorrelation between
points. This can be reduced by introducing a lag, i.e. saving only every nth
point of the Markov Chain. Also note that reasonable starting values have
to be found for most applications if the number of samples is small. This
can either be done by removing the first few samples from the Markov Chain
(burn-in phase) or by running several chains in parallel and requiring them
to mix. Practical considerations can e.g. be found in Ref. [42]. An additional
obstacle are multimodal distributions for which the mixing of several chains
and the convergence of a single chain to its limiting distribution can be poor.
2.3. Multi-Channel Markov Chain Monte Carlo (MC)3
Importance Sampling and MCMC suffer from complementary difficulties.
In the first case, a bad mapping of the target function in only one region of
phase space can cause a significant drop in efficiency for the unweighting pro-
cess. In the latter case, the samples show an autocorrelation and, in addition,
multimodal target distributions can cause poor mixing or convergence of the
Markov chains.
We propose a combination of both sampling algorithms to Multi-Channel
Markov Chain Monte Carlo, or (MC)3, which overcomes the difficulties men-
tioned above. The algorithm is a variant of the path-adaptive Metropolis–
Hastings (PAMH) sampler proposed in Ref. [26] in a sense that we use prior
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analytical knowledge about the target function in a Metropolis–Hastings
sampler. This information is given by the multi-channel decomposition used
in importance sampling. Technically, (MC)3 mixes two transition kernels
with a common limiting distribution f(x).
The first transition kernel encodes the prior knowledge about the tar-
get function. Let gIS(x) be a probability density which approximates f(x)
corresponding to the multi-channel setup used in the importance sampling
algorithm described earlier. Assume that efficient random number generators
exist for the individual channels. The proposal function for the first transi-
tion kernel, gIS(y|x) = gIS(y), is generated from gIS(y) =
∑m
k=1 αkgk(y) and
accepted with a probability
αIS(y|x) = min
(
1,
f(y)gIS(x)
f(x)gIS(y)
)
. (9)
The resulting transition kernel is KIS(y|x) = αIS(y|x)gIS(y).
The second transition kernel is identical to the one used in the Metropolis–
Hastings algorithm, i.e., KMH(y|x) = αMH(y|x)gMH(y|x), where gMH(y|x) is a
symmetric and localized proposal distribution and the resulting acceptance
rate is
αMH(y|x) = min
(
1,
f(y)
f(x)
)
. (10)
In each iteration during the MCMC algorithm, the first (or second) tran-
sition kernel is chosen with a probability of β (or 1− β), with β ∈ [0, 1]. The
combined transition kernel for the (MC)3 sampler is thus given by
K(MC)3(y|x) = βKIS(y|x) + (1− β)KMH(y|x). (11)
The acceptance probability preserves detailed balance since
f(x)K(MC)3(y|x) = βmin (f(x)gIS(y|x), f(y)gIS(x|y)) (12)
+(1− β) min (f(x)gMH(y|x), f(y)gMH(x|y))
= f(y)K(MC)3(x|y)
is symmetric in x and y. The limiting distribution of the constructed Markov
chain is f(x).
The parameter β reflects the confidence of the user in the prior information
to reflect all relevant features of the target function and can be chosen freely.
Values close to unity indicate that the prior knowledge has no uncertainty, i.e.
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all peak structures are assumed to be precisely mapped out. In contrast, a
value of β equal to zero corresponds to a pure Metropolis–Hastings algorithm
without any prior knowledge.
2.4. Practical considerations for (MC)3
The (MC)3 algorithm has several free parameters which can be optimized
according to the problem at hand. These are
• the probability for choosing the IS or MH transition kernel, β. This
parameter controls to what extend the prior information is used;
• the m channel weights, αk, in the IS transition kernel. These parameters
model the decomposition of the mapping function gIS(x);
• the width of the proposal function gMH(y|x) in the MH transition
kernel. This parameter has an impact on the sampling efficiency of the
Metropolis–Hastings-part of the algorithm.
The optimization procedure followed for the studies presented in this
paper is a sequence of three pre-runs: firstly, the channel weights of the IS
transition kernel are optimized by iteratively updating channel weights. This
is accomplished by comparing the target function with the mapping function
using only a small set of samples, depending on the number of channels
employed. Details of this adaptation strategy can be found in Ref. [41]. In
consequence, some (very small) channel weights αi might be switched off
completely, effectively reducing the number of active channels. Secondly,
the width of the proposal function of the MH transition kernel is adjusted
in subsequent sets of samples such that the efficiency lies within a range of
[0.25, 0.5]. Thirdly, the (MC)3 algorithm is run until all chains have converged
based on the R-value defined in Ref. [43]. The convergence is tested on each
parameter and the target-function values. The samples produced during each
of the three pre-runs are not saved and thus not used in the studies. We do
not attempt to optimize the parameter β but instead study the properties of
the resulting Markov Chains as a function of β.
3. Examples
In this section, we present three representative examples for which we
study the properties and performance of the (MC)3 algorithm. The first
8
example simulates the extreme case in which the mapping function misses a
resonant feature. In contrast, the mapping function in the second example
approximates the target function rather well except for a small region of phase
space. In our third example we present the implementation of the algorithm
in the framework of the SHERPA event generator and discuss its application
for the production of Z plus multijet events under LHC conditions.
The characteristic measures for assessing the performance of the (MC)3
algorithm are the sampling probability, the number of calls to the target func-
tion, the amount of autocorrelation between the samples and the convergence
of the Markov Chain to its limiting distribution. We use several different
indicators for these measures for a predefined number of samples, N .
The sampling probability η is defined as the number of accepted points
over the number of calls to the target function. In the case of IS, the sampling
probability is equivalent to the unweighting efficiency. The number of calls
to the target function is N/η. For the Metropolis–Hastings and (MC)3
algorithms, the sampling probability is equivalent to the average probability
of changing the state of the Markov Chain in each step. The number of calls
to the target function is N .
The autocorrelation factor between subsequent samples xi and xi+1 can
be calculated for each dimension individually as
ρ =
N
∑
xixi+1 −
∑
xi
∑
xi+1√
(N − 1)∑x2i − (∑xi)2 √(N − 1)∑x2i+1 − (∑xi+1)2 . (13)
The autocorrelation is zero if the samples of the Markov Chain are completely
uncorrelated. Values larger than zero are an indication for sequences of
samples with identical states.
The sequence length is a measure of the convergence of the Markov Chain.
It is defined as the number of concurrent identical states in the chain. A poor
convergence of the chain can cause a large amount of autocorrelation and
extremely large sequence lengths.
The convergence of the Markov Chain to its limiting distribution can
also be probed by a χ2 discrepancy variable. For a binned phase space, the
number of samples per bin, ni, is compared to the expectation value of the
target function in that bin normalized to the number of samples, Ni,
χ2 =
∑
i
(
ni −Ni√
Ni
)2
, (14)
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where the sum is over all bins and
∑
iNi =
∑
i ni = N . In the limit of large
numbers, χ2 is distributed according to the well-known χ2-distribution with
a number of degrees-of-freedom equal to the number of bins. While small χ2
values represent a good agreement between the sampled distribution and the
target function, large χ2 values indicate a disagreement. It can be defined
over the full phase space or only for a certain fraction.
3.1. Example one: sampling from a Θ-distribution
For this example, we define the target function on (x, y) ∈ R2 as
f(x, y) =
1
2pi2
∆r
(
√
x2 + y2 − r0)2 + (∆r)2
1√
x2 + y2
+
1
2pir0
∆r
(y − y0)2 + (∆r)2 θ(r0 − |x|) , (15)
where θ(x) is the Heavyside function. The shape of the target function is
shown in Figure 1. It resembles the Greek letter Θ and it is centred around
x0 = y0 = 0 with a radius of the circular part of r0 = 20. The line segment
extends from x = −r0 to x = +r0 around y = 0. The circular part and the
line segment have (truncated) Cauchy profiles in r and y, respectively, both
with a width parameter of ∆r = 0.1. The resulting distribution is rather
narrow.
x
-30 -20 -10 0 10 20 30
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-20
-10
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20
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10
15
20
25
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35
40
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x
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20
30
-610
-510
-410
-310
-210
Figure 1: The target function f(x, y) with linear (left) and logarithmic (right)
z-scale.
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The mapping function g(x, y) can be split into two channels, a circular
part g1(x, y) and a line segment g2(x, y).
The circular part can best be parameterized in polar coordinates with
radius r ∈ R+ and polar angle φ ∈ [−pi, pi]. The transformation from Cartesian
to polar coordinates is denoted Φ : (x, y) 7→ (r, φ) = (√x2 + y2, atan(y/x)),
and the modulus of the corresponding Jacobi determinant is |JΦ| = r. Random
numbers are generated according to
g˜(r, φ) =
1
2pi2
∆r
(r − r0)2 + (∆r)2 , (16)
i.e. a truncated Cauchy distribution in r in the interval [0,∞] centred around
r0 with a width parameter of ∆r, and a uniform distribution in φ in the
interval [−pi, pi]. The transformation into Cartesian coordinates is obtained
via
g1(x, y) = g˜1(Φ(x, y))
1
|JΦ| . (17)
The line segment is parameterized in Cartesian coordinates. Random
numbers are generated according to a uniform distribution in x in the interval
[−r0, r0], and a Cauchy distribution in y centred around y0 = 0 with a width
parameter of ∆r. The parametrization of the second channel is thus
g2(x, y) =
1
2pir0
∆r
(y − y0)2 + (∆r)2 θ(r0 − |x|) . (18)
We study two cases in the following. In the first one, the mapping function
consists of the two contributions defined above, i.e.
g(x, y) = 1
2
g1(x, y) +
1
2
g2(x, y). This overall mapping function is identical
to the target function, i.e. g(x, y) ∝ f(x, y), up to a global scaling factor, thus
the prior knowledge of the target function is complete. In the second case, only
the circular part is considered in the mapping function, i.e. g(x, y) = g1(x, y).
The model misses a resonant feature and the prior knowledge of the target
function is thus incomplete. We compare the measures defined for both cases
using IS and the proposed (MC)3 algorithm based on 20 runs of five chains
with 5M samples each. This is done for different values of β, in particular
[0, 0.01, 0.1, 0.25, 0.5, 0.75, 0.9, 0.99, 1.0], and the lag, [1, 2, 5, 10, 20]. The sam-
pling efficiency for a pure MH transition kernel, i.e. β = 0, is adjusted to 30%
during the pre-run.
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3.1.1. Sampling efficiency
Figure 2 shows the sampling efficiency for the (MC)3 algorithm as a func-
tion of β. Since the transition kernel is a linear combination of two kernels, the
efficiency increases linearly from 30% at β = 0 to 100% (50%) at β = 1 for the
case of complete (incomplete) prior knowledge. In comparison, the sampling
efficiencies for pure IS are 100% and 0.01%, respectively. Consequently, a
pure IS with incomplete knowledge leads to factors of up to 5, 000 more calls
to the target function compared to the (MC)3 algorithm.
β
0 0.2 0.4 0.6 0.8 1
η
0
0.2
0.4
0.6
0.8
1
Figure 2: The sampling efficiency as a function of β for the (MC)3 algorithm
for complete (solid red) and incomplete prior knowledge (dotted blue). The
100% sampling efficiency for the IS algorithm is indicated as a dashed line.
3.1.2. Autocorrelation
As an example, the autocorrelation for x is shown in Figure 3 for the case
of complete (left) and incomplete knowledge (right). For the former case,
the autocorrelation for β = 1 is zero for all lags. This is expected since the
function f/g sampled from is uniform. For admixtures of the MH transition
kernel, the autocorrelation increases to values of 95% or larger for β = 0 and
lags between 1 and 20. This large autocorrelation is owed to the small width
of the proposal function used in the MH transition kernel in comparison with
the size of r0. As expected, the autocorrelation decreases with an increasing
lag. A similar behaviour is observed for the case of incomplete knowledge
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with the exception that the autocorrelation does not reach zero but a plateau
of around 35%.
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Figure 3: Autocorrelation for x as a function of β for the case of complete
(left) and incomplete knowledge (right) and for different lags.
3.1.3. Sequence length
The sequence lengths for the cases of complete and incomplete prior
knowledge and β = 1 are shown in Figure 4 for a lag of one and β = 1. As
expected from the low autocorrelation, the typical sequence length in the case
of complete prior knowledge is greater than one in less than a per mil of all
cases. In contrast, sequences in the case of incomplete prior knowledge can
reach lengths of greater than 1,000, although the most likely length is also
one.
Figure 5 shows the fraction of sequence lengths above 10 and 50 for
the cases of complete and incomplete prior knowledge. As expected, these
fractions drop in the former case with increasing beta and increasing lag.
Both trends can be explained by the autocorrelation of the MH transition
kernel. The fractions are typically smaller than in the case of incomplete
knowledge for which the fractions increase with increasing beta and decrease
with increasing lag. The former trend is due to the fact that the Markov
Chains get stuck more often if the admixture of incomplete prior knowledge
increases.
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Figure 4: Sequence lengths for the cases of complete (left) and incomplete
prior knowledge (right) for a lag of one and β = 1.
3.1.4. Convergence
As a test for the convergence of the Markov Chain, the phase space is
divided in Cartesian coordinates into 50 × 50 bins in a region [−30, 30] in
x and y. The distribution of the χ2 defined in Equation 14 is obtained by
scaling the target function to the predefined number of samples, N , and by
generating ensembles of two-dimensional histograms for which each bin is a
random number drawn from a Poisson distribution around the expectation
value of the scaled target function. The distribution of the χ2 variable is
shown in Figure 6. It has a mean value of 2,500 and is wider than the expected
χ2-distribution due to non-Gaussian fluctuations in the low-probability region
of the target function.
Figure 7 shows the mean of the χ2 distribution obtained from 100 runs
of the (MC)3 algorithm as a function of β for different lags. In the case of
complete prior knowledge and a lag of one, the χ2 drops from roughly 15, 000
at β = 0 to about 2, 500 at β = 1. The behaviour for small values of β is
expected due to a large amount of autocorrelation between the samples if
the MH transition kernel dominates. For large values of β it is expected that
a perfect prior knowledge leads to a fast convergence of the Markov Chain.
The trend is similar for larger values of the lag where the mean χ2 converges
to a constant value of about 2, 500 rather quickly.
In the case of incomplete knowledge the mean χ2 value is larger for β = 1
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Figure 5: The fraction of sequence lengths greater than 10 (left) and 50
(right), for the case of complete knowledge (top) and incomplete knowledge
(bottom), shown for lags between 1 and 20.
compared to β = 0, and the curve shows a minimum for a mixed transition
kernel. The large χ2 values around β = 1 can be explained by the fact that
the proposal function does not sample the line segment of the target function
homogeneously. The occurrence of a minimum in the curve shows that the
sampling improves compared to a pure Metropolis–Hastings algorithm if prior
knowledge is used, and that it cures the problem of incomplete knowledge for
a pure IS algorithm. The minimal χ2 converges to 2, 500 with increasing lag.
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Figure 6: Observed (histogram) and expected χ2 distributions (solid line)
calculated in the region (x, y) ∈ [−30, 30]2.
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Figure 7: The mean χ2 as a function of β for different lags for the case of
complete (left) and incomplete prior knowledge (right).
3.2. Example two: a toy generator for Drell-Yan events
The second example represents an application of the (MC)3 algorithm
we aim for in the future, namely the generation of unweighted events. The
process under study is Drell-Yan production of lepton pairs in proton-proton
collisions at an assumed centre-of-mass energy of 8 TeV. The target function is
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defined by the differential cross section in the partonic invariant mass squared
of the lepton pair, s, the rapidity of the lepton system, Y , the scattering angle
of the centre-of-mass system, θ, and the azimuthal angle, φ. The flavour of
the incoming quark is fixed to the up-quark and the phase space is constrained
to
√
s ∈ [15, 200] GeV, Y ∈ [−6, 6], cos θ ∈ [−1, 1] and φ ∈ [0, 2pi].
The mapping function is a sum of two mappings, namely the photon
and Z-boson contributions, providing a reasonable approximation of the
differential cross section. The remaining differences between the mapping
function and the target function are small and caused by the interference of
the two processes. Both mappings are uniform in φ, sample from an optimized
histogram in Y , and both encode the information about θ using a functional
form of 1 + cos(θ)2. The mapping function of the photon contribution follows
1/s2 while that of the Z-boson exchange is parametrized by a Breit–Wigner
distribution characterized by the mass and decay width of the Z-boson. The
channel weights are chosen as αγ = 0.76 and αZ = 0.24.
3.2.1. Characteristic numbers for the performance
Figure 8 (left) shows the sampling efficiency for the (MC)3 algorithm as a
function of β. The efficiency increases linearly from 25% at β = 0 to about
70% at β = 1. In comparison, the sampling efficiency for the IS algorithm is
about 55%.
An opposite trend can be observed for the autocorrelation in the same
figure (right). It becomes smaller with increasing β similar to the behaviour
in the first example. The autocorrelation ranges from values of about 95%
at β = 0 to roughly 25% at β = 1 for a lag of one. For larger values of the
lag, the autocorrelation drops exponentially and vanishes at β = 1 for lags
greater than five. This observation is consistent with the fraction of sequence
lengths greater than 10 and 50 as a function of β which is shown in Figure 9.
Both fractions decrease with increasing values of β and for large lags.
The convergence of the Markov Chains is tested with a χ2 in the
√
s-
variable. It is shown as a function of β for different lags in Figure 10. The
mean χ2 drops exponentially for increasing values of β. It decreases faster for
an increasing choice of lag due to the reduced autocorrelation, and converges
to the expected value of 100.
When considering lags larger than one in this simple example, the overall
efficiency of pure Multi-Channel Importance Sampling is still higher than that
of (MC)3. However, in more complicated scenarios, e.g. for multi-particle
final states with non-trivial phase-space cuts, one is typically confronted with
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Figure 8: Left: The sampling efficiency as a function of β for the (MC)3
algorithm. The sampling efficiency for the IS algorithm is indicated as a
dashed line. Right: Autocorrelation for
√
s as a function of β for different
lags.
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unweighting efficiencies of the order of one percent or smaller when using
Importance Sampling Monte Carlo, and we foresee a huge potential to improve
these cases with our new algorithm.
3.3. Example three: Z plus multijet production within SHERPA
The third example extends upon the former one, aiming for a validation
of the proposed method for a realistic and high-dimensional problem. We
study the production of Z bosons associated with n additional jets at the
LHC with a centre-of-mass energy of
√
s = 8 TeV, and n ∈ {0, 1, 2, 3, 4}. We
consider unweighted event generation according to the corresponding multi-
parton tree-level matrix elements. The Z boson is required to decay into a
charged lepton pair and we constrain ourselves to diagrams involving exactly
one electroweak propagator only. For this study we have implemented the
(MC)3 algorithm within the SHERPA event generator framework. The channels
and mappings for the importance sampling kernel are obtained from the
Multi-Channel Importance Sampler of SHERPA , more specifically the AMEGIC
generator [3]. Local variations of the phase-space points steered by the MH
kernel are generated using the BAT framework [42]. For that the kinematic
phase-space configuration of the outgoing particles of the 2→ N scattering
process is mapped on 3N − 4 random variables with a parametrisation similar
to the one presented in Ref. [44]. Technical details will be provided in a future
publication.
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n jets 0 1 2 3 4
IS 0.20 6.8 · 10−3 3.1 · 10−3 4.0 · 10−4 2.9 · 10−6
(MC)3 β = 0.8 0.50 0.28 0.25 0.19 0.11
Table 1: Sampling efficiency for Z + n jets event generation with the (MC)3
algorithm as implemented in SHERPA in comparison to pure Multi-Channel
Importance Sampling (IS). A lag of 1 is used and the kernel mixing parameter
is fixed to β = 0.8.
To avoid physical singularities in the processes under consideration we
need to regulate contributions from massless photon exchange and soft- and
collinear QCD emissions. This is achieved by applying the following set of
standard cuts:
• transverse momentum of the charged leptons pT,` ≥ 20 GeV;
• invariant mass of the lepton pair 66 GeV ≤ m`` ≤ 116 GeV;
• exactly n anti-kT jets with transverse momenta pT,j ≥ 30 GeV and
distance parameter R = 0.4.
During an initial prerun the channel weights of the importance sampling
kernel are optimized such that the variance of the integral estimate, here
the total cross section, is reduced. Then, for a kernel mixing parameter of
β = 0.1, the proposal width for each of the 3N − 4 parameters is adapted
separately to yield a sampling efficiency between 0.35 and 0.55, respectively.
For each jet multiplicity we generated samples of unweighted events using
both SHERPA ’s standard IS algorithm and the new (MC)3 sampler for a kernel
mixing parameter of β = 0.8. Table 1 compares the respective sampling
efficiencies as a function of jet multiplicity n, based on a lag of 1 for the latter.
For the original importance sampling approach used in SHERPA the sampling
efficiency decreases significantly with an increasing number of final-state jets.
With increasing final-state multiplicity the number of sub-processes as
well as the number of Feynman diagrams, i.e. phase-space topologies and
corresponding integration channels, per sub-process increases rapidly. This
results in the significant drop of sampling efficiency for the original pure Multi-
Channel Importance Sampler. Furthermore, with increasing jet multiplicity
the computational costs for the evaluation of the matrix element per phase-
space point rise rapidly.
20
β 0.6 0.7 0.8 0.9
η 0.26 0.23 0.19 0.16
Table 2: Sampling efficiency η for Z + 3 jets production for the (MC)3
implementation in SHERPA for different values of the mixing parameter β using
a fixed lag of 1.
In Table 2 the scaling behaviour of the sampling efficiency as a function
of the kernel mixing parameter β is presented for the process Z + 3 jets. The
expected linear decrease of η with increasing values of β is confirmed.
Seemingly the (MC)3 approach outperforms pure Multi-Channel Impor-
tance Sampling by several orders of magnitude, in particular for high jet
multiplicities. However, these improved sampling efficiencies have to be cor-
rected by a lag in order to account for autocorrelation effects in the generated
samples introduced by the design of the (MC)3 algorithm.
For the analysis of the statistical properties of the samples generated
with (MC)3 we consider the case of Z + 3 jets production. To reduce the
autocorrelation in the (MC)3 samples an initial lag of 20 is applied during
event generation. Introducing a lag in (MC)3, the remaining sequence lengths
in the generated samples decrease. Figure 11 illustrates that the fractions of
larger sequence lengths in the samples decrease indeed exponentially. With the
initial lag of 20 during production, no sequence length above 15 is observed
for any of the considered choices for β and considering a sample of size
1M events. This simple measure of the autocorrelation increases with an
increasing mixing parameter β. Note that the efficiencies quoted earlier have
to be corrected for the lag. For the chosen working point, they still show a
significant improvement over those obtained from a pure IS algorithm for
large jet multiplicities.
We close our discussion of this example by testing the consistency of
observable distributions predicted by the two algorithms for the Z + 3 jets
process. In Figure 12 we analyse the statistical compatibility of the sample
generated with (MC)3 using a lag of 20 and a kernel mixing parameter β = 0.8
with the reference sample generated using the original Multi-Channel Impor-
tance Sampling approach. We present results for the transverse momentum
of the third jet, pT (jet 3), and the scalar sum of all jet transverse momenta,
HT . As a measure for the statistical compatibility of the two samples we
indicate in the lower panels the bin-wise difference measured in terms of
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Figure 11: Sequence lengths distribution in Z + 3 jets production using the
(MC)3 algorithm with different values of the kernel mixing parameter β.
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Figure 12: Normalized differential distributions for the third-jet transverse
momentum pT (right) and the scalar sum of all jet transverse momenta HT
(left) in Z + 3 jets production. Shown are the predictions from pure Multi-
Channel Importance Sampling (blue) and the (MC)3 algorithm with a lag of
20 and β = 0.8. The lower panels indicate the statistical compatibility of the
samples, measured in terms of standard deviations of the IS result.
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standard deviations of the IS result. Clearly both approaches yield fully
compatible results, not only for the observables presented here, allowing us to
conclude that the (MC)3 algorithm yields a fully consistent event generation
routine that can clearly supersede standard importance sampling methods in
particular for high-multiplicity final states.
4. Conclusions
We have presented a new algorithm for phase-space sampling called (MC)3.
It improves pure Markov Chain Monte Carlo techniques by incorporating prior
knowledge about the target function from a corresponding Multi-Channel
Importance Sampling algorithm. (MC)3 makes use of a linearly mixed transi-
tion kernel given by a locally acting Metropolis–Hastings component and an
importance sampling kernel that allows for global jumps in phase space.
We have assessed the systematics of the new algorithm with three illustra-
tive examples, thereby focusing on the sampling probability, autocorrelation
effects and the convergence of the resulting Markov Chain. We have shown
that incomplete prior knowledge can cause a severe drop in sampling efficiency
when using Multi-Channel Importance Sampling, and thus an increased num-
ber of calls to the target function. Even for problems with a low number of
dimensions, this can be particularly severe if resonant structures in the map-
ping function g are missing. In contrast, the (MC)3 algorithm can increase
the sampling efficiency because of the self-adapting properties of the produced
Markov Chains. However, the resulting samples show an autocorrelation,
and its strength depends on the amount of prior knowledge. The latter is
controlled by the parameter β and the lag. The impact of the autocorrelation
can also be seen in the distribution of the sequence lengths and discrepancy
variables which show differences between the true and the sampled distribu-
tion. A large autocorrelation also indicates a poor convergence of the Markov
Chain to its limiting distribution. The autocorrelation can be suppressed to
a reasonable level by choosing a small to moderate lag.
We have shown that the (MC)3 algorithm works very well for a low number
of dimensions and that it performs better than the traditional Multi-Channel
Importance Sampling for the case of incomplete prior knowledge. The third
example also shows that the new algorithm outperforms the Importance
Sampling algorithm for an increasing number of final-state particles when
applied to the concrete task of producing unweighted events with Monte Carlo
event generators.
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