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MIKUSIN´SKI’S OPERATIONAL CALCULUS WITH ALGEBRAIC
FOUNDATIONS AND APPLICATIONS TO BESSEL FUNCTIONS
GABRIEL BENGOCHEA, GABRIEL LO´PEZ G.
Abstract. We construct an operational calculus supported on the algebraic
operational calculus introduced by Bengochea and Verde in [1]. With this
operational calculus we study the solution of certain Bessel type equations.
1. Introduction
Many interesting ordinary differential equations can be solved using Mikusiski’s
operational calculus and recently, several approaches to the construction of different
Calculi have been developed (see for instance [2], [4], [9], [11]). In [1], Bengochea
and Verde, constructed a linear algebraic version of Mikusin´ski’s theory. With their
approach, Bengochea and Verde were able to solve many different equations, such
as, certain ode’s, difference equations, and fractional differential equations. In this
paper we use the basis of the operational calculus introduced in [1] to construct a
method of algebraic transforms and we solve some Bessel-type equations of order
higher o equal than four.
We present next a brief description of our construction. The Mikusiski’s opera-
tional calculus requires of a vector space of functions F and a convolution product
under which F becomes in a field, normally the convolution product is defined for
functions which Laplace transform is well defined (or any other transform). In our
approach, the field is the space of formal Laurent series
∑
k∈Z akpk, ak ∈ C, where
{pk : k ∈ Z} form a group under the operation pk ∗ pm = pk+m. The elements of
F are infinite sums with a finite number of terms with negative index. The prod-
uct in F is defined extending the multiplication of the group {pk : k ∈ Z}. Then,
we associate to any element of F, and to some Bessel type equations an algebraic
transform. As in any other transforms method, we solve the transformed equation
by elementary means, and after partial fractions decomposition. Finally, we apply
inverse transform to find the solution of the Bessel type equation .
This paper is divided as follows, in section 2 the algebraic setting and basic
definitions of the operators to be used are established. In section 3 we introduce
the Bessel functions of order ν, and we set the pk,ν corresponding to the Bessel
equations of order ν and its respective operator Lν which corresponds to the mod-
ified left shift operator. At the end of the section we study the Mikusiski’s type
operational calculus for the operator L0 = 1/tDtD. We solve two example of dif-
ferential equations for illustrate our approach. Finally, in section 4, we construct
an operational calculus for Lν = 1/tDtD− ν2/t2. As an example, we solve through
this method the Plum’s fourth order differential equation.
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2. Algebraic setting and preliminary results
The brief construction to be described here may be found in detail in [1, section
2]. Let {pk : k ∈ Z} be an abelian group under multiplication defined by pk ∗
pn = pk+n for k, n ∈ Z. Let F be the set of all the formal series of the form
a =
∑
k∈Z akpk, where ak ∈ C, k ∈ Z, and, either, all the ak are equal to zero, or
there exist an integer v(a) such that ak = 0 whenever k < v(a) and av(a) 6= 0. In
the first case we write a = 0 and define v(a) = ∞. Note that F is a linear space
over C. Moreover F is a field with multiplication defined by ab = c =
∑
cnpn for
a, b ∈ F, where
cn =
∑
v(a)6k6n−v(b)
akbn−k. (2.1)
To each nonzero series b there corresponds a multiplication map a 7→ ab this map
is clearly linear and invertible. The multiplication map that corresponds to p1 is
called the right shift. We denote this correspondence by
p1 ≈ S. (2.2)
The inverse of S denoted S−1 is called the left shift and it is denoted by p−1 ≈ S−1.
Other operators to be used in this paper are:
(1) Pn : F → 〈pn〉 where 〈pn〉 is the space generated by pn and defined by
Pa = anpn.
(2) L the so called modified left shift which is defined by La = S−1(I − P0)a,
where I is the identity operator. Observe that Lpk = pk−1 for k 6= 0 and
Lp0 = 0 and L is not invertible since its kernel is 〈p0〉.
(3) Ao : F→ C defined by Ao(a) = a0.
3. Bessel Functions
3.1. Algebraic Operational Calculus. The Bessel equation of order ν is given
by
R′′(t) +
1
t
R′(t) +
(
1− ν
2
t2
)
R(t) = 0 (3.1)
which is called the Bessel equation of the first kind of order ν. To find the solution
of (3.1) using the algebraic operational calculus introduced in [1], we define
Lν =
1
t
DtD − ν
2
t2
I, (3.2)
pk,ν =
(
t
2
)2k+ν
Γ(ν + 1+ k)k!
, (3.3)
where for k ≥ 0
(−k)! = (−1)
k−1
(k − 1)! .
A simple computation shows
Lνpk,ν = pk−1,ν , for k 6= 0, (3.4)
and
Lνp0,ν = 0, for k = 0. (3.5)
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Formulae (3.4) and (3.5) hold for ν ∈ R. Observe that the Gamma function
Γ(ν + 1 + k) = (ν + k)!,
when ν is a entire. In this way, Lν is the modified left shift introduced in section
2. For instance, the Bessel equation of order zero (3.1) may be written as follows
(L0 + I)R = 0. (3.6)
So after the theory in [1], the solution of (3.6) (and therefore the solution of (3.1)
with ν = 0) is in the space generated by e−1,0;0 =
∑
k≥0(−1)kpk,0, (where ex,0;ν
corresponds to the geometric series ex,0 defined after (2.7) p. 334 in [1], correspond-
ing to the Lν) i.e. 〈e−1,0;0〉. Since e−1,0;0 can be written in terms of pk,0 we have
that
e−1,0;0 =
∑
k≥0
(−1)kpk,0.
We obtain that the solution of the Bessel equation of order zero in terms of this
concrete realization is
R(t) =
∑
k≥0
(−1)k
(
t
2
)2k
(k!)2
= J0(t).
We have obtained by an algebraic purely techniques the well known formula for the
Bessel functions of order zero of the first kind. In general, the Bessel equation of
order ν may be written as
(Lν + I)R = 0. (3.7)
We solve (3.7) in the same way that we have solved (3.6), so we get the solutions
for (3.7) in terms of our series e−1,0;ν = Jν(t), the well known Bessel functions of
order ν.
This method is useful in solving homogeneous differential equations of the form
(L0 − c0I)r0+1(L0 − c1)r1+1 · · · (L0 − cm)rm+1y = 0,
and even non homogeneous equations of the form
(L0 − c0I)r0+1(L0 − c1)r1+1 · · · (L0 − cm)rm+1y = h,
provided that h is in certain subspace of F [1, cf. Corollary 3.2].
3.2. Mikusin´ski’s type Operational Calculus for 1/tDtD. The main object
of this paper is to construct an operational calculus over the field F for Bessel
operators. As an example, in this section we study the operational calculus for
1/tDtD. At the end of the section we enunciate the formulae for the operational
calculus of 1/tDtD, the operational calculus for the Bessel equation of order zero
is constructed without Laplace transforms.
For ν = 0 in (3.3) we have pk,0 = (t/2)
2k/(k!)2. The set {pk,0 : k ∈ Z} form a
group under the operation pm,0 ∗ pn,0 = pm+n,0. Consider the set F = {
∑
ampm,0}
of the formal Laurent series with am ∈ C. Actually F is a field with multiplication
defined in section 2. In order to obtain a Mikusin´ski’s operational calculus we
establish a map between elements pk and shift operators S
k. In our case p1,0 7→ S
and p−1,0 7→ S−1 where S is right shift operator and S−1 is left shift operator. Let
S correspond to the transformed operator 1/B and denote the correspondence with
p1,0 by
p1,0 ≈ 1
B
.
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We can write the inverse S−1 in terms of the modified left shift L0 introduced in
the last section as
S−1 = L0 + S
−1P0 = B, (3.8)
so that
p−1,0 ≈ B.
A simple computation shows that S(L0+S
−1P0) = (L0+S
−1P0)S = I. Therefore
p−1,0 ∗ p1,0 = p1,0 ∗ p−1,0 = p0,0 ≈ (1/B)B = B/B = I,
where now the symbol ≈ means that the equalities in the left side are transformed
into the equalities in the right side. Provided that {pk,0} is a linearly independent
set in F viewed as linear space over the Complex Numbers, the map ≈ is now
a linear injective map. We call this map the Algebraic Transform of the Bessel
functions of order zero corresponding to 1/tDtD and denote it by AB0 . So that
AB0 [pk] = B−k, k ∈ Z.
In fact, by the discussion in the last section it is easy to see that if a ∈ F then
p−1 ∗ a = S−1a ≈ 1/tDtDa+ 4a0/t2 and using (3.8)
AB0
[(
1
t
DtD +
4Ao
t2
)
a
]
= BAB0 [a], (3.9)
where Aoa := a0. Note that, of course
A−1B0
[
1
Bn
]
=
(
t
2
)2n
(n!)2
,
and if a is in the subring F0 = {a ∈ F : a =
∑
k≥0 akpk}
A−1B0 [Ba] =
∫ t
0
1
ξ
dξ
∫ ξ
0
ua(u)du.
Remark 1. It is worth to mention that the last expression will never be used in
our approach. The main difference of the algebraic operational calculus studied
in [1] and the well known approach of Mikusin´ski [10] is that in the first one, the
integrals and hence the integral transforms and convolutions defined by integrals are
not needed at all. In this article the calculations will be purely algebraic, This is the
reason for calling ABo algebraic transform.
Example 1. Derive directly the Bessel function J0(
√
λ t) to obtain
1
t
DtDJ0(
√
λ t) = λJ ′′0 (
√
λ t) +
λ√
λ t
J ′0(
√
λ t)
= −λJ0(
√
λ t),
and respectively
1
t
DtDI0(
√
λ t) = λI0(
√
λ t), (3.10)
where I0 is the order zero Bessel function of second kind. Observe that AoI0(
√
λ t) =
1, since I0(u) = J0(iu) = 1p0 + i
2p1 + · · · , then(
1
t
DtD +
4Ao
t2
)
I0(
√
λ t) = λI0(
√
λ t) +
4
t2
(3.11)
≈
BAB0 [I0(
√
λ t)] = λAB0 [I0(
√
λ t)] +BI, (3.12)
CONCRETE REALIZATIONS 5
where AB0 [I0(
√
λ t)] = I+λB−1+ · · · . The relation in (3.12) follows from 3.10 and
4/t2 = p−1 ≈ B. So we obtain
(B − λI)AB0 [I0(
√
λ t)] = B. (3.13)
Therefore
I0(
√
λ t) = A−1Bo
(
B
B − λI
)
. (3.14)
Further, since AoJ0(
√
λ t) = 1, similar computations as in (3.10) to (3.14) lead to
J0(
√
λ t) = A−1Bo
(
B
B + λI
)
. (3.15)
Those results are equivalent to the results in [5, Ch. 5-6] of Mikusin´ski’s operational
calculus for the operator DtD. There, integral convolutions and integrals in general
are applied, which are not applied in our approach. Now we can operate formally
with the operators in terms of B to obtain the formulae
ber(
√
ω t) ≈ B
2
B2 + ω2I
, (3.16)
bei(
√
ω t) ≈ ωB
B2 + ω2I
, (3.17)
1
2
(
I0(
√
λ t) + J0(
√
λ t)
)
≈ B
2
B2 − λ2I , (3.18)
1
2
(
I0(
√
λ t)− J0(
√
λ t)
)
≈ λB
B2 − λ2I , (3.19)
1
n!
(
tn
2nλn/2
)
In(
√
λ t) ≈ B
(B − λI)n+1 , (3.20)
(−1)n
n!
(
tn
2nλn/2
)
Jn(
√
λ t) ≈ B
(B + λI)n+1
. (3.21)
Relations (3.16) and (3.17) are obtained by the change of variable λ = iω in (3.14)
and the fact that I0(
√
iω t) = ber (
√
ω t) + bei (
√
ω t). Differentiation with respect
to λ of (3.14) and (3.15) yields the last two formulae. This formulae are useful when
we want to solve ODE’s. We finish introducing an expression for initial conditions.
Definition 3.1. For a =
∑
m≥mo
ampm ∈ F we say that
Bka|ic := Ao(Bka) = ak. (3.22)
is the generalized k-initial condition associated with a problem. By induction in
(3.8) we obtain the formula(
1
t
DtD
)k
u ≈ Bku− ak−1B − ak−2B2 − · · · − a0Bk. (3.23)
Remark 2. Note that if a =
∑
i≥0 aipi, then the generalized initial conditions
coincide with the initial conditions of an ODE’s problem.
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Example 2. Now we are able to solve ordinary differential equations of order
higher or equal than two which involve order zero Bessel functions. As an example
we solve the initial conditions problem(
1
t
DtD
)2
y(t)− (c1 + c2) 1
t
DtD y(t) + c1c2 y(t) = 0,
By|ic = α, B2y|ic = β.
After transformations, using (3.23) and denoting Y = AB0 [y(t)], we obtain the
equivalent problem
B2Y − βB − αB2 − (c1 + c2)BY − (c1 + c2)αB + c1c2Y = 0,
(B2 − (c1 + c2)B + c1c2I)Y = αB2 + ((c1 + c2)α+ β)B.
From the fact that (B2 − (c1 + c2)B + c1c2I) has multiplicative inverse we obtain
Y =
αB2 + ((c1 + c2)α+ β)B
(B − c1I)(B − c2I)
= − (2c1 + c2)α + β
c2 − c1
B
B − c1I +
(c1 + 2c2)α+ β
c2 − c1
B
B − c2I .
(3.24)
Finally, we apply the inverse transform in (3.24) and we achieve
y = − (2c1 + c2)α+ β
c2 − c1 I0(
√
c1 t) +
(c1 + 2c2)α+ β
c2 − c1 I0(
√
c2 t).
4. Mikusin´ski type Operational Calculus for 1/tDtD− ν2/t2
In this section we construct a Mikusin´ski type operational calculus over the field
F. Recalling the setting in section 3.1 we have
Lν =
1
t
DtD − ν
2
t2
I,
and
pk,ν =
(
t
2
)2k+ν
Γ(ν + 1+ k)k!
.
Now, we proceed as in section 3.2 to construct an operational calculus for the
operator Lν which is the modified left shift. We make the correspondence
p1,ν ≈ 1
Bν
, (4.1)
p−1,ν ≈ Bν , (4.2)
Therefore, we can define a new algebraic transform, which we denote by ABν and
defined by
ABν [pk,ν ] = B−kν , k ∈ Z.
Observe that in this concrete realization S−1P0a = a0p−1, coincides with
(t/2)−2+ν/Γ(ν)Aoa = (t/2)
−2+ν/Γ(ν)a0. From the above and the relation (3.8)
we have for a ∈ Fν
ABν
[(
1
t
DtD − ν
2
t2
+
1
Γ(ν)
(
t
2
)−2+ν
Ao
)
a
]
= BνABν [a]. (4.3)
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Function f(t) Transform ABν [f(t)]
Berν(
√
ω t)
B2ν
B2ν + ω
2I
Beiν(
√
ω t)
ωBν
B2ν + ω
2I
1
2
(
Iν(
√
λ t) + Jν(
√
λ t)
) λν/2B2ν
B2ν − λ2I
1
2
(
Iν(
√
λ t)− Jν(
√
λ t)
) λν/2+1Bν
B2ν − λ2I
Iν(
√
λ t)
λν/2Bν
Bν − λI
Jν(
√
λ t)
λν/2Bν
Bν + λI
.
Table 1. Algebraic transforms for Bν
On the other hand, differentiating directly we obtain(
1
t
DtD − ν
2
t2
)
Jν(
√
λ t) = −λJν(
√
λ t), (4.4)
and similarly for the modified Bessel functions(
1
t
DtD − ν
2
t2
)
Iν(
√
λ t) = λIν(
√
λ t). (4.5)
Finally, it is easy to verify
Ao(Jν(
√
λ t)) = Ao(Iν(
√
λ t)) = λν/2. (4.6)
Taking into account (4.3), (4.4), (4.5) and (4.6) we obtain the general formulae for
the inverse transforms of the Bessel functions Jν , Iν , as in example 1. For instance(
1
t
DtD − ν
2
t2
+
1
Γ(ν)
(
t
2
)−2+ν
Ao
)
Iν(
√
λ t) = λIν(
√
λ t)
+
1
Γ(ν)
(
t
2
)−2+ν
λν/2, (4.7)
and after transformations
BABν [Iν(
√
λ t)] = λABν [Iν(
√
λ t)] + λν/2B. (4.8)
Therefore
Iν(
√
λ t) = A−1Bν
(
λν/2Bν
Bν − λI
)
, (4.9)
Jν(
√
λ t) = A−1Bν
(
λν/2Bν
Bν + λI
)
. (4.10)
So we obtain the corresponding Table 4 of transformations. To solve ODE’s, we
also require generalized initial conditions for Bν given by
Ao(B
k+1
ν a) := B
k+1
ν a|ic = ak, (4.11)
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and the relation(
1
t
DtD − ν
2
t2
)k
u ≈ Bkνu− ak−1Bν − ak−2B2ν − · · · − a0Bkν . (4.12)
As an application we solve an equation of fourth order with initial conditions
Ao(Bν) = α, Ao(B
2
ν) = β for ν = 2.
Example 3 (Solution of Bessel type equations of order higher or equal to 4). A
non trivial application of our operational calculus is the implementation of a method
to find solutions of the fourth order equation
(ty′′)′′ − ((9t−1 + 8M−1t)y′)′ = Λty, (4.13)
which appears after separating variables in the solution of the so called Plum equa-
tion
∆2u− γ∆u− 4γ
r2
u = Λu,
where ∆ is the laplacian operator in polar coordinates, [8, sec. 18]. Equation (4.13)
and its relation with the so called Bessel type functions had been profusely studied by
Everitt et al. in [6], [7], [8]. Notice that dividing by t, and introducing the spectral
parameter Λ = λ2(λ2 + 8/M), which is relevant in the study of Everitt et al., the
equation 4.13 can be written as
D4 +
2
t
D3 −
(
9
t2
+
8
M
)
D2 +
(
9
t3
− 8
Mt
)
D − λ2
(
λ2 +
8
M
)
= 0. (4.14)
Let L be the operator in the left hand side of equation (4.14). Then L is the Least
Common Left Multiple (LCLM), as defined in [12][p. 38]1, of the operators
L1 = D
2 +
λ4M2t2 + 8t2λ2M + 16t2 − 48M
t(λ4M2t2 + 8t2λ2M + 16t2 − 16M)D
+
λ2(−4λ2M2 − 32M + 8t2λ2M + 16t2 + λ4M2t2)
λ4M2t2 + 8t2λ2M + 16t2 − 16M , (4.15)
and
L2 = D
2 +
λ4M2t2 + 8t2λ2M + 16t2 − 48M
t(λ4M2t2 + 8t2λ2M + 16t2 − 16M)D
− 4M
3λ4 + 32λ2M2 + 16λ4M2t2 + 80t2λ2M + 128t2 + t2λ6M3
M(λ4M2t2 + 8t2λ2M + 16t2 − 16M) . (4.16)
We denote by L = LCLM(L1, L2), the fact that L is the LCLM of L1 and L2.
Notice that L = LCLM(L1, L2), means that L is rational function times the product
L1L2, and that the space generated by the solutions of L1 and L2 is the same that
the space generated by the solutions of L. If we apply the gauge transformation
y(t) 7→ (4(t2λ4M + 4t2λ2 − 16)y(t))/t2 − (32y′(t))/t, to the Bessel operator
D2 +
1
t
D − t
2λ2M + 8t2 + 4M
Mt2
,
1Recent versions of some private Mathematics software had implemented the command DFac-
torLCLM(L) in the corresponding ODE package to obtain the LCLM factorization of a given
operator L.
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we obtain L1. Similarly, if we apply the gauge transformation y(t) 7→ −(4(t2λ4M2+
12t2λ2M − 16M + 32t2)y(t))/(Mt2) + (y′(t)32)/t, to the Bessel operator
D2 +
1
t
D +
t2λ2 − 4
t2
,
we obtain L2 (algorithms to verify the last transformations hold had been imple-
mented in Debeerst Master’s thesis [3]). Therefore, the space generated by the so-
lutions of (4.14) is the same space generated by the solutions of(
D2 +
1
t
D +
t2λ2 − 4
t2
)(
D2 +
1
t
D − t
2λ2M + 8t2 + 4M
Mt2
)
y(t) = 0, (4.17)
or equivalently(
1
t
DtD − 4
t2
+ λ2
)(
1
t
DtD − 4
t2
−
(
λ2 +
8
M
))
y(t) = 0. (4.18)
After expanding we obtain[(
1
tDtD − 4t2
)2 − ((λ2 + 8M )− λ2) ( 1tDtD − 4t2 )− (λ2 + 8M )λ2] y(t) = 0. (4.19)
From (4.11) and (4.12), with ν = 2, we obtain, after factoring
(B2 + λ
2I)(B2 − (λ2 + 8/M)I)Y = αB22 + ((λ2 + 8/M)− λ2)α+ β)B2, (4.20)
where Ao(B2) = α, Ao(B
2
2) = β. So as in Example 2, after partial fraction decom-
position, and taking inverse transforms from Table 1, we obtain
y = − (−λ
2 + 8/M)α+ β
λ(2λ2 + 8/M)
J2(λ t) +
(λ2 + 16/M)α+ β
(λ2 + 8/M)(2λ2 + 8/M)
I2(
√
λ2 + 8/M t).
Finally, from the well known formulae
J2(λt) = −J0(λt) + 2
λt
J1(λt),
I2(t
√
λ2 + 8/M) = I0(t
√
λ2 + 8/M)− 2
t
√
λ2 + 8/M
I1(t
√
λ2 + 8/M).
we obtain the same space S as in [8], generated by solutions of (4.14) uniformly
bounded in [0,∞), i.e.
S =
〈
J0(λt),
J1(λt)
λt
, I0(t
√
λ2 + 8/M),
I1(t
√
λ2 + 8/M)
t
√
λ2 + 8/M
〉
,
where λ ∈ C,M ∈ (0,∞), Λ = −λ2(λ2 + 8/M).
5. Conclusions
We had develop a transforms method to find bounded solutions of Bessel type
equations of arbitrary order ν in terms of first kind Bessel functions and modified
first kind Bessel functions. Nevertheless our examples consist only in homogeneous
equations of order higher or equal than two, our method can be applied to non-
homogeneous problems if the non homogeneous term is in the space F, defined in
section 2.
5.1. Acknowledgements. We want to thank to Luis Verde-Star for his careful
reading and some corrections.
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