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1. Aim
1. Aim
The aim of this study is to develop a methodology allowing to linearly couple
the dynamic response of a three dimensional structure with vibration absorbing
elements and to adapt it to an optimization cycle.
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2. Scope
This study develops a methodology for assembling a structure (with an already
known frequency response to harmonic functions) with dissipating elements, in
order to obtain its new vibration behavior. The study evaluates three coupling
cases: 2D plate with DVAs, 3D structures with beam elements and 3D structures
with both beam elements and DVAs.
A preprocessing method to link the different softwares used in the process has
been included in order to avoid manual data processing, which can be very time
consuming for the user.
The study also includes the adaptation of the method in order to make it com-
patible with processes of mathematical optimization of position and properties of
the countermeasures , as well as an overview of the code needed to carry out the
method. The approach avoids re-calculating the FRF matrix of the new structure
through a finite element solving software, which reduces an amount of compu-
tation time other ways prohibitive for the calculations needed in a mathematical
optimization process.
The user selects a set of points (nodes of the original structure’s model) suitable
to allocate a vibration dissipating element, and another set of points representa-
tive of the zone in which the vibration has to be reduced. The algorithm suggests
the optimal distribution of the dissipating elements through the first set of points,
measuring the magnitude of the vibration in the second set of points by evaluation
of the expressions formulated in this study.
The study includes several optimization cases in which the result is analyzed and
the methods are compared. The algorithms used for the simulations are devel-
oped in the peer final degree project ”Study of optimization for vibration absorbing
devices applied on airplane structural elements” [1] by E. Matas, so it is beyond
Dı´dac Selle´s Alseda` 2
2. Scope
the scope of this study to explain and formulate them.
All the methodology has been developed aiming for a combination of flexibility
and simplicity, in order to allow small variations to the code with little effort in or-
der to cover a wider variety of cases. This, along with the preprocessing design,
has been a key factor for the method in order to achieve high efficiency of the
computational resources and labor.
Further studies can include experimental validation of the method, as well as
refinement of the physical model and extension of the applicable cases.
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The list of requirements that the study needs to meet in order for it to be consid-
ered successful are the following:
A. To successfully extend the EDFM (Equivalent Dynamic Force Method) to
three dimensional space.
B. To be able to achieve a solution with a DVA system containing more than one
set of properties for the absorption devices, as well as to be able to combine
DVAs and beam elements.
C. To automatize the process using standardized scripting in order to make it
more time-saving for the user.
D. To adapt the formulation to an optimization method for obtaining the best
distribution of dissipating elements through a structure.
E. To develop a software computationally cheap enough to calculate dynamic re-
sponse (as a function of position of dissipating elements) faster than meth-
ods of re-calculation the system with Finite Element Method.
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Modern day aerospace engineering focuses a lot of effort on weight reduction and
efficiency, as well as environmental impact reduction and comfort. Vibration is-
sues on aerospace structures often involve an increase in weight, which leads to
fuel inefficiency. Structural vibration generates unpleasant noises that contribute
in the discomfort of passengers.
Reducing noise and vibration is something in which a lot of resources have been
spent, and it is especially difficult to achieve a significant reduction in the final
stages of the design because it usually involves large changes in multiple as-
pects of the system.
One of the possible methods that does not require a big change in the struc-
ture is performing a passive vibration control by adding some vibration absorbers
such as DVAs, point masses or stiffeners. This is very useful in a complex struc-
tural system such as an airplane fuselage because it potentially improves the
dynamic behavior without making important changes in the whole structural sys-
tem. However, current methods of vibration and acoustics absorption employing
these devices consist mostly on the study of several configurations, placed on
the geometry of the structure following the engineer’s expertise. This method be-
comes more precise as the engineer analyses more and more cases.
An exhaustive method of comparison, if performed experimentally, is too expen-
sive and time consuming. If the amount of data to be processed is high enough,
a method of all cases comparison is also too computationally costly to be per-
formed via simulations.
This study develops a software to be used specifically in an optimization cycle,
containing an algorithm capable of discarding most far-to-optimal cases, which
potentially reduces the time in such a way as to be able to numerically find
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the best configuration of a vibration absorbing device set on a certain system,
amongst a wide variety of combinations.
Dı´dac Selle´s Alseda` 6
5. State of the art
5. State of the art
Since vibration control is a key aspect in many engineering fields, several inves-
tigation teams and private corporations are focusing their efforts on improvement
of dynamic behavior of structures in the late stages of its design. In particular, the
aerospace industry is aiming for an improvement in weight and functionality of
the aircraft structures by optimizing their dynamic response. In general, dynamic
improvements are being studied with the help of experts that provide qualitative
criteria born of years of experience.
With the progressive increase of computational power, companies and research
groups are recently focusing on numerical methods for vibration optimization,
rather than trial and error and expert guessing.
One such company is the Spanish SENER Ingenierı´a y Sistemas, with the de-
velopment of formulation, simulations and testing of optimization methods for vi-
bration countermeasures [2], and partner to this study.
Efforts have been directed toward the improvement of DVA architecture, in or-
der to avoid internal resonance [3], or to completely redesign the architecture of a
DVA [4]. Other studies focus on an in-depth study of the effect of a single DVA in a
large scale of frequencies, evaluating the importance of each of the characteristic
parameters of the device [5].
Alternative approaches consist on the development of methods of optimization
with genetic algorithms focusing on parameters of active vibration control [6], and
some groups have used Non Nominated Genetic Algorithms to optimize the char-
acteristics of the DVAs themselves [7].
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languages
This section offers an explanation of the reasoning used for the choice of software
used in different parts of the study. The programming language used for the
preprocessing of the data is also justified. The choice in this case has been
Python 3.0. There are three main items through the study in need of specific
software.
• Frequency response function calculation: The process needs the FRF
matrix of the structure under evaluation as an input. The choice of software
for this task has been MD Nastran 2010
• Genetic algorithm: The design and programming of the fitness function of
the genetic algorithm demands a choice of platform in which to perform the
calculations. The software chosen in this case has been MATLAB 2010.
• MIQP algorithm: Just as in the genetic algorithm, a choice of platform for
the MIQP algorithm is needed. The software of chosen in this case has
been CPLEX Python API.
6.1 MD Nastran 2010
The dynamic response to harmonic forces of the model is calculated with MD
NASTRAN 2010. NASTRAN, the NASA Structural Analysis System, is a FEA
(Finite element analysis) software originally developed by NASA and improved
and commercialized by the MacNeal-Schwendler Corporation (MSC), as MSC
NASTRAN, with a further version called MD NASTRAN, which included more op-
tions regarding non-linear solution types [8].
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The software allows the user to access a wide variety of static and dynamic anal-
yses, with a big choice of boundary conditions, meshing options, element types
etc.
Figure 6.1: Visualization of a Nastran solution
The choice of MD Nastran as the tool for generating the frequency response of
a structure has been mainly due to the fact that Nastran is the referent software
for vibration calculations and is widely recognized and used in both industrial and
academical environments, and its outputs can be read and modified in an ASCII
interpreter, allowing a great flexibility in their manipulation. The last observation
is crucial to this study, since there has been a need to design a bridge between
the Nastran outputs and MATLAB data type.
6.2 MATLAB 2013
MATLAB is a high-level language and interactive environment for numerical com-
putation, visualization, and programming, developed by the American computa-
tion software company MathWorks. [9]
The choice of MATLAB as the platform is its spread usage in all fields of engi-
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neering, along with its ability to process and use text files as inputs. Its accessi-
bility through university licenses is also a key factor for the choice of this software.
Since MATLAB is well known to engineers all over the world, a user can spend
little time modifying the code designed in this study to suit variations in its use.
6.3 CPLEX Python API
CPLEX is an optimization software package working mainly on a base of C lan-
guage, although recent versions also support other bases. The interfaces avail-
able for CPLEX are in a variety of programming languages. CPLEX was originally
developed by Robert E. Bixby and later acquired and expanded by the American
software company IBM [10].
The software has been chosen for its programming efficiency, the inclusion of an
MIQP algorithm and its recognition among the academic community. The inter-
face language chosen for this study has been Python, since it is also the language
of choice for the preprocessor.
6.4 Python 3.4.2
Python is a high-level programming language with a syntax allowing the user to
express commands in fewer code lines than other choices such as C. Python can
act both as a shell or as a scripting method. Its main versions are implemented
on a C base, so most of its libraries are written in C language [11].
The main need of the study regarding a vehicular programming language is the
text file generation and modification, so a short and versatile functionality for these
actions has been the main reason for choosing Python over, for example, C or
Java. Python includes a big amount of functions regarding search, modification,
combination and multiplication of lines, chains of characters and whole text files
in a very compact notation. Python 3.4.1 has been chosen because it is the latest
version to date.
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The methodology of the study is developed assuming that the dynamic response
(in the form of a Frequency Response Function matrix) of the original structures
is already known. This section suggests a methodology for obtaining the FRF
matrix of the initial structure through a Finite Element Method (FEM).
If the amount of nodes of interest in the mesh reaches a considerable num-
ber, manually extracting the FRF matrix from a solver such as NASTRAN can
consume a prohibitory amount of time for the user. The methodology has been
designed in order to avoid this problem, automatizing repetitive actions.
The user has to keep in mind that the preprocessing solutions need slight modifi-
cations for each geometry.
7.1 Procedure
The procedure is described assuming that a valid model has been already gener-
ated and meshed. The software explained in this section extracts the FRF matrix
only in one degree of freedom. Small modifications can be performed on the
script to extract the FRF functions in all six degrees of freedom. All the steps
have been programmed in two Python scripts named GEO to FRF RI.py and
Matrix GenR I.py.
7.1.1 Generation of Nastran input files
This part of the process requires four text files as inputs and generates n .bdf files
as outputs, where n is the amount of nodes of interest.
The first required file describes the geometry and mesh in Nastran nomencla-
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ture, named ”model.bdf”. The second text file contains the identification number
of the nodes included in the sets of points of interest, named ”controlNodes.txt”.
The remaining two text files serve as templates to generate the Nastran input
files, indicating which model is used, which solution is expected, the force loca-
tion, magnitude and frequency, the boundary conditions and nodes of interest.
The NASTRAN solution in this particular case is SOL 108. In further sections
SOL 111 is developed and its advantages are analyzed.
The exact distribution of the input files is not covered in this study. For a ref-
erence on how to design such files, see MSC Nastran 2010 Quick Reference
Guide.
The code that generates the Nastran .bdf input files of unitary force applied to
each of the nodes is included in the first script, ”Geo to FRF R I.py”.
Figure 7.1 illustrates the step of the process in which this command is performed:
Figure 7.1: Linkage of initial data to Nastran finite element analysis
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7.1.2 Nastran calculations
This part of the process requires the files created in 7.1.1. The code launches
the Nastran executable to generate the .PCH file, which contains the dynamic
responses of the nodes of interest when a unitary force is applied in one of them.
The solutions are labeled ”output(node).PCH”, but are not accessible to the user
because, for clarity purposes, the code deletes them automatically once the use-
ful information is extracted, during the next step. The code that performs these
commands is included in the first script ”Geo to FRF R I.py”.
7.1.3 Matrix component generation
This part of the process requires the files created in 7.1.2. The code reads the
Nastran output files and writes a set of text files named ”real(node)” and ”imagi-
nary(node)” which contain the dynamic response of all the nodes when a unitary
force of a certain frequency is applied on the node of interest. The code that per-
forms these commands is also included in the first script, ”Geo to FRF R I.py”.
7.1.4 FRF Matrix assembly
This part of the process requires the files created in 7.1.3. The code assembles
the rows generated in the previous to generate an FRF matrix for the real com-
ponents and one for the imaginary components, separating columns with (blank)
and rows with (\n). The matrix is structured in order to have the objective points
(op) occupying the first positions of the matrix. The output files are named ”FRF-
MatrixR.txt” and ”FRFMatrixI.txt”. The code that performs this action is located in
the ”MatrixGenR I.py” script.
Figure 7.2 illustrates the step in which the parts of the preprocessor stated in
7.1.3 and 7.1.4 are used:
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Figure 7.2: Linkage of Nastran solution to Genetic algorithm
7.2 Increase of Preprocessor efficiency (SOL 111)
The big amount of calculations needed to solve each node of a structure with
Nastran’s SOL 108 becomes prohibitive with big models. In order to increase the
computation efficiency for the extraction of the FRF matrix, a new procedure has
been developed, consisting of three Python scripts.
The new procedure uses SOL 111 instead of SOL 108, which constructs the
dynamic response of a system from a linear combination of the normal modes,
calculating them only once. The computational cost of calculating linear combi-
nations of already calculated normal modes is notably lower than using a direct
solution for every load case. Figure 7.3 shows the representation of one such
normal mode of a plane plate structure.
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Figure 7.3: MSC Patran 2010 visualization example of a plane plate normal mode
The script is similar to the one described in Section 7.1, but in this case only one
Nastran input file is generated, already containing all the subcases. The input
and .pch files are slightly different from the ones that are involved in SOL 108, so
the script has some changes in data acquisition structure.
The three scripts needed to extract an FRF function matrix with SOL 111 are
named 1 bdf gen full.py, 2 Vector Gen.py and 3 Matrix GenR I.py. The scripts
generate two FRF matrices, one for the real components and the other for the
imaginary components, both with all 6 DOF.
NOTE: with slight modifications, this script can be used in 1 and 3 DOF FRF
matrices, still being more efficient than the one stated in Section 7.1.
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thin-walled structure
DVAs are extensively used in many industrial applications, such as the field of
aerospace engineering, as a countermeasure for vibration and noise issues. Prob-
lems like undesired transmission of vibrations from a helicopter rotor to its main
body, such as the application seen in figure 8.1, or undesired noise in commercial
aircraft fuselages can be solved with the use of DVAs.
Figure 8.1: Alignment of the aft vibration absorber of a US Navy HH 60-H Sea
Hawk, image from Wikipedia Commons
This section reviews and extends the formulation developed in the final degree
project ”Estudio de reduccio´n de ruido mediante el uso de DVA” [12] for
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calculating the dynamic response in the perpendicular component of a plain rect-
angular plate structure (with an already known dynamic response), as a function
of the positions of a set of DVAs (Dynamic Vibration Absorbers).
The formulation is adapted to a 3-axis vibration, in order to be able to apply it
on a non-flat thin-sell structure. These expressions are used to develop a fit-
ness function which can be used by a genetic optimization algorithm to test the
vibration reduction efficiency of a certain DVA layout. The fitness function is pro-
grammed to a suitable MATLAB code for the structure of the individuals of such
algorithm.
In this case, the chosen genetic algorithm has been developed in the final de-
gree project ” Study of optimization for vibration absorbing devices applied
on airplane structural elements” [1]. Figure 8.2 represents an example of a
one dimensional structure with its selected points of interest for the optimization.
Figure 8.2: Generic plate case example
The hypothesis of thin walled structure in this study is only used in order to as-
sure that the counter measuring items can be placed in all nodes of the model.
The user can disregard this hypothesis if the nodes of possible placement of the
countermeasures are surface nodes and, in the case of the beams (see section
10 ), the line of linkage between both nodes is unoccupied by parts of the model.
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8.1 One-dimensional vibration of a plane plate with
a coupled DVA set
The following formulation is known as the Equivalent Dynamic Force Method, and
has been developed by E. Correa with the collaboration of the Spanish engineer-
ing company SENER. In order to simulate the effect of a DVA in a certain point i of
the initial structure, the method suggests the definition of an equivalent dynamic
force, depending on the characteristics of the DVA and the amplitude xi of the
vibration in the application point:
f id =
ω2(ki + ciωj)mi
ki −miω2 + ciωj · xi (8.1)
An equivalent mass is also defined:
mieq =
(ki + ciωj)mi
ki −miω2 + ciωj (8.2)
Using equation 8.2, a dynamic force vector containing the effect of a set of DVAs
can be expressed as in equation 8.3:
{fdi } = ω2

m
(1)
eq 0 0 . . . 0
0 m
(2)
eq . . . . . .
0
... . . .
...
...
0 m
(n)
eq


x(1)
x(2)
...
x(n)

= [a]{x} (8.3)
Where n is the amount of points of interest (both able and unable to allocate a
DVA). If a certain node does not allocate a DVA, its equivalent mass is null.
The expression linking the behavior of the plate with the addition of the DVA set
can be written as:
([I]− [H] · [a]){x} = {x0} (8.4)
Where {x} is the one-dimensional vibration vector to be solved, and {x0} is the
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original vibration of the structure, that can be computed as a function of the ex-
ternal force vector {F}:
{x0} = [H] · {F} (8.5)
8.2 Three-dimensional vibration of a structure with
a coupled DVA set
The EDFM can be adapted to a 3D space extending the equivalent mass of a DVA
to an matrix containing its effect in all three degrees of freedom. The equivalent
mass matrix for a DVA in local coordinates has only the term in the axis of the
DVA:
M ieq =

mieq 0 0
0 0 0
0 0 0
 (8.6)
In order to express the equivalent mass matrix in global coordinates, it has to be
rotated. The rotation can be expressed in matrix notation:
[M (i)eq ] = [R
t] · [M (i)′eq ] · [R] (8.7)
Where the apostrophe indicates that the matrices are written in local coordinates.
The [R] matrix is the expression for the rotation in global coordinates, and it has
the following structure:
R =

cosφ cosψ sinφ sin θ − cosφ sinψ cos θ cosφ sinψ sin θ + sinφ cos θ
sinψ cosψ cos θ − cosψ sin θ
− sinφ cosψ sinφ sinψ cos θ + cosφ sin θ cosφ cos θ − sinφ sinψ sin θ

(8.8)
Angles θ, ψ, φ represent the inclination of the local axis with respect to the x, y
and z axis of the global coordinates.
Once the equivalent mass matrices for the DVA elements are expressed in global
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coordinates, matrix [a] from equation 8.3 can be rewritten as the direct summation
of the sub-matrices generated in equation 8.7 :
A = ω2
np⊕
i=1
M (i)eq (8.9)
Where np is the amount of points of interest. If a point of interest does not have a
DVA applied, the mass matrix is composed by zeros. Once matrix [A] is defined,
equation 8.4 can be rewritten as:
([I]− [H] · [A]){u} = {u0} (8.10)
Where {u} is the three-dimensional vibration vector to be solved, and {u0} is the
original vibration of the structure, that, similarly to equation 8.11, can be computed
as a function of the external force vector {F}:
{u0} = [H] · {F} (8.11)
In this case, the FRF matrix has to contain the components that link forces and
displacements for the x, y, z components.
This section has been formulated with an order of components consistent with a
vector structure such as the following:
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{F} =

F
(1)
x
F
(1)
y
F
(1)
z
F
(2)
x
F
(2)
y
F
(2)
z
...
...
...
F
(n)
x
F
(n)
y
F
(n)
z

; {u} =

x(1)
y(1)
z(1)
x(2)
y(2)
z(2)
...
...
...
x(n)
y(n)
z(n)

(8.12)
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9. Addition of a beam element set
to a structure
The formulation covered in this section allows the user to calculate the dynamic
response of the structure, as a function of the eulerian beam elements that a
certain optimization algorithm might or might not include. This technique can be
used as a simplification to simulate the effects of an increase of stiffness or mass
in certain zones of the original structure, such as the addition of reinforcements to
aircraft fuselages. One example of aircraft fuselage reinforcements can be seen
in figure 9.1.
Figure 9.1: Boeing 747 fuselage reinforcement, image from Wikipedia
The formulation is based on the fact that at the joints of the beams with the struc-
ture, the movement of such points is equal for both entities. This approach is
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known as the Receptance Method. Receptance is defined as the ratio of a de-
flection response at a certain point to a harmonic force or moment at the same or
at a different point.
αij =
Deflection response of location i of a system
harmonic force or moment input to system at location j
The method describes the coupling between two elements, but can be extended
to the coupling of a priorly calculated structure and a super-element, such as a
set of beams.
9.1 Receptance of beams
The relationship between displacements/twists and forces/torques in a beam ele-
ment is described by the so-called stiffness matrix. In a sense, in static structures
the inverse of the stiffness matrix serves as the receptance matrix of the beam el-
ement, as it relates applied forces in the nodes to their displacements and twists.
The expression for the static beam element is written in equation 9.1:
{F} = [K] · {u} (9.1)
In order to adapt the problem to a dynamic domain, Mass and Damping matrices
have to be taken into account:
{F (t)} = [K] · {u(t)}+ [C] · {u˙(t)}+ [M ] · {u¨(t)} (9.2)
With the hypothesis of damping forces being negligible, in frequency domain,
equation 9.2 can be rewritten as equation 9.3:
{F} = ([K]− ω2[M ]) · {u} (9.3)
Or, if rewritten with displacement as a function of force:
{u} = ([K]− ω2[M ])−1 · {F} (9.4)
Where ([K] − ω2 · [M ])−1 is the FRF matrix for a beam element. Expressions
stated in equation 9.4 are also valid for the assembled mass and stiffness matrix
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of a super-element.
The notation order stated in equation 9.5 is the one chosen for the formulation
of this section:
{F} =

F
(1)
x
F
(1)
y
F
(1)
z
M
(1)
θ
M
(1)
ψ
M
(1)
φ
F
(2)
x
F
(2)
y
F
(2)
z
M
(2)
θ
M
(2)
ψ
M
(2)
φ

; {u} =

x(1)
y(1)
z(1)
θ(1)
ψ(1)
φ(1)
x(2)
y(2)
z(2)
θ(2)
ψ(2)
φ(2)

(9.5)
F = Vector containing forces and torques applied on the nodes of a beam ele-
ment.
u = Vector containing displacements and twists of the nodes of a beam element.
K = Elemental stiffness matrix.
M = Elemental mass matrix.
9.1.1 Stiffness Matrix of a beam element
The stiffness matrix of a beam element is formulated by assembling the matrix
relationships for axial stiffness (equation 9.6), torsional stiffness (equation 9.7)
and flexural stiffness (equation 9.8). The latter is used twice to account for flexure
in both radial directions of the local coordinate system:
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Figure 9.2: Local coordinate system
F (1)x
F
(2)
x
 = EA
L
·
 1 −1
−1 1
 ·
x(1)
x(2)
 (9.6)
M (1)θ
M
(2)
θ
 = GJ
L
·
 1 −1
−1 1
 ·
θ(1)
θ(2)
 (9.7)

F
(1)
y
M
(1)
φ
F
(2)
y
M
(2)
φ
 =
EIz
L3
·

12 6L −12 6L
6L 4L2 −6L 2L2
−12 −6L 12 −6L
6L 2L2 −6L 4L2

·

y(1)
φ(1)
y(2)
φ(2)
 (9.8)
The expression in equation 9.8 is rotated 90o to obtain the relationship between
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z,ψ and Fz, Mψ.
Once those matrices are assembled in the correct order of displacements and
twists, the resulting stiffness matrix for the 3D beam element is matrix [K]:
Ke =
K11 K12
K21 K22
 (9.9)
Kii =

EA
L
0 0 0 0 0
0 12EIz
L3
0 0 0 i
6EIz
L2
0 0 12EIy
L3
0 −i 6EIyL2 0
0 0 0 GJ
L
0 0
0 0 −i 6EIyL2 0 4EIyL 0
0 i
6EIz
L2
0 0 0 4EIz
L

i ∈ {1, 2}
K21 =

−EA
L
0 0 0 0 0
0 −12EIz
L3
0 0 0 −6EIz
L2
0 0 −12EIy
L3
0 +6EIy
L2
0
0 0 0 −GJ
L
0 0
0 0 −6EIy
L2
0 2EIy
L
0
0 6EIz
L2
0 0 0 2EIz
L

K12 = K
t
21
E = Longitudinal elasticity modulus
G = Transversal elasticity modulus
Ii = Moment of inertia on the i axis
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A = Cross section area
L = Beam length
J = Torsion constant
1 = +1 ; 2 = −1
9.1.2 Mass matrix of a beam element
The mass matrix of a 3D beam element in local coordinates ( see figure 9.2)
is formed by combining the matrix relationships of the beam element for the the
axial (equation 9.10), torsional (equation 9.11) and flexural (equation 9.12) effects
[13]:
F (1)x
F
(2)
x
 = m¯L
6
·
2 1
1 2
 ·
x¨(1)
x¨(2)
 (9.10)
M (1)θ
M
(2)
θ
 = m¯I0L
6A
·
2 1
1 2
 ·
θ¨(1)
θ¨(2)
 (9.11)

F
(1)
y
M
(1)
φ
F
(2)
y
M
(2)
φ
 =
m¯L
420
·

156 22L 54 −13L
22L 4L2 13L −3L2
54 13L 156 −22L
−13L −3L2 −22L 4L2

·

y¨(1)
φ¨(1)
y¨(2)
φ¨(2)
 (9.12)
Following the same methodology and order used in the stiffness matrix, the cou-
pled mass matrix for a beam element is:
M e =
M11 M12
M21 M22
 (9.13)
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M11 = ρAL

1
3
0 0 0 0 0
0 13
35
0 0 0 11L
210
0 0 13
35
0 −11L
210
0
0 0 0 Iy+Iz
3A
0 0
0 0 −11L
210
0 L
2
105
0
0 11L
210
0 0 0 L
2
105

M12 = ρAL

1
6
0 0 0 0 0
0 9
70
0 0 0 −13L
420
0 0 9
70
0 13L
420
0
0 0 0 Iy+Iz
6A
0 0
0 0 −13L
420
0 −L
2
140
0
0 13L
420
0 0 0 −L
2
140

M21 = ρAL

1
6
0 0 0 0 0
0 9
70
0 0 0 13L
420
0 0 9
70
0 −13L
420
0
0 0 0 Iy+Iz
6A
0 0
0 0 13L
420
0 −L
2
140
0
0 −13L
420
0 0 0 −L
2
140

M22 = ρAL

1
3
0 0 0 0 0
0 13
35
0 0 0 −11L
210
0 0 13
35
0 11L
210
0
0 0 0 Iy+Iz
3A
0 0
0 0 11L
210
0 L
2
105
0
0 −11L
210
0 0 0 L
2
105

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{F} = [M ] · {u¨} (9.14)
ρ = material density
A = Cross section area
L = Beam length
Ii = Moment of inertia on the i axis
m¯ = distributed mass
9.2 Super-element assembly
In order to obtain a valid expression in the form of equation 9.4, both [M ] and [K]
elemental matrices have to be expressed in global coordinates, and assembled
so that the expression is true for the vectors {F} and {u} in the following form:
{F} =

{F (1)e }
{F (2)e }
...
...
{F (n)e }

; {u} =

{u(1)e }
{u(2)e }
...
...
{u(n)e }

(9.15)
Recalling equation 9.9 and equation 9.13 and rewriting them in global notation for
a beam of nodes i j :
Be
′
=
B′ii B′ij
B
′
ji B
′
jj
 (9.16)
Where the apostrophe indicates that the matrices are written in local coordinates,
and B is either matrix [K] or matrix [M ]. In order to express the matrices in
global coordinates, each sub-matrix has to be rotated separately. In block matrix
notation, this can be written as:
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[Be] =

Rt 0 0 0
0 Rt 0 0
0 0 Rt 0
0 0 0 Rt

· [Be′ ] ·

R 0 0 0
0 R 0 0
0 0 R 0
0 0 0 R

(9.17)
Matrix R is defined in equation 8.8. In the particular case of beams connecting
only nodes of the same plane perpendicular to the z axis, matrix R is simplified
to:
R =

cosφ sinφ 0
sinψ cosψ 0
0 0 1
 (9.18)
Once the [Ke] and [M e] matrices are rotated from local beam coordinates to
global coordinates, they can be assembled to a general stiffness and mass matrix
following the scheme in equation 9.19:
B =

nb∑
e=1
B
(e)
11
nb∑
e=1
B
(e)
12
nb∑
e=1
B
(e)
13 . . .
nb∑
e=1
B
(e)
1n
nb∑
e=1
B
(e)
21
∑nb
1 B
(e)
22 . . . . . .
nb∑
e=1
B
(e)
31
... . . .
...
...
nb∑
e=1
B
(e)
n1
nb∑
e=1
B
(e)
nn

(9.19)
9.3 Receptance Method
As it was mentioned at the beginning of the section, the receptance method is
used to couple the dynamic systems for the beam super-element and the original
structure. The relationships stated in equation 8.11 and equation 9.3 can be
rewritten separating the {F} vector caused by external forces and the one caused
by reactions at the beams:
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{ushell} = [H] · ({F shellbeam}+ {Fext}) (9.20)
{ubeam} = ([K]− ω2 · [M ])−1 · {F beambeam } (9.21)
For the sake of simplicity, the expression ([K]− ω2 · [M ]) will be called [Hbeam].
Both systems are represented in the same coordinates so:
{F beambeam } = −{F shellbeam} (9.22)
{ubeam} = {ushell} = {u} (9.23)
Rewriting equation 9.20 and equation 9.21:
{F shellbeam} = [H]−1 · {u} − {Fext} (9.24)
{F beambeam } = [Hbeam] · {u} (9.25)
The next step is to merge both equations using the conditions stated in equation
9.22 and equation 9.23, which gives the final dynamic system:
[H]−1 · {u} − {Fext} = −[Hbeam] · {u} (9.26)
Grouping the unknown vector {u}:
([H]−1 + [Hbeam]) · {u} = {Fext} (9.27)
Once again, for the sake of simplicity , the product of [H] · {Fext} will be called
{u0}, since it is already known. Multiplying equation 9.28 by [H]:
([I] + [H] · [Hbeam]) · {u} = {u0} (9.28)
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10. Combinations of beams and
DVAs on a structure
This section covers the formulation used to generate an expression that allows
the user to calculate the dynamic response of the structure, as a function of both
a set of DVAs and a set of eulerian beam elements. All equations in this section
are written consistently with force and displacement vectors that follow the struc-
ture stated in equation 9.15.
In order to account for the effects of both beam elements and DVAs, equation
8.11 has to be rewritten as:
{u} = [H] · ({F shellbeam}+ {Fext}+ {FDV A}) (10.1)
From equation 9.22 and equation 9.25:
{F shellbeam} = −[Hbeam] · {u} (10.2)
In this case, the equivalent mass matrices for each DVA have to contain the com-
ponents that affect the θ, φ and ϕ degrees of freedom. Since a DVA does not affect
those components, the elemental mass matrix is extended to the extra degrees
of freedom by being filled with zeros. In block matrix notation, the new equivalent
mass matrix has the following structure:
M ieq(6) =
M ieq 0
0 0
 (10.3)
Where [M ieq] is defined in equation 8.7. The new [A] matrix can be assembled by
a direct summation of the new equivalent mass matrices:
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A(6) = ω
2
np⊕
i=1
M
(i)
eq(6) (10.4)
Once again, if a certain node does not hold a DVA, its equivalent mass sub-matrix
is composed by zeros.
From equation 8.3 and equation 10.4, the force vector generated by the pres-
ence of the DVA set can be written as:
{FDV A} = [A(6)] · {u} (10.5)
Combining equations 10.2 and 10.5 in equation 10.1:
{u} = [H] · (−[Hbeam] · {u}+ {Fext}+ [A(6)] · {u}) (10.6)
This relationship can be expressed as a function of the original vibration, similarly
to the other cases:
{u} = [H] · (−[Hbeam] · {u}+ [A(6)] · {u}) + {u0} (10.7)
In a more compact notation, the new vibration can be written, as a function of the
original vibration, with the following equation:
(
[I] + [H] · ([Hbeam]− [A(6)])
)
· {u} = {u0} (10.8)
Dı´dac Selle´s Alseda` 33
11. Overview of mathematical optimization
11. Overview of mathematical
optimization
In many applications, the optimal solution to a mathematical function is not easily
obtained in an analytical way. If functions reach a certain level of complexity
it may not be obvious which solution is the best fit for it. As it has already been
discussed, the most basic method to obtain the optimal of one such function is the
evaluation of all the possible combinations of its parameters. This method is fairly
ineffective and costly, and may not even be feasible if the amount of data is too
big. For example, for an application such as the one evaluated in this study, the
solution and comparison of all the possible combinations of DVA location would
be completely unfeasible, as the combinations grow exponentially following:
C = 2n (11.1)
Where n is the amount of possible points of DVA location and C is the amount of
combinations it generates. The expression is valid only for one kind of device. If
the amount of DVA types is greater than one (as it is the case in this study), the
growth is even more pronounced.
When the search of the optimum solution can not succeed with traditional meth-
ods, the next step is the application of optimization algorithms. An optimization
algorithm is a mathematical process that allows the user to obtain an optimal or,
sometimes, a close to optimal solution greatly reducing the amount of parameter
combinations that need to be evaluated.
The formulation developed in this study has been adapted to two types of mathe-
matical optimization processes [1]: the Genetic Algorithm and an MIQP (mixed-
integrer quadratic programming) algorithm.
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11.1 MIQP
Mixed-Integer Quadratic Programming (MIQP) is an extension of linear optimiza-
tion programming (LP), which is a method to achieve the best outcome in a math-
ematical model whose constraints are linear relationships. A mathematical model
can be expressed by:
• An objective function,
• a set of constraints and
• upper and lower bounds for the variables.
In LP, the constraints must be linear relationships . The Quadratic extension al-
lows the objective function to include quadratic terms, while the Mixed-Integer
extension allows some of the variables to be restricted to an integer value. In
particular, the problem to solve is a binary problem because the integer variables
can only achieve the values 0 or 1, in order to represent if a device is placed or not.
MIQP is the most formal approach that can be done in a problem like the ones
presented in section 8.1 and 8.2, where the constraints can be linearized. How-
ever in the problem presented in section 10 this methodology cannot be used
because the beams representing the stiffeners connect two different points of
the structure, thus forcing the matrices [K] and [M ] [13] to have to be built by
an assembly, taking into account which beams are decided to be used and which
beams are not. This process cannot be expressed as a set of linear relationships.
The strong point of this formulation is the fact that the algorithms used to solve
the problem (cutting planes, branch and bound...) are exact algorithms, which en-
sure the finding of a global optimum . Moreover, huge efforts have been focused
in developing these optimization methods. There are optimization tools such as
IBM ILOG CPLEX , which solves the problem with great efficiency.
On the other hand, MIQP presents issues of scalability. Huge problems may
be intractable in terms of solving time as the number of combinations rapidly in-
creases, which makes it unfeasible to ensure that the solution found is a pure
optimum in a reasonable time . Therefore, to deal with these problems and to
include stiffeners in the structure an heuristic alternative is needed.
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11.2 Genetic Algorithm
The other alternative to solve the problem is a genetic algorithm (GA). Genetic al-
gorithms are search heuristics algorithms inspired by Darwin’s theory of evolution.
In GA there is a population made of different individuals which contain the
coded information about the solution they represent. These individuals belong to
the search space defined by the constraints of the problem.
The objective function in these problems is evaluated for the different individuals
in the population. Its value is known as fitness. Then, the aim of the algorithm
is to achieve the best possible fitness (maximum or minimum depending on the
problem).
To achieve that, in every iteration or generation of the algorithm, different strate-
gies are performed in order to take advantage of the current individuals, whose fit-
ness is known. These strategies can combine different individuals (procreation),
randomly change some pieces of code from an individual (mutation), copy the
best individuals to the next generation (elitism) or even generate new random in-
dividuals. These strategies make the algorithm learn from the previous iterations
and work to improve the best individual found instead of performing a simple
search and trying only random solutions .
The main applications of genetic algorithms are problems like the ones evalu-
ated in this study, for which it is fast to check a solution for the problem but it is
very difficult to solve for the optimum as the number of possible combinations is
huge (of the order of 2n). For these problems,the time required to solve them with
exact algorithms is too high (or even infinite) .
Another advantage of GA is that they don’t need the constraints to be linear or
to have any specific mathematical property, besides, they are easy to implement
and to adapt to different problems. This will allow the algorithm to solve the prob-
lem presented in section 10 that cannot be formulated in MIQP.
On the other hand, GA never ensure that a global optimum has been reached
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and they may take more time to find it than MIQP, but with a relatively low level of
effort a good solution can be found in a relatively low amount of time.
Dı´dac Selle´s Alseda` 37
12. Fitness functions
12. Fitness functions
The programming design of a fitness function for a genetic algorithm is not always
a direct task of adapting the formulation to a code. The fitness function has to be
able to read and decode the information stored in the structure of the genetic al-
gorithm individuals.
Figure 12.1: Fitness function in global algorithm
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Figure 12.1 represents the position of the fitness function in the genetic algorithm
structure.
The algorithm expects an answer from the fitness function that gives informa-
tion about how ”fit” a certain solution is for the purpose that is being studied. In
the applications developed in this study, the fitness of a certain solution has to be
representative of the magnitude of the vibration in the zone represented by the
objective points (op). In this case, a solution with a good fitness would be one
that has a low vibration magnitude.
The functions have been programmed with two alternatives to solving the final
system of equations for the vibration vectors, thus being able to compare their
efficiency.The two alternatives are the ”\” MATLAB command, and the Cramer
method:
Method 1:
x=H_system\x0;
Method 2:
a_det = det(H_system);
for i = 1:mp
C = H_system;
C(:,i) = x0;
x(i,1) = det(C)/a_det;
end
The two methods are tested and compared in the optimization cases included in
section 13.
12.1 Plane plate with DVAs
The algorithm that processes this case has the following structure for its individu-
als:
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Ti =

id1 t1
id2 t2
...
...
idk tk

k ∈ [1,md] (12.1)
The first column includes the ID number of all the nodes that the algorithm sug-
gests for allocating a DVA . The ID is codified from 1 to the value of total possible
points of DVA allocation . This way, ID number one corresponds to the node in-
cluded in the mp group with the lowest original number.
Figure 12.2 is an example of the codification of the first column:
Figure 12.2: Codification example
The second column represents the kind of DVA being applied. The process de-
veloped in this study uses a finite set of DVA properties. The information is stored
in a vector in the form of the respective equivalent masses of each kind of DVA
(see equation 8.2).
The amount of possible rows for an individual goes from 1 (only one DVA) to
md (maximum number of available DVAs). The process implies the fact that there
is more possible positions than available DVAs. If this were not the case for a
particular application, the code should be slightly modified.
The equivalent masses are labeled from 1 to n, being n the total amount of differ-
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ent DVAs. The codification has to match their position in the data vector, so the
number stored in the second column of the individual represents the position of
the physical properties of the DVA in the data vector, being 1 the first position.
The values of equivalent masses are calculated through a separate script named
compute meq.m. This script reads a matrix in which the properties for each DVA
type are stored. The structure for the DVA property matrix is:
meqdata =

m(1) k(1) c(1)
m(2) k(2) c(2)
...
...
...
m(nb) k(nb) c(nb)

(12.2)
m=DVA mass
k=DVA stiffness
c=DVA damping
The data is obtained by the program by a secondary function which reads the
information from a text file provided by the user.
The particular cases of zero mass and infinite stiffness have been added to the
list of properties, enabling the user to determine the effect of mass and stiffness
isolated from each other.
The script performs an assembly of the equivalent mass matrix [a] (equation 8.3),
and uses it to solve equation 8.4 for a certain {F} vector.
The value of fitness chosen to represent the magnitude of the vibration in a certain
zone is determined with equation 12.3.
op∑
j=1
(x(j)r )
2 + (x
(j)
i )
2 (12.3)
All the commands stated above are performed through fitness.m. The value of
fitness is the output of the function. The inputs needed for this process are stated
on the header of the MATLAB file.
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12.2 3D thin-walled structure with DVAs
The structure of the individuals and the codification for this genetic algorithm fol-
lows the same pattern as the one seen in equation 12.1. This script has been
designed for a case in which the DVA need to be rotated only aroud the z axis.
This is a good approximation of the needs an engineer has when dealing with
airplane fuselages.
In this case, as seen in Section 8.2, the equivalent mass of each DVA is expanded
to 3D space and rotated. The rotation matrices for each node are calculated and
stored through a separate script named angles.m. The equivalent masses for
each DVA type are also calculated with the script named compute meq.m. The
structure of the variable storing the physical properties of the DVA types is de-
scribed in equation 12.2.
Once the equivalent mass matrices are rotated, the script assembles them in
a global matrix (equation 8.9). For a certain force vector {F}, the script computes
the initial displacements (equation 8.11) and extracts the final displacement vec-
tor through the relationship stated in equation 8.10.
Similarly to the script from section 12.1, the value of fitness is:
3·op∑
j=1
(u(j)r )
2 + (u
(j)
i )
2 (12.4)
In this case the value of fitness takes into account not only the vibration from the
z axis but also those vibrations occurring in the x and y axis.
All the commands stated above are performed through fit 3d.m. Once again, the
value of fitness is the output of the function. The inputs needed for this process
are stated on the header of the MATLAB file.
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12.3 3D thin-walled structure with beams and DVAs
Once again, the structure for the individuals in this case follows equation 12.1.
The codification chosen for column 1 of the individual to differentiate between
DVA and beam requires the user to enter the amount of DVA types available. This
way, types 1 through NtypeDV A are regarded as DVA types, and the rest are con-
sidered beam types. Type number NtypeDV A+1 is, then, equivalent to beam type
1. The beam types have to be stored in a matrix in which each row determines
a property set, and columns store the different characteristics of said set. The
order in which the properties need to be stored is the following:
P =

E(1) G(1) I
(1)
x I
(1)
y I
(1)
z A(1) L(1) J (1) ρ(1) m¯(1)
E(2) G(2) I
(2)
x I
(2)
y I
(2)
z A(2) L(2) J (2) ρ(2) m¯(2)
...
...
...
...
...
...
...
...
...
...
E(nb) G(nb) I
(nb)
x I
(nb)
y I
(nb)
z A(nb) L(nb) J (nb) ρ(nb) m¯(nb)

(12.5)
Once again, the data is obtained by the program by a secondary function which
reads the information from a text file provided by the user.
The matrix contains an ”L” property even though the length of the beam is cal-
culated further on. This component has been programmed this way to make it
easier for the user to modify the code for using fixed length beams. In the version
used in this study the user can simply place any value in this field.
This case requires the expansion of the equivalent masses to 6 DOF. The pro-
cess followed to assemble the equivalent mass matrix of the DVA set is similar to
the one developed in section 12.2, filling the extra degrees of freedom with zeros,
as described in equation 10.3.
The elemental stiffness (equation 9.9) and mass (equation 9.13) matrices are
generated in a separate function named K M gen.m. This script generates two
arrays of matrices with the following structure:
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K = {[K11], [K21], [K21], [K22], · · · · · · , [Knn]} (12.6)
M = {[M11], [M21], [M21], [M22], · · · · · · , [Mnn]} (12.7)
If a node does not hold any beams, the stiffness and mass matrices are null.
Since the method only contemplates beams connecting a node ID with its follow-
ing codified position, matrices of Kij and Mij with | i − j | > 1 are not contem-
plated.
The non-null matrices are rotated following equation 9.17 and then assembled
to the mass and stiffness matrices of the beam super-element (equation 9.19).
The assembly is the mechanism used by the function to include the beams sug-
gested by the algorithm. Therefore, in most iterations, some of the elemental
matrices are not assembled and are left null.
The angles formed by the beam and the horizontal xz plane are calculated through
a separate function, named angles beam.m. The angles are stored in an array
and then used to generate the rotation matrices for each beam element.
For a certain force vector {F}, the script computes the initial displacements
(equation 8.11) and extracts the final displacement vector through the relation-
ship stated in equation 10.8.
The value of fitness in this case does not take into account the twist components
in the displacement vector. The value of the vibration magnitude is computed
through the following expression:
op∑
j=1
( 6j−3∑
k=6j−5
(u(k)r )
2 + (u
(k)
i )
2
)
(12.8)
All the commands stated above are performed through fit beam.m. Just like in
the previous two cases, the value of fitness is the output of the function. The
inputs needed for this process are stated on the header of the MATLAB file.
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Some optimization cases have been prepared and performed in order to demon-
strate the use of the formulation. In the cases in which two methods are used
(one dimensional and three dimensional cas with DVAs only) a discussion of the
two methods (Genetic algorithm and MIQP) in which the formulation has been
applied is added. As it has been said in section 2 , the algorithms are formulated
and programmed in the complementary final degree project ”Study of optimiza-
tion for vibration absorbing devices applied on airplane structural elements”. The
parameters for the genetic and MIQP algorithms are not detailed in this study, for
more information on these parameters see [1]
The vibration reduction (Incremental Loss) is determined in dBs with the rela-
tionship stated in the following expression:
IL = 20 · log
(‖{u0}‖
‖{u}‖
)
(13.1)
Where:
‖{u}‖ =
op∑
j=1
√
(u
(j)
r )2 + (u
(j)
i )
2 (13.2)
The optimization case are representative of the three procedures studied in sec-
tions 8.1, 8.2 and 10. Once again, for the computation of vibration reduction in
the case of a counter-measure formed by both DVAs and beams, only the com-
ponents of displacement are taken into account.
Dı´dac Selle´s Alseda` 45
13. Optimization cases
13.1 Optimization of a plane plate using DVAs in
one dimensional vibration
This optimization case represents the procedure formulated and explained in sec-
tion 8.1. The plate material properties and dimensions are summarized in table
13.1.
Lx Ly Thickness Material Damp. coe. ρ ν E
5m 3m 0.01m Al2024 0.01 2780 Kg
m3
0.33 73.1·109 Pa
Table 13.1: Plate measures
Table 13.2 represents the physical values defining the available DVAs for this
optimization, following the structure defined in equation 12.2. The data is given in
International System of Units, so mass is given in [Kg], spring stiffness is given
in [N
m
] and coefficient of viscous damping is given in [N ·s
m
].
Type M K C
1 0.150 63165.47 9.4876
2 0.250 63165.47 9.4876
Table 13.2: Plate DVA types
The boundary conditions applied to the model are restrictions in all three degrees
of freedom of displacement in the perimeter nodes of the plate.
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Figure 13.1: Case Geometry and Mesh
The points of possible DVA allocation have been chosen in order to cover the
whole surface of the plate, whereas the objective points, in which the vibration is
reduced, are chosen to be representative of the lower right corner of the plate.
The origin of coordinates has been placed at the lower left corner of the plate.
Figure 13.2 illustrates this idea:
Figure 13.2: Significant points
The external force has been applied to a single node of the lower right corner of
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the plate (yellow dot). The force has a value of 250 · 106N . The maximum amount
of DVAs allowed for both the genetic and the MIQP algorithms is 10.
The model has been verified by comparing the frequencies of appearance of the
normal modes suggested by the software (NASTRAN) with the analytical expres-
sion that defines these values (see appendix C).
13.1.1 Optimization by the genetic algorithm
In order to solve this problem with the implemented GA, the input files have to be
generated, containing:
• The real part of the FRF matrix.
• The imaginary part of the FRF matrix.
• The input force vector.
• The physical properties of the available DVAs.
and these files must follow the format defined in appendix A.
Once the problem is generated, the constants defining it have to be given to
the algorithm. This is done by means of assigning the correspondent value to the
variables of the program as showed in table 13.3.
types 2
ndmax 10
positions 30
op 21
w 80
Table 13.3: GA constants of the problem.
Then, the parameters of the algorithm have to be set up. Since the aim of this
case is to illustrate the proper operation of the algorithm but not to optimize its
performance, the parameters controlling the strategy used are presented in order
to allow anyone to repeat the test, but their discussion is out of the scope of this
study. In table 13.4 the whole configuration is presented.
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pd 0.5
maxg 500000
popsize 50
en 3
mr 0.3
pr 0.5
objective 0
cramer 0
Table 13.4: GA parameters set up for the case.
After performing the 500000 iterations in 9413.46 s, the best individual achieved
is presented in table 13.5.The best individual has a fitness value of 1396.6 m2.
Type Node ID XY Coordinates [m]
2 1 (0.5 , 2.5)
2 2 (0.5 , 2)
2 3 (0.75 , 2)
1 4 (1.5 , 1.5)
1 5 (0.75, 1.5)
2 7 (1.5 , 2)
2 8 (1.5 , 1.5)
2 18 (3.5 , 1.5)
2 24 (4.5 , 1)
2 25 (4.5 , 0.5)
Table 13.5: Best individual achieved with the GA.
This solution is equivalent to an insertion loss of
ILGA = 6.22dB
and it represents an increase of weight of 2.3 kg.
13.1.2 Optimization by MIQP
The optimization tool developed to call the CPLEX solver needs as an input the
same files as the GA (FRF matrix, input force and DVA properties).
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Then, the main variables of the project have to be given to the application. They
are:
mo 21
mp 30
t 2
nd max 10
w 80
Table 13.6: Variables of problem introduced to MIQP application.
The solution achieved is the optimal solution and is presented in table 13.7. It
has been codified as a GA individual in order to compare it to the one obtained
through the genetic algorithm.
Type Node ID XY Coordinates [m]
2 1 (0.5 , 2.5)
2 2 (0.5 , 2)
2 7 (1.5 , 2)
2 8 (1.5 , 1.5)
2 15 (2.5 , 0.5)
2 18 (3.5 , 1.5)
2 19 (3.5 , 1)
2 22 (4.5 , 2)
2 24 (4.5 , 1)
2 25 (4.5 , 0.5)
Table 13.7: Optimal solution achieved by MIQP.
The objective value reached is 1230.1902m2, which represents an insertion loss
of
ILMIQP = 6.46dB
It has been achieved in 4277.37s with 1.86·106 iterations. This solution repre-
sents an increase of 2.5 kg.
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13.1.3 Analysis of results
The insertion loss achieved for both of the optimization tools shows that the re-
duction of vibration is significant and very similar between alternatives. Although
the GA has not achieved the optimal value, the difference of vibration reduction is
only 0.22dB lower.
The increase of weight that these solutions imply can be computed in terms rela-
tive to the total weight of the plate:
∆wGA =
2.5kg
417kg
= 0.552% (13.3)
∆wIMQP =
2.5kg
417kg
= 0.600 (13.4)
These values show that the increase of weight is negligible compared to the re-
duction achieved, as it can be seen in the ratio of vibration reduction (in dB) with
respect to the increase of weight:
IL
∆wGA
= 2.70
dB
kg
(13.5)
IL
∆wMIQP
= 2.58
dB
kg
(13.6)
It can be seen that, although the GA has achieved a lower vibration reduction, the
reduction per unit of mass of this solution is higher than the one achieved with
MIQP. This illustrates the objective of the problem, which is to reach maximum
reduction of vibration at any cost. For engineering reasons it can be desirable to
implement a non-optimal solution taking into account other aspects such as the
weight increase. A change in the objective function in order to consider these
criteria can be an option but it is out of the scope of this study.
Another important aspect to analyze is the time required to achieve the solution.
In order to compare the results with an algorithm which tests all the possibilities,
the amount of time stipulated has been extrapolated from the mean time required
to compute an individual in MATLAB with the GA:
tind =
tTOTAL
iterations · popsize =
9413.46s
500000it · 50 ind
it
= 3.76 · 10−4 s
ind
(13.7)
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The time that it will take to compute all the solutions evaluating the FEM model is
also extrapolated. The results are presented in table 13.8.
These results make it clear that the time required to solve the problem test-
GA MIQP All combinations FEM
Combinations tested 2.5 · 106 1.86 · 106 3 · 1030 3 · 1030
Evaluation time 2.31 · 10−4s 3.76 · 10−4s 3.76 · 10−4 2s
Total time 1.19h 2.61h 2.15 · 107h 1.14 · 1011h
Table 13.8: Time comparison between optimization options.
ing all the combinations both by the linear coupling or by recomputing the FEM
model is totally unfeasible while both of the optimization tools proposed in this
study achieve optimal (or almost optimal) solutions in a reasonable amount of
time.
Comparing the times required by each one of the alternatives proposed with the
one required for testing all the possibilities:
tTOTALGA
tTOTALap
= 8.23 · 106 (13.8)
tTOTALMIQP
tTOTALap
= 1.807 · 107 (13.9)
These values show the huge decrease of time in terms relative to the ”all possi-
bilities” method, so they can be extended to a different hardware.
13.2 Optimization of a 3D thin walled structure
This optimization case represents the procedure formulated and explained in sec-
tion 8.2. The geometry for this section has been provided by SENER Ingenierı´a
y Sistemas.
13.2.1 Model characterization
The model used for this study is the simplification of a fuselage model with the
following components:
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• Skin: The surface of the fuselage model
• Frames: Circular reinforcements periodically placed around the longitudinal
axis of the fuselage. There is a total number of 5 frames.
• Stringers: Straight reinforcements periodically placed on the fuselage skin,
in the direction of the longitudinal axis. There is a total number of 32
stringers.
• Floor panel: Plate in which the seats or cargo are placed.
• Columns: Reinforcement beams joining the floor panel with the fuselage
surface. 100mm diameter circular section.
The material that conforms all the components is an aluminum of the properties
shown in table 13.2.1.
ρ[Kg
m3
] Poisson E [GPa]
2796 0.33 73.8
Table 13.9: Aluminum properties for the fuselage model
There are two different boundary conditions, one at the front rim of the fuselage
and another one at the rear rim:
• Front: Rigid union of a point mass placed 5 meters in front of the fuselage,
in order to simulate in a simple way the effect of the pilot cabin.
• Back: Restriction of all the degrees of freedom of movement and rotation,
in order to simulate in a simple way the effect of the rest of the fuselage.
The weight of the passengers is simulated with point masses placed in several
points of the floor plate.
The general dimensions of the model are described in table 13.2.1. The forces
Lenght Radius Floor lenght Floor width Dist. frames Thickness
6 1.95 6 3.8 1 0.001
Table 13.10: Fuselage model dimensions in meters
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applied to this model simulate the stress transmitted by the engines. They are two
antisymmetric forces applied in the outside of the fuselage at the same height as
the floor plane and in the middle point of the longitudinal axis. They both have a
modulus of 1000N.
13.2.2 Nodes of interest
For both the DVA only case and for the DVA-beam case, the nodes of interest
have been chosen with the same criteria. The area that has been selected to be
vibration-optimized is the floor panel of the fuselage. Figure 13.3 marks the panel
in a general overview of the structure model:
Figure 13.3: Floor section of the fuselage
The points of possible allocation of DVAs or beams have been chosen as the
intersection of the horizontal stringers with the circular frames. There is a total
of 32 such points in every frame. For reasons of lack of computing power, this
study has only been completed considering one of the five frames presented in
the model. Further sections display partial results considering all five frames, with
a total of 160 points. Figure 13.4 displays the location of the points of possible
DVA/beam allocation:
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Figure 13.4: Longitudinal view of the structure with possible countermeasure al-
location points
13.2.3 DVA characteristics
For this simulation, three kinds of DVA have been considered. Table 13.11 repre-
sents the physical properties of the DVAs.
Type m [kg] k [ Nm ] c [
N s
m ] Tuning ω[Hz]
1 0.600 202129.49 9.4876 92.4
2 0.800 202129.49 9.4876 80
3 0.500 ∞ 0 -
Table 13.11: Properties of the DVAs and the point mass used in the problem.
The third DVA type is actually representing a point mass. This is done by giving it
a rigidity several orders of magnitude higher than usual values.
13.2.4 Optimization of 3D DVA case by the genetic algorithm
In order to solve this problem with the implemented GA, the inputs files need to
be created containing:
• the real part of the FRF matrix,
• the imaginary part of the FRF matrix,
• the coordinates of the points of interest,
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• The input force vector.
• the physical properties of the available DVAs,
and these files must follow the format defined in appendix A.
Once the files are ready, the constants defining the problem have to be given
to the algorithm. This is done assigning the values presented in table 13.12 to the
variables of the program.
types 3
ndmax 20
positions 32
op 20
w 80
Table 13.12: GA constants of the problem.
Then, the parameters of the algorithm have to be set up. Since the aim of this
case is to illustrate the proper operation of the algorithm but not to optimize its
performance, their discussion is out of the scope of this study.
After performing the 500000 iterations in 70166 s, the best individual achieved is
presented in table 13.13. It has a fitness value of 1.44189· 10 -5 m2.
This solution is equivalent to an insertion loss of
ILGA = 3.356dB,
and it represents an increase of 13.6kg.
13.2.5 Optimization of the 3D DVA case by MIQP
The optimization tool developed to call the CPLEX solver needs as an input the
same files as the GA (FRF matrix, input force, DVA properties and point coordi-
nates).
The main variables of the project have to be given to the application. They are
presented in table 13.14.
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Type Node ID
2 1
1 5
1 6
1 7
1 8
1 11
1 13
1 15
1 16
2 17
1 18
1 19
2 20
1 21
2 22
1 23
2 26
2 28
2 29
2 30
Table 13.13: Best individual achieved with the GA.
The solution achieved is the optimal solution and it is presented in table 13.15.
It has been codified as a GA individual in order to compare it to the one obtained
by the Genetic Algorithm.
The objective value reached is 1.48522·10-5 m2, which represents an insertion
loss of
ILMIQP = 3.228dB.
This solution has been achieved after 9.260· 107 iterations in a time of 79419s
and it represents an increase of 13.4kg. However, with this time and this number
of iterations CPLEX doesn’t guarantee the achievement of the optimal solution;
this is clear when comparing the solution with the one achieved with GA, which
has a lower objective value.
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mo 20
mp 32
t 3
nd max 20
w 80
Table 13.14: Variables of problem introduced to MIQP application.
The time required to ensure that the solution is optimal for this problem is too big
for the available computational resources, therefore, in order to help the solver,
the solution found by the GA (table 13.13) is introduced as a presolution to check
if CPLEX is able to improve it and find a better one. Even so, after 1.90·108
iterations performed in 169620s CPLEX was unable to improve the solution.
13.2.6 Analysis of results
The first aspect to notice is that the insertion loss achieved for both of the opti-
mization tools is very similar and that CPLEX is not able to reduce the solution
achieved with the GA. This indicates that both alternatives achieve a close-to-
optimal solution without much trouble and also that the MIQP program has a real
problem of scalability. When the problem grows, like in this example, with 96
binary variables and 216 real variables, it makes it infeasible to ensure that the
solution is the optimal, at least with the time and resources available.
Something that might strike as odd to the reader is the fact that the best solu-
tion found is a mix of devices and not all of them are tuned. But if a solution
with the devices placed in the spots suggested by the best solution (table 13.13)
but with all the DVAs tuned (type 2), the reduction achieved is only 1.70dB. This
shows that in complex structures like this one, the best solution may not be intu-
itive at all.
The increase of weight that these solutions imply can be computed in terms rela-
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Type Node ID
2 1
2 4
1 7
3 8
1 10
1 12
2 13
1 14
1 16
2 17
3 18
2 20
2 22
3 23
1 24
1 25
2 26
2 28
2 30
3 31
Table 13.15: Solution achieved by MIQP.
tive to the total weight of the whole structure:
∆wGA =
13.6kg
1756kg
= 0.774% (13.10)
∆wMIQP =
13.4kg
1756kg
= 0.763% (13.11)
These values show that the increase of weight is negligible compared to the
weight of the fuselage for the reduction achieved. When the reduction achieved
(3.356dB) is compared with this increase of weight (0.774%), it can be concluded
that the reduction is significant.
In this case, the GA has achieved a higher vibration reduction in a similar amount
of time but also with a higher increase of mass. This highlights the fact that the
algorithms look for the minimum level of vibration without taking into account any
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weight parameter. The task of the engineer is to choose between these solutions
(and maybe also some others close-to-optimial solutions that the algorithms have
tested before finishing) considering more parameters other than the vibration re-
duction, such as the weight increase or the cost of implementing the solution.
Another important aspect to analyze is the time required to achieve the solution.
In order to compare the results with an algorithm which tests all the possibilities,
the amount of time stipulated has been extrapolated:
tind =
tTOTAL
iterations popsize
=
70166s
500000it 50 indit
= 2.81 · 10−3 s
ind
(13.12)
The results are presented in table 13.16.
GA MIQP All combinations
Combinations tested 2.5·107 9.26·107 4 1.15·1018
Evaluation time [s] 2.81· 10-3 8.577·10-4 2.81·10-3
Total time [h] 22.06 16.23 9.0·1011
Table 13.16: Time comparison between optimization options.
These results make it clear that the time required to solve this problem testing
all the combinations is totally unfeasible while both of the optimization tools pro-
posed in this study achieve close-to-optimal solutions in a reasonable amount of
time.
Comparing the time required to test all the possibilities with the one required
by each one of the alternatives proposed:
tTOTALap
tTOTALGA
= 4.04 · 1010, (13.13)
tTOTALap
tTOTALMIQP
= 5.54 · 1010, (13.14)
These values imply that the optimization methods hugely reduce the computa-
tional time for finding an optimal solution, which is reduced about ten orders of
magnitude.
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13.3 Optimization of Beam+DVA with the genetic al-
gorithm
The study of this case has been performed using the model in section 13.2 Op-
timization of a 3D thin walled structure. The points of interest and the DVAs are
also the same. The only difference is the fact that in this case the algorithm is
allowed to place beam elements in addition to DVAs. This case represents the
application of the expressions formulated in section 10 Combinations of beams
and DVAs on a structure.
13.3.1 Beam characteristics
In the Beam+DVA study two kinds of beam have been considered. Beam kind 1
is made of iron and beam kind 2 is an aluminum alloy. The physical properties
and dimensions of the two kinds of beams are presented in table 13.17.
Types E [Pa] G [Pa] Iy[m4] Iz[m4] A [m2] L [m] J [m4] ρ [ kgm3 ]
4 211·109 82·109 2.13·10-7 2.13·10-7 0.0008 - 3.60·10-7 7874
5 70·109 82·109 3.41·10-6 3.41·10-6 0.0008 - 3.60·10-7 2700
Table 13.17: Physical properties of the types of beams.
The parameters marked with a dash are irrelevant for this set-up.
13.3.2 Optimization by the genetic algorithm
In order to solve this problem with the implemented GA several input files have to
be generated:
• the real part of the FRF matrix,
• the imaginary part of the FRF matrix,
• the coordinates of the points of interest,
• the input force vector,
• the physical properties of the available DVAs and
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• the physical properties of the available beams.
These files must follow the format defined in appendix A.
Once the problem is set up, the constants defining it have to be given to the
algorithm. They are presented in table 13.18.
types DVA 3
types BEAMS 2
ndmax 10
positions 32
op 20
nodes planes 32
w 80
Table 13.18: GA constants of the problem.
Then, the parameters of the algorithm have to be set up. As in the previous
cases, their discussion is out of the scope of this study and they will be the same
used in the one dimensional case (see section 13.1 Optimization of a plane plate
using DVAs in one dimensional vibration) except for the population size, which is
reduced to 30 individuals for computing time reasons.
After performing 500000 iterations in 166166s, the best individual achieved is
presented in table 13.19, which has a fitness value of 3.1588·10-6 m2.
This solution represents an insertion loss of
IL = 9.95dB
with an increase of weight of 16.0kg.
13.3.3 Analysis of results
The insertion loss achieved for this case is almost a reduction of one order of
magnitude in the vibration level. A physical analysis of the solution shows that
the analyzed structure has a lack of stiffness since all the devices placed are
beams. It can also be noticed that the solution places the beams in the first 16
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Type Node ID
5 1
5 2
5 3
4 6
5 7
4 8
4 9
4 12
5 14
5 16
Table 13.19: Best individual achieved with the GA.
points. This makes sense because these positions are the ones under the floor,
where the floor itself and the columns that support it are connected with the frame,
therefore stiffening the structure in that zone will clearly reduce the vibration on
the floor panel (objective zone).
The increase of weight that these solutions imply can be computed in terms rela-
tive to the total weight of the whole structure:
∆wGA =
16.0kg
1756kg
0.91%. (13.15)
This increase is not significant taking into account the hight reduction that has
been achieved, which gives even more value to the solution found.
Finally, the time required to achieve the solution is analyzed. In order to com-
pare the results with an algorithm which tests all the possibilities, the amount of
time stipulated has been extrapolated like in section 13.2 Optimization of a 3D
thin walled structure:
tind =
tTOTAL
iterations popsize
=
166166s
500000it 30 indit
= 1.11 · 10−2 s
ind
. (13.16)
The time that it will take to compute all the possibilities is not contemplated as it
can easily be seen that it is unfeasible.
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The results are presented in table 13.20.
GA All combinations
Combinations tested 1.5·107 7.96·1024
Evaluation time [s] 1.11· 10-2 1.11·10-2
Total time [h] 46.16 6.82·1017
Table 13.20: Time comparison between optimization options.
These results make it clear that the time required to solve this problem testing all
the combinations is unfeasible while the optimization tool proposed in this study
achieves a close-to-optimal solution in a reasonable amount of time.
Comparing the time required to test all the possibilities with the one required
by the GA:
tTOTALap
tTOTALGA
= 1.48 · 1016, (13.17)
Dı´dac Selle´s Alseda` 64
14. Safety
14. Safety
The world of airspace engineering has a big challenge in assuring the safety of
the users of its technology, since failures can greatly affect the success of the
industry in the eyes of public opinion.
The fatigue created by high levels of vibration negatively affects the integrity of
structural materials, favoring the appearance of cracks or even their sudden col-
lapse. Airplanes can experience the formation of cracks in specifically challenged
areas of their structure, such as the engine support or the wing fuselage union,
such as the recent issues with the wings of the Boeing 787 [14].
The tool developed in this study has the potential of preventing high levels of
vibration, thus reducing the risk of formation of cracks in critical areas of an air-
plane fuselage and so guaranteeing the integrity of the vehicle.
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Modern engineering is not only required to accomplish objectives of functional-
ity and economical aspects, but also of environmental impact. This is the case
especially in those industries that develop and manufacture products which emit
substances during their normal working cycle that can potentially harm the envi-
ronment.
In recent years, the aerospace industry has invested a high amount of resources
in the development of fuel efficient and eco-friendly technologies. One such effort
has been the development of alternative fuels for NASA rockets, thus discarding
the extremely hazardous solid rocket engines.
Figure 15.1: Early aircraft technology, 1952 Boeing B-47 Stratojet, image from
Wikipedia Commons
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Figure 15.1 is a clear example of the disregard of early engineering towards en-
vironmental impact, applying technologies such as the stratojet aided take off.
Another challenge that the aerospace companies have to overcome is the in-
creasing acoustic pollution generated by the ever-growing fleets of commercial
airplanes.
In a smaller impact scale, the simulations used for aerospace applications can
reach prohibitive levels of electricity consumption by the required hardware. When
these values are pushed to the limit of feasibility, companies and research centers
end up consuming very high amounts of electricity to perform their simulations.
Physical and mathematical models that can help reduce the amount of calcula-
tions have a direct effect on power consumption.
15.1 Fuel emissions reduction
There is a great dependency between total weight of an aircraft and fuel con-
sumption. Any technology that makes part of the mass of an airplane expendable
directly reduces the fuel consumption of the vehicle, which leads to a reduction of
emissions.
An aircraft that includes countermeasures for reduction of vibration levels can
undergo the procedure of optimization, achieving the same result as the original
configuration with a significant weight reduction.
15.2 Acoustic pollution reduction
A reduction of certain noise levels can be achieved with the correct placement of
vibration dissipating elements. If the optimization cycle is tuned to eliminate cer-
tain frequencies of vibration, the outcome can greatly reduce the noise generated
by the vibration of the fuselage components in that frequency.
Acoustic countermeasures can be greatly effective if tuned against vibration fre-
quencies generated in take-off and landing operations, greatly improving the com-
fort of nearby residential zones.
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The reduction of cruise flight acoustic pollution would allow access to flight paths
over protected natural or residential zones, allowing airplanes to cross these
zones without significantly perturbing the levels of noise.
15.3 Reduction of simulation energetic cost
The optimization cycle proposed in this study acts on simulation efficiency in two
main aspects:
• Linearized problem: A linearization of the problem allows the method to
avoid the re-calculation of the whole structure through a finite element sim-
ulation, with very low error, which would lead to unnecessary computation
time and energy consumption
• Optimization techniques: The addition of optimization techniques greatly
reduces the amount of possible configurations that have to be analyzed in
order to obtain the optimal solution. The calculation of non-optimal solutions
is irrelevant for the purpose of the method so avoiding it reduces energy
consumption without any effect on the final result.
Dı´dac Selle´s Alseda` 68
16. Limitations and future lines of investigation
16. Limitations and future lines of
investigation
The algorithms presented in this study are definitively a good alternative for opti-
mizing the absorber devices in an airplane structure. Nevertheless, they still have
some limitations that can be developed in future studies.
• The algorithms have been tested and they hugely improve the efficiency of
the optimization, making it feasible to analyze a great amount of combina-
tions in a relatively little period of time and obtaining very good results or
even optimal results. However, in this study the influence of the different
parameters controlling the algorithm’s performance has not been analyzed.
This study would be a good improvement in order to increase the efficiency
of the optimization processes for a particular case or even for a group of
similar cases such as airplane fuselages.
• The algorithms have been tested in some illustrative cases in order to prove
that they are very useful and powerful tools. It will be a good experience to
go further and test the behavior of the algorithms in bigger problems with
better computational resources in order to study their scalability, their real
power and limitations. For these cases it may be interesting to test the
combination of both algorithms, trying to improve a result from the genetic
algorithm with the MIPQ application, for example.
• After testing the limitations of the implemented algorithm, an interesting
study will be to use different algorithms that apparently are not the best
choice, for example nonlinear integer programming, and analyze if they
achieve a better behavior in problems with a bigger amount of data to pro-
cess.
• To improve the efficiency of the algorithms, different methods to take ad-
vantage of symmetries or the repeatability of some structural elements as
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formers may be studied and implemented.
• The optimization presented in this study is focused only in a single working
frequency. A good improvement may be to perform the optimization not only
on a single frequency but on a frequency window around the one of interest,
or even on multiple windows around this frequency and its harmonics. The
implementation of this new feature is almost direct if the range of frequency
is discretized.
• The analysis and optimization developed in this study stays in the field of the
vibration reduction. The next natural step would be to extended it in terms
of acoustic radiation.
• The objective of the optimization performed in this study is a pure minimiza-
tion of the vibration. However, it may be interesting for some practical cases,
as can be an aircraft fuselage, to introduce in the objective function some
terms related with the increase of weight or even with economic aspects.
This would make the problem not look for a pure minimum in vibration but
achieve an agreement between the vibration reduction and these new vari-
ables.
• The genetic algorithm has been implemented in MATLAB. With this lan-
guage it is usually faster to develop and perform programs or algorithms
than with traditional programming such as C or C++. Nevertheless, it is
definitively not more efficient in pure terms of run time. It may be a good
improvement to convert the code to a lower-level programming language
such as C++. Regarding the CPLEX Python API used to solve the MIQP,
the same reasoning can be applied. Python is a very comfortable language
and it allows an easier and faster approach to the CPLEX tool but the run
time could be reduced converting the application to a lower-level program-
ming language.
• The formulation of the DVAs in a plate has been already experimentally val-
idated [12] but the stiffeners model has not. A future study should test it
experimentally implementing the solution given by the algorithms and vali-
dating the results obtained.
• The devices treated in this study are traditional models of DVA with parallel
spring and damping, and Euler’s beams for stiffeners. A possible future
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study may be to test new models formulated for example with Timoshenko
beam theory or with alternative models of DVA such as series spring and
damping models and test them experimentally.
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This section covers the planning followed for the completion of the study, as well
as an overview of the future tasks in order to expand the research and improve
the results. Section 17.3 includes representations of the gantt charts.
17.1 Planning of the current study
The following list covers the descriptions of the tasks performed for the completion
of the study.
A.Information review and research: review and research of information related
with the project.
A.1.Review of vibro-acoustic theory: review the basic vibro-acoutic the-
ory to be applied in the project.
A.2.Review of existing methodology: review of the most computational
efficient methodology used to solve the problem. Information provided
by SENER.
A.3.Information research: Research for other methodologies or similar projects.
B.Identification of the problem: Identification of the mathematical problem and
the functions to be optimized.
C.Rectangular plate case: development of the process applied to a rectangular
plate.
C.1.Patran-Nastran learning: introduction to the vibro-acoustic software
Patran-Nastran. Learning Nastran language and understanding input
and output files.
C.2.Set up and FRF computation: Development of the Nastran input file
and the script that allows the user to obtain the FRF matrix.
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C.3.Implementation of vibro-acoustic cycle: Scripting and programming
of the vibration solver.
C.4.Adaptation of the vibro-acoustic design cycle to the algorithm : Coupling
of the vibro-acoustic solving software to the algorithm.
C.5.Analysis of the results: Validation or discarding of the results obtained
following physical criteria
D.Semimonocoque structure case: development of the process applied to a
semimonocoque structure.
D.1.Set up and FRF computation: Development of the Nastran input file
and the script that allows the user to obtain the FRF matrix.
D.2.Refinement of the vibro-acoustic cycle: Scripting and programming
of the vibration solver.
D.2.1. Formulation of 3D beams: Study and description of the phys-
ical behavior of a beam element.
D.2.2. Formulation of 3D DVAs: Study and description of the physi-
cal behavior of a DVA in 3D space.
D.3.Adaptation of the vibro-acoustic design cycle to the algorithm: Coupling
of the vibro-acoustic solving software to the algorithm.
D.4.Analysis of the results: Validation or discarding of the results obtained
following physical criteria
E.Document drafting: Creation of the report and appendices that describe the
development of the project as well as the final results.
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17.2 Planning of the future study
The following list covers the descriptions of the tasks that need to be performed
for a further expansion of the study and an improvement in result accuracy as well
as computational time.
A. Timoshenko beam theory formulation: Development of the beam equa-
tions following the Timoshenko approach, instead of the one presented by
Euler.
B. Timoshenko beam theory programming: Adaptation of the new beam the-
ory to a programming environment.
C. Adaptation of fitness functions to frequency window: Modification of the
code in order to compute the dynamic response of a range of frequencies,
instead of only one.
D. Comparison of Timoshenko and Euler beam model results: Evaluation of
how different the results of the Euler beam had been compared to the more
advanced Timoshenko beam model.
E. Adaptation of fitness functions to lower programming level (C++): Re-
writing of the code and definition of MATLAB native functions to a C++ en-
vironment.
F. Comparison of calculation speed of MATLAB vs C++: Evaluation of the
advantages obtained of re-writing the code to C++
G. Beam experimental tests: Set-up of the experimental case and data corre-
lation with the beam simulations.
G.1. Manufacturing of a test geometry with a beam dissipating el-
ement: Design and fabrication of a simple structure with an applied
beam element to be used as testing subject.
G.2. Placement of accelerometers and data collection (Beam): Obtain-
ment of experimental data through properly placed accelerometers.
G.3. Experimental validation of Euler results: Correlation of results for
Euler beam theory software with experimental data.
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G.4. Experimental validation of Timoshenko results: Correlation of
results for Timoshenko beam theory software with experimental data.
H. 3D DVA experimental tests: Set-up of the experimental case and data cor-
relation with the DVA simulations.
H.1. Manufacturing of a test geometry with a DVA element: Design
and fabrication of a simple structure with an applied DVA to be used as
testing subject.
H.2. Placement of accelerometers and data collection (DVA): Obtain-
ment of experimental data through properly placed accelerometers.
H.3. Experimental validation of 3D DVA results: Correlation of results
for the 3D DVA adaptation software with experimental data.
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17.3 Gantt Charts
Figure 17.1: Current study Gantt chart
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Figure 17.2: Future study Gantt chart
D
ı´dac
S
elle´s
A
lseda`
77
18. Budget
18. Budget
The budget is covered in detail in a separate document. This section gives a
small overview of the final cost of the section, covering the three main expenses:
• Labor: Wage of the engineer in case of the study plus indirect costs. Total
of 15000 e
• Software: Licenses of the software used for the study. Total of 3853 e
• Hardware: Price of the equipment invested in the study. Total of 427 e
The study has a total cost of 19110e.
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As it has been said before, this study has produced a tool capable of reducing
the vibration levels by optimizing the positions and properties of the countermea-
sures. The improvement can also be performed determining a maximum value
of accepted vibration and obtaining the countermeasure combination that accom-
plishes this level with the lowest total mass.
The cost of the process that leads to creating an operational tool to theoreti-
cally reduce mass in an airplane includes the budget presented in this study, as
well as the one presented in ”Study of optimization for vibration absorbing devices
applied on airplane structural elements” [1] by E. Matas. The total cost of both
studies is 33033.05 e
This amount is dwarfed in comparison to the saving that weight reduction allows
on, for example, a commercial airplane such as the Airbus A330. This airplane
consumes an extra 0.15 kg of fuel per kilogram of extra weight in a flight of 4600
Km [15]. This section uses as a reference the orders of magnitude obtained in
the optimization cases of the study, which suggest that the increase of weight
of vibration countermeasures is roughly of a 0.5 %. In an Airbus A330 with an
Operational Empty Weight of roughly 200 tons, this represents about 1000 kg of
potential weight reduction, which leads to 150 kg of potential fuel mass reduc-
tion. With a density of approximately 0.8 kg/L, this implies a reduction of 186.567
L.
As an approximate value of Jet A fuel, the study uses the one found in the United
States, which fluctuates around 0.566 e/L [16]. This, along with the estimated fuel
reduction of 186.567 L for a 4600 km flight yields a reduction in cost of 0.02296
e/Km. Applying this measure to only one A330 airplane, the studies would be
profitable after roughly 284 flights of 4600 Km. Since modern aircraft industries
produce a large number of airplanes with the same structure, this number of
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flights could be spread amongst all airplanes of the same structure in which the
optimization has been performed and, with slight modifications, to other similar
models. The total cost reduction that the tool can yield highly depends on the
amount of airplane units in which the countermeasures are applied, but the cal-
culations show a great potential.
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The formulation for the 3D DVA and the beam countermeasures has been suc-
cessfully generated and scripted, correctly predicting the dynamic response of
the coupled DVA-Beam-Structure system. Therefore, requirements (A), (B) and
(C) from section 3 have been fulfilled.
The outcome of the study has been a process that reduces the computation time
four orders of magnitude with respect to the calculations with a FEM simulation
software, making the time reduction requirement (E) from section 3 a success.
This decrease is key to making the process feasible if many cases have to be
tested and compared, as it is the case in an optimization process.
The fitness functions have been successfully included to a genetic algorithm and
the formulation has been linearized and adapted to a MIQP algorithm both able
to obtain an optimum configuration with a reduction of time of ten orders of mag-
nitude compared to the analysis of all the possibilities, and even sixteen orders
of magnitude in the case of the addition of beam elements, thus fulfilling require-
ment (D) of section 3.
The resulting tool is flexible enough to allow variations in the fitness definition,
for example taking into account criteria of weight increase as part of the output of
the fitness functions. This makes the process adaptable to other specific needs
and it expands its use.
The vibration reduction achieved with the tool developed in the study increases
the safety of the aerospace industry, further ensuring the integrity of some of the
most challenged parts of an airplane fuselage.
An application of the study would potentially benefit the environment in a signifi-
cant way by reducing fuel consumption of aircraft, as well as lowering the levels
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of acoustic contamination.
The use of the study to commercial aircraft would yield an increase of economic
profit by fuel consumption reduction that makes the development and application
of the tool economically feasible.
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In this appendix the format of the input files required by the optimization tools
developed in this study is described and illustrated.
A.1 FRF files
The FRF matrix of the structure is presented in two different text files.
• FRFMatrixR.txt contains the real part of all the elements in the matrix.
• FRFMatrixI.txt contains the imaginary part of all the elements in the matrix.
The matrices are presented in a text file with their columns separated by a blank
space and their rows by an end line (”\n”).
Both rows and columns must be sorted following the next sequence:
1. Objective nodes (nodes in O).
2. Possible nodes where a device can be placed (nodes in D) sorted for the
intrinsic codification of the algorithm.
3. Points that don’t belong to O or D but where an external force is applied.
Figure A.1 presents a piece of a FRF input file as example.
Figure A.1: Sample of a FRFMatrixR.txt or FRFMatrixI.txt file.
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A.2 DVA properties
The properties of the different devices required for the algorithms are presented
in the text file TMA.txt.
This file must contain a line for each different type of device that can be placed
in the structure. In each of this rows there must be three values separated by
a blank space. These values must be (from left to right) the mass of the device
(mi), the spring stiffness (ki) and the damping coefficient (ci). These values must
be coherent with the units used in the problem. This study is developed with IS
units.
In order to discern point masses from DVAs the optimization tools developed in
this study recognizes that the code 999999999 entered as a value of spring stiff-
ness for a device means that the device is a point mass and treats it accordingly.
In figure A.2 an example of the correct format is presented.
Figure A.2: Sample of a TMA.txt file.
A.3 Beam properties
The beam properties are stored in a text file named beam properties.txt with a
specific order. Each row of the text file represents the set of properties of a kind of
beam. The end of the row is marked by an end line and each value is separated
by a blank space.
The rows need to be in the order considered for the K M generation function.
That is, the first row correlates with beam type 1 from the algorithm, the second
with beam type 2 and so on.
The order in which the properties need to be stored in the rows of the text file
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is the following:
E G Ix Iy Iz A L J ρ m¯
Figure A.4 presents a sample of this file format.
Figure A.3: Sample of a coordinates.txt file.
A.4 Input force
The external force array applied to the structure has to be presented in a text file
called F.txt.
This input file contains a line with the value of the input force in the corresponding
degree of freedom of the FRF matrix. The number of lines of this file must agree
with the size of the FRF matrix. The units must be consequent with the system of
units chosen for the problem. Once again, this study is developed in IS.
Figure A.4 presents a sample of this file format.
Figure A.4: Sample of a F.txt file.
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A.5 Coordinates file
The coordinates file has to include one row for each node of interest in the sim-
ulation, respecting the order in which the algorithm works. The first rows have to
contain the information about the coordinates of the objective points, followed by
the coordinates of the points of possible allocation of DVAs or beams, with the
last rows for points specifically devoted as force application (if any). Each value
has to be separated by a blank space and each row has to be separated by an
end line.
In order to define the order of the rows, the user needs to keep in mind which
is the longitudinal axis of the geometry of study. The software calculates the
angles between the second and third rows of the text file.
• X as main axis: The order is X coord. Y coord. Z coord.
• Y as main axis: The order is Y coord. Z coord. X coord.
• Y as main axis: The order is Z coord. X coord. Y coord. , or alternatively,
the user can add a dummy column to the data file ordered xyz.
Figure A.4 presents a sample of this file format.
Figure A.5: Sample of a coordinates.txt file.
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This appendix contains illustrative figures for the mechanics of the genetic algo-
rithm property of E. Matas, used for the optimization cases of this study.
Figure B.1: Global algorithm flowchart
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Figure B.2: Mutation function flowchart
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Figure B.3: Procreation flowchart
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Figure B.4: DVA fitness function flowchart
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Figure B.5: DVA+Beams fitness function flowchart
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C. Plate model verification
In order to verify the FEM model of the plate used for the optimization case in
section 13.1, the results of the analytical expression for the frequencies in hertz
in which the normal modes appear are compared with the frequencies predicted
by the FEM.
Expression C.1 calculates the frequency of appearance of a normal mode as
a function of its characteristic values M and N.
ω =
1
2pi
·
√√√√EI
ρh
·
[(Npi
Lx
)2
+
(Mpi
Ly
)2]
(C.1)
Table C.1 is a comparison of the values in hertz of the first eight normal modes
extracted from the analytical expression and the FEM, with their relative error.
Analytical FEM Error %
11.753 11.762 0.081
21.0783 21.103 0.120
36.627 36.671 0.121
37.6888 37.709 0.057
46.979 47.050 0.151
58.399 58.467 0.116
62.476 62.618 0.227
80.91 80.954 0.054
Table C.1: Comparison of results from analytical solution and FEM for frequency
of normal modes
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