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ON CHARACTER VALUES AND DECOMPOSITION
OF THE WEIL REPRESENTATION ASSOCIATED
TO A FINITE ABELIAN GROUP
AMRITANSHU PRASAD
Abstract. We develop a simple algebraic approach to the study
of the Weil representation associated to a finite abelian group. As a
result, we obtain a simple proof of a generalisation of a well-known
formula for the absolute value of its character. We also obtain a
new result about its decomposition into irreducible representations.
As an example, the decomposition of the Weil representation of
Sp2g(Z/NZ) is described for odd N .
1. Introduction
Hermann Weyl introduced the Heisenberg group as part of his math-
ematical formulation of quantum kinematics [17]. The fundamental
property of Heisenberg groups, now known as the Stone-von Neu-
mann theorem, was predicted by Weyl, proved in the real case by
Marshall Stone [13] and John von Neumann [15], and extended by
George Mackey to locally compact abelian groups [6]. A consequence
of the Stone-von Neumann-Mackey theorem is that between any two
irreducible unitary representations of the Heisenberg group with iden-
tity central character, there is a unitary intertwiner which is unique
up to scaling. An automorphism of the Heisenberg group that fixes its
centre can be used to twist an irreducible representation of the Heisen-
berg group with identity central character to give another one. The
resulting intertwiners were studied by Andre´ Weil with a view towards
applications in number theory [16]. They give rise to a projective repre-
sentation of the group of automorphisms of the Heisenberg group that
fix its centre, known as the Weil representation.
The Heisenberg group provides an elegant conceptual framework
through which one may view the theory of the Fourier transform (see
Example 3.4). In this framework, the operators in the Weil represen-
tation and the Fourier transform have the same origin. The role of the
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Heisenberg group in harmonic analysis is discussed in Roger Howe’s
expository article [3].
Our interest in the Weil representation comes from representation
theory and number theory. The Weil representation can be used to
construct all the representations of SL(2) over a finite field [14], and
plays an important role in the construction of strongly cuspidal rep-
resentations of groups over local rings [12, 2, 5, 1], which are in turn
used to construct supercuspidal representations of groups over non-
Archimedean local fields.
Roger Howe gave a simple formula for the absolute value of the char-
acter of the Weil representation when the underlying abelian group is
the additive group of a finite dimensional vector space over a field of
odd order [4, Proposition 2]. Heisenberg groups associated to more
general finite abelian groups are also of great interest, and arise in, for
example, the study of abelian varieties [7] and representations of auto-
morphism groups of torsion modules over local rings [8]. Here we give
a different proof of Howe’s result, which besides being simpler, works
when the underlying abelian group is any abelian group of odd order.
In fact, we deduce it from a more general result, Theorem 6.2, which
holds even when the abelian group has even order. Howe’s surprising
proof proceeds by first establishing Corollary 8.7 and deducing Theo-
rem 8.1 as a formal consequence. We deduce both Theorem 8.1 and
Corollary 8.7 from the more general Theorem 6.2, which can not be
proved by Howe’s method.
Our method also proves to be useful in understanding the decompo-
sition of the Weil representation into irreducible summands. The main
result (Theorem 7.2) gives a basis for the space of self-intertwiners of
the Weil representation of any group of automorphisms of the Heisen-
berg group that fix its centre. Again, the results take a simpler form
when the underlying abelian group has odd order. In Section 9 we
illustrate our results by working out the decomposition of the Weil
representation of Sp2g(Z/NZ) for odd N .
Lemma 3.2 and the fact that it can be used to compute the absolute
value of the the character appears in many places in the literature (see,
for example, [10, Remark 2.11]).
We are grateful to K. R. Parthasarathy, Dipendra Prasad, S. Ra-
manan and M. K. Vemuri for some stimulating discussions which led
us towards the ideas in this paper.
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2. The Heisenberg Group
Let A be a finite abelian group. Let Aˆ denote its Pontryagin dual,
the group of homomorphisms A→ U(1). On L2(A) we have
• Translation operators: Txf(u) = f(u− x) for x ∈ A.
• Modulation operators: Mχf(u) = χ(u)f(u) for χ ∈ Aˆ.
Let K = A× Aˆ. For k = (x, χ) ∈ K, let Wk = TxMχ. The unitary operators
Wk on L2(A) are called Weyl operators. Operators of the form zWk, with
z ∈ U(1), k ∈ K form a subgroup G of U(L2(A)) under composition, which
is known as the Heisenberg group associated to A. When k = (x, χ) and
l = (y, λ) the group law is described by
(2.1) WkWl = χ(y)Wk+l.
If π(zWk) = k and j(z) = zW0, then π : G → K and j : U(1) → G are
homomorphisms. The image of j, which is the kernel of π, is the centre
of G.
3. The theorem of Stone, von Neumann and Mackey
Theorem 3.1. No non-trivial proper subspace of L2(A) is invariant
under all the operators in G. Moreover, if ρ : G→ U(H) is an irreducible
unitary representation such that ρ(j(z)) = zI, there exists an isometry
W : L2(A)→ H such that W (gf) = ρ(g)W (f) for all f ∈ L2(A) and g ∈ G.
Though this is an easy case of a well-known theorem, we include a
proof since the ideas in this proof will be used later. We begin with
Lemma 3.2. {Wk : k ∈ K} is a basis of EndC(L2(A)).
Proof. Define a representation of K on EndC(L2(A)) by
κ(k)(φ) =WkφWk
∗.
For k = (x, χ) and l = (y, λ) in K, one easily verifies that
κ(k)(Wl) = χ(y)λ(x)
−1Wl
so that Wl is an eigenvector for κ with eigencharacter
Xl(k) = χ(y)λ(x)
−1.
The map l 7→ Xl is an isomorphism of K onto its Pontryagin dual.
Thus, the Wl’s, being eigenvectors with distinct eigencharacters, are
|K| linearly independent elements of EndC(L2(A)), hence a basis. 
Remark 3.3. This proof of Lemma 3.2 also gives a decomposition of
the representation κ of K on EndC(L2(A)), see also [9, Lemma 3.1].
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Proof of Theorem 3.1. By Lemma 3.2, any subspace of L2(A) which is
invariant under all the operators Wk must be invariant under all the
operators in EndC(L2(A)). The only such spaces are the trivial space
and L2(A), proving the first assertion.
By Lemma 3.2, any φ ∈ EndC(L2(A)) has an expansion
φ =
∑
k∈K
φkWk
for uniquely determined scalars φk. Setting
ρ˜(φ) =
∑
k∈K
φkρ(Wk)
makes H an EndC(L2(A))-module. The irreducibility of ρ implies that
H is a simple EndC(L2(A))-module. The unitarity of ρ implies that
the C∗-algebra structure on EndC(L2(A)) is compatible with the inner
product on H. Therefore, there exists an isometry W : L2(A) → H such
that W (φ(f)) = ρ˜(φ)(W (f)) for all φ ∈ EndC(L2(A)) and all f ∈ L2(A).
Restricting to the Heisenberg group gives W (gf) = ρ(g)W (f). 
Example 3.4 (The Fourier transform). A representation ρ of G on
L2(Aˆ) such that ρ(j(z)) = zI is defined by
ρ(TxMχ) =M−xTχ for all x ∈ A, χ ∈ Aˆ.
The isometry W of Theorem 3.1 is the Fourier transform L2(A)→ L2(Aˆ).
4. Automorphisms of G that fix the centre
Suppose that σ : G → G is an automorphism such that σ(j(z)) = j(z)
for each z ∈ U(1). Then σ(zWk) = zσ(Wk). Write σ(Wk) as σ1(k)Wσ2(k),
where σ1 : K → U(1) and σ2 : K → K are some functions. Suppose
k = (x, χ) and l = (y, λ). Let c(k, l) = χ(y). The condition that σ is a
group homomorphism puts the following constraints on σ1 and σ2:
σ2(k + l) = σ2(k) + σ2(l),(4.1)
σ1(k)σ1(l)σ1(k + l)
−1 = c(k, l)c(σ2(k), σ2(l))
−1(4.2)
The identity (4.1) implies that σ2 is an automorphism of K. The left
side of (4.2) is symmetric. The resulting symmetry of the right side
implies that
e(k, l) = e(α(k), α(l)),
where e(k, l) = c(k, l)c(l, k)−1. Let B0(G) denote the group of automor-
phisms of G which fix its centre. Denoting by Aut(K, e) the group of
automorphisms of K which preserve e, we see that σ 7→ σ2 is a homo-
morphism B0(G) → Aut(K, e) with kernel Kˆ. In particular, B0(G) is a
finite group.
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5. The Weil representation
For each σ ∈ B0(G), g 7→ σ(g) is again a unitary representation of G on
L2(A) such that ρσ(j(z)) = zI. Therefore, by Theorem 3.1, there exists
a unitary operator W (σ) on L2(A) such that
(5.1) W (σ)g = σ(g)W (σ).
This operator is unique up to multiplication by a unitary scalar.
6. Absolute value of the character
An ordinary representation κ of B0(G) on EndC(L2(A)) is obtained by
κ(σ)(φ) =W (σ)φW (σ)∗ for each σ ∈ B0(G).
The intertwining property (5.1) of W (σ) implies that
(6.1) κ(σ)(Wk) = σ(Wk) = σ1(k)Wσ2(k) for each k ∈ K.
Using the basis from Lemma 3.2 to compute trace gives
Proposition 6.1. For every σ ∈ B0(G),
tr(κ(σ)) =
∑
σ2(k)=k
σ1(k).
For any operator T on a finite dimensional Hilbert space H, the
trace of the operator φ 7→ TφT ∗ on EndCH is | trT |2. Thus an immediate
corollary of Proposition 6.1 is
Theorem 6.2. For every σ ∈ B0(G),
| trW (σ)|2 =
∑
σ2(k)=k
σ1(k).
7. Decomposition of the Weil representation
The uniqueness of W (σ) up to scaling implies that, for all σ, τ ∈ B0(G),
there exists c(σ, τ) ∈ U(1) such that
(7.1) W (σ)W (τ) = c(σ, τ)W (στ),
i.e., W is a projective representation. For any subgroup S of B0(G) the
twisted group ring C[S]c has the same underlying vector space as C[S],
which is spanned by elements 1s, s ∈ S, but has multiplication law
1σ1τ = c(σ, τ)1στ .
The projective representations of S with cocycle c, which satisfy (7.1)
are identified with C[S]c-modules in the usual way; 1σ inherits the action
of σ. C[S]c is semisimple, and therefore, L2(A) has a decomposition
L2(A) =
∑
pi
mpiVpi
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where π ranges over the isomorphism classes of simple C[S]c-modules.
By Schur’s lemma,
EndC[S]c L
2(A) =
⊕
pi
Mmpi (C).
Therefore,
∑
m2pi = dimEndC[S]c(L
2(A)). EndC[S]c(L
2(A)) consists of those
elements φ ∈ EndC(L2(A)) which commute with W (σ) for each σ ∈ S.
Suppose φ =
∑
k∈K φkWk. The condition that φ commutes with W (σ)
becomes
φσ2(k) = σ1(k)φk for all k ∈ K.
The group S acts on K by σ · k = σ2(k) for each σ ∈ S and k ∈ K. The
above equation says that φk determines φl for all l in the S-orbit of k.
Moreover, if there exists σ ∈ S such that σ · k = k but σ1(k) 6= 1 then
φk = 0. We have proved the following two theorems:
Theorem 7.1. Let S be a subgroup of B0(G). Then EndC[S]c(L
2(A)) is
spanned by operators of the form φ =
∑
k∈K φkWk where
φσ2(k) = σ1(k)φk for all k ∈ K, σ ∈ S.
Theorem 7.2. Let S be any subgroup of B0(G). Suppose that, as a
C[S]c-module L2(A) has a decomposition
L2(A) =
∑
pi
mpiVpi .
Then
∑
m2pi is the number of S-orbits in K for which, whenever σ ·k = k,
σ1(k) = 1.
8. Simplifications when |A| is odd
Throughout this section we assume that |A| is odd. When |A| is odd,
multiplication by 2 is an automorphism of |A|. We denote its inverse
by x 7→ x/2. For k = (x, χ) define normalised Weyl operators
Wk = χ(x/2)Wk.
From (2.1), we deduce
WkWl = χ(y/2)λ(x/2)
−1Wk+l.
Let c˜(k, l) = χ(y/2)λ(x/2)−1. Note that c˜(2k, 2l) = e(k, l)2 for all k, l ∈ K.
Therefore, for any automorphism α of K, c˜(α(k), α(l)) = c˜(k, l) if and only
if e(α(k), α(l)) = e(k, l).
Working as in Section 4, we see that every σ ∈ B0(G) has the form
σ(Wk) = σ˜1(k)Wσ2(k), where σ˜1 ∈ Kˆ and σ2 ∈ Aut(K, e).
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In particular, σ(α) : Wk 7→ Wα(k) is in B0(G) for every α ∈ Aut(K, e). In
what follows, we will think of Aut(K, e) as a subgroup of B0(G) via the
section α 7→ σ(α). In terms of Wk, (6.1) becomes
κ(σ(α))Wk =Wα(k) for all α ∈ Aut(K, e), k ∈ K.
Therefore Theorem 6.2 takes the form
Theorem 8.1. For α ∈ Aut(K, e),
| trW (σ(α))|2 = |Kα|.
Here Kα is the subgroup of K consisting of elements that are fixed
by α. Theorem 7.1 simplifies to
Theorem 8.2. Let S be any subgroup of Aut(K, e). Then EndC[S]c(L
2(A))
consists of those operators φ =
∑
k∈K φkWk for which the functions k 7→
φk are constant on the S-orbits in K.
The delta function at the origin and the constant functions are ob-
vious examples of functions that are constant on the S-orbits for any
S ⊂ Aut(K, e). They allow us to find two invariant subspaces.
Lemma 8.3. Let S be any subgroup of Aut(K, e). Let δ0 = W0 and
δK =
∑
k∈KWk. Define
ǫ± = (δ0 ± δK/
√
|K|)/2.
Then ǫ± are orthogonal central idempotents in EndC[S]c(L
2(A)) such that
ǫ+ + ǫ− = 1. As projection operators on L2(A), ǫ+ and ǫ− are the or-
thogonal projections onto the subspaces of L2(A) consisting of the even
functions and the odd functions respectively.
Proof. Clearly, δ0 is the identity operator on L2(A). For any f ∈ L2(A),
(δKf)(u) =
∑
l∈K
(Wlf)(u)
=
∑
x∈A
∑
χ∈Aˆ
χ(u− x/2)f(u− x)
For each x ∈ A, the inner sum vanishes unless x = 2u, in which case it
is
√
|K|, showing that
(δKf)(u) =
√
|K|f(−u).
It follows that
(ǫ±f)(u) = (f(u)± f(−u))/2,
are the projections onto the subspaces of even and odd functions.
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The order of an element k ∈ K is an invariant of its Aut(K, e)-orbit.
Therefore, unless A has prime exponent, there are more than two
Aut(K, e)-orbits. If A has prime exponent, then Aut(K, e) acts transi-
tively on the non-zero elements of K. Consequently
Corollary 8.4. The Weil representation of Aut(K, e) is never irre-
ducible; the subspaces of L2(A) consisting of the even and odd functions
are always invariant. These subspaces are irreducible if and only if A
has prime exponent.
Theorem 7.2 simplifies to
Theorem 8.5. Let S be any subgroup of Aut(K, e). Then, with the mpi’s
as in Theorem 7.2,
∑
m2pi is the number of S-orbits in K.
In order to extend our results from subgroups of Aut(K, e) to sub-
groups of B0(G), we need
Lemma 8.6. The conjugacy class of an element σ ∈ B0(G) intersects
Aut(K, e) if and only if the restriction of σ˜1 to Kσ2 is trivial.
Proof. By direct calculation one sees that
τστ−1(Wk) = σ˜1(k)τ˜1(σ2(k)− k)Wτ2σ2τ−12 (k)
.
Therefore, the class of σ intersects Aut(K, e) if and only if there exists
τ˜1 ∈ Kˆ such that σ˜1 = τ˜1 ◦ (σ2 − 1). But this happens if and only if σ˜1
vanishes on the kernel of σ2 − 1, which is nothing but Kσ2. 
Corollary 8.7. For σ ∈ B0(G), trW (σ) = 0 if and only if the conjugacy
class of σ in B0(G) is disjoint from Aut(K, e).
Proof. By Theorem 6.2 | trW (σ)|2 is the sum over the subgroup Kσ2 of
a character. By Lemma 8.6, this character is trivial on Kσ2 if and only
if the conjugacy class of σ in B0(G) intersects Aut(K, e). The result now
follows, since the sum of values taken by a multiplicative character on
a finite group is zero if and only if the character is nontrivial. 
Corollary 8.8. Let S be any subgroup of B0(G) and the mpi’s be as
in Theorem 7.2. Then
∑
pim
2
pi is the number of S-orbits in K whose
stabilizer in S consists of elements which are conjugate in B0(G) to an
element of Aut(K, e).
Proof. This result follows from Theorem 7.2 and Lemma 8.6. 
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9. An example
Take A = (Z/pnZ)g, where p is an odd prime number and n and g are
positive integers. Aˆ can be identified with A by defining the character
χx corresponding to x by
χx(y) = e
2piix·y/pn ,
where x·y denotes the usual dot product of x and y. Thus K = (Z/pnZ)2g,
whose elements are denoted as pairs (x, y), with x, y ∈ A. The alternating
form e from Section 4 is given by
e((x, y), (x′, y′)) = χy′(x)χy(x
′)−1 = e2pii(x·y
′−x′·y)/pn .
The group Aut(K, e) is the symplectic group, namely the group of auto-
morphisms of K which preserve the standard symplectic form A×A→
Z/pnZ given by ((x, y), (x′, y′)) 7→ x · y′− x′ · y. It is not difficult to see that
Aut(K, e) has n+1 orbits in K with representatives (pre1, 0) for r = 0, . . . , n,
where e1 ∈ A denotes the first coordinate vector (1, 0, . . . , 0) in A. The
orbit of (pre1, 0) consists of vectors all of whose entries are divisible by
pr, but at least one entry is not divisible by pr+1.
According to Theorem 8.2, EndC[Aut(K,e)]c has basis spanned by the
operators
∆r =
∑
k∈prK
Wk, for r = 0, . . . , n.
Proposition 9.1. For r, s ∈ {0, . . . , n},
∆r∆s = p
2g(n−max{r,s})∆max{min{r,s},n−max{r,s}}.
Proof. If ∆r∆s has the expansion
∑
x∈K φxWx then
φx =
∑
k∈prK, l∈psK, k+l=x
c˜(k, l)
=
∑
k∈prK∩(x+psK)
c˜(k, x)(9.1)
=
∑
l∈psK∩(x+prK)
c˜(x, l).(9.2)
In deducing the above identities we used the facts that c˜ is a bicharacter,
and that c˜(k, k) = c˜(l, l) = 1 for all k, l ∈ K. Since prK + psK = pmin{r,s}K,
the above sums are empty (hence 0) unless x ∈ pmin{r,s}K. If x ∈ psK,
then (9.1) evaluates φx as a sum over pmax{r,s}K of a character. This
character is trivial if and only if x ∈ pn−max{r,s}K. When this happens
the sum is |pmax{r,s}K| = p2g(n−max{r,s}). In all other cases it is 0. If
x ∈ prK, then a similar argument using (9.2) works. 
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We note, in particular, that EndC[Aut(K,e)]c(L
2(A)) is commutative. As
a consequence
Theorem 9.2. The Weil representation of Aut(K, e) has a multiplicity
free decomposition into n+ 1 irreducible representations.
Suppose that r ≤ n− r. For any f ∈ L2(A),
p−2gr∆n−rf(u) = p
−gr
∑
x∈pn−rrA
f(u− x)
∑
y∈pn−rrA
p−grχy(u− x/2).
The inner sum vanishes unless u − x/2 ∈ prA, in which case it is one.
Therefore
p−2gr∆n−rf = p
−gr
∑
x∈pn−rrA∩(2u+prA)
f(u− x).
If u /∈ prA and x ∈ pn−rA, since x is also in prA, x /∈ 2u+ prA. Therefore,
the above sum is empty, hence zero. On the other hand, if u ∈ prA,
then 2u + prA = prA, and the summation is over pn−rrA ∩ prA = pn−rA.
We get an average over the pn−rA-translates of f . We have
(p−2gr∆n−rf)(u) =


1
|pn−rA|
∑
x∈pn−rA f(u− x) if u ∈ p
rA,
0 otherwise.
Thus, whenever r ≤ n− r, p−2gr∆n−r is the projection onto the subspace
Vn−2r of L2(A) consisting of functions that are supported on prA and
are invariant under pn−rA, an invariant subspace for the Weil represen-
tation of dimension pg(n−2r). Unless n = 2r, this space can be further
decomposed as Vn−2r = V
+
n−2r ⊕ V
−
n−2r, consisting of the even and odd
functions in Vr of dimensions (pg(n−2r) ± 1)/2. We have constructed two
orthogonal nested sequences of invariant subspaces in L2(A):
V ±n ⊃ V
±
n−2 ⊃ · · · ⊃ V
±
n−2⌊n/2⌋
,
where V −0 = 0 if n is even. Let U
±
n−2r denote the orthogonal complement
of V ±n−2r−2 in V
±
n−2r for r = 0, . . . , ⌊n/2⌋ − 1, and U
±
n−2⌊n/2⌋
= Vn−2⌊n/2⌋.
Excluding U−0 when n is even, these are n+ 1 pairwise orthogonal non-
trivial invariant subspaces for the Weil representation. By of Theo-
rem 9.2, these must be the irreducible invariant subspaces for the Weil
representation. We get
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Theorem 9.3. The decomposition of L2(A) into irreducible invariant
subspaces for the Weil representation is given by
L2(A) =
⌊n/2⌋⊕
r=0
(U+n−2r ⊕ U
−
n−2r)
(with U−0 = 0 excluded when n is even), where
dimU±n−2r =


(pg(n−2r) − pg(n−2r−2))/2 if 0 ≤ r < ⌊n/2⌋
(±1 + pg(n−r))/2 if r = ⌊n/2⌋.
When m ≤ n, there is a natural surjection Sp2g(Z/pnZ)→ Sp2g(Z/pmZ).
Denote its kernel by Nm. The level of a projective representation of
Sp2g(Z/p
n
Z) is defined as the largest m for which Nm acts by a scalar
multiple of the identity. Thus, for example, a projective representation
has level one if it is not a scalar multiple of the identity and it comes
from a projective representation of Sp2g(Z/pZ) by composition with the
natural surjection Sp2g(Z/pnZ)→ Sp2g(Z/pZ).
Lemma 9.4. The level of the Weil representation of Sp2g(Z/pnZ) is n.
Proof. It suffices to show that there exists an element of Nn−1 which
does not act by a scalar multiple of the identity, which is the same as
showing that the absolute value of the character of the Weil representa-
tion evaluated at this element is less than pgn. The matrix of an element
of Nn−1 can be written as g = I + pn−1X for some 2n× 2n-matrix X. Kg
then consists of vectors in the kernel of pn−1X. Thus if X is non-zero
modulo p, Theorem 8.1 implies that | trW (g)| < pgn, as desired. 
Recall that two projective ρ1 and ρ2 of a group on Hilbert spaces H1
and H2 are equivalent if there exists an isometry W : H1 → H2 such that
W ◦ ρ1(σ) and ρ2 ◦W (σ) differ by a constant for each element σ of the
group.
Theorem 9.5. In the decomposition of Theorem 9.3, the Weil repre-
sentation on U±n−2r has level n−2r for r = 0, . . . ⌊n/2⌋. Let q : SL2g(Z/p
n
Z)→
SL2g(Z/p
n−2r
Z) denote the natural quotient map. If Wn−2r denotes the
Weil representation of Sp2g(Z/pn−2rZ) on L2((Z/pn−2rZ)g), then Wn−2r ◦q
is equivalent to the restriction of W to Vn−2r.
Proof. The first assertion follows from Lemma 9.4 and the second,
which we now prove. Let A′ = Z/pn−2rZ. If a ∈ prA, write a = pra˜
for some a˜ ∈ A. Let φ(a) be the image of a˜ under the natural surjection
A → A′. Then φ identifies A′ with prA/pn−rA. For f ∈ L2(A′) define
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f˜ ∈ L2(A) by
f˜(u) =


0 if u /∈ pn−rA,
f(u′) if u ∈ pn−rA and φ(u′) = u.
The image of the map j : f 7→ f˜ is Vn−2r. For each y′ ∈ A′ define χy′ ∈ Â′
by χy′(x′) = e2piix
′·y′/pn−2r . This identification is compatible with φ in the
sense that χy(x) = χy′(x′) if φ(x) = x′ and φ(y) = y′. Then for f ∈ L2(A′),
j(Tx′Mχy′f) = TxMχyj(f) if φ(x) = x
′ and φ(y) = y′. Thus if k′ = (x′, y′)
and k = (x, y), we have that j(Wk′f) =Wkj(f). Suppose σ ∈ Sp2g(Z/pnZ).
Then φ(σ(x, y)) = q(σ)(φ(x), φ(y)) for all x, y ∈ prA. The defining property
of W (σ) is that
W (σ)WkW (σ)
−1 =Wσ(k).
Restricting to Vn−2r = j(L2(A)) it follows from the above that
W (σ)Wk′W (σ)
−1 =Wq(σ)(k′),
which is the defining property of Wn−2r(q(σ)). 
Remark 9.6. When n is even, the same results were obtained by
Dipendra Prasad [11, Theorem 2] using the lattice model of the Weil
representation.
Remark 9.7. The decomposition of the Weil representation of
Sp2g(Z/NZ) for arbitrary N can be deduced easily from the results of
this section. Indeed, if N =
∏
i p
ni
i is the prime factorisation, then
Sp2g(Z/NZ) =
∏
i Sp2g(Z/p
ni
i Z) and the Weil representation of Sp2g(Z/NZ)
is the tensor product of the Weil representations of Sp2g(Z/p
ni
i Z).
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