Abstract. We prove L p (R n ), 1 < p < ∞, bounds for
Introduction
To any curve in R n parametrised by Γ : R → R n , we associate a maximal operator M f (x) = sup f (x − Γ(t)) dt/t, defined initially on test functions f ∈ C ∞ c (R n ). These operators have a long history (see e.g., [5] and [6] ) and many L p estimates have been obtained for various classes of curves. For example it is well known that M and H are bounded on L p (R n ), 1 < p < ∞, whenever Γ is a polynomial curve; that is, the components of Γ(t) = (P 1 (t), . . . , P n (t)) are polynomials, and furthermore, these estimates are independent of the coefficients, depending only on the degrees of the polynomials (see e.g., [6] ).
In this paper we extend this result to curves with rational components. Theorem 1.1. Let Γ(t) = (R 1 (t), . . . , R n (t)) where R j = P j /Q j , j = 1, . . . , n, are rational functions. Then the associated maximal and singular integral operators 1991 Mathematics Subject Classification. 42B15. The first author acknowledges financial support from CONACyT (37046-E) and DGAPA-UNAM (PAPIIT IN101303).
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M and H are bounded on L p (R n ), 1 < p < ∞, with bounds independent of the coefficients of the polynomials P j , Q j . Remarks 1.2.
• In [3] Theorem 1.1 was established in two dimensions n = 2 when R 1 (t) = t and R 2 is an arbitrary rational function (i.e., in the case where the curve is a graph of a rational function).
• For a general curve Γ the principal-value integral defining H may not exist, even for f ∈ C ∞ c (R n ). However it is easy to check that when the components of Γ are rational functions, the principal-value integral does indeed exist whenever f ∈ C ∞ c (R n ).
In the next section we will outline the ideas which go into the proof of Theorem 1.1.
In section 3 we state and prove a series of preliminary lemmas needed for the proof of Theorem 1.1. In section 4 we establish the basic reduction for the operators H and M , as outlined in section 2, which allows us to carry out the proof of the L p boundedness of H and M in the final section.
Notation: Let A, B be complex-valued quantities. We use the notation A B or A = O(B) to denote the estimate |A| ≤ C|B| where C depends only on n and the degrees of the polynomials defining the curve Γ. We use A ∼ B to denote the estimates A B A.
Idea of proof for Theorem 1.1
We illustrate the ideas for the singular integral operator H. By factoring a polynomial P (t) into its linear factors, it is easy to see that outside a bounded number of "dyadic" intervals, P behaves like various monomials on the complementary intervals (see Lemma 3.1 below). Hence we can reduce ourselves to bounding
where G is an interval (possibly very long) on which each rational function R m = P m /Q m defining Γ behaves like c t jm−km for some nonnegative integers j m , k m ≥ 0. We decompose
where the last sum can be written as ∈Z f * σ ( ) (x). Here the "normalised" measures σ ( ) are defined on a test function φ by
where R m, (t) = 2 −(jm−km) R m (2 t), m = 1, . . . , n, are "normalised" functions.
The measures σ ( ) are 2 dilates of σ ( ) , given by the 1-parameter dilations 2 • x = (2 (j1−k1) x 1 , . . . , 2 (jn−kn) x n ). At this point we would like to appeal to a special instance of a general result of Ricci an Stein [4] giving sufficient conditions which guarantee L p , 1 < p < ∞, boundedness for singular integral operators of the form
The family {σ ( ) } is required to satisfy three conditions. First, there is a cancellation condition; besides requiring that each σ ( ) have mean zero, the Fourier transform of σ ( ) should also vanish on the subspace V = {ξ ∈ R n : ξ = m∈S ξ m e m } where
vanishes only at 0 in general. Hence we would like j m = k m for each m = 1, 2, . . . , n.
The second condition is a uniform regularity condition;
for some C, > 0 independent of ∈ Z. Now σ ( ) is a perturbation of a measure supported on an orbit of the dilation group δ • x = (δ j1−k1 x 1 , . . . , δ jn−kn x n ). In [4] , Lemma 6.1 gives a necessary and sufficient condition for a measure supported along an orbit to satsify the decay estimate (3); namely, the exponents {j m − k m } must be nonzero and distinct. Hence we would not only like the numbers {j m −k m } to be nonzero but also distinct. We will be able to achieve this by using the fact that the L p operator norm of H G is invariant under conjugation by the group of invertible affine transformations. That is, we may replace the rational functions Γ = (R 1 , . . . , R n ) by AΓ + v, where A is a constant invertible n × n matrix and v is a constant vector in R n , without changing the operator norm of H G . We will describe a procedure in section 4 below, using affine transformations, to reduce us to bounding H G where now R m (t) ∼ c t jm−km on G and {j m − k m } are nonzero, distinct numbers. We will then be able to go on to establish the decay estimates (3), putting us in a position to use the result of Ricci and Stein on L p boundedness of singular integral operators of the form f → f * σ ( ) .
However there is a third condition that the family {σ ( ) } is required to satisfy which can be viewed as a further regularity condition. It is that there is a finite measure ν so that |σ ( ) | ≤ ν for all ∈ Z, and unfortunately, this condition is not satisfied in general by the σ ( ) defined in (2) . Nevertheless our situation is a very special case of the Ricci-Stein multi-parameter theory, being generated only by a 1-parameter group of dilations, albeit the exponents {j m − k m } can be positive or negative. Instead, fortunately, we will be able to employ the results of Duoandikoetxea and Rubio de Francia in [2] to obtain the L p bounds for H G and hence establish Theorem 1.1 in full generality for H. Similar ideas successfully bound the maximal function M .
Preliminaries
The following lemma is a simple variant of a lemma in [1] .
Proof Clearly for |t| ∈ G (and any A > 1),
which shows that i) follows from ii). To establish ii) we write
Therefore if A 1 is large enough,
establishing ii) and hence i). From the formula
This completes the proof of the lemma.
Remark 3.2. Lemma 3.1, part i), shows that with respect to P , R + can be decomposed (1)) which depend on the choice of A where the D are dyadic in the sense that if D = [a, b), then b/a = O(1). On the complementary intervals G (which we call "gaps"), if |t| ∈ G , P (t) ∼ p j t j for some j ≥ 0 (and of course p j = 0). See [1] .
For a rational function R = P/Q, where P (t) = D dp =1 (t−z ), Q(t) = E dq =1 (t− w ) with |z 1 | ≤ · · · ≤ |z dp | and |w 1 | ≤ · · · ≤ |w dq |, Lemma 3.1 tells us that
, if A 1 is large enough. We now examine higher derivatives of R on G in the following two lemmas. We begin with the case j ≥ k. Lemma 3.3. Let R = P/Q be a rational function and G a gap as described above. Then for any integer n ≥ 0, A C n can be chosen large enough so that on
where
Proof We begin with the case n = 1.
We make the following two simple observations on G;
Hence
where (5) and (6), establishing (4) when n = 1.
The proof now proceeds by induction on n; if (4) holds for derivatives up to order n − 1,
is easily seen to satisfy the derivative bounds on G, proving (4) for general n.
Remarks 3.4.
• The sum
• It will be important for us to keep track of the number of terms in the sum (4) which in this case is
. This shows in particular that the sum is empty if j − k ≤ n − 1.
We now turn to the case j < k which unfortunately is somewhat more involved. As in the case k ≤ j it will be important for us to keep track of the number of terms in various sums. To this end we associate to every strictly positive multi-index
Lemma 3.5. Let R = P/Q and G be as in Lemma 3.3 but where now j < k. For any integer n ≥ 1, A C n can be chosen large enough so that on G,
Here {d(α)} are combinatorial numbers defined on strictly positive multi-indices α such that the sums
are the well-known Sterling numbers of the second kind; i.e., {c m (n)} n m=1 are the coefficients of the polynomial
Proof For n = 1 we argue exactly as in Lemma 3.3, using (6) and (5) to obtain
where F 1 satisfies the appropriate derivative estimates on G. For general n we argue by induction; if (7) holds for all derivatives up to order n,
Using (8) we obtain
satisfies the required derivative estimates on G.
Expressing R (n+1) (t) in the form (7) we see from (9) that the coefficients
satisfy the recursive formulae:
where c 0 (n) = 0. These are the defining formulae for Sterling numbers of the second kind; the equivalent property for these numbers as the coefficients of the polynomial with roots at consecutive negative integers can be easily derived by induction,
and so
by the above recursive formulae, completing the proof of Lemma 3.5.
Remark 3.6. The number of terms in the sum occurring in (7) is n m=1 |α|=n
We now prove an extension of (6) and a generalisation of (5).
Lemma 3.7. Let P , Q and G be as in Lemmas 3.3 and 3.5 with k ≤ j (the completely analogous statement for j ≤ k also holds). Let A = {α} and B = {β} be two 0(1) collections of strictly positive multi-indices of size r; r = |α| = |β|. Then on G, for A 1 large enough,
For each α ∈ A associate a collection {z 1 , . . . , z m } where m = l(α) and 1 , . . . , m ≤ j. Then ii)
Proof The estimate in i) follows immediately from (6) by iteratively comparing factor by factor.
For ii), the upper bound follows easily from (5). For the lower bound, we use the fact |z| ≥ Re(z) to see that the left hand side is larger than
for A 1 large enough, since |z | A −1 |t| on G whenever ≤ j.
In order to prove the decay estimate (3) of the Fourier transform of the measures defined in (2) we will use Lemmas 3.3 and 3.5 to estimate a determinant formed from the derivatives of the n rational functions R = P /Q , = 1, . . . , n, which make up the components of our curve Γ = (R 1 , . . . , R n ). Here P (t) = c 
where S n denotes the group of permutations on n letters. Let us define Λ(t) to be the sum in the above formula so that = Λ(t) R (t).
For each R consider a gap
and suppose j ≥ k when 1 ≤ ≤ r and k > j when r + 1 ≤ ≤ n, for some 0 ≤ r ≤ n. The following lemma will estimate Λ (and hence by Lemma 3.1) on the intersection G = ∩ n =1 G . Lemma 3.8. Let R = P /Q , = 1, 2, . . . , n, Λ and G be as above and set x = j − k for each . Suppose that the integers {x } n =1 are nonzero and distinct (so in particular, x > 0, 1 ≤ ≤ r and x < 0, r + 1 ≤ ≤ n). Then for A 1 large enough,
on G.
Proof By Lemmas 3.3 and 3.5 we have
for each π ∈ S n . Here E π is a collection of strictly positive muti-indices α with |α| = n(n + 1)/2 whose cardinality, by Remarks 3.4 and 3.6, satisfies
The complex numbers {u ,α } lie among the roots {z m }
The upper bound for Λ on G follows easily from Lemma 3.7, part ii).
For the lower bound we split the permutations π ∈ S n into two families;
If we can show that π∈Sn,1
then we can pair off a term
−β from β ∈ E π and π ∈ S n,2 , using Lemma 3.7, part i), to achieve a bound O(A −1 t −n(n+1)/2 ) in the sum defining Λ, showing that
where S is either a nonempty subset of S n,1 (when π∈Sn,1 |E π | > π∈Sn,2 |E π |) or a nonempty subset of S n,2 (when π∈Sn,2 |E π | > π∈Sn,1 |E π |). Lemma 3.7, part ii) can now be employed to show Λ(t) t −n(n+1)/2 on G if A 1 is chosen large enough.
It remains therefore to establish (11). Observe that by (10)
π∈Sn,1
and one can easily check that this determinant, call it D n , is equal to
which is nonzero by our assumptions on the integers {x s }. In fact, considering D n as a polynomial of degree n in the variable x n , we have
since D n , as a function of x n , clearly vanishes at x 1 , x 2 , . . . , x n−1 and 0. On the other hand expanding D n in the last column shows that D n = D n−1 x n + lower order terms in x n where D n−1 is the analogous n−1×n−1 determinant in the variables x 1 , x 2 , . . . , x n−1 .
Hence by induction, we see that
establishing the claimed formula for D n by (12) and thus completing the proof of the lemma.
Remark 3.9. The arguments used above show that | det A k (t)(i|j)| 1, where A k (t)(i|j) is the (n − 1) × (n − 1) matrix formed by deleting the i-th row and the j-th column from
and where as in Lemma 3.8, x = j − k .
We end this section by stating a very useful estimate for one dimensional oscillatory integrals, known as van der Corput's lemma. A proof can be found in [6] .
Lemma 3.10. Suppose that φ is real-valued and smooth on (a, b), and that |φ
holds when either k ≥ 2 or k = 1 and φ is monotone.
Basic reduction
In this section we will show that we can restrict our analysis of the operators H and M , defined with respect to a curve Γ = (R 1 , . . . , R n ) of rational functions, to an interval G on which each R (t) ∼ c t j −k where the numbers {j − k } are nonzero and distinct. Furthermore there will be sufficient separation between appropriate roots of the polynomials defining R to enable us to obtain derivative bounds as described in Lemmas 3.3 and 3.5 above. We will adopt the notation R = P /Q for each 1 ≤ ≤ n where P (t) = p j t j = C (t − z j ) and the roots will always be ordered so that
When we pass to transformed polynomials P andQ , the notation for the transformed coefficients and roots are adjusted accordingly.
We begin with the singular integral operator H. Applying Lemma 3.1 to every denominator Q of R we can reduce the L p boundedness of H to bounding
where Q ∼ c t k on G for every 1 ≤ ≤ n; see Remark 3.2. Here
which we assume is nonempty. In particular we have the following root separation between the roots of the polynomials {Q }; for any two roots w k and w k where k ≤ k and k > k ;
We could have applied Lemma 3.1 to each P as well as Q putting ourselves on an interval where R ∼ c t j −k but the numbers {j − k } would not necessarily be nonzero nor distinct. To get ourselves in the situation where the rational functions {R } behave like monomials with powers which are nonzero and distinct, we will use the fact that the L p operator norm of H G is invariant under conjugation by the group of invertible affine transformations. This allows us to replace the curve Γ = (R 1 , . . . , R n ) by AΓ + v, where A is any constant invertible n × n matrix and v is any constant vector in R n , without changing the operator norm of H G .
We will apply n affine transformations in succession, changing only one component of Γ each time. The whole process will be carried out in n steps. By the rth step, we will have transformed the first r − 1 components of Γ, R →R , 1 ≤ ≤ r − 1, and successfully reduced the analysis to a subinterval G ⊂ G such thatR (t) ∼ c t j −k for |t| ∈ G where {j − k } are nonzero and distinct (furthermore, there will be sufficient root separation to guarantee higher derivative bounds forR ). In the rth step we will choose an appropriate affine transformation changing the rth component R r →R r =P r /Q r , leaving the other components alone, in such a way that certain coefficients ofP r vanish. Then by employing Lemma 3.1, part ii), we will be able to remove 0(1) dyadic intervals from G such that on each of the complementary intervals,R r (t) ∼ c r t j r −k r where j r − k r is nonzero and distinct from the numbers j − k , 1 ≤ ≤ r − 1 (higher derivative bounds will also hold). We will only need to annihilate coefficients of the transformedP r via the affine transformation since the process will tranform the original denominators {Q r } into
We begin with the first step, using the affine transformation I + v with v = (a, 0, . . . , 0) to replace
is empty if A 1 is chosen large enough. Therefore we can decompose G into gaps and dyadic intervals with respect toP 1 to reduce matters to bounding
Let use now suppose we have performed r − 1 steps in the process reducing the analysis to bounding 
Recall that (14) gives us the analagous root separation for the polynomials {Q }. Furthermore we also have root separation between a root fromz j , 1 ≤ ≤ r − 1, and a root from w k , 1 ≤ ≤ n. We record here that the above root separation listed in (15) and (14) implies the following relationship between the coefficients of
for 1 ≤ ≤ r − 1 and
for 1 ≤ ≤ n. This is simply Lemma 3.1, part iii), applied to the polynomials {P } and {Q } and will play an important role in carrying out the rth step.
The rth step in the process uses the affine transform A + v where
and v = (0, . . . , 0, a r , 0, . . . , 0) to transform R r toR r , leaving the other components alone, whereR r =P r /Q r ,Q r = r =1 Q and
The idea is to choose a 1 , a 2 , . . . , a r so that the j − k + k r , 1 ≤ ≤ r − 1, and k r th coefficients ofP r vanish (here k = k 1 + · · · k ). Therefore we need to find a solution a = (a 1 , . . . , a r ) to S a = −(σ 1 , . . . , σ r ), Remarks 4.1.
• The case r = 1 of (18) where we consider just one polynomial says that if the kth root is separated from the (k + 1)th root, then the kth coefficient of the polynomial must be nonzero. This is just Lemma 3.1, part (ii), which we have used extensively.
• The special case r = 2 of (18), where one takes Q 1 = 1, P 1 = t and Q 2 an arbitrary polynomial was considered in [3] .
If (18) holds, then we can successfully solve S a = −(σ 1 , . . . , σ r ) guaranteeing that the appropriate coefficients ofP r vanish and hence, by Theorem 3.1, part ii), if |z =1 or j = k r if A 1 is chosen large enough. Therefore we can decompose G into 0(1) gaps and dyadic intervals with respect toP r to reduce matters to bounding 
For notational convenience we will suppose that π is a permutation on {1, . . . , r−1}, that is, π(r) = r (the other cases are similar). Then 
we can argue exactly as above to see that
This together with σ We are now in a position to prove (24) for µ (k) (ξ) via van der Corput's lemma, Lemma 3.10, but in order to do this, we first split the interval [1, 2] ∩ 2 −k G = ∪I into 0(1) subintervals such that on each subinterval I we have
• |φ
(r) (t)| = max{|φ (t)|, · · · , |φ (n) (t)|} for some 1 ≤ r ≤ n and • φ is monotone.
On each subinterval I we apply van der Corput's lemma and obtain (24) with = 1/n for µ (k) . A similar argument shows that (24) holds for σ (k) .
As discussed in section 2 we are unable to use the general results of Ricci and Stein in [4] to complete the proof of Theorem 1.1 since our measures {µ 
complementing the decay estimates (24). These estimates in fact do hold in our case and follow immediately from (23). We will use (24) and (26) and their variants, together with an iteration of certain results for 1-parameter maximal and singular integral operators established by Duoandikoetxea and Rubio de Francia in [2] , to prove Theorem 1.1. For the maximal function M G we use the following general result in [2] which we now describe.
Let {a k } be a lacunary sequence of positive numbers; that is, inf k a k /a k+1 > 1 or inf k a k+1 /a k > 1. Decompose R n = R m × R n−m with 1 ≤ m < n and write x ∈ R n in the form x = (x 0 , x) ∈ R m × R n−m . For any finite measure µ on R n and Borel set E ⊆ R m set µ (0) (E) = µ(E × R n−m ) which defines a measure on R m . We now state Theorem C in [2] .
Proposition 5.1. Let {µ k } be a sequence of positive measures on R n , µ k 1, such that
for some δ > 0. Suppose that M 0 g(x 0 ) = sup k |µ (0) k * g(x 0 )| is a bounded operator on L p (R m ) for all p > 1. Then M f (x) = sup k |µ k * f (x)| is also bounded on L p (R n ) for all p > 1.
