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ABSTRACT

Optimal monthly release policies are derived for Hoover Reservoir,

Columbus, Ohio, using chance-constrained linear programming and dynamic

programming-regression methodologies. Simulation procedures are used to

examine and compare the overall performance of the optimal policies derived

by the two methods. Results suggest that for a two-sided quadratic loss

function, linear release policies are more optimal. It is also established

that the maximum R2 criterion, generally used for model selection, does not

exactly produce the best form of a release policy, particularly for nonlinear

forms. At target releases at or below the safe yield of the case study

reservoir, and for a one-sided quadratic loss function, the standard policy

is optimal. At higher targets, nonlinear policies give better performance

than the standard policy. Other observations are made concerning the

performance of the two optimization approaches in a real case study.
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Chapter I

INTRODUCTION

Mathematical optimization techniques have been widely used to

analyze reservoir systems. Linear programming, dynamic programming,

nonlinear programming and simulation procedures have all been used

to formalize design and operation. Extensive efforts were

directed toward determining optimal release policies for single,

multi-purpose reservoir systems operated under various operational

and physical constraints. The practitioner is not prepared to

resort to these methodologies, however, for several reasons; lack

of evidence as to the mathematical model's appropriateness in a

real-world situation being a principal one. Mathematical models

used to study a complex reservoir system should be supported by

case studies to make them more meaningful and realistic. Compari­

son of various reservoir modeling techniques under a given real

situation would facilitate the selection of the most suitable model

as well as demonstrate the value of a mathematical programming

approach. Therefore, the principal objective of this study is to

investigate the application and comparison of mathematical optimi­

zation techniques such as linear, dynamic, and chance-constrained

programming, as well as simulation techniques in the operation of

a single, multi-purpose reservoir system. The study also attempts

to derive general conclusions regarding the proper form of a

monthly release policy for a representative, case example system.

Some discussion of the nature of these monthly policies as

related to the physical parameters of the reservoir system is also

given.

Young (1966) used dynamic programming followed by regression

analysis to derive annual operating policies for a single-purpose

reservoir- Since the dynamic programming analysis was conducted

using synthetically generated inflows, Young termed the method

Monte Carlo dynamic programming. Young's conclusions are appro­

priate for annual reservoir operating policies under a quadratic,

two-sided loss function. A similar approach is taken in this

study to derive optimal operating policies for a single-purpose

reservoir under both two-sided and one-sided quadratic loss

functions, but for a monthly time scale. Since the monthly

streamflow process is not stationary, the results obtained herein

do not always correspond to those found by Young for the annual

case.

It is also emphasized in this study that policies derived

using the dynamic programming regression approach should be

verified for their performance through simulation. A regression
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model with the highest coefficient of determination, R
 f may give

the best fit to the data but produce less than optimal performance when

used for actual operation. A trade-off between the coefficient of

determination and the performance of a release policy is illustrated.

The form of the policy as derived from regression analysis and

tested through simulation is important when multi-reservoir systems

are examined, since dynamic programming cannot generally be used in

such cases- Assumptions concerning the form of the policy allow

other programning methods to be employed. One such procedure which

has been used with some success is chance-constrained linear

programming, as initially presented by ReVelle, et al. (1969).

The procedure assumes that the optimal policy can be closely

approximated by a release policy linear in the previous month's end

of period storage or, equivalently, the previous month!s inflow.

To date, verification of this assumption has not been conducted

for the case of a monthly time frame.

Optimal monthly release policies are derived using the

chance-constrained linear programming approach. Such policies

are verified and compared, through simulation, with policies

obtained using the dynamic programming-regression methodology.

Important characteristics of the chance-constrained linear pro­

gramming approach are graphically illustrated and discussed.

Finally, conclusions are drawn as to the proper form

of release policies for a single, multi-purpose reservoir, and the

appropriateness of procedures tested in deriving these policies.

Recommendations are made for further improvement in the approach

to reservoir management.

Hoover Reservoir, on Big Walnut Creek in Central Ohio, is 
chosen as a case study site to provide realism to the analysis. 
The reservoir serves as a water supply source for the City of 
Columbus and also provides some flood control storage and 
recreational use. Reservoir storage volumes, in thousands of 
acre-feet, are about 60.3 for water supply, 25.8 for flood con­
trol surcharge; with a minimum storage of 2.2. 
Chapter II

BACKGROUND AND OBJECTIVES

Classical Operating Policy: For a multi-purpose reservoir, the

reservoir systems manager is faced with an intricate problem of

how best to allocate storage and releases to meet the requirements

of users. A classical operating policy as defined below, or

policies similar to it, has been used where more refined methods

are not available. The classical operating policy can be stated

as (Roefs, 1968):

1.	 If there is not enough water to meet the target,

release all water.

2* If there is more than enough water, release enough to

meet target output, unless there is more water than

can be stored, in which case the excess is also

released.

The above policy, even for single-purpose reservoirs, may be

far from the optimal use of storage available in the reservoir

system. Mathematical models have evolved to devise an efficient

and economical means of operating reservoirs* Figure 2-1 gives

a representation of the general techniques employed to date in

reservoir management studies. These are described in the following

sections.

Reservoir Management 
Classical and Heuristic 
Procedures 
Combined use of Simulation 
and Mathematical Program­
ming Models 
Simulation 
Technique® 
(Digital) 
Stochastic

(Explicit Stochastic

Analysis)

Linear Programming 
Dynamic Programming 
Queuing (Inventory) 
Models 
Mathematical

Programming

Models

Deterministic 
(Implicit Stochastic 
Analysis) 
Linear Programming 
Dynamic Programming 
Non-linear 
Programming 
2,1 Schematic Diagram of Reservoir Optimization Procedures

Linear Programming Models and Single Reservoir Systems: A general

description of this approach in the optimization of a single, multi­

purpose reservoir is given in Roefs (1968). Under a deterministic

environment, the reservoir inflows are specified and the mathe­

matical programming problem amounts to determining optimal releases,

over a specified period, subject to physical and operational

constraints. One of the main problems encountered in this approach

lies in the selection of an appropriate objective function to be

optimized, as cost and benefit functions often are nonlinear.

Piecewise linearization or separable programming may be used to

reduce nonlinear objective functions to a convenient linear form

(Hillier and Liberman, 1974). A good description of these procedures

as applied to water resource systems is given in Windsor (1976),

and Windsor and Chow (1972). Linear multiple regression is usually

used with the deterministic approach to derive optimal operating

rules.

Since streamflows are stochastic in nature, however, a linear

programming approach incorporating probabilistic statements has

gained considerable attention. One such approach is referred to as

chance-constrained programming. Revelle, et al., (1969) illustrate

this technique in their study of the optimal operation of a single

multi-purpose reservoir. The idea behind chance-constrained

programming is to specify the reliability with which operational

constraints are to be imposed on the reservoir system. Thus

reservoir system managers can make commitments on the maximum
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and minimum releases from the reservoir with some probability of

success in meeting these. Input to the mathematical model requires

the specification of the probability distribution of inflows, which

may be obtained from historical flows. Since storage and release

depend on a random inflow, these quantities are probabilistic

and their probability distributions are required if they are to

be explicitly dealt with in the chance constraints. Revelle, et ai.,

(1969) use a linear decision rule which expresses the release

in any period as a function of end of previous period storage and

a decision parameter. The advantage of using such a rule lies in

the mathematical simplification it introduces. The chance constraints

involve only the random inflow and the decision parameters (decision

variables). This enables a deterministic equivalent of the chance

constraints to be written as using the probability distribution of

the inflows only. Comments by Loucks (1970) and Eisel (1970) on

the use of the linear decision rule are valuable. Considerable

changes have been introduced in the linear decision rule (Revelle,

1973, Loucks and Dorman, 1975) to make it as realistic as possible.

For example, Loucks (1970) included an additional term, the current

period's inflow in the linear decision rule as proposed by

Revelle, et a!., (1969), and demonstrated a reduction in the

necessary reservoir capacity when solving a problem similar to the

one used by Revel!e, et al. In later papers, Revel!e, et a!.,

(1970,1975) apply the linear decision rule using various objectives

which are general enough to be applicable to other mathematical

programming models:

a. maximize the expected value of the weighted sum of 
storage or release commitments over all the periodsf 
b. minimize the expected value of losses due to variation of 
the releases from targeted values, 
c. maximize the storage or release commitment with stated 
reliability, or 
d. minimize the risk of having insufficient storage or 
releases. 
In another probabilistic approach, Loucks (1968) considers the

application of stochastic linear programming for a single reservoir

subject to a set of serially correlated random inflows. A first-order

Markov dependence between the inflows was assumed. The objective

was to obtain the operating policy that would maximize the probabil­

ities of transitioning to reservoir storage volumes that best meet

the stated objectives.

A form of the objective function adopted by Loucks can be

expressed as:

maximize Z = ^  S y l d t •

where X ... = joint probability of having an initial

storage v, inflow i and discharge d in

period t, and
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^vidt = net benefits in period t of maintaining a

storage volume between v and v + i - d and

discharging a volume d.

Due to lack of data on cost and benefit functions, Loucks used a

different form of the objective function which minimizes the

expected value of the deviations of actual releases and storages

from their target levels.

By solving the stochastic linear programming problem, an evalu­

ation is made of the probability distributions of actual reservoir

volumes and discharges that would result if the optimal policy

were followed. The decision variables are the unknown joint proba­

bilities, )l .^. The requirement of having a final storage v in

period t equal to initial storage V in period t + 1 is a constraint

on the problem and is based on the continuity equation. Markov

models have been extended by Gablinger and Loucks (1970) to indicate

the interrelationship between linear and dynamic programming

approaches.

Linear Programming Models: Multi-Reservoir Systems: Le Clerc and

Marks (1973) present a case study of Riviere du Nord, a tributary

of Ottawa River, to demonstrate the application of the linear decision

rule in conjunction with chance-constrained programming. The

problem involves analysis of the joint operation of a network of

reservoirs. The approach taken was to impose requirements on the

minimum flow at a downstream point while considering recreation (a

conflicting use of reservoir storage) in the objective function.

n

Thus their objective was to minimize the drawdowns in the reservoirs

used for recreation while attempting to meet low-flow requirements.

To overcome the nonlinearity of the drawdown objective function,

a piecewise linearization technique was adopted. An observation

made by these authors requires mentioning. They state that chance-

constrained programming, although accounting for the randomness of

the natural inflows, does not define the magnitude by which the

system fails. This deficiency may be a serious problem since a small

failure may be relatively unimportant, whereas a large failure may

have long-term effects. A simulation of the reservoir system under

the derived operating policy should give reasonable insight into

the magnitude of this problem.

An elaborate analysis by Nayak and Arora (1971) of a network

consisting of four reservoirs demonstrates yet another application

of chance-constrained programming to multi-reservoir systems. The

formulation is similar to the single reservoir model proposed by

Revelle, et al., (1969) except for variations in the continuity

equations and probability distributions of inflows* Their objective

was to minimize the total capacity of the reservoir system while

meeting certain performance standards. A sensitivity analysis

was conducted to study the effect on the total system capacity and

its distribution among the reservoirs. This was accomplished by

varying the minimum storage levels, minimum and maximum flows to

be released, and the required flood storage (freeboard).
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Curry (1973) uses a chance-constrained approach to modelling a

complex reservoir system without using the conventional linear

decision rule. Releases are explicitly considered in the mathe­

matical model. His objective was to minimize total operating costs,

including pumping costs of diverted water. The mathematical com­

plexity of not adopting the linear decision rule is reflected in

the required determination of convoluted probability distributions

of the random inflows.

Recognition of the special structure of a linear programming

model of a complex reservoir system led to the application of decom­

position techniques (Parikh, 1966, Windsor and Chow, 1972).. The

approach is to optimize designated subsystems individually before

obtaining an overall optimization of the entire system. Such a

procedure may not guarantee a global optimum.

Combined Use of Simulation and Optimization: The combined use of

simulation and mathematical optimization models has been carried

out by Jacoby and Loucks (1972). Mathematical models are used for

preliminary screening of the best set of possible designs from

various alternatives. Their problem poses an important question

as to whether analytical methods currently available for optimizing

a complex river basin system can yield comparable results to enable

the best design alternatives to be screened out. A stochastic

linear programming approach (Loucks, 1968) was used and coupled

to a large-scale simulation of the Delaware River Basin. Details

of the simulation approach are given in Hufschmidt and Fiering (1966)
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Dynamic Programming (DP) - Single Reservoirs: This approach has

two main advantages over the conventional linear programming

approach: 1) nonlinear cost and benefit functions can be incor­

porated with no difficulty, and 2) the optimal solution may be

expressed in a functional form. Sensitivity analysis using

dynamic programming is not generally as attractive as in a linear

programming model, however, since computer time may be increased

in resolving the dynamic programming model. Early work carried out

by Hall and Howell (1963) used synthetically-generated inflows

(Fiering, 1967) as input to a deterministic dynamic programming

model. Through several applications of the model, each with a

different synthesized sequence of flows, they were able to deter­

mine the optimum reservoir capacity. A more complex case of a

single, multi-purpose reservoir system was later solved using

dynamic programming by Hall, Butcher and Esogbue (1968). The

optimal operating policy was obtained under a complex set of

constraints. Inflows again were deterministic. Butcher (1971)

applied stochastic dynamic programming to derive the optimal

operating policy for a reservoir using the conditional probab­

tility distributions of the inflows (a Markov model).

Young (1966) presents results on the optimal form of annual

release policies for a hypothetical reservoir design, as derived

utilizing a dynamic programming-regression technique. Annual

inflows to a reservoir were generated by a Markov model, and

dynamic programming was then applied to these inflows to derive
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optimal annual releases to minimize losses under alternative

objective function forms. Regression analysis conducted on optimal

releases indicated that, for a two-sided quadratic loss function

centered on the target release, linear release policies were as

good as, if not better than, nonlinear policies.

Literature Critique: In the previous section some of the existing

mathematical optimization techniques, as adapted for reservoir

design and management studies, were presented and discussed. An

extensive review of these studies indicates that:

a.	 Young's (1966) conclusions, in his application of

the Monte Carlo dynamic programming-regression metho­

dology to the operation of a single reservoir system, are

applicable for annual release policies. The extension

and verification of this approach to a monthly time

frame needs investigation. This is particularly impor­

tant since most reservoir operation decisions are made

on a seasonal, monthly, weekly, or even daily basis.

Results from Young*s studies of annual operating poli­

cies cannot be used for these shorter time frames due to

the nonstationarity of the inflow process within a year

time period. The form of optimal monthly release poli­

cies, therefore, needs to be determined.

b.	 In the case of both dynamic programming and linear

programming approaches to reservoir management, case

study results are lacking* Performance of the linear
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decision rule in the context of chance-constrained linear

programming for actual reservoir design and operation

has been particularly lacking. The literature does not

record the application of the technique to any single,

multi-purpose reservoir. Evaluation of the usefulness

of the technique in an actual design/operation study,

therefore, needs to be conducted.

c« A comparison, in terms of overall performance, of

reservoir release policies derived using existing

mathematical programming techniques is lacking. The

linear decision rules proposed by Revel!e, et al., (1969)

and Loucks (1970) are generally recognized to be useful

in preliminary multi-reservoir operation studies. A

general consensus among researchers in the area of

reservoir management, however, is that these policies,

due to their mathematical simplicity, are not as favorable

as alternative forms of release policies. Comparison

of the linear decision rules with other release policies

derived by existing mathematical optimization techniques,

such as the dynamic programming-regression approach,

requires further investigation.

For instance, the linear decision rule adopted by

Revelle, et al., (1969), assumes that the release in any

period is directly proportional to the reservoir storage

at the beginning of the period. The rule also implies
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that the coefficient associated with the storage variable

is equal to unity. It remains to be verified whether

such a policy is optimal as compared to release

policies which incorporate other variables and which

may be of a different form.

Research Objectives: With the above considerations in mind, the

present study has the following objectives:

1.	 To derive, using the dynamic programming-regression

technique, optimal monthly release policies for a case

study reservoir under alternative objective function

forms, and to verify these results through simulation;

2.	 To investigate the performance of the linear decision

rule, chance-constrained programming approach to reservoir

design and operation for the same case study reservoir*

verifying all conclusions through simulation studies;

and

3.	 To search for improved forms of release policies that will

satisfy the chance constraints imposed in 2. above, but

which may further improve the objective function values

achieved through chance-constrained programming. This

will be done by utilizing knowledge gained under objec­

tive 1. above concerning the optimal form of monthly

release policies, and by testing candidate policies for

their reliability performance through simulation. Based

17

on these results, recommendations are made concerning the

most likely form of these improved policies and of procedures

that may be used to determine the parameters of such

policies.

Chapter l i  t

CASE-STUDY DESCRIPTION

Hoover Reservoir, located in Central Ohio, is used as a case 
example throughout the present study. The f i r s t section of th is chap­
ter provides a general description of the reservoir s i t e . The next 
two sections discuss seepage and evaporation losses, while the f i na l 
section is devoted to s t a t i s t i c a l analysis of streamflows pr io r to 
and af ter reservoir construction. Empirical probabi l i ty d is t r ibut ions 
of monthly inflows are graphical ly i l l u s t r a t e d . Appendices A-D supple­
ment the discussion given in th i s chapter. 
Site Description 
Hoover reservoir is located on the Big Walnut Creek, 12 miles 
(19 Km) northeast of Columbus, Ohio. A drainage area of 190 square 
miles (492 Km ) contributes an annual flow of 188.895 cfs (5.35 nr/sec) 
at the reservoir s i t e . The reservoir has been in operation since 
March, 1955, with the pr incipal purpose of meeting the water supply 
needs for the City of Columbus. Reservoir capacity is 60s342 acre-feet 
with the crest of the spil lway at elevation 890 feet (above M.S.L.). 
The lowest intake valve is located at an elevation of 842 fee t , corre­
sponding to a minimum available storage of 2,188 acre-feet. An addi­
t ional storage of 25,7808 acre-feet is provided above the spil lway crest 
through the use of t a in te r gates for f lood-control purposes. Table 3-1 
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gives values of reservoir storage and surface area at selected eleva­

tions (Burgess and Niple Limited, undated)•

Reservoir Seepage

Geologic profiles shown in Figures 3-1(a) and 3-1(b) indicate

that the formation underlying Big Walnut Creek consists of a glacial

drift, composed essentially of clayey till, overlying shale. Since such

formations exhibit low permeabilities, in the range of 10 - 10"^ gpd/

p

f t , it is reasonable to assume that reservoir seepage is minimal.

Approximate estimates of net seepage into the reservoir are given in

Appendix A, and show that ground water activity around the reservoir

is insignificant from a water supply standpoint. Computational details

are given in Appendix A.

Reservoir Evaporation

Reservoir evaporation can be computed using the procedure suggested

by the U.S. Weather Bureau (Kohler,1955)• Since this method requires

solar radiation data which is unavailable at Columbus, lake evaporation

data from Coshocton, Ohio are used in the analysis. The data are

appropriately adjusted to account for the difference in the average

annual evaporation between Columbus and Coshocton. Expected monthly

evaporation values from Hoover Reservoir are presented in Table 3-2.

Details, of the computations are given in Appendix B.
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Table 3-1: Reservoir Storage and Surface Area

at Various

Pool Elevation

above Mean

Sea Level

(feet)

819

820

825

830

835

840

845

850

855

860

865

870

875

880

885

890*

895

900**

Pool Elevations

Reservoir

Storage

(acre-feet)

0

1

46

214

690

1622

3037

5102

7880

11325

15566

20807

27556

36373

47312

60342

75501

93204

Reservoir

Surface Area

(acres)

0

2

16

51

140

233

333

493

618

760

936

1160

1539

1988

2387

2825

3239

3843

crest of spillway

**top of flood control tainter gates
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Figure 3.1 (a): Generalized Geologic Section

in Northern Portion of Big

Walnut Creek Basin

wzmm-m-mm.wmmmm 
Figure 3.1 (b):	 Generalized Geologic Section 
Beneath the Southern Portion 
of Big Walnut Creek Basin 
22

Table 3.2: Computed Average Monthly 
Evaporation From Hoover 
Reservoir 
Month Evaporation 
(in inches) 
January 0.624 
February 
March 
0.909 
1.791 
April 3.087 
May
June 
4.456 
5.229 
July 5.529 
August 
September 
4.778 
3.360 
October 2.079 
November 1.044 
December 0.614 
Streamflow Data Analysis 
Streamflow S ta t i s t i c s : Natural streamflow records 
Walnut Creek are available over a relatively short period of 16 years

(1939-1954) prior to the construction of the reservoir in September,

1954. In order to determine the effect of the reservoir on the stream-

flow regime, observed reservoir releases, measured at a gage located

0.5 miles downstream, are routed backwards to compute the inflows.

Observed monthly releases and storage levels recorded over the period

1955-1973 by the U.S. Geological Survey, as well as monthly evaporation

estimates, were used in the routing procedure. Important statistics

based on the monthly natural and computed inflows are shown in Tables

3-3 and 3-4. Statistics on combined data of the natural and computed

inflows are also presented for comparison. Statistical significance

tests are applied to compare the mean and variance estimates of the

natural and computed flows. Results from these tests (refer to Appendix
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Table 3-3: Statistics of Natural Inflows 
Month 
January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
Mean 
in cfs 
361.426 
378.112 
400.069 
325.681 
160.931 
201.823 
94.685 
42.166 
16.991 
11.119 
71.539 
193.459 
Standard 
Deviation 
in^cfs 
v yx
386.729 
210.353 
235.231 
185.343 
136.260 
206.680 
97.337 
112.629 
44.757 
10.301 
68.217 
209.353 
Based on a sample size* n =
(1 cfs = 0.0283 cu m/sec) 
Coefficient 
of Variation 
(T1  =x  V * x > 
1.070 
0.556 
0.588 
0.569 
0.847 
1.024 
1.028 
2.671 
2.634 
0.926 
0.954 
1.082 
 16. 
Skewness

Coefficient

(Y )
X 
1.053 
-0.331 
1.027 
-0.022 
1.463 
1.278 
1.082 
3.515 
3.422 
0.753 
0.404 
0.932 
Lag-one

Correlation

Coefficient

<PX> 
0.498 
0.351 
0.410 
0.380 
0.032 
0.717 
0.644 
0.479 
0.152 
0.166 
0.518 
0,815 
Table 3-4: Comparison of Stat ist ics 
Means {cfs} Standard Deviations (cfs) Skewness Coefficients 
Month 
Natural 
Flows 
"TomFutecT* 
Flows 
Combined 
Flows 
Natural 
Flows 
Computed 
Flows 
Combined 
Flows 
Natural 
Flows 
Computed 
Flows 
Combined 
Flows 
January 361.426 262.673 309.145 386.729 238.422 315.862 1.053 1.737 1.456 
February 378.112 282.609 327.552 210.353 176.771 196.345 -0.331 0.465 0.110 
March 400.069 431.266 416.585 235.231 308.831 273.010 1.027 1.106 1.153 
Apri 1 325.681 393.266 361.461 185.343 266.794 231.203 -0.022 0.390 0.449 
May 160.931 286.841 227.589 136.260 198.679 181.227 1.463 0.788 1.129 
June 201.823 166.860 183.313 206.680 178.818 190.270 1.278 1.763 1.515 
July 94.685 105.081 100.189 97.337 123.911 110.652 1.082 1.187 1.210 
August 42.166 49.260 45.921 112.629 53.533 85.178 3.515 0.893 3.660 
September 16.991 26.396 21.970 44.757 35.480 39.771 3.422 2.731 3.084 
October 11.119 17.000 14.232 10.301 29.747 22.648 0.753 2.870 3.627 
November 71.539 99.486 86.335 68.217 152.533 119.578 0.404 2.898 3.315 
December 193.459 176.125 184.282 209.353 179.583 191.345 0.932 0.660 0.843 
ro 
(1 cfs = 0.0283 m3/s) 
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C) suggest that the natural and computed inflows are hydrologically simi­

lar. It will be shown in the next section that their probability dis­

tributions are also in close agreement.

Although the natural and computed inflows are statistically simi­

lar, computed inflows were not included in the simulation analysis,

described in the next Chapter, due to probable error in the evaporation

estimates. However to obtain a more stable estimate of the coefficient

of variation, ow/\xv9 combined data is used in the months of August and

A X 
September. 
Probability Distributions: Empirical probability distributions 
of monthly streamflows can, in general, be identified by one of the 
following probability density functions. 
1, Normal 
1 - (x - ]i)2/2er2 (3-1) 
for -» -^ x ^  «> 
2. Log-Normal 
1 -(log x - M  )2/2a2 , x 
f ( x ) s  ^ _ e (3-2) 
for 0< 
3, Gamma 
f(x) - ot x ^ V * ^ (3-3) 
P rta) 
for 0 ^ x . ^ 
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where9 
x = monthly streamflow 
f(x) - probability density function 
\x9o = population mean and standard deviations respectively 
a - shape parameter

3 = scale parameter

log = natural log function

F(a) = gamma function of a. 
The normal distribution is symmetrical about the mean, ji9 while the 
log-normal and gamma distributions exhibit skewness. For the log-normal 
distribution, the transformed random variable y = log x is normally 
distributed with mean ]iy and variance o^. The relationships between 
the parameters of the normally distributed random variable y and the 
log-normal distributed random variable x are derived in Appendix D-l, 
These relationships will be particularly useful in the discussion 
presented in the next Chapter* 
The theoretical probability distributions shown in Equations 3-1, 
3-2 and 3-3 are completely defined provided the parameters in each dis­
tribution are known. Where such information is unavailable the para­
meters may be estimated from the streamflow data. In order that these 
estimated parameters accurately represent the population parameters 
the following properties associated with the estimators are desirable 
(Markovic, 1965; Hogg and Craig, 1970). 
1) Consistency - The probability that the absolute value of the 
deviation of estimator 6 from the population parameter e is 
less than a small quantity, e9 tends to unity as sample size 
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n tends to infinity* i.e.*

Prob ( | 6 » e | - ^ e ) - ^ 1 as n -» w

2) Unbiasedness - The expected value of the estimator is equal

to the population parameter* i.e.*

E(6) « e

3) Efficiency - The estimator should have the smallest variance

among all classes of consistent estimators.

The maximum likelihood method possesses the properties discussed

above. In this procedure* the parameter, 6, of the probability density

function f(x*e) can be obtained by differentiating the natural log of

the likelihood function* L(x*0)* with respect to 6 and setting it to

zero. The likelihood function is itf(x.*e) where x4(i = 1, 2.,.n) is

i=l 1 1 
the random sample drawn from the population with the probability density 
function f ( x , e )  . The maximum likelihood estimates of the parameters 
of the normal* log-normal* and gamma distributions are derived in 
Appendix D-2. 
Table 3-5 gives the maximum likelihood estimates of relevant para­
meters for the natural streamflows at Hoover Reservoir. These values 
are computed using the expressions developed in Appendix D-2. 
Having estimated the unknown parameters* the next step is to obtain 
the probability density function which best f i t s the given streamflow 
data. Several stat ist ical tests are available to verify whether a set 
of observations can be attributed to a completely specified distribution 
function (cumulative probability distribution), F(x). One such test is 
the Kolmogorov-Smirnov (K-S) test, described as follows. Consider a 
random sample (x-|* X2 . . . xN) with a distribution function, Fn(X) such 
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Table 3-5: Maximum Likelihood Estimates 
of Distribution Parameters* 
Normal Gairma 
a 3 
Month (cfs) (cfs) (cfs) (cfs) Ccfs? Icfsl 
January 361.426 386.729 5.165 1.430 0.688 525.328 
February 378.112 210.353 5.684 0.849 1.805 209.480 
March 400.069 235.231 5.820 0.639 2.580 155.066 
April 325.681 185.343 5.540 0.840 1.841 176.904 
May 160.931 135.260 4.709 0.973 1.254 128.334 
June 201.823 206.680 4.673 1.328 0.774 260.753 
July 94.685 97.337 3.806 1.576 0.672 140.900 
August 42.166 112.629 2.220 1.732 0.360 117.128 
September • 16.991 44.757 1.243 1.647 0.347 48.965 
October 11.119 10.301 1.788 1.339 0.790 14.075 
November 71.539 68.217 3.366 1.738 0.567 126.171 
December 193.459 209.353 4.320 1.727 0.545 354.971 
Sample size n=16 
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that Prob ( X ^ x  n ) = Jxn/N. The problem is to determine whether the 
distribution Fn(X) is stat ist ical ly similar to the hypothesized theore­
t ical distribution function F(X). To do this the Kolmogorov-Smirnov 
s ta t is t ic , D, is evaluated, where 
D = maxfFU.,) - F^X^j (i = ] ,2. . .n) 
-k 
I f the s tat is t ic , D, is less than the cr i t ical value» D , at a given 
level of significance, i  t can be concluded that the random sample 
(x.j9  X 2 * - * X N ) 1S drawn from a population with distribution function 
F(X). Table 3-6 gives cr i t ica l values of D for the normal and gamma 
distributions, when the population mean and variance are unknown. 
Where the population distribution function is log-normals the above 
test can be applied to the transformed random variable y = log xf 
since y is normally distributed. 
Finally, the theoretical and sample probability distributions 
for normal, log-normal and gamma are plotted using the estimated para­
meters (Table 3-5) and sample observations on natural inflows. The 
probability distributions of the computed inflows for normal and log­
normal cases are also included for i l lustrat ion. All distributions 
and the detailed procedures used to obtain them are given in Appendix 
D-3. Observed values of the Kolmogorov-Smimov stat is t ic , D, for each 
month and for each probability distribution are presented in Table 3-7. 
The corresponding cr i t ica l values at the 5% level of significance are 
also given. On examining these results i t may be concluded that: 
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Table 3-6: Critical Values of D for the K-S Test

Significance Level, a

1. Normal 
Sample 
Size, N 0.10 0.05 0.01 
10 0.239 0.258 0.294 
15 0.201 0.220 0.257 
20 0.174 0.190 0.231 
25 0.165 0.180 0.203 
30 0.144 0.161 0.187 
2. Gamma (with shape parameter, a = 1)

10 0.293 0.321 0.378 
15 0.242 0.267 0.314 
20 0.211 0.232 0.277 
30 0.174 0.191 0.225 
Gamma (with shape parameter, a = 2)

10 0.283 0.311 0.359 
15 0.234 0.258 0.298 
20 0.203 0.223 0.261 
30 0.171 0.188 0.218 
Gamma (with shape parameter, a = 3)

10 0.274 0.299 0.351 
15 0.228 0.249 0.293 
20 0.200 0.218 0.259 
30 0.165 0.180 0.212 
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Table 3-7: Kolmogorov-Sroimov S ta t i s t i cs , D 
Normal
Month 
January 
February 
March 
Apri l 
May 
June 
July 
August 
September 
October 
November 
December 
* f a i l s K-S 
Observed

Value

0.237* 
0.147 
0.107 
0.105 
0.106 
0.118 
0.197 
0.382* 
0.334* 
0.143 
0.191 
0.155 
test 
Critical

Value

0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
 tog-Normal
Observed Critical 
 Gawiia 
Observed Critical 
Value Value 
0.114 0.243 
0.237 0.225 
0.042 0.225 
0.168 0.225 
0.089 0.225 
0.101 0.243 
0.090 0.243 
0.172 0.243 
0.134 0.243 
0.123 0.243 
0.171 0.243 
0.152 0.243 
Value 
0.114 
0.257* 
0.059 
0.207 
0.129 
0.109 
0.087 
0.157 
0.152 
0.112 
0.191 
0.132 
Value 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
0.214 
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a) The normal distribution fails the K-S test in three months, 
while the log-normal and gamma distributions fail in only one 
month each. 
b) Except in the high flow months of February and April, the 
log-normal or gamma distributions give a better f i t to the 
observed streamflow data than the normal distribution. 
c) The log-normal and gamma distributions yield about equal good­
ness-of-fit to the data. 
d) Conclusion!b) is consistent with trends in the observed 
monthly skewness coefficients presented in Table 3-3; e.g., 
in the months of February and April the skewness coefficient 
is close to zero, a property of the normal distribution, while 
streamflows in the rest of the months exhibit a positive skew. 
Chapter IV 
CASE-STUDY SIMULATION ANALYSIS 
Histor ical streamflow records, generally available over a short 
period of t ime, are usually insuf f ic ient to study the design and oper­
ation of reservoir systems. Therefore, the f i r s t section of th is 
chapter describes a technique for generating streamflow sequences for 
longer periods of time than the h is tor ica l sequence. Such a technique 
ensures that important s ta t i s t i ca l characterist ics of the h is tor ica l 
flows are maintained- Sta t is t i ca l tests on the generated sequences 
are also summarized to ver i fy t h i s . The f ina l section is devoted to 
the study of the exist ing operation of Hoover Reservoir; the application 
of the sequent peak algorithm for determining the safe y ie ld from the 
reservoir ; and comparison of this result with the safe y ie ld estimate 
found under a simulation environment u t i l i z i n g a standard operation policy. 
Streamflow Generation: Simulation studies* in conjunction with Monte 
Carlo* methods» are useful in examining the design and operation of a 
reservoir system. Since the behavior of such a system is chief ly 
governed by the random inf lows, long streamflow records are required to 
enable a simulation study to be meaningful* I t is generally accepted 
Monte Carlo method of analysis refers to the use of random or pseudo­
random numbers to represent the behavior of a random process. 
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that most historical streamflow records are too short to be used alone

in a simulation study. Longer streamflow sequences that maintain impor­

tant characteristics of the historical streamflows can be generated

using a procedure developed by Fiering (1971), termed "streamflow

synthesis". The basic approach is to generate flows using a model of

the general form:

q1 = ^ + e1 (4-1)

where,

q. = inflow in period i

d. = deterministic component

e^ = random component

The deterministic component, d^, incorporates both a mean value term

as well as persistence, a property that reflects dependence between

successive streamflows. Since streamfiows can not be predicted with

certainty, a random component, e^, with mean zero and finite variance

cr|, is included. The probability distribution of this random componentt

e.., depends on the theoretical probability distribution of the inflows.

The component d^  may be expressed in an autoregressive form

where, (3g, B-| ... 3n) are regression coefficients and ( q ^ * ^ . 2 # * *

q. } are inflows in n previous periods or lags. The degree to which

the current inflow, qi# depends on the previous flows is measured by

the correlation coefficient. Under the assumption that the current

flow depends only on the inflow in the previous period, Equation 4-2
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reduces t o : 
qi = B0 + B1(q1.1) (4-3) 
The above equation is designated as the Markov Model and is based 
on the Markov property tha t the present s t a t e of any system depends 
only on the previous s t a t e . A typical theore t i ca l (Markovian) c o r r e l ­
ogram is i l l u s t r a t e d in Figure 4 - 1 . Furthermore, i f the inflows q^ and 
q- i are assumed to be from a b i - v a r i a t e normal d i s t r ibu t ion with mean 
u and var iance, a , then i t can be shown tha t (Hogg and Craig, 1970): 
where, E(q. Iq-j.]) is the expected value of inflow q^  given the inflow 
in the previous period, q ^ i  * and p is the cor re la t ion coeff ic ient 
between the inflows q^  and q-j . ] . 
Although Equation 4 -4 i s a special case , i t supplies a convenient 
form for a model t h a t may be used to generate inflows which preserve 
important s t a t i s t i c s of the h i s t o r i ca l inflows* Since Equation 4-4 
resembles the Markov model, (Equation 4 -3 ) , the following form is pro­
posed with the random component, e^ (F ier ing , 1971): 
.-l - y ) +  e i (4-5) 
If the variance of the random component, e., is assumed to be

then Equation 4-5 can be used to generate inflows with mean y and

variance a . Values for the random variable, ei, can be obtained using

C 
Correlation Coefficient T | 
a> 
o 
o 
o 
o 
CD 
o 
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the linear transformations 
e 1 ? cr • t . jV l - " p (4 -6 ) 
where t^ is a standard normal deviate with mean zero and unit variance 
i . e . t..— N (0, 1) . 
Box and Muller (1958) suggest the following relationships between 
the standard normal deviates, t^, and uniformly distributed random 
numbers. They are useful since computers generally provide pseudo­
random numbers which are uniformly distributed. 
t 1 = V-21ogeu-j Cos(2tru2) 
and, (4-7) 
t = V-21ogeu-| 
Using equations 4-5 and 4-6, the final form of the streamflow 
generating model can be expressed as 
qi = y + p ( q i . 1 - v ) + a • t ^ T ^ T (4-8) 
The above model is limited to generating annual flows. By a simple 
modification i t can be extended to generate monthly streamflows. For 
the monthly case the generating model takes the form: 
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where the indices i and j represent the year and month, respectively.

The indices are related by j = i(mod 12).

Table 4-1 illustrates the correlation of monthly flows with flows

in previous months for the Big Walnut Creek, Hoover Reservoir site.

These coefficients are computed using the historical inflows, prior

to the construction of the reservoir. It may be concluded from the

Table that in most of the months the current inflow is not signifi­

cantly correlated with lagged inflows beyond the first lag. This

conclusion is based on the assumptions that correlation coefficients

associated with a significance probability greater than 0*05 can be

ignored. This is in conformity with the Markovian property discussed

earlier. Consequently, the use of Equation 4-9 to synthesize stream-

flow records for Big Walnut Creek, is justified.

In the previous chapter it was established that both log-normal

and gamma probability distributions provide a good fit to the natural

streamflows for Big Walnut Creek. Equation 4-9 can be readily adapted

to generate flows that are derived from these two distributions. The

generating procedure for the gamma distribution incorporates skewness

explicitly in the random component, e-j (Fiering, 1971). Since in this

study the sample of historical flows is small, estimates of skewness

coefficients based on these flows are unstable. Thus, generating

gamma flows using Equation 4-9 would be inaccurate and is, therefore,

not considered in synthesizing streamflow records for the Big Walnut

Creek.

To synthesize historical flows which are derived from a log­

normal distribution, Equation 4-9 can be used to generate the
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Table 4 -1 : Monthly Correlation Coefficients1 
Lags

Month

January 0.498 0.458 0.058 -0.080 -0.222 -0.029 
(0.025) (0.037) (0.416) (0.393) (0.223) (0.461) 
February 0.351 0.312 0.359 0.177 0.312 -0.410 
(0.092) (0.120) (0.086) (0.256) (0.138) (0.073) 
March 0.410 -0.271 -0.023 -0.037 -0.092 -0.226 
(0.057) (0.155) (0.466) (0.446) (0.367) (0.200) 
April 0.380 0.185 0.102 -0.167 -0.011 0.101 
(0.073) (0.247) (0.353) (0.268) (0.484) (0.355) 
May 0.032 0.154 -0.115 0.012 0.067 0.194 
(0.453) (0.284) (0.336) (0.482) (0.403) (0.236) 
June 0.717 0.004 0.040 -0.051 -0.050 -0.071 
(0.001) (0.494) (0.442) (0.426) (0.427) (0.396) 
July 0.644 0.751 -0.147 0.098 -0.111 0.165 
(0.004) (0.001) (0.294) (0.360) (0.341) (0.271) 
August 0.479 0.004 0.270 -0.336 0.182 0.007 
(0.030) (0.494) (0.156) (0.102) (0.250) (0.489) 
September 0.152 0.711 0.694 0.803 0.105 -0.226 
(0.287) (0.001) (0.0001) (0.0001) (0.349) (0.200) 
October 0.166 -0.090 0.072 0.445 0.158 -0.500 
(0.277) (0.375) (0.399) (0.048) (0.287) (0.029) 
November 0.518 0.068 -0.243 -0.118 0.057 0.249 
(0.020) (0.405) (0.192) ,(0.338) (0.420) (0.185) 
December 0.815 0.221 -0.146 -0.274 -0.209 -0.112 
(0.0001) (0.205) (0.302) (0.161) (0.228) (0.345) 
Numbers in the parantheses represent the significance probability of 
rejecting the null hypothesis, HQ, that the correlation is zero. 
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transformed variable, y = logex» Although such a procedure preserves 
important statistics of the logs of the flows, i t does not necessarily 
maintain the statistics of the original flows. According to Matalas 
(1967) this problem can be overcome by using the estimates of the mean, 
variance, skewness coefficient and the log-one correlation coefficient 
of the logs of the flows, obtained by solving the following equations: 
uv = e^P2 + V (4-10) 
a2 . e2(a* + Uy) . yy * 2uy] 
2) 
(4-12) 
- l ) 3 / 2 
(4-13) 
where parameters indexed by x are statistics of the historical flows 
while those indexed by y are statistics of the normally distributed, 
log-transformed flows. The above relationships are derived for the 
two-parameter log-normal distribution in Appendix D-l and used in the 
present study. 
Statistics of the historical flows and the synthesized flows for 
the Big Walnut Creek are compared in Tables 4-2 and 4-3. Statistical 
significance tests indicate that the synthesized flows do preserve 
His t o n 
Mean 
(cfs) 
361.426 
378.112 
400.069 
325.681 
160.931 
201.823 
94.685 
45.921 
21.970 
11.119 
71.539 
193.459 
based on 1000 years of generated flows

**combined streamfiow data prior to and after the construction of the

reservoir are used to obtain more stable estimates of the variance.
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Table 4-2: Comparison of Mean and Standard Deviation Estimates

Month 
January 
February 
March 
Apri 1 
May 
June 
July 
August** 
* * September 
October 
November 
December 
i cal Flows 
Standard 
Deviation 
(cfs) 
386.729 
210.353 
235.231 
185.343 
136.260 
206.680 
97.337 
85.178 
39.771 
10.301 
68.217 
209.353 
Synthesized Flows* 
Mean 
(cfs) 
345.811 
378.792 
395.487 
332.702 
181.424 
195.595 
92.325 
46.482 
20.524 
10.914 
70.395 
190.396 
Standard 
Deviation 
(cfs) 
374.162 
211.844 
226.474 
146.574 
154.330 
188.360 
100.525 
81.536 
29.467 
9.905 
65.701 
219.872 
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Table 4-3:

Correlation

Histor ical
 Comparison of Lag-one 
 and Skewness Estimates 
Month 
January 
February 
March 
Apri l 
May 
June 
July 
August 
September 
October 
November 
December 
 Flows Synthesized 
Lag-One 
Correlation 
Coefficient 
— 
0.391 
0.437 
0.393 
0.071 
0.731 
0.632 
0.511 
0.098 
0.229 
0.511 
0.753 
Flows 
Skewness 
Coefficient 
4.064 
1.746 
1.600 
2.051 
2.991 
2.991 
4.604 
5.557 
3.906 
2.964 
2.974 
4.375 
Lag-One Skewness 
Correi a t i on Coefficients * 
Coefficient Observed Theoretical 
0.498 1.053 4.435 
0.351 -0.331 1.841 
0.410 1.027 1.967 
0.380 -0.022 1.892 
0.032 1.463 3.147 
0.717 1.278 4.146 
0.644 .1.082 4.170 
0.479 3.660 11.948 
0.152 3.084 11.360 
0.166 0.753 3.575 
0.518 0.404 3.728 
0.815 0.932 4.514 
*The theoretical skewness coefficient can be estimated using the 
relationship (n3 + 3n) where rj is the coefficient of variation and is 
given by the ratio ox/ux. 
**Estimates of these statist ics are based on 1000 years of generated 
data. 
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important s tat is t ics , such as the mean and variance, of the historical 
flows. Although the skewness coefficients of the generated flows show 
marked differences from those of the historical flows (observed skew­
ness coefficients), this should not be critical since the estimates of 
these coefficients, based on the small sample of historical flows, are 
unstable. The theoretical skewness coefficient is also well preserved 
by the generated flows. It must be emphasized again that the use of 
Equation 4-9 to generate log-normal flows does not require an estimate 
of the skewness coefficient. Fiering (1971), in his study of stream-
flow synthesis, states: 
"Empirical studies have shown that the mean 
and standard deviation are much more important than other 
statistics in producing good results in most basin simu­
lation studies. Other s ta t is t ics , such as higher order 
moments (skewness coefficient* for example) and correla­
tion coefficients for larger lags are subject to more 
pronounced sampling errors; therefore analysts may hesi­
tate to use sample estimates. Fortunately these less 
stable statist ics do not seem crucial for rational evalu­
ation of alternative schemes" (p. 36). 
Study of the Existing Policy: Since the operation of Hoover reservoir 
began in September, 1955, the draft rate has increased from an annual 
average of 19.72 M.6.D. in 1957 to 75.0 M.G.D. in 1977. The varying 
draft suggests that the operation was mainly directed toward meeting 
Columbus water supply demand each year. Inquiry as to specific oper­
ating policies has shown that no pre-determined operating rules are 
utilized. Lacking a definite policy statement, i t is assumed that the 
operating policy corresponds to the standard policy, shown in Figure 
7-4. This assumption is tested through a simulation experiment based 
upon historical data and the assumed standard operating policy. 
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Computed inflows derived from observed releases, storages and computed

average monthly evaporation, over the period 1957 to 1972* are used in

the analysis* Statistical results from the simulations are presented

in Tables 4-4 and 4-5. Statistical tests on the mean and variance of

the monthly storages and releases under the two policies, indicate that

they are similar at a 5% level of significance* Also* the statistics

on average reservoir surface area and average evaporation as presented

in Table 4-5 are in very close agreement under the two policies* Thus®

the observed similarity between the two policies suggests that the

past operation of Hoover reservoir has followed a standard policy.

This policy can then be used to examine the future performance of

Hoover Reservoir in meeting the current (1977) draft of 75-0 M.G.D.

Future Operation of Hoover Reservoir: The streamflows generated

according to the procedure discussed earlier in this chapter are' used

to simulate the operation of Hoover Reservoir under a standard policy.

Performance characteristics based on 20 simulation runs5 each over a

period of 148 years9 are presented in Table 4-6* All measures are

computed monthly averages for the total period of simulation, and in­

corporate the current design specification of Hoover Reservoir (See

Chapter 3)­

Average evaporation values» shown in Table 3-2 of Chapter 3, are

used in the simulation to account for this loss in yield. Evaporation

from the reservoir in any month is computed by multiplying the average

evaporations (expressed in feet) by the average reservoir surface area.

The average reservoir surface area is derived using the average storage

observed in that month in conjunction with linear interpolation between
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Table 4-4: Average Monthly Storage and Release 
for the Period 1957-1972 
(Al l units expressed thousand acre-feet) 
Month

January

February

March

Apri 1

May

June

July

August

September

October

November

December

Existing

Average

Storage

45.026

51.590

55.016

60.581

60.548

59.865

57.372

53.524

49.633

45.516

41.753

41.566

Policy

Average

Release

10.019

11.583

20.213

22.643

16.608

8.576

7.709

5.412

4.804

4.704

6.278

7.891

Standard

Average

Storage

47.147

51.657

55.871

59.847

59.432

58.875

56.595

53.889

50.490

47.003

43.723

43.881

Policy

Average

Release

12.071

10.794

21.799

23.028

16.485

8.363

6.556

4.903

4.229

4.284

5.932

8.136

Month 
January 
February 
March 
Apri l 
May 
June 
July 
August 
September 
October 
November 
December 
Table 4-5: Average Reservoir Surface
and Evaporation 
__ Existing Policy Standard 
Average Average Average 
Reservoir Evaporation Reservoir 
Surface Area ( th . ac. f t . ) Surface Area 
( th . acres) ( t h . acres) 
2.394 0.125 2.434 
2.564 0.191 2.587 
2.736 0.397 2.747 
2.828 0.705 2.813 
2.816 1.045 2.803 
2.763 1.185 2.757 
2.659 1.186 2.674 
2.527 1.002 2.567 
2.387 0.637 2.440 
2.242 0.383 2.313 
2.160 0.177 2.242 
2.235 0.115 2.313 
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 Area 
Policy 
Average 
Evaporation(th. ac. f t . ) 
0.127 
0.193 
0.400 
0.703 
1.042 
1.185 
1.196 
1.020 
0.655 
0.396 
0.185 
0.119 
Month

January

February

March

Apri 1

May

June

July

August

September

October

November

December

Table 4-6: Simulation Results under a

Standard Policy: 75.0 M.6.D. Draft

Average 
Release 
Average 
Inflow 
Average 
Storage 
(th. ac. ft.) (th. ac. ft.) (th. ac. ft.) 
14.196 21.904 31.260 
13.020 20.805 38.872 
18.250 24.403 46.494 
16.523 19.588 52.286 
11.010 11.288 54.686 
11.833 11.961 53.991 
8.304 5.805 52.987 
7.600 2.877 49.328 
6.860 1.246 43.673 
6.976 0.679 37.469 
6.772 4.254 30.847 
8.750 11.884 28.188 
Average

Evaporation

(th. ac. ft.)

0.096

0.163

0.361

0.665

0.974

1.132

1.159

0.932

0.591

0.325

0.141

0.083

Percentage

Shortages

per month

1.72

0.14

0.00

0.00

0.00

0.07

0.17

0.51

1.55

3.24

4.12

3.21
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the appropriate storage levels as specified by the storage-surface area

relationship (See Table 3-1, Chapter 3).

From Table 4-69 the maximum percentage of shortages occurs in the

month of November. A 4.12% shortage is equivalent to 6 shortages in

148 years or approximately 2 shortages in 50 years- Thus the maximum

probability of failure to meet a draft of 75-0 M.G.D. in any month is

0.04.

Table 4-7 illustrates the average yearly shortages for various

draft levels. These results show that, under a draft of 75.0 M.G.D.»

the average number of yearly shortages over the period of 148 years is

Table 4-7: Statistics of Yearly Shortages

Draft Average Number of Probability 
(M.G.D.) Yearly Shortages of Shortage 
in 148 Years in a Year 
68 3.00 0.020 
69 3.75 0.025 
70 4.30 0.029 
73 7.05 0.048 
75 9.10 0.062 
9*10. This implies that the probability of a shortage in any year is

0.062. The Table also shows that the safe yield from the reservoir is

68 M.G.D. and is associated with a 0*02 probability of having a short­

age in a year or equivaiently 1 shortage in 50 years.

A comparison of this estimate of safe yield with that derived

using the sequent peak algorithm is made in the next section.

*This estimate excludes losses due to evaporation.
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Estimated Safe Yield Using Sequent Peak Algorithm: Given an inflow

and draft pattern, the sequent peak algorithm yields the minimum

storage required to just meet the required draft over the period of

analysis. The method can be shown to be equivalent to the Rippl

method of computing required storage , but is more easily programmed

for computer computations. In this study the sequent peak algorithm

is solved for 60 generated flow sequences of 50 years length each.

Statistics on required storage are derived based upon this sample

size. For a 50 year flow sequence the sequent peak analysis gives

the storage (for a given draft rate) that is associated with a proba­

bility of exceedence* equal to 0.02 or equivalently this storage will

be exceeded once in 50 years. In other words under a given draft the

probability of shortage in any year is 0.02. Since the 50-year inflow

sequences are random, the maximum storage is also random. Table 4-8

illustrates the storage derived by the sequent peak algorithm at

selected draft levels. The storage-yield curve based on these results

is shown in Figure 4-2.

The draft rates assumed in the sequent peak analysis include

losses from the reservoir due to evaporation. Consequently, to obtain

the available draft for a given storage, the evaporation loss must be

subtracted from the drafts in Figure 4-2. The average evaporation

(from Table 3-2, Chapter 3) is 5.90 M.G.D. From Figure 4-2 it is

The probability of non-exceedence is computed by ranking the critical

storages in the order of decreasing magnitude and applying the formula

m/n+1 where m is the rank and n is a sample size of 50. Interpolation

between storages associated with ranks 1/n+l and 2/n*l is used to ob­

tain the storage at the 0.02 non-exceedence probability.

no ­ J 
100 ­ / 
90 ­ / 
u
£
OJ
<
80 ­
 70 "
 / 
1 
/ 
/ 
/ 
o
£
|
14
2
 50 ­
 40 h
 wf 
/ 
 §f 
/ 
/ 
20 ­ >  ^ 
10 20 30 40 50 60 70 80 90
Draft (MGD) 
 100 110 120 130 140 150 
Figure 4-2 Storage-Yield Curve for Hoover Reservoir
(Non-exceedance Probability of 0.98)
 ^ 
° 
51

Table 4-8: Required Storage for

Various Draft Rates

Draft 
(M.G.D.) 
50

60

70

75

90

Based on
Upper 95%

Confidence

Limit

29.049 
39.294 
53.410 
59.291 
94.292 
Required Storage 
_[thousand acre- fee t ) 
Mean Lower 95% 
Confidence 
Limit 
27.744 26.438 
37.333 35.372 
50.107 46.803 
55.550 51.809 
87.676 81.059 
Standard

Deviation

4.830 
7.257 
12.227 
13.844 
24.488 
a 0.98 non-exceedance probabi l i ty 
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observed that the safe yield draft corresponding to the axisting water

supply storage at Hoover Reservoir, of 58,154 acre-feet is about 76.0

M.G.D. Thus, the available draft or the safe-yield from the reservoir,

after excluding an average evaporation of 5.90 M.G.D., is approximately

70.0 M.G.D. According to the sequent peak analysis, the probability

of shortage in meeting this draft is 0«02 or, equivalently, 1 shortage

in 50 years.

In contrast, the simulation results under the standard policyf

presented in Table 4-7, suggest that the probability of shortage in

meeting the same draft is 0.029, and a safe yield from Hoover Reservoir

is 68.0 M.G.D. The difference in these two figures is not great» and

is probably due to the differential treatment of evaporation estimates

under the two methods.

Chapter V

OPTIMIZATION MODELS

Mathematical techniques * ava i lab le in operat ions research l i t e r a ­
t u r e , can be applied t o optimize the design and operation of a mul t i ­
purpose r e se rvo i r system. Two such techniques which are cur ren t ly 
proposed are presented in t h i s Chapter. The f i r s t sect ion describes 
the chance-constrained l i n e a r programming approach where cons t ra in t s 
on the operation and design of the re se rvo i r are p r o b a b i l i s t i c . Input 
requirements for t h i s method are discussed and i l l u s t r a t e d for the 
Hoover Reservoir case s tudy. The f inal sec t ion i s devoted t o the 
dynamic prograiming-regression method. A recurs ive r e l a t ionsh ip i s 
developed to obtain optimal re leases from a r e s e r v o i r . 
Chance-Constrained Programming: This approach i s s imi la r to conven­
t iona l l i nea r programing methodology , except t h a t the cons t ra in t s in 
the problem are no longer d e t e r m i n i s t i c . I n s t ead , these cons t ra in t s 
are expressed in a p r o b a b i l i s t i c form which i s p a r t i c u l a r l y useful when 
the state variables in the problem are stochastic. 
Consider the problem of determining the minimum capacity of a 
single reservoir operated under certain physical and operational con­
straints. The constraints commonly imposed relate to restrictions on 
the reservoir release and storage levels. Since releases and storages 
are stochastic, i t would be realistic to assign some degree of 
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reliability to satisfying these constraints. This can be achieved by 
writing the following model (ReVelle^ 1969): 
Minimize C 5-1(a) 
subject to, 
Prob C - v.- } ^ O L ( t = 1, 2 . . .N) 5-1(b) 
8
Prob ft ] 5-1(c) 
Prob | Xt ^ 5-1(d) 5*cu ( t * 1 , 2 . . . N ) 
Prob { Xt ^ 5-1(e) 
f4 } **a ( t = 1 , 2 - . . N ) 
where, 
S t = storage in period t j 
Xt - release in period t  ; 
vi = flood-control storage in month 1; 
m-j s minimum required storage in month 1; 
q.j = minimum required release in month 1; 
fj = maximum release permissible in month ij 
a.t a
 9 a , and a = reliability levels* or the probabilities of 
1 2 3 4
 satisfying the constraints; and 
N = length of the decision period. 
In the above formulation, parameters indexed by i are cyclical over a 
year and are associated with a particular month, while variables 
indexed by t change over the time period under consideration. The two 
indices are related by the relationship 
i « t(mod 12) (5-2) 
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The first two constraint sets, equations 5-1(b) and 5-1(c) en­
sure that adequate reservoir storage is available in each month for 
flood control and recreational purposes, respectively* The third 
constraint set (Equation 5-1(d)), guarantees a minimum release* qj* in 
any month i , and the last set of constraints (Equation 5-1(e)) restricts 
the maximum release from the reservoir in order to prevent flood dam­
ages downstream. 
Constraints of the above form are referred to as chance-constraints, 
In order to solve the chance-constrained linear program (Equations 
5-1(a) - 5-1(e)), the chance-constraints have to be expressed in a 
deterministic form. This may be achieved by using the probability 
distribution function of the random variables X^  and S .^ Since these 
distributions are not defined unless the reservoir is operated using a 
particular release policy, the constraints on the release and storage 
must alternatively be expressed in terms of the inflow, Rt, in period 
t . To conveniently perform such a transformation, i t is essential to 
adopt release policies similar to the linear decision rules proposed 
by ReVelle (1969) and Loucks (1970). The general form of a linear 
decision rule policy i s : 
h =  s t-i + \h~ bi (5~3) 
where, 
s t - l ~ s < t o r a 9 e a t  ^ e e n d of  P e r i o d t-* 
Rt = inflow in period t 
b-j = decision constant for month i 
X-j = parameter for month i (0 ^ Xj £= 1) 
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The continuity equation for reservoir storage at the end of any 
period t is given by 
s  =  + R  x 4t  s t - i t - t <5- > 
Substitution of Equation 5-3 in Equation 5-4 yields:

St = (1 - A^Rt + bi (5-5)

or 
+ b i - l (5-6) 
Substituting Equation 5-6 in Equation 5-3 gives an alternate form of 
the release policy which is a function of the inflows only. Thus, 
Xt = Xfa + (1 - X-j.-jJIV, + b^-, - bi (5-7) 
Using equations 5-5 and 5-7, the chance-constrained formulation 
becomes: 
Minimize C 5-8 (a) 
subject to, 
Prob|(l - A.j)Rt + b1 -£ C - v J ^  ^  (t = 1, 2...N)  5"8 (b) 
P r o b { ( l - x^Rt + ^ ^ mi } ^ a 2 ( t = l , 2 . . . N ) 5-8 ( c ) 
Prob | ^Rt + (1 - *i--|)Rt-l +  b i - l "  b i — qi J — a3 5"8 
, ( t = 1, 2...N) 
Prob JxiRt + (1 - Xi_1)Rt_1 + b ^ - b^  ^ f^ J ^ a  4 5-8 (e) 
(t » 1, 2...N) 
bn. unrestricted (i = 1, 2 . . . 12) 5-8 (f) 
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If the probability distribution of the inflow, Rt, in any month  i , is 
assumed to remain unchanged over the period N (s t r ic t ly stationary pro 
cess), the number of constraints in each equation of the above formula 
tion will be reduced to 12 by replacing the index t by index i . Thus: 
Minimize C 5-9 (a) 
subject t o , 
Probj (1 - X.)^- ^ C - v-j - b ^ ^ ^ (i = 1, 2...12) 5-9 (b) 
Probj (1 - X^Rj 2s* mi - b-j J ^ a  2 (i = 1, 2...12) 5-9 (c) 
Probj X1R1 + (1 - X1-_-])Ri_i ^ m - b^-j + bA ^ a3 5-9 (d) 
(1 =  2 . - .1, .12) 
ProbJXiR1 + (1 - X1_1)R1_1 ^ fj - b^T + bjj ^ a4 5-9 (e) 
(1 « 1, 2.-.12) 
b1 unrestricted (i = 1, 2.. .12) 5-9 (f) 
To write the deterministic equivalents of the chance-constraints, 
the probability distribution function of the linear tranforms (1 • Xj)R 
and XiR-j + (1 - Xj^-|)R^^ must be obtained from inflow probability 
distributions F(R-j) and F(Rj.-j), respectively. However, since in this 
study the chance-constrained program is solved by setting Xi to i t s 
extreme values of 0 and 1, the distribution function of the monthly 
inflows, F(Ri) will suffice. 
ReVelle Formulation: Setting Xn- equal to 0 in eyery month  i , Equations 
5-9 reduce to the chance-constrained formulation proposed by ReVelle 
(1969): 
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Minimize C 5-10 (a) 
subject to, 
Prob J ^ ^ C - ( i = 1, 2...12) 5-10 (b) 
Prob j fy ( i = 1, 2...12) 5-10 (c) 
Prob j Rj ^ q-j ^ a  - ( i = 1, 2...12) 5-10 (d) 
Prob i = 1, 2...12) 5-10 (e) 
b.j unrestricted (i = 1, 2... 12) 5-10 ( f ) 
The deterministic equivalents of the chance-constraints Equations 
5-10 can be found by ut i l iz ing the distribution function, F(Rj), 
shown in Figure 5-1. For a given re l iab i l i ty level, a, the quantities 
r-;a and r^~a represent the values of the random variable, Rj, such 
1.0 
a 
z 
CL 
CD 
O 
1-a a Inflow, Y*
Figure 5-1 Distribution Function of the Random 
Inflow, R.j 
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that: 
F ^ ) = Prob j Ri -£ r^J = a (5-11) 
and, 
F1"01^) = ProbJRi ^ r^"a\« 1 - a (5-12) 
Equation 5-12 can be expressed as : 
F^Ri ) = ProbJRi ^ Y - J 1 " 0 1 } - a (5-13) 
Using Equations 5-11 - 5-13, the deterministic equivalents of the 
chance-constraints (Equations 5-10) become: 
C - v- - bi ( i * 1, 2. ..12) 5-14 (a) 
mi - b-j l-a2 ( i = 1, 2. -.12) 5-14 (b) 
qi - bT— i "** b-j 3 ( 1 = 1 , 2 . ..12) 5-14 (c) 
f i - bi - i + bi 
a 4 ( i = 1, 2. ..12) 5-14 (d) 
where, r-ja is the ot-percentile flow value shown in Figure 5-1. Trans­
posing known quantities to the right-hand side and assuming that the 
minimum storage, mj, is some positive fraction, am, of the capacity C, 
the chance-constrained formulation takes the final form: 
Mi mini ze C 5-16 (a) 
subject to* 
C - b4 ^ v. + r < a l d - i , 2. ..12) 5-16 (b) 
(i = 1, 2. ..12) 5-16 (c) 
b i . ! - b ^ q i - rv-,1-0: (i - 2 , 3. ..12) 5-16 (d) 
b
1 2 -
b l  - q l " r 1 2 1 " a 3 (1 - 1) 5-16 (e) 
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b^i - b ^ fi - r.ja4 .(1 = 2, 3...12) 5-16 (f) 
b12 - bi ^ f} - r ] a 4 (1 - 1) 5-16 (g) 
C ^ 0 
bi unrestricted (i = 1, 2 . . . 12) 
Since most linear programming algorithms implici t ly assume that a l l the 
variables in the problem are non-negative, the decision variables, b j  , 
must be expressed in terms of two non-negative variables. This is 
accomplished using the transformation: 
b1 = h1 - gi (1 = 1, 2..-12) (5-17) 
where h^, g^  ^ 0 
Loucks Formulation: For the parameter A-j equal to 1 in every month, 
Equations 5-9 (b) and 5-9 (c) are no longer probabilistic* since they 
are not functions of the random variable R^  (Loucks, 1970). Also from 
Equation 5-5 i t is observed that, for A^  = i , the storage at the end 
of period t equals the decision constant, bj . Hence, any constraints 
on storage merely restrict the range of the decision constants, b-j, 
and cause these to be independent of the inflow probability distribu­
tion. 
Using the procedure discussed in the previous section, the prob­
abilistic constraints 5-9 (d) and 5-9 (e) can be converted to their 
deterministic equivalents. The full chance-constrained programming 
problem in this case i s : 
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Minimize C 5-18 (a) 
subject t o , 
C ­ b1 ^ v i ( i = 1, 2. ..12) 5-18 (b) 
amC ­ bi ^ 0 ( i = 1 , 2. ..12) 5-18 (c) 
bi-r bi ­ Q 4 - ^1-03 (1 = 2, 3. ..12) 5-18 (d) 
b 1 2  - b ^ Q "i - r  ^  5-18 (e) 
bi-r bi ­ - n^ (1 » 2, 3. ..12) 5-18 ( f ) 
b
12
 ­ b
 1 
 -^ f i - r1 
a 
4 5-18 (g) 
b. unrestricted (i = 192...12) 
Input Requirements: Values must be assigned to the minimum storage, 
mi9 the flood-control storage, v-j, the maximum and minimum releases, 
f^  and qj, respectively, and the percentile flows, rf, in Equations 
5-16 and 5-18. 
Since in this study the optimal releases are sought under the 
existing design at Hoover Reservoir, the fraction am is set at 0.0254, 
which is equal to the ratio of the minimum usable storage (2,188 acre-
feet) to the existing reservoir capactiy (86,1228 acre-feet). The 
flood-control reservation, Vj, is 25,7808 acre-feet, the difference 
between the existing reservoir capacity (86,1228 acre-feet) and the 
storage below the crest of the spillway (60,342 acre-feet). 
Values for the minimum and maximum releases are restricted by the 
feasibility requirement for their corresponding constraints. These 
restrictions can be found by summing the constraints on the minimum 
and maximum releases, respectively- This yields: 
62 
12 12 
E qj -£ Z r^-az (5-19) 
and, 
12 
E f,- ^ r j 0 ^ (5-20) 
il 
Table 5-1 lists percentile inflows* r..  a , in each month at selected 
probability levels, a. These values are obtained from the fitted 
theoretical cumulative probability distribution of the historical 
flows observed at the reservoir si te, (Refer to Appendix D-3) 
Since the main purpose of Hoover reservoir is to meet water supply 
requirements, i t is reasonable to set the minimum guaranteed flow, q j , 
at the maximum value which satisfies the feasibility requirement in 
Equation 5-19. Assuming the same value of q^  in all months, Equation 
5-19 gives: 
12 
q, = I rJ"a3 /12 (5-21) 
1
 1-1 1 
where values for r-j*~a3 are shown in Table 5-1. Figure 5-2 displays 
the minimum flow, q7-, that can be guaranteed at different levels of 
re l iab i l i ty ,  a3 . I t must be emphasized that the condition imposed on 
the minimum guaranteed flow by Equation 5-21 makes the constraints in 
Equations 5-16 (d) - 5-16 (e) and 5-18 (d) - 5-18 (e) binding. Thus, 
for this particular case, the decision constants, b^, are determined 
entirely by the constraints on the minimum guaranteed flow, q-j. 
Table 5-1: Percentile Inflows to Hoover Reservoir (cfs) 
Month 0.98 0.95 0.90 
Non-Exceedencf 
0.80 0.70 
i Probabil 
0.30 
ity, a
0.20 0.10 0.05 0.02 
January 3463.378 1808.043 1096.633 589.928 372.412 83.096 53.517 27.660 16.610 9.488 
February 1669.034 1187.969 880.069 601.845 454.865 188.670 145.474 99.484 72.967 50.401 
March 1274.106 972.627 772.784 589.928 482.992 244.692 200.337 148.413 119.104 90.017 
April 1450.988 1032.770 749.945 518.013 403.429 164.022 125.211 85.627 63.434 44.701 
May 804.322 544.572 379.935 249.635 183.094 66.686 49.402 31.817 22.198 15.029 
June 1603.590 943.881 584.058 327.013 214.863 54.598 35.874 19.886 12.183 7.029 
July 1118.787 601.845 336.972 168.174 104.585 19.688 12.183 6.050 3.456 1.822 
August 323.759 160.774 85.627 39.646 22.646 3.669 2.117 0.980 0.538 0.267 
September 101.494 53.517 29.371 14.154 8.331 1.492 0.905 0.440 0.242 0.123 
October 94.632 54.598 33.116 18.541 12.183 2.945 1.916 1.067 0.657 0.387 
November 1096.633 518.013 273.144 127.740 73.700 11.941 6.821 3.158 1.682 0.819 
December 2697.281 1408.105 699.244 330.300 190.566 30.265 17.289 8.005 4.179 2.014 
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Figure 5-2 :	 Minimum Guaranteed Flow, q., at Various

Levels of Reliability, a1

The maximum allowable release, f^ » from Hoover Reservoir in any 
month is large enough to satisfy Equation 5-20 as a s t r ic t inequality. 
This implies that the constraints on the maximum release (Equations 
5-16 (f) - 5-16 (g) and 5-18 (f) - 5-18 (g)) are not critical in the 
solution of the chance-constrained programming formulations* 
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Dynamic Programming-Regressi on Method: The monthly operation of a 
reservoir over a specified period may be conceived as a sequential 
decision process. In each month a decision must be taken as to the 
amount of water to be released from the reservoir under certain input 
and storage conditions- The release in any month depends on past 
releases and also affects future decisions. Reservoir releases in a 
particular month must be based on some criterion, generally takers to 
be economic in nature. Therefore* if an optimal set of releases are 
sought over the entire period of operation of the reservoir, the fol­
lowing mathematical problem applies: 
N 
Minimize £ L(X.)	 (5-22) 
\ A 9 ft	 . • • Aj^ ) 
subject to, 
R i  X i	 (5-23) "
where, UX.) economic return function; 
X i	 release in month i ; 
inflow in month i ; 
storage at the end of month i ; 
storage at the beginning of month i , and; 
S * S *	 init ial and final storage levels in the reser­
voir, respectively. 
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In the above formulation index N represents the first month in the

operation of the reservoir. This is done to maintain conformity with

the dynamic programming formulation discussed later. The constraints

in Equations 5-23 represent continuity requirements.

A solution to the above problem can be obtained using the princi­

ples of dynamic programming. The monthly operation of the reservoir

is represented by stages as shown in Figure 5-3. At each stage a sub­

optimization problem is solved while incorporating the optimal returns

from the previous stage. The solution is expressed in terms of the

state of the system. For the reservoir operation problem, the appli­

cation of the dynamic programming methodology requires the following

definitions:

a) Stage, i: A stage is represented by each month in the reser­

voir operation;

b) Decision Variable, X^. At every stage the decision variable

is the amount of water to be released from the reservoir;

c) State Variable, S^: The reservoir storage at the beginning

of each month is assumed to be the state variable;

d) Transformation Function, t^CSj, X^): The continuity equation

is used as a transformation function to relate the inputs and

outputs at any stage i. Thus, the function t^ is given by:

=  =
S  t-(S# X*)  S + R« — X­
i-1 i i • i i i i

e) Number of Stages, N: This is assumed to be equal to the

design life of the reservoir. In the present study N is

taken to be 50 years or 600 months;

V i *N-I Ri  XI 1 1 
1 I 11 11 11 11 
Stage General Stage Stage Stage Stage

N ""* SN-1 ""* N-l i

1 1 T T 
rN(W rN-l(SN-l'•w r^S^X,) r2(S2,X2) L'V 
Figure 5-3 Multi-Stage Representation of Monthly Reservoir Operation. 
en 
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f) Return Function, r ^ S ^  , X-j): At every stage this gives a 
measure of the economic value of releasing an amount, X-p of 
water from the reservoir; and 
g) Optimal Return, f^S.,-): This is the optimal return associated 
with the optimal release at stage i when the system is state 
The problem stated in Equations 5-22 and 5-23 can now be solved 
using a discrete, backward-recursion dynamic programming algorithm. 
The first stage in the analysis represents the last month of reservoir 
operation and the solution proceeds backward in time. Thus the number­
ing of the stages is as shown in Figure 5-1. Such a procedure is 
often convenient from a computational point of view. The general recur­
sive relationship for obtaining the optimal releases, given the terminal 
storages in the reservoir, is developed as follows: 
Stage 1: For a given storage level (state variable) the return func­
tion L-j(Sp X-j) is optimized over all the feasible releases that yield 
an end storage equal to So. Thus* 
f,(S-,) = minimize L.,(S,i X-i) (5-24) 
ft 1st 
1 —  s l +  R l "  5 0 
subject to* 
s S l +  R l  X lo •  ­
where, 
= storage below the flood pool. 
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Stage 2: At this stage the objective is to obtain the optimal release,

X2, that would result in an end storage S., given the beginning storage

S2. Hence,

minimize [L 2 ( S 2 , ^  + fl($i)]

X2 ~ S2 + R2 - Smin (5-25)

subject to,

Sl = S2 +  * X2
^

where.

S . = minimum allowable storage,

m m

Proceeding backward, the general recursive relationship for stage

i is written as

fi($.) minimize , X.) + ^

subject to,

i + RRii " Xi

and SN = S

After solving Equation 5-26 for all stages, the optimal releases for a

given initial storage, $N, can be obtained by retracing the optimal path,

(i.e., from stage N to stage ! ) •

70

Constraints on the Release, X^; At any stage, the range of releases

defined by the constraints in Equation 5-26, may not everywhere be

feasible. Therefore, to reduce the computations at any stage, only the

feasible releases under the following conditions need be considered:

a) If (Si + M ^

If smin ^ i ^ Si + Ri * Smin

and,

If Si + Ri S1

Si + Ri " V

The above conditions imply that if X^ is defined over the range

then
'

and

"
 Si + Ri " Smin

Computational Considerations: At every stage, the following quantities

are to be stored in the computer:

1) The optimal returns, f- i($. i) from the previous stage for

all the discrete storage levels, S. ,. This information is

required to solve the recursive relationship 5-26;

2) The optimal returns, f^(S^) and the optimal set of releases

X*($.j) for all discrete storage levels, S^;

The amount of stored information can be obtained using the formula

QT = (5-31)
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where, 
= amount of information in bytes; 
N = number of stages; 
I , = number of decision variables; 
t = number of discrete values of the state variable; 
P = number of state variables. 
In the present study, the usable storage in Hoover Reservoir 
(58,154 acre-feet) was discretised using 59 grid points at each stage. 
The maximum number of grid points for the release variable is equal to 
the grid size on the storage variable, since, for a given beginning 
storage S.- and inflow R., the release, X.., is adjusted so as to corres­
pond to one of the grid points of the end storage, S . Finally, the 
number of stages, N, in the problem is 600, the length of the operating 
period of the reservoir, in months. Under these conditions the computer 
storage required is 4(600)(l + 2)(59) = 424,800 bytes = 424*8K. 
The solution to the recursive relationship in Equation 5-26 was 
programmed on an IBM 370/168 computer series, and used 35.80 seconds for 
execution time. The total computer storage, including al l computations, 
was close to 632 K. A l is t ing of the program is provided in Appendix I. 
Regression Analysis: Optimal releases derived using the dynamic program 
can be regressed on important independent variables to derive monthly 
reservoir operating rules. Linear and non-linear functions of reservoir 
storage at the beginning of each period, current inflow and inflows in 
previous periods, are considered as representative release policies to 
f i  t the regression data. These policies are developed and analyzed in 
Chapter 7. 
CHAPTER VI 
Chance-Constrained Linear Programming Results 
Solutions to the chance-constrained linear programming problems 
formulated in Chapter 5 are presented with Hoover Reservoir as a case 
example. Results highlighting some important characteristics of the 
chance-constrained linear programming approach, are i l lus t ra ted. 
Monthly linear release policies are derived and tested in a simulation 
environment to examine their performance. 
Optimal Policies at Various Reliability Levels 
To determine the optimal operation of Hoover Reservoir under i t s 
existing capacity, the chance-constrained linear programs developed 
in Equations 5-16 and 5-18 must be solved at various levels of r e l i ­
abil i ty5 a. The purpose of such an analysis is to obtain the rel iabi l­
ity levels which the physical and operational constraints must satisfy 
in order that the optimal reservoir capacity corresponds to the exist­
ing capacity at Hoover Reservoir. The following chance-constrained 
linear programming formulations are used in the analysis: 
Model LDR1 (Revelle Formulation) 
Release policy: X^  = S  ^  - b^ (original form) (6-1) 
or X^  = R^.| + b-j.-j - b- (transformed form)(6-2) 
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Linear program: 
Minimize C 6-3 (a) 
subject to: 
C - bi ^ v . + r^* ( i = 1, 2. ..12) 6-3 (b) 
amC - bi ^r^"a ( i = 1, 2...12) 6-3 (c) 
b^-, - bi ^ - r .^ l -a 'Ci = 1, 2...12) 6-3 (d) 
b12 - b ^ q i - r^1"*' 6-3 (e) 
b1-1 - b. ^ f i - rf (i = 2, 3...12) 6-3 (f) 
bi2 - b i - f i - r i a *  6 - 3 
C ^ 0 
bi unrestricted ( 1 = 1  , 2...12) 
Model LDR2 (Loucks Formulation) 
Release policy: Xt = S , + Rt - b^  (original form) (6-4) 
or Xt = Rt + b.._-j - b. (transformed form)(6-5) 
Linear program:

Minimize C 6-6 (a)

subject to:

C - bi ^  vi (i = 1. 2.. .12) 6-6 (b)

amC - b. ^  0 (i - 1, 2.. .12) 6-6 (c)
m 1

- r^"01' (1 = 2, 3.. .12) 6-6 (d)
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1-a ! b ]2 - b1 ^ q - , - r1 6-6 (e) 
u] - b. ^ f - - r.a* ( i = 2, 3...12) 6-6 ( f) 
b12 - b^fj - rf 6-6 (g) 
C, b . ^ 0 
where, a = Reliability in satisfying the constraints on flood control 
storage, minimum storage, and maximum release requirements, 
a1 = Reliability associated with the minimum guaranteed flow. 
Optimal monthly policies are derived by maintaining a constant 
while varying the re l iab i l i t y , a1 , on the minimum guaranteed flow, q^. 
The solutions, presented in Appendix E
 9 assume that the feasibi l i ty 
requirement of constraints 6-3 (d) - 6-3 (e) and 6-6 (d) - 6-6 (e) on 
minimum guaranteed flow are satisfied as s t r ic t equalities (see Equa­
tions 5-20 and 5-22), thereby making these constraints binding* As 
mentioned in Chapter 5, the constraints on maximum release, f . , are 
not cr i t ical in the solution of the linear programming formulations. 
The above conditions imply that: 
a) In general, the decision constants, b^, for Model LDR1 depend 
upon the re l iab i l i ty levels ot and a1; hence release policies 
in their original form (Equations 6-1 and 6-4) are dependent on 
the re l iab i l i ty with which al l constraints are satisfied. Model 
LDR2 is a special case where release policies are independent 
of a . However, for the Hoover Reservoir case-study, the 
decision constants are not affected by the re l iab i l i ty imposed 
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on the maximum release constraints since these always hold as

strict inequalities under both models.

b) For the case study, the relative magnitude of the difference

bi_l " bj 1#s determined only by the minimum guaranteed flow

constraints. This is evident since, by virtue of the feasibil­

ity requirement discussed earlier (Equation 5-21), these con­

straints are always binding. Therefore, the values of b^-j - b^

depend on the reliability, a1, imposed on the minimum guaranteed

flow constraints, and are not affected by the reliability a .

c) Conclusion (b) may be useful if the transformed forms of the

linear release policies (Equations 6-2 and 6-5) are adopted as

the monthly release policies. Since such policies are func­

tions of the quantity, b. j - b., they depend only on the

reliability of meeting minimum guaranteed flow. In the last

section of this Chapter, reservoir operating performance under

the transformed linear release policies is compared with the

original forms of these policies.

d) The transformed form of the release policy in any month under

LDR1 is identical to the transformed form of the release policy

in the previous month but derived using model LDR2. This can

be illustrated by considering release policies in two consecu­

tive months, t-1 and t, respectively. The transformed release

policy under LDR1 for month t is:

x  =
t  Rt-1 * (bi-l ~ b1*t. LDR1
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while the policy in month t-1 and under LDR2 may be expressed

as:

Xt-1 = Rt-1 + ^bi-l 'bi>t-l, LDR2

Since ( b ^ - b ^ . - j ,
 LDR2 is equal to ( b ^ - b . ) t j LQR1 
(see Table 6-1), the above two policies are identical. 
The identity of the difference in b values under the two 
models occurs since the constants, b^-j - b., in the trans­
formed release policies are determined by the minimum guaran­
teed flow constraints — for which the right-hand side coeffi­
cients in any month i  , under LDR1, are equal to the coefficients 
in month i-1 corresponding to model LDR2. ( I  t is assumed that 
the minimum guaranteed flow, q.j, is the same in al l months*) 
The relationship between the optimal capacity, C, and a general 
re l iab i l i ty , a, imposed on al l constraints in the chance-constrained 
models LDR1 and LDR2, is shown in Figures 6-1 (a) and 6-1 (b). These 
figures are useful in determining the maximum re l iab i l i ty with which 
al l the operational constraints can be satisfied given that a reservoir 
already exists. They also reflect the trade-off between reservoir 
capacity and degree of re l iab i l i ty imposed on the constraints. For 
LDR1, capacity increases with an increase in the re l iab i l i t y , ct» while 
the reverse is true for LDR2« 
Figures 6-2 (a) and 6-2 (b) i l lustrate the nature of the dependence 
between optimal capacity and re l iab i l i t y , a1, on the minimum guaranteed 
flow at various levels of re l iab i l i t y ,
 a , imposed on the other con­
straints. Under both models i t is seen that a decrease in re l iab i l i ty 
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on the minimum guaranteed flow requires a larger reservoir capacity.

For LDR1 the level of reliability, a*s will affect the capacity through

the freeboard and minimum storage constraints (Equations 6-3 (b) and

6-3 (c))9 in general. Consequently, as Figure 6-2 (a) demonstrates,

the relationship between capacity and the reliability, a\ depends on

the level of a*. In the case of LDR2 the reliability level, a , does

not appear in either the freeboard or minimum storage constraints.

Thus, it is expected that capacity will not vary with the choice of a

in the model.

Optimal Monthly Release Policies

The information provided in Figures 6-2 (a) and 6-2 (b) is used to

determine the reliability levels which the constraints in Equations

6-3 and 6-6 must satisfy, in order that the optimal capacity corre­

sponds to the existing capacity of Hoover Reservoir. However, the

reliability, a1, on the minimum guaranteed flow constraints is inde­

pendently set, using Figure 5-2, at a level of 0*50. This ensures a

minimum guaranteed flow of 75.0 M.G.D., the current draft rate from

Hoover Reservoir. With af at this level and the existing Hoover

Reservoir capacity (86.1228 th. ac. ft.), the reliability a* from

Figure 6-2 (a) is 0.83 for model LDR1. However, for model LDR2, there

is no control over the reliability a . It is also observed from

Figure 6-2 (b) that in this case the optimal capacity required to

guarantee the target draft of 75.0 M.6.D. (with a 0.50 reliability) is

less than the existing Hoover Reservoir capacity. Table 6-1 presents

the optimal monthly release policies, derived for LDR1 and LDR2 under

the above operating conditions.
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I t is shown in Appendix E that these optimal release policies 
remain unchanged when a two-sided quadratic loss function is substituted 
as the objective function under the same sets of constraints as above 
for the chance-constrained models. The objective function i s : 
U 
Minimize Z * ]T E (Xt - T )2 
where » 
Tt = target release. 
The same operating conditions as above are also maintained in this 
formulation. 
Simulation Results 
The operation of Hoover Reservoir is simulated using the monthly 
release policies presented in Table 6-1, The simulations are carried 
out using 20 synthetically generated inflow sequences, each of 148 
years duration. The objective of such an analysis is to examine 
the overall performance of the optimal release policies derived using 
the chance-constrained linear programming models. Averages of impor­
tant performance measures, based on simulation runs at a target of 75.0 
M.G.D. are illustrated in Tables 6-2 - 6-6. Similar data at a target 
level of 12.0 M.G.D. are shown in Appendix F. Simulation results for 
the original and transformed release policies are included in these 
Tables. For model LDR2, the optimal capacity is below the existing 
Hoover Reservoir capacity. Simulation results under this optimal capa­
city indicate that, at a target level of 75.0 M.G.D., the performance 
characteristics do not change significantly when the reservoir is 
simulated using the transformed release policies and the existing 
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Table 6-1: Optimal Monthly Release Policies 
(All units in thousand acre-feet) 
Model LDR11 Model LDR2 2 
Month, i bi bi-l ­ bi bi bi-l " bi 
January -0.5780 2.5772 5.7351 -3.4980 
February 2.9179 -3.4960 14.7825 -9.0474 
i 
March 11.9668 -9.0489 28.2736 -13.4911 
April 25.4579 -13.4911 36.3613 -8.0877 
May 33.5456 -8.0877 35.9176 0.4437 
June 33.1019 0.4437 35.1269 0.7907 
July 32.3112 0.7907 30.7060 4.4209 
August 27.8903 4.4209 24.0677 6.6383 
September 21.2520 6.6383 17.0828 6.9849 
October 14.2671 6.9849 10.2619 6.8209 
November 7.4462 6.8209 4.8143 
h 
5.4476 
December 1.9986 5.4476 2.2371 2.5772 
C = 86.1228 th. ac. f t . C = 62.1421 th. ac. ft. 
Vj = 25.7808 th. ac. f t . v«= 25.7808 th. ac. ft. 
Smin « 2.188 th. ac. f t . min 
q  ^  75.0 M.G.D. q ^ 75.0 M.G.D. 
a'= 0.50 a'= 0.50 
a*= 0.83 a = uncontrolled 
Table 6-2:
( a l l units
 Statistics on Optimal Monthly Releases 
 in thousand acre - fee t , 75 .0 M.G. ,D. t a r g e t ) * 
Month 
January 
Original 
Mean 
15.922 
Model LDR1 
Policy 
Standard 
Deviation 
19.042 
Transformed Policy 
<Xt =  R t - 1 +  b i - l "  b i } 
Mean 
15.464 
Standard 
Deviation 
19.172 
Original 
< x t =  S t - 1 
Mean 
18.452 
Model 
Poli cy 
Standard 
Deviation 
23.566 
LDR2 
Transformed Policy 
( X t = Rt + b , . , ­ b,> 
Mean 
18.452 
Standard 
Deviation 
23.566 
February 16.678 16.016 17.581 19.043 11.892 11.402 11.916 11.386 
March 12.557 12.780 12.386 12.524 11.534 13.414 11.605 13.386 
Apri T 11.825 13.028 12.240 14.319 11.170 11.707 11.631 11.541 
May 10.700 9.505 11.892 11.566 11.317 9.309 11.732 9.208 
June 11.879 11.011 12.317 11.261 12.707 11.738 12.752 11.707 
July 11.645 8.176 12.629 11.265 10.213 5.843 10.225 5.829 
August 10.151 5.423 9.950 5.708 9.515 4.810 9.515 4.810 
September 9.458 4.417 8.995 4.913 8.231 2.085 8.229 2.087 
October 8.231 2.085 7.482 2.852 7.499 0.879 7.457 0.962 
November 7.499 0.879 6.631 1.989 9.702 4.152 .9.313 4.306 
December 
TOTAL 
10.144 
136.689 
6.496 9.198 
136.765 
6.592 14.462 
136.694 
13.233 13.867 
136.694 
13.256 00 
1 acre-foot = cubic meters: 75 • .0 M.G.D. = acre- feet per - month 
Table 6-3;. Stat ist ics on Beginning Monthly Storage 
( a l  l units i  n thousand acre-feet , 75.0 M.G.D . target) 
Model LDR1 Model LDR2 
Or ig ina l Policy 
- b .  ) (X Transformed t =  R t -1 + 
Policy Original 
(xt =  s t - 1 
Policy Transformed Pol icy 
(X  t = Rt + b  i _ 1 ­ b  ^  
Standard Standard Standard Standard 
Month Mean Deviation Mean Deviation Mean Deviation Mean Deviation 
January 13.436 11.104 9.043 10.734 2.237 0.185 2.237 0.185 
February 19.419 15.789 15.483 15.463 5.689 0.530 5.689 0.529 
March 23.545 11.107 18.707 10.982 14.602 1.395 14.578 1.403 
April 35.391 12.147 30.724 12.761 27.471 2.987 27.376 2.998 
May 43.153 9.924 38.072 11.262 35.888 3.393 35.333 3.632 
June 43.742 8.091 37.469 10.409 35.859 3.014 34.889 3.605 
July 43.824 8.552 37.113 10.851 35.114 2.910 34.098 3.550 
August 37.983 6.026 30.289 8.661 30.705 2.533 29.677 3.264 
September 30.710 5.047 23.216 7.942 24.068 1.985 23.039 2.875 
October 22.498 2.716 15.468 5.889 17.083 1.409 16.057 2.514 
November 14.946 1.383 8.664 4.049 10.262 0.847 9.279 2.098 
oo 
December 11.700 4.188 6.286 4.667 4.814 0.398 4.220 1.052 
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Table 6-4: Statistics on Monthly Shortages

(Percent Violation, 75-0 M.G.D. target}*

Month 
January 
February 
March 
Apri 1 
May 
June 
July 
August 
September 
October 
November 
December 
Model 
Original 
Pol 1cy 
27.03 
33.11 
41.05 
47.67 
44.22 
36.96 
37.03 
30.95 
9.80 
12.16 
1.12 
23.21 
LDR1 
Transformed 
P o l i cy 
30.78 
33.14 
41.12 
47.50 
42.37 
34.60 
37.13 
32.80 
15.51 
23.55 
25.74 
34.73 
Model 
Original 
Policy 
35.27 
38.72 
49.16 
44.80 
38.41 
35.10 
30.95 
21.01 
0.00 
28.28 
18.45 
26.89 
LDR2 
Transformed 
Policy 
35.27 
38.58 
48.78 
41.96 
35.88 
34.87 
30.91 
21.01 
0.10 
29.53 
24.70 
31.35 
equivalent to minimum guaranteed flow constraint violations,

a! = 50 percent.
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Table 6-5: Statistics on Average Monthly Loss

(75.0 M.G.D. target)

Month Model LDR1 Model LDR2 
Original Transformed Original Transformed 
Policy Policy Policy Policy 
January 466.379 466.302 698.175 698.175 
February 359.969 487.951 158.726 158.625 
March 192.411 184.471 200.389 200.283 
Ap r i  l 194.735 235.335 156.971 157.155 
May 103.015 157.116 104.330 106.112 
June 151.800 160.371 176.988 176.776 
July 86.880 158.785 44.502 44.416 
August 38.231 40.776 29.683 29.683 
September 26.061 29.160 5.771 5.769 
October 5.212 7.S74 0.528 0.659 
November 0.750 3.742 24.946 24.241 
December 61.843 55.177 241.138 233.518 
TOTAL 1687.286 1987.160 1842.147 1835.412 
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Table 6-6: Monthly Performance of Chance-Constrained Models 
(75.0 I4.G.D. target) 
Month 
Model 
Original 
Policy 
LDR1 
Transformed
Policy 
Model 
 Or ig ina l 
Policy 
LDR2 
Transformed 
Policy 
I Negative F5redicted Releases (percent) 
January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
 Month End 
January 
February 
March 
Apri 1 
May 
June 
July 
August 
September 
October 
November 
December 
I  I Month End 
January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
0.00 0.00 5.17 5.17 
5.17 4.29 9.73 9.22 
9.46 7.79 22.36 21.35 
22.36 18.39 13.89 8.11 
13.89 6.86 2.06 0.00 
2.03 0.00 0.41 0.00 
0.41 0.00 0.03 0.00 
0.03 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
Maximum Storage Violations (percent) 
5.10 3.12 0.00 0,00 
1.35 0.49 0.00 0.00 
6.22 2.94 0.00 0.00 
8.99 5.01 0.00 17.70 
5.47 2.36 0.00 0.00 
8.14 3.18 0.00 0.00 
1.15 0.14 0.00 0.00 
0.57 0.05 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
1.69 0.62 0.00 0.00 
Minimum Storage Violations (percent) 
2.74 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.10 
0.00 0.00 0.00 2.26 
0.00 0.00 0.00 15.61 
0.00 0.00 100.00 99.93 
Hoover Reservoir capacity of 86*1228 th. ac. ft. For example, the 
average loss per year, as shown in Table 6-7* increases by 0.08% when 
the existing design is used instead of the optimal design. Under the 
original release policy, the performance is not affected when the 
reservoir capacity is increased. 
At targets of 60.0 and 12.0 M.G.D., as presented in Table 6-7, the 
optimal reservoir capacity is below the existing Hoover Reservoir 
capacity for both models LDR1 and IDR2, By assuming the existing 
Hoover Reservoir capacity, however, the maximum change in the average 
loss per year is only 2% (see Table 6-7). Higher target levels, above 
75.0 M.G.D., were not considered in the analysis since the solution 
under the chance-constrained formulation would not be meaningful due 
to further reduction in the reliabili ty, a1, on minimum guaranteed 
flow (refer to Figures 6-2 (a) - (b) and Figure 5-2). 
Table 6-8 demonstrates the average annual loss relative to the 
standard policy at different target levels. These results are based 
on the existing Hoover Reservoir design. 
For the original linear decision rule policies, the simulation 
results presented in Tables 6-2 - 6-6, Table 6-8 and Appendix F 
demonstrate that: 
a)	 The simulation estimates of reliability in satisfying the 
chance-constraints on the maximum storage, minimum storage 
and minimum release are well within the selected levels of 
reliability. I t is also observed that, although the level of 
reliabilities were set equal In all months, simulation indicates 
a varying degree of reliability between months. In most cases 
Reliability

Levels

0.83 
0.50 
ct = 0.83 
a 1 • 0.60 
0.83 
0.98 
Table 6-7: Chance-Constrained Model Performance at Various Target Levels 
Existing Design Optimal Design 
Target LDR1 LDR2 LDR1 LDR2 (USD) O r i g i n a l iTransformed O r i g i n a l .Transformed Or i g i na l Jransfonned O r i g i n a l Jransformed 
75 1686.985 1987.160 1841.827 1836.608 1686.985 1987.160 1841.827 1835.093 
60 1936.271 2216,815 2099.027 2094.960 1929.948 2243.596 2096.961 2092.478 
12 3232.726 3450.467 3398.518 3395.220 3197.165 3525.190 3395.193 3395.177 
00 
U3 
Table 6-8: Comparison of Average Annual Loss 
Percentage Change in Loss 
Average Loss/Year Over Standard Policy 
Release Policy Target (M.G.D.) [arget (M.G.D. 
75.0 60.0 12.0 75.0 60.0 12 .0 
1  . Standard Policy 1786.791 2240.273 3603.777 - — - — - - -
Z. LORI (original) 1687.286 1936.271 3232.726 -5 .57 -13 .57 -10. 30 
3. LDR1 (transformed) 1987.160 2216.815 3450.467 11 .21 -1 .05 -4. 25 
4. LDR2 (original) 1842.147 2099.027 3398.518 3.10 -6 .31 -5 . 70 
5. LDR2 (transformed) 1835.412 2094.960 3395.220 2.72 -6 .49 -5 . 79 
O 
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the variabil i ty is intui t ive; e.g.* i t is physically reasonable 
to expect that the probability of exceeding the maximum storage, 
Smax* w o u l c  l b  e 9^eater in the months of high flows, January-
Apri l , as compared to the low flow months, August-November. 
In some cases the deviations are not as intui t ive; one would 
anticipate that, to minimize total squared deviations of 
releases from the target that losses would be rather evenly 
distributed among the months (to avoid heavy penalties for 
large deviations in any month)• Simulation indicates, however* 
that losses are highest for the high flow months January-June, 
and are very small for the low flow months September-November. 
I  t therefore seems that the adjustment toward uniformity is 
restricted by the physical constraints imposed by a f in i te 
reservoir capacity. 
b) The average storage at the end of any month, i  , is equal to the 
decision constant b^  for model LDR2 (refer to Table 6-3). This 
is expected since substitution of the original release policy 
into the continuity equation. 
yields 
h • st-i + \ - st-i - Rt 
or,

St = ^ (6-7)

On the other hand, for model LDR1 the storage at the end of the

month, Sj., is random since it depends on the inflow R^. In
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this case substitution of the original release policy into the

continuity equation gives

St - St - 1 + Rt - S t ^ + b,

or,

St * Rt + b1 (6-8)

c) Statistics on the average loss per year, presented in Table 
6-8, indicate that optimal policies derived using the chance 
constrained linear programming approach yield losses that are 
very similar to those incurred under the standard policy. For 
instance, at a target of 75.0 M.G.D., policies under LDR1 
(original form) show a nominal decrease of 5.57% in the average 
loss per year over the standard policy. In contrast, policies 
obtained from LDR2 (original form) exhibit an increase of 3.10% 
in the average loss per year. However, s tat is t ics on the re­
l iabil i ty of meeting similar monthly draft levels shows that 
the standard policy gives better rel iabil i ty levels than the 
chance-constrained programming release policies at a target 
of 75 M.G.D. 
d) The suitability of the chance-constrained approach to derive 
a release policy for a particular reservoir site is restr ict­
ed by the relationship between the minimum guaranteed flow, 
q . , and the corresponding rel iabil i ty, a1, imposed on 
this constraint. Figure 5-2 shows that for the case-study 
under consideration, the reliabili ty of meeting the safe-
yield of 68 M.G.D. (or equivalently, 75 M.G.D. including 
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evaporation) is about 55%s while simulation under a standard 
policy indicates a reliability of 98% (refer to Table 4.7). 
This suggests that the chance-constrained programming ap­
proach is not adequate to provide reasonable monthly 
policies, particularly when the minimum guaranteed flow, 
q . , is set equal to the safe-yield of the reservoir. 
The reliability of meeting such drafts as projected by the 
chance-constrained programming approach is too conserva­
tive. The standard policy is also better at any target 
yield below 68 M.G.D., since the corresponding reliability 
is very high (greater than 0.98). At targets above 68 
M.G.D. performance of the standard policy is superior 
since the reliability levels in the chance-constrained 
models become very low for large values of q - , while 
reliabilit ies under the standard policy do not deteriorate 
as rapidly. 
Comparison of Original and Transformed Policies 
Results presented in Tables 6-2 - 6-8 and Appendix F suggest that, 
for model LDR1, operational differences exist between the original 
and transformed release policies. In contrast, the two forms of 
release policies are similar under model LDR2. I t may be recalled 
from Chapter V that the transformed release policy is merely a 
transformation of the original policy using the continuity equation. 
Thus, i t is expected that the predicted releases would be identical 
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under these two forms of policies, provided that continuity in 
reservoir storage is maintained between each period of operation. 
However, for a reservoir of finite capacity, the continuity equation 
is not satisfied if: 
a) the maximum and minimum limits of the usable storage (Smav and 
ilia A 
^min* resPectively) are violated.

b) predicted releases are negative, in which case these are

assigned a zero value in the present simulation study.

The frequency of occurrence of the above two conditions in a sim­

ulation experiment determines the extent of the discrepancy between the

transformed and original release policies. For model LDR1f both con­

ditions a) and b) would be observed, since the end period storage, S^*

is random (see Equation 6-8). While for model LDR2 the only discontin­

uities would arise due to condition b). Maximum and minimum storage

violations would not be expected (except those caused by negative

releases) since the end period storage, St» is equal to the constant,

bj (see Equation 6-7). Also, for model LDR2 the maximum and minimum

values of b. are identical to the storage limits $ m a x and S . »

respectively (refer to Table 6-1).

From the above discussion it is recommended that the linear release

policies, LDR1 and LDR2, be used in their original form to avoid dis­

crepancies caused by operational discontinuities and to achieve the

lower average losses associated with this form.

This depends on the reliability levels a and a1, imposed on the

chance constraints (Equations 6-3 and 6-6).

Chapter VI I

DYNAMIC PROGRAMMING - REGRESSION RESULTS

A single multi-purpose reservoir is analyzed using a backward-
recursion dynamic programming algorithm to obtain optimal releases, 
The dynamic program is solved fo r both one-sided and two-sided 
quadratic loss funct ions. In the f i r s t section monthly pol ic ies 
are derived by regressing the optimal set of releases on the input 
and state var iables. Linear and nonlinear release pol ic ies are 
developed, then ve r i f i ed and compared through simulat ion. I t is 
2

also illustrated that the maximum R criterion for selecting

release policies may not always be appropriate. As a special

case, the relative performance of these policies, derived under

a two-sided loss function, is compared at different levels of

reservoir mean detention time.* The last section is devoted to

verification of the dynamic program algorithm by comparing annual

release policies with similar work by Young (1966). Hoover Reser­

voir is used as a case example.

Derivation of Monthly Policies: The dynamic programming recursive

relationship (Equation 5-26) is solved using a 50~year (600-month)

*This is defined as the ratio of maximum usable storage, SMAX, to

the mean annual inflow, y , i.e., MDT = SMAX/y

95

96

generated inflow sequence. Both two-sided and one-sided quadratic

loss functions are used to define losses, "U(Xt) as a ^unction of

release, X., in any month t. For the one-sided loss function,

releases in excess of the target-release are associated with a

zero loss. Such a loss function is appropriate whenever releases

greater than the target have no economic value.

The reservoir is assumed to be full at the beginning and empty at

the end of operation. Thus, S£ and S* in Equation 5-26 are set at the

SMAX and SMIN, respectively. Observations from the initial and final

period of operation are omitted, since for Hoover Reservoir the

initial and terminal storage conditions only affect the optimal

releases in the first and last years of operation, respectively.

For purposes of accuracy in the regression analysis, results

of three independent solutions of the dynamic programming recursive

relationship with different inflow squences are combined.

Figure 7.1 demonstrates a scatter plot of optimal releases

in relation to reservoir content, SUM1 = (inflow + beginning

period storage), for a representative high flow month. Similar

scatter plots, illustrating the nature of the relationship between

optimal releases and other important variables, are included in

Appendix 6.

The scatter diagram in Figure 7.1 suggests that for a two-

sided quadratic loss function and a target of 75 MGD, the

optimal releases derived under the dynamic program show consider­

able departure from the standard policy. For a one-sided
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 7-1: Scatter Plot of Optimal Releases at Different 
Levels of (Inflow + Storage) in March 
(Target « 75 MGD) 
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loss function, the optimal releases are close to the standard

policy.

Simple correlation coefficients between optimal monthly

releases and certain independent variables are given in Table 7.1

for a target level of 75 MGD. The following definitions are

used in the table:

QFL = inflow in month i

QFL1, QFL2,...QFL4 = lagged inflows in month i-1,

i=2,...i-49 respectively

STG = storage at the beginning of month i

SUM! = (STG + QFL)

CRP = cross product (STG - QFL).

Results for other target levels are identical for the case of a

two-sided quadratic loss function. For the one-sided loss func­

tion, the correlations are not significantly different at other

target levels except in the months of high flows: February,

March and April. In these months, the correlation of release

with lagged inflows increases as the target level is raised,

while the correlation with current inflow shows a decrease.

Most simple correlations of release with inflows QFL through

QFL4 are significant (at the 0.05 level) for both loss functions.

In the stepwise regressions, however, neither QFL3 nor QFL4

improve R by more than five percent for the one-sided loss
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Table 7 . 1  . Simple Correlation Coefficients of Optimal Monthly 
Releases with Independent, Variables. 
INDEPENDENT VARIABLES

MONTH

QFL QFLl QFL2 QFL3 QFL4 STG sum CR?

Case: Two-Sided Quadratic Loss Function: Target : * 75 MGD 
January 0 . 880 0 . 715 0.544 0 . 192 0 . 190 - 0 . 132 0.835 0 . 362 
( 0 . 0001) (0 . 0001) ( 0 . 0001) ( 0 . 0209) ( 0 . 0223) ( 0 . 1152) ( 0 . 0001) ( 0 . 0001) 
February 0 . 642 0. 752 0 . 672 0 . 559 0 . 196 0 . 322 0.637 0 . 699 
( 0 . 0001) (0 . 0001) (0.0001) (0 . 0001) ( 0 . 0184) ( 0 . 0001) ( 0 . 0001) ( 0 . 0001) 
March 0 . 693 0 . 573 0 . 717 0 . 587 0 . 506 0 . 150 0 . 679 0 . 709 
( 0 . 0001) ( 0 . 0001) ( 0 . 0001) ( 0 . 0001) (0 - 0001) ( 0 . 0721) ( 0 . 0001) ( 0 . 0001) 
April 0 . 584 0 . 722 0 . 530 0 . 604 0 . 430 0 . 284 0 . 661 0. 789 
( 0 . 0001) ( 0 . 0001) (0.0001) ( 0 . 0001) (0.0001) ( 0 . 0006) ( 0 . 0001) (0. 0001) 
May 0 . 835 0 . 136 0 . 231 0 . 134 0 . 141 - 0 . 161 0 . 477 0. 406 
( 0 . 0001) ( 0 . 1044) ( 0 . 4302) ( 0 . 1096) ( 0 . 0912) ( 0 . 054) (0.0001) ( 0 . 0001) 
June 0 . 876 0 . 830 0 . 096 0 . 200 0 . 091 0 . 002 0 . 684 0.797 
(0.0001) <o. 0001) ( 0  . 2517) ( 0  . 0162) ( 0 . 2759) ( 0 . 9846) ( 0 . 0001) (0. 0001) 
July 0 . 788 0 . 753 0.762 0.059 0 . 108 0 . 226 0 . 555 0, 823 
( 0 . 0001) ( 0 . 0001) ( 0 . 0001) ( 0 . 4834) (0 . 1965) ( 0 . 0066)s ( 0 . 0001) ( Q . 0001) 
August 0 . 567 0 . 640 0 . 637 0 . 619 0 . 110 0 . 258 0 . 472 0. 698 
( 0 . 0001) ( 0 . 0001) (0.0001) ( 0 . 0001) ( 0 . 1877) (0.0018) ( 0 . 0001) (0. 0001) 
September 0. 157 0 . 420 0 . 435 0 . 328 0 . 316 0 . 202 0 . 237 0. 235 
(0.0610) ( 0 . 0001) ( 0 . 0001) ( 0 . 0001) ( 0 . 0001) (0.015) ( 0 . 0043) (0. 0045) 
October 0.149 0 . 144 0 . 414 0 . 454 0 . 360 0 . 011 0 . 088 0, 168 
(0.0749) ( 0 . 0861) ( 0 . 0001) ( 0 . 0001) (0.0001) (0.3613) ( 0 . 2928) (0, 0449) 
November 0.704 0 . 111 0.169 0.317 0 . 368 - 0 . 234 0 . 017 0. 222 
( 0 . 0001) ( 0 . 0008) ( 0 . 0430) ( 0 . 0001) ( 0 . 0001) ( 0 . 0048) ( 0 . 8442) (0. 0076) 
December 0 . 890 0.741 0 . 253 0 . 171 0 . 091 - 0 . 309 0 . 686 0 107 
( 0 . 0001) ( 0 . 0001) ( 0 . 0023) ( 0 . 0401) (0.2766) ( 0 . 0002) ( 0 . 0001) <o. 2031) 
Case: One-Sided Quadratic Loss Function: Target * ?5 MGD 
January 0. 916 0 . 743 0 . 584 0 . 213 0 . 149 0 .396 0. 889 0 .973 
(0 . 0001) ( 0 . 0001) ( 0 . 0001) CO-0106) ( 0 . 0752) (0 .0001) (0 , 0001) (0 .0001) 
February 0. 758 0, 647 0 . 590 0. 572 0 . 294 0.601 0 833 0 .947 
(0 . 0001) ( 0 . 0001) ( 0 . 0001) ( 0 . 0001) ( 0 . 0003) (0 .0001) (0 0001) (0 .0001) 
March 0, 879 0. 570 0. 408 0, 342 0 . 329 0 .506 0. 894 0 .978 
(0 . 0001) (0.0001) (0.0001) (0 0001) (0.0001) (0 .0001) (0 0001) (0 .0001) 
April 0 .919 0. 578 0, 338 0 203 0, .158 0 .471 0 900 0 .983 
(0 0001) (0 . 0001) ( 0 . 0001) <o 0146) ( 0 . 0583) (0 .0001) (0.0001) (0 .0001) 
May 0 .957* 0. 045 0, 049 0 .023 0 051 0 .119 0. 797 0 .971 
(0 .0021) (0 .5934) ( 0 . 5579) (0 .7847) (0 5442) (0.1539) (0 0001) (0 .0001) 
June 0 .961 0 .851 - 0 .022 0 .039 - 0 .075 0.284 0 .851 0 .977 
(0 .0001) (0 0001) ( 0 .798) (0 .6433) (0 -3716) (0 .0006) (0 .0001) (0 .0001) 
July 0 .908 0 .708 0 .677 - 0 .011 - 0 .077 0.179 0 620 0 .924 
(0 .0001) (0 .0001) (0 .0001) (0 .899) (0 .3612) (0 .0314) (0 •0001) (0 .0001) 
August 0 .889 0 .610 0 .523 0 .363 - 0 .087 0.125 0 .515 0 .914 
(0 .0001) (0.0001) ( 0 .0001) ( 0 .0001) (0 .293) (0 .1347) (0 .0001) (0 .0001) 
September 0.138 0 .247 0 .202 0 .1979 0 .227 0 .230 0 .254 0.168 
(0 .0998) (0 .0029) (0 .0151) (0-0174) (0 .0063) (0 .0055) (0 .0021) (0.0442) 
October 0 .079 0 .098 0 .078 0 .095 - 0 .006 0 .224 0 .228 0.114 
(0 .3462) (0 .2413) (0-3539) (0.2586) ( 0 .9463) (0 .007) (0 .006) (0 .1724) 
November 0 .420 0 .058 0 .095 0 .052 0 .029 0.237 0 .356 0.475 
(0 .0001) (0 .4937) (0.2561) (0 .5382) ( 0 .7342) (0 .0042) (0 .0001) (0 .0001) 
December	 0 • 862 0 .696 0 .149 0 .153 0 .037 0 .347 0 .774 0 .944 
(0.0001) (0 .0001) (0 .0751) (0 .0664) (0 .6576) <o .0001) (0 .0001) (0 .0001) 
NOTE: Figures in parentheses give the probability of rejecting the hypothesis that thm

correlation is zero. For example, at a 5£. level of significance, any probability

greater than 0.05 would indicate a zero correlation.
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function, and this is also true in most cases for the two-sided

loss function.

Storage in the beginning of spill months - February, March

and April, shows a higher correlation with release for the one-

sided loss function than for the two-sided case. This is expected

because large releases are not penalized under a one-sided

quadratic loss function. Therefore, spills of greater frequency

and magnitude will be observed when a one-sided loss function is

substituted for a two-sided loss function. The correlation with

storage is attributed to these spills. For the remaining months,

storage alone is not a significant variable for either loss

function.

Figures 7.2 and 7.3 illustrate, for the two loss functions,

the relationship between expected monthly releases and expected

monthly storage volumes. Reservoir storages and release in each

month are adjusted to meet the target release requirements in the

months of low flows. Young (1966), in his study of annual reservoir

release policies, found that optimal expected releases were inde­

pendent of target for the case of a two-sided loss function. The

same conclusion is reached in the present study for monthly

releases, as shown in Figure 7.2(b).

Regression Models Tested: The general forms of linear and nonlinear

policies tested through regression analysis are the following:
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Linear Model Ml

REL = BQ + B^QFL) + B2(STG) + B3(QFL1)...+ Bg(QFL4).

Nonlinear Model M2

REL = BQ + B^SUMl) + B2(SUM2) + B3(SUM3)

Nonlinear Model M3

REL = BQ + B^CRP),

where REL = Release in month i;

QFL = Inflow in month i;

STG = Storage at the beginning of month i;

QFL1, QFL2...QFL4 = Lagged inflows in month i-l9

i=2...i-4, respectively;

SUM1 = (QFL + STG);

SUM2 = (QFL + STG)2;

SUM3 = (QFL + STG)3; and

CRP = (QFL-STG).

All units are in thousand acre-feet.

Regression Results: Appendix H summarizes the linear and nonlinear

policies derived by regressing the optimal releases on selected

independent variables. Since for the two-sided quadratic loss

function the policies are independent of the target level, only

the results at a target of 75 MGD are presented.
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The tables in Appendix H provide data on two important steps of

the step-wise regression procedure. Step 1 includes only the first,

and consequently the most significant, variable brought into the model.

In this case, R, the square root of the coefficient of determination,

will be equal to the simple correlation between the dependent vari­

able arid the independent variable admitted at this step. Step 2

corresponds to the step in the regression procedure where addition

of another independent variable does not improve R^ more than 0.05.

From now on Step 1 policies will be referred to as "simple" models;

while policies at Step 2 are designated as "complete" regression models.

On examining the complete regression models in Tables H1-H4*

it may be concluded, based on a maximum R2 criterion, that

a) Except for the month of April, linear policies, Ml, are

generally as good as, or better than, nonlinear policies

M2 and M3 for the two-sided quadratic loss function.

b) For the one-sided loss function, nonlinear policies are

more appropriate than linear policies.

These conclusions are valid at all target levels. It will be

2

demonstrated in the next section, however, that the maximum- R

criterion does not always provide the best operational model,

although the above conclusions are still true.

Prediction equations for policies in the low-flow months of

September, October, and November have low R values. This is

because a constant release policy is optimal in these months.

Consequently, none of the independent variables is very significant.
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Simulation Results: In this section, linear and nonlinear monthly

policies, and variations of these, are simulated to examine their

performance as measured by the average annual loss. Twenty

inflow sequences of 150 years each, and reservoir design parameters

mentioned in previous chapters, are used in the simulations.

Tables 7-2 and 7-3 summarize the results. The standard policy is

also included for comparison. Since the direction of results

remains unchanged as between the various policies for the two-sided

loss function, only results at a 75 MGD (3.3 m /s) presented

in Table 7-2.

Table 7-2: Performance of Policies Derived Under a Two-Sided

Quadratic Loss Function (Target = 75 MGD)

Policy Average Loss/Year

1  . Standard Policy 1786.791 
2. Linear Model Ml with QFL only 1155.608 
3. Linear Model Ml with QFL1 only 1246.432 
4. Complete Linear Model Ml 1132.294 
5. Nonlinear Model M2 with SUM1 only 1158.782 
6. Nonlinear Model M2 with SUM2 only 1145.313 
7. Nonlinear Model M2 with SUM3 only 1234.358 
8. Complete Nonlinear Model M2 1318.162 
9. Simple Nonlinear Model M2 1183.364 
10. Nonlinear Model M3 1152.370 
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Table 7-3: Performance of Pol icies Derived Under a One-Sided

Quadratic Loss Function (uni ts in average loss per year)

Target Levels 
Model Type 75 MGD 100 MGD 120 MGD 
1.	 Standard Policy 1.024 40.811 156.578 
2.	 Linear Model Ml with QFL only 29.477 77.173 151.978 
3.	 Linear Model Ml wi th QFL1 only 47.368 94.906 167.759 
4.	 Complete Linear Model ML 24.677 64.196 137.567 
5.	 Nonlinear Model M2 with SUM1 only 148.734 65.062 138.182 
6.	 Nonlinear Model M2 with SUM2 only 11.794 39.959 105.157 
7.	 Nonlinear Model M2 with SUM3 only 7.990 29.992 93.486 
8.	 Complete Nonlinear Model M2 7.466 31.167 94.465 
9.	 Simple Nonlinear Model M2 8.392 28.935 91.993 
10.	 Nonlinear Model M3 12.038 36.610 107.401 
The fol lowing inferences can be made from the case study fo r a 
two-sided quadratic loss funct ion. 
1 .	 Linear and nonlinear pol ic ies derived using the dynamic 
programming regression technique are optimal compared to 
the standard pol icy a t a l l target levels above or below 
the mean annual in f low. 
2.	 For the l inear model, Ml , addit ion of variables (and 
consequently a higher R ) y ie lds bet ter performance 
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than the simplified models in one significant variable.

The reverse is true for the nonlinear model, M2, i.e.,

addition of variables worsens performance in this case.

3.	 Although the release policies, both linear and nonlinear,

are target independent, there is a particular target

level at which the average loss/year is a minimum. This

level is close to the mean annual inflow,

4.	 The complete linear model, Ml, is the best prediction

model; however, the differences in optimal losses between

this model and some of the restricted variable entry (and

simple) forms of model M2, as well as nonlinear model M3,

are not large.

Since policies under a one-sided quadratic loss function are

target dependent, simulation results for target levels of 75 MGD,

100 MGD, and 120 MGD are presented in Table 7-3. The ratio of

these target levels to mean annual inflow are 0.599, 0.799, and

0.958, respectively. The mean detention time of the reservoir,

defined as the ratio of the reservoir active capacity to the mean

annual inflow, is 0.440 years.

Some important conclusions may be drawn for the one-sided

quadratic loss function:

1.	 The standard policy is optimal at a target level of

75 MGD (3.3 Cu.m/sec). This target level is the current

draft at Hoover Reservoir and closely represents the

safe yield of the reservoir (68 MGD for a 1 in 50 year

no

shortage). At higher targets, nonlinear policies, M2 and

M3, are optimal. For targets lower than 75 MGD, the

standard policy remains favorable.

2.	 Simple and complete nonlinear policies, M2 and M3, are

optimal compared to the complete linear policy. Ml, at

all target levels.

3.	 As in the case of a two-sided objective function, addition

of variables (improvement in R ) for model Ml improves

reservoir performance. Also, simplification of nonlinear

policy, M2, by omitting significant variables sometimes

slightly improves performance. For example, the simple

nonlinear model M2 has a smaller average loss per year

than the complete nonlinear model M2 for target levels of

100 and 120 MGD. In general, however, such restriction

of variable entry greatly worsens performance for the case

of a one-sided objective function. The latter situation

is opposite to that found for the case of a two-sided

objective function.

4.	 The simple nonlinear model, M2, is the best oolicy at high

target levels, while the standard policy is best at

low target levels (relative to the safe yield estimate).

The improvement in performance of nonlinear policies by

accepting regression policies with lower coefficients of determi­

p

nation, R , is demonstrated more explicitly in Tables 7-4 and 7-5.

Nonlinear model M2 is used as an example for both loss functions.

Table 7-4; Simplification of Model M2 for a Two-Sided 
Quadratic Loss Function (Target = 100 MGD) 
Procedure 1 Procedure 2 
Step 
No. 
Month 
Simplified 
Average Loss 
Per Year 
Total Percent 
Lass Reduction 
Average Loss 
Per Year 
Percent Loss 
Reduction 
Percent Loss 
in R2 
1 Complete Model 1138.319 1138.319 — — 
2 March 1115.749 1.983 1115.749 1.983 2.90 
3 April 1059.396 6.933 1081.551 4.987 11.30 
4 May 1047.259 8.000 1128.899 0.828 15.30 
5 June 1018.805 10.499 1121.710 1.459 8.00 
6 July 1010.355 11.242 1129.059 0.814 13.40 
7 August 1003.497 11.844 1132.208 0.537 7.80 
sum = 10.608 
Table 7-5: Simplif ication of Model M2 for a One-Sided 
Quadratic Loss Function (Target = 100 MGD) 
Procedure 1 Procedure 2 
Step 
No. 
Month 
Simplified 
Average Loss 
Per Year 
Total Percent 
Loss Reduction 
Average Loss 
Per Year 
Percent Loss 
Reduction 
Percent Loss 
in R2 
1 Complete Model 31.167 — 31.167 — — 
2 May 30.588 1.954 30.558 1.954 9.60 
3 July 29.168 6.414 29.191 6.340 23.70 
4 August 28.935 7.161 30.953 0.687 29.40 
IX) 
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The months missing in Tables 7-4 and 7-5 have only one significant

variable.

When substituting simplified policies in each month, two

procedures are adopted. In the first, the simple policy substi­

tuted at each step is retained. Thus at the last step, the complete

policy model is reduced to a simple policy model for each month.

In the second procedure, only one month has a simplified policy at

any one time. The loss in R2  is therefore attributed to the month

simplified at each step of the latter procedure.

From Tables 7-4 and 7-5, it may be concluded that significant

reduction in the average loss can be achieved using procedure 1

as described above. Use of procedure 2 serves to indicate the

degree of interdependence of monthly release policies over the

limited range of changes made in going from complete to simple

monthly release models. The improvements given under procedure 2

sum to 10.608 percent, whereas procedure 1 gives an 11.844 percent

cumulative improvement, for a two-sided loss function. Similar

figures for the case of a one-sided loss function are 8.981 percent

and 7.161 percent, respectively. Incremental improvements in

adding simplified policies under procedure 1 also closely agree

with the improvements given by one-at-a-time substitutions under

procedure 2. This would serve to indicate a high degree of

independence between monthly release policies. Such information

is useful when determining optimal monthly policies when strict

adherence is not given to the R2 criterion. It should be
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emphasized, however, that the degree to which monthly policies are

changed in going from complete to simple regression models is

not large. More severe policy changes may, and undoubtedly would,

result in a higher degree of interdependence.

Effect of Mean Detention Time on Reservoir Performance Under a

Two-Sided Loss Function: All the results presented in this chapter

so far apply to the existing Hoover Reservoir capacity, which has a

mean detention time of 0.44 years. Tables 7~6(a)~(b) summarize

the overall performance of linear and nonlinear policies relative

to the standard policy for other selected detention times. Based

on regression results (not presented here) and the performance

characteristics illustrated in Tables 7-6(a)-(b), it can be con­

cluded that:

1.	 Linear monthly release policies in the current and previous

periods1 inflows are optimal compared to nonlinear

policies.

2.	 Inflows in previous periods become more important in

predicting releases in any given period as the mean

detention time increases. This is expected since a

higher mean detention time implies a reservoir with a

larger capacity, allowing releases in any period to

be more dependent on past inflows through increased

reservoir regulation.
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Table 7.6(a)	 Comparison of Average Loss/Year At 
Various Mean Detention Times in Years 
for a Two-Sided Quadratic Loss Function* 
Mean Detention Time (years)

Release Policy 1.0 0.44** 0.20 
Standard 
Complete 
Complete 
Policy 
Linear Model, Ml 
Nonlinear Model, M2 
Nonlinear Model M3 
1778.881 
715.229 
964.547 
750.245 
1 
1 
1 
1 
786.791 
132.294 
318.162 
152.370 
1937.966 
1655.413 
1745.566 
1701.691 
*Mean annual inflows, y = 136.514 thousand acre-feet 
Target = 75 MGD 
**Existing Hoover Reservoir capacity 
Table 7.6(b)	 Comparison of Percentage Reduction in 
Average Loss/Year Relative to Standard Policy 
at Various Mean Detention Times in 
Years for a Two-Sided Quadratic Loss 
Function 
Mean Detention Time (years)

Release Policy 1.0 0-44 0.20 
Standard Policy 
complete Linear Model, Ml 59.79 36.63 14.58 
Complete Nonlinear Model, M2 45.77 26.23 9.93 
Nonlinear Model, M3 57.82 35.51 12.19 
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3.	 The percentage improvement in the performance of the

dynamic programming policies over the standard policy

increases with an increase in the mean detention

time. This is undoubtedly due to the nature of these

policies5 since the standard policy incorporates only the

current inflow and storage in making release decisions at

all levels of the mean detention time. In contrast,

the dynamic programming policies allow the incorporation

of more of the history of the system, by reflecting the

increased dependence of current releases on past inflows

at higher mean detention times.

Annual Model: The dynamic program developed in Chapter 5 is solved

assuming that each stage, i9 represents a year in the operation of

the reservoir. The objective is to compare annual release policies

pertaining to the case example presented in this study with those

derived by Young (1966), In both cases the relative magnitude

of important reservoir design parameters is maintained at the same

level, as shown in Table 7-7,

The optimal linear and nonlinear release policies, obtained

using a two-sided quadratic loss function, are illustrated in

Table 7-8. In both models optimal releases are independent of

the target level. For the model linear in inflow and storage, the

regression coefficients of Young's policy are within the 99 percent

confidence limits of the coefficients derived in the oresent
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Table 7-7: Comparison of Design Parameters for

Annual Reservoir Operation

Parameter	 Young's Study* Present Study

1.	 Loss Function 2 (X. - T)2 2 
t	 x t X i 
2.	 Mean Inflow,., y 10.0 135.721 th.ac .ft. 
3.	 Reservoir Capacity, c 10.0 135.8965 th.ac .ft. 
4.	 Target, T 7.0 95.1276 th.ac .ft. 
5.	 Ratio, T/u 0.70 0.70 
6.	 Coefficient of 
Variation, C 0.30 0.44 
*Units on y, c and T are arb i t rar i ly selected 
Table 7-8: Comparison of Reservoir Release Policies

for Annual Reservoir Operation

Young's Study	 Present Study

R2 BQ B1 B2 R2

1.	 Linear Policy: REL = BQ + B^STG) + B2(QFL) 
6.848 0.065 0.290 0.41 83.101 0.106 0.325 0.47 
2.	 Nonlinear Policy: REL = bQ + B^SUMl) + B2(SUM2) 
9.926 -0.159 0.0104 0.23 81.524 0.257 — 0.33 
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study. Similar comparison for the nonlinear model could not be

made since the stepwise regression results showed the second order

term to be insignificant. However, the coefficient of determination,

2
R , for both the linear and nonlinear models is in close agreement

with those derived by Young.

In his study of annual release policies. Young concluded that,

for a smooth, convex loss function, setting Xt = y (whenever

possible) is a near optimal policy, where y is the mean annual

inflow and Xt is the release in period t. This is also shown to

be true for annual release policies developed in this study, since

for both the linear and nonlinear policies presented in Table 7-8

the expected value of releases is close to the mean annual inflow.

Figure 7-4 shows optimal releases for the annual model compared to

the standard policy.
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Figure 7-4: Plot of Optimal Annual Releases (SUH = Inflow + Storage) 
CHAPTER VIII 
COMPARISON OF OPTIMIZATION MODELS 
In the previous two Chapters, optimal monthly re lease po l i c ies 
were derived for a s ingle multi-purpose reservoir* using chance con­
s t ra ined l inea r programming and dynamic programming, respect ively• 
A comparison of po l ic ies derived under these two approaches i s the 
major emphasis of t h i s Chapter. Linear re lease po l i c i e s obtained from 
the dynamic programming regression methodology are se lected to 
correspond with the general form of the l i n e a r decision ru le 9 defined 
in Chapter 5 (Equation 5-7) . Simulation r e s u l t s , summarizing im­
portant s t a t i s t i c s of various performance measures are presented. 
In the final sec t ion , the trends in the slope coef f i c i en t of 
b ivar ia te - regress ion forms are examined over a range of mean de­
tention times* I t i s hoped tha t such trends would be useful in 
predict ing re lease po l i c ies a t a general s i t e without requir ing a 
solution of the dynamic programing algori thm. 
Comparison of Optimal Release P o l i c i e s : Tables 8.1 and 8.2 summarize 
special forms of optimal monthly re lease po l i c i e s derived under the 
chance-constrained l i nea r programming and dynamic programming-
regression methodologies (corresponding to mean detent ion time of 
0.44 and a t a rge t of 75 MGD).	 These po l ic ies can be mathematically 
defined	 as follows: 
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Table 8.1: Special Forms of Optimal Release Policies (a) 
Model LDR1 Model LDR2 Model DPI Model DP2 
Month X i =  R i -1 +  b i - l "  b i Xi *  R i + b 1- l "  b i Xi " Bo +  B l <Ri Bo + B, (R.) 
b i b i - r b i b i b 1 - l - b i Bo B l R 
(b) 
Bo B l 
R(c) 
January -0.5786 2.5772 5.7351 -3.4980 5.1512 0.8395 0.715 2.3633 0.5178 0.880 
February 2.9179 -3.4965 14.7825 -9.0474 7.5136 0.2479 0.752 2.7241 0.4924 0.643 
March 11.9668 -9.0489 28.2736 -13.4911 5.3884 0.3811 0.573 4.8304 0.3628 0.693 
April 25.4579 -13.4911 36.3613 -8.0877 5.3641 0.3076 0.722 6.3952 0.3139 0.584 
May 33.5456 -8.0877 35.9176 0.4437 10.3197 0.0634 0.188 6.3433 0.4634 0.836 
June 33.1019 0.4437 35.1269 0.7907 6.1919 0.4431 0.830 5.9305 0.4403 0.876 
July 32.3112 0.7907 30.7060 4.4209 7.2251 0.2706 0.753 7.4973 0.5048 0.787 
August 27.8903 4.4209 24.0677 6.6383 8.5083 0.2830 0.640 9.3153 0.2885 0.568 
September 21.2520 6.6383 17.0828 6.9849 9.3160 0.1745 0.421 9.6282 0.1460 0.158 
October 14.2671 6.9849 10.2619 6.8209 9.8698 0.1340 0.145 9.7537 0.4259 0.148 
iio vender 7.4462 6.8209 4.8143 5.4476 9.4184 0.9547 0.278 8.0988 0.4819 0.704 
December 1.9986 5.4476 2.2371 2.5772 4.6488 1.8615 0.741 5.4972 0.5951 0.890 
a* Existing Hoover Reservoir design is assumed, (C = 86-1228 th. ac­ f t .  ; mean detention time * 0,44) 
al l units In thousand acre-feet, target s 75 HGD. ro 
b. Correlation of release with the current inflow, p, 
c. Correlation of release with previous period's inflow, p« 
122

Table 8.2: General Linear Release Pelicy** 
Model DP3: Xt • L (RJ + Bo 
Month Bo Bl >\ B2 R "I 
January 1.3433 0.4224 0.880 0.2945 0.715 0.900 0.647 
February 1.8665 0.3204 0.643 0.1958 0.752 0.846 0.378 
March 2.0844 0.2850 0.693 0.2171 0.573 0.749 0.464 
April 3.5834 0.1611 0.584 0.2443 0.722 0.768 0.496 
Hay 5.0339 0.4634 0.835 0.0634 0.136 0.846 0.000 
June 5.6228 0.3057 0.876 0.1694 0.830 0.892 0.843 
July 6.9323 0.3271 0.788 0.1341 0.753 0.826 0.744 
August 8.5642 0.1270 0.567 0.2089 0.640 0.666 0.672 
September 9.1489 0.1207 0.157 0.1709 0.420 0.439 0.066 
October 9.6516 0.3495 0.149 0.1076 0.144 0.187 0.232 
November 8.1385 0.4909 0.704 -0.1050" 0.277 0.704 0.429 
December 6.0583 0.6832 0.890 -0.3793 0.741 0.893 0.873 
** Existing Hoover Reservoir design is assumed (C = 86.1228 th. ac. f t ) , 
a l l units in thousand acre-feet» target - 75 HGD 
] and P£ are correlation coefficents of monthly release* X^ with the 
current and previous months inflows, R^  and Rt-1 > respectively- P33p , ^  t 1 
d Rd ^  , . Th t i tthe correlation between the inflows Rt an ^  , . hese estimates are 
bd l i ff 148 .ased on a sample size o
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Model 
or 
LDR1 
* 
V 
x t = 
st-l 
B o 1  ; 
I b.)
Rt-1 
+ Rt-1 
(original) 
(transformed) 
(8.1) 
Model 
or 
LDR2 x t ­
x t = 
st-l 
B d + 
+ 1 
1 
R 
t 
R t '  b i 
bj) + R t 
(original) 
(transformed) 
(8.2) 
Model DPI 
x t = Bo + B i (8.3) 
Model DP2 
x t  ­ B d + B i (Rt) (8.4) 
Model DP3 
x t = B (Rt) ^ (8.5) 
where Bo, B-., and B2 are regression coef f ic ients. 
The forms of the release policies represented by Models DPI, DP2, 
and DP3 are restr ic ted to resemble the general forms of the l inear 
decision ru le . This is done to examine the performance of the l inear 
decision rule under a wider range of possible values for the para­
meter, X . . Since the chance constrained pol icies imp l i c i t l y assume 
a two-sided loss function (see Appendix E, Chapter 6) the dynamic 
programming policies presented in this Chapter are derived using a 
similar loss function• Policy DPI corresponds to the l inear decision 
ru le , LDR1, since both these policies incorporate the inflow in the 
previous period, R. T . On the other hand, releases under policies 
DP2 and LDR2 are based on the current inf low, Rt-
The results presented in Table 8.1 show that ; 
a) unlike the chance-constrained po l ic ies , LDR1 and LDR2, the 
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coefficients associated with the current or previous 
period's inflow in the policies DPI and DP29 are not 
equal to unity, and in general are widely different 
from unity; and 
b) the intercept terms, B , in models DPI and DP2 do not 
correspond at all to the related terms, b. . - b.» in 
models LDR1 and LDR2. 
The restricted linear forms of the dynamic programming-re­
gression procedure do not, therefore, correspond in value to those 
linear forms derived using the chance-constrained approach. This 
conclusion holds at all target levels, since both the chance-con­
strained and dynamic programming results are target independent. The 
same conclusion is true at other reservoir capacitites as well. 
Simulation Results: The operation of Hoover Reservoir is simulated 
using the linear release policies shown in Tables 8-1 and 8.2. A 
synthetically generated inflow sequence of 148-year duration con­
stitutes inflows into the reservoir. Overall performance measures, 
based on 20 such simulations, are evaluated to compare operational 
differences inherent in the release policies. 
Tables 8.3 and 8.4 summarize the average monthly releases and 
storages observed under linear release policies expressed in terms 
of the current and/or lagged inflows. The releases are adjusted in 
order that the storage remains within the prescribed limits of SMAX 
and SMIN. The monthly trends in the average release and storage for 
policies LDR1, LDR2, DPI and DP2 are graphically illustrated in 
8,3: Average Monthly Releases* 
Release Policy 
Month LDR1 DPI LDR2 DP2. DP3_ Complete 
(transformed) (transformed) Linear Model Ml 
January 15.464 15.644 18.452 14.463 14.698 14.405 
February 17.581 13.538 11.916 13.603 13.079 13.085 
March 12.386 15.588 11.605 15.588 14.971 14.868 
Apri l 12.240 14.969 11.631 14.777 14.527 14.255 
May 11.892 12.435 11.732 12.042 11.887 11.928 
June 12.317 12.563 12.752 12.236 12.241 12.155 
July 12.629 10.300 10.225 10.376 10.515 10.549 
August 9.950 9.221 9.515 9.536 9.882 9.994 
September 8.995 7.765 8.229 8.178 8.601 8.766 
October 7.482 6.573 7.457 7.045 7.410 7.601 
November 6.631 7.003 9.313 7.460 7.568 7.700 
December 9.198 11.156 13.867 11.452 11.373 11.451 
•Actual	 releases after adjusting storage levels to be within the prescribed storage limits. 
All units in thousand acre-feet 
Existing Hoover Reservoir design is assumed (C * 86.1228 th. ac. f t . ) Target = 75 MGD ro 
Table,.8,4; Average of Beginning Monthly Storage* 
Month LDR1 
(transformed) 
DPI LDR2 
(transformed) 
DP2 DP3 Complete 
Linear Model Ml 
January 9.043 9.982 2.237 10.859 10.342 9.758 
February 15.483 16.242 5.689 18.300 17.548 17.257 
March 18.707 23.509 14.578 25.502 25.273 24.977 
A p r i l 30.724 32.324 27.376 34.317 34.706 34.512 
May 38.072 36.942 35.333 39.128 39.766 39.844 
June 37.469 35.795 34.889 38.374 39.167 39.205 
July 37.113 35.194 34.098 38.099 38.887 39.011 
August 30.289 30.698 29.677 33.527 34.177 34.267 
September 23.216 24.355 23.039 26.869 27.172 27.105 
October 15.468 17.837 16.057 19.938 19.817 19.631 
November 8.664 11.942 9.279 13.572 13.085 12.709 
December 6.286 9.192 4.220 10.366 9.771 9.264 
*Based on actual storages between the prescribed storage l i m i t s . 
Al l units in thousand acre- feet 
Existing Hoover Reservoir design is used (C - 86-1228 t h . ac. f t .  ) 
Target * 75 MGD 
ro 
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Figures 8.1 and 8.2, respectively. These results indicate that the 
pattern of releases and storages associated with the chance-con­
strained programming policies, LDR1 and LDR2, are quite different 
from those under the dynamic programming policies, DPI and DP2. 
However, i  t is interesting to observe that a comparison between the 
dynamic programming policies, DPI, DP2, DPS, and the complete linear 
model Ml, shows the trends in average releases and storages to be 
in close agreement for a l l four variations of the dynamic pro­
gramming results. 
Statistics of the average number of shortages, presented in 
Table 8.5, reflect the re l iab i l i t y with which the target release 
can be met in each month. I  t may be recalled from Chapter 6, that 
the chance-constrained linear programming policies, LDR1 and LDR2, 
were solved assuming a 50% re l iab i l i ty of satisfying the target 
release (75 MGD). Results in Table 8.5 indicate that,at a similar 
target-level of 75MGD, the dynamic programming policies also exhibit 
percentage monthly shortages which are within the 50% re l iab i l i ty 
1 eve!. 
At higher re l iab i l i t y levels, a1 (consequently lower minimum 
guaranteed flows) the optimal reservoir capacities under the chance-
constrained models, LDR1 and LDR2, are below the existing Hoover 
Reservoir capacity of 86.1228 th. ac. f t . Table 8.7 gives the 
optimal reservoir designs for re l iab i l i ty levels higher than 0.50, 
corresponding to minimum guaranteed flows less than 75 MGD. Also 
included are estimates, using Figure 4.2, of safe-yields associated 
Table 8.5: Average Monthly Shortages* (Percent)

Month 
January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
-LDR1 
(transformed) 
30.78 
33.14 
41.12 
47.50 
42.37 
34.60 
37.13 
32.80 
15.51 
23.55 
25.74 
34.73 
DPI 
17.43 
1.05 
0.78 
1.00 
0.78 
4.05 
7.70 
15.54 
25.68 
39.66 
43.01 
38.89 
LDR2 
(transformed) 
35.27 
38.58 
48.78 
41.96 
35.88 
34.87 
30.91 
21.01 
0.10 
29.53 
24.70 
31.35 
DP2 DP3 
29.87 28.99 
4.53 10.54 
1.59 6.45 
0.17 2.33 
1.79 4.29 
6.72 6.32 
3.85 1.69 
10.37 6.12 
20.44 15.71 
35.10 31.11 
39.39 37.94 
29.93 28.85 
Complete 
Linear Model Ml 
29.87­
10.54 
7.80 
6.59 
6.93 
6.08 
1.49 
5.34 
14.39 
30.61 
37.26 
29.29 
to 
o 
•Based on actual releases short of the target (75MGD) 
Existing Hoover Reservoir design assumed [C - 86.1228 ttn ac. f t .  ) 
Table 8.6: Average Monthly Losses per Year* 
Month 
January 
LDR1 
(transformed) 
466.302 
DPI 
416.756 
LDR2 
(transformed) 
698.175 
DP2 
357.789 
DP3 
359.165 
Complete 
Linear Model Ml 
353.799 
February 
March 
487.951 
184.471 
113.750 
180.483 
158.625 
200.283 
107.930 
174.779 
106.813 
163.925 
106.684 
168.464 
April 235.335 156.402 157.155 146.065 146.537 146.578 
May 157.116 49.129 106.112 58.829 55.651 56.005 
June 160.371 122.840 176.776 115.103 113.098 106.786 
July 
August 
September 
October 
158.785 
40.776 
29.160 
7.974 
31.948 
21.105 
14.943 
19.297 
44.416 
29.683 
5.769 
0.659 
26.938 
17.416 
12.409 
17.330 
28.280 
17.742 
12.043 
15.741 
27.362 
18.248 
11.949 
16.948 
November 3.742 13.290 24.241 17.219 17.119 17.931 
December 55.177 106.502 233.518 103.800 102.557 101.837 
Total 1987.160 1246.445 1835.412 1155.607 1138.671 1132.591 
*under a two-sided quadratic loss function 
Existing Hoover Reservoir design is used (C
Target » 75 MGD 
* 86.1228 th­ ac. f t .  ) 
CO 
Table 8.7: Optimal Reservoir Design and Rel iabi l i t ies ,

at Selected Levels of Mean Detention Times.

Mean Minimum Reliability* a1 
Detention Reservoir Safe Guaranteed of meeting Reliabil i ty, 
Time Capacity, Co Yield Flow, q, . the minimum of meeting
 R (Years) ( t h . ac. f t)*1 (MGDr (MGD) * guaranteed flow* m1n the Safe-Yield0 
Model LORI 
86.1228 76.0 75.0 0.50 0.50 
0.37 76.4998 70-0 45.0 0.70	 0.53 
0.35 73.9998 68.0 33.0 0.80	 0.55 
0.31 68.5998 64.0 23.0 0.90	 0.57 
0.30 67.6028 62.0 12.0 0.98	 0.58 
Model LDR2 
0.20 53.0838 52.0 52.0	 0.65 
0.18 49.9998 48.0 45.0 0.70	 ­
0.14 45.1998 40.0 33.0 0.80 ­

0,11 40.1998 33.0 23.0 0..90

0.07 34.6968 23.0 12.0	 0.98 
1.	 Reliability on the flood-control, minimum storage and maximum release chance-constraints, a* = 0.83 
2.	 The maximum w/s usable storage SMAX is obtained from the capacity9 C by subtracting the flood-control 
storage, FMAX « 25.7808 th. ac. f t . 
3.	 Includes evaporation loss. 
4.	 Corresponding to reservoir capacity, C* optimal for LDR models to 
5.	 At these levels of re l iab i l i t y , the re l iab i l i ty a* on the remaining chance-constraints must be adjusted 
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with the optimal reservoir capacities. For model LDR1, the re­
l i ab i l i t  y a* is adjusted in order that the reservoir capacity, C 
remains the same for the safe-yield and the minimum guaranteed flow, 
q . . However, for model LDR2 such an adjustment is not 
possible since the capacity is dependent only on q . . (See 
Figure 6.2(b)). Consequently* model LDR2 is not analyzed for safe-
yield drafts. From the results presented in Table 8.7 i  t is 
observed that: 
a) With an increase in the re l iab i l i t y , a1, the minimum 
guaranteed flow, as obtained under the chance-constrained 
models, LDR1 and LDR2 (Equation 5-21), is less than 
the safe-yield at the corresponding optimal reservoir 
capacity levels. Consequently, the re l iab i l i ty with which 
the safe-yield draft can be met is lower than the r e l i  ­
abi l i ty a1 (See Figure 5.2) 
b) From the discussion in (a) i  t can be inferred that the 
range of mean detention times, for comparing the 
dynamic programming policies with the chance-constrained 
programming policies, LDR1 and LDR2, is restricted by 
the re l iab i l i ty a1, since further reduction beyond the 
0.50 level*, is unreasonable from a physical point of view. 
Such lower values are therefore not included in the pre­
sent comparison. 
* Alternatively, draft rates above the 75 MGD level (Figure 5.2) 
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c) For model LDR2 the mean detention times, particularly 
for high values of re l iab i l i ty a1, are small and therefore 
unrealistic, but are included for purposes of i l lustrat ion. 
The dynamic programming policies DPI, DP2 and DP3 (Equations 
8.3-8.5) are derived using mean detention times underlined in 
Table 8.7. Based on simulation results, the following conclusions 
are made. 
1) Simulation under the minimum guaranteed flow-, q. : 
a) While the chance-constrained programming polices, LDR1 
and LDR2 (original forms), yield a probability of 
shortage in any month within the assumed level of re l ia­
b i l i t y , a1, the dynamic programming policies do not 
meet the target with the desired level of re l iab i l i ty 
as the mean detention time decreases. However, at a 
mean detention time of 0.44 years, both the dynamic program­
ming and the chance-constrained programming policies 
yield re l iab i l i t ies within the re l iab i l i t ies level a1 
(as discussed earlier) 
b) For the dynamic programming policies, results suggest 
that the performance in terms of re l iab i l i t y , a1, 
deteriorates with decreasing mean detention times in 
the low flow months, while the reverse is true in high 
low months (January-April). 
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2) Simulation under the safe-yield: 
a) Although there is a significant reduction in the 
re l iab i l i ty , a1, with which the chance-constrained 
policy, LDR1, can meet the safe-yield drafts, 
simulation results indicate that the policies de­
rived under LDR1 do, in fact, satisfy the corre­
sponding re l iab i l i ty levels. Dynamic programming 
policies fa i l to do so at the safe yield draft level. 
In summary, i  t appears that, for mean detention times less than 
0.44 years, the chance-constrained programming policies do satisfy the 
imposed re l iab i l i t ies , a1, of meeting the minimum guaranteed flow, 
q^  and the safe-yield (only node! LDR1 is considered for the 
latter draft level). On the contrary, the dynamic programming policies, 
under similar reservoir capacity and draft levels, do not meet the 
re l iab i l i ty a1. 
In the next section, trends in the re l iab i l i ty of meeting safe 
yield drafts under operating policies derived from dynamic program­
ming are investigated in some detail for a wider range of reservoir 
detention times. 
Trends in Safe-Yield Reliability under Dynamic-Programming Policies: 
Table 8.8 il lustrates the probability of having a monthly shortage 
under the complete linear model, Ml, when the reservoir is operated 
at selected mean detention times and corresponding safe-yields. As 
mentioned earlier, since the performance of dynamic programming policies 
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Table 8.8: Distribution of Average Monthly Shortages 
(percent) at Various Mean Detention Times 
and Corresponding Safe-Yields. 
Mean Detention Time (Years) 0.20 0.44 1.0 
Safe-Yield (HGD)* 52.0 76.0 110.0 
Reservoir Capacity (th. ac> ft.) 53.084 86.123 162.295 
Month 
January 15.95 29.87 45.14 
February 0.64 10.54 28.18 
March 0.37 7.80 34.32 
April 0.68 6.59 29.05 
May 4.46 6.93 9.19 
June 16.49 6.08 17.77 
July 12.47 1.49 19.26 
August 3.41 5.34 20.74 
September 13.65 14.39 17.91 
October 33.99 30.61 26.35 
November 43.72 37.26 38.82 
December 26.86 29.29 47.60 
* Includes evaporation
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DPI, DP2 and DPS closely agree with the performance under complete 
linear model Ml* results for only the l a t t e r case are presented* 
From Table 8.9 i t can be inferred that* in general, the re l ia­
b i l i ty of meeting the safe-yield deteriorates with increasing mean 
detention times. 
Discussion of Linear Decision Rule Coefficients: For a simple linear 
regression model , y - B + B,(x), the regression coefficient, B-,, 
is defined as 
= pBl x,y • (V°x> 
where. 
Pv = correlation of the dependent variable y with the 
independent variable x; and 
a ,a = standard deviations of x and y, respectively, x y 
Also, the simple correlation coefficient, P will be equal to the 
x,y 
square root of the coefficient of determination o R . Thus the 
coefficient, b , , in the release policies DPI and DP2 depends on the 
correlation coefficient and the ratio of variances of monthly releases 
with the current or previous period's inflow, respectively. For the 
chance-constrained linear programming policies LDR1 and LDR2, the 
assumption of a unit regression coefficient (B. = 1 in Equation 8.6) 
suggests that the variance of release, Oy, is greater than, or at 
least equal to, the variance of inflow, ax. This must be the case, 
since, for positive values of B-j, the correlation of release with 
inflow, Pxy in Equation 8.6 is defined over the range [0, l ] , and B-j 
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can be equal to 1 only under either of the following two conditions:

a) when the correlation, p , and ratio of the variances

xy 
(Oy/Cy) are both equal to unity, in which case, oy = ax; or 
b) when the correlation P is less than unity and (a /c ) is 
v
xy y x

greater than unity, in which case o^ > a^.

Table 8,1 shows that for the dynamic programming policies, DPI

and DP2, the regression coefficient, B,, and the correlation coef­

ficient, p , are less than unity in most of the months. Also in

xy

such cases, the regression coefficient B, is less than the correlation

coefficient, p. * The above two conditions imply that the ratio of

xy 
variances ajox in Equation 8.6 is less than unity. Consequently, 
for these policies the variance of release is less than that of the 
inflows. This is desirable, since the primary reason for reservoir 
regulation of streamflows is to reduce the effect of streamflow 
variabil i ty on the releases. 
For release policy DP3, (Equation 8.5), the regression coef­
ficients B1 and B2 do not sum to unity as in Equation 5.7 (Chapter 5). 
The degree of dependence between these two coefficients is a function 
of the correlation of the inflows R. and R. , 
Prediction of the Regression Coefficient, B.: In the last section i t 
was stated that the regression coefficient, B,, in release policies 
DPI and DP2, is a product of the following two parameters: 
a) the correlation of releases with the current (model DPI) or 
previous period's inflow (model DP2); and 
b) the ratio of the standard deviation of release to the stan­
dard deviation of the current or previous period's inflow. 
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In this section this information wi l l be used in a attempt to predict 
the value of the regression coefficient, EL» for an arbitrary re­
servoir s i te. 
Figures 8.3 and 8.4 i l lustrate the trends in the correlation 
coefficient and ratio of variances with changes in the reservoir 
mean detention time. Since the dynamic programming policies, DPI 
and DP2, derived under a two-sided quadratic loss function are target 
independent, i t is expected that the regression coefficient B,, wi l l 
depend only on the relationship of reservoir capacity to the mean 
annual inflow (mean detention time). Consequently, the relationships 
shown in-Figures 8.3 and 8.4 can be used in conjunction with linear 
extrapolation to predict the regression coefficient, B^ for any 
general reservoir s i te. Thus, optimal release policies of the DPI 
and DP2 type may be obtained directly, without solving the dynamic 
programing algorithm. 
The trends in Figures 8.3 and 8.4 indicate that: 
a) The correlation of monthly releases with the current or 
previous period's inflow decreases with increasing mean 
detention time. 
b) Except in the low flow months of September and October, 
the ratio of variance of release to the variance of current 
or previous period1s inflow, decreases with an increase 
in the mean detention time. 
CHAPTER IX 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
In the previous three Chapterss monthly release po l i c i es are 
derived fo r a s ing le* mult i -purpose reservo i r using Hoover Reservoir, 
located i n Central Ohio, as a case-example. Chapters 6 and 7 
i l l u s t r a t e the app l i ca t ion of the chance-constrained l i nea r pro­
gramming and dynamic programming-regression methodologies, respec­
t i v e l y . A comparison o f monthly release po l i c i es using these two 
mathematical opt imizat ion techniques, and the search f o r an appropriate 
form of a monthly release po l i cy i s the major emphasis o f Chapter 8, 
Simulation procedures, i n conjunct ion w i th operat ional hydrology, 
are extensively used to measure and v e r i f y the performance o f the 
monthly release p o l i c i e s . Chapter 3 and 4 are devoted to the study 
o f the ex i s t i ng design and operat ion o f Hoover Reservoir-
Based on the resu l t s presented in th i s study the fo l lowing 
conclusions are made: 
1) S t a t i s t i c a l analysis o f releases from Hoover Reservoir, 
since i t s operat ion in 1954, ind icates t ha t the release 
po l i cy fol lowed i n the past i s close to the standard p o l i c y . 
The sa fe -y ie ld from the reservo i r i s about 68 M.G.D. 
2) For the o r i g i na l form o f the chance-constrained l i nea r 
programming release po l i c i es (Equations 6-1 and 6 .4 ) , the 
simulation estimates of re l iab i l i ty in satisfying the 
chance-constraints on the maximum and minimum storages 
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and releases, are well within the selected levels of 
re l iab i l i ty at a l l target levels. I t is also observed 
that although the levels of re l iab i l i t y were set equal 
in al l months, simulation indicates a varying degree of 
re l iab i l i ty between months. 
3) Statistics on the average loss per year suggest that the 
optimal policies derived using the chance-constrained 
linear programming approach have losses that are very 
similar to those incurred under the standard policy (see 
Table 6.8). However, comparison of re l iab i l i t y of meeting 
similar draft-levels suggests that the standard policies 
gives higher re l iab i l i t ies than the chance-constrained 
programming policies. 
4) Since the transformed chance-constrained linear policies 
(Equations 6.2 and 6.5) are merely an algebraic revision 
of their original counterparts (Equations 6.1 and 6.3), i  t 
is reasonable to expect that their performance would be 
identical, provided continuity in the operation of the 
reservoir is maintained between successive months. 
However, for a f in i te reservoir capacity, discontinuities 
due to maximum and minimum storage violations and pre­
diction of negative releases (set equal to zero in this 
study), cause discrepancies in the performance of the 
transformed and original forms. Consequently, i  t is 
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recommended that the chance-constrained programming policies, 
particularly LDR1, be used in their original form to 
achieve the lower average losses associated with this form. 
5) The adequacy of the chance-constrained programming approach

to derive optimal monthly release policies is restricted

by the relationship between the minimum guaranteed flow,

q . , and the re l iab i l i t y , a1, imposed on meeting this 
flow. (refer to Figure 5*2). For instance, results 
show that the chance-constrained programming policies meet 
the safe-yield of 68 M.6.D.2 with a re l iab i l i ty of 54%, 
while at a similar draft the standard policy gives a 
higher re l iab i l i ty of 98%. 
Analysis of optimal release policies obtained using the 
dynamic programming-regression approach indicates: 
1) Simple correlations of release with selected independent 
variables are useful in a preliminary selection of the 
form of linear and non-linear policies. Also, such 
coefficients may assist in the understanding of the 
physical behavior of the system under consideration. 
2)	 Inflows in previous periods become more important in 
predicting releases in any given period on the mean 
detention time increases. This is expected, since a 
TT	 This relationship is characteristfc of the reservoir si te. 
2.	 Safe-yield of Hoover Reservoir. 
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higher mean detention time implies a reservoir with a 
larger capacity, allowing releases in any period to be 
more dependent on past inflows through increased reservoir 
regulation. 
2 
3) Using the maximum R criterion, linear monthly policies, 
Ml, are generally as good as, or better than, non-linear 
policies, M2 and M35 for the two-sided quadratic loss 
function. Results suggest that this is true at all levels 
of reservoir mean detention times. Conversely, non-linear 
policies are more appropriate than linear policies of the 
one-sided quadratic loss function. 
4) The maximum R criterion does not always produce that best 
operational model as measured by simulation results based 
upon the average total loss per year. Thus, simple 
2policies with a lower R may be more appropriate than 2policies with higher R . The present study indicates 
that this is the case for non-linear policies but not 
for linear policies. 
5) Although the release policies, both linear and non­
linear, are target independent under the two-sided 
quadratic loss function, there is a particular target 
level at which the average loss per year is a minimum. 
This level is close to the mean annual inflow. Re­
lease policies derived using a one-sided quadratic loss 
function are target dependent. 
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6) For the two-sided quadratic loss function, the complete 
linear model Ml is the best policy. The standard policy 
is not optimal except at a target equal to the mean 
annual inflow. 
7) The percentage improvement in the performance of the 
dynamic programming policies, derived under a two-sided 
quadratic loss function* over the standard policy in­
creases with an increase in the mean detention time. 
This is undoubtedly due to the nature of these policies., 
since the standard policy incorporates only the current 
inflow and storage in making release decisions at all 
levels of the mean detention time. In contrast, the 
dynamic programming policies allow the incorporation of 
more of the history of the system, by reflecting the 
increased dependence of current releases on past inflows 
at higher mean detention times. 
8) Under a.one-sided quadratic loss function, the standard 
policy is optimal at a target level of 75 MGD. This is 
the current draft at Hoover Reservoir and closely re­
presents the safe-yield. At higher targets, non-linear 
policies, M2 and M3, are better than either the standard 
policy or linear policy Ml. For targets lower than 75 MGD, 
the standard policy remains favorable. 
9) The difference in the overall performance of the simple 
one-variable policies, DPI and DP2, is insignificant when 
* Includes evaporation loss 
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compared with policies DP3 and the complete linear model 
Ml. 
In the comparison of chance-constrained programming policies, 
LDR1 and LDR2, with the dynamic programming policies DPI and DP2, 
mean detention times greater than 0.44 years (existing Hoover Reservoir 
design) are not emphasized in the present study- This is just i f ied 
since at mean detention times greater than 0-44years* the re l iab i l i t y , 
a1, in the chance-constrained programming approach, would be below 
0.50, which is unrealistic from a physical point of view. However, 
in order to examine., separately, the performance of the dynamic pro­
gramming policies at safe-yield drafts, mean detention time greater 
than 0.44 years are included. 
Based on the results in Chapter 8, the following conclusions 
are made: 
1) Unlike the chance-constained linear programming policies, 
LDR1 and LDR2, the coefficient associated with the current 
or previous period's inflow in the dynamic programming 
policies, DPI and DP2 (Equations 8.3 and 8.4) is not 
equal to unity. This is true at al l target levels and 
mean detention times. 
2) Simulations under the minimum guaranteed flow, q . , 
and the safe-yield drafts (for mean detention times less 
than 0.44 years) indicate, that, while the tested chance-
constrained programming policies satisfy the re l iab i l i t y , 
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a1 , of meeting these drafts, the dynamic programming 
policies fa i l to do so (particularly in the low flow 
months). The reservoir capacity is maintained at the 
same level for both types of policies. 
3) For the dynamic programming policies corresponding to 
mean detention times less than 0.44 years, the performance 
in terms of re l i ab i l i t y , a1 , deteriorates with decreas­
ing mean detention time in the low flow months (August-
December), while performance improves in the high flow 
months (January-April). 
4) At a mean detention time of 0.44 years (existing Hoover 
Reservoir design) both the tested chance-constrained 
programming and dynamic programming policies satisfy 
the re l iab i l i t y , a1 , of meeting the minimum guaranteed 
flow,* q. , and the safe-yield, respectively. 
5) Examining the performance of dynamic programming policies 
over the range of mean detention times, 0.20-1.0 years, i  t is 
observed that the re l iab i l i ty of meeting safe-yield 
drafts deteriorates with increasing mean detention 
times. 
6) At a detention time of 0.44 years the derived dynamic pro­
gramming policies perform more adequately than either 
LDR1 or LDR2 at a target level of 75 MGD, e.g. , the 
dynamic programming policies produce lower losses 
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while achieving at least as high re l iab i l i ty levels. 
This observation would argue for more research on 
deriving generalized linear decision rules wherein 
the present and past period's inflows are weighted in 
an optimal manner. 
Recommendations for Future Research: Based on the findings in this 
study, i  t is recommended that future research be directed towards 
the following considerations. 
1) Test the sensitivity of al l models to the input hydrology, 
in the following ways: 
a) Investigate different probability distributions of 
monthly flows and their effect on simulation studies. 
For example, the log-Pearson type I I  I distribution 
has been used by the Corps of Engineers in their 
HEC-4 computer program, Monthly Streamflow Simulation. 
The log-Pearson type I I  I distribution is a special 
case of the Gamma distribution. The latter 
distribution gave a good f i  t to the historical stream-
flow data in the present study. 
b) Examine the sensitivity of results to the estimates 
of mean, variance and serial correlation in the log­
normal model used in this study. 
c) Evaluate the extent to which changes in the watershed 
conditions over time could be expected to influence 
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the primary s ta t i s t i cs of streamflows as determined 
in this study. This could be achieved through the 
use of models such as Stanford Watershed Model* 
existing long-term meteorological records at Columbus, 
and assumptions concerning expected changes in the 
characteristics of the watershed. 
2) The use of the general form of the l inear decision ru le , 
x t = Xo  S t + h  R t + X2 V l * • • • Xn Rt-n- l "  b ' r e " 
quires the evaluations of the optimal values of the 
coefficients, A, , A2 . • • \* Consequently, there is 
a need for developing methods to determine these co­
efficients expl ic i t ly , prior to solving the chance-
constrained model. The dynamic programming-regression 
approach discussed in Chapter 8 may provide valuable 
information to assist in the search for these optimal 
coefficients. 
3) Develop a dynamic programming algorithm which would 
incorporate re l iab i l i t y considerations either ex­
p l i c i t l y or implicit ly to derive optimal reservoir 
operating policies. 
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Reservoir Seepage: Seepage into or out of a reservoir may be obtained 
using Darcy's equation: 
q = K(dh/dx)w 
where, 
q » flow (gpd/ft)

dh = potential drop (ft.)

dx = distance over which the potential drop is observed

(ft.)

w - width of seepage face (ft*)

K * permeability of the soil (gpd/ft2)

Computational details at various sections (Figure A-l) are shown

in Table A-l • A negative flow value indicates that the seepage is out

of the reservoir. The head loss, dh-j, is the difference in the piezo­

metric heads between a representative point in the bank of the reser­

voir, where the head is known, and the bottom of the reservoir. The

water level in the reservoir is at 890 feet above mean sea level.

Similarly* head loss dh« is the potential drop between the same points

when the reservoir is empty. However in the latter case the bottom

of the reservoir is no longer an equipotential line but is a free

surface. Since the ratio of the width of the reservoir to its depth.

is large along these sections it is reasonable to assume a constant

head along the free surface. The head under these conditions will be

equal to the elevation of the bottom of the reservoir above mean sea
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Section 1

Section 2

Section 3

Section 4

Hoover 
Reservoir 
Site Scale 
0 2

(1 inch = 2 niles)

Figure A-1 Hoover Reservoir with the

Representative Cross Sections

Table A-l: Seepage Computation

Section	 Section Bank Soil Type w dhi* dh?** dx q i  * *2**
Length (ft) (ft) (ft) (ft) (gpd/ f t 2 ) (gals/day/ft)(gals/day/i
(miles) 
1 2.0 West Clayey t i l  l 2112 10.0 30.0 1584 0.10 1.33 4.00 
1.6 East Clayey t i l  l 1764 . 10.0 30.0 1232 0.10 1.43 4.30 
2 1.6 West Clayey t i l  l 2112 -5.0 5.0 1320 0.10 -0.80 0.80 
2.0 East Clayey t i l  l 1056 -7.5 2.5 1232 0.10 -0.64 0.21 
3 1.8 West Clayey t i l  l 704 10.0 47.5 1320 0.10 0.53 2.53 
1.6 East Clayey t i l  l 880 0.0 37.5 352 0.10 0.0 9.38 
4 1.6 West Shale 420 1.0 41.0 1056 0.001 0.0004 0.016 
1.8 East Shale 2112 50.0 100.0 1020 0.001 0.104 0.208 
Reservoir storage level at a pool elevation of 890 M.S.L

**
Reservoir empty

***
Representative values taken from ground water maps published by the Ohio Department of Natural en

Resources, Division of Water.
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Figure A-5: Geologic Profile at Section 4 
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level• Figures A-2 through A-5 show the geologic profiles of repre­
sentative cross sections of the reservoir. These profiles have been 
obtained using well-log data. The section lengths associated with each 
of the cross-sections represents the distance in the longitudinal dir­
ection over which the cross-section remains geologically similar. Net 
seepage into the reservoir is shown in Table A-2. 
Table A-2: Net Seepage 
Net Seepage in M.G.D. 
Bank
f t .
 Pool level at
Elevation 890
 above M.S.L, 
 Reservoir 
 Empty 
West 0.012 0.073 
East 0.006 0.120 
Total 0.018 0.193 
APPENDIX B
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Average Monthly Lake Evaporation: The average lake evaporation at 
Columbus is derived using available data from Coshocton, as follows: 
a) The average monthly lake evaporation is computed using 
available data at Coshocton, over the period 1939-1975; 
b) The observed annual lake evaporation for Coshocton and 
Columbus are obtained from the Hydro!ogic Atlas. (Eagon, 
1962) These values are: 
Annual lake evaporation for Coshocton = 32.30 inches. 
Annual lake evaporation for Columbus = 33.50 inches. 
Increase in evaporation at Columbus = 1.20 inches, 
c) The increase in the annual lake evaporation at Columbus of 
1*20 inches, as computed in Step b, is distr ibuted between 
the months using the following weights, w.: 
Average lake evaporation in month i at Coshocton 
i "" Annual lake evaporation at Coshocton 
Detailed computations are i l l us t ra ted in Table B- l . 
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Table B-l: Average Monthly Lake Evaporation at Columbus

Month 
hnuary 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
Sum 
Average Monthly

Evaporation a t

Coshocton (inches)

0-601

0.876 
1.727 
2.977 
4.297 
5.042 
5.331 
4.607 
3.240 
2.003 
1.007 
0.592 
32.30 
Weiqht 
i 
0.01858 
0.02708 
0.05340 
0.09204 
0.13285 
0.15589 
0.16482 
0.14244 
0.10017 
0.06329 
0.03113 
0.01830 
1.00 
Increase 
In Averaoe 
Monthly
Evaporation 
(inches) 
0.023 
0.033 
0.064 
0.110 
0.152 
0.187 
0.198 
0.171 
0.120 
Q-07P 
0.037 
0.022 
1.20 
Average Monthly 
Evaporation at 
Coluirtous 
(inches) 
0.624 
0.909 
1.791 
3.087 
4.456 
5.229 
5.529 
4.778 
3.360 
2.079 
1.044 
0.614 
33.50 
APPENDIX C 
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Table C-1: Results of Statistical Significance Tests 
Month 
F 
Value 
2-Tai l* 
Prob. 
Pooled 
T 
Value 
Variance Estimate 
Degrees of 
Freedom 
2-Tai l* 
Prob. 
Separate 
T 
Value 
Variance Estimate 
Degrees of 
Freedom 
2-Tail1 
Prob. 
January 
February 
March 
2.63 
1.42 
1.72 
0.058 
0.486 
0.295 
0.91 
1.44 
-0.33 
32 
32 
32 
0.371 
0.160 
0.745 
0.89 
1.42 
-0.33 
24.39 
29.49 
31.31 
0.386 
0.165 
0.741 
April 
May 
June 
2.07 
2.13 
1.34 
0.163 
0.149 
0.561 
-0.85 
-2.13 
0.53 
32 
32 
32 
0.403 
0.041 
0.601 
-0.87 
-2.17 
0.52 
30.34 
30.18 
29.92 
0.394 
0.038 
0.504 
July 
August 
September 
October 
1.62 
4.43 
1.59 
8.34 
0.353 
0.005 
0.356 
0.000 
-0.27 
-0.24 
-0.68 
-0.75 
32 
32 
32 
32 
0.789 
0.813 
0.500 
0.458 
-0.27 
-0.23 
-0.67 
-0.79 
31.56 
20.89 
28.57 
21.45 
0.786 
0.820 
0.506 
0.440 
November 5.00 0.004 -0.67 32 0.505 -0.70 24.13 0.489 
December 1.36 0.538 0.26 32 0.797 0.26 29.79 0.799 CTt 
* This is the probability of finding a sample which is statically better. 
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Appendix D-l: Relating parameters of normal and log-normal distributions 
for single and bi-variate cases. 
The following are the main objectives of the discussion in this 
Appendix: 
1) Application of the change of variable technique (Hogg and Craig* 
1970) to derive: 
a) the probability density function of x given the random 
2 
variable y ^ N (y , a ) and the transformation y = logex. 
b) the joint probability density function of random variables 
x.j and x? given that random variables y^  and y2 are 
N(yyP oy\) and N( y , a *) respectively. Also f(y-,, y2) 
is a bivariate normal distribution and, 
y t = logex-, 
y2 ­
2) To obtain the relationships between the parameters:

2 2 
a) yX3  a x »  p x a n d \iy> Oy >  p v 
b)
 ^ r yx2^ axP 4 and  V 5 oly yy2' V 
c)  Px l 9 x 2 andP y l f y 2 
where, y, a 2* and p are means, variances and correlation coefficients of

the indexed random variables, respectively.
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Probability density function of random variable x given the distribution 
of random variable y» where y = log x.. 
1.	 Single-variate case - Let the random variable, y, be normally dis­
tributed with mean, u  . and variance qr . The density function can 
be represented by, 
(1) 
Given the transformation, y = logex the probability density function 
of x is defined by the change of variable technique as (Hogg and 
Craig, 1970): 
9(x) = f(y)	 (2) 
where, 
the Jacobian, J dy (3) 
and	 for y = log e x , J =J1 | 
Using equations 1, 2 and 3, the probability function of random vari­
able x may be expressed as: 
xa	 2ir (4) 
where, g(x) is called the log-normal distribution. 
Since^ yn, ) , the moment generating function may be 
written as: 
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2 t 2 
M(t) = E(et^)= /  e t  Y ' f(y) dy = e ^  y y (5) 
where, t = a parameter. 
For the log-normally distributed random variable x, a general 
expression for the t*'1 moment may be obtained using equations 2, 3 and 
5. Thus5 
00 r

E(x = / x* • f(x)-dx

—00 
f(y)-dy 
— 00 
U t + % a  2 t 2 ) 
(ut + h oh2) (6) (
Thus, 
= M(t) = e y y 
To get any moment of the random variable, x, the parameter, t , in 
Equation 6 is assigned an integer value greater than zero. Hence, 
( 
= E(x) = e for t = 1 (7) 
2(u + a / ) 
y yE(x2)= e  for t = 2 
and, 2 _ ECx2) - (ECx))2 (8) 
+ a  2 / 2 ) y + V) y y 
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Equations (7) and (8) relate the mean and variances of the random vari­
ables x and y respectively. The variance, crx2, can be alternatively 
expressed as, 
a 2 ) 
°v (9) y
 - 1 
or, 
2 2 y2 e * - 1
= V 
where, 
a 2 / 2 ) 
Expression for the skewness coefficient, y.t> of the log-normal random 
"
 ;Tn-.niTT, , • • ' i ' X " • "  • "  ' " 
variable x. 
• E(x3) - 3uxE(x2) + 3E(x)y 2 - y 3 
A X A 
= E(x3) - 3yYE(x2) + 2yx3 
From Equation 6, 
9/2ff 2) ^
 3(y + 3/2ay2)

E(x3) = e = e

and, 
= -3e

(3n,

-3e
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2yx3J	 = 2 e 
Therefore, 
3/2av2) (3yv + 5/2a 2) 3(y + aa  2/2) 
E(x - y x ) 3 • y
- 3 e  y j + 2e * * 
ay
2/2) 3a 
-3e	 y  +2 
3a 2 a 2 
2 y - 3e y  + 2 
Hence, the skewness coefficient is 
2) 
y~ ~

or, 3a	
,3/2
(e	 y - 3ey +2) /(e (10) 
2.	 Bivan ate Case - Given the random variables y, and y normally

distributed with means, y^^ and u ^ * and variances, cr-j and a |,

respectively, the probability density function of their joint

distribution may be expressed as

f(yr y2) = — L	
•2—• *g y ^

p y i, (11)

where, q = 1

1
 - P2,i

ayl	 Jyi Jy2

ay2
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y.

Let, y1 = logex-j or x-, = e '

(12)

and y2 ~ or X2  e
~

Then by the change of variable technique, the joint probability density 
function of random variables x-j and x2 may be derived as follows: 
9(xlf x2) = f ( y i , y2) - (13) 
where, f(y-j y2) is the joint probability density function of y-j and

(Equation 9) and the Jacobian J =

*2 
x i 
_ 1 
x.x2 
x2 
Thus, 
x2) = -q
]/2. (H) 
0 ^ x2 ^ 
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where, 
J 
p y i , y2 CTyi 
The moment generating function for the bivariate normal distribu­
tion function f(y-j» y2) i s , 
«h'VjJ'" t2y2 
where, t ]  , t2 are parameters. 
Using the above equation, the general moment for the joint probability 
density function g(x-j, x2) can be written as 
E[ x l 1 " X22 ] = / /  x l ] * X22 * 9( x p x dx 
o o 
• dy2 (16) 
—oo —Q 
Hence, similar to the single variate case, Equations 13 and 14 are 
identical. Thus, 
t2) = / • f(yr 
• c|y1 • dy2 (17) 
The moment generating function, M(t,, t ), for the bivariate normal

distribution f(y,, y2) can be written in its final form as:
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2. 2

t2) exp +
 V*2+

where, exp = exponential function base e. (18)

Substituting positive integer values for the parameters t-j, t2 in the

above equations yields the desired moments of the joint probability

density function g(x-|, x 2 ) . Hence,

Vxl " j = exp[Uyl + ay^/2J for (19) 
= e x p [ y y2 +  ay2/ 2] f o r *1 = 0> x2

E(x )^ = exp 2[uyl + ay2, ] for  t ] = 2, t2 = 0

E(x2) = exp 2[yy2 + ay2 ] for t1 = 0, t2 = 2

- exp(u
y l • O y l 
ay|/2) 
for t1 = 1, t2 = 1

a i =E(x2)- = exp 2(yyl + ay2) - exp 2( yy ] + cy2/2)

E (x2 ) - E(x2)2 = exp 2(uy2 - exp ay2/2)

Auto-Correlation Coefficient,

x2

The pearson product moment correlation or the auto-correlation 
coefficient is defined as, 
i76

'V 
(20)

Using the expressions shown in Equation (19) the above equation may be

simplified to give

T y2 (21) 
P x F x2

(ec

where, p- . , ^ is the auto-correlation coefficient of the normally 
distributed random variables y-j and y2. 
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Appendix D~2: Maximum Likelihood Estimates of Parameters. 
a) Normal Distribution 
If the random variable * x, is normally distributed with mean 
yx and variance o^ then the probability density function of x may 
be represented by: 
f(x) - —' e

oM-n (1)

The maximum likelihood function is defined as , 
L(x, 6) = .5 f (x 1 f 9) 
1 n. , .2

where, x. = i random sample drawn from the population with the

probability density function f(xs 6).

The parameters iiAY and a L may be estimated as follows:
x

Set,

and, ' (log. L) - 0 (4)

The natural log of the likelihood function, loge U as defined in 
Equation (2) i s : 
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J 
loga L(x,  u¥ , CJJ = -n 1oge(ay) - n l o g J 2TT) - , 2 
(x,1 - (5) 
Differentiating the above equation with respect to v% and setting 
i t equal to zero as in Equation (3) yields, 
n 
(6) 
where5 ux is the maximum likelihood estimate of yx. Similarly the 
solution of Equation (4) gives 
7i ~ 
;au All (x, - yY)Vn (7) 
where, ax is the maximum likelihood estimate of ax. 
b) Log-Normal Distribution 
If the random variable x is log-normally distributed then y = log X 
is normally distributed. Let y = N(y , cry2)5 then according to 
Equation (4) in Appendix D-l» the probability density function of 
x is 
1 -( loge X - uy)2 /2ay 2 
=
 x • a V2TT e (8) 
The above function is completely specified if the parameters yy and 
a are estimated. The likelihood function in this case may be 
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computed as, 
1_. n 
Ux, v y oy) - i=l (9) ! 
Setting the derivatives of 1oge(L) with respect to the parameters 
y and a , respectively, equal to zero and solving gives the maxi-
warn likelihood estimates of uy and a : 
i* " uJVn (12) 
c) Gamma Distribution

The procedure to obtain the maximum likelihood estimates of the

shape parameter, a, and the scale parameter, B, of a gamma distribu­

tion is detailed in a study by Markovic (1965). If the random

variable, x, follows the gamma distribution, the probability density

function can be represented by:

f(x, a, 3) * 1 -x/B. (13)

ear(a)

where r(a) is the gamma function. 
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The maximum likelihood function is 
n 
L(x, a, n n 1-1' (14) 
1-1 
and the natural log of the above equation gives

loge(L) - -na(logp B) - n log-(r(a)) 
n n n 
+a Z log x. - E log ( x j - 2 x. (15) 
1-1 e 1 1*1 e 1 1-1 1 
The parameters, a and B» can be estimated using partial deriva 
tives of Equation (15) with respect to these parameters. Thus, 
n 
I x1 
» 0

or S = Z x./na = yY/a 
1-1 n (16) 
Estimation of the shape parameter, a, by setting 8a(loge(L)) = 0

involves the digamma function JL. logA(r(a)) . Using an approximation

3a e

of this function as illustrated by Markovic (1965), the expression

for the maximum likelihood estimate of a is shown to be:
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a 
1 + 
[4 [ 1 o  g 
- Aa (17) 
where* Aa is a correction factor (Markovic, 1965). 
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Appendix D-3: Procedure for the Kolmogorov-Smirnov Test of Goodness 
of Fit. 
The steps outlined below for each probability distribution describe 
the necessary procedure for performing the Kolmogorov-Smimov goodness 
of fit test. 
a) Normal Distribution 
1.	 Estimate the mean and variance by the maximum likelihood 
method discussed in Appendix D-2; 
2.	 Using the parameter estimates obtained in Step l  s plot the 
theoretical probability distribution function (cumulative 
probability distribution) on normal probability paper, 
3.	 Rank the observed data in order of decreasing valuess and 
compute the observed probability distribution function using 
the formula 
Pj * (mj/(n + 1))

where*

p. = non-exceedence probability of observation j 
m* * rank of observation j
j 
n	 = sample size 
4.	 Plot the observed probability distribution function and measure 
the maximum departure of these points from the theoretical 
distribution along the probability scale. This defines the 
Kolmogorov-Smirnov s ta t i s t ic , D, 
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5.	 Compare the statistic D with the critical values corresponding

to the sample size, the desired level of significance and the

probability distribution under consideration as given in Table

3-5* Chapter 3. If the value of D is less than the critical

value, accept the hypothesis that the data is drawn from a

population defined by the theoretical probability distribution.

b) Log-Normal Distribution 
The procedure in this case is similar to the normal distribution 
since the goodness of f i t test is applied to the transformed ran­
dom variable y = logex» where x is log-normal and y is normal, 
c)	 Gamma Distribution (Markovic, 1965)

1.	 Transform the observed data into modular coefficients by divid­

ing each observation by the mean.

2.	 Compute the parameters a and $ using the maximum likelihood

procedure presented in Appendix D-2.

3.	 Select class intervals on the probability range 0 to 1, as

shown in Table D-l.

4.	 Using Table D-l and Figure D-l, obtain the values of Uj

corresponding to each of the class intervals, j.

5.	 From the values Uj, the modular coefficients of the random

variable may be computed by the equation:

(1)

6.	 Plot the theoretical distribution function using the modular

coefficients K- computed in Step 5 and the probability class

intervals, j.
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TABLE 0-1 
INCOMPLETE GAMMA FUNCTION 
FOR COMPUTATION OF CLASS INTERVAL LIMIT VALUED 
O&ss interval, j 1 2 3 4 5 6 
r tp+ij* 0. 1428$ 0. 28571 0.42357 0.57143 ©.11429 0.&5714 
•CD 
£ •  * ~1 a u i uz U2 «  4 M5 «6 
-0.8 0 .  2 0.007 0.015 0.036 0.092 ©.303 0.932 
•0.6 0 .  4 0.060 0. S4? 0.335 ©•675 i . 381 
-0.4 0 .6 0.048 0. 140 0.299 0.540 0.919 jL63Q 
-0 .2 
3 .  0 
o.s 
1.0 
0.094 
0.153 
0.240 
0.338 
0.434 
0.559 
0.708 
0.850 
1.103
i . 254
 3 
1Laos1.947 
0 ,  5 1.5 0.313 0.557 0.819 r.i3i i.546 2.218 
1 .0 2 .0 0.4SS 0.74® 1.033 S.3S7 i.774 2.430 
t*s 
2 
2 . 5 
3 
0.614 
4.749 
0.919 
1.074 
1.2S7 
1.382 
1.549 
1.7S6 
1.967
2.136
 2.610 
 2.770 
3 4 1.000 1.349 1.670 2.013 Z.429 3.049 
4 5 1*224 1.591 1.921 2.267 Z.S82 3.291 
$ 6 1.429 1.810 2.145 2.434 2. 907 X 508 
£ 7 1.620 2.010 2.350 2.700 3.112 3.707 
7 8 1.799 2.S96 2.540 2.891 3. 302 3.89S 
ft 9 1.966 2.370 2.717 3.070 3w480 4.065 
i 10 2. 126 2.535 2.EE4 3.238 3. S47 4. 22S 
so 
11 
11 
12 
2.278 
2.420 
2.692 
2.838 
3.043 
3.191 
3.397 
3.563 
3.805
3. 353
 4.383 
 4. 528 
S2 13 2.563 2. 985 3.339 3.694 4.101 4.674 
IS 14 2.696 3. 120 3.47S 3.831 4,238 4.80S 
14 S5 2.828 3.255 3.612­ 3.968 4.374 4.942 
IS 36 2.952 3.382 3.740 4.056 4.502 5. 0P7 
16 1? 3.076 3.508 3.86? 4.223 4.629 5.192 
17 28 3.194 3.627 3.987 4.344 4.748 5.310 
18 19 3.311 3.746 4.107 4.464 4.868 5.4 29 
19 2 0 3.422 3.859 4.220 4.578 4.981 5.541 
20 21 3.532 3.972 4.334 4.691 5,094 5.653 
21 22 3.638 4.080 4.442 4.832 &.202 5.760 
22 2* 3.744 4. 187 4.550 4.974 5.310 5.867 
23 24 3.846 4.290 4.654 5.044 5.414 5.969 
2  4 25 3.947 4.393 4.757 5*114 5.517 ©.©71 
25 26 4.044 4.492 4.855 5.214 &.SS6 6. S69 
in 27 4.142 4.590 4.955 5.313 5.715 6«,267 
z*
*&
25* 
2 8 
2'J 
3  0 
4.236 
4.331 
4.422 
4.685 
4.780 
4.S72 
5.051 
5. 147 
5.239 
5.408 
5.504 
5.52$ 
S..S10
5. SOS
&* 998
 6.362 
 6.457 
 6. 548 
30 31 4.5*4 4.964 5.331 5.689 So 090 6. 639 
31 32 4.602 5.053 5.420 5.778 6. S80 6.978 
32 33 4.690 5. 342 5.510 5. 868 6.269 6.816 
3  4 34 4.775 5.228 5.596 5. 954 6. 356 6. 904 
34 35 4.860 5.315 5.683 6.041 6.442 6.991 
35 35 4.944 5.398 5.767 6.125 6.566 7.-073 
36 37 5.027 5.482 5.851 6.209 6.689 7.155 
3? 38 5.108 5. 564 5.932 6.291 6.731 7.236 
3  8 3  9 5.189 5.645 6.014 6.373 6.773 7.316 
3!» 
4  0 
4  0 
4  1 
5.268 
5.346 
5.744 
5.843 
6.094 
6.174 
6.452 
S. 532 
6. 872
6.332
 7. 396 
 7.475 
4  1 4  2 5.423 5.901 6.252 6.610* 7. 010 7. 552 
4  2 4  3 5.501 5.959 6.329 6.688 7- 087 7. 629 
4  3 4  4 5.576 6.035 6.405 6. 7C4 7.163 7.704 
4  4 4  5 5.650 6. Ill 6.481 6.840 7.239 7. 780 
4  S 4  6 5. 724 6. 184 6.555 6. 914 7.313 7.854 
4  6 4  7 5.799 6.258 6.629 C. 988 7. 387 7. 927 
4  ? 4  S 5.860 6.331 6.702 7. OCl 7.460 fLOOO 
4  8 4  9 5.941 6.404 6.775 7. 134 7.S32 i1.072 
4  9 
SO 
5  0 
51 
6.012 
6.081 
6.474 
6.545 
6.846 
6.91? 
7.205 
7.276 
7. S03
7.C74
 | 
1 
L S42 
1.213 
55 
6  0 
65 
70 
sc 
61 
66 
71 
6.306 
6.583 
6.854 
7.124 
6.791 
7.089 
7.380 
7. £72 
7. IBl 
7.496 
7.-8CM 
8. 1U 
7.558 
7.889 
8.214 
8.538 
7 .976
8.325
£„ CC7
S.010
 « 
t 
1.541 
1.924 
 9. 600 
 9.646 
Table D-1 (continued) 
80 81 7.605 8. S90 8.660 9.114 9,618 10. 300 
90 92 8.080 8.701 9.201 9.C&4 SO. 218 SO. 943 
100 101 8.50? 9.161 9.687 10.195 10.758 11.521 
HO i l l 8.922 9.607 10.159 10.692 H.2S3 12.083 
120 9,318 10.035 10.611 11.16S 11.7*5 12.620 
O1 0.8 0.3 
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7.	 Follow the Kolmogorov-Smirnov test procedure outlined in Steps 
3, 4 and 5 under the normal distribution case* 
Figures D-2, D-3, and D-4 i l lustrate graphically the theoretical 
and observed probability distribution functions of natural inflows for 
the normal, log-normal and gamma cases, respectively. The results of 
the frequency analysis performed on the computed inflows (inflows after 
the construction of the reservoir) are also included for the normal and 
log-normal cases. 
APPENDIX E

Chance-Constrained Model Operating Policies
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Table E-l: Optimal Monthly Release Policies for Chance-Constrained Linear Programming Models

(all units in thousand acre-feet)

a) Model LDRI 
a* = 0.90 a* = 0.80 
a1 = 0.98 a1 = 0.80 a1 = 0.98 a' = 0.80 
Month, i b i bi-rbi b i bi-rbi b i bi-rbi b i bi-rbi 
January 1.9503 0.9799 1,7153 2.1703 0.2428 0.9787 -0.7177 2.1690 
February 1.4304 0.5199 1.7701 -0.0548 -0.2784 0.5211 -0.6642 -0.0535 
March 3.1223 -1.6919 6.6051 -4.8350 1.4136 -1.6919 4.1708 -4.8350 
Apri l 7.5453 -4.4230 15.6717 -9.0666 5.8366 -4.4230 13.2374 -9.0666 
May 9.0983 -1.5530 19.8791 -4.2074 7.3896 -1.5530 17.4448 -4.2074 
June 8.9185 0.1798 19.6813 0.1978 7.2098 0.1798 17.2470 0.1978 
July 8.2337 0.6848 18.5821 1.0992 6.5250 0.6848 16.1478 1.0992 
August 7.2433 0.9904 16.0997 2.4824 5.5346 0.9904 13.6654 2.4824 
September 6.1574 1.0859 12.9995 3.1002 4.4487 1.0859 10.5652 3.1002 
October 5.0624 1.095 9.8231 3.1764 3.3537 1.0950 7.3888 3.1764 
November 3.9839 1.0785 6.7106 3.1125 2.2752 1.0785 4.2763 3.1125 
December 2.9302 1.0537 3.8856 2.8250 1.2215 1.0537 1.4513 2.8250 
Optimal 
Capacity C 95. 0424 94 .8074 63. 4042 69. 7882 
b) Model LDR2 
January 1.2491 0.5199 1.6985 -0.0548 1.2491 0.5199 1.6985 -0.0548 
February 2.9398 -1.6907 6.5295 -4.8337 2.9398 -1.6907 6.5295 -4.8337 
March 7.3628 -4.4230 15.5961 -9.0666 7.3628 -4.4230 15.5961 -9.0666 
April 8.9158 -1.5530 19.8035 -4.2074 8.9158 -1.5530 19.8035 -4.2074 
May 8.7360 0.1798 19.6057 0.1978 8.7360 0.1798 19.6057 0.1978 
June 8.0512 0.6848 18.5065 1.0992 8.0512 0.6848 18.5065 1.0992 
July 7.0608 0.9904 16.0241 2.4824 7.0608 0.9904 16.0241 2.4824 
August 5.9749 1.0859 12.9239 3.1002 5.9749 1.0859 12.9239 3.1002 
September 4.8799 1.0950 9.7475 3.1764 4.8799 1.0950 9.7475 3.1764 
October 3.8014 1.0785 6.6350 3.1125 3.8014 1.0785 6.6350 3.1125 
November 2.7477 1.0537 3.8100 2.8250 2.7477 1.0537 3.8100 2.8250 
December 1.7690 0.9787 1.6410 2.1690 1.7690 0.9787 1.6410 2.1690 
Optimal 
Capacity C 34 .6966 45 .5843 34 .6966 45. 5843 
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Chance-Constrained Linear Programming Using a Two-Sided Quadratic 
Loss Function: The chance-constrained linear programming formula­
tions, discussed in Chapter 6, were solved with the objective 
of obtaining the minimum reservoir capacity to satisfy the imposed 
reliability constraints. The purpose of this section is to present 
results which show that, under a given optimal capacity C, the 
optimal release policies remain unaltered if a quadratic loss 
function is substituted as the objective function. 
The quadratic loss function to be minimized is 
12

minimize Z = E

where E = the expected value operator; 
w. = a priority weight associated with month i ; 
T. = desired target release in month i . 
Expanding Equation E- l , 
!2 n 12 j . 
i=l 
12 12 12 
I w,E(x2) - £ 2-T..E(X.)
 + 
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and using the de f in i t i on . 
E(xf) - Var(X.)

where Var(X.) = the variance of the release X. , 
the f i n a l form of the loss funct ion may be expressed as: 
12 12
 0 
minimize Z = > w.VarfX.) + > w. E(X.) - T. (E-2) 
i i ^—' i \ i i / 
For the original linear release policies il lustrated in Equa­
tions 6-1 and 6-4, the f i r s t term in Equation E-2 may be omitted, 
since the variance of the release depends on the random inflows 
whose variance cannot be controlled. Consequently, the loss 
function to be minimized reduces to: 
12
 0 
min im ize Z = V A . [ E ( X . ) 3 + B .E (X . ) + C. (E -3 ) 
Lmmd 1 1  1 1 1 
1=1 
where E(X.) = E(R.
 1) + b. , - b. f o r model LDR1 
l i -1 i -1 i 
E(X.) = E(R.j) + b i _ 1 - b i f o r model LDR2 
A i = w  i ; B  i = -2W.T . ;C . - T2, 
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The nonlinear term in Equation E-3 is a function of the rela­

tive magnitude of the decision constants, as expressed by the

difference, b. , - b.. If the feasibility requirement of the

chance constraints on minimum guaranteed flow (Equations 5-20 and

5-21) is satisfied as a strict equality, then values of b-_j - b^ .

are solely determined by these constraints. Consequently, the

solution of the chance-constrained linear program under the quadratic

loss function (Equation E-3) and the chance constraints presented

in Chapter 6 would be identical to the solution under the capacity

minimization problem. It must be emphasized that the optimal

capacity obtained by solving the capacity minimization problem

is used in the chance-constrained formulation using the quadratic

loss function. Also, the reliabilities are maintained at the same

level in both the problems.

APPENDIX F 
Performance Characteristics of Chance-Constrained 
Models at Low Targets 
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Table F-l: Performance Characteristics of Chance-Constrained

Models at 
Month 
I . Average 
January 
February 
March 
Apri l . 
May 
June 
July 
August 
September 
October 
November 
December 
I I  . Average 
January 
February 
March 
Apri l 
May 
June 
July 
August 
September 
October 
November 
December 
a Target of 12 MGC ) (a l l units 
*Model LDR1 
Original Transformed 
Monthly Releases 
15.427 15.581 
19.567 21.073 
20.086 19.970 
19.449 20.264 
17.363 17.380. 
11.862 11.778 
11.951 11.885 
6.772 5.909 
3.922 3.242 
2.341 1.861 
1.759 1.703 
6.191 6.112 
Beginning Monthly Storages 
12.560 11.351 
19.037 17.674 
20.275 17.406 
24.593 21.840 
24.732 21.164 
18.657 15.072 
18.756 15.255 
12.610 9.176 
8.714 6.145 
6.038 4.149 
4.376 2.967 
6.871 5.518 
in thousand 
Model 
Original 
22.424 
19.114 
19.982 
18.033 
11.468 
12.646 
6.795 
3.963 
2.341 
1.757 
5.308 
12.863 
1.769 
1.249 
2.940 
7.361 
8.916 
8.736 
8.051 
7.061 
5.975 
4.880 
3.801 
2.748 
acre-feet) 
LDR2** 
Transformed 
22.423 
19.114 
19.982 
18.035 
11.468 
12.646 
6.795 
3.963 
2.341 
1.757 
5.308 
12.862 
1.768 
1.249 
2.940 
7.361 
8.914 
8.734 
8.049 
7.059 
5.973 
4.878 
3.799 
2.745 
201 
I I I  . Average Monthly Shortages (Percent) 
January 
February 
March 
Apri l 
May 
June 
July 
August 
September 
October 
November 
December 
IV. Average 
January 
February 
March 
Apri l 
May 
June 
July 
August 
September 
October 
November 
December 
0.00 
0.00 
0.00 
0.68 
0.10 
0.17 
0.07 
0.00 
0.07 
1.59 
0.00 
0.24 
Monthly Loss 
666.587 
525.910 
527.355 
487.889 
348.402 
234.290 
197.092 
62.831 
28.507 
5.442 
0.835 
112.287 
0.07 
0.00 
0.00 
0.68 
0.14 
0.27 
1.18 
8.24 
16.66 
29.63 
7.94 
1.01 
691.559 
695.799 
529.931 
571.952 
377.784 
241.387 
228.750 
52.840 
23.049 
4.236 
0.811 
107.390 
0.00 
0.00 
0.71 
0.10 
0.17 
0.07 
0.00 
0.51 
0.03 
0.27 
0.00 
0.00 
1024.741 
459.850 
554.125 
424.750 
191.600 
275.762 
66.812 
31.965 
5.534 
0.772 
34.777 
324.818 
0.00 
0.00 
0.71 
0.10 
0.17 
0.07 
0.00 
0.51 
0.03 
0.27 
0.00 
0.00 
1024.710 
459.850 
554.124 
424.778 
191.600 
275.762 
66.812 
31.965 
5.534 
0.772 
34.776 
324.805 
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V. Negative Predicted Releases (Percent)

January 
February 
March 
Apri 1 
May 
June 
July 
August 
September 
October 
November 
December 
VI. Month 
January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
November 
December 
0.00 
0.00 
0.00 
0.24 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
End Maximum 
11.76 
5.37 
12.03 
8.51 
2.64 
4.53 
0.54 
0.34 
0.00 
0.00 
0.07 
3.48 
0.00 
0.00 
0.00 
0.24 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
Storage Violations 
10.47 
3.45 
9.22 
5.71 
2.13 
2.77 
0.17 
0.20 
0.00 
0.00 
0.03 
3.21 
0.00 
0.00 
0.24 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
(Percent) 
0.00 
0.00 
63.92 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.24 
0.00 
0,00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
24.56 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
20-3 
VI. Month End Minimum Storage Violations (Percent)

January 
February 
March 
Apri l 
May 
June 
July 
August 
September 
October 
November 
December 
0.91 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.51 
3.38 
4.97 
3.28 
4.29 
9.53 
6.89 
15.51 
21.89 
26.08 
43.85 
13.82 
5.47 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
37.47 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.00 
0.07 
0.14 
Optimal Capacity = 67.6025 th.ac.ft.

SMAX = 41.8217 th.ac.ft.

SMIN = 2.4337 th.ac.ft.

a* = 0.83; a1 = 0.98

** 
Optimal Capacity = 34.6965 th.ac.ft.

SMAX = 8.9157 th.ac.ft.

SMIN = 1.2491 th.ac.ft.

a* = 0.83; a1 = 0.98

APPENDIX G

Scatter Plots of Optimal Releases Obtained

by Dynamic Programming
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Different Inflows in March (Target = 
75 M6D). 
206 
RE
L 
(1 t
h.
 
a
c
r«
U
o

J Two-sided loss function 
i 
i 
I 
40 • 
• I 
I 
• • 
f 
! . 
to * » 
• • • 
• * • • • • • • • 
t • • • 
10 «1 • • • 
• • • » 
• 
1 
ft • 
JO 10 JO 40 
STG (th. acre-ft.) 
One-sided loss function 
• • • • m

0 •

STG (th. acre-ft.)
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Figure G-8: Scatter Plot of Optimal Releases at Different 
Levels of (Inflow + Storage) in October (Target 
75 MGD) 
213

I

1*0 •

One-sided loss function

4J 100

I

u

O »o

CO

U 60

I,— 120

QFL (th. acre-ft.)

One-sided loss function 
1 2 0 • 
• 
100 
O 80 *

CO

• 
• 
4 0 * 
0 • • • 
ft • 
STG (th. acre-ft.)

Figure G-9: Scatter Plot of Optimal Releases at Different

Inflow and Storage Levels in March (Target ~

120 MGD)

One-sided loss function 
u 
u 
»•»* • • » • 9 • 
20 40 40 §0 100 l?0 
SUM1 (th. acre-ft.) 
Figure G-10: Scatter Plot of Optimal Releases at Different 
Levels of (Inflow + Storage) in March (Target 
120 MGD) 
..£> 
215

One-sided loss function 
CD «o 
O 
h4 
QFL (th, acre-ft.) 
I 
109 • 
One-sided loss function 
u 
o 
I 
I 
• • 
to 
STG (tlu acre-ft.) 
Figure G-ll Scatter Plot of Optimal Releases at Different 
Levels of Inflow and Storage in June 
(Target « 120 MGD) 
1 
f 
t 
too • 
I One-sided loss function 
to «• 
I 
O
:
| 
t 
| 
I :*•* 
20 «0 69 «0
SUM1 (th,
 100 120
 acre-ft.) 
 H d 1^ 9 
Figure G-12: Scatter Plot of Optimal Releases at Different 
Levels of (Inflow + Storage) in June 
(Target « 120 MGD) 
217

One-sided loss function 
0
• • • • 
 • 
M-l 
u 
o 
! 
'
it • 
it • 
1 t >
QFL (th.
 One-sided loss function 
• 
 acre-ft.) 
• * 
# • 
•
•
 • •
 •
 • 
 • • 
t 
STG (th. acre-ft.) 
Figure G-13: Scatter Plot of Optimal Releases at Different

Inflows and Storage Levels in October

(Target - 120 MGD)

One-sided loss function 
•P
I 
U 
 It 
a . 
Figure Gr-14:
SUM1 (th. acre-ft.) 
 Scatter Plot of Optimal Releases at
Different levels of (inflow + storage)
in October (Target - 120 MGD) 
 K* 
 co 
APPENDIX H 
Optimal Monthly Release Policies Derived Using 
the Dynamic Programming-Regression Approach 
219

220

Table H-l. Simple and complete regression policies for two-sided quadratic

loss function: all target levels.

JANUARY	 R2

Linear Model Ml

1.	 REL « 2.363251 + G.51776O(QFL) 0.774

(0.0235)

2. REL » 2.363251 + 0.517760(QFL)	 0.774

(0.0235)

Non^Linear Model M2 
1, REL - 8.474838 + 0.00306614(SUM2) 0.908 
(0.00008174) 
2. REL « 8.474838 + 0.00306614(SUM2)	 0.908 
(0.00008174) 
Non-Linear Model M3

1.	 REL « 11.019042 + O.O159OO(CRP) 0.131

(0.003434)

FEBRUARY

Linear Model Ml

1.	 REL « 7-513597 + 0.247908(QFL1) 0.565

(0.0183)

2. REL - 1.866474 + O.32O353(QFL) + 0.195811(QFL1) -	 0.715

(0.0373) (0.0160)

Non-Linear Model M2

1.	 REL - 9.445002 + 0.00002913(SUM3) 0.592

(0.00000203)

2. REL - 9.445002 + 0.00002913(SUM3)	 0.592

(0.00000203)

Non-Linear Model M3

1.	 REL - 8.209219 + 0.011621(CRP) 0.489

(0.000998)
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Table H-l. (continued)

MARCH R2

Linear Model Ml

.1. REL-8.849095 + 0.208995(QFL2) 0*514

(0.0171)

2.	 REL- 2.631556 + O.29O600(QFL) + 0.170956(QFL2) 0.805

(0.0200) (0.0111)

Non-Linear Model M2 
1.	 REL - 7.960883 + 0.00002756(SUM3) 0.707 
(0.00000149) 
2. REL - 11.343297 - 0.00273345(SUK2) + 0.00005272(SUM3)	 0,737

(0.00068096) (0.00000643)

Non-Linear Model M3

1.	 REL- 6.655599 + 0.011066(CRP) 0.503

(0.00092)

APRIL

Linear Model Ml

1.	 REL• 5.364113 + 0.307617(QFL1) 0.521

(0.0247)

2. REL - 2.095789 + 0.16723KQFL) +0.195267(QFL1) + 0.110411 (QFL3) 0.794 
(0.0238) (0.0193) (0.0094) 
Non-Linear Model M2 
1.	 REL « 5.894655 + 0.00002640(SUM3) 0.699 
(0.00000145) 
2. REL - 13.580951 - 0.00605630(SUM2) + 0.00008582(SUM3)	 0.811

(0.00066232) (0.00000660)

Non-Linear Model M3

1.	 REL - 4.726368 + 0.010552(CRP) 0.623

(0.00069)
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Table H-l. (continued)

MAY R2

Linear Model Ml

1.	 REL » 6.343307 + 0.463377(QFL) 0,698

(0*0256)

2. REL « 4.258403 + 0.463322(QFL) + 0.085371(QFL2)

(0.0233)

Non-Linear Model M2

1.	 REL * 5.677940 + 0.00002619(SUM3)

(0.00000289)

2.	 REL » 17.195966 - 0.01096047(SUM2)
(0.00163233)
Non-Linear Model M3

1. REL - 8.245084 + 0.007059(CRP)

 (0.0156)

0,366

+ 0.00014801 (SUM3) 0,519 
(0.00001832) 
JUNE

Linear Model Ml

1.	 REL • 5*930544 + 0.440285(QFL) 0.767

(0.0204)

2. REL - 5.930544 + 0.440285(QFL)	 0,767 
(0.0204) 
Non-Linear Model M2

1.	 REL « 5.091870 + 0.00002595(SUM3) 0,759

(0.00000123)

2.	 REL - 11.038802 - 0.00410801(SUM2) + 0.00006402(SUM3) 0.839 
(0,00049228 (0.00000467) 
Non-Linear Model M3

1.	 REL • 5.595545 + 0.010550(CRP) 0,635

(0.000671)

 0.751 
 0.165 
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Table H-l. (continued)

JULY

Linear Model Ml

1.	 REL « 7.497293 + 0.504763(QFL) 0.621

(0.0331)

2.	 REL - 6.759820 + 0.321734(QFL) + 0.159839(QFL2) 0,715

(0.0394) (0.0235)

Non-Linear Model M2

1.	 REL - 6.792351 + 0.00002053(SUM3) 0.509

(0.00000169)

2.	 REL - -21.068415 + 1.833367(SUM1) - 0.03650652(SUM2)

(0.3692) (0.00628379)

+ O.000244O7(SUM3)	 0,698

(0.00003404)

Non-Linear Model M3

1.	 REL « 7.663314 + 0.009780(CRP) 0.678

(0.000566)

AUGUST

Linear Model Ml

1.	 REL • 8.508290 + O.28295(QFL1) 0.410

(0.0285)

2. REL - 8.094701 + 0.180349(QFL1) + 0.089641(QFL3)	 0.472

(0.0370) (0.0220)

Non-Linear Model M2

1.	 REL - 8.292623 + 0.00001590(SUM3) 0.347

(0.00000183)

2.	 REL - -15.402012 + 1.676765(SUM1) - 0,03632759(SUM2)

(0.2691) (0.00533223)

+ 0.00025926(SUM3)	 0.550

(0.00003356)

Non-Linear Model M3

1.	 REL - 9.110315 + 0.008274(CRP) 0.487

(0.000712)
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table H-l. (continued)

SEPTEMBER

Linear Model Ml

1.	 REL- 8.912192 + 0.156941(QFL2) 0,189

(0.0273)

2. REL » 8.912192 + 0.156941(QFL2)	 0,189 
(0.0273) 
Non-Linear Model M2 
1.	 REL • 8.145286 + 0,045487(SUM1) 0,056 
(0.0157) 
2. REL * 8.145286 + 0.045487(SUM1)	 0,056 
(0.0157) 
Non-Linear Model M3 
1.	 REL - 9.505160 + 0.006937(CRP) 0.055 
(0.002405) 
OCTOBER

Linear Model Ml

!• REL« 9.09530 + 0.163829(QFL3) 0.206

(0.0270)

2.	 REL - 8.654200 + 0.548497(QFL) + 0.170124(QFL3) 0.242 
(0.2105) (0.0266) 
Non-Linear Model M2 
1.	 REL - 9.566241 + 0.017752(SUM1) 0.008 
(0.0168) 
2. REL - 6,814360 + 0.229103(SUM1) - 0.00352702(SUM2)	 Q.040 
(0.0984) (0.00161837) 
Non-Linear Model M3 
1.	 REL - 9.677042 + 0.021587 (CRP) 0.028 
(0.010666) 
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Table H-l.(continued)

NOVEMBER

Linear Model Ml

1.	 REL « 8.098793 + 0,481882(QFL) 0.496

(0.0408)

2.	 REL » 7.355139 + 0.465331(QFL) + 0.317055(QFL4) 0.595

(0.0368) (0.0234)

Non-Linear Model M2

1.	 REL - 10.247650 - 0.00000716(SUM3) 0.003

(0,00001040)

2.	 REL « 5.874432 + 0,393945(SUM1) - 0.00773911(SUM2) 0.068

(0.1235) (0.00241446)

Non-Linear Model M3

1.	 REL - 9.454924 + O.Q11843(CRP) 0.049

(0.004372)

DECEMBER

Linear Model Ml

1.	 REL - 5.497170 + Q.59$104(QFL) Q.792

(0.0256)

2.	 REL « 5.497170 + 0.595104(QFL) Q.792

(0.0256)

Non-Linear Model M2

1.	 REL « 7.979547 + 0.00581901 (SUM2) 0.636

(0.00036921)

2. REL - 7.979547 + 0.00581901 (SUM2)	 0,636 
(0.00036921) 
Non-Linear Model M3 
1.	 REL « 11.539973 + 0.009897(CRP) 0.011 
(0.007740) 
Numbers in parentheses represent the standard error associated with the

regression coefficients.
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Table H~2. Simple and Complete Regression P o l i c i e s for One-Sided Quadratic Loss 
Function: 75 MGD. Target 
JANUARY 
Linear Model Ml |  £ 
1 .	 REL - -3.422078 + 0.805268(QFL) 0*839 
(0.0296) 
2 . REL - -3.422078 + 0.805268(QFL)	 0.839 
(0.0296) 
Non-Linear Model M2 
1 .	 REL * 2.714038 + 0.00293737(SUM2) 0.945 
(0.0000593) 
2 . REL - 2.714038 + 0.00.293737(SUM2)	 0.945 
(0.0000593) 
Non-Linear Model M3

1.	 REL * 1.350107 + 0.0i5894(CRP) 0.947

(0.000317)

FEBRUARY 
L inea r Model Ml 
1 . REL « -2 .253630 +	 0.751493(QFL) 0.574 
(0.0543) 
2.	 REL - -12.184527 + 0.642622(QFL) + O.3O17O7(STG) 0.755 
(0.0427) (0.0296) 
Non-Linear Model M2

1.	 REL - 2.434284 + 0.00003395(SUM3) 0.939

(0.00000073)

2 . REL - 2.434284 + 0.00003395(SUM3)	 0.939 
(0.00000073) 
Non-Linear Model M3 
1 . REL —0.319151 + 0.015409 (CRP) 0.898 
0.000437) 
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Table H-2. (cont inued) 
MARCH 
Linear Model Ml 
1 . REL * - 2 . 5 8 8 7 9 2 +	 O.8925O9(QFL) 0.772 
(0.0407) 
2. REL » -17.868505 + 0.82089KQFL) + G.353249(STG)	 0.880 
(0.0303) (0.0314) 
Non-Linear Model H2 
1 . REL • -4.447540 +	 0.00407779(SUM2) 0.926 
(O.O00O97O) 
2 . REL - -4.447540 +	 0.00407779(SUM2) 0.926 
(0.0000970) 
Non-Linear Model M3

1.	 REL - -0.460003 + 0.016083(CRP) 0.957

(0.000288)

APRIL 
Linear Model ML 
1 .	 REL - -2.170014 + 0.979618(QFL) 0.844 
(0.0354) 
2 . REL — I S . 232745 +	 0.915497(QFL) + 0.325466(STG) 0.928 
(0.0246) (0.0253) 
Non-Linear Model M2

1.	 REL » -0.997323 + 0.00003552(SUM3) 0.954

(0.00000066)

2 . REL - -0.997323 +	 0.00003552(SUM3) 0.954 
(0.00000066) 
Non-Linear Model M3 
1 .	 REL «-0.619128 + 0.016515(CRP) 0.967 
(0.000257) 
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Table H~2. (cont inued) 
MAY 
Linear Model Ml 
1 .	 REL - 3 .226631 + 0.762783(QFL) 0.915 
(0*0195) 
2. REL - 3.226631 + 0.762783(QFL)	 Q.915 
(0.0195) 
Non-Linear Model M2 
1.	 REL - 0*696137 + 0.00003275(SUM3) 0.883 
(0.000001) 
2. REL • 0*696137 + 0.00003275(SUMS)	 0.883

(0.000001)

Non-Linear Model M3 
1.	 REL « 2.516191 + 0-014722(CRP) 0.943 
(0.000304) 
JUNE 
Linear Model Ml 
1 . REL - 1.416870 + 0.906205(QFL)	 0.923 
(0.0220) 
2. REL • 1.416870 + 0.906205(QFL)	 0.923 
(0.0220) 
Non-Linear ModelM2 
1. REL - 1.914207 + 0.00002927(SUM3)	 0.908 
(0.00000078) 
2. REL • 1.914207 + 0• 00002927(SUM3)	 0.908 
(0.00000078) 
Non-Linear Model M3 
1 .	 REL » 2.017478 + 0.015042(CRP) 0.954 
(0.000276) 
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Table H-2. (continued)

JULY

Linear Model MI 
1. BEL - 4.591349' + O.71OO13(QFL)	 0.825 
(0.0274) 
2. REL « 4.591349 + 0.710013(QFL)	 0.825 
(0.0274) 
Non-Linear Model M2 
1.	 REL - 1.655222 + 0.00002848(SUM3) 0.696 
(0.00000158) 
2. REL - 15-520785 -	 0.00998620(SUM2) + 0.00012686(SUM3) 0.945 
(0.00039619) (0.00000396) 
Non-Linear Model M3 
1.	 REL - 4.764758 + 0.011954(CRP) 0.853 
(0.000416) 
AUGUST

Linear Model Ml

1.	 REL - 6-276874 + 0.624624(QFL) 0.790

(0.0270)

2. REL - 6.276874 + 0.624624(QFL)	 0,790 
(0.0270) 
Non-Linear Model M2 
1.	 REL « 3.544357 + 0.00002430(SUM3) 0.636 
(0.00000154) 
2.	 REL • 12.765413 - 0.00745992(SUM2) + 0.0001009(SUM3) 0.927

(0.0003135) (0.00000329)

Hon-Linear Model M3 
1.	 REL - 6.326731 + 0.011060(CRP) 0.835 
(0.000412) 
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Table H-2. (continued) 
SEPTEMBER 
Linear Model Ml 
1. KEL - 7.288852 +	 0 .014318(QFLl) 0.061 
(0,0047) 
2. REL » 7.288852 + 0.014318(QFLl)	 0,061 
(0,0047) 
Non-Linear Model M2 
1. REL - 7-154631 +	 0.00000137(SUMS) 0.083 
(0.00000038) 
2. REL - 7.154631 + 0.00000137(SUMS)	 0.083 
(0.00000038) 
Non-Linear Model M3 
1.	 REL » 7.299834 + 0.000460(CRP) 0.028 
(0.000226) 
OCTOBER 
L i n e a r Model Ml 
1. REL - 7 . 2 4 1 6 6 5 +	 0 .006643(STG) 0.050 
(0.0024) 
2. REL - 7.241665 4- 0.006643(STG)	 0.Q50 
(0.0024) 
Non-Linear Model M2 
1.	 REL » 7.233419 + 0.006723(SUM1) 0.052 
(0.002410) 
2. REL - 7.233419 +	 0.006723(SUM1) 0.052 
(0.002410) 
Non-Linear Model M3 
1.	 REL - 7.485056 + 0.001011 (CRP) 0*013 
(O.C0O737) 
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Table H-2. (cont inued)	
 N0VHMi3ttR 
Linear Model HI 
1.	 RliL « 7.187989 + O.G53847(QFL) 0.177 
(0*0098) 
2. REL « 6.887654 +	 0.050836(QFL) + 0.009057(STG) 0.211

(0.0097) (0.0036)

Non-Linear Model M2

1. RJSL • 7.117811 +	 0.00000411(SUM3) 0.207 
(0.00000067) 
2. REL • 7.117811 +	 0.00000411(SUM3) Q.2O7

(0.00000067)

Non-Linear Model K3

1.	 REL - 7.200533 + 0.001425(CRP) 0.226

(0.000221)

DECEMBER

Linear Model Ml

1.	 REL » 1.744254 + 0.673905(QFL) 0.743

(0.0333)

2.	 REL • 1.744254 + 0.673905(QFL) 0.743

(0.0333)

Non-Linear Model M2

1.	 REL « 5.981962 + 0.00002309(SIJM3) 0.951

(0.00000044)

2.	 REL - 5.981962 + 0.00002309(SUM3) 0.951

(0.00000044)

Non-Linear Model M3 
1.	 REL « 3.694162 + 0.014104(CRP) 0.B90 
(0.000415) 
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Table H™»3. Simple and Complete Regression Policies for One-Sided Quadratic 
Loss Function: 100 MGD Target 
JANUARY

Linear Model Ml

1.	 REL • -i.932056 + O.681189(QFL) 0.721

(0.0356)

2. REL • -3.741529 + 0.511924(QFL) + 0.522398(QFLi)	 0.783

(0.0413) (0.0823)

Non-Linear Model M2

1.	 REL - 5.871937 + 0.00276234(SUM2) 0.955

(0.00005)

2. REL * 5.871937 +	 0.00276234(SUM2) 0.955 
(0.00005) 
Non-Linear Model M3

1.	 REL « 5.419197 + 0.015391(CRP) 0.927

(0.000363)

FEBRUARY 
L i n e a r Model Ml 
1.	 REL * 6 .338181 + 0.248235(QFL1) 0.527 
(0.0198) 
2. REL • 0.814748 +	 0. 267061(QFL) + 0.128497(QFL1) 4- 0.235504(QFL2) 0.722

(0*0389) (0.0204) (0.0405)

Non-Linear Model M2

1.	 REL = 5.758434 + 0.00002947 (SUM3) 0.913

(0.00000076)

2. REL - 5.758434 + 0-00002947(SUM3)	 0.913

(0.00000076)

Non-Linear Model M3

1.	 REL - 4.016018 + 0.012704(CRP) 0,849

(0.00045)
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Table H-3. (continued) 
MARCH

Linear Model Ml

1.	 REL« -1.008429 + O.686371(QFL) 0.579

(0.0492)

2. REL ~ -12.162808	 + 0.64009KQFL) + 0.328149(STG) 0.761 
(0.0375) (0.0317) 
Non-Linear Model M2

1.	 REL* 6.123628 + 0.00002681(SUM3) 0.927

(0,00000063)

2.	 REL- 6.123628 + 0.00002681(SUM3) 0.927

(0.00000063)

Non-Linear Model M3 
1.	 REL - 1.827556 + 0.014722(CRP) 0.924 
(0.00035) 
APRIL

Linear Model Ml

1.	 REL« -1.408316 + 0.833798(QFL) 0.701

(0.0458)

2. REL » -13.718943	 + 0.775105(QFL) + 0.293293(STG) 0.838

(0.0342) (0.0268)

Non-Linear Model M2 
1.	 REL - 3.286003 + 0.00003248(SUM3) 0.941 
(0.00000068) 
2. REL « 3.286003 +	 0.00003248(SUM3) 0.941 
(0.00000068) 
Non-Linear Model M3 
1.	 REL - 0.693003 + 0.015419(CRP) 0.936 
(0.00034) 
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Table H-3. (continued)

MAY

Linear Model Ml

1.	 REL - 6.445504 + 0.465933(QFL) 0.659

(0.0281)

2.	 REL • -1.211953 + 0.489652(QFL) + 0.144988(STG) 0.755

(0-0241) (0.0195)

Non-Linear Model M2

1.	 REL - 3.849741 + 0.00002797(SUMS) 0.797

(0.00000118)

2.	 REL - 12.707738 - 0.00658352(SUM2) + 0.0000923(SUM3) 0.929 
(0.00041) (0.000004) 
Non-Linear Model M3

1.	 REL - 5.087601 + 0.011814(CRP) 0.789

(0.00035)

JUNE

Linear Model Ml

1.	 REL « 2.564842 + 0. 834347 (QFL) 0.873

(0.0267)

2. RKL - 2.564842 +	 0.834347(QFL) 0,873 
(0.0267) 
Non-Linear Model M2 
1. REL « 4.335639 +	 0.00002716(SUM3) 0.919 
(0.00000068) 
2. REL - 4.335639 +	 0.00002716(SUM3) 0,919 
(0.00000068) 
Non-Linear Model M3

1.	 REL « 3.663343 + 0.014171(CRP) 0.937

(0.000308)
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Table H-3. (continued) 
•JULY

Linear Model Ml

1.	 REL - 6.375888 + O.634177(QFL) 0.768

(0.0292)

2. REL - 6.375888 +	 O.634177(QFL) 0.768

(0*0292)

Non-Linear Model M2

1.	 REL « 5.328408 + 0.00002328(SUM3) 0,656

(0.00000141)

2.	 REL - 14.227359 - 0.0O7527(SUM2) + 0.00010101 (SUM3) 0.893

(0.0004275) (0.00000449)

Non-Linear Model M3

1.	 REL - 6.745824 + O.O1O871(CRP) 0.820

(0-00043)

AUGUST

Linear Model Ml

1.	 REL - 8.211463 + 0.4S1441(QFL) 0.574

(0.0348)

2. REL - 8.211463 + 0.48144KQFL)	 0.574 
(0.0348) 
Non-Linear Model M2

1.	 REL - 6.668898 + 0.00002106(SUM3) 0.614

(0.0000014)

2.	 REL ~ -9.234424 + 1. 247091 (SUM1) - 0.027521 (SUM2) -f 0.00019926(SUM3) 0.908 
(0.1217) (0.00221) (0.00001241) 
Non-Linear Model M3

1.	 REL - 8.131475 + 0.010635(CRP) 0.780

(0.000474)
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Table H~3. (continued) 
SEPTEMBER

Linear Model Ml

1.	 REL- 7.950423 + 0.025391(STG) 0.100

(0.0064)

2.	 REL » 7.950423 + 0.02539l(STG) 0.100 
(0.0064) 
Non-Linear Model M2

1.	 REL- 7.807141 4- O.O27995(SUM1) 0.121

(0.0063)

2.	 REL - 7.807141 + O.O27995(SUM1) 0.121 
(0.0063) 
Non-Linear Model M3 
1.	 REL - 8.815095 + 0-002384(CRP) 0,043 
(0.000941) 
OCTOBER

Linear Model Ml

1.	 REL- 8.393049 + 0.028395(STG) 0.108

(0.0068)

2. REL « 8.393049 +	 0.028395(STG) 0.108 
(0.0068) 
Non-Linear Model M2 
1.	 REL - 8.327370 + 0.029775(SUMl) 0.117 
(0.0069) 
2.	 REL « 8,327370 + O.O29775(SUM1)
(0.0069) 
Non-Linear Model M3

1. REL» 9.065944 + 0.010367(CRP)	 0.057

 0.117 
237

Table H-3. (continued) NOVEMBER

Linear Model Ml

1.	 REL • 8.640208 + 0.095S83(QFL) 0.145

(0.0195)

2. REL * 8.039696 + 0.105909(QFL) + 0.024085(STG)	 0.220

(0.0189) (0.0065)

Non-Linear Model M2

1.	 REL « 8.233236 + 0.029565(SUMl) 0.119

(0.0068)

2. REL - 8.233236 + 0.029565(SUMl)	 0.119

(0.0068)

Non-Linear Model M3

1. REL - 8.738685 + 0.003328(CRP)	 0.142

DECEMBER

Linear Model Ml

1.	 REL ~ 5.408182 4- 0.423291 (QFL) 0.553

(0.0319)

2. REL - 5.408182 + O.423291(QFL)	 0.553

(0.0319)

Non-Linear Model M2

1.	 REL • 8.611039 + 0.00002216(SUM3) 0.967

(0.00000035)

2.	 REL « 8.611039 + 0.00002216(SUM3) 0.967

(0.00000035)

Non-Linear Model M3

1.	 REL - 6.992027 + 0.014529(CRP) 0.872

(0.00047)
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Table H-4. Simple aad Complete Regression Policies for One-Sided Quadratic

Loss-Function: 120-MGD Target

JANUARY

Linear Model Ml

1.	 REL - -1.088610 + 0.650983(QFL) 0*689

(0.0367)

2. REL « -2.899127 +	 0.481621 (QFL) + 0.522700(QFLl) 0,754 
(0.0429) (0.0856) 
Non-Linear Model M2

1.	 REL - 7.318042 + 0.002740(SUM2) 0.966

(0.000043)

2. REL « 7.318042 + 0.002740(SUM2)	 0.966

(0.000043)

Non-Linear Model M3 
1.	 REL * 7.567831 + 0.015557(CRP) 0.946 
(0.000310) 
FEBRUARY

Linear 'Model Ml

1.	 REL « 6.188818 + 0.228083(QFL1) 0.595

(0.0158)

2. REL - 1.946024 + 0.194856(QFL) + 0.12O82O(QFL1) + 0.233244(QFL2) 0.783

(0.0297) (0.0156) (0.0309)

Non-Linear Model M2

1.	 REL « 6.857322 + 0.0.0002789(SUM3) 0*890

(0.00000082)

2. REL « 10.064991 - 0.003318(SUM2) + 0.00005852(SUM3)
 0.948

(0.000267) (0.00000252)

Non-Linear Model M3 
1. REL - 5.526906 +	 0.011423(CRP) 0.776 
(0.000515)
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Table H-4. (continued)

MARCH

Linear Model Mi

1. RKL - -0.111666 + 0.611772(QFL)
 0.531

(0.0432)

2. REL - -9.928625 + 0.580123(QFL) + O.318793(STG)	 0.722

(0.0374) (0.0325)

Non-Linear Model M2

1.	 REL - 7-002913 + 0,00002578(SUM3) 0.926

(0.00000061)

2. REL - 7.002913 + 0.00002578(SUM3)	 0.926

(0.00000061)

Non-Linear Model M3

1.	 REL » 3.040460 + 0.014145(CRP) 0.904

(0.000386)

APRIL

Linear Model Ml

1.	 REL « 0.204264 + 0-720240(QFL) 0.600

(0.0493)

2. REL - -12.276322 + 0.681662(QFL) + 0.300613(STG).	 0.773

(0.0375) (0.0291)

Non-Linear Model M2

1.	 REL - 4.112362 + 0.00003122(SUM3) 0.930

(0.00000072)

2. REL » 4.112362 4- 0.00003122(SUM3)	 0.930

(0.00000072)

Non-Linear Model M3

1. REL - 1.316309 + 0.014801(CRP)
 0.905

(0.000403)
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Table H-4. (continued) 
Linear Model Ml 
1.	 REL - 7-273912 + 0.383093(QFL) 0.566 
(0.0281) 
2.	 REL « -1.046410 + 0.430359(QFL) + 0.159478(STG) 0.720 
(0.0233) (0.0181) 
Non-Linear Model M2

1.	 REL - 4,860521 -f 0.00002662(SUM3) 0.780

(0.00000119)

2. REL - 13.002950 -0.006385(SUM2) + 0.00009064(SUM3)	 0.911 
(0.000442) (0.0000045) 
Non-Linear Model M3 
1.	 REL • 5.888491 + 0.010923(CRP) 0*707 
(0.000590) 
JUNE 
Linear Model Ml 
1.	 REL - 2.958939 + 0.771181(QFL) 0.824 
(0.0299) 
2, REL * 2.958939 + 0.771181 (QFL) 0.824

(0.0299)

Non-Linear Model M2 
1. REL - 4.929130 +	 0.00002632(SUM3) 0.916 
(0.00000067) 
2. REL » 4.929130 + 0.00002632(SUM3)	 0.916

(0.00000067)

Non-Linear Model M3

1.	 REL « 4.031915 + 0.013642(CRP) 0.907

(0.000366)
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Table H-4. (continued)	 JULY 
Linear Model Ml 
1. KKL - 6.965086 + 0.610118(QFL)	 0.709 
(0.0328) 
2.	 REL - 6.413782 + 0.473293(QFL) + 0.119489(QFL2) 0.750

(0.0417) (0.0248)

Non-Linear Model M2

1.	 REL » 6.167874 + 0.00002314(SUM3) 0.644

(0.00000144)

2.	 REL - -23.748743 + 2.028723(SUMl) - 0.040804 (SUM2) + 0.00027208(SUM3) 0.879

(0.2665) (0.004502) (0.00002409)

Non-Linear Model M3 
1.	 REL - 8.707438 + 0.0101844(CRP) 0.737 
(0.000544) 
AUGUST

Linear Model Ml

1.	 REL « 8.752117 + 0.481717(QFL) 0.528

(0.0382)

2. REL « 5.982533 + 0.466619(QFL) -f 0.064412(STG)	 0>574

Non-Linear Model M2

!• REL * 7.423871 + 0.0000219(SUM3) 0.603

(0.00000149)

2.	 REL * -8.360040 + 1.198246(SUM1) - 0.026154(SUM2) + 0.00018967(SUM3) 0.822

(0.1729) (0.003159) (0.000018)

Non-Linear Model M3 
1.	 REL - 8.707438 + 0.010844(CRP) 0.737 
(0.000544) 
242 
Table H-4. (cont inued) 
SEPTEMBER 
Linear Model Ml 
1.	 REL *• 8.934620 + 0.091923(QFL2) 0.135 
(0.0195) 
2.	 REL- 8.934620 + 0.091923(QFL2) 0.135

(0.0195)

Non-Linear Model M2 
1.	 REL « 8.144735 + 0.035144(SUMl) 0.073 
(0.0105) 
2.	 REL - 8.144735 + 0.035144(SUMl) 0.073

(0.0105)

Non-Linear Model M3

1.	 REL« 9.223543 + 0.005112(CRP) 0.067

(0.001602)

OCTOBER

Linear Model Ml

1. REL - 9.282482 4- 0.095262(QFL3)	 0.141

2.	 REL » 9.282482 + 0.095262(QFL3) 0.141

(0.0197)

Non-Linear Model M2 
1.	 REL « 9.091869 + 0.025838(SUMl) 0.035 
(0.011346) 
2.	 REL « 9.091869 + 0.025838(SUMl) 0.035

(0.011346)

Non-Linear Model M3 
1.	 REL • 9.519953 + 0.017140(CRP) 0.048 
(0.006408) 
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Table H-4. (continued) NOVEMBER 
L i n e a r Model Ml 
1 .	 REL « 8 .785439 + 0 - 1 9 9 5 5 1 (QFL) 0.244 
(0.0295) 
2.	 REL - 8.321816 4- 0.189233CQFL) + 0.085446(QFL4) 0.355

(0.0274) (0.0174)

Non-Linear Model M2 
1.	 REL * 9.041920 + 0.024619(SUM1) 0.027 
(0.012300) 
2. REL - 9.041920 +	 0.024619(SUMl) 0.027 
(0.012300) 
Non-Linear Model M3 
U REL - 9.138546 + 0.007047(CRP) 0.143 
(0.001448) 
DECEMBER

Linear Model Ml

1.	 REL « 6.730518 + 0.346617(QFL) 0.496

(0.0293)

2.	 REL - 6.730518 + 0.346617 (QFL) 0.496 
(0.0293) 
Non-Linear Model M2

1.	 REL« 9.4837-86 + 0.000023O5(SUM3) 0.932

(0.00000052)

2. REL - 9.483786 +	 0.00002305(SUM3) 0.932 
(0.00000052) 
Non-Linear Model M3

1.	 REL - 8.317418 + 0.015899(CRP) 0.834

(0.000595)

APPENDIX I

Computer Programs
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Description of Computer Programs: The computer programs listed in

this Appendix are written in FORTRAN-IV Language and require a

FORTRAN-IV compiler, A source deck may be obtained from the Depart­

ment of Civil Engineering, The Ohio State University. The following

table summarizes relevant information, when the programs are com­

piled and executed on an IBM 370/168 computer series.

Table 1-1: Computer Requirements

Computer 
Program 
Description 
Storage* 
Required 
(Bytes) 
CPU 
Time 
(seconds) 
Total Cost 
per Run 
(dollars) 
1. Dynamic
Program 
650 K 35 10.00 
2. Simulation 
of Reservoir 
Operation 
250 K 15 5.03 
*K represents 1000 bytes. 
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Solution of Dynamic Programming Algorithm

// pAkM.GJ-• LtifMAPtNOPtStPRi;;T,

« S Y S I M D-> *

CL)<MON *< L O O O I f N S

IFL=16 
C INPUT THC MOMnLY INFLOWS cXP^ESSeO Pi Tr i . A C . F T , P E K W­
C THE I N F U w S A ^ £ rtC-ARRANw£O F 'V SOLVING A t>AC<wARO -r te 
C DYNAMIC PRUGf.A.^t A H I T C  H CUNSISTS OP ^0*5 STAUSS Op 5C 
C GENEftATEu r iFLOWS* 
w R I T E l 6 » 7 J l ) 
701 F 0 R « A T ( / / / 3 w X f f.GEUFRAT6U FLOWS IN TH* AC • FT  • / *T • f t t » X / / / )

NS=600

P t A J ( 9 f i F L J C wKCNT I t N T » i tr-4SI

OU ^0 J ^ l f N S

K - K - l

hK I F E(6
 v 75) ( K ( K ) » K = 1  f NS ) 
75 FORMAT ( lOXtSF 1 5 . V I O X f 6 F 1 5 « 4 )

CALL UYPG.4

STOP

ENO

SUlirlOuTlNc OYPG.H

CGWON K( 1CQC-) ,NS

OlMENSIO-i S{ 6 5 0 , 6 5  ) f X ( 6 5 ) t $TOGt rv = T« 65 )

l Q b J L ( 6 5 ) * x r ( 6 5 O ) t M ( 5 5 t l 2 ) y 650 I 
2VA* l 7 5  f i 5 ) f f ,O( 12) f X T K 12 ) t 
C R£AO I'IPUT PA^iAj.ETERS. 
f 90o) J )

06 FukJIATt 1215)

00 31 J * l t i 2

XTK JI=TT1

3L CONTINUE

DO ^t l I * l f N S

J a J - l

X T A K ( i ) = X T i ( J )

« X T A P I n * isi?. '<$> 
j\rHLY TARGrT K^L. IN T'-UAC.FT,. •/(

C SOLVE D.P* ySING oACKdA.-<0 RECURSSiHi^ STARTING W I T H THE LAST STAGE

C AS STAGc 1.

C SOLUTION AT STAGS l«

C ScT The ASSIGNED <>RIZ POINT STORAGE WHtTCH S3E ASSU^FO TO Pb THc

C SAU.£ F3K A L L STAGfcS.

C ScT Tint IMT IAL ST'jKGt LEVELS #*HEK5 AP^HOPR I AT<=.

OC 11 N*l fNS 
Sl^ l •2)=^•5 
247 
OG c »\=I»r%$ 
OG Z K * 3 » * l ' 
2 CUNTITJUC 
C SdT Trit END STORAGE LEVEL 
200 X«<)= SC'4tKJ • RIN) -SEND

IFf X(KUSE*G*O) GO TO 3

GO TO 200

3 If-CK.LT.<CIK

R£T(K)= tX(K

C COMPUTE ThE 3PUMAL A & L L A S E S ANJ RETURNS AT STAGE I

C STO^AGc INP'JT

3«<S»	 GO TO 4 
GO TO 200 
*	 00 5 I=KC>KS

OoJUI > = 1»J( I »

5 CGNTtniUE

C StLVE	 FOR TM*= Rt^AIMNG STAGES STARTING WITH STAGfc: i • 
N^2 
30C K=l

C SET The IJMITIAL VALUE OPTICAL »£TU«NS 3BJ(KJ TO A HIGH VALUE­

00 6

08J(

6 C

400 K

IF(SUM*OT*SMAX) GO T3 500 
IF (X(K) .Gc.0 .G) GG T3 7 
GO TO 400 
C COMPuTt THE RETURNS 3F THE FfcASIBLc 
T Su^4«(X(<)-XTARCrjn**2 
R£T(K)= SUM4 • GBJHKI) 
I f- (:< E r <K1 .LL.U^JIK) ) UrJ(K) =R£T(KI

IF(Kl .E^.KS) GO TO d

GO TO 450

8 If 1 S) GC TO 9

GO TO	 400

00 10

oajiu ) = j.Ut I)

10 CONTIN IUC

;0#'l ^1 GO TO 800

GO TO 300

500 Kl=KS

« K ) • H t N

248 
I F ( A U ) .GE.wtC) GC TO 550

Go TO 400

C CU^PUTE THE SETUPS Of- THC FEASIBLE

55D Sb'«5 = (X(<)

IF(RETIK) *LL. J53J< IO) X'JP^INtK)* X(

IMkC-Ttu) .LE.uSj <K M jButi^l =RfcT{< )

I F ( » , . L 0 . 2 * A U D . K U L 0 . K C » GO TO

I F ( i U . E m . l ) r,0 TO 575

GO TO

575 I F U . t O . K S ) ZiJ TO 576

GO TO 500 
576 IFlN.cJ-NS) GO TO 3GO

DO 69 K»ltKS

69 CUNTI.\Jc 
GO TO 300 
C TRACE TME OPTICAL PATn F3R A GlVc:4 Pi PUT. 
300 W K r r E ( 6 , 5 5 ) 
55 F O R M A T ! / / / I X t ' S T A G E * » I X t • S T A T C f • 2 O X • » O P T • K E L . - S T G . N • 95X» 
00 13 K=1,KS 
T6=oBJ(K)

T7=u3Ji«<>

Mf( i' r E ( 3 t 5 1 ) .N t K t T 5 t T6 « r 7

51 F G R * i A T { / 2 I 5 , 2 G X t 2 F 1 5 ^ t t 2 
13 CONTI.NUc 
^fSTA<6001 = K 
C OcTERMNE THE E.V.) OPTIMAL STOA^bS AT PERXOO 4!.

850 ST=S(.itKI «- .^(^l

860

IF(DlFF.Lr.O.OOOOi) GO TO 370

GO TO 360

873 5T = S(r

TO 680

GO TO 853

860 XUJ* ST»RC-«>-SENO

C WKXTE TH6 OPTIMAL STO K A G E S ANO H E L E A S E S .

70

1*OPTIMAL >TC;qAG£f t l C X t f S T A T c V / >
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Y = S X JVJI ( II 1

M*NiTA ( il 3

60	 FLfMAT { / 5 A , I 5 f - L 5 . 4 » l 5 X , F 1 5 . ^ , l 5 X f r i S  # 2OX 
99	 CUNT 1-4 
Do 50 1*1 »50

H S ^ T < I} = "J

Do  50 J - l t U

IF<XT< \ l ) . L T . X T A P < N i M NSHTC I ) = . \ S H T C D 
Q t I , J J = R(

Z i l I t J )=X T 1 fvi i )

Y i{ I f J ? =S

50	 CGNTIN UE 
CO o2 J = l f l 2

SUMo=0 . 0

63 < ; /	 3 0 X » * M U N T H I S * • 1 5 1 
7 1O f *3 r ) 
67 F I^.AT ( / / / l 0 X t  f Y c A P . » t 3 0 X t » t N F f l r t < f f l O XlOX i f * UPT •Rf L6ASc f 
00 d* 1 = 1

Tl»g!£

T 2 = Z l ( If J )

T3=  Y l ( I » <j )

WRITE! 6 166 ) I • T1» T£ t T 3

66	 Fii^^AT ( / I j X f I 5 f ^ 0 X f 3 F 1 5 » 4 | 
SUHo=S U JS *•  Y K I » J > 
S y M 7 s S U >' 7 ^ Y X ( I , J ) 
A v S T - ( $U" 
W R I T E ( 6 , 9 > I A V S T 
95 F O R M A T ( / / l C X t • A V « S T G < U 5 S FOR THIS MUNTH I S • t P I S . 4 / /  ) 
52 CCNTlNJc 
T S T A V - ( S J ' .7 /6CCJ 
w R I T £ ( 6 f 9 3 I T S T A V 
93 Fa?y.Ar ( / /10Af f TLiTAL A V ^ S T O ^ A G C 07£? THE S.NTIRC t>0 
77	 FOR.yATC//30Xf • N O . S H J « ? T A C ? S IN A YfcA R • / / < 20 < » 10 I 5  ) ) 
00 <iO*t J = i t l 2

GP=GP*l

o j o03 i - i t ^ e

U = 5 0 - I

VAR( . I t I J = Z l ( I 2 f  J )

V A ? l I v 2 ) s w ( I 2 f J }

VARt  I f 3 l « f H U » J )

IFOUL6.01 
I F ( M . L E . O ) 1 2 = 1 2 - 1 
VAR(If 
250 
12=30-1 
IFl .ULE.CI U = I 2 - l

IFfrt.LT.31 *=

IF(H.d^.O) S

VAfUIvd)= Ct

. L £ . 0 ) 1 2 = 1 2 - 1 
T.*») ' = d*J

I F 1 M . L 3 . 3 ) rt«12

VAR( I t 1 U =QC I 2 » r t l

VARt I t 11) = Y l C T 2 t : i )

1 2 = 3 0 - 1

M = J -S

I F I M . L F . O I 1 2 = 1 2 - 1

V A R C I t l 3 ) = Y i ( 1 2 , « ) 
8C3 ccnrrMUE

812 WRIT5(6 f a i3 )J

813 FORMAT(/3wXt#MONTH I 3••I5//6X»•RcL.••l^tfIDFLOW••IX 9 fSrG*AGc•t

liSXt • INFLuWS ANJ iTj5AGi£S FROM LAG1 TO LAGS'

DO 62i I=lf^3

rfRITE(bte22) < V A R < I t K ) t K « l t l 3 ) t G P

822 FGRMAT(5X

S75 FUR.SAT ( 1 4 F 1 3 . 5 )

821 CCNTIuJc

8G r^ CONTIMUc

303 F = l

G=2 
RETORK 
S.\O 
/ /GO.SVSI i DO * 
5i .L833 25*730^ 2.163 75.0 0,50 *>? 
3 1 23 3 1 3 0 J l 3 0 31 3 1 3 0 11 30 
/ / G C * F T G 9 F 0 u i OU uSN = t>HS50D .3riASKA» * DAT AT 0 I $ P * S n 9 
/ / G Q . F T 0 3F0C1 DO JSN*uHS5uO . 0 U . \ L 6 . D A T A t OT S°= (.\Cw tC ATLO I 
15 
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Simulation Program for Reservoir Operation

DIMENSION 0 T ( 2 0 O 0 ) • * «=L i 2 00 « 12 ) • STG( 2 0 0 11 2 )«;«D ( 12 ) • ' S *T ( 1 2) « 
l S t T A < i ? » 1 2 ) » " ^ J ( 2 C » i 2 ) » X T A ' : ) ( 1 2 ) t ^ k F L ( 2 0 C » l ? ) t K - : : L ( i i ' > j * 1 2 ) f 
2P S H T ( i 2 ) * V$nT( 12 )9 UP P i 1 2 ) » 0 K £ L M < 2C» 12 ) ? i ) ' ; r * l 2 0 » 1 ? ) tuSTGC 2 ^ » 1 2 ) « 
3AGRELMI 1 2 ) » A Q * F M { i"2 ) •AOSTOf 1?) t A7N3 T( 2 0 » 1 2 ) t A *k t L ( 1 c ) » A(< SMX ( 12 ) t 
*A,NSMN( 12 ) f ' / . ^ a ( i-:) t V . \ S - ^ ( 1 2 ) tVr,!<>^".M 12 ) » \ f . = L ( 2 0 f :«:) t . S ^ A (c'Ot 1 2 ) « 
S \3 ' / , ' ; t2 0 » l i ) tUH? 1 ( 1 2 ) t - . P ? 2 ( 1 2 ) t U P ^ 3 ( 1 2 ) t A V C H j ( 1 2 ) • T- c f ( 2u ) t J L T ( \ t\ 
6SLT( 12 ) » F k E c ( 12 ) 
SEAL L ? * ( i 2 ) » L - " 1 * H 1 2 ) f L j < ' ^ ( 1 2 ) * L 2 w 3 ( 1 2 > 
O c f f I N c F l L c 9 ( 6 0 * 6 3 ~ t U » l c L S 
C KEAD I •< THE ltii-luh Sc-JE.%wCc» 
C DATA I S kcAH OfF A DISC FOK T H I S S I ^ U L A T I O \ . 
C THREE GENfPATcD F L O « SE^uaNCES uF 50 YFAP.S «JUk\TICM 
TFL=1 
C SET Ir,DcX = O CQ9 O . P . M J O S L OLRIVED FROM 
C SET T40SX c'3JAL»l FO?. STANOARD OPERATING PuLiCY. 
C SET lN0ex=2 FUR REVISED D.P#PCLICY. 
903 F u R . S A T ( / / / 3 t X t •SIMULATION OF HOOVER R6SE»VOIR MC;NTHLY 
C ftEAO I N C 3 t - F I C I E N T S tQR T H  = RELEASE P O L I C Y . 
C WHERE TH£ V A * U P L 6 : > APE LESS THAN 7 SET T H  £ .MISSING 
* ' R I T E C 6 t ?) 
9 F 0 R - 1 A T ( / / / 3 0 X , l C 0 f c F F l 0 l £ N T S OF N/AftlABLES p i ThE ? = L £ A ^ E 
0 0 6 J = l t l 2 
7 Fu-MAT(7F10*C>

W K l T £ ( 6 t 3 ) J t ( B £ T A { j t K ) » K = l , 7 )

H F G R * A T ( / L G X f I 5 » 3 X t 7 F l 5 . 6 !

C KEAD r.. Trie TARGET FUR EACH y.ONTh A*iO COYPjTc rH£ *-i±'"T*»?:<> PJ 
C EACH MJNTH 
R£AD(5*25) (^'0( J )  f J = l f l 2 ) tXPT 
25 Fo^.(^T( L 2 X 5 f F 1 0 . 0 I 
C READ l\ TH<= S X P E C T E U VALUES OF RELEASES FOR REVIScO 3*P«^L 
F O R M A T ( 6 P 1 0 . 0 / 6 F 1 0 * 0 ) 
W R T T r ( 6 t 1 4 5 1 ) < E K £ L < J ) t J = l » 1 2 ) 
F G * . < A T C / / / 3 v . X f  f fcXPECTc0 RELEASES FOR R E V I S r O U«f>  . r 3 L I L Y ' 7 / / / l w v • 
1 1 2 F 1 C . 6 ) 
C P tAO ANr L I ^ E K C O U M O S SdT O N T H C INDEPENDENT V A K I A ^ L E S . 
R = AD( 5 * 1 0 3 2 ) ( S L T ( J ) t J - U 1 2 3

1 0 0 2 F C - » M A T C i 2 F 5 . 0 )

W R I T E < 6 f 9 G l ) L K E C

9 0 1 F O ^ ^ A T f / Z Z / ' t O X t ^ O c T A I L S OF S I M U L A T I O N ,NU JbEK f t 5x 1 1 5 / / / / )

902 FG»*1AT<///^0Xf 'fcACH SIMULATION USES l*>0,0 YCAKS OF

I D A T A V / / / )

IF(r;OEX.:«C.l) 00 TO 1030

107C FG3v«AT«///4.jXt f S IMULATION OF THE STANUAKO

X F ( I . \ U E A « ; . € « 2 I UO TU 10V0

WRITE(6*U00>
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1100 FG^AT(/ / / /<r?X* •SIMULATION OF RdVlScO 3 , P .PliL IC Y • / / / / / > 
1C90 G=l 
c CONVERT THC :\F-»JT INFLOW SC 
C
DU 5 I = lf«YK 
DC 3 J * i t l 2 
Kl = 5l*-1 
QFLI I t J | s . J U  I ) 
5 CCiTP.J£ 
 SET THC INITIAL CONOITIOfiiS. 
DJ **
DO 4
 I = U 
 J « l t l  2 
STC<I»J>=O.C 
^ CC\TI'4Ufc 
C COfiVE^r TNt TAriGcT PRO* WGO. TO TH,AC.FT#/hONTH 
DO 30 J - l t U 
30 CO'-iTXNUE 
INPUT TH6 R £ L E A S £ MOOEL 
LRECtJ)=0 
NS^XfL?£CtJ ) -0 
CG 10 I = 2»NYf 
00 16 J = i f 1 2 
I 1 = 1-1 
Ji = 12 
I F C K 1 . L E . 0 ) 1 3 = 1 - 1 
ItJ)^STG(ItJ)

It JI*STG( It J)

It J)OSTu(I tJ!

if J > * * 2

ItJ)**2

IF<I\J=X.cQ.l) GO TQ 1060

IF( rrjEx.bQ.2) uO TO 1350

REL(ItJ)=^TA( J«1)+£*ETAC J • 2 I *wS?* BET At J » 3 J

GO TO 1050

CALL STA.NJPC If JtLKECt'OFLtSTGfRcLt SM AXt $M iNtXTA-. »*JS^Xt dET A)

GO TO 1050

1350 CALL ,*EVDPM • J t LR£C» 3FL t STGt^cL t SMAX* 5MI N»Erv 
1050 P k c L C I f J ) = R E L ( I t J ) 
I F C R E L d t J I . L T . O . C t NR EL < L°,EC t J ) = N*£L< LKHCt J ) • ! 
(ItJ)»LT«O#G) RtLC ItJ»=0«0

C COMPUTE TH£ £»,«.j STu^AGL A*IU WAKE ADJUSTMENTS ^OR NEGATIVE PHtOICTEU

C KELEAScS OK S T J P A G E FALLING OUT 0* THc PkESCkTbEO

253 
S T G C I ^ f J ? ) r S T o t I f J ) • Q f - L t l f J ) - P k L I I t J I 
I F ( S T 0 ( 12 , ) « L T . j M I N ) 00 TO 2C0 
I F C S T G * 1 2 , J :^ ) « G T » ^ ^ AX) ^Q TO 300 
GCJ	 ro i 3 
200	 NS**.'«< L:< LC f J ) = ,\$M*J< LK ?: C t J ) • 1

I F ( I • I j • 2 ) C*J )=C

STG( It • = $M I N

* E L < I , J ) = 5 F L ( I ? J ) - 3 T G ( I 2 « J 2 )

GO	 ro l 
300 r C f J) = u$MXC L 
S.^X{LRE C»J)=O S T G ( I 2 t J2) *S

R E L C I f J j = >» ( I f J ) •O F L I I » J ) - S T G ( I 2 f J 2 )

15	 I T * I - 1

Pl=PREL(I f J)

Rl=kEc< If J )

C i«0FK I » J )

Qi = QFL f 11» J i )

G3 = JFL( £  3 f K l )

Sl=STG( U J )

16	 CGMTI.VJt 
10	 CO^TI.'iU E 
c * * ITE ALL DATA ON UISC FCP. STATISTICAL ANALYSIS 
GP=O.C 
IF(LR£C • GT «1 ) GO TO 1205 
DO 1120 J = 1* 12 
00	 1125 I«3#NYR

13= 1

IF(K1*L£.0)13=1-1

IF(K1.!:J.0)K1 = 12

IF(K1.LT.0X1 = 11

IfJ)

fJ)

S1 = $TG( U J I

Jl)

1125 CONTI.-iUt

1120 CONTINUE

12C5 F=l

00 27 J=

00 2C I=3»NYR

ItJI

f J)

Jl-J-1

11=1

U.O) U*I-1

I t Jl
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II 
w^ » J J =SUV.</\YK2 
's, t L5:iC t J ) « SUMS/ NY R2

27 CO'jTI-VJfc

6C4 FOa,-',AT(//lQX» • 1 0 A t t N 0 . C F R £L£ ASEs><0« u • * IOX » • hC

iSTr,«ExCE6 O, QF '^  I N . STG •

DO 603 J=

Ct J )

N2= <JS

EC? J>

66 7 1 0 X f £ 5 f 2 0 X t I 5 f 2 O X t I 5 v 2 0 X f I 5 ) 
603 
C COMPUTE t.-*c S T A T I S T I C S Q:^  TH£ STOCHASTIC V A R I A c L c S I N 
C STORAGc A»:u 
805 FuR^ATC/ZiGXt^EAPfcCTED VALUES QF STOCHASTIC VAS I \tSl 6S V / / i O X t 
I I M N T M I I 2 0 X I «M = AN Rbl» '» 15Xf 9«EA*>{ I N F L O W • t 15X t • WEAN S T ^ K G . • / / / • 
DO 301 J = U I 2 
LRcCtJ) 
S02

801

31 F u ^ A T ( / / i C X f M U N T H L Y TA^oET R E L E A S L S I N T H # AC . F T • • / / / )

^ f t I T E < 6 , 3 2 ) C X T A R l J ) , J = l » I 2 )

32 FOR* AT ( IDXf 6 F 1 S . 6 / / I O X » 6 F l t 5 . 6 » 
C COMPUTE T - c ^ B J E c T l V c FUNCTION VALUE. 
C THE C ° i T E = I - ? i JSEO  C C R C O M P A R I V J . S O<= P O L I C I E S SUr JF SQUAP 
C DEVIATIONS 3F RELEASES FROM THc 
0 0 4 0 J * l , 1 2 
DO 
I t J J - X T A K ( J

It J ) - A T A * ( J)

J)| NSHTU) =,NSMT(J)

0&J«lKECfJ

40 CONTINUE

WRIT€(St50l

»20Xtf TOTAL R 6T ./MO.f t 2QX , • .

00 60 J-l»l2

T E ( S t 6 i ) j t o P f N i

61 FORMAT«lOXtl^t20XfcL5.4t3CXf 15)

63 CONTINUE

666 Fu^MATt//iCXf • TuTAL RfcTUfl.N IN ThE ENTIRE QPERAT IONf » iOX»cl 5.6/// 5
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C COMPUTE STATISTICS 01 * THE MONTHLY SHO*TAGFS. 
WKlTE(6f f4^9} 
409 Pi.^.<ATC// / 3-Xt • A V £ P M O £ N'T.Of SHLRTACES / Y £ 4 K I'J A  M G % T H f / / U . < t 
1 # S £ < - . . N 3 . • t l^X , •«QNTri t t 2OXV • A V . N U . O F SriP*TG#/YK . • / / / J 
DC 4 i J J = i t l 2

AV*iST(LK = ^ f j >«< l . w * \ S r i T < J J I / N

Al=AV«$T<L?cCt J)

4 1 1 FU?V.AT« l C X » I 5 t l O » f I > t - : O X « F i 5 « 6 l

4 1 0 CC*iTI-4-Jt

900 cu*irr«u£ 
WRITE(6,999J

999 F ^ 3 ^ A T ( / / / / / / 4 0 X t ' D V F R A L L STATISTICS FROM A L I GEN. SF '^UEN^

00 430 J = U 1 2

00 440 X«itN^£C

SU*i=VJttl • AV»»ST< I t J

$UM<2=$U^;>* !AVNST( It

440 CONTlNUc

= <SUV.2/NKEC1 > - ( (UREC/NRECl I * ( PSHT I J ) )

430 CCNTI;;Ut

C COMPUTc THc CONFIDENCE INTERVALS POR THE AV• Nb* Z

C USE TH£ CRITICAL VALUE FROM THc N O K M A L 01STRIbUTIO

93 FUS.^AT«//30At •.CONFID=:\CE INTERVAL ON THt Ay.NO.Cjr

1 IN A M O N T H V / i Q X t * M'JNTH» • 10x» "UP^ER 95% C # I * * 11CX,

2 C . I .  1 ! 15 <t ' / f ? A V »i5A» •VA.^ lA isCE i / / />

C THE C0:«F10cNC6 L IMITS ASti; CiBTAI-^E^ USING  M 1 
C WITH Tf,? C K I T I C A L V A L U C AT 15K LEVtL ANC W O . F . 
00 90 J = i , 1 2

UPPf J)*PSrtT( J) • .Z1*S^^TC VSHTC

LOWlJ)=PSnTt J) - i l *SU '»T (VSriT(

V i = ? S n T ( J )

W k I T £ I S t 9 1 ) J t U T # P T « V i t V 2

91 FCRr-.

90 C

873 FO=i^ATC// /30Xt • AVfcRAGcS JF EXPECTED VALoES OF T H C STCCHASTIC 
i V A : U A £ > L c 5 f / / / i 0 X t i > M f | T H t 120Xf • 4V. KELEASt f • ICXt # AV. I nrLQW f t 10Xt • AV . 
2ST0RAOE 1 / / ) 
DO $71 J = l t l 2 
DC 572 I» l f !«»6C 
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( 1 .O*NSM\( I tJ

f LG*i\3.<Xl I » J)

( U U * N 5  M N ( I tJ) 
I , J) 
372 Cu-iTI , •Jc 
ANS?sX< 
ANS*N( 
V:*RcL( 
Vf4SMX( 
VN$MN< 
A0STG( 
J ) =SUMA/^ INEV.

J ) =

J ) = S U M C / J \ R E C

J) = ( SLMtb/fMRcCi J - 11 ( N*\tC/'« R c C l ) * ( A NR?L<J ) )<

J ) = (SUMP/,%ikCCl ) - ( (NKHC /ri.HEC l ) * C A*JS-^A< J 1

J J = ( SUMF/NP.EC 1 ) - /f^ECD* C ANS^iNC J )

J ) 
l 0 X t I 5 t 2 C X f P i 5 . 6 f l w X f F L 5 « 6 t l 0 X t F l 5 « 6 l 
871 CONTIiUc 
C COMPUT- TVZ CONPIOENCE INTERVALS ON THE NUMBER OF VIOLATIONS 
C OF NESATlVt RELFASE «MA X • STORAGE Ar4D VIH. iTO^AGc fc*XCE£Ocr4C 6S . 
WKITE(6»7LO) 
710 FuRr ;Ar( / / /3OX»«CCr4FiOENCE INTERVAL ON VIOLATIONS OF P(JST .R E L . »4^ AX , 
00 709 J = l # 1 2

U P P l C J ) = A \ o - L

LOWICJ J-A--,RcL

UPP3(J JsANSMNU) • 2i*SQATC VnSSN( J ) /NR£C>

L0W3(J)sA.\ShNJ J l  - Z l

709 CCNTlNJc

95L F C ^ ' : A T < / / / 3 j X f * STATrSTlC^ ON AVERAGE PfcLtASE V H  L 4*T I G\S» • / / I 
712 FU5MAT(/ /1OX» •MoNfH* t lOXtMJPPER 9 5'^ > C« !  • • « 10X t • L0w?ft 
H 0 X » f M r A \ ? t
 f i S X » f VARIANCE " / / / >

00 982 J = l t l 2

# ^ I T E ( 6 , 7 i U J t U P P K J ) t L O w l l J I *ANREL(J) »Vf<Rct(J}

711 FOR. ' 1AT( lOXt I5 t4 t lOX f F l2«<> ) I

982 CONTI'NUc

r,'RITE(6f 933)

963 F3=>.r ' .ATi/ / /3CX, S T A T I S T I C S ON MAX. STGRAGt VlULATIDf.S • / / /  )

CO 9 8 * J = l » 1 2

W R ! T E ( 6 f 7 i l l J t U P P 2 ( J ) » L O W 2 < J ) » A N S M X C J ) t V N S M X ( J )

98-V CONTINUE

W R l T E ( 6 f 9 8 5 1

985 F 0 R M A T t / / / 3 0 X t S T A T I S T I C S ON MlN.STORAGc V tOLA T I O . M S • / / / I

W R l T r ( 6 t 7 1 2 )

DO 935 j a i t i - 2

WKlTE(«>f71l) JtUPP3( J) tL0w3( J) f ANS^NC J) ? VNSMNI J)

986 Cu'iTIuUE 
935 FC^-1AT(///3uXf'STATISTICS ON THE AVERAGc MONTHLY R1: T U K S S V / / 1 0 X t

lf MONTH* t2uXff RE

00 930 J*ltt2
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00 932 I = i 
932 CCMTI.iU£ 
AC-AVQ3J(j)

W K I T £ ( 6 t 933)J

933 F.J»«AT( ljX#Xl>

93C CQMTI,Ut

00 94L

SU'4Y = i>

COM rot 
W R I T c ( 6 t 3 0 3 ) 
3C8 PGV4AT C / / / 3 u X f •TOTAL AVcRAGE RETURN PER YfcAR* % 5X f F 15.S/// )

STOP

ENJ

SU3R0UTINE J T A N J P C I t J » l * 6 C • Q F L t S T G » K E L t S ^ A X t S M I N t X T A » f N S * X

O F L i 2 0 0 , 1 2 ) »STG(2CO f 12 ) t^feL(200 * U ) • X T A R C 12 I t 
)ff*c:TA( 1 2 * 1 2 ) 
C THIS P k 0 « * U M Cu%PUT?S K E L E A S C S USING ThE STANDARD Q P c ^ A T i N i POLICY 
I F C S U M . L ^ . ^ S ^ I GQ TC 50 
C CC^PUT*: ThE S P I L L . 
RETURN

50 IF<SUM«Lr.XTAR(JJI 00 TO 60

c RELEASE Tn= T A » ^  T AMOUNT, 
C I F RrV lSEJ u.i»« FROrt R E C E S S I O N I S USED T N E N SET KELEASt AS 
C PREOICTEu cY THE P O L I C Y . 
13 = 1

IF(Kl.Lc.u) 13=1-1

R6L(

THE ».cSc»VtfIP T I L L THc DEAD STORAGE

60 ° E L ( I t J ) s > U «

EttO 
SUiROUTI'ifc RFVDP( I «J t L«cC t QFLt S T^ «R t L t SV«AX t S M i Nt ER*: Lf u 
01 MC N i l UN Q F L ( 2 0 0 t i i J t S T G C 2 0 0 t l 2 ) fP. =L ( 200 112 > t ?K £i.« 121 
C THIS FROG/<A»; COMPUTES PELEASES USING REVISED 0#P. POLICY.

SUM.*STG< If J )  *

If-CSijy.LF.^S^.I ^0 TCS 50

C COMPUTE THr SPILL.

R£L( It J)

5? I F ( S U K # L T . E K F L ( J l ) GO TO 60

258 
C PELEASF THE TAP.GFT 
I t J J = E ? L L U 
C E^PTY THE » C S £ « V O I  » TILL FHC DEAO STORAGE LfcVEL. 
60 R c L ( I t J ) = S U " - S  V I N 
6 NO

3.47 4 637 45 O.OC306614

9»**5uO13* 0.00002913

11 •34-31967 -.002733450.000V5272

13.5B095U -.Q06-J563 0.30003^22

17.19 5965 5 -.0109 60470.00014b31

ll.C"3«8C17 -.0041 380 10. 000 J6402

-21.0664151.83336718-.036506520.000^4*07

-15.4 020 12 1.67676t>2 7-. 036327 590.00025926

3.1*5235690.G4543679

10.u67

10.121

7.979^*727 0.005-31901

•31 2d il 30 31 30 31 31 30 31 30 31 100.C

11 .53552161L .*94504 111 .i>7w523 10.162296 10.18**82 9«5*^J5<I

9.7969*6 9.93OiO5 9.3*32306 10.06 725**1 0. 1 7:> 5C9711 *6l 536*3

3t»5.0*40.0473.0*56.0315.0325.0193.073.0 0.0 0.0 0.0 c4*t.C

30.0 37.0 *5.0
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