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Abstract
Una imagen muy generalizada a la hora de entender el software de com-
putador es la que lo representa como una “caja negra”: no importa realmente
saber que´ partes lo componen internamente, sino que´ resultados se obtienen de
e´l segu´n ciertos valores de entrada. Al hacer esto, muchos problemas filoso´ficos
son ocultados, negados o simplemente mal entendidos. Este art´ıculo discute
tres unidades de ana´lisis del software de computador, esto es, las especifica-
ciones, los algoritmos y los procesos computacionales. El objetivo central es
entender las pra´cticas cient´ıficas e ingenieriles detra´s de cada unidad de soft-
ware, as´ı como analizar su metodolog´ıa, ontolog´ıa y epistemolog´ıa.
There is a widely extended image of computer software as some sort of
‘black box,’ where it does not matter how it internally works, but rather what
sort of results are obtained given certain input values. By approaching com-
puter software this way, many philosophical issues are hidden, neglected, or
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simply misunderstood. This article discusses three units of analysis of com-
puter software, namely, specifications, algorithms, and computer processes. The
aim is to understand the scientific and engineering practices supporting each
unit of analysis, as well as to analyze their methodology, ontology, and episte-
mology.
Keywords— Especificacio´n, Algoritmo, Proceso computacional, Ciencia de la com-
putacio´n, Filosof´ıa de la computacio´n
Specification, Algorithm, Computational Process, Computer science, Philosophy of com-
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1 Introduccio´n
Una imagen muy generalizada a la hora de entender el software de computador es la que
lo representa como una “caja negra”: no importa realmente saber que´ partes lo componen
internamente, sino que´ resultados se obtienen de e´l segu´n ciertos valores de entrada. En este
sentido, la habilidad que tiene el software de computador para proporcionar informacio´n
sobre el mundo –por ejemplo, en el contexto de la pra´ctica cient´ıfica e ingenieril– se ve
plasmada en su capacidad de producir resultados confiables sobre el mundo. Estas ideas
tienen su origen en una evaluacio´n y ana´lisis reduccionista de lo que consiste el software
de computador. En particular, no hace justicia a los procesos de disen˜o, programacio´n
y justificacio´n del software de computador. De aqu´ı que sea importante entender que el
software de computador depende de procesos muy complejos y creativos que requieren de
una comprensio´n ma´s acabada de su naturaleza.
En este art´ıculo presento y discuto tres unidades del software de computador. Estas son:
las especificaciones, los algoritmos y los procesos asociados a la computacio´n.1 Asimismo,
discuto una serie de problemas filoso´ficos asociados a cada una de estas unidades del soft-
ware, as´ı como la relacio´n que tienen entre s´ı. Uno de los objetivos principales de este
art´ıculo es profundizar en la comprensio´n de las pra´cticas que hay detra´s de cada unidad
de software, co´mo son construidas, programadas, justificadas y utilizadas. Para lograr este
fin, combino los aspectos te´cnicos de cada unidad con problemas filoso´ficos espec´ıficos.
A pesar de que este art´ıculo es un estudio general, su importancia reside en el hecho
que visibiliza la naturaleza del software y los problemas de corte filoso´fico que este acarrea,
temas que son usualmente ignorados por la comunidad cient´ıfica e ingenieril. De hecho,
un objetivo del art´ıculo es trazar un mapa que posibilite identificar y ubicar correctamente
problemas filoso´ficos relacionados con cada unidad de ana´lisis del software. Las malas in-
terpretaciones y los errores a la hora de identificar correctamente estos problemas filoso´ficos
han llevado a investigadores de distintas a´reas a no poder ubicar el origen y la naturaleza
de los problemas te´cnicos, con consecuencias relevantes para sus propias disciplinas. Un
ejemplo de esto son las preguntas sobre la confianza que tenemos en el software (e.g., el
llamado ‘argumento de opacidad episte´mica’). Aunque tradicionalmente se ha ubicado a la
opacidad en el nivel del proceso que lleva adelante el co´mputo (Humphreys, 2004), puede ser
igualmente interpretado como localizado al nivel de la especificacio´n (Newman, 2015). Por
estas razones, este art´ıculo pone la atencio´n en problemas metodolo´gicos y epistemolo´gicos
de la especificacio´n del software; en problemas ontolo´gicos y epistemolo´gicos asociados
a la nocio´n de algoritmo; y en cuestiones sobre confianza episte´mica de los procesos de
co´mputo que vienen de la mano de estudios sobre verificacio´n, validacio´n y justificacio´n de
los resultados de computar.
La importancia de este estudio es que puede ser incluido dentro de los estudios que
entienden que las computadoras son unidades de ana´lisis filoso´fico y tecnolo´gico en s´ı mis-
mas. En este sentido, este art´ıculo continu´a la tradicio´n iniciada por James H. Moor en su
contribucio´n de (1978), que desmantela tres mitos de la ciencia de la computacio´n, a saber,
software vs. hardware, digital vs. ana´logo, y modelo vs. teor´ıa. El objetivo principal de
Moor era argu¨ir que muchas veces los investigadores tienen ideas erro´neas sobre la ciencia
de la computacio´n y disciplinas relacionadas, y que, por lo tanto se crean mitos alrede-
dor de estas. Algo similar ha argumentado Bjo¨rn Schembera sobre mitos en simulaciones
computacionales (Schembera, 2017). Este art´ıculo, entonces, continu´a con esa tradicio´n de
desmitificar, si se quiere, el software de computador. Para lograr este fin, hare´ uso tanto
de la filosof´ıa de la ciencia tradicional como de la filosof´ıa de la ciencia de la computacio´n
y disciplinas relacionadas (e.g., software engineering, teor´ıa de la computacio´n, etc.).
La estructura de este trabajo es la siguiente: la seccio´n 2 discute la nocio´n de especi-
ficacio´n en software de computador junto con preguntas filoso´ficas de importancia. La
seccio´n 3 repite el mismo formato pero lo hace sobre la nocio´n de algoritmos. A diferencia
de la seccio´n anterior, aqu´ı adiciono una discusio´n te´cnica y filoso´fica sobre la conexio´n
de los algoritmos con las especificaciones. De manera similar, la seccio´n 4 reconstruye la
nocio´n de proceso computacional y la discute en conexio´n con la de algoritmos y especi-
ficaciones. Finalmente, la seccio´n 5 presenta las conclusiones y propone futuras l´ıneas de
trabajo.
2 Especificaciones
A fin de comprender el estudio de las especificaciones en software de computador, establez-
camos una analog´ıa con instrumentos cient´ıficos como punto de partida. La validez de
esta analog´ıa tiene dos ra´ıces. Por un lado, nos permite comprender el software de com-
putador desde una perspectiva ma´s familiar; por el otro, hace expl´ıcito un supuesto de
las especificaciones del software de computador, a saber, que pertenecen, al menos en este
nivel de ana´lisis, a la misma categor´ıa conceptual que las especificaciones de los instrumen-
tos cient´ıficos. Esto queda en evidencia en el ana´lisis metodolo´gico y epistemolo´gico de
ambos tipos de especificaciones. Desde luego, mi ana´lisis no niega la existencia de diferen-
cias entre las especificaciones de instrumentos cient´ıficos y especificaciones de software de
computador.
Cada instrumento cient´ıfico requiere de la elucidacio´n de su funcionalidad y operativi-
dad, disen˜o y l´ımites de uso. Para esto, se compila informacio´n que se conoce como la
especificacio´n del instrumento cient´ıfico. Un ejemplo de esto es el termo´metro de mercu-
rio. Una posible especificacio´n indica que el termo´metro puede ser utilizado para medir
la temperatura de l´ıquidos, del ambiente, o la de una persona; no puede ser utilizado por
encima de 50◦ C, o por debajo de -10◦ C; tiene un intervalo de 0.5◦ C entre la escala
de valores y una precisio´n de ±0.01◦ C. Tambie´n se pueden dar otras especificaciones, a
saber, que el mercurio en el termo´metro se solidifica a -38.83◦ C. Otras especificaciones
pueden tambie´n ser dadas, como que el mercurio debe ser introducido en la ampolla al
final del termo´metro; que el mercurio debe tener cierta cantidad de volumen, caso con-
trario las mediciones pueden ser imprecisas; que el resto del cuerpo del termo´metro debe
ser rellenado con nitro´geno, etc.
Adema´s de estas especificaciones, usualmente se tiene informacio´n relevante sobre el
sistema objeto. En el caso de medir la temperatura del agua, es relevante conocer que
cambia de estado –de l´ıquido a so´lido a 0◦ C–; que si el agua no se a´ısla apropiadamente,
la medicio´n puede ser imprecisa dependiendo de si esta´ en contacto con otras fuentes de
temperatura; que la ley de la termodina´mica de Zeroth explica lo que significa medir la
propiedad f´ısica ‘temperatura’, etc. Informacio´n como esta es fundamental para establecer
la confianza que se tiene en el termo´metro, as´ı como en los resultados a partir de la medicio´n
de dicho termo´metro. En otras palabras, que un termo´metro funciona correctamente y que
los valores obtenidos son confiables, quiere decir que la medicio´n se llevo´ a cabo dentro
dentro de las especificaciones provistas por el fabricante. Notemos que la situacio´n inversa
es tambie´n cierta, es decir, el uso del termo´metro que expl´ıcitamente contradiga sus especi-
ficaciones y la informacio´n que tenemos del sistema objeto no puede garantizar mediciones
confiables.
Richard Feynman nos da una ane´cdota interesante sobre las consecuencias del mal uso
de un instrumento. Durante el tiempo en que fue miembro del comite´ sobre el desastre del
Challenger, Feynmann recuerda la siguiente conversacio´n con el fabricante de una pistola
de infrarrojos:
Sen˜or, su pistola de infrarrojos no tuvo nada que ver con el accidente.
Fue utilizada aqu´ı de manera contraria a los procedimientos de su manual de
instrucciones, yo so´lo estoy tratando de entender si puedo reproducir el error
y determinar cua´les fueron las temperaturas aquella man˜ana. Para hacer esto,
necesito saber ma´s sobre su instrumento. (Feynman, 2001, p. 165-166)
El final de esta historia es que la pistola de infrarrojos no tuvo nada que ver con el
accidente del transbordador espacial Challenger. En cambio, fue el material utilizado en
los anillos-O del transbordador el que perdio´ la capacidad de recuperar su forma original
ante las bajas temperaturas de aquella man˜ana en Cabo Can˜averal y que, por lo tanto,
no sellaron del modo especificado. El punto aqu´ı es que, para Feynman, as´ı como para
cualquier otro cient´ıfico o ingeniero, las especificaciones de un instrumento –o de un aparato
tecnolo´gico como es el transbordador– son una pieza de informacio´n fundamental sobre el
disen˜o y uso apropiado de un instrumento, ya que contienen toda la informacio´n relevante
sobre este.
Toda especificacio´n, entonces, tiene un propo´sito metodolo´gico y una funcio´n episte´mica.
Desde la perspectiva metodolo´gica, funciona como un ‘plan’ para el disen˜o, construccio´n y
uso de un instrumento. Desde la perspectiva episte´mica, trabaja como un repositorio del
conocimiento que los cient´ıficos e ingenieros responsables tienen sobre un instrumento, sus
resultados e, incluso, sobre el origen de errores y fallas. En este contexto, una especificacio´n
tiene un objetivo doble: proveer la informacio´n relevante para la construccio´n y uso de un
instrumento y, al mismo tiempo, permitir comprender su funcionalidad.
En el contexto del software de computador, las especificaciones juegan un rol simi-
lar al que juegan en el del instrumento cient´ıfico: son descripciones del comportamiento,
los componentes y las capacidades del software de acuerdo con el sistema objeto.2 Brian
Cantwell Smith define las especificaciones como “una descripcio´n formal en algu´n lenguaje
formal, especificado en te´rminos de un modelo, donde el comportamiento deseado es de-
scrito” (Cantwell Smith, 1985, p. 20). El ejemplo utilizado es el de un sistema de reparto
de leche, en el que debe ser especificado la manera en la que un camio´n de reparto visita
cada tienda manejando la mı´nima distancia posible.
La definicio´n de Cantwell Smith, aunque ilumina mucho la problema´tica, no captura
bien lo que hoy los computo´logos e ingenieros en sistemas llaman una ‘especificacio´n.’ Hay
al menos dos razones de que esto sea as´ı. Por un lado, la definicio´n es reduccionista.
Por el otro, no es suficientemente inclusiva. Es reduccionista porque toda especificacio´n
se identifica con una descripcio´n formal del comportamiento de un sistema objeto. Esto
significa que el comportamiento esperado del sistema objeto es descrito en te´rminos de
un andamiaje formal. La ingenier´ıa del software, por ejemplo, ha dejado en claro que
las especificaciones no pueden ser completamente formalizadas. En cambio, descripciones
‘semi-formales’ del comportamiento del software deben ser incluidas, y eso por dos razones.
Por un lado, porque los lenguajes formales no son suficientemente expresivos para describir
la complejidad de muchos sistemas objetos. Por ejemplo, ningu´n lenguaje formal puede
describir completamente una simulacio´n computacional sobre el cambio clima´tico. Por el
otro lado, describir parcialmente el sistema objeto utilizando lenguaje natural u otra forma
menos estricta de representacio´n simplifica y naturaliza enormemente la especificacio´n.
En este sentido, descripciones formales e informales del sistema objeto coexisten en la
especificacio´n. En otras palabras, fo´rmulas matema´ticas y lo´gicas coexisten con instruc-
ciones escritas en lenguaje natural, gra´ficos y hasta bosquejos del software. Juntamente con
esto viene la documentacio´n escrita en lenguaje natural –con algunos agregados formales–
ma´s los comentarios de los programadores. A pesar de que hay acuerdo generalizado en que
una formalizacio´n total de la especificacio´n es deseable, no es siempre posible, especialmente
por el tipo complejo de especificacio´n que se requiere para el software.3
Por el otro lado, la definicio´n ofrecida por Cantwell Smith no es lo suficientemente
inclusiva, puesto que especificar el comportamiento del sistema objeto no es independiente
del modo en que es implementado. Esto es, la especificacio´n no describe totalmente el
comportamiento esperado del software de acuerdo con el sistema objeto, sino que tambie´n
incorpora restricciones teo´ricas y pra´cticas relacionadas con la computadora f´ısica. Esto
significa, a su vez, que los cient´ıficos e ingenieros deben preocuparse tambie´n por incluir
problema´ticas asociadas a la computabilidad, la performance, la eficiencia y la robustez
en la especificacio´n. En el ejemplo de la simulacio´n de reparto de leche, la especificacio´n
de Cantwell Smith solo captura aspectos generales del sistema objeto, ignorando co´mo el
sistema va a ser efectivamente implementado. Por ello es importante que se agregue a
la especificacio´n detalles sobre los l´ımites y posibilidades de la computacio´n del sistema.
Como resultado, la especificacio´n es poblada con nuevas entidades y relaciones, soluciones
y alternativas a problemas que solo se resolver´ıan de manera formal. Por ejemplo, si se
espera que el camio´n recorra al menos 257 tiendas en su reparto de leche, entonces no
puede ser implementado en una computadora de 8 bits y esto tiene que ser explicitado en
la especificacio´n.
Un ejemplo ma´s complejo que se asocia con la anterior cr´ıtica de no poder formalizar
completamente la especificacio´n tiene que ver con el manejo de errores. Conside´rese la
especificacio´n de una simulacio´n computacional de un sate´lite sujeto a estre´s orbitando
alrededor de un planeta, tal y como lo presentan Michael Woolfson y Geoffrey Pert en
(1999). En esta simulacio´n la subrutina Runge-Kutta tiene un error de discretizacio´n local
del order de O(hp + 1), y un error total acumulado del orden de nChp+1 = C(x¯ − x0)hp.
Ambas funciones de medicio´n del error son iterativas, y por lo tanto saber el error local
y total depende de cada iteracio´n. De aqu´ı que, aunque formalmente se pueda especificar
la funcio´n de error, no se puede saber cua´l sera´ el error –y, por lo tanto, no puede ser
formalizado el resultado de estas funciones de error (Dura´n, 2017, p. 39).4
Ahora bien, una idea ma´s precisa de lo que constituye una especificacio´n es ofrecida
por Shari Pfleeger y Joanne Atlee (2009). Estas autoras creen que una especificacio´n
apunta a describir propiedades externas y visibles de la unidad de software, junto con las
funciones, para´metros, valores de retorno y excepciones del sistema. En otras palabras, la
especificacio´n tiene en cuenta tanto el sistema objeto que se quiere implementar, as´ı como
los modos de implementacio´n. Las autoras presentan una serie de atributos y caracter´ısticas
generales que son usualmente incluidas como parte de la especificacio´n. Lo que sigue es
solo una preseleccio´n de dichos atributos y caracter´ısticas:
Propo´sito: se documenta la funcionalidad de cada funcio´n, variable, acceso I/O, etc.
Esto debe ser realizado en detalle, a fin de que cient´ıficos e ingenieros puedan identificar
ra´pidamente que´ funcionalidad es ma´s adecuada para sus necesidades.
Precondiciones: estas son un conjunto de supuestos que el modelo incluye y que deben
estar disponibles a los cient´ıficos e ingenieros, a fin de saber bajo en que´ condiciones el
software funciona correctamente. Precondiciones incluyen valores de para´metros iniciales,
estados de recursos globales y otras unidades de software;
Protocolos: estos incluyen informacio´n sobre el orden en el cual las funciones son invo-
cadas, los mecanismos bajo los cuales los mo´dulos intercambian mensajes, autorizacio´n de
acceso restringido, etc.
Postcondiciones: los resultados de las funciones son documentados, incluyendo el valor
de retorno de variables, excepciones, archivos de salida, etc. Postcondiciones son impor-
tantes porque indican co´mo reacciona el sistema ante ciertos valores de entrada.
Atributos de calidad: estos son atributos de calidad de performance y confianza del
modelo que deben estar visibles para desarrolladores y usuarios. En muchas simulaciones
computacionales, por ejemplo, es necesario que el usuario especifique la variable de TOLER-
ANCIA, es decir, el error ma´ximo absoluto que es tolerado por el sistema. Si esta variable
es instanciada con un valor muy bajo, el sistema puede tornarse muy lento (Woolfson and
Pert, 1999);
Decisiones de disen˜o: la especificacio´n es el en lugar donde son realizadas decisiones
pol´ıticas, e´ticas y del disen˜o general del software son realizadas.
Tratamiento de error: es importante especificar el flujo de trabajo que tiene el soft-
ware de computador y co´mo se comporta en situaciones anormales, tales como valores de
entrada inva´lidos, errores de ca´lculo, errores de manipulacio´n, etc. Los requisitos de fun-
cionamiento en la especificacio´n deben indicar claramente lo que el software puede hacer en
tales situaciones. Una buena especificacio´n debe seguir principios espec´ıficos de robustez,
correccio´n, completitud, estabilidad y desiderata similar.
De este modo las especificaciones de software computacional comparten funciones sim-
ilares a los instrumentos cient´ıficos, ya que tienen un rol metodolo´gico como planos para
el disen˜o, codificacio´n e implementacio´n del software de computador. Incluido en este rol
esta´ el vincular la representacio´n y el conocimiento sobre el sistema objeto junto con el
conocimiento acerca del computador (i.e., la arquitectura del computador, el sistema oper-
ativo, los lenguajes de programacio´n, etc.). Esto significa que las especificaciones ayudan
a trazar una especie de puente conceptual entre estos dos tipos de conocimiento.
La especificacio´n tambie´n tiene un rol epistemolo´gico en el sentido de que es un reposi-
torio del conocimiento que los ingenieros y cient´ıficos tienen sobre el sistema objeto y, como
he mencionado, tambie´n sobre el computador tambie´n. En este sentido, la especificacio´n
es la unidad cognitiva ma´s transparente del software.5 Digo esto, porque los cient´ıficos e
ingenieros siempre pueden comprender lo que ha sido descrito all´ı sobre el software. Para
ver esto u´ltimo, solo nos basta comparar la informacio´n contenida en la especificacio´n con
los algoritmos y con los procesos computacionales: con respecto a los primeros, a pesar
de ser cognitivamente accesibles, esta´n escritos en un lenguaje de programacio´n que hace
imposible para un individuo seguirlo completamente; respecto a los segundos, el acceso
a los procesos computacionales es completamente imposible. Si bien es cierto que sin el
acceso cognitivo que la especificacio´n ofrece se pierde terreno para hacer sugerencias sobre
la representacio´n de los modelos computacionales, la correccio´n de los resultados y sobre
nuestro conocimiento general obtenido a trave´s del software de computador, es tambie´n
cierto que desde la especificacio´n a la visualizacio´n de los resultados hay varias instancias
intermedias que contribuyen a oscurecer nuestro acceso general al software.6
Ilustremos estos puntos con un ejemplo. Conside´rese de nuevo la simulacio´n computa-
cional del sate´lite sujeto a estre´s orbitando alrededor de un planeta que ofrecen Woolfson
y Pert (Woolfson and Pert, 1999). Una especificacio´n posible incluye informacio´n sobre el
comportamiento del sate´lite, tales como el modo en el que se estira sobre el radio vector.
Tambie´n incluye los l´ımites y las restricciones impuestas a la simulacio´n. Woolfson y Pert
indican que si la o´rbita no es circular, entonces el estre´s del sate´lite var´ıa y por lo tanto
se expande y contrae a lo largo del radio vector de manera perfecta. Por estas razones,
y a fin de que el sate´lite no se disen˜e de manera perfectamente ela´stica, habra´ efectos de
histe´resis y algo de la energ´ıa meca´nica se convertira´ en calor, que se pierde posteriormente.
Una solucio´n interesante para el problema de la elasticidad del sate´lite consiste en su rep-
resentacio´n mediante tres masas, cada una con el mismo valor y conectadas por resortes
de la misma longitud. Finalmente, una serie de ecuaciones que acompan˜en estos cambios
deben ser incluidas en la especificacio´n.
Hay tambie´n otros elementos que deben ser incluidos en la especificacio´n junto con el
conocimiento que tenemos sobre el computador. Un ejemplo que ilustra la importancia que
tiene conocer la arquitectura sobre la cual se ejecuta el software es que, en el ejemplo de la
simulacio´n del sate´lite, la masa de Ju´piter no puede ser representada en una arquitectura
de 64 bits ya que la masa de este planeta es de 1.898x1027 kg y dicho nu´mero solo puede
ser representado en, al menos, 128 bits.
Continuemos ahora con el estudio del algoritmo, la estructura lo´gica encargada de
interpretar la especificacio´n en un programa de computacio´n adecuado.
3 Algoritmos
Mucha de nuestras actividades diarias pueden ser descritas como un conjunto simple de
reglas que repetimos sistema´ticamente. Nos despertamos a cierta hora del d´ıa, nos lavamos
los dientes, nos duchamos y partimos para el trabajo. Por supuesto que modificamos
nuestra rutina, pero solo lo suficiente como para que sea de algu´n modo ma´s ventajosa
de algu´n modo: nos dan ma´s tiempo en la cama, minimiza la distancia entre paradas o
satisface a todos en casa.
En cierto modo, estas rutinas diarias capturan lo que llamamos un algoritmo en el
sentido que, para ambos casos (e.g., en la rutina y en el algoritmo) hay una repeticio´n del
mismo conjunto de acciones una y otra vez. Jean-Luc Chabert define un algoritmo como
“el conjunto de instrucciones paso a paso a ser ejecutadas meca´nicamente a fin de obtener
un resultado deseado” (Chabert, 1994, p. 1). As´ı pues, la rutina antes descrita es, en cierto
modo, un algoritmo.7 Pero esto no es lo que cient´ıficos e ingenieros llaman un algortimo,
asociado, ma´s bien, con la pra´ctica computacional. Por esto, en mi opinio´n, la nocio´n de
algoritmo descansa en la idea de que es parte de un procedimiento8 sistema´tico, formal y
finito.
Desafortunadamente, al caracterizar un algoritmo de la manera en que acabamos de
hacerlo permite introducir estructuras que no considerar´ıamos, estrictamente hablando,
como un algoritmo. Tomemos como ejemplo el siguiente sistema de part´ıculas en celda sin
colisiones:
1. Construya una grilla apropiada en un espacio de una, dos, o tres dimensiones, dentro
del cual el sistema puede ser definido [...]
2. Decida el nu´mero de superpart´ıculas, ya sean electrones o iones, y asigne a estas
una posicio´n. A fin de obtener una fluctuacio´n mı´nima, se requiere que haya tantas
part´ıculas cuantas sean posible en cada celda [...]
3. Utilice la ecuacio´n de Poisson para las densidades en ciertos puntos de la grilla:
∇2φ = −ρ/ε0
...
N. Si el tiempo total de la simulacio´n no se ha excedido, retorne al punto 3.9
No´tese que este ejemplo incluye declaraciones tanto en lenguaje natural como en lenguaje
matema´tico. En algu´n sentido, se parece ma´s a una especificacio´n para un sistema de
part´ıculas en celda sin colisiones que a un algoritmo propiamente dicho. Sin embargo, bajo
la definicio´n ofrecida por Chabert, califica como un algoritmo. Ahora bien, como son de
mi intere´s los algoritmos que se pueden implementar en la computadora, y claramente tal
implementacio´n no es posible con el algoritmo del ejemplo, entonces necesitamos precisar
aun ma´s la definicio´n de algoritmo.
En la de´cada del ’30, el concepto de algoritmo se popularizo´ en el contexto de progra-
macio´n de una computadora. En este marco, la nocio´n sufrio´ varias alteraciones, incluyendo
el cambio del lenguaje base en el cual los algoritmos son escritos. En particular, una lista
ma´s o menos completa incluir´ıa las siguientes caracter´ısticas:
1. Un algoritmo es definido como un conjunto finito y organizado de instrucciones, que
debe satisfacer cierto conjunto de condiciones con la intencio´n de proveer soluciones
a un problema;
2. Un algoritmo debe ser capaz de ser escrito en un determinado lenguaje;
3. El algoritmo es un procedimiento que es llevado a cabo paso a paso;
4. La accio´n de cada paso esta´ estrictamente determinada por el algoritmo, la entrada
de datos y los resultados obtenidos en pasos previos;
5. Cualesquiera que sean los datos de entrada, la ejecucio´n del algoritmo debe terminar
despue´s de un nu´mero finito de pasos;
6. El comportamiento del algoritmo es f´ısicamente instanciado durante la implementacio´n
en la computadora.10
El punto 2 es particularmente importante, puesto que menciona que el algoritmo debe
ser escrito en un lenguaje espec´ıfico. Aqu´ı Chabert se esta´ refiriendo a los distintos lenguajes
de programacio´n disponibles. Ahora bien, se sabe que el universo de lenguajes de progra-
macio´n es muy amplio e incluye muchos tipos distintos, dependiendo de las necesidades de
los programadores, de lo que se pueda representar sobre el sistema objeto y de otras consid-
eraciones como portabilidad, modularidad, sistemas operativos, etc. Aqu´ı no nos importa
realmente si el algoritmo se escribe en pseudo-co´digo, en lenguaje imperativo (e.g., Fortran,
C), en un lenguaje interpretado (e.g., Python), un lenguaje funcional (e.g., Haskell), o en
otro lenguaje. Lo importante aqu´ı es que los algoritmos poseen caracter´ısticas distintivas
que merecen nuestra atencio´n.
Una de estas caracter´ısticas interesantes de los algoritmos es que, desde un punto
de vista ontolo´gico, el algoritmo es una estructura sinta´ctica que codifica la informacio´n
precisada en la especificacio´n. Como discutimos ma´s adelante, por razones te´cnicas y
pra´cticas, un algoritmo no codifica toda la informacio´n contenida en la especificacio´n. En
cambio, algunas cosas son agregadas, otras perdidas, y otras simplemente alteradas. Ma´s
adelante volvere´ con mayor precisio´n sobre este punto que ahora es un tanto vago.
Desde el punto de visto ontolo´gico, los algoritmos son abstractos y, en muchos casos,
tambie´n formales. Son abstractos porque consisten en una secuencia de s´ımbolos sin que
actu´en relaciones causales. Del mismo modo que una estructura lo´gico/matema´tica, los
algoritmos son causalmente inertes y desconectados del nexus tiempo-espacio. Por otro
lado, los algoritmos son formales en tanto que siguen las leyes lo´gico/matema´ticas, las
cuales establecen co´mo manipular sistema´ticamente la secuencia de s´ımbolos que los com-
ponen. A pesar de que algunos autores esta´n en desacuerdo con estas caracter´ısticas de
los algoritmos,11 hay acuerdo generalizado en que son ontolo´gicamente diferentes de las
especificaciones y los procesos computacionales, que es lo que nos interesa establecer por
ahora. En la pro´xima seccio´n, discuto con ma´s detalle estas ideas y cua´l es la preocupacio´n
de muchos filo´sofos con respecto a entender los algoritmos de manera diferente a como lo
estamos describiendo aqu´ı.
Estas caracter´ısticas ontolo´gicas de los algoritmos ofrecen ventajas episte´micas de mu-
cho intere´s. Dos que han mantenido muy ocupados a los filo´sofos e informa´ticos son la
correlacio´n sinta´ctica y la transferencia sinta´ctica. La correlacio´n sinta´ctica consiste en
la posibilidad de mantener equivalencia entre dos estructuras algor´ıtmicas. La transferen-
cia sinta´ctica, en cambio, consiste en alterar el algoritmo de tal manera que realice una
funcionalidad diferente. Discutamos ahora con ma´s detalle estos dos puntos.
Comencemos con un ejemplo de correlacio´n sinta´ctica que va a resultar familiar. Con-
side´rese un sistema cartesiano de coordenadas y un sistema polar de coordenadas. Sabe-
mos que hay transformaciones matema´ticas bien estudiadas que permiten establecer una
equivalencia entre los dos sistemas de coordenadas. Dado un sistema de coordenadas
(x, y), su equivalente en coordinadas polares es obtenido por (r, θ) = (
√
x2 + y2, tan−1 yx).
Del mismo modo, dado un conjunto de coordenadas polares (r, θ), podemos encontrar
su correspondiente en coordenadas cartesianas sin mucho esfuerzo del siguiente modo
(x, y) = r cosθ, r sinθ).12
La misma idea es extensible al caso de los algoritmos. Conside´rese ahora el condicional
en el algortimo 1 y su equivalente en el algoritmo 2. Sabemos que ambos son lo´gicamente
isomo´rficos y, por lo tanto, equivalentes ya que hay una prueba formal que as´ı lo establece
(ve´ase la tabla de equivalencias 1).13
Algorithm 1
. . . if (A) then {a} else {b} . . .
Algorithm 2
. . . if (not-A) then {b} else {a} . . .
Pregunte´monos ahora, ¿cua´les son las ventajas episte´micas de la correlacio´n sinta´ctica?
Una ventaja es que expande el nu´mero de posibles –y equivalentes– implementaciones de un
software. Considere el caso de un conjunto de ecuaciones Langraniano y uno Hamiltoniano.
Los criterios para elegir uno sobre el otro para representar sistemas dina´micos puede ahora
depender de necesidades pragma´ticas y no episte´micas. Es decir, depende de la performance
Table 1: Tablas de verdad para la equivalencia de los algoritmos 1 y 2.
A {a} {b}
T T ø
F ø T
not-A {a} {b}
F T ø
T ø T
del software o de la facilidad con la que se entiende uno respecto del otro, y no de su
capacidad de representacio´n. En este sentido, los cient´ıficos no esta´n obligados a hacer uso
de un sistema de ecuaciones cuando se puede demonstrar que son equivalentes a otro sistema
de ecuaciones que es, en su conjunto, ma´s simple de interpretar, ma´s eficientes, etc. Para
ilustrar este punto, hagamos uso del siguiente ca´lculo. Para un sistema de n dimensiones,
las ecuaciones Hamiltonianas son un conjunto de 2n Ecuaciones Ordinarias Diferenciales
(EOD) de primer orden acopladas, mientras que las Lagranianas son un conjunto de n
EOD de segundo orden desacopladas. As´ı, un algoritmo que use ecuaciones Hamiltonianas
en lugar de Lagranianas sera´ ma´s eficiente en te´rminos de performance, uso de memoria,
y velocidad en los ca´lculos. Algo muy similar ocurre con el ejemplo de los dos sistemas
de coordenadas mencionados anteriormente, en donde el sistema cartesiano es ma´s fa´cil de
comprender y calcular por un individuo que el sistema polar.
La segunda caracter´ıstica episte´mica de los algoritmos es la transferencia sinta´ctica.
Esta se refiere a la idea de que mediante la adicio´n –o sustraccio´n– de algunas l´ıneas de
co´digo en el algoritmo es posible reutilizar el mismo algoritmo en diferentes contextos. Un
ejemplo simple consiste en expandir un algoritmo que suma dos nu´meros a un algoritmo
que, con unas pocas l´ıneas de co´digo extra, suma n nu´meros. Transferencia sinta´ctica
permite reutilizar co´digo existente a fin de acomodarlo a distintos contextos y, posible-
mente, generalizarlo. No´tese que transferencia sinta´tica es la idea fundamental detra´s de
la modularizacio´n del software mediante librer´ıas, I/O, rutinas, etc.
Correlacio´n y transferencia sinta´ctica son pra´cticas comunes entre cient´ıficos e inge-
nieros que programan su propio software. En este sentido, es frecuente ver que el software
crece y se reduce a medida que se le agregan algunos mo´dulos y se modifican otros. Esto
es, en verdad, parte esta´ndar del mantenimiento de co´digo.
Como indique´ al principio, ambas formas de modificar los algoritmos vienen con prob-
lemas filoso´ficos incluidos. El ma´s evidente es la pregunta “¿cua´ndo dos algoritmos son
el mismo?”. Esta pregunta surge en el contexto de correlacio´n y transferencia sinta´ctica,
puesto que se presupone, como ya he dicho, modificaciones en el algoritmo original que
llevan a un nuevo algoritmo. En el caso de correlacio´n sinta´ctica, esto viene de la mano de
nuevos algoritmos que llevan adelante las mismas funcionalidades que el viejo algoritmo.
En el caso de transferencia sinta´ctica, esto resulta de la modificacio´n de un algoritmo y,
por lo tanto, del cambio de su identidad.
Hay dos posibles respuestas a la pregunta anterior. O bien los dos algoritmos son
lo´gicamente equivalentes, en cuyo caso los dos algoritmos son estructuralmente similares,14
o bien son conductualmente equivalentes, esto es, los algoritmos se comportan en ciertas
condiciones de la misma manera. Discutamos ahora brevemente cada una de estas respues-
tas.15
La equivalencia lo´gica indica que dos algoritmos son estructuralmente similares y que su
equivalencia puede ser mostrada de manera formal. Ya ilustramos un caso simple de equiv-
alencia lo´gica usando los algoritmos 1 y 2, pues ambos son estructuralmente isomo´rficos
entre s´ı. Procedimientos formales de cualquier tipo –como la tabla de verdad 1– son
garant´ıas episte´micas de equivalencia lo´gica.16 As´ı, el condicional if . . . then del algoritmo
1 es estructuralmente equivalente al condicional en el algoritmo 2, y la tabla de verdad 1
muestra su equivalencia lo´gica.
Desafortunadamente, equivalencia lo´gica no es siempre posible a causa de restricciones
pra´cticas y teo´ricas. Ejemplos de restricciones pra´cticas incluyen casos en donde la equiv-
alencia lo´gica de dos o ma´s algoritmos no puede ser establecida o verificada formalmente,
porque, por ejemplo, dichos procedimientos formales consumen demasiado tiempo y recur-
sos. Ejemplos de restricciones teo´ricas, por el otro lado, incluyen casos en los que el lenguaje
de programacio´n se refiere a entidades, relaciones, y operaciones sobre los cuales es imposi-
ble de verificar equivalencia lo´gica con otro algoritmo, por ejemplo, porque el lenguaje
formal, supongamos, no es lo suficientemente expresivo (ve´ase, por ejemplo (Turner and
Angius, 2017)).
A fin de solucionar estas restricciones, la academia y la industria han unido fuerzas y
han creado una familia de herramientas que automatizan el procedimiento de equivalencia
lo´gica mediante pruebas y chequeo. Un buen ejemplo de estos procedimientos utilizado en
la verificacio´n de algoritmos es ACL2 (A Computational Logic for Applicative Common
Lisp), disen˜ado para llevar adelante razonamientos automatizados y, por lo tanto, para
ayudando en la reconstruccio´n de clases de equivalencia en algoritmos.
Por el otro lado tenemos equivalencia conductual, la cual consiste en asegurar que los
dos algoritmos se comporten de manera similar para alguna definicio´n de ‘similar’ (e.g.,
producen los mismos resultados). A pesar de que la equivalencia conductual parece ser
ma´s simple de lograr que la equivalencia lo´gica, principalmente porque esta u´ltima requiere
estructuras y procedimientos formales que sustenten la equivalencia, aun as´ı presenta varios
problemas filoso´ficos y te´cnicos de intere´s. Por ejemplo, la equivalencia conductual esta´
basada en principios inductivos, con lo cual uno solo podr´ıa garantizar equivalencia hasta
tiempo t (i.e., cuando los dos algoritmos se comportan de manera similar), pero no hay
garant´ıas de que en el siguiente paso t + 1 el comportamiento de ambos algoritmos sea el
mismo.
En este sentido, la equivalencia conductual solo puede ser garantizada hasta el momento
en que los dos algoritmos se comparan. De hecho, y si nos ponemos estrictos, la equivalencia
conductual solo puede ser garantizada para una ejecucio´n espec´ıfica del algoritmo. Otras
ejecuciones del mismo algoritmo podr´ıan mostrar un comportamiento diferente y, por lo
tanto, socavar los ideales de equivalencia. Es cierto que muchos filo´sofos son renuentes
a aceptar como problema genuino el hecho de que cada algoritmo se comporta de una
manera diferente en cada ejecucio´n. Sin embargo, la pregunta esta´ planteada y debe ser
respondida. Por esto, retomo estas discusiones en el contexto de verificacio´n de programas,
que es a donde pertenecen (ve´ase la seccio´n 4).
Si recapitulamos, notamos por u´ltimo que la equivalencia conductual puede ocultar
alguna forma de equivalencia lo´gica. Esto significa que dos algoritmos divergen en com-
portamiento a pesar de ser lo´gicamente equivalentes. Un ejemplo es un algoritmo que
implementa coordenadas cartesianas y otro que implementa coordenadas polares. Ambos
algoritmos son estructuralmente equivalentes y, dada su simpleza, podr´ıamos especular que
es posible mostrar los procesos formales que permiten la equivalencia lo´gica, pero sin em-
bargo se comportan de manera diferente.17 En este tipo de casos, la pregunta es que´ tipo
de equivalencia debe prevalecer.
Estas son algunas discusiones que esta´n en el corazo´n de la llamada filosof´ıa de la ciencia
de la computacio´n (Turner and Angius, 2017). Claro que aqu´ı solo he presentado algunos
aspectos de la cuestio´n y, debo admitir, de manera un tanto general. Sin embargo, nuestra
tarea no era discutir en profundidad cada uno de estos temas sino ma´s bien mostrar co´mo
la filosof´ıa permite comprender problemas que muchas veces son erro´neamente abordados
como netamente te´cnicos (e.g., computacionales, te´cnicos, matema´ticos, o lo´gicos, pero no
filoso´ficos).
Lo que nos queda ahora por discutir es el v´ınculo que hay entre la especificacio´n y el
algoritmo. Idealmente, la especificacio´n y el algoritmo deben estar fuertemente relaciona-
dos, esto es, la especificacio´n debe estar completamente interpretada en la estructura de un
algoritmo. En la realidad, sin embargo, esto raramente sucede ya que la especificacio´n hace
uso de lenguaje natural que hace dif´ıcil la interpretacio´n literal en un algoritmo. Un ejem-
plo es el uso de meta´foras y analog´ıas. Muchos modelos cient´ıficos e ingenieriles incluyen
te´rminos que no tienen una interpretacio´n espec´ıfica, como ‘agujero negro’ o ‘mecanismo.’
Meta´foras y analog´ıas son utilizadas para llenar un hueco conceptual en el modelo o teor´ıa y
as´ı pasan a la especificacio´n. En este sentido, las meta´foras y analog´ıas inspiran un proceso
creativo en los usuarios de las especificaciones, pero que no pueden ser reconstruidos en el
lenguaje literal utilizado en el algoritmo, ya que, de lo contrario, no es posible el co´mputo.
Pero au´n hay ma´s. Anteriormente mencione´ que la especificacio´n incluye constructos
no-formales, tales como el conocimiento y la experiencia del experto, las decisiones de disen˜o
(e.g., pol´ıticas, morales, conceptuales, etc.) que no pueden ser formalmente interpretadas.
A pesar de esto, dichos constructos no-formales necesitan ser incluidos correctamente en
el algoritmo, caso contrario no sera´n parte de la computacio´n del software. Imag´ınese, por
ejemplo, la especificacio´n de una simulacio´n de sistemas de votos. Para que esta simulacio´n
sea exitosa, se implementan mo´dulos estad´ısticos, de modo que den una distribucio´n ra-
zonable de la poblacio´n que vota. Durante las etapas de especificacio´n, continu´a nuestro
ejemplo, los investigadores deciden dar ma´s relevancia estad´ıstica a variables tales como
sexo, ge´nero y acceso a sistemas de salud sobre otras variables, tales como educacio´n y
salarios. Si las decisiones de disen˜o no son programadas correctamente en el mo´dulo de
estad´ısticas, entonces la simulacio´n nunca reflejara´ estas variables a pesar de estar en la
especificacio´n.
Este ejemplo apunta a mostrar que un algoritmo debe ser capaz de interpretar construc-
tos formales, as´ı como no-formales incluidos en la especificacio´n. Esto es particularmente
importante porque no hay me´todos formales para interpretar el conocimiento y experiencia
del experto, sus experiencias pasadas y presentimientos sobre un sistema computacional.
Desde luego, y para hacer ma´s simple la interpretacio´n de la especificacio´n en el al-
goritmo, es usual hacer uso de lenguajes especializados que formalizan la especificacio´n
facilitando de este modo su interpretacio´n como un algoritmo. Common Algebraic Spec-
ification Language (CASL), Vienna Development Method (VDM), Abstract Behavioral
Specification (ABS), y la notacio´n Z son solo algunos ejemplos.18 Model checking es u´til
ya que testea automa´ticamente que el algoritmo cumpla con las especificaciones indicadas
y, por lo tanto, facilita su interpretacio´n. As´ı pues, la interpretacio´n de la especificacio´n en
un algoritmo tiene una larga tradicio´n en matema´ticas, lo´gica y ciencia de la computacio´n,
y no representa un problema conceptual ni pra´ctico (i.e., existen y se conocen los me´todos
para una interpretacio´n exitosa de la especificacio´n en el algoritmo), aunque s´ı trae consigo
algunos problemas filoso´ficos (e.g., asegurarse que la formalizacio´n de la especificacio´n sea
representativa del sistema objeto).
¿Do´nde nos deja esta discusio´n en el mapa metodolo´gico y epistemolo´gico del software
de computador? Por un lado, tenemos una mejor idea de la naturaleza de las especifi-
caciones y los algoritmos como unidades de ana´lisis y sus procesos creativos y de disen˜o
implicados en la pra´ctica cient´ıfica e ingenieril. Por el otro lado, tenemos una idea ma´s
acabada de cua´l es el alcance y los l´ımites episte´micos de la especificacio´n y los algoritmos,
as´ı como una comprensio´n ma´s espec´ıfica del origen de posibles problemas que afecten la
credibilidad de los resultados de una computacio´n.
4 Procesos computacionales
En la primera seccio´n, discutimos brevemente la definicio´n de especificacio´n ofrecida por
Cantwell Smith y de las dificultades que esta presentaba. Aquel ana´lisis nos permitio´
entender la importancia de las especificaciones en el software de computador y de co´mo se
situaban en el mapa metodolo´gico y epistemolo´gico. Ahora quiero complementar aquella
discusio´n con un ana´lisis de los programas computacionales ofrecido por el mismo autor. El
formato de esta seccio´n es similar al presentado durante la discusio´n de especificaciones, es
decir, primero discuto la definicio´n de Cantwell Smith, para luego mostrar sus dificultades
y co´mo superarlas.19
Parafraseando a Cantwell Smith, un programa computacional es un conjunto de in-
strucciones que tienen lugar en una computadora f´ısica. Notemos que esta caracterizacio´n
se diferencia bastante de su nocio´n de especificacio´n. Mientras que un programa computa-
cional es un proceso causalmente relacionado que tiene lugar en una computadora f´ısica, la
especificacio´n es una unidad de ana´lisis ma´s bien abstracta y, para algunos, incluso formal.
Adema´s, Cantwell Smith indica que “el programa tiene que decir co´mo el comportamiento
[de la especificacio´n] se obtiene, t´ıpicamente de un modo step-by-step (y usualmente en
mucho detalle). La especificacio´n, por el contrario, es menos restringida: todo lo que tiene
que hacer es especificar cua´l es el comportamiento apropiado, independientemente de co´mo
se logra” (Cantwell Smith, 1985, p. 22. E´nfasis en el original.). As´ı, las especificaciones
son declarativas en el sentido que explicitan claramente en un lenguaje dado –natural y
formal– co´mo el sistema se desarrolla en el tiempo. A este respecto, las especificaciones
denotan lenguajes de alto nivel para aproximarse a problemas sin requerir explicitar la nat-
uraleza exacta del procedimiento a seguir. Programas computacionales, por el otro lado,
son procesales en el sentido de que determinan paso a paso el modo en que la computadora
f´ısica se debe comportar.
A fin de ilustrar las diferencias entre la especificacio´n y el programa computacional,
tomemos de nuevo la descripcio´n de una simulacio´n de un camio´n de reparto de leche.
En esta simulacio´n, el camio´n debe distribuir leche a cada tienda manejando la distancia
ma´s corta posible. De acuerdo con Cantwell Smith, esta es una descripcio´n de lo que debe
suceder, pero no de co´mo sucede. Es el programa computacional el responsable de mostrar
co´mo el camio´n, de hecho, reparte la leche: “maneje cuatro cuadras al norte, doble a la
derecha, pa´rese en la tienda de Gregory en la esquina, deje la leche, luego maneje diecisiete
cuadras al noreste, [...]” (Cantwell Smith, 1985, p. 22).
A pesar de que esta caracterizacio´n es correcta en muchos sentidos, la definicio´n de
Cantwell Smith de ‘programa computacional’ no es lo suficientemente persuasiva. El prob-
lema principal es que no capta la diferencia entre un proceso paso a paso entendido como
una fo´rmula sinta´ctica (i.e., el algoritmo) de un proceso paso a paso que pone la ma´quina
f´ısica en los estados causales apropiados (i.e., el proceso computacional).20 En particular,
no reconocer esta distincio´n esta´ en la base de confundir la descripcio´n de un sistema de
reparto de leche –en forma de un algoritmo– y los estados f´ısicos en los que entra una
computadora cuando ejecuta la descripcio´n de un sistema de reparto de leche (en forma de
un proceso computacional). Notemos que esta no es una diferencia ociosa, sino que apunta
al problema principal de la verificacio´n de software, como veremos ma´s adelante.
La nocio´n de programa computacional, entonces, necesita ser dividida a su vez en dos: el
algortimo y el proceso computacional. Dado que ya hemos discutido la nocio´n de algoritmo
con cierto detenimiento, ahora vamos a discutir la nocio´n de proceso computacional y su
relacio´n con los algoritmos. Comencemos con la relacio´n entre procesos computacionales
y algoritmos, ya que nos permite entender mejor la nocio´n de proceso computacional en s´ı
misma.
Como muchos cient´ıficos e ingenieros que programan saben muy bien, implementar un
algoritmo en una computadora implica compilarlo primero. Compilar ba´sicamente consiste
en un mapeo de un dominio sinta´ctico (i.e., el algoritmo) en un dominio sema´ntico (i.e.,
el proceso computacional)21. En otras palabras, un algoritmo es implementado como un
proceso porque la computadora puede interpretarlo y ejecutarlo de la manera correcta.
¿Co´mo, entonces, es esto posible?
En su funcionamiento ba´sico cada hardware de computador consiste en mircoelectro´nica
construida a partir de millones de puertas lo´gicas. Estas puertas lo´gicas son la imple-
mentacio´n lo´gica de los operadores ‘and’, ‘or’ y ‘not’ que, cuando se combinan, permiten
llevar adelante operaciones lo´gicas y aritme´ticas y, por lo tanto, todas las dema´s operaciones
que se ejecutan. En este nivel de descripcio´n, todas las computadoras son ba´sicamente las
mismas, con la excepcio´n del nu´mero de puertas lo´gicas utilizadas. Sin embargo, hasta
aqu´ı llegan las comparaciones, ya que, a medida que se complejiza la descripcio´n de la ar-
quitectura, las computadoras como artefactos adquieren mayor complejidad y por lo tanto
difieren entre s´ı.
Un planteamiento de abajo hacia arriba conecta estas puertas lo´gicas con los procesos
computacionales, incluyendo una cascada de instrucciones de computador muy complejas
y de lenguajes que ‘hablan’ entre s´ı. Una descripcio´n breve de co´mo sucede esto ser´ıa:
Microcode es un lenguaje que permite implementar a nivel muy bajos de hardware las
instrucciones de ma´s alto nivel (e.g., lenguaje Assembly); el compilador, que es responsable
de convertir las instrucciones del algoritmo en co´digo de ma´quina, de manera que puedan
ser le´ıdas y ejecutadas como un proceso computacional por la computadora. As´ı, un
proceso computacional se ejecuta en una computadora f´ısica, en donde hay varias capas
de inte´rpretes que traducen el conjunto de instrucciones del algoritmo en un lenguaje de
hardware apropiado.
Ilustremos estos puntos con un caso simplificado de la operacio´n matema´tica 2 + 2
escrita en lenguaje C. Conside´rese el siguiente algoritmo 3.
Algorithm 3 Un algoritmo simple para la operacio´n 2 + 2 escrita en lenguaje C
void main()
{
return(2+2)
}
En co´digo binario, el nu´mero 2 es representado por 00000010, mientras que la adicio´n
puede ser llevada a cabo por un Ripple-carry adder, por ejemplo. El compilador convierte
las instrucciones del algoritmo 3 en co´digo de ma´quina listo para ser ejecutado en la com-
putadora f´ısica. Una vez que el proceso computacional finaliza, se mostrara´ en la pantalla
el resultado, que en este caso es 4 o, en co´digo binario, 00000100.
Tomando estas ideas, tenemos suficientes elementos para discutir algunos temas fi-
loso´ficos de importancia. Ya hemos discutido la ontolog´ıa de los algoritmos y lo que esto
significa para una evaluacio´n epistemolo´gica. Aqu´ı vamos a hacernos preguntas similares.
Conside´rese el siguiente problema: ¿co´mo es posible dar sentido a la idea de que un proceso
computacional –que es un proceso f´ısico en la computadora– implementa un algoritmo que
es una representacio´n abstracta? Desde un punto de vista epistemolo´gico podemos decir
que un proceso computacional y un algoritmo son episte´micamente equivalentes. Pero esto,
a su vez, plantea el siguiente interrogante: ¿en que´ sentido espec´ıfico podemos decir que
los procesos computacionales y los algoritmos son episte´micamente equivalentes? Hay una
respuesta simple e intuitiva, y es que son equivalentes en el sentido de que la informacio´n
codificada en el algoritmo es f´ısicamente instanciada por la computadora. El ejemplo de la
adicio´n de 2 + 2 es codificada en el algoritmo 3. Asumiendo la correcta funcionalidad del
compilador y de la computadora f´ısica, el resultado de la computacio´n del algoritmo es la
adicio´n 4.
De aceptar la equivalencia episte´mica entre algoritmos y procesos computacionales sur-
gen algunas preguntas de corte filoso´fico. Una de particular intere´s es la relacionada con
la verificacio´n de los algoritmos. La cuestio´n aqu´ı es preguntarse si un algoritmo verificado
implica un proceso computacional tambie´n verificado. Responder a esta pregunta afirma-
tivamente significa que hay un modo formal de garantizar que el proceso computacional
se comporte del modo especificado y, por lo tanto, que los resultados sean correctos con
respecto a dicha especificacio´n. Es ma´s, ello implicar´ıa que las tres unidades de ana´lisis
del software computacional constituyen una u´nica unidad episte´mica. Ahora bien, respon-
der negativamente pone mucha presio´n en el modo en que la informacio´n codificada en
el algoritmo es f´ısicamente instanciada. En otras palabras, surge una pregunta respecto
de los resultados del software computacional, si reflejan o no aquello que se ha codificado
en el algoritmo en primer te´rmino. Desde luego, aunque los me´todos de validacio´n sean
pilares fundamentales para la confianza de los resultados del software, no son los u´nicos
(i.e., me´todos de validacio´n tambie´n juegan un rol fundamental en la confianza que se gen-
era sobre los resultados).22 Discutamos ahora el debate sobre verificacio´n formal en ma´s
detalle.
Los informa´ticos y filo´sofos C. A. R. Hoare (1999) y E. J. Dijkstra (1974) consideran
que el software de computador tiene una naturaleza matema´tica. En este contexto, algo-
ritmos –as´ı como procesos computacionales– pueden ser formalmente verificados, esto es,
se puede mostrar que el algoritmo es correcto con respecto a ciertas propiedades formales
de la especificacio´n, algo as´ı como una prueba formal. Una diferencia importante con las
matema´ticas, sin embargo, es que la verificacio´n de software de computador requiere de
su propia sintaxis, la cual difiere en muchos sentidos de la utilizada en matema´ticas. Para
lograr esto, Hoare creo´ sus famosas ternas, que consisten en un sistema formal –estados
iniciales, intermedios, y finales– que obedecen, estrictamente, un conjunto de reglas lo´gicas.
Las ternas de Hoare tienen la siguiente forma: {P} C {Q} donde P y Q son predicados
lo´gicos –precondiciones y postcondiciones– y C es un programa. Cuando las precondiciones
se cumplen, el programa C se ejecuta y se establece la poscondicio´n. Los predicados son
formulas en lo´gica de predicados con reglas espec´ıficas. Una de estas reglas es el predicado
vac´ıo: {P}Skip{P} ; otro es la asignacio´n de valores a una variable: {P [E/x]}x:=E{P} , y as´ı
Hoare (1971).
Para citar a Hoare y Dijkstra, los algoritmos y los procesos computacionales son “con-
fiables y obedientes” (Dijkstra, 1974, p. 608), ya que se comportan exactamente como se
instruyo´ en la especificacio´n. En este sentido, cient´ıficos e ingenieros solo necesitan pre-
ocuparse por verificar el algoritmo, pues el proceso computacional que lo implementa esta´
garantizado como confiable.
El punto de vista contrario sostiene que los algoritmos, al ser ontolo´gicamente difer-
entes de los procesos computacionales, tambie´n difieren episte´micamente. Este argumento
sostiene que cuando un algoritmo, cuando es implementado como un proceso computa-
cional, se convierte en un proceso causal –perdiendo, de algu´n modo, su naturaleza ab-
stracta y formal– y, por lo tanto, sujeto a las dificultades usuales de procesos f´ısicos. Por
estas razones, un algoritmo verificado no implica un proceso computacional verificado.
La conclusio´n es que los algoritmos y los procesos computacionales no puede ser epis-
temolo´gicamente similares. Mientras que los primeros son formulaciones de naturaleza
matema´tica –o lo´gica– apropiados para verificacio´n, la correccio´n de los procesos computa-
cionales solo puede ser abordada usando me´todos emp´ıricos. Estas ideas esta´n en la base
del argumento utilizado por James Fetzer (1988), quien considera que los procesos com-
putacionales son causales en su naturaleza y, por lo tanto, caen por fuera del a´mbito de
me´todos lo´gicos y matema´ticos.23 Esto significa que, cuando el algoritmo es implementado
en la ma´quina f´ısica donde surgen los procesos causales, el software computacional se torna
‘causal.’ El argumento termina con la idea de que la verificacio´n formal es imposible en in-
forma´tica y que a los procesos de validacio´n como testing se les debe dar mayor importancia
que la que actualmente tienen.24
Muchos informa´ticos y filo´sofos objetaron vehementemente los argumentos de Fetzer,
acusa´ndolo de no entender las bases de la teor´ıa de computacio´n.25 Es ma´s, si la idea
de Fetzer es correcta, muchos argumentaron, entonces lo mismo se deber´ıa decir sobre las
matema´ticas puesto que estas deben realizarse en algu´n medio f´ısico (e.g., nuestro cerebro,
una calculadora, un a´baco). El argumento de Fetzer, entonces, solo funciona si aceptamos
una diferencia cualitativa entre el medio f´ısico en el que se implementa un algoritmo (i.e.,
la computadora f´ısica) y un medio para llevar a cabo una prueba matema´tica (e.g., nuestro
cerebro) (Blanco and Garc´ıa, 2011).
A pesar de estas objeciones, creo que Fetzer tiene la razo´n, al menos, en dos pun-
tos. Primero, esta´ en lo correcto al sen˜alar que los algoritmos y los procesos computa-
cionales no pueden ser conceptualizados como una misma entidad matema´tica, sino que
requieren un tratamiento distinto. Ya mencione´ esto anteriormente, cuando separe´ on-
tolo´gicamente los algoritmos como entidades abstractas –y formales– de procesos com-
putacionales causalmente relacionados. Sin embargo, creo que esta´ errado en que estas
diferencias constituyen razones para rechazar verificacio´n formal y equivalencia episte´mica
entre algoritmos y procesos computacionales. Hoy en d´ıa, muchos algoritmos son y nece-
sitan ser verificados. Por ejemplo, los protocolos en cryptograf´ıa utilizados en bancos y
sistemas de seguridad. Lo mismo sucede con el software que controla aviones, sate´lites y
transbordadores espaciales.
Segundo, Fetzer destaca el rol de validacio´n como ma´s relevante de lo que se penso´
originalmente. Yo estoy de acuerdo con e´l en este punto. Me´todos de validacio´n no pueden
ser absorbidos y reemplazados por verificacio´n formal, aun cuando estos sean posibles.
De hecho, y en el contexto de software de computacio´n, una combinacio´n de me´todos de
verificacio´n y validacio´n son fuertemente utilizados para establecer la confianza que se tiene
en el software.
La figura 1 resume las tres unidades del software de computador discutidas hasta aqu´ı,
as´ı como las conexiones entre ellas. Primero encontramos la especificacio´n, en donde son
Figure 1: Un esquema general de la estructura del software de computador.
llevadas a cabo las decisiones sobre co´mo sera´ el software. Luego le sigue el algoritmo, en el
que encontramos el conjunto de instrucciones que interpretan la especificacio´n y prescribe
co´mo la computadora ha de comportarse, ilustrado en el proceso computacional al final de
la figura.
5 Conclusio´n
La discusio´n que he presentado sirve como un mapa general para localizar el software
de computador y sus tres unidades de ana´lisis. Adema´s, he identificado varios proble-
mas filoso´ficos relacionados con cada unidad de ana´lisis, as´ı como la relacio´n que tienen
entre s´ı. Entre los ma´s relevantes, discut´ı la definicio´n de especificacio´n y de programa
computacional de Cantwell Smith, as´ı como la necesidad de distinguir entre algoritmos
y procesos computacionales. Asimismo, discut´ı tanto la metodolog´ıa y epistemolog´ıa de
especificaciones como el rol que juegan en nuestro entendimiento general del software de
computador. En cuanto a la nocio´n de algoritmo, centre´ mis fuerzas en entender su nat-
uraleza y su relacio´n con entidades matema´ticas, un tema aun en discusio´n en estudios
ontolo´gicos y epistemolo´gicos del software. Como vimos, de especial importancia fue el
problema de equivalencia de dos algoritmos. Tambie´n presente´ y discut´ı el debate so-
bre verificacio´n formal y justificacio´n de procesos computacionales. La discusio´n aqu´ı se
focalizo´ en problemas de justificacio´n y ontolog´ıa de procesos de computacio´n.
Por supuesto, todav´ıa estamos lejos de haber abordado todos los problemas filoso´ficos
que el software de computador sugiere, y au´n ma´s lejos de profundizar cada uno de ellos.
Mucho queda por hacer, pero conf´ıo en que este trabajo motivara´ futuras discusiones.
Notes
1Otros ana´lisis metodolo´gicos y epistemolo´gicos del software incluyen ma´s niveles de ana´lisis.
Giuseppe Primiero entiende que se pueden identificar hasta seis de estos niveles de ana´lisis, a
saber: intencionalidad, especificacio´n, algoritmo, instrucciones de lenguaje de programacio´n de alto
orden, operaciones de co´digo de ma´quina/Assembly, y ejecucio´n Primiero (2016). Aqu´ı sintetizo
la intencionalidad como parte de la especificacio´n, las instrucciones de lenguaje de programacio´n
de alto orden como parte del algoritmo, y las operaciones de co´digo de ma´quina/Assembly y su
ejecucio´n como parte de los procesos de computacio´n.
2Aqu´ı estoy dejando fuera de consideracio´n la computadora f´ısica, la cual tambie´n requiere de
una especificacio´n.
3Queda sin responder la pregunta de si es posible reducir el lenguaje no-formal en lenguaje
formal. La idea es que un lenguaje no-formal solo sirve para ‘presentar’ lo que es “formalizable en
principio.” Como aqu´ı tomo una postura ma´s cercana a la ingenier´ıa del software, mi respuesta
puede anticiparse como negativa. Sin embargo, la postura opuesta ha sido y continu´a siendo
defendida por muchos (por ejemplo, (Dijkstra, 1974; Hoare, 1996)). Agradezco a un/a evaluador/a
ano´nimo/a por sugerir esta pregunta.
4En (Dura´n, 2017) hay tambie´n una especificacio´n del algoritmo proporcionado por Woolfson y
Pert.
5Por supuesto esto no significa que una especificacio´n completa es siempre posible. De hecho,
se podr´ıa argumentar que este es rara vez el caso. Dado que estos temas tienen que ver ma´s con
estudios sobre la pra´ctica y la sociolog´ıa de la ciencia que con lo que estamos tratando aqu´ı, no voy
a discutir este punto con detenimiento.
6Estudios filoso´ficos ma´s detallados sobre la naturaleza de la especificacio´n pueden encontrarse
en Raymond Turner (2011) y William Rapaport (1999). Aqu´ı solo estoy interesado en identificar
el rol metodolo´gico y epistemolo´gico de la especificacio´n.
7Estrictamente hablando, una rutina no es un algoritmo. La analog´ıa se sostiene, si se toma la
nocio´n de algoritmo como algo muy general. En cualquier caso, esto no afecta el argumento de esta
seccio´n.
8Este procedimiento puede ser matema´tico, lo´gico o de alguna otra naturaleza, dependiendo de
nuestros compromisos ontolo´gicos con la nocio´n de algoritmo. Por ejemplo, C. A. R. Hoare (1989)
suscribe a los algoritmos como entidades matema´ticas, mientras que James Fetzer, por el contrario,
los concibe como estructuras lo´gicas (Fetzer, 1988).
9Ve´ase (Woolfson and Pert, 1999, 115) para una discusio´n detallada de los pasos involucrados
en este proceso.
10Estas son algunas de las caracter´ısticas que Chambert le adscribe a los algoritmos. Para ma´s
detalles, ve´ase (Chabert, 1994, p. 455).
11Ammon Eden sugiere que hay tres paradigmas de la ciencia de la computacio´n estructurados
dependiendo de sus metodolog´ıas, epistemolog´ıa y ontolog´ıa. Es en este u´ltimo concepto donde se in-
scriben las distintas formas de entender los algoritmos. Siguiendo a Eden, el paradigma racionalista
entiende los algoritmos como expresiones matema´ticas (Eden, 2007, 145); el paradigma tecnocra´tico
los entiende como “montones de datos” y en ese sentido no muy distintos del Hamlet de Shakespeare
(Eden, 2007, 153); finalmente, el paradigma cient´ıfico entiende los algoritmos como alguna forma
de objeto cient´ıfico tales como entidades mentales, DNA, etc. En este sentido, los algoritmos tienen
un conjunto u´nico de propiedades que los caracterizan, tales como temporalidad, no fisicalidad,
causalidad, etc. (Eden, 2007, 159).
12Notemos que este ejemplo motiva la siguiente pregunta: ‘¿hasta que´ punto estos dos sistemas
son equivalentes?’ En este caso, se podr´ıa objetar que ciertas restricciones deben ser impuestas
al sistema de coordenadas (i.e., para la funcio´n tangente, el domino son todos los nu´meros reales
excepto ±pi2 ,± 3pi2 ,± 5pi2 , ..., donde la funcio´n no esta´ definida. En este sentido el sistema cartesiano
y el polar no son completamente isomo´rficos, sino solo parcialmente.
13Desde luego, los algoritmos son estructuras mucho ma´s complejas que los ejemplos aqu´ı pre-
sentados. No es una sorpresa, por lo tanto, que la equivalencia entre algoritmos no pueda ser
establecida mediante tablas de verdad. Un modo de solventar este problema consiste en recurrir a
herramientas ofrecidas en el a´rea de matema´ticas y teor´ıa de la computacio´n. Por ejemplo, un modo
de lograr esto es construyendo una clase de equivalencia de algoritmos (Blass et al., 2009). El ejem-
plo es un algoritmo de ordenamiento (e.g., Bubble sort), el cual retorna una permutacio´n ordenada
de una lista, para alguna definicio´n de orden. Mostrando que una funcio´n dada tiene la propiedad
de devolver una permutacio´n ordenada –para la misma definicio´n de orden–, entonces estamos en
condiciones de decir que ambos algoritmos pertenecen a la misma clase. Encontrar equivalencia de
algoritmos es central para muchos procedimientos de verificacio´n de software y hardware.
14Aqu´ı isomorfismo se presenta como la mejor opcio´n ya que es el u´nico –morfismo que puede
garantizar equivalencia total entre algoritmos. Otras formas de –morfismo son tambie´n discutidas
en la bibliograf´ıa especializada, como por ejemplo en el trabajo de Blass et al. (2009) y Blass and
Gurevich (2003).
15Los trabajos de Robin Hill (2015) y Raymond Turner (2014) exponen lo complejo que puede
ser la nocio´n de algoritmo y, por lo tanto, cua´ndo dos algoritmos son el mismo.
16Hay varios problemas filoso´ficos relacionados con la idea de ‘similaridad estructural’ que no
podemos abordar aqu´ı. Sobre estos temas, ve´ase por ejemplo (Humphreys and Imbert, 2012).
17Notemos que el argumento depende de que´ entendamos por ‘comportamiento’. Si aqu´ı enten-
demos que dos algoritmos se comportan de manera similar cuando producen los mismos resultados,
entonces claramente el algoritmo que implementa coordenadas polares se comporta diferente del al-
goritmo que genera coordenadas cartesianas. Desde luego, otras formas de definir ‘comportamiento’
son posibles y hasta ma´s interesantes.
18Sobre CASL, ve´ase Bidoit and Mosses (2004). Sobre VDM, ve´ase Bjorner and Henson (2007).
Sobre ABS, ve´ase http://abs-models.org/concept/. Sobre la notacio´n Z, se recomienda el cla´sico
Spivey (2001).
19Es importante sen˜alar que aqu´ı no me preocupo por la arquitectura del computador en donde
se ejecuta el algoritmo, y por lo tanto, el proceso computacional. Deber´ıa quedar claro a partir del
contexto, de todas maneras, que aqu´ı me refiero a computadoras basadas en circuitos integrados en
oposicio´n a computadoras cua´nticas o biolo´gicas.
20A fin de completar las fases que van desde la especificacio´n al programa computacional, debemos
agregar una serie de procesos intermedios, tales como compilar el algoritmo, asignar memoria, etc.
Dado que estos procesos no constituyen, estrictamente hablando, unidades de ana´lisis del software,
no las vamos a considerar aqu´ı. Desde luego, no por ello son menos importantes.
21Por detalles en estos dos puntos, ve´ase (Rapaport, 1999).
22Para una discusio´n ma´s profunda sobre justificar los resultados de ciertos procesos computa-
cionales, ve´ase (Dura´n, 2018; Dura´n and Formanek, 2018).
23Es importante sen˜alar que la discusio´n sobre verificacio´n de programas tiene su origen en el
art´ıculo de Richard A. De Millo, Richard J. Lipton y Alan J. Perlis (a DeMillo et al., 1979).
24Debemos notar que en la pra´ctica los procesos de verificacio´n y validacio´n no son diferenciados
anal´ıticamente como lo hago yo aqu´ı. Para una discusio´n a este respecto, ve´ase (Morrison, 2015,
Cap. 7).
25Una serie de cartas fueron enviadas al editor de Communications of the ACM Robert L.
Aslzedzurst justo despue´s de la publicacio´n del art´ıculo de Fetzer. Afortunadamente, las cartas
fueron publicadas con una respuesta del autor, lo cual no solo mostro´ el esp´ıritu democra´tico del
editor y de la revista, sino la reaccio´n general de la comunidad con respecto a este tema.
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