Abstract: In this paper, a framework is proposed for the estimation of internal temperatures within a foodstuff during microwave tempering under unknown dielectric properties. The solution is based on a partially known model issued from the closed form solutions of Maxwell's equations coupled with the conduction heat equation solved by finite differences. The algorithm converges towards acceptable dielectric properties functions whereas the temperature field is estimated simultaneously. This approach is carried out in simulation by considering the tempering of a block of raw beef located in a rectangular wave guide allowing to consider a fundamental mode with perfectly known electromagnetic conditions.
INTRODUCTION
In the food industry, tempering consists in bringing a frozen foodstuff close to its transition temperature, without thawing. Such an operation permits to reach a sufficient malleability to allow mechanical operations, as mixing, slicing. The main objective is that the whole product reaches this target temperature homogeneously, by avoiding partial defrosting, to preserve it from a renewal of micro-organisms activity. However, microwave tempering presents a major drawback, inherent to the use of microwaves: the thermal runaway. This phenomenon is characterized by the apparition of hot points within the food sample, next to areas still frozen (Liu et al. [2005] ). These hot points are due to resonance phenomena occurring when the penetration depth of the electromagnetic wave is larger than the thickness of the product (Bhattacharya and Basak [2006] ). This happens when the treated materials are low dielectrics, as it is the case for frozen foodstuffs.
For this reason, despite its great interest, microwave tempering processes are still scarcely used in the industry. Indeed, the adjustment of microwave ovens is made difficult because the magnitude and location of these hot spots are difficult to grasp, especially as the dielectric parameters are usually unknown in the frozen phase. Indeed, in the literature, many studies are dedicated to dielectric propThis work has been supported by the French National Research Agency Project ANR-CLPP erties measurements of food sample by using the open ended coaxial dielectric probe kit (Farag et al. [2008] , Herve et al. [1998] , Hu and Mallikarjunan [2005] , Mao et al. [2003] , Motwani et al. [2007] , Nelson and Bartley [2000] , Zhang et al. [2004] ), but these measurements are mostly performed with defrosted food products (T > 0
• C) due to lower accuracy below freezing temperature. The microwave cavity perturbation technique is also widely used to measure dielectric properties but few applications are dedicated to food products (Bengtsson and Risman [1971] ). This method consists in measuring frequency shift and change in cavity transmission characteristics when a small dielectric object is inserted into a microwave resonant cavity (Kraszewski and Nelson [1996] ). Recently, this method has also been employed for permittivity measurement of low loss dielectric materials (Li et al. [2007] ). This technique seems to be appropriate to frozen food due to their low dielectric characteristics. However, the design of the cavity needs to be adapted to the sample dimension and also to the frequency of the electromagnetic wave, i.e. 2.45 GHz. For those reasons, dimensions of the cavity are of crucial importance to obtain accurate dielectric measurements and, in the case of solid foods, the sample preparation and the design of the cavity are also very timeconsuming. It is important to underline at this stage that the objective of this work is not to obtain an accurate evaluation of the dielectric properties versus temperature, but to reach a satisfying estimation of the temperature field in presence of these parameter uncertainties. The monitoring of temperatures within the foodstuffs in the presence of large uncertainties on the dielectric properties evolution is consequently an interesting challenge. Obviously, in such a context, invasive measurements are prohibited, limiting the temperature measurement at the boundaries. To reach such an objective, the use of state observers is mandatory. For nonlinear processes, observer design is a cumbersome task: indeed, on the first hand, analytic observers (Gauthier et al. [1992] , Slotine et al. [1987] ) are usually applicable to a limited class of systems and, even when possible to use, requires specific skills in mathematics; on the other hand, optimization based-observers, which can be applied to complex systems, require some optimizationbased approaches which are time-consuming.
The French ANR Project clpp aims to offer to process engineers and academic researchers a user-friendly tool which allows to perform online state and parameter estimation, with limited skills in this field, provided that a model of the process is available. Details about this tool can be consulted in (Alamir et al. [2007] ). Such a tool seems particularly suited to the objective described above. Indeed, state estimation allows to reconstruct the lacking temperatures within the foodstuff, whereas parameter estimation permits to evaluate in real-time the dielectric properties. This tool addresses systems that are described by ordinary differential equations. Because heat transfer and electromagnetic wave are described by partial differential equations, a spatial meshing of the domain is proposed in order to reduce the distributed parameters system to a lumped parameters system. By considering smooth variations of the dielectric properties with temperature on the considered temperature range, and a constant and normal incident electric field, closed-form solutions are proposed to compute the electric field distribution within the food sample. The local electric field obtained from closed-form solutions is thus implemented in the source term of a one-dimensional heat equation, solved using a finite difference scheme.
In this work, we propose to evaluate the clpp software in simulation, by considering the tempering of a block of raw beef irradiated by a monochromatic microwave. To better evaluate the relevance of the approach, the experimental device, which has been used in previous works (Curet et al. [2008 (Curet et al. [ , 2009 , Akkari et al. [2009] ) to validate the modeling approaches, is briefly described in section 2. The model and its numerical resolution coupling closed-form solutions of the Maxwell's equations and heat transfer is developed in section 3, whereas section 4 presents briefly the clpp software. The results and related discussion are given in section 5.
SOME EXPERIMENTAL ISSUES
Although the validation of the proposed estimation approach is based on simulations, the following section describes some experimental issued that are worth understanding when evaluating the relevance of the overall framework and more precisely of the adopted model. Simulation has been preferred in this issue because it permits a better evaluation of the estimation errors of the inside temperatures. Indeed, temperature measurement is very difficult due to the inherent approximation of the probe location, especially in frozen foodstuff. However, the model coupling closed-form solutions of Maxwell's equations with heat transfer, and described in the next section, has been validated in previous works for different configurations (one-dimensional or two-dimensional problems, finite differences or orthogonal collocation concerning heat transfer), and it appears important to present briefly in the sequels the experimental device dedicated to the experimental validations.
Experimental device
A monochromatic wave is considered, in the fundamental mode, denoted T E10, and operating at a frequency of 2.45 GHz, delivering a half-sinusoidal electric field along the large dimension (86 mm) of a rectangular wave guide, and a constant one along the smallest dimension (43 mm). In order to consider a normal and constant incident electric field at the top surface, the dimension of the sample is small compared to the wave guide and this sample is inserted at the centre. It is possible to measure the temperatures at the irradiated surface and at the opposite one with optical fibre sensors (LUXTRON Fluroptic Thermometer, model 790, accurate to ±0.5
• C, Luxtron Corporation, Santa Clara, USA). These probes are usually inserted 1 mm under the surface.
Simulation conditions
A piecewise decreasing power flux from 50000 to 12000 W/m 2 is considered in the clpp software. The sample is supposed to be homogeneous in temperature, at −20
• C. The simulation time is calculated in order to cover the whole tempering range.
MODEL DERIVATION
In this section, we develop a one-dimensional finite volume scheme to solve the heat equation. The effect of microwaves is introduced in the heat equation through a source term, which results from the closed-form solution of Maxwell's equations. In agreement with Fig. 1 , the following assumptions can be considered: Assumption 1: The product receives the electromagnetic wave by the upper surface, and the propagation is normal to the surface. Assumption 2: The product is homogeneous and isotropic. Assumption 3: The dielectric properties are constant. Assumption 4: The mass transfer is negligible. Assumption 5: the sample is perfectly insulated on lateral and bottom faces.
Heat transfer is based on the generalized heat equation which depends on thermophysical properties of the product. With respect to assumption 5, a one-dimensional problem can be considered by taking:
Concerning raw beef, analytical devices (differential scanning calorimetry and hot wire probe), available in the laboratory, have permitted to establish the following equations for the specific heat and thermal conductivity on the tempering range (Akkari et al. [2005] , Curet et al. [2008] ):
Fig. 1. Some loss factor evolutions for food products (Bengtsson and Risman [1971] )
k(T ) = 1.4325 1 + e 1.3794T +5.7945 + 0.5187
The source term Q abs quantifies the amount of power which is dissipated into the product by dielectric losses. The source term is computed from the knowledge of the local electric field strength as follows (Lanz [1998] ):
This term depends explicitly on the loss factor ε " r and implicitly on the dielectric permittivity ε r through the local field E(z) [see equation (6) below]. Let us denote by D p the penetration depth of the wave in the material, namely:
where ε r and ε " r represent respectively the dielectric permittivity and the loss factor of the material, C 0 = 3 × 10 8 m/s, f = 2.45 GHz. In the sequel, κ 0 = 2πf C 0 = 51.3 m −1 is the propagation constant. In a thin layer of frozen material (5 cm in this work), D p L, authors in (Bhattacharya and Basak [2006] ) proposed closed-form solution provided that assumptions 1 and 3 mentioned above are satisfied:
where F 0 represents the incident power flux in W/m 2 .
On the considered temperature range, during food tempering, it is obvious that the dielectric properties are not constant. In order to meet assumption 3, we will consider in the sequel piecewise variable dielectric properties. By observing the evolution of the dielectric properties published in the food science literature (Fig. 1) , the dielectric properties can be approximated as functions of the temperature as shown on Figure 2 . For tempering application, we are mainly interested in negative temperature. Therefore, the T i 's that are used in the definition of the parametrization of ε r and ε " r ( Figure 2 ) are chosen as follows:
once these temperatures are fixed, the temperature dependent profile of ε r and ε " r are respectively defined by the parameters v 1 , . . . , v 4 and v 5 , . . . , v 8 .
In order to introduce the constraints on the monotonicity of the profiles over the range of negative temperatures, we consider the normalized parameter q ∈ [0, 1] 8 ⊂ R 8 such that:
where ε r,min , ε " r,min , ε r,max and ε " r,max are a priori given lower and upper bounds. Based on the above definition and provided that the system of partial differential equation represented by (1) is transformed to a system of ordinary differential equation using appropriate numerical scheme (finite differences for instance), the system model that is used in the estimation algorithm can be described shortly by the following set of ordinary differential equations of the form:ẋ Fig. 2 . Approximation functions for dielectric properties in the tempering area where x is the state representing the temperature at the spacial discretization nodes, u is the vector of exogenous signals (power profile), q is a set of model parameters while y is the vector of sensors output that may be used in the reconstruction of the temperature profile inside the foodstuff. The principle and the tool used to perform this inverse problem solution are described in the next section.
RECALL ON MOVING HORIZON OBSERVERS
The French National Research project anr 1 -clpp 2 has been initiated based on the observation according to which, many process researchers, when dealing with their own works on the control, the supervision and/or the optimal design of their processes, are quite frequently faced with the problem of observer design. For non specialists, this task is cumbersome because analytic observers rarely apply while optimization-based approaches need some technicalities that may be time-consuming and difficult to master. A user-friendly software (Alamir et al. [2007] ) has been developed to facilitate the design of the state/parameter reconstruction. To achieve the estimation task for a system given by (16), clpp uses moving-horizon strategy (Michalska and Mayne [1995] ) in which the measurements collected during the past observation horizon [t − T, t] (where t is the current time while T is called the observation horizon) are used to recover the values of the unknown variables. Typically, the latter gather the value of the state vector at instant t − T and the value of the parameter vector q, namely:
More generally, clpp enables a flexible definition of the parametrization by allowing the user to define its own parametrization map according to:
1 Agence Nationale pour la Recherche 2 from the french "Capteurs Logiciels Plug & Play"
Namely, the user define how at each instant t, the current value of the parameter is used to compute the corresponding estimation of the past state x(t − T ) and the vector of physically meaningful parameter vector q. More precisely, the resulting unknown p(t) is obtained by minimizing the following cost function:
in which n y is the number of sensors, κ i (t) is the set of indices of past instants t k ∈ [t − T, t] at which a measurement y i (t k ) of sensor i is available. The notation y i (t k |p) denotes the output component that would be expected if the state x(t − T ) and the vector of parameters q are those given by p in accordance with (17). During each observer updating period [τ j , τ j+1 ] (where τ j = j · τ o ), a finite number n eval of function evaluations are allowed in order to look for a minimum of the cost function J (τj ) (·) starting from an initial guess p + (τ j−1 ) that is compatible with the past estimate p(τ j−1 ) leading to the following updating process for the dynamic variable p:
where S denotes an iteration of some optimization algorithm and S q denotes successive iterations of S that involves n eval function evaluations. In its current version, clpp already implements several Gradient-free direct search algorithms (Simplex, Torcszon, Trust-region, etc.). Such algorithms enable non smooth inverse problems to be tackled, avoid asking the user to provide analytical gradient or the numerical troubles associated to the computation of the sensitivity matrices. Moreover, recent results (Alamir et al. [2009] ) on singularities avoidance are implemented in order to enhance global convergence in situations where the cost function shows strong non convexity.
RESULTS & DISCUSSION
The derivation of the ODE model (16) is done using 21-nodes finite difference scheme. The simulation is performed using the dielectric properties of raw beef (Bengtsson and Risman [1971] ) that are depicted on Figure 3 as functions of the temperature. These profiles are used in the PDE's (1) in order to produce the measurement that are fed to the software in order to estimate the inner temperature profile. By doing so, (1) emulates the experimental device. The bounds of the dielectric properties are taken as follows:
ε r,max = 60 , ε " r,max = 25 (21) The measurements consist of the two surface temperatures, namely:
that are assumed to be acquired at some sampling period τ s (20 seconds). As for the parametrization map (17), specific choices have been made to end up with a tractable optimization problem. Namely, the length of the prediction Fig. 3 . Experimental evolution of the dielectric properties ε r and ε " r according to (Bengtsson and Risman [1971] ). These profiles are used when integrating (1) in order to produce the measurements that are fed to the clpp software which uses (16) to perform the estimation of the temperature profile.
horizon has been taken equal to the batch duration (in order to acquire identifiability). Moreover, since at the starting instant, the foodstuff is likely to have a uniform temperature T 0 , the unknowns of the problem are represented by the vector p given by:
(23) Figure 4 shows evolution of the incident power flux used in the validation scenario.
The results are shown on Figures 5-7. More precisely, Figure 5 shows the temperature profiles at several instants during the batch. The simulated profile is given using bluesquare-marked lines, the estimated profiles using clpp are plotted in red-star-marked line while the open-loop evolution without measurement based correction is given in black-circle-marked line. Note that the correction begins at instant t = 20 sec when at least 4 measurements are available (2 for each sensors). This explain why the estimated and the open-loop profile coincide at instant t = 12.5 sec. The evolution of the parameter vector p during the scenario is shown in Figure 6 while the computation time 3 needed to perform the n eval = 100 function evaluation is given in Figure 7 . Note that the computation time is almost always lower than the sampling measurement acquisition τ s = 20 sec which means that the proposed solution is real-time implementable. Note also that the computation time increases since the observation horizon increases and so do the computational burden.
Figure 8-9 shows the same scenario when a shorter acquisition period τ s = 10 sec is used. The improvement of the estimation quality is noticeable, however, for the computational facility used here, the scheme would have 3 The computation has been performed using a Dell-Latitude E6500 / 2.66GHz 
CONCLUSION
In this paper a method for the estimation of temperature field during microwave tempering is proposed for badly known dielectric properties. The proposed method enables the reconstruction of the temperature profile using only the two surface temperatures. Moreover, the estimation scheme is based on discrete-time measurement. It has been in particular shown that rather long inter-sampling period of 20 sec still enables a good and real-time implementable reconstruction to be performed. The validation of the proposed approach has been obtained using the generic software clpp that enables simultaneous estimation of the state and the parameter of a dynamical system. Fig. 5 . Performance of the estimation scheme with a measurement sampling period of τ s = 20 sec and using a maximum number of function evaluation n eval = 100. Simulated temperatures (blue-squares) / clpp-estimated temperatures (red-stars) / open-loop estimation without parameter updating (black-circles). Note the initial error on the initial uniform temperature. The corresponding evolution of the parameter during this scenario is given in Figure 6 Fig. 6. Evolution of the estimated parameter vector (23) during the validating scenario depicted on Figure 5 . Note that the updating period is taken equal to τ s = 20 sec Fig. 7 . The time needed to perform the n eval = 100 function evaluation for the validating scenario depicted on Figure 5 where an acquisition period of τ s = 20 sec is used. The abscissa is the period number during which the computation is performed. Fig. 8 . Performance of the estimation scheme with a measurement sampling period of τ s = 10 sec and using a maximum number of function evaluation n eval = 100. Simulated temperatures (blue-squares) / clpp-estimated temperatures (red-stars) / open-loop estimation without parameter updating (black-circles). Note the initial error on the initial uniform temperature. The corresponding evolution of the parameter during this scenario is given in Figure 9 Fig. 9. Evolution of the estimated parameter vector (23) during the validating scenario depicted on Figure 5 . Note that the updating period is taken equal to τ s = 10 sec Fig. 10 . The time needed to perform the n eval = 100 function evaluation for the validating scenario depicted on Figure 5 where an acquisition period of τ s = 10 sec is used. The abscissa is the period number during which the computation is performed.
