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SPECTRA OF DISCRETE SCHRO¨DINGER OPERATORS WITH
PRIMITIVE INVERTIBLE SUBSTITUTION POTENTIALS
MAY MEI
Abstract. We study the spectral properties of discrete Schro¨dinger opera-
tors with potentials given by primitive invertible substitution sequences (or by
Sturmian sequences whose rotation angle has an eventually periodic continued
fraction expansion, a strictly larger class than primitive invertible substitution
sequences). It is known that operators from this family have spectra which are
Cantor sets of zero Lebesgue measure. We show that the Hausdorff dimension
of this set tends to 1 as coupling constant λ tends to 0. Moreover, we also show
that at small coupling constant, all gaps allowed by the gap labeling theorem
are open and furthermore open linearly with respect to λ. Additionally, we
show that, in the small coupling regime, the density of states measure for an
operator in this family is exact dimensional. The dimension of the density of
states measure is strictly smaller than the Hausdorff dimension of the spectrum
and tends to 1 as λ tends to 0.
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1. Introduction
Let λ > 0, let α ∈ T1 := R/Z, be irrational, and let ω ∈ T1. The discrete
Schro¨dinger operator Hλ,α,ω is a bounded, self-adjoint operator on ℓ
2(Z) given by
(1) (Hλ,α,ωψ)(n) = ψ(n+ 1) + ψ(n− 1) + λ ·Rα,ω(n) · ψ(n), ψ ∈ ℓ2(Z),
where
(2) Rα,ω(n) := χ[1−α,1)(nα+ ω mod 1)
is a rotation sequence of angle α and initial point or phase ω. In general, this
sequence in the third summand is referred to as the potential and λ is called the
coupling constant.
This operator with this particular choice of potential is a popular model in the
study of electronic properties of quasicrystals, whose discovery by Dan Shechtman
earned him the 2011 Nobel Prize in Chemistry [SBGC84]. Rotation sequences are
Sturmian, i.e. non-periodic sequences of the lowest possible complexity (a formal
definition is given in Section 2.2). We are motivated in the choice of this class
of potentials by the heuristic that crystals are perfectly ordered (periodic) and
quasicrystals are aperiodic, but still highly ordered. See [DEG13] for a survey of
results regarding Schro¨dinger operators (including higher dimensions) that model
quasicrystals. Other related survey papers include [Bel92b], [BG95], [Dam07], and
[Su¨t95].
Primitive invertible substitutions, which are rigorously defined in Section 2.1,
are another method of generating Sturmian sequences, although not all Sturmian
sequences can be achieved as a substitution sequence. Refer to the survey papers
in the previous paragraph, and to [Can09]. After this paper was prepared, we
learned that some related results were obtained by Arnaud Girand in [Gir14]. The
canonical example of a primitive invertible substitution is the Fibonacci substitution
sF : 0 7→ 01, 1 7→ 0. This substitution generates the sequence R√5−1
2
,0
(details are
provided in Section 2.2). The spectral properties of the corresponding operator,
the Fibonacci Hamiltonian, has been thoroughly studied in [Cas86], [Su¨t87], and
[Su¨t89], and more recently in [DEGT08], [DG09a], [DG09b], [DG11], and [DG12].
In this paper, we generalize some results previously known for the Fibonacci
Hamiltonian to any discrete Schro¨dinger operator with primitive invertible sub-
stitution sequence as its potential. Forthcoming joint work with with William
Yessen [MY14] extends these results to Jacobi operators. A standard argument,
which uses the minimality of the left shift on the dynamical hull generated by the
substitution sequence (see Section 2.2 of this paper and [Dam07]) shows that the
spectrum of Hλ,α,ω is independent of initial point ω. Thus, we drop ω from the
notation and denote the spectrum of the operator Hλ,α by Σλ,α.
It was shown in [Su¨t89] that the Fibonacci Hamiltonian has measure zero Cantor
spectrum. This results was then extended to all Sturmian potentials in [BIST89].
Later, [DL06], established Cantor spectrum of zero Lebesgue measure for a large
class of low-complexity potentials. See also [Len02] and [LTWW02]. It is natural
to ask about the behavior of gaps in the Cantor spectrum as one varies the coupling
constant λ.
Theorem 1.1. For α with eventually periodic continued fraction expansion and
λ > 0 sufficiently small, the boundary points of a gap in the spectrum Σλ,α depend
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smoothly on the coupling constant λ. Moreover, given any one-parameter continu-
ous family {Uλ,α}λ>0 of gaps of Σλ,α, we have that
lim
λ→0+
|Uλ,α|
|λ|
exists and belongs to (0,∞).
The Cantor structure of the spectrum also motivates the study of fractal prop-
erties of the spectrum, namely Hausdorff dimension, denoted dim as there is no
ambiguity in this paper, and thickness, which is defined in Section 7. As a corollary
to [Can09], Σλ,α is a dynamically defined Cantor set for α with eventually periodic
continued fraction expansion and λ > 0 sufficiently small. From this, we can imme-
diately see that the local Hausdorff dimension of the spectrum Σλ,α is equal to the
global Hausdorff dimension and this is also equal to the box counting dimension.
It was already known from [Can09] that dim(Σλ,α) is strictly between 0 and 1 for
λ > 0. Furthermore, the Hausdorff dimension of the spectrum Σλ,α depends con-
tinuously on λ. Refer to Section 2 of [DG09a] and the references contained therein
or to [PT93] for general background on relevant theorems from dynamical systems.
Theorem 1.2. For α with eventually periodic continued fraction expansion,
lim
λ→0+
dimΣλ,α = 1.
More precisely, there are constants C1, C2 > 0 such that
1− C1λ ≤ dimΣλ,α ≤ 1− C2λ
for λ > 0 sufficiently small.
Let HIλ,α be Hλ,α restricted to a finite interval I with Dirichlet boundary con-
ditions and let the integrated density of states be given by
(3) Nλ,α(E) = lim
L→∞
1
L
∣∣∣{eigenvalues of H [1,L]λ,α that lie in (−∞, E)
}∣∣∣ .
The existence of this limit has been shown in a general setting in [LS05]. It has also
been studied for general potentials, random potentials, and analytic quasi-periodic
potentials, see Section 5.5 of [DEG13] for references. This will be developed more
formally in Section 8, but for now we simply state that Nλ,α is the cumulative
distribution function of the averaged in ω spectral measure supported on Σλ,α,
which we denote dNλ,α and call the density of states measure.
Theorem 1.3. For α with eventually periodic continued fraction expansion, there
exists 0 < λ0 ≤ ∞ such that for λ ∈ (0, λ0), there is dλ,α ∈ (0, 1) so that dNλ,α is
of exact dimension dλ,α, that is, for dNλ,α-almost every E ∈ R,
lim
ε→0+
log(Nλ,α(E + ε)−Nλ,α(E − ε))
log ε
= dλ,α.
Moreover, in (0, λ0), dλ,α is a C
ω function of λ and
lim
λ→0+
dλ,α = 1.
Theorem 1.4. For α with eventually periodic continued fraction expansion and for
λ > 0 sufficiently small, we have
dλ,α < dimΣλ,α.
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The gap labeling theorem [BBG92] provides a set of canonical labels for the
cumulative distribution function of the spectral measure which correspond to gaps
in the spectrum. See also [Bel92a] for an extended summary of results regarding
these labelings in a more general setting. It is of interest to know whether all
possible gaps are open as the density of the labels indicates a Cantor spectrum.
Theorem 1.5. For α with eventually periodic continued fraction expansion, there
is λ0 > 0 such that for every λ ∈ (0, λ0], all gaps of Hλ,α allowed by the gap labeling
theorem are open.
The famous “Ten Martini Problem” is showing that the spectrum of the almost
Mathieu operator is a Cantor set. This was done by Avila and Jitomirskaya in
2009 [AJ09]. See also [Dam08] for a summary of previous work leading up to this
result. A related question is the so-called “Dry Ten Martini Problem,” showing
that all gaps are open. In the above theorem, we solve the “dry” version of this
problem for primitive invertible substitution potentials.
At this point, one may ask whether the results in this paper can be extended
either to all Sturmian potentials or outside of a small coupling constant regime. To
answer the former question, in [LPW07], it was shown that there exists an increasing
sequence of integers {mk}k∈N such that for rotation angle α˜ = [0; a1, a2, ...] with
an = 1 if m2k−1 ≤ n < m2k and an = 3 if m2k ≤ n < m2k+1 and for sufficiently
large coupling constant λ, the Hausdorff dimension and box counting dimension
of Σλ,α˜ is not equal, implying that Σλ,α˜ is not a dynamically defined Cantor set.
Thus the results of this paper certainly do not hold for all Sturmian potentials. As
to the latter question, the value of λ0 in Theorems, for example 1.3, corresponds
to the largest value for which transversailty of the line of initial conditions can be
shown. It may be the case that λ0 = +∞, but we were unable to show this.
Now let us outline the structure of the paper. Section 2 provides background on
Sturmian sequences and substitution sequences. See [Fog02] for a more thorough
introduction to Sturmian sequences, substitution sequences, and related dynamical
properties. It has long been known that any Sturmian sequence can be achieved
as a rotation sequence of some angle and some initial point [MH40]. It is also
known that the rotation sequences with initial point 0 that are fixed by a nontrivial
substitution are exactly those whose rotation angle α has a particular periodic
continued fraction expansion [CMPS93], restated in Theorem 2.16. In fact, the
results in this paper hold for all Sturmian sequences whose rotation angle has
any eventually periodic continued fraction expansion, a strictly larger class than
primitive invertible substitution sequences.
Section 3 introduces trace maps, which are dynamical systems that appears in
a natural way in the study of spectral properties of discrete Schro¨dniger operators
with substitution potential. This was initially introduced by [KKT83], see also
[OPR+83], for the case of the Fibonacci Hamiltonian.
Section 4 establishes the hyperbolicity of the trace map and we get as a corollary
to [Can09] that that Σλ,α is a dynamically defined Cantor set for λ > 0 sufficiently
small. The notion of a dynamically defined Cantor set is explored in [PT93].
Section 5 demonstrates the existence of a curve of periodic points. In the Fi-
bonacci case, this theorem was established through a computation that relied on
the explicit form of the Fibonacci trace map. To generalize this result, we approach
this problem for the class of operators with potentials given by rotation angles with
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eventually periodic continued fraction expansions by considering an application of
bilinear forms. This is needed for the proof of Theorems 1.1 and 1.2.
In Section 6, we prove Theorem 1.1, that is the gaps of the Cantor spectrum
open linearly with respect to coupling constant. This is the analogue of Theorem
1.3 from [DG11] for the Fibonacci Hamiltonian. This proof heavily utilizes the
construction from Section 5.
Section 7 is dedicated to the proof of Theorem 1.2, that the Hausdorff dimension
of the spectrum is continuous for λ = 0, which heavily utilizes thickness and the
related denseness. This is the analogue of Theorem 1.1 from [DG11]. Quantitative
properties of Cantor sets such as thickness and denseness have been widely used
in in the setting of dynamical systems theory (see, for example, [New70], [New79],
and [dM73]). This result presents a nice application of thickness to a problem
arising in mathematical physics.
In Section 8, we provide the proofs of Theorem 1.3 and Theorem 1.4, which are
generalizations of results obtained for the Fibonacci Hamiltonian in [DG12]. We
also prove Theorem 1.5, that all gaps allowed by the gap labeling theorem open.
This is the analogue of Theorem 1.5 from [DG11].
Acknowledgements : The author would like to acknowledge the invaluable contri-
butions of Anton Gorodetski and David Damanik. The author would also like to
thank William Yessen and Christoph Marx for their many helpful conversations.
2. Background on Symbolic and Combinatorial Properties
2.1. Substitution Maps. Let A be an alphabet of finitely many symbols, and let
A∗ and A˜ denote the free monoid and free group generated by A, respectively. We
will restrict ourselves to the case that |A| = 2, in which case we will denote its
members A = {0,1}. Any Ψ ∈ End(A˜) is determined by the images of 0 and 1,
which we will denote w0 and w1, respectively. If w ∈ A˜, we say that w is a word
and define |w|a to be the sum of the powers of a, i.e. the number of occurrences
of the letter a in w minus the number of occurrences of a−1 in w. In this way, one
may associate w with an element of Z2 and thus, Ψ with a matrix
MΨ =
(|w0|0 |w1|0
|w0|1 |w1|1
)
The map Ψ 7→ MΨ induces a homomorphism from Aut(A˜) → GL(2,Z). Observe
that if Ψ is invertible then det(MΨ) = ±1.
In the case that w0, w1 ∈ A∗, the map s : A → A∗ given by s : 0 7→ w0, 1 7→ w1
is called a substitution. This extends uniquely to an endomorphism of A˜ which, by
abuse of notation, we also call a substitution and denote s. If s is an automorphism
of A˜, we will say that s is an invertible substitution. If there is k such that (Ms)k
is strictly positive, we will say that s is a primitive substitution. We call Ms a
substitution matrix and look at the space of matrices corresponding to invertible
substitutions
M =
{(
p q
r s
)
: p, q, r, s ∈ N and ps− qr = ±1
}
⊂ GL(2,Z).
Lemma 2.1 (Wen, Wen 1994 [WW94]). M is generated as a monoid by
h1 =
(
0 1
1 0
)
, h2 =
(
1 1
1 0
)
.
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Theorem 2.2 (Wen, Wen 1994 [WW94]). The monoid of invertible substitutions
is generated by π, σ, and ρ where
π : 0 7→ 1,1 7→ 0 σ : 0 7→ 01,1 7→ 0 ρ : 0 7→ 10,1 7→ 0.
Remark 2.3. Note that Mpi = h1 and Mσ = Mρ = h2. The non-uniqueness of this
matrix representation leads one to ask questions answered by the next theorem.
Theorem 2.4 (Peyrie`re, Wen, Wen 1993 [PWW93]). An element of the kernel of
the map Aut(A˜)→ GL(2,Z), Ψ 7→MΨ is either an inner automorphisms,
ιw : 0 7→ w0w−1,1 7→ w1w−1 for w ∈ A˜
or an inner automorphism composed with the involution 0 7→ 0−1,1 7→ 1−1.
Remark 2.5. As a consequence of the above, if Ms =Ms′ , then ∃w ∈ A∗ such that
s′ = ιws or ιw−1s. If this is the case, we will say s and s′ are conjugate. We say two
sequences u, v ∈ AN are locally isomorphic if whenever w is a word of u, w is a word
of v. If s and s′ are conjugate and have fixed points u and v ∈ AN, respectively,
then u and v are locally isomorphic (see [Fog02]). We say that a fixed point u ∈ AN
of a substitution is a substitution sequence.
Remark 2.6. It can be extracted from the proof of Lemma 2.1 that a substitution
matrix can be decomposed as blocks of h2h1, possibly separated by h1, and h2h1
is the substitution matrix for σ ◦ π or ρ ◦ π. Hence (h2h1)n corresponds to
(σ ◦ π)l1 ◦ (ρ ◦ π)m1 ◦ ... ◦ (σ ◦ π)lk ◦ (ρ ◦ π)mk
where
∑
(li +mi) = n. We denote a sequence of this form as δ
(n).
Lemma 2.7 (Tan, Wen 2003 [TW03]). If s is a primitive invertible substitution
and is of the form δ(n1) ◦ π ◦ ... ◦ π ◦ δ(nk) where n1, nk ≥ 0 and n2, ..., nk−1 ≥ 1,
and (1, β) is an eigenvector of Ms where β > 0, then
β =
1
n1 +
1
. . . +
1
nk +
1
β
.
Remark 2.8. The continued fraction expansion of β is
[0;n1, n2, n3, ...nk−1, nk + n1] if n1 ≥ 1,
{[n2;n3, n4, ..., nk, n2] if n1 = 0 and nk ≥ 1,
{[n2;n3, n4, ..., nk−2, nk−1 + n2] if n1 = nk = 0.
2.2. Sturmian Sequences and Substitution Sequences. Let u be a sequence
in AN and recall that w ∈ A˜ is called a word. Define Ln(u) be the set of all words
of u of length n and L(u) := ⋃n∈N Ln(u). This is the language of u. We say
the complexity (of u) is the function pu(n) := |Ln(u)|. It is clear that pu(n) is
non-decreasing. If u is eventually periodic, then ∃n such that pu(n) = pu(n + 1).
The converse is also true. Further, if u is not eventually periodic, then pu(1) ≥ 2.
Hence, if u is not eventually periodic, then pu(n) ≥ n+ 1. We say u is a Sturmian
sequence if pu(n) = n+1 ∀n ∈ N. In the frame of this definition, we will only work
with a two letter alphabet A = {0,1}.
If X is a collection of sequences, then we say L(X) := ⋃x∈X L(x). Let S be
the standard left shift, i.e. (Su)k = uk+1 for k ≥ 0. Equip A with the discrete
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topology and AZ with the product topology. Extend u to left arbitrarily so that
it is a bi-infinite sequence and denote this new sequence u′. Define the dynamical
hull of u to be the set
(4) Ωu ⊂ AZ :=
{
x : ∃nk →∞ such that lim
k→∞
S(nk)(u′) = x
}
.
For a general dynamical system, the construction in (4) is called an ω-limit set,
see for example [BS02]. It follows from Remark 2.5 that there is a one-to-one
correspondence between substitution matrices and dynamical hulls of substitution
sequences.
For the reader’s convenience, we state some standard results about Sturmian
sequences. Proofs of Propositions 2.9, 2.10, 2.11, and 2.12 can be found in [Fog02].
Proposition 2.9. The frequency of 1’s in a Sturmian sequence u,
lim
n→∞
|u0u1...un−1|1
n
,
is well-defined and irrational. Further, the frequency of u depends only on L(u).
Proposition 2.10. Let u and v be Sturmian sequences. Then u and v have the
same frequency if and only if they have the same language. If this is the case, they
generate the same dynamical hull.
Define the rotation sequence of irrational angle α in the 1-torus T1 and initial
point ω ∈ T1,
Rα,ω(n) := χ[1−α,1)(nα+ ω mod 1).
As a matter of convention, Rα := Rα,0.
Let us denote by Cβ,b the cutting sequence with irrational slope β and intercept
b defined as follows: In the first quadrant of R2, construct a grid with horizontal
and vertical lines through each lattice point. Starting from the origin, label each
intersection of y = βx + b with a 0 if the gridline crossed is vertical and 1 if the
gridline crossed is horizontal. Again, we will use the convention that Cβ := Cβ,0.
Proposition 2.11. The following are equivalent:
1) The sequence u is a Sturmian sequence of frequency α.
2) The sequence u is in the dynamical hull of Rα. (see also [MH40])
3) The sequence u is in the dynamical hull of Cβ for α =
β
1+β .
Proposition 2.12.
1) The dynamical hull of Rα is
⋃
ω∈T1 Rα,ω.
2) The dynamical hull of Cβ is
⋃
b∈[0,1) Cβ,b.
Remark 2.13. The following caveat must be added to Proposition 2.12: A rotation
sequence, Rα,ω(n) may also be defined using χ(1−α,1]. When we say “
⋃
ω∈T1 Rα,ω,”
we include this countable collection of sequences. Similarly, in the case of a cutting
sequence, there is an ambiguity in the above definition if y = βx+b crosses a lattice
point. In this case, we consider both the sequence with 01 and the sequence with
10 at this crossing. Details of this can be found in [Dam07].
The fixed point of a primitive invertible substitution is Sturmain, i.e. Cβ,b for
some irrational β and some b. Recall that substitution s is called primitive if there
is k such that (Ms)
k is strictly positive. From this, we may apply the Perron-
Frobenius theorem to conclude that Ms has two distinct eigenvalues µ > 1 and
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µ−1, and there is an eigenvector corresponding to µ is in the first quadrant. The
slope β is the frequency of the letter 1 per one letter 0. Hence, it is exactly the
second coordinate of the eigenvector we previously found in Lemma 2.7.
Proposition 2.14 (Tan, Wen 2003 [TW03]). Suppose the fixed point of s is Cβ,b.
The following are equivalent:
1) s ∈ 〈π, σ〉, that is, s is a product of π and σ.
2) b = 0.
Remark 2.15. Due to Remark 2.5 and Proposition 2.11, we need only classify one
representative element of each dynamical hull. Proposition 2.14 shows that classi-
fying the elements {Cβ}β∈R≥0 that are fixed by a substitution effectively classifies
all Sturmian sequences that are fixed by a substitution.
Theorem 2.16 (Crisp, Moran, Pollington, Shiue 1993 [CMPS93]).
• If β > 1 is irrational, Cβ is invariant under some non-trivial substitution s
if and only if β = [b0; b1, ..., bn], where bn ≥ b0 ≥ 1. Further, if n is minimal,
then s is a power of
π ◦ (σ ◦ π)b0 ◦ π ◦ ... ◦ π ◦ (σ ◦ π)bn−1 ◦ π ◦ (σ ◦ π)bn−b0 ◦ π.
• If 0 < β < 1 is irrational, Cβ is invariant under some non-trivial substi-
tution s if and only if β = [0; b0, b1, ..., bn] where bn ≥ b0. Further, if n is
minimal, then s is a power of
(σ ◦ π)b0 ◦ π ◦ ... ◦ π ◦ (σ ◦ π)bn−1 ◦ π ◦ (σ ◦ π)bn−b0 .
Remark 2.17. Observe that these correlate exactly to the conclusion of Lemma 2.7.
As stated in Remark 2.6, substitutions can be factored in a canonical way and then
associated to a rotation sequence. For example, the substitution
π ◦ (σ ◦ π)n2 ◦ π... ◦ π ◦ (σ ◦ π)nk
fixes the Sturmain sequences
Cβ , β = [n2;n3, n4, ..., nk, n2]
which is equal to
Rα, α = [0; 1, n2, n3, n4, ..., nk].
Remark 2.18. It is also worth noting that not all rotation sequences, even those
with eventually periodic continued fraction expansions, are fixed by a substitution.
Theorem 2.19 (Brown 1991 [Bro91]). Let α = [0; 5, 1]. No non-trivial substitution
fixes Rα.
3. Trace Maps
3.1. Trace Maps Corresponding to Substitution Hamiltonians. Suppose a
substitution s has a fixed point u and further suppose v is in the dynamical hull Ωu
of this substitution sequence as described in Section 2.2. We define a substitution
Hamiltonian H with coupling constant λ > 0 to be the following bounded self-
adjoint operator on ℓ2(Z),
(5) (Hλψ)(n) = ψ(n− 1) + ψ(n+ 1) + λ · v(n) · ψ(n).
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Note that the operator in (5) depends on the substitution s, but we omit s from the
notation as the substitution map remains fixed. Having fixed s, H is independent of
the choice of v due to the minimality of (Ωu, S) from (4), see for example [Dam00].
A standard tool for studying the spectra of such operators is the transfer matrix
A, which we derive from the formal eigenvalue equation
(6) ψ(n+ 1) + ψ(n− 1) + λ · v(n) · ψ(n) = E · ψ(n).
Observe that ψ satisfies (6) if and only if the following holds:
A(λ·v(n),E)︷ ︸︸ ︷(
E − λ · v(n) −1
1 0
)(
ψ(n)
ψ(n− 1)
)
=
(
ψ(n+ 1)
ψ(n)
)
Furthermore, we must have:
A(λ · v(n− 1), E) ◦ ... ◦A(λ · v(0), E)
(
ψ(0)
ψ(−1)
)
=
(
ψ(n)
ψ(n− 1)
)
.
Definition 3.1. Let A = {0,1}. Formally, define a map A(λ,E) : A → SL(2,R)
A(λ,E)(a) := A(λ · a, E) =
(
E − λ · a −1
1 0
)
for a ∈ A
and extend this to a mapping on A∗ by
A(λ,E)(a1...an) = A(λ,E)(an) · ... · A(λ,E)(a1).
The induced map
(S,A(λ,E)) : Ωu × R2 → Ωu × R2 given by(
v,
(
ψ(0)
ψ(−1)
))
7→
(
Sv,A(λ,E)(v(0))
(
ψ(0)
ψ(−1)
))
form a family of SL(2,R) cocycles associated with Hλ. These are referred to in the
literature as Schro¨dingier cocycles.
Definition 3.2. Define
xk(E) =
1
2
tr(A(λ,E)(sk(01))),
yk(E) =
1
2
tr(A(λ,E)(sk(1))),
zk(E) =
1
2
tr(A(λ,E)(sk(0))).
with the convention that s0 is the identity substitution. We leave the dependence
on λ implicit for now. For any invertible substitution, one may derive an invertible
polynomial mapping Ts : R
3 → R3 called the trace map such that
Ts : R
3 → R3,

xk(E)yk(E)
zk(E)

 7→

xk+1(E)yk+1(E)
zk+1(E)

 .
For more background on a trace map associated with a substitution, see [Dam00].
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3.2. Trace Maps Corresponding to Sturmian Hamiltonians. Proceeding as
before, let λ > 0, α ∈ T1 irrational, and ω ∈ T1. We consider the bounded self-
adjoint operator on ℓ2(Z) defined at the beginning of this paper,
(1) (Hλ,α,ωψ)(n) = ψ(n+ 1) + ψ(n− 1) + λ ·Rα,ω(n) · ψ(n), ψ ∈ ℓ2(Z),
We say this is the Sturmian Hamiltonian with potential given by Rα,ω. See [BIST89]
for background on the trace map associated with an irrational rotation. As was
previously mentioned in Section 1, we will denote its spectrum by Σλ,α. Let
(7) α = [0; a1, a2, ...]
be the continued fraction expansion of α and let pn/qn = [0; a1, ..., an] be the n
th
rational approximant to α. It is a standard result in continued fractions (see, for
example, [Khi97]) that
(8) pk+1 = ak+1pk + pk−1, p1 = 1, q0 = 0
(9) qk+1 = ak+1qk + qk−1, q1 = a1, q0 = 1
Definition 3.3. For λ > 0, α ∈ T1 irrational, and k ≥ 0, define
xk(E) =
1
2
tr(Ak(E)Ak−1(E)),
yk(E) =
1
2
tr(Ak(E)),
zk(E) =
1
2
tr(Ak−1(E)).
where in keeping of the notation of Definition 3.1
Ak(E) =


A(λ,E)(Rα(qk)) · ... · A(λ,E)(Rα(1)) k ≥ 1(
E −1
1 0
)
, k = 0(
1 −λ
1 0
)
, k = −1.
In direct analogy to Definition 3.2, let us to define the trace map
Tα : R
3 → R3,

xk(E)yk(E)
zk(E)

 7→

xk+1(E)yk+1(E)
zk+1(E)

 .
Remark 3.4. Definition 3.3 is a direct generalization of Definition 3.1. Note that
Equation (9) is reflected in the recursion Ak+1(E) = Ak−1(E)Ak(E)ak+1 . We leave
the dependence of xk(E), yk(E), zk(E), and Ak(E) on λ and α implicit. We remark
also that Tα is formally not a mapping as each iteration is dependent on k, but
omit this from the notation.
We state and prove the following well-known lemma for the reader’s convenience.
Lemma 3.5. For A ∈ SL(2,R) and a ∈ N,
(10) A2 = tr(A)A − I,
Aa = Ua−1(x) · A− Ua−2(x) · I,
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where x = 12 tr(A) and Ua(x) are Chebyshev polynomials of the second kind given
by the following recursive relationship:
U−1(x) = 0
U0(x) = 1
Ua+1(x) = Ua(x) · 2x− Ua−1(x).
Proof. Since A is unimodular, Equation (10) follows by a direct application of the
Cayley-Hamilton theorem. Proceeding by induction, we have that
Aa+1 = A ·Aa
= A
(
Ua−1
(
1
2
tr(A)
)
·A− Ua−2
(
1
2
tr(A)
)
· I
)
= Ua−1
(
1
2
tr(A)
)
· A2 − Ua−2
(
1
2
tr(A)
)
· A
= Ua−1
(
1
2
tr(A)
)(
2 · 1
2
tr(A)A− I
)
− Ua−2
(
1
2
tr(A)
)
·A
=
(
Ua−1
(
1
2
tr(A)
)(
2 · 1
2
tr(A)
)
− Ua−2
(
1
2
tr(A)
))
· A− Ua−1
(
1
2
tr(A)
)
· I
= Un(x) ·A− Ua−1(x) · I

Definition 3.6. We define, for a ∈ N,
Ta : R
3 → R3,

xy
z

→

 xUa(y)− zUa−1(y)xUa−1(y)− zUa−2(y)
y

 .
Definition 3.7. We also define auxiliary maps
U : R3 → R3,

xy
z

→

2xz − yx
z

 ,
P : R3 → R3,

xy
z

→

xz
y

 .
Lemma 3.8. UP = T1 and Ta = UTa−1 = Ua−1T1 = UaP .
Proof. This can be verified through straightforward calculation. Alternatively, re-
calling the generators for invertible substitutions, one could note that U = Fσ◦pi .
U is also Fρ◦pi , but we prefer to work with σ due to Proposition 2.14 and P = Fpi
and sa = π ◦ (σ ◦ π)a. 
Remark 3.9. Observe that T1 is the trace map for rotation by the golden mean√
5−1
2 . As a substitution sequence, this is obtained by s1 : 0 7→ 1,1 7→ 10. In
general, Ta is the trace map for rotation by the a
th metallic mean α = [0, a], or
equivalently, the substitution sequence generated by sa : 0 7→ 1,1 7→ 1a0. It is clear
that these substitutions are primitive and invertible. Thus this is a generalization
of the trace map presented in the previous subsection.
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Lemma 3.10. We have
DTa

xy
z

 =

 Ua(y) xUa(y)− zU
′
a−1(y) −Ua−1(y)
Ua−1(y) xUa−1(y)− zU ′a−2(y) −Ua−2(y)
0 1 0

 .
In particular
DTa

11
1

 =

a+ 1
(a+1)3−(a+1)
3 − a
3−a
3 −a
a a
3−a
3 − (a−1)
3−(a−1)
3 −a+ 1
0 1 0

 =

a+ 1 a
2 + a −a
a a2 − a −a+ 1
0 1 0


which has eigenvalues
a2
2
− a
√
a2 + 4
2
+ 1,
a2
2
+
a
√
a2 + 4
2
+ 1, −1
and corresponding eigenvectors

a−2
a
+
(a+2)( a
2
2
− a
√
a2+4
2
+1
a
a2
2 − a
√
a2+4
2 + 1
1

 ,


a−2
a
+
(a+2)( a
2
2
+ a
√
a2+4
2
+1
a
a2
2 +
a
√
a2+4
2 + 1
1

 ,

 a−1
1

 .
Proof. The form of DTa(x, y, z) follows directly from the definition of Ta. To com-
pute DTa(1, 1, 1), it is useful to note that Ua(1) = a+ 1 and U
′
a(1) =
(a+1)3−(a+1)
3 ,
which follows directly from the definition of Ua. Lastly, the eigenvectors and eigen-
values can be found using a straightforward computation. 
We also state for the reader’s convenience that
DU(P1) =

2 −1 21 0 0
0 0 1

 , D(UP )(P1) =

2 2 −11 0 0
0 1 0

 .
3.3. Properties of the Trace Map and Previous Results.
Definition 3.11. Let us define the Fricke-Vogt invariant
I(x, y, z) = x2 + y2 + z2 − 2xyz − 1
and level surfaces
Sλ =
{
(x, y, z) ∈ R3 : I(x, y, z) = λ
2
4
}
.
Lemma 3.12. Sλ is invariant under a trace map Ta for a ∈ N.
Proof. This is readily checked via direction computation and Lemma 3.8 as I(x, y, z)
is preserved by U and P . 
Remark 3.13. Here, we state some well-known and easily verified facts about Sλ:
The level sets I(x, y, z) = I0 for I0 ∈ R foliate R3. The surface S0 is known as
the Cayley cubic and consists of a central portion with four conic singularities at
P1 = (1, 1, 1), P2 = (−1,−1, 1), P3 = (−1, 1,−1), and P4 = (1,−1,−1) and four
unbounded regions emanating from these singularities. Denote by S the central
portion of S0 inside the cube {|x| ≤ 1, |y| ≤ 1, |z| ≤ 1}. For λ > 0, Sλ is connected,
smooth, and non-compact.
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Recall from Definition 3.3 and Remark 3.4 the trace map Tα of Hλ,α:
Tα : R
3 → R3,

xk(E)yk(E)
zk(E)

 7→

xk+1(E)yk+1(E)
zk+1(E)

 .
Lemma 3.14. Fix λ and define a line of initial conditions
(11) ℓλ :=
{(
E − λ
2
,
E
2
, 1
)
: E ∈ R
}
.
1) We claim that Tα is the composition of Ta as follows:

xk(E)yk(E)
zk(E)

 = Tak ◦ ... ◦ Ta1

(E − λ)/2E/2
1


2) For E ∈ R and k ∈ N, (xk(E), yk(E), zk(E)) lies in the surface Sλ.
3) An energy E belongs to the spectrum Σλ,α if and only if the sequence (xk(E), yk(E), zk(E))
remains bounded as k → +∞.
Proof. To prove Part 1, observe that ℓλ corresponds to k = 0. So we will achieve
our desired result by induction if we show

xk+1(E)yk+1(E)
zk+1(E)

 = Tak+1

xk(E)yk(E)
zk(E)

 .
The first two coordinates follow from our earlier remark that
Ak+1(E) = Ak−1(E)Ak(E)ak+1
and zk+1 is clearly equal to yk by definition. Part 2, follows from the observation
that the line ℓλ lies in Sλ, Part 1, Lemma 3.8, and Lemma 3.12. Finally, refer
to [BIST89] and [Dam00] for Part 3. 
Lemma 3.15. Under the semi-conjugacy
(12) F :
(
θ
ϕ
)
7→

cos(2π(θ + ϕ))cos(2πθ)
cos(2πϕ)

 ,
1) U |S is a factor of the T2 → T2 map given by
(
1 1
0 1
)
.
2) P |S is a factor of the T2 → T2 map given by
(
0 1
1 0
)
.
3) Ta|S is a factor of the T2 → T2 map given by
(
a 1
1 0
)
.
Proof. The following uses the sum-to-angle formula and the fact that cosine is even.
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U(F (θ, ϕ)) = U(cos(2π(θ + ϕ)), cos(2πθ), cos(2πϕ))
= (2 cos(2π(θ + ϕ) cos(2πϕ)− cos(2πθ), cos(2π(θ + ϕ)), cos(2πθ))
= (cos(2π(θ + 2ϕ)), cos(2π(θ + ϕ)), cos(2πϕ))
= F (θ + ϕ, ϕ)
= F
((
1 1
0 1
)(
θ
ϕ
))
P (F (θ, ϕ)) = P (cos(2π(θ + ϕ)), cos(2πθ), cos(2πϕ))
= (cos(2π(ϕ+ θ)), cos(2πϕ), cos(2πθ))
= F (θ, ϕ)
= F
((
0 1
1 0
)(
θ
ϕ
))
Part 3 follows from the above and Lemma 3.8. 
Definition 3.16. Denote this matrix
(
a 1
1 0
)
by Ma.
Remark 3.17. It is worthwhile to observe at this point that, motivated by the proof
of Lemma 3.8 and Proposition 2.14, that one may directly compute the following
three substitution matrices.
σ ◦ π : 0 7→ 0,1 7→ 01, Mσ◦pi =
(
1 1
0 1
)
π : 0 7→ 1,1 7→ 0 Mpi =
(
0 1
1 0
)
(σ ◦ π)a : 0 7→ 0,1 7→ 0a1, M(σ◦pi)n =
(
1 n
0 1
)
4. Hyperbolicity of the Nonwandering Set
Recall that we are interested in irrational numbers with eventually periodic con-
tinued fraction expansions. Let us introduce the convention
(13) α = [0; a1...am, am+1...am+n],
that is the continued fraction expansion of α has a non-repeating segment of length
m and a repeating segment of length n. Let us introduce the notation
T intα := Tam ◦ ... ◦ Ta1
and
T perα = Tam+n ◦ ... ◦ Tam+1
with the understanding that if α has a periodic continued fraction expansion, then
m = 0 and T intα := id. We will also say that M
int
α = Mam ◦ ... ◦Ma1 and Mperα =
Mam+n ◦ ... ◦Mam+1 so that via Lemma 3.15, F (M intα ) = T intα and F (Mperα ) = T perα .
We are interested in studying the set of points in each level surface Sλ with
bounded positive semiorbits under the trace map Tα, call this set B
+
λ,α. Using the
notation of Part 1 of Lemma 3.14, B+λ,α is the set


x0(E)y0(E)
z0(E)

 :

Tak ◦ ... ◦ Ta1

x0(E)y0(E)
z0(E)

 : k ∈ N

 is bounded


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Due to Lemma 3.14 Part 3, the spectrum is exactly the set of energies corresponding
to points in ℓλ ∩ B+λ,α. We will say that a point is nonwandering with respect to
a diffeomorphism f : M → M if for any open set U containing x ∈ M , there is a
k > 0 such that fk(U) ∩ U 6= ∅. Denote the set of nonwandering points of T perα in
a fixed level surface Sλ by Ω
per
λ,α. Denote by Ωλ,α the preimage under T
int
α of Ω
per
λ,α.
An invariant closed set Λ of a diffeomorphism f : M → M is hyperbolic if
for every x ∈ Λ, there is an invariant splitting of the tangent space into stable
and unstable subspaces. That is: Tx(M) = E
u(x) ⊕ Es(x), the differential Df
contracts vectors from the stable subspace Es(x) and Df−1 contracts vectors from
the unstable subspace Eu(x). For x ∈ Λ and ε > 0, define the local stable set
W sε = {y ∈M : d(fn(x), fn(y)) ≤ ε ∀n ∈ N}.
The local unstable set Wuε is defined similarly for f
−1. Define the global stable set
of a point x to be
W s(x) =
⋃
n∈N
f−n(W sε (x))
and define the stable set of a hyperbolic set Λ to be
W s(Λ) =
⋃
x∈Λ
W s(x).
The definition of the global unstable set of a point x and unstable set of a hyperbolic
set Λ are defined similarly.
Theorem 4.1 (Theorem 1.2 from [Can09]). If α has eventually periodic continued
fraction expansion, then T perα is pseudo-Anosov on S and for each fixed λ > 0, the
dynamics of T perα on the set of points whose full orbits are bounded under T
per
α , is
a locally maximal, compact, transitive hyperbolic set of T perα .
Remark 4.2. The set of all points with bounded positive semiorbits under T perα is
exactly T intα (B
+
λ,α) in a fixed level surface Sλ defined in the preceding paragraph.
(See [Can09]).
Lemma 4.3. For a fixed λ and α, the set of points whose full orbits are bounded
under T perα in a fixed level surface Sλ is equal to Ω
per
λ,α.
Proof. It can be extracted from [Rob96] that escape is an open condition, more
precisely any sequence of points {(xn, yn, zn)}n∈N diverging to∞ on Sλ must enter
an open region E. Any unbounded orbit of has a subsequence which diverges to
infinity, thus this orbit must enter E and escape to ∞. Further, since E is open, a
neighborhood of v0 also escapes implying that v0 is not nonwandering.
In the other direction, the hyperbolicity of the set of points whose full orbits are
bounded under T perα from [Can09] implies that every point of this set is nonwan-
dering. 
Corollary 4.4. [to Theorem 4.1] For fixed α with eventually periodic continued
fraction expansion and λ > 0,
1) The set Ωλ,α is homeomorphic to a Cantor set.
2) (Theorem 6.5 from [Can09]) Hausdorff dimension dimH Σλ,α is an analytic
function of λ that is strictly smaller than one and strictly greater than zero.
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5. Curve of Periodic Points
In this section, we prove
Proposition 5.1. The central manifold of P1 with respect to Ta intersects Sλ
transversally for sufficiently small λ > 0.
Remark 5.2. The existence of a curve of periodic points is known from [Can09],
see also [HM07]. The construction in this section uses quadratic forms to obtain
properties we use in the proof of Theorem 1.1.
As both the central manifold and Sλ are invariant under Ta, this transversal
intersection gives us an invariant set of order two on Sλ for sufficiently small λ.
This shows that the central manifold is either a fixed curve or a curve of points
of period two. To show this, we first take the I(x, y, z) and shift P1 to the origin.
This gives us
J(x, y, z) = x2 + y2 + z2 − 2(xy + xz + yz)− 2xyz.
Let us first consider the lower order terms of J ,
J ′(x, y, z) = x2 + y2 + z2 − 2(xy + xz + yz).
Remark 5.3. We write the proofs in Sections 5 and 6 for D(Ta) for ease of notation.
The results are readily extended to D(
∏n
i=1 Tai)(P1) using the chain rule.
Lemma 5.4. D(Ta)(P1) preserves J
′, i.e. for v ∈ R3, J ′(v) = J ′(D(Ta)(P1)v).
Proof. It suffices to check this fact for DU(P1) and D(UP )(P1). Let v = (x, y, z).
J ′(DU(P1)v)
= J ′(2x− y + 2z, x, z)
= (2x− y + 2z)2 + x2 + z2 − 2(x(2x− y + 2z) + z(2x− y + 2z) + xz)
= 5x2 + y2 + 5z2 − 4xy + 8xz − 4yz − 2(2x2 + 2z2 − xy + 5xz − yz)
= x2 + y2 + z2 − 2(xy + xz + yz)
J ′(D(UP )(P1)v)
= J ′(2x+ 2y − z, x, y)
= (2x+ 2y − z)2 + x2 + y2 − 2(x(2x+ 2y − z) + y(2x+ 2y − z) + xy)
= 5x2 + 5y2 + z2 + 8xy − 4xz − 4yz − 2(2x2 + 2y2 + 5xy − xz − yz)
= x2 + y2 + z2 − 2(xy + xz + yz)

We are interested in studying q(x, y, z) = x2+ y2− z2 since this can be obtained
from J ′ through a linear change of coordinates:
(14) x2 + y2 − z2 = J ′
(
x+
3
4
y +
5
4
z,−1
4
y +
1
4
z, y + z
)
.
Definition 5.5. Let q be an n-ary quadratic form over R. We say that the null
cone of q is the collection of v ∈ Rn such that q(v) = 0.
Proposition 5.6. Let q(x, y, z) = x2 + y2 − z2 and let A be a 3 × 3 matrix that
preserves q, i.e. for v ∈ R3, q(Av) = q(v). Further suppose that A has eigenvalues
|µ| > 1, |ν| < 1 and ±1. We say that v lies in the interior of the null cone
if q(v) < 0 and in the exterior of the null cone if q(v) > 0. Any eigenvector
corresponding to ±1, or central vector, lies in the exterior of the null cone of q.
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To prove Proposition 5.6, we will first establish two preliminary lemmas. Let us
first remind the reader of the polarization identity (See, for example [Ger08]).
Lemma 5.7. Let q be an n-ary quadratic form over R. We may associate to q a
symmetric bilinear form B on Rn such that for v ∈ Rn, q(v) = B(v,v). Then, for
v,w ∈ Rn, we have
B(v,w) =
B(v +w,v +w)−B(v,v) −B(w,w)
2
.
Lemma 5.8. Suppose q is a ternary quadratic form and A is a 3 × 3 matrix that
preserves q. Further suppose that A has eigenvalues |µ| > 1, |ν| < 1 and ±1. Any
eigenvector corresponding to µ, or unstable vector, (resp. ν, or stable vector) lies
on the null cone.
Proof. Let v be an eigenvector corresponding to µ. Then
B(v,v) = B(µv, µv) = µ2 · B(v,v)⇒ q(v) = B(v,v) = 0.
Repeating the argument for ν in place of µ shows that eigenvectors corresponding
to ν must also lie on the null cone. 
Proof of Proposition 5.6. Suppose that v and w are unstable and central vectors
of A, respectively, then
B(v,w) = B(Av, Aw) = B(µv,±w) = ±µ · B(v,w)⇒ B(w,v) = 0.
Since we established in Lemma 5.8 that v lies in the null cone of q, by scaling and
a rotation, we may assume that v = (1, 0, 1). If we denote w = (w1, w2, w3), then
B(v,w) = w1−w3 = 0. If w2 = 0, then w lies in the same eigenspace as v, but this
is a contradiction as w is a central vector. Hence w2 6= 0 and q(w) = (w2)2 > 0.
Thus w lies in the exterior of the null cone. 
Lemma 5.9. Suppose that q(x, y, z) = x2+y2−z2 and p(x, y, z) is a homogeneous
polynomial of degree 3. Suppose that ℓ is a line passing through the origin and is
transversal to the level surface
Sλ :=
{
(x, y, z) : q(x, y, z) = λ2
}
for all sufficiently small λ > 0. Then ℓ is transversal to the level surface
S˜λ :=
{
(x, y, z) : q(x, y, z) + p(x, y, z) = λ2
}
for all sufficiently small λ > 0. Further suppose that ℓ˜ be a smooth curve passing
through the origin tangent to ℓ. Then ℓ˜ is transversal to the level surface S˜λ for
sufficiently small λ > 0.
Proof. Suppose ℓ is the span of a vector v. By hypothesis, v is transversal to Sc
and hence ∇q ·v 6= 0. In the perturbed case, we wish to show that ∇(q+p) ·v 6= 0.
Since p is a homogeneous polynomial of degree 3, |∂p/∂x|, |∂p/∂y|, |∂p/∂z| ∼ r2
while ∇q = (2x, 2y,−2z). Thus, in a ball about the origin of sufficiently small
radius r > 0, |∇q · v| > |∇p · v|. This gives us our desired result.
Now consider the perturbation of ℓ to ℓ˜. Suppose that v˜ is tangent to ℓ˜ at an
intersection with S˜λ. Since ℓ˜ is smooth, λ can be chosen so that v˜ is arbitrarily
close to v and thus ∇(q + p) · v˜ 6= 0. 
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Proof of Proposition 5.1. Observe that Proposition 5.6 justifies the hypotheses of
Lemma 5.9. That is, the tangent vector to the central manifold lies in the exterior
or the null cone, which is the level surface given by J ′(x, y, z) = 0 (modulo the
change of coordinates (14)). Applying Lemma 5.9 to the level surface given by
J(x, y, z) (modulo the change of coordinates (14)) gives us Proposition 5.1. 
6. Linear Gap Opening
In this section, we prove
Theorem 1.1. For α with eventually periodic continued fraction expansion and
λ > 0 sufficiently small, the boundary points of a gap in the spectrum Σλ,α depend
smoothly on the coupling constant λ. Moreover, given any one-parameter continu-
ous family {Uλ,α}λ>0 of gaps of Σλ,α, we have that
lim
λ→0+
|Uλ,α|
|λ|
exists and belongs to (0,∞).
To show this, we use an invariant set of order 2 which we found in Section 5 to
moderate the growth of gap length |Uλ| via Lemma 6.2.
Lemma 6.1. Retaining the assumptions of Lemma 5.9, further suppose that ℓ˜ be
a smooth curve passing through the origin tangent to ℓ and intersecting Sλ at two
points for sufficiently small λ. Then there is a neighborhood of the origin U such
that S˜λ ∩ ℓ˜ ∩ U = {p˜λ, q˜λ} and d(p˜λ, q˜λ) ∼ λ, that is
lim
λ→0+
d(p˜λ, q˜λ)
λ
exists and belongs to (0,∞).
Proof. A direct computation shows that this is true in the case that ℓ˜ is a line
passing through the origin and p(x, y, z) ≡ 0, i.e. we are looking at the unperturbed
surface Sc. Thus the case that ℓ˜ is a smooth curve is a perturbation of this case and
looking at the Taylor expansion of ℓ˜ shows that we add an error term of order at
most λ2. A direct application of the Morse lemma (see for example [Mat02]) shows
that there is a neighborhood of the origin U and a smooth change of coordinates
H : U → R3 such that H(0, 0, 0) = (0, 0, 0) and p ◦ H−1(x, y, z) = x2 + y2 − z2,
then our desired result would follow. 
Lemma 6.2 (Lemma 3.2 in [DG11]). Let W ⊂ R3 be a smooth surface with a
C1-foliation on it. Let ξ ⊂W be a smooth curve transversal to the foliation. Fix a
leaf L ⊂ W of the foliation, and denote P = L ∩ ξ. Take a point Q 6= P , Q ∈ L,
and a line ℓ0 ⊂ R3, Q ∈ ℓ0, tangent to W at Q, but not tangent to the leaf L.
Suppose that a family of lines {ℓλ}λ∈(0,λ0) is given such that ℓλ → ℓ0 as λ → 0,
each line ℓλ, λ > 0, intersects W at two points pλ and qλ, and pλ → Q, qλ → Q
as λ → 0. Denote by Lpλ and Lqλ the leaves of the foliation that contain pλ and
qλ, respectively. Denote pλ = Lpλ ∩ ξ and qλ = Lqλ ∩ ξ. Then there exists a finite
non-zero limit
lim
λ→0
dist(pλ, qλ)
dist(pλ,qλ)
.
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Proof of Theorem 1.1. Proposition 5.6 shows that the central manifold of Ta at the
point (1, 1, 1) is transversal to Sλ for sufficiently small λ > 0 in a neighborhood of
P1. Since the central manifold is invariant and Sλ is invariant and they intersect
at exactly two points, these two points form an invariant set of size 2, that is two
fixed points or a set of period 2. Call these two points p1(λ) and p
′
1(λ). One may
verify by direct computation that the maps Ta fix P1. Also, if a is even, then Ta
fixes P4 and permutes P2 and P3. If a is odd, P2, P3, P4 form a 3-cycle under Ta.
Thus, T 6a fixes all Pi for i = 1...4. Thus p1(λ) and p
′
1(λ) will be two fixed points of
T 6a . Thus, in a neighborhood of radius r0 of P1, we have a smooth curve of fixed
points, call this curve Fix(T 6a , Or0(P1)). Due to Lemmas 5.9 and 6.1 the length of
the curve between the two points of intersection grows linearly with respect to λ.
Applying Lemma 6.2 to W s(Fix(T 6a , Or0(P1)) gives us Theorem 1.1. 
7. Continuity of the Hausdorff Dimension
In this section, we prove
Theorem 1.2. For α with eventually periodic continued fraction expansion,
lim
λ→0+
dimHΣλ,α = 1.
More precisely, there are constants C1, C2 > 0 such that
1− C1λ ≤ dimHΣλ,α ≤ 1− C2λ
for λ > 0 sufficiently small.
Let us begin by recalling the notions of thickness τ and denseness θ (see, for
example, [PT93]).
Definition 7.1. Let C ⊂ R be a Cantor set and I be the minimal closed interval of
R containing C. A bounded gap of C is a bounded connect component of R\C. An
enumeration of these bounded gaps U = {Un} is called a presentation. If u ∈ C is
a boundary point of Un, denote by K the connected component of I\(U1 ∪ ...∪Un)
containing u. We say K is a bridge. We define
τ(C,U , u) := |K||Un|
and call this the thickness of C at u. Further,
τ(C) = sup
U
inf
u
τ(C,U , u), θ(C) = inf
U
sup
u
τ(C,U , u).
Proposition 7.2 (Proposition 5 and 6 in Section 4.2 of [PT93]). Thickness and
denseness are related to Hausdorff dimension by the following inequalities:
log 2
log
(
2 + 1
τ(C)
) ≤ dimHC ≤ log 2
log
(
2 + 1
θ(C)
) .
Observe that Proposition 7.2 and the following theorem immediately imply The-
orem 1.2.
Theorem 7.3. For α with eventually periodic continued fraction expansion,
lim
λ→0
τ(Σλ,α) =∞.
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More precisely, there are constants C3, C4 > 0 such that
C3λ
−1 ≤ τ(Σλ,α) ≤ θ(Σλ,α) ≤ C4λ−1
for λ > 0 sufficiently small.
Proof. The proof of Theorem 7.3 is almost identical to the proof of Theorem 1.1
in [DG11], distortion estimates can be obtained subject to two observations:
1) Due to the smoothness of the invariant manifolds of the periodic curve (see
Section 5), there exists a smooth change of coordinates in a neighborhood
U of P1. Φ : U(P1) → R3, Φ(P1) = (0, 0, 0) that rectifies all invariant
manifolds. The exact form is given in Lemma 7.6.
2) As can be seen from the Definition 7.1, since τ(Σλ,α) is the supremum over
all presentations U showing that thickness relative to a particular presen-
tation tends to infinity is sufficient for the proof of Theorem 7.3. To apply
Lemma 3.10 in [DG11], we must construct a partition comprised of rectan-
gles whose boundaries are stable and unstable manifolds. The existence of
such a partition is shown in Lemma 7.5 and Remark 7.4.

Remark 7.4. In Section 4, we defined WS(Ωλ,α) to be the preimage of the stable
lamination with respect to T perα under T
int
α . Similarly, we will refer to the preimage
of stable (resp. unstable) manifolds with respect to T perα on Sλ under T
int
α as the
stable (resp. unstable) manifolds of Tα.
Lemma 7.5. For α with eventually periodic continued fraction expansion, there is
a Markov partition on Ωperλ,α ⊆ Sλ for λ sufficiently small. Using the notation of
Remark 7.4, the preimage of this Markov partition under T intα gives us a partition
of Ωλ,α composed of pieces of stable and unstable manifolds of Tα.
Proof. As we remarked in Section 4, in the periodic case α = [0; a1...an], and
T perα = Tan ◦ ... ◦ Ta1 . Then T perα is a factor of Man ◦ ... ◦Ma1 under the semi-
conjugacy F , which is a hyperbolic toral automorphism. Thus, a Markov partition
for this map can be constructed on T2 := R2/Z2 from the stable and unstable
manifolds of the points P˜1 = (0, 0), P˜2 = (1/2, 0), P˜3 = (0, 1/2), P˜4 = (1/2, 1/2).
This is a classical result, see, for example, Appendix 2 in [PT93]. We may label this
construction in such a way that it is invariant under the map (x, y) 7→ (−x,−y).
Under the semi-conjugacy F , this induces a Markov partition on Ωper0,α ⊂ S. Since
this partition is composed of piece of stable and unstable manifolds of T perα , which
depend smoothly on λ, there exists λ0 > 0 such that the partition can be extended
to Ωperλ,α ⊆ Sλ for λ ∈ [0, λ0). 
In order to present the exact form of the rectification Φ, we make use of some
standard notations associated with normal hyperbolicity (see [PT93] for a formal
definition). From Section 5, there is a smooth curve that was normally hyperbolic
with respect to T perα (the existence of this curve is shown in Section 6) and denote
its intersection with a neighborhood U of P1 by I. Define the local center-stable
and center-unstable manifolds
W csloc(I) = (T
int
α )
−1 {p ∈ U : (T perα )n(p) ∈ U for all n ∈ N} ,
W culoc(I) = (T
int
α )
{
p ∈ U : (T perα )−n(p) ∈ U for all n ∈ N
}
.
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Define also local strong-stable and strong-unstable manifolds
W ssloc(P1) = (T
int
α )
−1 {p ∈ (T intα )W csloc(I) : (T perα )n(p)→ P1 as n→ +∞}
Wuuloc (P1) = (T
int
α )
{
p ∈ (T intα )−1W culoc(I) : (T perα )−n(p)→ P1 as n→ +∞
}
Lemma 7.6. Then there exists a smooth change of coordinates Φ : U(P1) → R3
such that Φ(P1) = (0, 0, 0) and
• Φ(I) is a part of the line {x = 0, z = 0};
• Φ(W csloc(I)) is a part of the plane {z = 0};
• Φ(W culoc(I)) is a part of the plane {x = 0};
• Φ(W ssloc(P1)) is a part of the line {y = 0, z = 0};
• Φ(Wuuloc (P1)) is a part of the line {x = 0, y = 0}.
Proof. The existence of a rectification Φ follows from the smoothness of all invariant
manifolds involved, see for example [HPS77]. 
Corollary 7.7. For α with eventually periodic continued fraction expansion, there
exists λ0 > 0 such that for λ ∈ (0, λ0), for every v ∈ Ωλ,α, the stable manifold
W s(v) intersects the line ℓλ transversally.
Proof. In the case of the Fibonacci Hamiltonian, this is Theorem 3 (iii) in [DG09a].
Given the rectification from Lemma 7.6, this follow from directly from Lemma 5.5
in [DG09a] 
8. Integrated Density of States
Restarting the definition for convenience, let HIλ,α be Hλ,α restricted to a finite
interval I with Dirichlet boundary conditions and let the integrated density of states
be given by
(E:IDOS) Nλ,α(E) = lim
L→∞
1
L
∣∣∣{eigenvalues of H [1,L]λ,α that lie in (−∞, E)
}∣∣∣ .
See [Hof93] for a proof that this limit exists and is independent of ω ∈ T. See
also [KM07] for a survey of the existence of this limit in a very general setting as
well as the following equivalent definition.
The density of states can also be obtained by spectral considerations. Recall
that by the spectral theorem, there are Borel probability measures dµλ,α,ω on R
such that for bounded, measurable g and Dirac delta δ0,
〈δ0, g(Hλ,α,ω)δ0〉 =
∫
g(E)dµλ,α,ω.
Averaging this over the phase ω (with respect to Lebesgue measure)∫
ω∈T
〈δ0, g(Hλ,α,ω)δ0〉 =
∫
g(E)dNλ,α(E)
gives us the density of states measure dNλ,α(E). Note that zero coupling constant
means that there is no potential and hence α does not affect these values. For
convenience, let us introduce the notation Σ0 := Σ0,α and N0,α := N0. It is a
standard result that Σ0 = [−2, 2] and
N0(E) =


0 E ≤ −2
1
pi
arccos(−E2 ) −2 < E < 2
1 E ≥ 2
.
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Theorem 1.3. For α with eventually periodic continued fraction expansion, there
exists 0 < λ0 ≤ ∞ such that for λ ∈ (0, λ0), there is dλ,α ∈ (0, 1) so that dNλ,α is
of exact dimension dλ,α, that is, for dNλ,α-almost every E ∈ R,
lim
ε→0+
log(Nλ,α(E + ε)−Nλ,α(E − ε))
log ε
= dλ,α.
Moreover, in (0, λ0), dλ,α is a C
ω function of λ and
lim
λ→0+
dλ,α = 1.
See also [Gir14] for related results.
Proposition 8.1 (Claim 3.1 in [DG12]). Let I = [0, 1/2]×{0}. The push forward
of the normalized Lebesgue measure on I under the semi-conjugacy F , which is
a probability measure on ℓ0 ∩ S, corresponds to the free density of states measure
under the identification
Jλ : E 7→
(
E − λ
2
,
E
2
, 1
)
Proof of Theorem 1.3. Recall from Lemma 7.5 and Remark 7.4 that there exists a
partition on Ωλ,α consisting of rectangles whose boundaries are stable and unsta-
ble manifolds. We construct family of measures {νλ,α}λ∈[0,λ0) by projecting the
normalized Lebesgue measure on rectangle containing ℓλ onto ℓλ along the stable
lamination.
For a fixed α with eventually periodic continued fraction expansion, we claim
{νλ,α}λ∈[0,λ0) satisfies the following properties:
1) supp(νλ,α) = Σλ,α
2) ν0,α = dN0
3) {νλ,α} depends continuous on λ for λ ∈ [0, λ0)
4) for any two continuous families of gaps {Uλ,α}λ∈[0,λ0) and {Wλ,α}λ∈[0,λ0) in
the spectrum Σλ,α, the measure νλ,α(E1, E2), for E1 ∈ Uλ,α and E2 ∈ Wλ,α,
is independent of λ.
Part (1) follows from Lemma 3.14 and Part (2) follows from Proposition 8.1. Part
(3) follows from the continuous dependence of Ωλ,α on λ. Recall from Remark 4.2
that gaps open at precisely the energies in Σ0 corresponding intersections of ℓ0 with
the stable lamination WS(Ωλ,α). It also follows from Lemma 7.5 and Remark 7.4
that the partition on Ωλ,α that depends continuous on λ. However, by this con-
tinuity, the rectangle of the partition in which the gap lies is λ-independent for
sufficiently small λ. This gives us Part (4). Finally, from this, the proof follows as
in the proof of Theorem 1.1 in [DG12]. 
Lemma 8.2. Let α = [0; a1...anan+1...an+k], that is α is a rotation angle with
eventually periodic continued fraction expansion. Then lim
j→∞
vj has slope α
−1, where
vj :=
(
Maj ◦ ... ◦Ma1
)T (1
0
)
.
Proof. Recall that pn/qn = [0; a1, ..., an] is the nth rational approximant to α. It
then follows from induction and Equations 8 and 9 that
Maj ◦ ... ◦Ma1 =
(
qj pj
qj−1 pj−1
)
.
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This gives us our desired result. 
Theorem 1.4. For α with eventually periodic continued fraction expansion and for
λ > 0 sufficiently small, we have
dλ,α < dimH Σλ,α.
Proof. For equality of two quantities in Theorem 1.4, the average multipliers over
all periodic points of Tα|Ωλ,α must be equal (see the proof of Theorem 1.2 in [DG12]
for a detailed explanation of this claim).
Recall Lemma 3.15, that the map on the surface S is a factor of a linear map on T2
via the semi-conjugacy F : (θ, ϕ) 7→ (cos(2π(θ+ϕ)), cos(2πθ), cos(2πϕ)). We claim
that the expansion rate at the singularity (1, 1, 1) is squared that of any periodic
point which is not a singularity. Since the map on T2 is linear, the expansion rate on
T
2 is constant. Thus, at any periodic point where DF is invertible, the expansion
rate at a point (θ, ϕ) on T2 and F (θ, ϕ) on S are equal. Now let us consider the
eigenline L(t) = (t, αt) (see Lemma 8.2) corresponding to the expanding direction
on T2 under F . Observe that DF is not invertible at (0, 0) and recall that the
first two terms of the Taylor expansion of cos(x) are 1 − x22 . If we consider F˜ :=
F−(1, 1, 1) so that F˜ maps (0, 0) to (0, 0, 0) and F˜ is of order x2 in each coordinate.
Consider the image of L(t) under F˜ . Direct computation shows that the expansion
rate at (0, 0, 0) is squared that of the constant expansion rate on T2. This proves
our claim and completes the proof of the theorem. 
We also prove that all gaps allowed by the gap labeling theorem are open.
Theorem 1.5. For α with eventually periodic continued fraction expansion, there
is λ0 > 0 such that for every λ ∈ (0, λ0], all gaps of Hλ,α allowed by the gap labeling
theorem are open. That is
{Nλ,α(E) : E ∈ R\Σλ} = {mα : m ∈ Z} ∪ {1} .
Proof of Theorem 1.5. First, for simplicity, let a ∈ N and let α = [0; a], that is
α−1 is a metallic mean. Recall that P˜i for i = 1...4, the preimages under F of the
singularities Pi, are periodic points of Ma and that Tα is a factor of Ma. Recall
also that Ma is a 2 × 2 matrix acting on T2 with eigenvalues α and α−1, this
follows from an examination of the characteristic polynomial of Ma. The stable
manifolds of these points intersect the pre-image of ℓλ transversally at the points
{mα}, {mα+ 12}, {mα+ α2 }, {mα+ 12 + α2 } for k ∈ Z.
The images of these points under F are points on the line ℓ0 of the form
(± cos(πmα),± cos(πmα), 1). The integrated density of states for the free Lapla-
cian takes values {mα} at the point {mα}. Once we increase λ so that it is nonzero,
each point of the form {mα} gives rise to a pair of stable manifolds. Every point
which is between the stable manifolds has an unbounded orbit and thus does not
belong to Ωλ,α. Hence, for m ∈ Z, {mα} gives rise to an interval outside of Σλ,α.
Since Nλ,α(−∞, E) depends continuously on λ and since Nλ,α(−∞, ·) is constant
on the complement of Σα,λ, the integrated density of states takes the same value
in the gap as at the energy corresponding to the initial point of intersection of the
stable manifold of the singularity with ℓ0.
In the general case that α = [0; a1...anan+1...an+k], Lemma 8.2 tells us that α is
the slope of the stable direction of Tα. The proof then follows as above. 
24 MAY MEI
References
[AJ09] A. Avila and S. Jitomirskaya. The Ten Martini Problem. Ann. of Math. (2),
170(1):303–342, 2009.
[BBG92] J. Bellissard, A. Bovier, and J.-M. Ghez. Gap labelling theorems for one-dimensional
discrete Schro¨dinger operators. Rev. Math. Phys., 4(1):1–37, 1992.
[Bel92a] J. Bellissard. Gap labelling theorems for Schro¨dinger operators. In From number the-
ory to physics (Les Houches, 1989), pages 538–630. Springer, Berlin, 1992.
[Bel92b] J. Bellissard. Renormalization group analysis and quasicrystals. In Ideas and methods
in quantum and statistical physics (Oslo, 1988), pages 118–148. Cambridge Univ.
Press, Cambridge, 1992.
[BG95] A. Bovier and J.-M. Ghez. Remarks on the spectral properties of tight-binding and
Kronig-Penney models with substitution sequences. J. Phys. A, 28(8):2313–2324,
1995.
[BIST89] J. Bellissard, B. Iochum, E. Scoppola, and D. Testard. Spectral properties of one-
dimensional quasi-crystals. Comm. Math. Phys., 125(3):527–543, 1989.
[Bro91] T. C. Brown. A characterization of the quadratic irrationals. Canad. Math. Bull.,
34(1):36–41, 1991.
[BS02] M. Brin and G. Stuck. Introduction to dynamical systems. Cambridge University
Press, Cambridge, 2002.
[Can09] S. Cantat. Bers and He´non, Painleve´ and Schro¨dinger. Duke Math. J., 149(3):411–460,
2009.
[Cas86] M. Casdagli. Symbolic dynamics for the renormalization map of a quasiperiodic
Schro¨dinger equation. Comm. Math. Phys., 107(2):295–318, 1986.
[CMPS93] D. Crisp, W. Moran, A. Pollington, and P. Shiue. Substitution invariant cutting
sequences. J. The´or. Nombres Bordeaux, 5(1):123–137, 1993.
[Dam00] D. Damanik. Substitution Hamiltonians with bounded trace map orbits. J. Math.
Anal. Appl., 249(2):393–411, 2000.
[Dam07] D. Damanik. Strictly ergodic subshifts and associated operators. In Spectral theory
and mathematical physics: a Festschrift in honor of Barry Simon’s 60th birthday,
volume 76 of Proc. Sympos. Pure Math., pages 505–538. Amer. Math. Soc., Provi-
dence, RI, 2007.
[Dam08] D. Damanik. The spectrum of the almost mathieu operator. arXiv:0908.1093, 2008.
[DEG13] D. Damanik, M. Embree, and A. Gorodetski. Spectral properties of Schro¨dinger op-
erators arising in the study of quasicrystals. arXiv:1210.5753, 2013.
[DEGT08] D. Damanik, M. Embree, A. Gorodetski, and S. Tcheremchantsev. The fractal dimen-
sion of the spectrum of the Fibonacci Hamiltonian. Comm. Math. Phys., 280(2):499–
516, 2008.
[DG09a] D. Damanik and A. Gorodetski. Hyperbolicity of the trace map for the weakly coupled
Fibonacci Hamiltonian. Nonlinearity, 22(1):123–143, 2009.
[DG09b] D. Damanik and A. Gorodetski. The spectrum of the weakly coupled Fibonacci Hamil-
tonian. Electron. Res. Announc. Math. Sci., 16:23–29, 2009.
[DG11] D. Damanik and A. Gorodetski. Spectral and quantum dynamical properties of the
weakly coupled Fibonacci Hamiltonian. Comm. Math. Phys., 305(1):221–277, 2011.
[DG12] D. Damanik and A. Gorodetski. The Density of States Measure of the Weakly Coupled
Fibonacci Hamiltonian. Geom. Funct. Anal., 22(4):976–989, 2012.
[DL06] D. Damanik and D. Lenz. Zero-measure Cantor spectrum for Schro¨dinger operators
with low-complexity potentials. J. Math. Pures Appl. (9), 85(5):671–686, 2006.
[dM73] W. de Melo. Structural stability of diffeomorphisms on two-manifolds. Invent. Math.,
21:233–246, 1973.
[Fog02] N. P. Fogg. Substitutions in dynamics, arithmetics and combinatorics, volume 1794
of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 2002. Edited by V. Berthe´,
S. Ferenczi, C. Mauduit and A. Siegel.
[Ger08] L. J. Gerstein. Basic quadratic forms, volume 90 of Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, 2008.
[Gir14] A. Girand. Dynamical Green functions and discrete Schro¨dinger operators with po-
tentials generated by primitive invertible substitution. Nonlinearity, 27(3):527–543,
2014.
PRIMITIVE INVERTIBLE SUBSTITUTION SCHRO¨DINGER OPERATORS 25
[HM07] S. Humphries and A. Manning. Curves of fixed points of trace maps. Ergodic Theory
Dynam. Systems, 27(4):1167–1198, 2007.
[Hof93] A. Hof. Some remarks on discrete aperiodic Schro¨dinger operators. J. Statist. Phys.,
72(5-6):1353–1374, 1993.
[HPS77] M. W. Hirsch, C. C. Pugh, and M. Shub. Invariant manifolds. Lecture Notes in
Mathematics, Vol. 583. Springer-Verlag, Berlin, 1977.
[Khi97] A. Ya. Khinchin. Continued fractions. Dover Publications Inc., Mineola, NY, russian
edition, 1997. With a preface by B. V. Gnedenko, Reprint of the 1964 translation.
[KKT83] M. Kohmoto, L. P. Kadanoff, and C. Tang. Localization problem in one dimension:
mapping and escape. Phys. Rev. Lett., 50(23):1870–1872, 1983.
[KM07] W. Kirsch and B. Metzger. The integrated density of states for random Schro¨dinger
operators. In Spectral theory and mathematical physics: a Festschrift in honor of
Barry Simon’s 60th birthday, volume 76 of Proc. Sympos. Pure Math., pages 649–
696. Amer. Math. Soc., Providence, RI, 2007.
[Len02] D. Lenz. Singular spectrum of Lebesgue measure zero for one-dimensional quasicrys-
tals. Comm. Math. Phys., 227(1):119–130, 2002.
[LPW07] Q.-H. Liu, J. Peyrie`re, and Z.-Y. Wen. Dimension of the spectrum of one-dimensional
discrete Schro¨dinger operators with Sturmian potentials. C. R. Math. Acad. Sci.
Paris, 345(12):667–672, 2007.
[LS05] D. Lenz and P. Stollmann. An ergodic theorem for Delone dynamical systems and
existence of the integrated density of states. J. Anal. Math., 97:1–24, 2005.
[LTWW02] Q.-H. Liu, B. Tan, Z.-X. Wen, and J. Wu. Measure zero spectrum of a class of
Schro¨dinger operators. J. Statist. Phys., 106(3-4):681–691, 2002.
[Mat02] Y. Matsumoto. An introduction to Morse theory, volume 208 of Translations of Math-
ematical Monographs. American Mathematical Society, Providence, RI, 2002. Trans-
lated from the 1997 Japanese original by Kiki Hudson and Masahico Saito, Iwanami
Series in Modern Mathematics.
[MH40] M. Morse and G. A. Hedlund. Symbolic dynamics II. Sturmian trajectories. Amer. J.
Math., 62:1–42, 1940.
[MY14] M. Mei and W. Yessen. Tridiagonal substitution Hamiltonians. To appear in Math.
Model. Nat. Phenom., 2014.
[New70] S. E. Newhouse. Nondensity of axiom A(a) on S2. In Global Analysis (Proc. Sympos.
Pure Math., Vol. XIV, Berkeley, Calif., 1968), pages 191–202. Amer. Math. Soc.,
Providence, R.I., 1970.
[New79] S. E. Newhouse. The abundance of wild hyperbolic sets and nonsmooth stable sets
for diffeomorphisms. Inst. Hautes E´tudes Sci. Publ. Math., (50):101–151, 1979.
[OPR+83] S. Ostlund, R. Pandit, D. Rand, H. J. Schellnhuber, and E. D. Siggia. One-dimensional
Schro¨dinger equation with an almost periodic potential. Phys. Rev. Lett., 50(23):1873–
1876, 1983.
[PT93] J. Palis and F. Takens. Hyperbolicity and sensitive chaotic dynamics at homoclinic
bifurcations, volume 35 of Cambridge Studies in Advanced Mathematics. Cambridge
University Press, Cambridge, 1993. Fractal dimensions and infinitely many attractors.
[PWW93] J. Peyrie`re, Z.Y. Wen, and Z.X Wen. Polynoˆmes associe´s aux endomorphismes de
groupes libres. Enseign. Math. (2), 39(1-2):153–175, 1993.
[Rob96] J. A. G. Roberts. Escaping orbits in trace maps. Phys. A, 228(1-4):295–325, 1996.
[SBGC84] D. Shechtman, I. Blech, D. Gratias, and J.W. Cahn. Metallic phase with long-range
orientational order and no translational symmetry. Phys. Rev. Lett., 53(20):1951–
1953, 1984.
[Su¨t87] A. Su¨to˝. The spectrum of a quasiperiodic Schro¨dinger operator. Comm. Math. Phys.,
111(3):409–415, 1987.
[Su¨t89] A. Su¨to˝. Singular continuous spectrum on a Cantor set of zero Lebesgue measure for
the Fibonacci Hamiltonian. J. Statist. Phys., 56(3-4):525–531, 1989.
[Su¨t95] A. Su¨to˝. Schro¨dinger difference equation with deterministic ergodic potentials. In
Beyond quasicrystals (Les Houches, 1994), pages 481–549. Springer, Berlin, 1995.
[TW03] B. Tan and Z. Y. Wen. Invertible substitutions and Sturmian sequences. European J.
Combin., 24(8):983–1002, 2003.
[WW94] Z. X. Wen and Z. Y. Wen. Local isomorphisms of invertible substitutions. C. R. Acad.
Sci. Paris Se´r. I Math., 318(4):299–304, 1994.
26 MAY MEI
Mathematics & Computer Science, Denison University, Granville, OH 43023-0810
E-mail address: meim@denison.edu
