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ABSTRACT 
Wesley B. Swords: The Influence of Non-Covalent Interactions on Photoinduced Electron 
Transfer at Interfaces and in Fluid Solution 
(Under the direction of Gerald J. Meyer) 
 
Photoinduced electron transfer is an essential reaction in biology and artificial solar 
energy conversion. In the dye-sensitized solar cell (DSSC), regeneration of a semiconductor-
anchored sensitizer through electron transfer from a solution-based redox mediator is a crucial 
reaction that is not optimized under operational conditions. Non-covalent interactions offer a 
way to control and enhance regeneration. This work details efforts in the development of finite 
control over electron transfer reactions, both at solid-liquid interfaces and in solution. The 
DSSC is introduced in the context of non-covalent interactions and pertinent electron transfer 
theory and techniques in Chapter 1. 
Chapters 2 and 3 focus on non-covalent enhancement of the regeneration reaction. 
Chapter 2 describes how a sensitizer’s increased  propensity to form halogen bonds with the 
iodide redox mediator leads to an increase in the regeneration rate constant. The increased rate 
constant correlated with larger DSSC photovoltages. Chapter 3 demonstrates the importance 
of frontier molecular orbital overlap for electron transfer. Variation of a single chalcogen atom 
on a sensitizer showed an order of magnitude increase in regeneration only when the frontier 
molecular orbital localized on the chalcogen  atom. 
iv 
Chapters 4-8 investigate electron transfer within electrostatic ion pairs. In chapter 4, 
bromide formed two-consecutive ion pairs with a dicationic ruthenium sensitizer, that yielded 
a drastic shut-off and then recovery of photoluminescence, which aligns with the Gibbs free 
energy for electron transfer. Chapters 5-8 utilize a dicationic bipyridyl ligand to increase the 
cationic charge of ruthenium polypyridyl compounds. In chapter 5, three ruthenium 
compounds, with 4+, 6+, or 8+ charge, show enhanced ion pairing with iodide in acetonitrile. 
Chapter 6 characterizes a rare example of ion pairing at the sensitized interface. Regeneration 
occurred rapidly, k > 108 s-1, within an ion pair between a hexacationic ruthenium and an 
anionic cobalt redox mediator. Chapter 7 determines the excited-state quenching mechanism 
of similar ruthenium-cobalt ion pairs through ultrafast transient absorption spectroscopy. 
Finally, chapter 8 extends the use of ion pairs to excited-state proton-coupled electron transfer 
(ES-PCET). Direct measurement of the ES-PCET rate constants within the ion pair facilitated 
the determination of a sequential proton, electron transfer (PT-ET) mechanism. 
v 
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INTRODUCTION 
 The Case for Renewables in a Global Energy Policy 
In 2017, the United States of America utilized nearly 100 quadrillion btu (British 
Thermal Units), or 29 GW h, of energy,1 with about 40% coming from electrical use. Although 
the United States is one of the largest energy consumers, electrical use in the US is not expected 
to grow drastically over the next few decades (15% by 2040). China and India expect large 
increases in electrical power consumption, 40% and 70% respectively, by the year 2040.2 In 
fact, to meet this need, China must add the equivalent of the entire US power system over the 
next two decades, while India will need to add a power system as large as the European 
Union’s. This rapid growth, which for a few countries may be sustainable through non-
renewable energies, has the potential to occur throughout the entire developing world. 
Renewable energy offers a means to readily meet this growing demand. 
In 2017 , the United States Department of Energy provided 32.5 billion dollars to fund 
clean energy, climate change response, nuclear security, and other applications, as well as 
fundamental research into energy technologies.3 The Department of Defense laid out a plan in 
2011 to develop and implement renewable energies throughout the military,4 and in 2017 
renewed this pledge with a vow to produce 25% of all its energy from renewable sources.5 
Explicit details of energy research funding by other US agencies is more difficult to obtain, 
however, the development of renewable energy resources is essential for a number of reasons 
including sustainability and security. 
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1.1.1 The detriment of Non-Renewable Fuels 
One of the largest pollutants produced from the burning of non-renewable fuels like oil 
and coal is carbon dioxide (CO2). As of 2018, CO2 has reached an average of 407 ppm in the 
atmosphere, the highest concentration measured in the last 800,000 years.6 In 2017 alone, the 
US released an estimated 5,000 megatonnes (Mt) (5 x 1012 kg or 1.1 x 1013 lbs) of CO2 into 
the atmosphere as a byproduct of burning fossil fuels.7 CO2 is known to cause warming through 
what has been termed the greenhouse effect.8 In 1950, CO2 levels passed 300 ppm for the first 
time in 400,000 years and have continued to grow, finally exceeding 400 ppm in 2016, Figure 
1.1.9 Debate still exists as to whether this increase is responsible for the growing ocean 
temperatures measured over the past decades; however, it is accepted that if the CO2 production 
rate is not stemmed, CO2 will continue to heat the globe. While there is much worry over global 
temperature increases, CO2 growth causes other problems as well. The dissolution of CO2 into 
the oceans has already lead to increased acidity,10 which will continue to rise with higher CO2 
concentrations. Subtle changes in the ocean pH and rising ocean temperatures have led to coral 
bleaching and could potentially lead to the mass extinction of many species.10,11 
 
Figure 1.1. A) Global monthly atmospheric CO2 concentration (ppm). B) Global monthly 
atmospheric CH4 concentration (ppb). Red symbols are the monthly average, black symbols 
are corrected for the average seasonal cycle. Figures acquired from ref 9. 
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The detriment of non-renewable fuels stretches well beyond CO2 release. The largest 
accidental oil spill to date occurred in 1910 near Lakeview, CA, where more than 1.1 million 
tons (~9.4 million barrels) of oil were spilled.12 Due to the desolate area of the California High 
Dessert, the environmental impact was relatively low. However, two more recent incidents, 
one in 1989 by Exxon-Valdez and one in 2010 by Deepwater Horizon, spilled more than 210 
million gallons of oil (~3.2 million barrels) into the Gulf of Mexico and have had a large effect 
on the surrounding environment and economy.13 The Deepwater Horizon spill damaged plant 
and vegetation over 720 miles of shoreline, led to tens of thousands of avian and marine deaths, 
and resulted in the loss of nearly a billion dollars in recreation funds.14 The magnitude of this 
spill are believed to stem from the more dangerous and demanding requirements for extracting 
oil below deeper water.13,15,16 
Natural gas has arisen as a cleaner non-renewable fuel and is projected to become an 
export of the United States.1 In 2017, natural gas provided around 25% of the total energy 
consumed by the US.1 It is projected that by 2050 it will rival and potentially surpass petroleum 
and liquid fuels at 40% of total energy consumption.1 This, however, does not allay 
environmental concerns, as methane, the major component of natural gas, is invariably released 
into the atmosphere when this fuel source is used, Figure 1.1. Although methane is an excellent 
source of fuel, it is a highly potent greenhouse gas.17 In fact, the global warming potential of 
methane is roughly 80x higher than CO2 over the next 20 years. The half-life of atmospheric 
methane is shorter than that of CO2, which lowers the relative buildup of methane over long 
periods of time, but this only drops the global warming potential of methane to 25x more than 
CO2 over 100 years.
18 Therefore, in both the short and long term, methane can be expected to 
play a large part in global warming. One potential risk with increased methane use comes from 
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difficulties associated with its handling and transport. As methane is naturally a gas, high 
pressures and cooling are used to liquefy, transport, and store this fuel. This leads to the risk 
of leaks and large blowouts like the 2015 Aliso Canyon blowout, which released ~100,000 
metric tonnes of methane to the atmosphere.19 During the blowout, the methane loss from this 
single source was comparable to all other methane stores in the US.19 
Use of non-renewable fuels is detrimental to the sustainability of the earth. The 
concentration of methane and CO2 continue to rise with detrimental effects on the global 
climate and animal species. Man-made disasters that occur while obtaining and storing these 
fuels are also damaging. Renewable energy sources provide a means to limit non-renewable 
use, slow global climate change, and provide national and global energy security.  
1.1.2 Solar Energy as a Still Untapped Resource 
While unlikely to completely replace fossil fuels in the foreseeable future, renewable 
energies could at least provide a means to stall the expansion of non-renewable use. Recently, 
countries have taken steps toward reducing carbon emissions with the goal of becoming carbon 
neutral. The 2017 Paris Agreement sought to limit the global rise in temperature by providing 
means for countries to deal with consumption habits that negatively affect global climate 
change.20 Along with this landmark agreement, a few countries have shown the ability to 
provide close to 100% of their electrical demand through renewable energies . For example, 
Costa Rica has produced nearly 100% of its electrical energy from renewable resources, with 
a span of 300 straight days at 100% renewable energy in 2017.21 However, this only accounts 
for 30% of the country’s total energy usage.22 In comparison, the U.S. only produces 11% of 
its total energy from renewables.23 In line with Costa Rica’s accomplishments, many other 
countries have proposed to reach carbon neutrality by 2050. 
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The sun provides approximately 175,000 TW of continuous power to the earth. After 
50% is lost due to scattering and absorption by the atmosphere, the remaining energy could be 
harvested.24 At this illumination, enough energy is provided in under two hours to meet the 
entire global energy demand for a year.25 With 10% efficient solar panels, an area the size of 
South Dakota would provide enough energy to power the entire United States (~3.5 TW).26 
With the expected 15% growth in electrical needs for the US and the expected global increase 
of nearly 40% over the next two decades, solar energy provides a resource that could easily 
meet these new demands with room to continue decades into the future.1,2 
Many photovoltaic, or PV, devices have been developed to directly convert sunlight to 
electrical energy.27 Multicrystalline silicon currently dominates the photovoltaic market with 
prices around $0.30/W28 and efficiencies between 15 and 19%.29 The theoretical limit to single 
junction solar cells is 33%.30 Multijunction cells have surpassed this theoretical limit, but cost 
limitations exist in these devices. One of the major losses in silicon solar cells is the loss of 
efficiency in low light conditions, such as on cloudy days or indoor. Because of this limitation, 
they work best away from the large cities where they are needed most, and instead are installed 
in areas that get many days of uninterrupted sun. 
One particular device that has the potential to be directly integrated into existing 
structures is the dye-sensitized solar cell (DSSC).31 Unlike silicon solar panels, which typically 
absorb light throughout the entire visible region, DSSCs utilize light absorbing molecules that 
have distinct colors, Figure 1.2.32 DSSCs are able to maintain reasonable efficiencies even 
under low and diffuse light conditions.33 This small losses in efficiency under low light 
conditions and the visual appeal of the devices suggests that the DSSC can be integrated as a 
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global renewable energy commodity. The workings of DSSCs will be developed in Section 
1.2. 
 
Figure 1.2. SONY prototype of a DSSC. The fan is powered by DSSC produced electricity. 
Taken from ref 32. 
One of the largest detriments in direct sunlight to electricity conversion is the nature of 
the night and day cycle, which limits solar energy production during peak usage hours in the 
evening. Therefore, it is necessary to store solar energy so that it can be utilized at night. Many 
avenues are being pursued in this regard including batteries, pumped hydroelectric, and the 
coupling of sunlight to fuel production.25,34 One device for the latter that is closely related to 
the DSSC, is the dye-sensitized photoelectrosynthesis or photoelectrochemical cells (both 
abbreviated DSPECs). The DSPEC uses light to oxidize water to oxygen and reduce hydrogen 
or CO2 to produce fuels.
35,36 These fuels can then be utilized in times of high energy demand 
or in applications not suitable for light to electrical systems. 
One key difference between the DSSC and other photovoltaic technologies is the use 
of molecules (sensitizers) to harvest sunlight and initiate charge transfer in the device. The 
multiple electron transfers between the solid electrode and the sensitizers are key processes 
that must be optimized in efficient devices. Overall, there are at least five different single-
electron-transfer reactions that occur within the DSSC. The goal of much research in DSSCs 
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is to develop the fundamental knowledge required to control these electron-transfer reactions. 
The over-arching question this thesis addresses is: how can non-covalent interactions be 
utilized to control and enhance electron-transfer chemistry? Much of the work is focused 
around the DSSC, either directly at sensitized semiconductors or through model systems in 
fluid solution. 
Below, the dye-sensitized solar cell will be explored more deeply (Section 1.2). Care 
was taken to focus on the light absorbing sensitizers, redox mediators, and reactions pertinent 
to this thesis. Non-covalent interactions (Section 1.3) will be introduced and discussed with a 
focus on halogen bonding, electrostatics, and hard-soft acid bases. As all solar devices deal 
with the movement of electrons, so do the reactions important to this thesis. Electron-transfer 
theory and the techniques used to study this chemistry will be described (Section 1.4). 
 The Dye-Sensitized Solar Cell 
The DSSC, Figure 1.3, was first realized to have practical utility in 1991 when Grätzel 
and O’Regan reported the use of sensitized high surface area, mesoporous nanocrystalline TiO2 
(anatase) thin films.37 The 3.2 eV band-gap of TiO2 does not absorb visible light, which is 
instead accomplished with sensitizers anchored to the semiconductor surface that do absorb 
visible light. The use of the mesoporous nanocrystalline film, Figure 1.3, facilitated greater 
light absorption without the loss of electron collection efficiency revolutionizing the field.37,38 
The optimized device had a reported efficiency of 7%37 and initiated rapid growth in the study 
of DSSCs. However, efficiencies grew slowly over the next two decades and only reached 10% 
by the late 2000s. Recently, the advent of optimized sensitizers and redox mediators have led 
to more significant advances with the highest efficiency devices now reaching 14% in the 
laboratory and 11% in certified cells.39–41 
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Figure 1.3. A) Schematic of the DSSC showing the beneficial (green arrows) and detrimental 
(red arrows) processes. 1) Light absorption/excitation, 2) electron injection, 3) reduction of the 
redox mediator (M+) at counter electrode, 4) regeneration of the oxidized sensitizer, 5) back-
electron transfer, and 6) charge recombination. B) SEM image of the mesoporous, 
nanocrystalline TiO2 semiconductor utilized for DSSCs. Taken from ref 38. 
While the DSSC has struggled to reach efficiencies that rival those of its crystalline 
counterparts (silicon, CdTe, etc.), it has found a niche market for use in low-light and indoor 
settings.42,43 In fact, device efficiency is sometimes higher under diffuse illumination as was 
seen in the initial 1991 study (12% in diffuse vs. 7% in direct sunlight).42,44 Therefore, DSSCs 
have a practical application in the powering of small scale electronics and indoor energy 
reclamation.43,44 While present DSSCs are unlikely to replace silicon as the major solar energy 
provider, they will likely play a niche role in the development of energy sustainability.  
1.2.1 General Overview of the Processes in the DSSC 
This section will detail the processes within the DSSC, with a focus on the chemical 
reactions studied in this thesis. Figure 1.3 shows a schematic drawing of a DSSC. An incident 
photon excites a sensitizer (S) anchored to a wide band-gap semiconductor, in many cases 
titanium dioxide, TiO2, Equation 1.1. The excited sensitizer (S*) then injects an electron into 
the acceptor states, or conduction band, of the semiconductor, Equation 1.2, oxidizing the 
sensitizer (S+). The electron diffuses through the acceptor states and is collected at a transparent 
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conductive oxide (TCO) electrode and used for useful work. The oxidized sensitizer is then 
reduced back to its initial state by a redox mediator (M) in an electrolyte solution. This reaction, 
termed regeneration, ideally occurs rapidly after electron injection, Equation 1.3. Finally, the 
oxidized redox mediator is reduced at a counter electron, typically Pt. Overall, no net chemistry 
occurs in the solar cell.31,33,38,45–47 
Equation 1.1. Excitation 
𝑇𝑖𝑂2/𝑆
𝑜 + ℎ𝜈 → 𝑇𝑖𝑂2/𝑆
∗  
Equation 1.2. Injection 
𝑇𝑖𝑂2/𝑆
∗ → 𝑇𝑖𝑂2(𝑒
−)/𝑆+  
Equation 1.3. Regeneration 
𝑇𝑖𝑂2(𝑒
−)/𝑆+ +𝑀𝑛 → 𝑇𝑖𝑂2(𝑒
−)/𝑆𝑜 +𝑀𝑛+1  
The efficiency (η) of a DSSC can be defined by the open-circuit voltage (VOC), short-
circuit current density (JSC), and fill factor (FF), with knowledge of the of the incident light 
irradiance (ρo), Equation 1.4. These data are presented as a traditional current-voltage curve, 
Figure 1.4. In an ideal solar cell, the FF is 1 and the total power of the device occurs at 
JSC*VOC.
31,33 
Equation 1.4. Solar device efficiency 
𝜂 =
𝐽𝑆𝐶𝑉𝑂𝐶𝐹𝐹
𝜌𝑜
  
The magnitude of the JSC may be limited by the sensitizer light harvesting efficiency 
(LHE), the excited-state injection quantum yield (∅inj), and the yield of injected electrons 
collected in the external circuit (∅inj), Equation 1.5. A few examples of champion sensitizers 
are shown in Figure 1.5. These sensitizers have injection yields of 100% and typically absorb 
light from the ultra-violet (< 400 nm) to the near infrared (> 700 nm) region with high 
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extinction coefficients (> 104 M-1 cm-1). The incident photon-to-current efficiencies, i.e. the 
efficiency by which each incident photon is converted into a collected electron, is near 100% 
when corrected for competitive light absorption by the TCO supports. 
Equation 1.5. Short-circuit current efficiency 
𝐽𝑆𝐶(%) =  ∅𝑖𝑛𝑗∅𝑐𝑜𝑙𝑙𝐿𝐻𝐸 ∗ 100  
 
Figure 1.4. Representative current density-voltage curve, gray, and apparent power, red, plots. 
The short circuit current density (JSC) and open-circuit voltage (VOC) are marked along the 
current density-voltage curve. The intersection of the blue, dashed lines (JSC * VOC) is the 
maximum theoretical power, given a fill factor of 1, whereas the intersection of the green, 
dotted lines is the actual device point of max power (simulated FF = 0.61). 
Ignoring ohmic contact loses, VOC is defined as the difference in the quasi-Fermi level 
of the illuminated thin-film semiconductor and the counter electrode. The VOC of solar devices 
has been defined by the diode equation, Equation 1.6, which relates the VOC to the electron-
injection flux (Iinj) divided by the sum of the detrimental reaction rates (nki[A]i, where n is the 
number of electrons, ki is a rate constant, and [A]i is the concentration of acceptors).
48 Some 
of the largest losses in the DSSC come from detrimental back reactions (red arrows in Figure 
1.3A) that occur under illumination. These reactions include the transfer of the injected 
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electron back to the oxidized dye (back-electron transfer, or BET) or to the redox mediator 
(charge recombination), as seen in Equation 1.7 and Equation 1.8.33,47,49 Hence, much 
research has focused on preventing these unfavorable reactions.31,45,46 Attempts to prevent 
charge recombination through sensitizer or redox mediator modification have been reasonably 
successful, with either the introduction of hydrophobic alkyl chains50,51 or the use of 
electrostatics52,53 to block access of the redox mediator to the TiO2 interface. As the back 
reaction is in direct competition with the regeneration reaction, many have suggested the best 
way to prevent BET is to enhance regeneration, as is detailed in Section 1.2.3. Of pertinence 
to chapter 3, core-shell semiconductors have been utilized to slow BET and charge 
recombination by multiple orders of magnitude.54,55 
Equation 1.6. Diode equation 
𝑉𝑂𝐶 = (
𝑘𝑇
𝑒
) ln (
𝐼𝑖𝑛𝑗
𝑛∑𝑘𝑖[𝐴]𝑖
)  
Equation 1.7. Back-electron transfer 
𝑇𝑖𝑂2(𝑒
−)/𝑆+ → 𝑇𝑖𝑂2/𝑆
𝑜  
Equation 1.8. Charge recombination 
𝑇𝑖𝑂2(𝑒
−)/𝑆𝑜 +𝑀𝑛+1 → 𝑇𝑖𝑂2/𝑆
𝑜 +𝑀𝑛  
1.2.2 Sensitizers for the DSSC 
A key component of the DSSC is the sensitizer. Wide band-gap semiconductors 
typically absorb less than 3% of the visible solar spectrum, and therefore most light absorption 
occurs with the sensitizer.38 Molecular sensitizers are typically anchored to the surface through 
reaction of carboxylic acid functional groups on the sensitizer with the oxide surface.31,33 
Phosphonic acids56 and other functional groups33 are gaining popularity for their long-term and 
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aqueous stability. Recently, electrochemical grafting has shown promise towards increased 
stability under alkali conditions.57,58 
Many styles of DSSC sensitizers exist. These include transition metals, organic donor-
acceptor molecules, semiconductor quantum dots, and organic pigments.33 A few examples of 
champion molecular sensitizers are shown in Figure 1.5. In this thesis, two types of sensitizers 
are featured: ruthenium polypyridyl and donor-π-bridge-acceptor (D-π-A) sensitizers. These 
sensitizers have one key characteristic in common; intramolecular charge transfer that 
vectorially shifts electron density towards the semiconductor surface. The charge separation 
distance is increased by excited-state electron injection and regeneration, slowing detrimental 
recombination processes. 
 
Figure 1.5. Examples of champion sensitizers, push-pull porphyrin YD2-o-C8,40 donor-π-
bridge-acceptor C218,59 and transition metal based Z907.60 
D-π-A sensitizers are composed of an acceptor, which also serves as the anchor group, 
covalently linked to a donor through a conjugated aromatic bridge. Intramolecular charge 
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transfer from the donor to the acceptor positions the electron proximate to the semiconductor 
interface facilitating facile injection, Figure 1.6. The D-π-A motif allows interchangeability 
within the sensitizer, and many styles have been developed.61,62 Particular to this thesis is the 
triphenylamine (TPA) donor coupled through a thiophene bridge to a cyanoacrylate 
acceptor.63,64 These TPA compounds are orange, with a strong visible absorption in the range 
of 400-500 nm. Upon excitation and injection of an electron, the oxidized sensitizers lose the 
charge-transfer absorbance, which is instead replaced with a sharp TPA centered absorbance 
near 650 nm. This absorbance of the oxidized sensitizer allows the many interfacial reactions 
to be spectroscopically monitored. 
 
Figure 1.6. D-π-A sensitizer. Arrows show the intramolecular charge transfer and injection 
(inj) processes. 
1.2.2.1 Ruthenium Polypyridyl Compounds 
Ruthenium polypyridyl compounds, Figure 1.7, compose a wealth of the sensitizers 
utilized in fundamental studies of DSSCs and in solution electron-transfer chemistry.31 These 
sensitizers exhibit strong absorption features between 200 and 600 nm. Ligand-centered (LC) 
transitions are observed in the UV-region, whereas metal-to-ligand charge-transfer (MLCT) 
absorption bands are present in the visible region.31,65 Upon visible light photoexcitation, the 
singlet MLCT (1MLCT) excited state is formed. Spin-orbit coupling with the ruthenium atom 
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facilitates rapid intersystem crossing (~300 fs) to the relaxed triplet MLCT (3MLCT) excited 
state, Figure 1.7.66 In this 3MLCT excited state, the ruthenium(II) metal center is formally 
oxidized to RuIII and one of the polypyridyl ligands is reduced by one electron, Equation 1.9.67 
In fluid solution, excited-state relaxation to the ground state is radiative and results in room 
temperature photoluminescence, Equation 1.10. The photoluminescence quantum yields are 
typically 4-12%, with lifetimes that range between 200 ns – 2 μs dependent on the energy 
separation between the ground and excited state.67 The relative stability along with the long-
lived excited states make these compounds excellent for fundamental studies. 
Equation 1.9. Excitation of ruthenium polypyridyl compounds 
[RuII(bpy)3]
2+  
hυ
→  [RuIII(bpy−)(bpy)2]
2+∗  
Equation 1.10. Photoluminescence from ruthenium polypyridyl compounds 
[RuIII(bpy−)(bpy)2]
2+∗  
hυ
→  [RuII(bpy)3]
2+  
 
Figure 1.7. Schematic of light excitation to the 3MLCT absorption of [Ru(bpy)3]
2+. 
The predominant reason ruthenium polypyridyl complexes are commonly used as 
sensitizers and in electron-transfer studies is that the excited-state reduction potentials can be 
widely tuned with high stability upon oxidation and reduction. Upon formation of the 3MLCT 
excited state, the reducing and oxidizing power of a ruthenium complex is drastically enhanced 
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relative to the ground state. Therefore, upon light absorption the complex is both a stronger 
reductant and a stronger oxidant, Figure 1.8A. 
Due to the increased oxidizing and reducing power of the ruthenium excited state, 
quenching can proceed through photoinduced oxidative electron-transfer quenching, Equation 
1.11, and reductive electron-transfer quenching, Equation 1.12. Oxidative quenching occurs 
when the excited state transfers an electron to an acceptor (A), which forms the oxidized 
ruthenium compound. Reductive quenching proceeds through electron transfer to the excited 
state to form the reduced ruthenium compound. This reaction, which is the formal reduction of 
the RuIII metal center by a donor (D), mimics the regeneration reaction in DSSCs Figure 1.8. 
Such excited-state reductive quenching has been utilized in this thesis (Chapters 4, 5, and 7) 
as a model for thermal electron transfer and removes the heterogenous nature of the interface 
from the analysis, which facilitates mechanistic studies of the regeneration mechanism(s).  
Equation 1.11. Oxidative electron-transfer quenching 
[𝑅𝑢𝐼𝐼𝐼(𝑏𝑝𝑦)2(𝑏𝑝𝑦
−)]2+ + 𝐴 → [𝑅𝑢𝐼𝐼𝐼(𝑏𝑝𝑦)3]
3+ + 𝐴−  
Equation 1.12. Reductive electron-transfer quenching 
[𝑅𝑢𝐼𝐼𝐼(𝑏𝑝𝑦)2(𝑏𝑝𝑦
−)]2+ + 𝐷 → [𝑅𝑢𝐼𝐼(𝑏𝑝𝑦)2(𝑏𝑝𝑦
−)]+ + 𝐷+  
16 
 
Figure 1.8. A) Shift in the frontier molecular orbitals for reduction and oxidation between the 
ground and excited states of ruthenium sensitizers. B) Comparison of the regeneration 
mechanism and reductive quenching mechanism of a photoexcited ruthenium compound. 
1.2.3 Regeneration and the β-LUSO 
Due to reports of nearly quantitative incident photon-to-current conversion under short-
circuit conditions, the regeneration reaction in the DSSC was thought to be optimized, 
Equation 1.3 and Figure 1.8B. However, as has been noted by Hu68 and Wang69, at higher 
photovoltages both charge recombination and BET increase in rate such that BET can become 
competitive with regeneration.68,69 This occurs predominantly near the power point and open-
circuit conditions when the concentration of electrons is high. This is an important point as it 
identifies regeneration as a key process to optimize if device efficiency is to be maximized. 
Regeneration occurs through electron transfer from the redox mediator to the oxidized 
sensitizer. The frontier molecular orbitals, which govern the regeneration reaction, are the 
highest occupied molecular orbital (HOMO) on the redox mediator, and the lowest unoccupied 
beta-spin orbital (β-LUSO) on the oxidized sensitizer. Figure 1.9 shows the density functional 
theory calculated β-LUSO for a D-π-A sensitizer and a ruthenium sensitizer. The β-LUSO is 
the molecular orbital which accepts the electron from the redox mediator. In the classic 
ruthenium polypyridyl compounds this orbital is mostly localized to the RuIII metal center. 
However, some ligands (such as thiocyanate or cyclometallation of the metal) facilitate 
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delocalization of the orbital onto the ligands.63,64,68,70,71 For electron-transfer reactions, this can 
be highly beneficial as enhanced orbital overlap between the redox mediators in solution and 
the β-LUSO will increase the regeneration rate. Density functional theory has been a powerful 
tool in the analysis of the β-LUSO and its importance to regeneration.64,68,70–72 The ability to 
design sensitizers with finite control over the molecular overlap and electronic coupling 
between the β-LUSO and the redox mediator would allow control over the regeneration 
reaction. 
 
Figure 1.9. A) Schematic showing the β-LUSO for an oxidized sensitizer (S+) at the TiO2 
interface. B) and C) show the orbital density of the β-LUSO for two different sensitizers. The 
green arrow in B) and C) shows the regeneration reaction for iodide across the β-LUSO. 
 
Another key property to consider is the thermodynamic driving force for regeneration. 
This driving force should be small to minimize free energy losses. However, as described by 
semi-classical Marcus theory, the lowered driving force slows down regeneration and allows 
more of the injected electrons to recombine with the oxidized sensitizer. A few researchers 
have investigated the driving force dependence of regeneration at the interface of TiO2, and 
their results support that regeneration is well described by Marcus theory.73–75 However, as 
typifies diffusional bimolecular reactions, the rate constants eventually plateau at higher 
driving forces.73,76 This occurs when the diffusion rate of the redox mediator is slower than the 
electron-transfer rate constant and therefore may limit the regeneration rate. 
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Equation 1.13 shows the relation between the regeneration rate constant, kreg, and the 
diffusion and electron-transfer rate constants, kdiff and kET respectively. KA is the association 
constant between the oxidized sensitizer and redox mediator.77 If kET is larger than kdiff, the 
diffusion limit is reached and 1/kreg = 1/kdiff. At lower driving forces or smaller electron-transfer 
rate constants, KAkET is smalller than kdiff and 1/kreg = 1/KAkET. In the DSSC, diffusion limits 
the regeneration reaction when a large electron-transfer driving force is present between the 
redox mediator and the oxidized sensitizer. However, to improve photovoltage, lower driving 
forces are typically utilized, which lowers kET and in turn the regeneration rate constant.
78,79 
Also, the use of viscous solvents lowers the diffusion limit and can seriously hinder 
regeneration.47,49,  
Equation 1.13. Electron transfer and diffusion rate constants 
1
𝑘𝑟𝑒𝑔
=
1
𝑘𝑑𝑖𝑓𝑓
+
1
𝐾𝐴𝑘𝐸𝑇
  
Based on the above discussion, it would be best to identify mediators in which the 
maximum regeneration rate occurs with small free energy changes. In the rare studies that have 
attempted to investigate this driving force dependence, a couple of broad conclusions were 
reached.73–75 For a series of ferrocene derivatives, Daeneke et al. determined that the ideal 
driving force for maximizing regeneration (kreg = 5 x 10
8 M-1 s-1) was 400 mV.73 A higher 
driving force did not benefit regeneration and instead lowered the DSSC photovoltage. In a 
similar study, Feldt et al. suggested that with cobalt complexes, the maximum rate constant 
was achieved with a driving forces between 0.7 – 1 V.74,75 However, DSSC’s fabricated with 
mediators that support lower driving forces for sensitizer regeneration still do produce 
electrical power, just less efficiently. 
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Mass transport of the mediator to the oxidized sensitizer can be slow in viscous 
solutions or with redox mediators that are not highly soluble.78 This thesis seeks to enhance 
regeneration beyond mass transport limitations through the pre-association of the redox 
mediator with the ground-state sensitizer through non-covalent interactions. This pre-
associated complex upon light excitation could undergo regeneration limited only by the rate 
constant for electron transfer, which in carefully designed systems could reach 1012 s-1. These 
ideas will be developed further in section 1.4 after a discussion of the typical redox mediators 
used in the DSSC. 
1.2.4 Redox Mediators 
Until recently, the triiodide/iodide redox mediator (I3
-/I-) was the most prevalently used 
and held the highest efficiency for DSSCs.31,33,46,47 Other halide, pseudo-halide, and main 
group redox mediators have been utilized in attempts to replace I3
-/I-, however none have 
surpassed the efficiencies reached with I-/I3
-.47 Due to the complex redox chemistry and 
corrosive nature of iodide, simpler single electron-transfer redox mediators have been 
developed which incorporate transition metals like cobalt and iron.47 Cobalt based redox 
mediators have been the target of intense investigation because of their low cost, ease of 
preparation, and high DSSC efficiencies.41,47,49,80 
1.2.4.1 Halide Redox Mediators 
The I3
-/I- redox mediator is by far the most utilized redox mediator in DSSCs. However, 
due to the mechanistic complexity of its redox reactions, many processes with this mediator at 
the interface are still only superficially understood. One of the many difficulties with the iodide 
redox mediator is that only two electron processes occur at a metal electrode. Photomodulated 
voltammetry has been utilized in two instances to characterize a one electron reduction 
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potential for iodide.81,82 However, most of the redox potentials are calculated from Latimer 
diagrams with kinetic data from pulse-radiolysis experiments.83 The known redox potentials 
for iodide are shown in Figure 1.10.84 For both regeneration and recombination, there are 
multiple reaction pathways that exist, and, in both cases, it is not well known which mechanism 
is dominant. Below, the mechanisms for regeneration will be discussed in detail. 
 
Figure 1.10. Formal reduction potentials for iodide in acetonitrile (CH3CN) solution. Green 
bars are the one electron reduction potentials, and the red bar (0.35 V) is the two-electron 
reduction of triiodide that occurs at the counter electrode. A reasonable position for the 
acceptor states and range of RuIII/II redox potentials are also shown. Known redox potentials 
for bromide and chloride-based electrolytes are shown with purple bars, and the orange fading 
in the RuIII/II region shows the needed increase in oxidizing potential. All redox potentials are 
reported vs. NHE and are in CH3CN except where mentioned. 
Two mechanisms have been proposed for the one-electron oxidation of iodide. In the 
single-atom pathway, iodide is oxidized to the iodine atom, Equation 1.14. In the concerted 
pathway, bond formation is concurrent with iodide oxidation to produce the diiodide radical 
anion, Equation 1.15.85,86 The concerted pathway was proposed by David Stanbury85 and 
Gwyneth Nord86, who, through multiple stopped-flow experiments, have suggested that at high 
iodide concentration the concerted mechanism dominates iodide reactivity. Both the concerted 
and single-atom pathways eventually form diiodide. While the concerted reaction forms 
21 
diiodide as a primary product, the single-atom pathway forms diiodide through a secondary 
reaction between the iodine atom and another iodide in solution, Equation 1.16.87 Diiodide 
anions are unstable with respect to disproportionation, and therefore form triiodide and an 
iodide anion, as seen in Equation 1.17.88,89  
Equation 1.14. Single-atom pathway 
𝐼− → 𝐼• + 𝑒−  
Equation 1.15. Concerted pathway 
2𝐼− → 𝐼2
•− + 𝑒−  
Equation 1.16. Diiodide formation 
𝐼• + 𝐼− → 𝐼2
•−  
Equation 1.17. Diiodide disproportionation 
2𝐼2
•− → 𝐼3
− + 𝐼−  
It is still unknown which of these mechanisms plays the largest role in regeneration. In 
the case where the driving force is favorable for the single-atom pathway, it would be expected 
that this mechanism would prevail. While the concerted pathway may be favored by 300 mV, 
the termolecular nature of the reaction suggests that kinetics favors the single-atom pathway. 
In cases where the single-atom pathway is disfavored it has been claimed that the reaction will 
proceed through the concerted reaction.33,46 However, beyond studies in the stopped-flow 
literature there exists no direct evidence for this reaction to occur either in solution or at the 
interface. One study argued that the observation of a pre-association between iodide and the 
oxidized ruthenium sensitizer showed that the concerted mechanism was active.90 However, 
this was only observed in one of the four sensitizers studied. Computational and experimental 
work has provided some interesting results that suggest iodine (I2) could form interactions with 
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the certain sensitizers.91 Computation has also suggested that iodide and diiodide may interact 
beneficially with sensitizes.92,93 These studies have proposed that the interactions could 
facilitate the concerted mechanism.94 However, other theoretical work has suggested the 
regeneration mechanism occurs through the unfavorable single-atom pathway in a strongly 
coupled inner-sphere reaction mechanism.95,96 Hence, further investigation into regeneration 
by iodide is needed. Computational studies have also proposed that diiodide formed through 
regeneration could potentially regenerate another oxidized sensitizer and form iodine.97,98 The 
reduction potential is favorable (0.0 V vs. NHE)84 for regeneration, however, the rate of 
diiodide disproportionation (3.3 x 109 M-1 s-1)99,100 and the relative concentration of diiodide 
(< 10 μM) to iodide (~0.5 M) in an active DSSC indicate that regeneration by diiodide would 
be kinetically slow compered to iodide.100,101 
Evidence that iodide could be oxidized to the iodine atom by excited-state ruthenium 
compounds was shown by Gardner et al., who utilized a ruthenium polypyridyl compound with 
electron withdrawing bipyrazine ligands to provide a large driving force for the reaction. It was 
shown that iodide oxidation yielded an iodine atom as the kinetics of diiodide formation did 
not align with the formation of the reduced ruthenium complex.102,103 
Other studies found that ion pairs formed in non-polar solvents between cationic 
ruthenium compounds and iodide. Electron transfer within the ion pair occurred rapidly and 
suggested that ion pairs formed with sensitizers in the DSSC could facilitate rapid 
regeneration.104,105 These studies inspired a significant amount of the work in this thesis, such 
as the design of a cationic bipyridyl ligand to increase the positive charge of ruthenium 
polypyridyl compounds for the formation of strong ion pairs in reasonably polar solvents, i.e. 
acetonitrile.104–107 
23 
Farnum et al. studied iodide oxidation through a series of photoexcited ruthenium 
complexes in fluid solution in which the driving force for electron transfer was varied over 400 
mV. Even when the single-atom pathway was unfavored by 40 mV, iodide oxidation to the 
iodine atom progressed rapidly with a rate constant > 109 M-1 s-1.77 Such a large rate constant 
supports an assignment of an inner-sphere reaction, as is suggested to occur in the DSSC.95,96 
Interestingly, many researchers assume the iodide oxidation reaction is either inner- or outer-
sphere. However, few experimental studies exist that have investigated the true nature of the 
reaction within the DSSC. Instead mechanistic studies have focused on the concerted vs. 
single-atom pathway. 
The unique chemistry of the I3
-/I- redox mediator occurs for both bromide and chloride 
as well.83,108–111 However, the reactivity is less understood as evidenced by the redox potentials 
known for these halides in organic solutions, Figure 1.10.108,110,111 There is a growing interest 
in these halide oxidation reactions as potential sources of hydrogen fuel through hydrohalic 
acid (HX) splitting.112,113 The more positive redox potential of the two-electron reduction of 
tribromide (Br3
-) also opens up a means to enhance the VOC of DSSCs. Some studies have 
attempted to utilize this VOC increase to create more efficient DSSCs.
114–121 In all cases the 
open circuit voltage was significantly enhanced over the I3
-/I- redox mediator run under the 
same conditions. However, the efficiencies (~5%) have not surpass optimized DSSCs based 
on I3
-/I-. 
1.2.4.2 Cobalt Redox Meditators 
Transition metal compounds have been targeted as efficient, outer-sphere redox 
mediators. Their synthetic ease facilitates modulation of the VOC, which allows the driving 
force for regeneration to be matched directly to the sensitizer, which cannot be accomplished 
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with iodide.47,122 The use of cobalt redox mediators in record efficiency DSSCs has spurred 
research in this field.39,40 These redox mediators are typically based on polypyridyl ligands, 
Figure 1.11. The large number of known bidentate polypyridyl ligands123 has facilitated the 
synthesis of mediators whose CoIII/II reduction potentials span a large range. 
 
Figure 1.11. Example of a cobalt redox mediator in a DSSC. The CoIII/II redox potential is 
indicated in red and an example ruthenium sensitizer potential in blue. The difference in the 
potentials is the regeneration driving force (GES). 
One of the major difficulties with cobalt redox mediators is slow regeneration,33,47 Feldt 
et al. showed that regeneration by cobalt redox mediators did follow Marcus theory. 
Interestingly, the diffusion limit was not reached, and the measured regeneration rates saturated 
at a much lower rate constant (~105 s-1).74,75 Many second-order regeneration rate constants for 
CoIII/II redox mediators are on the order of 105 – 106 M-1 s-1.33,47,74 This is much slower than the 
same reaction with idodie.64,68 
The sluggish CoIII/II redox chemistry relative to other transition metals has been 
attributed to a spin change. Upon oxidation, the high spin CoII formal oxidation state (t2g
5,eg*2) 
transitions to the low spin CoIII, (t2g
6).80,124 This spin change has been suggested as a reason for 
the slow regeneration and charge recombination in cobalt mediators as compared to other 
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transition metal redox mediators.78,125 Some researchers have attempted to make solely low 
spin CoII/III systems to enhance the regeneration rate constant with some success.125 
It has been proposed that the formation of ion pairs between the typically anionic 
sensitizers and oxidized CoIII redox mediators facilitates rapid charge recombination between 
the injected electrons and CoIII.80,126,127 These interactions have typically been vilified as faster 
recombination lowers device efficiency. The addition of bulky alkyl chains to both the redox 
mediator and sensitizer has been employed to inhibit these interactions, however this also 
slows regeneration.127 This association could potentially be turned to an advantage if the 
charges of a redox mediator and sensitizer were tuned to facilitate ion pairing between the 
ground-state sensitizer and the reduced mediator. Instead of enhancing charge recombination, 
this would facilitate rapid regeneration. 
 Non-Covalent Interactions 
In nearly every study of regeneration, the reaction is diffusional. This limits the 
maximum rate constant for regeneration. While non-covalent interactions have been proposed 
to occur throughout the DSSC, in most cases they are detrimental as they enhance charge 
recombination. Very few studies have directly investigated non-covalent interactions in the 
DSSC. However, these interactions offer a means to control reactivity within the DSSC, 
thereby allowing for optimization and study of its properties. This concept is important not 
only for solar energy and fuels research, but also for homogenous and heterogenous catalysis 
and photocatalysis.128 Particularly, in DSSCs, the use of non-covalent interactions to enhance 
regeneration could completely shut down back-electron transfer at the power point. 
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1.3.1 Hydrogen Bonding 
Hydrogen bonding has been proposed as an alternative to carboxylic acid anchoring 
groups in DSSCs129–131 and it is important to consider in the development of ionic liquid based 
and solid-state DSSCs.132,133 While hydrogen bonding has seen widespread use in anion 
recognition literature, it has received little attention as a means to associate the sensitizer and 
redox mediator.134 As many reviews on the use of hydrogen bonding in supramolecular anion 
recognition have been published,135,136 the rest of this section will focus on non-covalent 
interactions pertinent to the regeneration reaction in DSSCs. 
1.3.2 Hard-Soft Interactions 
Hard-soft acid base theory details that small non-polarizable, hard, ions preferentially 
associate with other hard ions, while large polarizable, soft, ions associate with other soft 
ions.137–139 Therefore, hard-hard and soft-soft interactions are preferentially formed over hard-
soft interactions. This theory is typically used qualitatively to describe the extent of orbital 
overlap that occurs when like ions associate. The soft-soft association between iodide or 
triiodide with chalcogen atom-based sensitizers has been shown to both increase regeneration 
and recombination depending on the location of the interaction and the β-LUSO 
orbital.68,71,140,141 
In one example, the regeneration reaction was enhanced by 25x just through the 
exchange of two oxygen atoms for sulfur atoms in a D-π-A sensitizer.140 This enhancement 
has typically been ascribed to better orbital overlap between the β-LUSO orbital and iodide.68 
However in ruthenium complexes, with ligands that have chalcogen atoms, the association 
between selenium and triiodide was proposed to lead to fast charge recombination and was a 
detriment to the DSSC. In this instance no regeneration enhancement was measured.71 In 
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ruthenium sensitizers with a thiocyanate ligand, it was proposed that iodide associated with the 
oxidized sensitizer before regeneration through the concerted mechanism occured.90 Only 
recently has direct orbital overlap between the β-LUSO and iodide been confirmed as the key 
factor for the regeneration enhancement provided by chalcogen atoms. Through control of β-
LUSO orbital density localization onto the chalcogen atom, an order of magnitude increase in 
regeneration was correlated to the variation of the chalcogen atom between S and Se.142 This 
enhancement only occurred when the β-LUSO orbital density was localized on the chalcogen 
atom. 
1.3.3 Halogen Bonding 
While hard-soft acid base chemistry has been invoked to explain regeneration in 
DSSCs, only a few studies have attempted to target and potentially control those associations. 
An alternative approach is halogen bonding, which has developed utility in the anion 
recognition field to form selective interactions with halides and oxyanions143,144. 
Halogen bonding is a non-covalent interaction in which an electropositive halogen 
atom bound to an electron withdrawing carbon unit interacts with the lone electron pair of a 
nucleophile.145 A complete description of halogen bonding has been reviewed recently.145–147 
Briefly, the electropositive nature of the halogen atom comes about due to an anisotropic 
distribution of its electron density that is formed upon making a carbon-halogen bond. If the 
halogen pz orbital forms the C-X σ-bond, then the unused px and py orbitals form a belt of 
negative charge around the halogen 90 to the C-X bond. The resulting empty antibonding 
orbital is positioned 180 to the C-X bond and forms a point of positive charge that is called 
the σ-hole, Figure 1.12.148,149 Thus, halogen bonding is sometimes referred to as σ-hole 
bonding. 
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The size of the σ-hole, and thus the halogen bond interactions, increases with the 
principle quantum number of the halogen and are most prevalent in organoiodide species, with 
only rare examples of σ-holes in organofluoride species.148,150 These interactions, while 
typically weak, are found throughout the natural world. To enhance the strength of the halogen 
bond, the electropositive charge of the σ-hole can be increased with electron withdrawing 
functional groups such as triazoles or perfluorinated functional groups.147 Through the 
enhanced polarization of the C-X σ-bond, more electron density is transferred onto the carbon 
atom, which facilitates an enlarged cationic charge on the halogen. In ideal cases, halogen 
bonding interaction can be > 10 kcal mol-1, which is of a similar magnitude to hydrogen 
bonding interactions.145 
 
Figure 1.12. Schematic depiction of the anisotropic electron density surrounding an 
organohalide compound. The partial positive charge, or σ-hole, that facilitates halogen bonding 
occurs 180o from the bond. An iodide anion with one of its lone electron pairs is shown near 
the σ-hole. Figure reproduced from ref. 151. 
In a single study, Neuburger et al. studied a series of copper halo-phenanthroline 
sensitizers, in which two halogens on the phenanthroline ligand were varied between F, Cl, Br, 
and I.72 They observed that the iodine-functionalized ligand outperformed the other halogens 
in full DSSCs and it was proposed that this was due to faster regeneration. While not mentioned 
in the article, others have suggested that halogen bonding was a factor in this system.64 
Computational and experimental chemists have shown that halogen bonding may play a role 
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in the charge recombination reaction through the formation of a halogen bond between iodine 
or triiodide and the sensitizer.91,97 
The unique character and directionality of the halogen bond implicates it as a target 
towards developing control in regeneration and related electron-transfer reactions. Chapter 2 
details the development of a D-π-A sensitizer series that varied only in the identity of the 
halogen in the para- position of a triphenyl amine donor unit. This prominently positioned the 
halogen towards the redox mediator in solution. Kinetic analysis as well as DSSC enhancement 
supported that a halogen bonding interaction facilitated faster regeneration with the rate 
constant of regeneration (kreg) following the trend I > Br > Cl > F.
63,64 Halogen bonding was 
further confirmed through x-ray absorption near-edge spectroscopy, in which halogen bonding 
only occurred between a halide (Cl-) and the oxidized sensitizer.152 No halogen bonding was 
observed with the ground-state sensitizers which suggested all the benefit to regeneration came 
from interactions with the oxidized sensitizer. To date these are the only studies to utilize 
halogen bonding in the DSSC. For halogen bonding to become a tool to control regeneration, 
stronger interactions through coupling with hydrogen bonds, electrostatic interactions, or 
increased electron withdrawing groups near the halogens will be necessary. 
1.3.4 Ion Pairs 
The weak halogen bonds described above have not provided evidence for direct 
interactions with the ground-state sensitizer. Therefore, stronger non-covalent interactions 
must be used if control over the reactions in the DSSC is to be gained. Electrostatic interactions, 
or ion pairs, formed between anionic and cation compounds have interaction energies on the 
order of tens to hundreds of mV. Therefore, these interactions show considerable promise to 
gain finite control over the regeneration reaction. Previously, electrostatic interactions have 
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been utilized to mimic biologically relevant electron-transfer reactions.153–155 Therefore, the 
use of ion pairs within the DSSC and in models of the DSSC should yield insight into the 
regeneration reaction. Only recently has it been clearly shown that strong electrostatic 
interactions can be formed at the sensitized interface and facilitate beneficial reactivity.156 
Until recently, ion pairs formed at the sensitizer interface have been viewed as 
detrimental to the DSSC as they have been proposed to enhance charge recombination. 
However, no studies have directly targeted the use of ion pairs as a means to facilitate 
beneficial electron-transfer reactions. In the proper circumstances the reduced form of the 
redox mediator could strongly associate in an ion pair with the ground-state sensitizer before 
light excitation. Upon excitation and electron injection, the oxidized sensitizer could be 
immediately regenerated by the associated redox mediator, Figure 1.13.  
 
Figure 1.13. Schematic representation of A) the standard regeneration mechanism that occurs 
between the oxidized sensitizer (S+) and redox mediator (Mn) and B) the associative 
regeneration mechanism proposed for a ground-state ion pair between the sensitizer (S) and 
redox mediator. In A), the association and regeneration are diffusional, whereas B) facilitates 
rapid regeneration as the association complex is already present upon excitation. 
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Clark and Marton et al. showed that iodide would form significant ion pairs with the 
dicationic ruthenium polypyridyl compound, Ru(bpy)2(deeb)
2+, where bpy is 2,2’-bipyridine 
and deeb is 4,4’-COOEt-2,2’-bpy, in dichloromethane (DCM), Equation 1.18.104,106 The 
lowered dielectric constant of the solvent was necessary as no ion pairing occurred in high 
dielectric constant solvents such as acetonitrile (CH3CN). Spectroscopic techniques could be 
utilized to monitor ion-pair formation and the subsequent light-driven electron-transfer 
reaction. In DCM, the ion-pairing equilibrium constant (Keq) was determined to be  
57,000 M-1. Stern-Volmer analysis indicated that quenching occurred through both a 
diffusional dynamic quenching pathway (Equation 1.19), and immediately upon excitation of 
the ion pair through a static quenching mechanism (Equation 1.20). Transient absorption 
spectroscopy showed that both the reduced ruthenium complex (Ru+) and diiodide were 
formed as photoproducts. 
Equation 1.18. Ruthenium and iodide ion pairing 
𝑅𝑢(𝑏𝑝𝑦)2(𝑑𝑒𝑒𝑏)
2+ + 𝐼− → [𝑅𝑢(𝑏𝑝𝑦)2(𝑑𝑒𝑒𝑏)
2+, 𝐼−]+   
Equation 1.19. Dynamic reductive quenching of ruthenium excited states 
𝑅𝑢𝐼𝐼𝐼(𝑏𝑝𝑦)2(𝑑𝑒𝑒𝑏
−)2+∗ + 𝐼− → 𝑅𝑢𝐼𝐼(𝑏𝑝𝑦)2(𝑑𝑒𝑒𝑏
−)+ + 𝐼•  
Equation 1.20. Static reductive quenching of ruthenium excited states 
[𝑅𝑢𝐼𝐼𝐼(𝑏𝑝𝑦)2(𝑑𝑒𝑒𝑏
−)2+∗, 𝐼−]+ → [𝑅𝑢𝐼𝐼(𝑏𝑝𝑦)2(𝑑𝑒𝑒𝑏
−)+, 𝐼•]+  
Farnum et al. determined through transient absorption kinetic analysis that the reduced 
compound and diiodide were formed with different rate constants.105 Through selectively 
monitoring the excited state, reduced compound, and diiodide formation, it was concluded that 
the reduced ruthenium compound was a primary photoproduct as it formed with the same rate 
constant of the excited-state decay (6 x 1010 M-1 s-1). However, the formation of diiodide was 
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almost three times slower with a rate constant of 2.2 x 1010 M-1 s-1. This rate aligned with 
previous results for the formation of diiodide by a diffusional reaction of an iodine atom and 
iodide.84 This implicated that the iodine atom along with the reduced compound was a primary 
photoproduct.  
After these studies, it became apparent that electrostatics could be used to pre-organize 
the reactive complex formed upon light excitation. To enhance the electrostatic attraction and 
provide a means for working in polar solvents, a dicationic ligand, 4,4’-
bis(trimethylaminomethyl)-2,2’-bpy, was developed, Figure 1.14. This ligand was shown to 
ion pair with iodide in CH3CN. It has also been utilized to oxidize chloride in acetone.
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Finally, the ligand has been shown to form ion pairs with multiatomic anions, i.e. an anionic 
cobalt redox mediator and salicylate anions through which proton coupled electron transfer 
was investigated.156 
 
Figure 1.14. The 4,4’-bis(trimethylaminomethyl)-2,2’-bipyridine ligand utilized to enhanced 
ion pairing in high dielectric solvents. 
 Bimolecular Electron-Transfer Reactions: Techniques and Theory 
This section will describe the techniques utilized to study the regeneration reaction both 
at the sensitized interface and isolated in solution.  
1.4.1 Stern-Volmer Analysis 
The quenching of sensitizer photoluminescence by redox mediators or quenchers can 
provide insight into reaction mechanisms and serve as a model for reactivity at dye-sensitized 
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interfaces. In particular, Stern-Volmer analysis of photoluminescence quenching has been 
performed with many quenchers and will be described below for iodide. 
The long-lived 3MLCT inherent to ruthenium polypyridyl complexes have lifetimes 
that typically range from 500 ns – 2 μs. In the case of reductive electron-transfer quenching, 
the reduced complex no longer emits light and therefore photoluminescence intensity is lost. 
This quenching occurs through the formation of an “encounter complex” between the excited 
sensitizer and iodide. Upon this formation, the complex can either dissociate or undergo 
electron-transfer quenching. In the dynamic quenching process, the encounter complex is 
formed through the diffusion of the two species together and the lifetime of the excited-state 
is shortened. 
If, as is the case with many ion pairs, an encounter complex can be pre-associated in 
the ground state rather than upon excitation, the electron transfer can occur rapidly, limited 
only by the intrinsic barrier to electron transfer. This is termed the static-quenching pathway. 
In many cases, the quenching occurs faster than the instrument time resolution and therefore 
appears solely as a loss of the initial intensity after pulsed laser excitation, and the ion pair is 
termed non-emissive. Figure 1.15 shows a schematic of the dynamic and static pathways. 
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Figure 1.15. Schematic depiction of dynamic quenching, blue to black, and static quenching, 
purple to black, of ruthenium polypyridyl excited states by iodide. Also shown is the 
mechanism for static electron transfer within the [Ru, I-] ion pair. 
As established by Otto Stern and Max Volmer in 1919,157 the so-called “Stern-Volmer” 
analysis is almost always employed to analyze excited-state quenching processes.158 The 
original analysis and equations developed by Stern and Volmer describe the quenching of 
steady-state and time-resolved photoluminescence by the static and dynamic components. 
Figure 1.16 shows a simulated iodide quenching experiment typical to this thesis work in 
which both static and dynamic quenching are active. In purely diffusional quenching, the 
integrated steady-state photoluminescence intensity (Σ(PLI)) and the lifetime (τ) are both 
linearly proportional to the added concentration of the quencher, Equation 1.21. The slope 
yields the Stern-Volmer constant (KSV), which is directly related to the bimolecular quenching 
rate constant kq through the lifetime of sensitizer without quencher present. 
Equation 1.21. Dynamic quenching Stern Volmer equation 
∑(𝑃𝐿𝐼0)
∑(𝑃𝐿𝐼)
=
𝜏0
𝜏
= 1 + 𝐾𝑆𝑉[𝑄]  = 1 + 𝑘𝑞𝜏0[𝑄]  
Static quenching, on the other hand, occurs within a pre-organized ground-state adduct. 
Stern-Volmer analysis of the static quenching is typically also performed using steady-state 
and time-resolved photoluminescence. As the quenching occurs purely within the ground-state 
35 
adduct, the excited-state lifetime does not change, and the quenching appears as a loss in the 
initial amplitude (Io) of the time-resolved photoluminescence. In this case, Stern-Volmer 
analysis of the initial amplitudes, Equation 1.22, yields the static quenching constant, KS, 
which provides the equilibrium constant for the ground-state ion pair (Keq), Equation 1.22. 
Equation 1.22. Static quenching Stern-Volmer equation 
𝐼0
𝐼
= 1 + 𝐾𝑆[𝑄]    𝐾𝑠 = 𝐾𝑒𝑞  
Commonly, both static and dynamic quenching are operative. The combination of these 
two processes can be analyzed through a combined Stern-Volmer analysis, which is the 
product of Equation 1.21 and Equation 1.22. This means that there is a quadratic dependence 
on the concentration of the quencher, as seen in Figure 1.16B. If the KD is known from time-
resolved photoluminescence experiments, then one can solve for KS. 
Equation 1.23. Combined Stern-Volmer equation for dynamic and static quenching 
∑(𝑃𝐿𝐼0)
∑(𝑃𝐿𝐼)
=
𝜏𝑜
𝜏
∗
𝐼𝑜
𝐼
= 1 + (𝐾𝐷 + 𝐾𝑆)[𝑄] + 𝐾𝐷𝐾𝑆[𝑄]
2   
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Figure 1.16. Simulated (A) steady-state and (C) time-resolved photoluminescence upon 
titration of a ruthenium excited state with iodide. B) The steady-state Stern-Volmer plot for a 
mixed dynamic and static quenching system, dashed green line. D) shows the time-resolved 
Stern-Volmer plots for static quenching (Io/I), dashed red line, and dynamic quenching (τo/ τ), 
dotted blue line.  
It must be noted that while the above has been described for reductive excited-state 
quenching, the same applies in systems where the deactivation occurs through either energy 
transfer or oxidative electron transfer. Importantly, the Stern-Volmer analysis alone cannot 
differentiate between these quenching mechanisms. Therefore, complementary techniques 
must be employed to completely understand the mechanisms of excited-state quenching. 
1.4.2 Marcus Theory 
One way to differentiate between the quenching mechanisms is to perform systematic 
studies in which the driving force for electron transfer is varied with minimal impact on other 
molecular properties. Semi-classical Marcus theory has consistently provided an excellent 
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model for electron-transfer reactions. Marcus theory describes the relation between the 
electron-transfer rate constant (kET), the Gibbs free energy change for photoinduced electron 
transfer (Go), reorganization energy (λ), and electronic coupling (HDA) between a donor and 
an acceptor molecule, Equation 1.24.159–161 In ruthenium polypyridyl compounds, the 
reorganization energy in polar solvents is typically found to be ~1 eV.162 Go is given by 
Equation 1.25, where [E°(D+•/D) – E°(A/A-•)] is the difference in the donor and acceptor 
formal reduction potentials, the ω terms are electrostatic work terms that account for the energy 
associated with the attraction and repulsion of charged particles, and GES is the 3MLCT 
energy of the ruthenium excited state. Through systematic variation of the donor or acceptor 
compounds, the free energy change can be varied. If electron transfer is the operative 
mechanism, then kET varies with Go. 
Equation 1.24. Semi-classical Marcus Theory 
𝑘ET = √
4𝜋3
ℎ2𝜆𝑘B𝑇
|𝐻AB|
2𝑒
−(𝜆+∆𝐺𝑜)
2
4𝜆𝑘B𝑇   
Equation 1.25. Gibbs free energy of photoinduced electron transfer 
∆𝐺° = 𝑁𝐴{𝑒[𝐸°(𝐷
+•/𝐷) − 𝐸°(𝐴/𝐴−•)] + 𝜔(𝐷+•𝐴−•) − 𝜔(𝐷𝐴)} − ∆𝐺𝐸𝑆  
1.4.3 Electrostatic Work Terms 
IUPAC describes the Gibbs free energy of photoinduced electron transfer by Equation 
1.25.163 The 𝜔 terms are collectively called the electrostatic work terms. These terms account 
for Coulombic attraction or repulsion between the products and reactants and are typically 
estimated through a simple Coulomb’s law analysis, Equation 1.26 and Equation 1.27. In 
these equations, z(X) is the charge of donor (D) or acceptor (A), εo is the vacuum permittivity, 
εr is the dielectric constant of the solvent, and a is the intermolecular distance between the 
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donor and acceptor after electron transfer.163 Note, the equations are shown for the interactions 
of a neutral donor and acceptor pair. As only one electron is transferred in a typical 
photoinduced electron-transfer process, the work term equations can be simplified. Equation 
1.26 can be replaced by Equation 1.28 to match the one electron lost and gained by the donor 
and acceptor, respectively. Substitution of Equation 1.27 and Equation 1.28 into Equation 
1.25 gives Equation 1.29 in which the overall work term is now defined by Equation 1.30. 
This defines the work terms only by the difference in the charge of the reactant donor and 
acceptor, removing confusion and simplifying analysis.  
Equation 1.26. Coulombic work term 
𝜔(𝐷+•𝐴−•) =
𝑧(𝐷+•)𝑧(𝐴−•)𝑒2
4𝜋𝜀0𝜀𝑟𝑎
  
Equation 1.27. Coulombic work term 
𝜔(𝐷𝐴) =
𝑧(𝐷)𝑧(𝐴)𝑒2
4𝜋𝜀0𝜀𝑟𝑎
  
Equation 1.28. Coulombic work term 
𝜔(𝐷+•𝐴−•) =
[𝑧(𝐷)+1][𝑧(𝐴)−1]𝑒2
4𝜋𝜀0𝜀𝑟𝑎
  
Equation 1.29. Simplified Gibbs free energy equation 
∆𝐸𝑇𝐺° = 𝑁𝐴 {𝑒[𝐸°(𝐷
+•/𝐷) − 𝐸°(𝐴/𝐴−•)] +
[𝑧(𝐴)−𝑧(𝐷)−1]𝑒2
4𝜋𝜀0𝜀𝑟𝑎
} − ∆𝐸0,0  
Equation 1.30. Simplified work term 
𝜔 =
[𝑧(𝐴)−𝑧(𝐷)−1]𝑒2
4𝜋𝜀0𝜀𝑟𝑎
=
[∆𝑧−1]𝑒2
4𝜋𝜀0𝜀𝑟𝑎
  
Focusing on photoinduced electron-transfer chemistry, many studies that mention the 
work term utilized neutral donor-acceptor pairs,76,155,162 while few have probed the work term 
in cases where at least one or both of the reactants are charged.162,164–166  In many cases, the 
work terms are ignored due to the magnitude being < 2kT (~ 50 mV).164,167,168 In certain cases 
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where the work terms should be utilized, they have been ignored.153,154,169 This could be due to 
molecular complexity, or just the fact that work terms have been relegated to minor comments 
in many papers. 
The work terms are typically estimated through a Coulomb’s law assumption, in which 
the ions are assumed to be point charges separated by an estimated intermolecular 
distance.160,164 However, this assumption does not account for the case where ions have 
multiple charged locations. In theory, if the individual partial charge of every atom on the 
donor and acceptor was known along with the distance between each atom, the calculated work 
terms could be better estimated than by the simple sphere model. Recently, density functional 
theory along with natural population analysis has been proposed as a means to provide 
reasonable estimates of the individual atomic charges in complex systems.110,134 However, in 
these cases, a complex photoexcited acceptor was combined with a simple halide donor to 
simplify the system of interest. 
Three variables in Coulomb’s law analysis affect the work term: the intermolecular 
distance, dielectric constant, and difference in charge between D and A (Δz). As seen in 
Equation 1.30, the work term is directly proportional to Δz between D and A. In particular, Δz 
determines both the magnitude and the sign of the work term. Figure 1.17A shows the effect of 
modulating Δz between 6+ and 6-. The x-intercept at Δz = +1 is the only case in which the 
work term is equal to zero. The intermolecular distance, a, between these charges also plays a 
role in determining the magnitude of the work term, which decreases in magnitude with 
increasing a, Figure 1.17B. Finally, the solvent dielectric constant also controls the magnitude 
of the work term. As the dielectric decreases, the work term can become very large, Figure 
1.17C. These three factors work together to control the magnitude and sign of the work term, 
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and while each has the potential to be individually changed, changing one may affect the others 
and make systematic studies difficult. 
 
Figure 1.17: Description of the affects changing the A) difference in charge, Δz, between D 
and A, B) the solvent dielectric constant, εr, and C) the intermolecular distance has on the work 
term. Data was calculated from Equation 1.30, with A) the given Δz values, the εr of the 
solvents indicated, and a of 6 Å, B) the Δz values shown and a values indicated, and C) the Δz 
values shown and the ε of the solvents indicated. 
As an example of how the work term may play a role in electron-transfer chemistry, 
consider the photoinduced electron transfer between the photoexcited ruthenium polypyridyl 
complex Ru(deeb)3
2+* and iodide (I-). The driving force for photoinduced intermolecular 
electron transfer is -0.22 V in CH3CN.
77 The difference in charge between the ruthenium 
acceptor (2+) and iodide donor (1-) gives a Δz of 3+ and therefore a positive work term value 
of +0.13 V in CH3CN. In water this value is more than halved to +0.06 V, whereas in 
dichloromethane, the work term jumps to +0.54 V. Therefore, while electron transfer would 
be expected to proceed readily in both CH3CN and H2O, in dichloromethane the electron 
transfer would have a 300 mV uphill driving force. This indicates an interesting point in which 
under special circumstances, the redox potentials of the reactants may no longer determine the 
driving force for the reaction, and instead the magnitude of the work term would drive the 
chemistry. This becomes particularly important for ion pairs and compounds in which the 
reorganization energy is small as smaller changes in the work term would have a larger effect 
on the overall rate of the reaction. 
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As can be seen from the above discussion, the charge, solvent dielectric, and electron-
transfer distance all play a role in determining the work term. It is surprising then that very few 
experimental studies exist that have focused on the work term as a means to potentially control 
electron transfer. As careful control of chemical transformations becomes more necessary, a 
full understanding of how the work term plays into reaction kinetics is needed.  
 Conclusions 
The study of electron-transfer reactions at dye-sensitized interfaces and with excited-
states is of high interest to many fields. Marcus theory provides a means by which to 
understand and predict electron-transfer that, when coupled with spectroscopy and Stern-
Volmer analysis, allows both diffusional and static electron transfer to be quantified. However, 
experimentalists have limited control over these electron-transfer reactions in DSSCs. In 
particular, the mechanism of electron transfer at the interface is often unknown. While non-
covalent interactions such as ion pairing and halogen bonding have been identified in DSSCs, 
few studies have attempted to leverage them for beneficial use. This thesis begins to answer 
the question of how non-covalent interactions may be utilized in the electron-transfer reactions 
pertinent to DSSCs as well as the fundamental understanding of electron transfer. 
The chapters are organized to follow two stories. Chapters 2, 3, and 6 examine the 
influence of halogen bonding (Chapter 2), hard-soft acid base theory (Chapter 3), and 
electrostatics (Chapter 6), on the regeneration reaction at the dye-sensitized interface. From 
these studies it is shown that enhanced association in both the ground-state and oxidized 
sensitizer can enhance the regeneration reactions. Chapters 4-8 detail the use of electrostatic 
interactions both at the interface and in solution to study electron transfer between iodide and 
more atomically complex anions. Chapters 5-8 utilize the dicationic tmam ligand in three 
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separate ways. Chapter 5 looks at the enhanced ion pairing and electron transfer with iodide. 
Chapter 6 and 7 develop the use of an anionic cobalt redox mediator and the impact of strong 
electrostatic interactions at the semiconductor interface and in fluid solution. Chapter 8 extends 
the use of electrostatics into excited-state proton-coupled electron transfer. 
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 Introduction  
A halogen bond is an attractive non-covalent interaction between a halogen and a 
nucleophilic species.1–6 Halogen bonding has been characterized in fluid solution and in solid-
state materials with applications in crystal engineering, anion sensing, self-assembly, 
biotechnology, and catalysis.7–22 Reported herein is kinetic evidence indicating that halogen 
bonding also occurs at the solid–liquid interface. This finding was enabled by systematic 
characterization of a homologous series of donor–π–acceptor dyes, varying only in the identity 
of two halogen atoms, at titanium dioxide-acetonitrile interfaces (Scheme 2.1). Light-induced 
                                                 
i This chapter is a combination of two publications. Section 2.2 was reprinted with permission from Swords, 
W.B.; Simon, S.J.C. Parlane, F.G.L.; Hu, K.; Dean, R.K.; Meyer, G.J.*; Berlinguette, C.P.* Evidence for 
Interfacial Halogen Bonding. Angew. Chem. Int. Ed., 2016, 55, 5956 and Swords, W.B.; Simon, S.J.C. Parlane, 
F.G.L.; Hu, K.; Dean, R.K.; Meyer, G.J.*; Berlinguette, C.P.* Evidence for Interfacial Halogen Bonding. Angew. 
Chem., 2016, 128, 6060. Copyright 2016 John Wiley and Sons. Section 2.3 was reprinted with permission from 
Simon, S.J.C.; Parlane, F.G.L.; Swords, W.B.; Kellett, C.W.; Du, C.; Lam, B.; Dean, R.K.; Hu, K.; Meyer, G.J.*; 
Berlinguette, C.P.* Halogen Bonding Promotes Higher Dye-Sensitized Solar Cell Photovoltages. J. Am. Chem. 
Soc., 2016, 138, 10406. Copyright 2016 American Chemical Society. 
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interfacial electron-transfer experiments revealed enhanced photoreactivity when larger, more 
polarizable halogens were employed. This result offers compelling evidence that halogen 
bonding assists the regeneration of the photo-oxidized dyes, which is supported by 
computational data. The observation that halogen bonding can occur at solid–liquid interfaces 
and has a measurable effect on charge-transfer behavior, suggests that it can be exploited in 
applications, including solar energy conversion schemes. 
The ability of a halogen atom in an organohalide compound to act as a Lewis acid arises 
from an electropositive “σ-hole” in the halogen npz orbital, surrounded by a belt of negative 
charge from the filled ns and npx,y orbitals.
23,24 An important feature of the σ-hole is that it 
increases with the polarizability and principle quantum number (n) of the halogen.3,23–25 In the 
case of organo-iodide compounds in solution, the free energy change that accompanies halogen 
bonding can be upwards of 10 kcal mol-1, but is completely absent for the corresponding 
fluoride compounds.16–19 In contrast, other intermolecular forces, such as those between ions 
and dipoles, increase with the electronegativity of the halogen atom. However, the small size 
of the fluorine atom can lead to some exceptions. Hence, systematic studies of a series of 
donor–π–acceptor dyes, where the halogens are positioned on atoms far from the surface 
binding group, may provide new insights into non-covalent interactions at interfaces and a 
means by which dipolar and halogen bonding interactions can be distinguished. 
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Scheme 2.1. Molecular Structure of the Dye-X (X=Halogen) Series. 
 
In dye-sensitized solar cells (DSSCs), light excitation of a dye immobilized onto a TiO2 
semiconductor surface leads to the injection of an electron into the semiconductor and 
formation of an oxidized dye, Equation 2.1. The reduction of this photo-oxidized dye by a 
soluble reductant (e.g., I−) is a critical step in the DSSC.26–28 The rate constant of this dye 
regeneration step (kreg; Equation 2.2) needs to be larger than the rate constant of the back-
electron transfer (BET) reaction between the photo-oxidized dye and electrons injected into 
the semiconductor, TiO2(e
−) (kBET; Equation 2.3) in order to extract useful electrical work 
from the device. The interactions that exist between the reductant and the reactive portion of 
the oxidized dyes are expected to affect the kinetics of the dye regeneration step.29 For many 
years, the observation of nearly quantitative incident photon-to-current efficiencies led 
researchers to conclude that this regeneration step was not relevant to the efficiency of 
operational DSSCs. We and others have shown that the voltage under open-circuit conditions 
(VOC) depends strongly on the regeneration efficiency (ηreg; Equation 2.4) and that 
nonquantitative regeneration near open circuit may diminish the DSSC photovoltage and 
power conversion efficiency (PCE).30,31 
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Equation 2.1. Injection 
TiO2/Dye-X → TiO2(e−)/Dye-X•+ 
Equation 2.2. Dye regeneration: 
TiO2(e
-)/Dye+ + 2I− → TiO2(e-)/Dye + I2•− 
Equation 2.3. Back-electron transfer: 
TiO2(e
-)/Dye+ → TiO2/Dye 
Equation 2.4. Regeneration efficiency: 
𝜂𝑟𝑒𝑔 =
𝑘reg[I
−]
𝑘reg[I−]+ 𝑘BET𝑛TiO2
𝑥
  
where 𝑛TiO2𝑥 is the concentration of minority carriers and x is the reaction order in TiO2(e
−) 
for BET.31 
Dye-iodide interactions ostensibly play an important role in dye regeneration. 
However, resolving dye-electrolyte interactions in the dynamic environment of the DSSC is 
not trivial.32,33 We have previously demonstrated that modification of the donor unit, the 
reactive portion of the dye following light-induced charge injection into the semiconductor, 
influences the intermolecular interactions between the oxidized dye and iodide and yields 
photovoltages that increase with kreg.
30,34 The two organic donor-acceptor molecules used in 
our previous study differed only in the identity of the two chalcogen atoms (O or S) fixed to 
the triphenylamine (TPA) donor unit, thereby demonstrating that very slight differences in 
intermolecular forces can have a significant impact on the measured kreg and VOC values.
30 This 
striking observation prompted us to consider whether halogen bonding could also benefit dye 
regeneration in the DSSC. 
In context of the DSSC, redox-active iodide in the electrolyte serves as the nucleophile, 
and a heavy halogen atom on the dye bears the σ-hole. Previous use of halogen atoms in DSSC 
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sensitizers has largely been confined to fluorination near the anchoring groups that serves to 
suppress the rate of charge recombination between TiO2(e
−) and the oxidized form of the 
electrolyte (kCR; Equation 2.5).
35–38 Halogen bonding is not expected to affect kreg in these 
cases because the fluorine atoms would not contain a substantial σ-hole and are not positioned 
on the portion of the dye that likely reacts with the electrolyte.39,40 Neuburger, Constable, 
Housecroft, and co-workers designed a series of dyes with the appropriate placement of heavy 
halogen atoms to facilitate halogen bonding and reported measurable differences in DSSC 
device characteristics, which suggests that this intermolecular interaction may indeed play a 
beneficial role.41 
Equation 2.5. Charge recombination with electrolyte: 
TiO2(e
-) + I3
− → TiO2 + I2•− + I− 
 Evidence for Interfacial Halogen Bonding 
2.2.1 Experimental Methodsii 
Materials. Acetonitrile (CH3CN) was purchased from Honeywell (Burdick and 
Jackson, 99.9%) and used as received. Anhydrous sodium iodide (99.999%) and sodium 
perchlorate (>98%) were purchased from Sigma Aldrich and used as received. Electrochemical 
data of the dyes on sensitized TiO2 thin film on an FTO substrate as the working electrode 
were recorded with a BASi CV-50W potentiostat. A platinum mesh counter electrode and 
BASi aqueous Ag/AgCl reference electrode in a 0.3 M NaClO4 supporting electrolyte were 
used for the dyes adsorbed to TiO2. All electrochemical and spectroelectrochemical 
measurements were externally referenced to ferrocene (Fc/Fc+, +640 mV vs. NHE). CVs were 
acquired at a scan rate of 50 mV s-1. UV-vis absorption spectra of sensitized TiO2 thin films 
                                                 
ii This section was reported in the supporting information (SI) of ref 1. The entire SI can be accessed from the 
publisher. 
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were recorded using a Varian Cary 60 UV-vis spectrophotometer with a resolution of 1 nm. 
Low resolution-mass spectrometry (LR-MS) was performed on a Waters ZQ liquid 
chromatography-MS equipped with a Waters 2695 high-performance liquid chromatography 
(HPLC) and with an electrospray chemical ionization (ESCI) ion source. High resolution-mass 
spectrometry (HR-MS) was performed on a Waters/Micromass LCT time-of-flight (TOF) 
mass spectrometer. 
Transient Absorption Spectroscopy. Nanosecond transient absorption measurements 
were obtained with an apparatus similar to that which has been previously described.30,42 
Briefly, samples were excited by a frequency doubled Q-switched, pulsed Nd:YAG laser 
(Quantel USA (BigSky) Brilliant B; 532 nm, 5−6 ns full width at half-maximum (fwhm), 1 
Hz, ∼10 mm in diameter) directed 45° to the film surface. A Glan laser polarizer was employed 
in the laser path to attenuate the pulse fluence. A 150 W xenon arc lamp, pulsed with 70 V, 
served as the probe beam (Applied Photophysics) and was aligned orthogonally to the 
excitation laser. Detection was achieved with a monochromator (Spex 1702/04) optically 
coupled to an R928 photomultiplier tube (Hamamatsu). Transient data were acquired on a 
computer-interfaced digital oscilloscope (LeCroy 9450, Dual 350 MHz) with 2.5 ns resolution 
terminated at 50Ω. For full spectral generation, laser pulses were averaged 30 times at each 
collected wavelength over the range 370 − 800 nm. Single wavelength measurements were 
averaged over 150 laser pulses to achieve satisfactory S/N. Kinetic data fitting and spectral 
modeling was performed in Origin 9.1, and least-squares error minimization was accomplished 
using the Levenberg−Marquardt iteration method. 
Density Functional Theory. Quantum mechanical calculations were carried out using 
the Gaussian 09 program package.43 The structures of all dyes and dye-iodide adducts were 
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optimized to a minimum and frequency calculations were performed to verify there were no 
imaginary frequencies. All calculations utilized the unrestricted M06-2X44 functional with the 
cc-pVDZ-PP basis set applied to iodine and bromine, and cc-pVDZ applied to all other 
elements.45,46 Parameters for the cc-pVDZ-PP basis set were obtained from the ESML basis 
set exchange.47 The electrostatic potential was plotted over the total electron density at an 
absolute iso-value of 0.001 a.u. Second-order perturbation analysis of intermolecular 
interactions was performed with the NBO 3 program, as implemented in the Gaussian software 
package.48 A conductor-like polarizable continuum solvent model (CPCM) of acetonitrile with 
a pruned (99,590) integration grid was used for all calculations except where noted. To correct 
for the effects of basis set superposition error (BSSE), gas phase counterpoise calculations 
were performed between the iodide ion and the rest of the dye using the solution optimized 
structures,16 and the obtained BSSE correction applied to the solvated single-point energies. 
While the gas phase BSSE correction is only an approximation of the solvated BSSE, the error 
introduced into our calculations is expected to be negligible. 
2.2.2 Results and Discussion 
Dyes were synthesized that differed only in the two halogen atoms positioned para with 
respect to the nitrogen atom of the TPA donor moiety (Scheme 2.1). These dye molecules were 
anchored to mesoporous TiO2 thin films commonly used in dye-sensitized solar cells, with 
typical surface coverages of 4 × 10-8 mol cm-2.28 Importantly, immobilized dyes may eliminate 
the interference of some intermolecular reactions between the dye molecules that would 
otherwise occur in solution. Immobilization also offers control over the dipole orientation of 
the dye, allowing the halogen bond donor access to the nucleophilic species in solution.30 
Additionally, the ability of TiO2 to quantitatively accept electrons from the dye excited states 
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provides the opportunity to photo-initiate interfacial electron transfer and iodide oxidation 
reactions that may be influenced by surface dipoles or secondary bonding interactions.49–54 
Nanosecond transient absorption and computational studies of the Dye-X series outlined herein 
reveal evidence for halogen bonding interactions between iodide and the immobilized photo 
oxidized dyes, TiO2(e
-)/Dye-X+, where X is a heavy halogen atom. 
DFT modeling of the Dye-X and Dye-X+ compounds, shown in Figure 2.1, confirms 
that a σ-hole is indeed present opposite the covalently bound carbon on the heavier halogen 
atoms X=Cl, Br, and I.55 The electropositivity of the σ-hole increases upon oxidation and with 
halogen polarizability. Note that Dye-F shows a negligible σ-hole in the ground and oxidized 
states, whereas Dye-I has a significant positive charge on the poles of each halogen that 
increases upon oxidation. The σ-hole is opposite to the X–C bond and can therefore 
accommodate a 180° R-X···nucleophile bond angle, which is expected and is well documented 
in the solid-state literature.24 
 
Figure 2.1. DFT models of the A) neutral and B) oxidized forms of Dye-X show the existence 
of a s-hole on the pole of the halogen atoms opposite the covalently bound atom for X = Cl, 
Br, and I. The electrostatic potential was plotted over the total electron density at an absolute 
isovalue of 0.001.23,56 Darkest red represents a potential of -8.79 kcal mol-1; darkest blue 
represents a potential of 54.6 kcal mol-1. 
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The TiO2/Dye-X materials displayed quasi-reversible TiO2/Dye-X+/0 redox chemistry 
by cyclic voltammetry (Figure 2.2). The frontier orbitals predicted by DFT analysis, as well 
as prior research, indicate that the redox chemistry is localized on the TPA donor portion of 
the molecules; that is, TPA●+/TPA0.30 The difference in reduction potentials were 50 mV for 
TiO2/Dye-F and TiO2/Dye-Cl, and merely 15 mV spanning TiO2/Dye-Cl, TiO2/Dye-Br, and 
TiO2/Dye-I (Table 2.1). The aforementioned data indicates that the identities of the halogen 
atoms do not significantly influence the dye electronic structures, thereby enabling interfacial 
reactivity to be quantified without appreciable differences in the driving force (ΔG°) for the 
series. Importantly, the redox couples reside at a more positive potential than the relevant one-
electron redox potentials associated with iodide oxidation. 
 
Figure 2.2. UV/Vis absorption spectra for A) Dye-X and B) TiO2/Dye-X. C) Cyclic 
voltammograms of TiO2/Dye-X. Data is summarized in Table 2.1. 
Pulsed light excitation of TiO2/Dye-X in NaClO4 solutions (0.3 M in CH3CN) resulted 
in the immediate appearance of the oxidized dye molecule. Such behavior is consistent with 
rapid excited state injection, kinj > 10
8 s-1, known for this class of dye molecules, Equation 
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2.1.30 Excited-state injection and recombination to the oxidized dyes, krec ~ 130 s
-1 Equation 
2.5, were insensitive to the presence of the halogen atoms. The similar recombination rates are 
likely because of the modest structural and thermodynamic changes (ca. 50 meV) associated 
with inclusion of the halogen atoms. 
Table 2.1. Optical, redox, and dye regeneration data for Dye-X.a 
Compound λabs (nm) E° (V vs. NHE)b kreg (x 108 M-1 s-1)c 
Dye-F 432 1.22 4.7 
Dye-Cl 420 1.27 8.8 
Dye-Br 429 1.28 10.9 
Dye-I 432 1.27 13.5 
aData measured in CH3CN solutions at room temperature. 
bTiO2/Dye-X measured in NaClO4 
and externally referenced to Fc+/0 (+0.64 V vs. NHE). cCorresponds to the slopes of the linear 
fits in Figure 2.3B. 
The regeneration of TiO2(e
−)/Dye-X•+ by I-, Equation 2.2, was investigated at five 
different iodide concentrations from 0.5 to 10.0 mM. Representative data for the TiO2/Dye-X 
series, quantified under low irradiance to ensure pseudo-first-order conditions, is shown in 
Figure 2.3. This comparison is particularly useful as the free energy change for the reaction is 
the same within experimental error, and the σ-hole for TiO2/Dye-I was significantly larger. 
The observed absorption transients were non-exponential in all cases and were well described 
by the Kohlrausch–Williams–Watts function Equation 2.6, as described by other groups.57–59 
The first moment of the function was taken as an observed “average” rate constant, kobs, 
Equation 2.7. Here, β is inversely related to a Levy distribution of rate constants and was fixed 
to 0.69 over all the kinetic data.60,61 
Equation 2.6. 
A(t) = 𝐴0𝑒
−(𝑘t)β   
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Equation 2.7. 
𝑘obs =
𝑘β
Γ(
1
β
)
  
The kobs values increased linearly with iodide concentration and the slopes abstracted 
from this data yielded the second-order regeneration rate constants (kreg; Figure 2.3). The 
values for kreg span about a factor of three and follow the trend TiO2/Dye-I > TiO2/Dye-Br > 
TiO2/Dye-Cl > TiO2/Dye-F (Table 2.1). Note that iodide oxidation is known to occur by two 
distinct mechanisms, one that is first-order and the other second-order in iodide concentration. 
With the exception of the first-order pathway for TiO2(e
-)/Dye-F+, both mechanisms are 
thermodynamically favored at these interfaces, Eo (I/I-) = 1.23 V and Eo (2I-/I2
-) = 0.93 vs. 
NHE.62 While there is no direct experimental evidence for a pathway that is second-order in 
iodide, it would be more likely when halogen bonding brings two iodide ions within proximity 
of the TPA donor group in the dye molecules. Indeed, previous workers have invoked 
composite mechanisms to rationalize the rapid kinetics of the intermolecular reaction where 
ion pairing between the oxidant and iodide precedes electron transfer.63,64 In this regard, 
halogen bonding provides an attractive alternative for iodide association at these interfaces that 
does not require the presence of a cationic dye. High concentrations of iodide are important for 
solar energy conversion near the maximum power point condition, and specific interactions 
with the oxidized TPA may help promote the second-order pathway. We note that regeneration 
studies were not carried out with Br- and Cl-, as was done with I-, because of thermodynamic 
considerations. 
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Figure 2.3. A) Single wavelength kinetic data of TiO2(e
-)/Dye-X+ and I- at iodide 
concentrations of 0.5-10 mm in NaClO4 (0.3 mm in CH3CN) solutions. Dyes were excited at 
532 nm and probed near the peak of the oxidized spectrum: 610, 620, 630, and 630 nm for 
X=F-I, respectively. B) Overlaid plots of kobs obtained from kinetic fitting of the single 
wavelength kinetic data. The regeneration rate constants for the reaction are listed in Table 
2.1. 
The regeneration rate constants for the TiO2(e
-)/Dye-X+ series were progressively 
larger as the size of the halogen increased, data that cannot be rationalized based on the 
thermodynamic driving force of the reaction. For example, iodide oxidation was approximately 
1.5 times faster for TiO2(e
-)/Dye-I+ than for TiO2(e
-)/Dye-Cl+, even though the free energy 
change was the same. Likewise, if the kinetics were solely driven by thermodynamics, TiO2(e
-
)/Dye-Br+ would have the largest regeneration rate constant; contrary to what was measured. 
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Attempts to identify halogen bonding with the TiO2/Dye-X compounds through anion 
recognition and halide titration experiments, similar to those widely used in solution studies, 
proved inconclusive. The absorption spectrum of TiO2/Dye-F and TiO2/Dye-I showed a 
similar blue shift upon addition of 5 mM tetrabutylammonium salts of Cl-, Br-, and I-. These 
shifts can be ascribed to non-halogen bonding interactions of the added halides near the TPA 
unit. There was no reason to suspect that these interactions were responsible for the observed 
trend in regeneration rates, as Dye-F and Dye-I displayed the same anion-induced absorption 
shift, yet with vastly different kreg values (Table 2.1). It is unsurprising that evidence for 
halogen bonding was absent in these titration studies, as prior research in homogeneous 
solutions indicates that the halogen must be attached to an exceptionally electron deficient ring 
to observe anion recognition spectroscopically.2 Anion recognition experiments with the 
oxidized dyes were unsuccessful because of dye desorption from the surface. 
DFT models were generated for the proposed Dye-X···I- interactions by optimizing 
each structure with an iodide ion positioned 4.5 Å from the pole of one of the constituent 
halogen atoms. The interaction energy (ΔEint) of each system was obtained by taking the 
difference between the optimized single-point energy, corrected for basis set superposition 
error (BSSE) using the counterpoise method, and the energy of a noninteracting system where 
iodide was positioned 12 Å from the dye. The value of ΔEint was found to be 2.65 kcal mol-1 
lower for Dye-I than for Dye-F, with a concomitant 0.59 Å contraction in internuclear 
distances (Table 2.2). The Dye-X···I- distances were calculated to be shorter than predicted 
based on van der Waals radii for Dye-Br and Dye-I, while the values for Dye-F and Dye-Cl 
were beyond the predicted van der Waals distances. This data, which tracks with the σ-hole 
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character for the dyes, is illustrated by the intermolecular potential energy plotted as a function 
of distance (Figure 2.4). 
Table 2.2. Calculated Intermolecular Interaction Metrics 
Compound D(x···I) 
(Å)a 
van der Waals 
(Å)b 
ΔEint 
(kcal mol-1)c 
E2 
(kcal mol-1)d 
Dye-F 4.28 3.53 -0.07 0.06 
Dye-Cl 3.86 3.81 -0.4 1.30 
Dye-Br 3.68 3.91 -1.52 4.04 
Dye-I 3.69 4.04 -2.72 6.76 
Dye-I+ 3.61 4.04 -4.06 8.53 
aOptimized internuclear distance between the halogen atom and iodide ion. bTotal van der 
Waals for X and iodide interaction. cStabilization energy from donation of the I- lone pair into 
the C-X anti-bond, determined by NBO analysis. 
 
Figure 2.4. Change in potential energy as a function of the halogen-iodide distance. The energy 
measured at a separation of 11 Å is taken as E=0 kcal mol-1. 
Natural bond orbital (NBO) analysis describes the principal Dye-X···I- interaction as a 
donation of a lone pair on iodide into the empty C-X σ* orbital. The stabilization energy (E2) 
of this interaction increased significantly for the heavier halogen substituents (Table 2.2). 
Similar analyses performed on structures optimized with different iodide starting positions did 
not reveal significant periodic trends. 
70 
To confirm that this description of the Dye-X···I- interaction was still valid in the 
oxidized state, we carried out the same computational analysis with Dye-I+. The Dye-I+···I- 
interaction shortened by 0.08 Å and ΔEint decreased by 1.34 kcal mol-1 relative to the values 
determined for neutral Dye-I (Table 2.2). NBO analysis reveals a 1.77 kcal mol-1 increase in 
E2 for donation of an I- lone pair into the empty C-I σ* orbital, but otherwise does not suggest 
any significant changes in the nature of this interaction. This result indicates that the decrease 
in ΔEint upon oxidation was exclusively because of an increase in the strength of the halogen 
bond. These collective computational results indicate that the extent of halogen bonding does 
affect the strength of the intermolecular interaction between the dye and iodide. 
2.2.3 Conclusion 
Previous computational and experimental studies have shown that halogen bonding 
interactions are more significant as the size of the halogen atoms increases (I > Br > Cl), while 
the magnitude of the molecular dipole is expected to show the opposite trend. Herein, this 
behavior was exploited to study non-covalent interactions and test whether halogen bonding 
can occur at sensitized semiconductor–liquid interfaces. Nanosecond kinetic studies coupled 
with DFT analysis provide compelling evidence that indicates halogen bonding is operative. 
The regeneration rate constants follow the trend I > Br > Cl > F, which cannot be rationalized 
with thermodynamic considerations. While other non-covalent interactions were certainly at 
play, given the homologous structures of the series and similar electronic properties, we ascribe 
these observed trends to the increased propensity of the more polarizable halogen substituents 
to participate in halogen bonding. This finding, which is supported by computational data, 
suggests that halogen bonding may be used to control the distribution of ions at an illuminated 
71 
interface. This behavior may be exploited for solar energy conversion and heterogeneous 
catalysis. 
 Halogen Bonding Promotes Higher Dye-Sensitized Solar Cell Photovoltages 
2.3.1 Experimental Methodsiii 
Section 2.2.1 contains the materials, electrochemistry, transient absorption, and density 
functional theory methods. 
Cell Fabrication. Photoanodes were prepared by screen printing TiO2 pastes (2 layers 
of 18-NRT and 1 layer of WER4-0, obtained from Dyesol) on fluorine-doped tin-oxide [FTO; 
TEC7 (7 Ω cm-2)] coated glass. The active area of the TiO2 electrodes was 0.13 cm2 with a 
13-15 μm thickness. The TiO2 substrates (anodes) were treated with TiCl4 (aq) (0.05 M) at 70 
◦C for 30 min followed by a rinse with H2O. Anodes were then heated to 500 °C for 35 min in 
an ambient atmosphere and left to cool to 80 °C prior to immersing into an acetonitrile solution 
containing the dye ( 0.25 mM) for 20 h. The stained anodes were then rinsed with copious 
amounts of CH3CN and dried. FTO-coated glass substrates for fabricating the cathodes were 
prewashed with 0.1 M HCl/EtOH solution, sonicated in acetone for 10 min, rinsed with EtOH, 
and dried prior to heating to 400 ◦C for 30 min in ambient atmosphere and allowing to cool to 
room temperature. A drop of 2 mg mL-1 H2PtCl6•6H2O in EtOH was placed on the cathodes 
and heated to 400 °C for 30 min in an ambient atmosphere and left to cool to room temperature. 
Cell assembly was performed in an isolated chamber purged with dry atmosphere. The anodes 
were rinsed with acetonitrile and dried prior to sealing with the cathode in a sandwich 
configuration using a thermoplastic gasket (pre-cut 30 μm Dupont SurlynTM films, obtained 
from Dysol) via a mechanical hot press. Iodide electrolyte used for this study was made with 
                                                 
iii The experimental section was published the supporting information, which is provided at the publisher’s 
website. 
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1.0 M 1,3-dimethylimidazolium iodide (DMII), 60 mM I2, 0.5 M tert-butylpyridine, 0.05 M 
NaI, and 0.1 M guanidinium thiocyanate in a mixed solvent system of acetonitrile and 
valeronitrile (85:15, v/v). Cobalt electrolyte used for this study was made with 0.02 M 
Co(bpy)3(PF6)3, 0.2 M Co(bpy)3(PF6)2, 0.1 M LiClO4, 0.2 M tert-butylpyridine in acetonitrile. 
The electrolyte was introduced into the two-sandwiched electrodes via micropipette through 
holes pre-drilled in the cathode. The holes were sealed with Bynel and a glass microscope 
slide. After sealing, silver paint was brushed on one end of the anode and cathode on the 
conductive side for all cells. 
Photovoltaic Measurements. Photovoltaic measurements were recorded with a TriSOL 
solar simulator (SS1012) equipped with a class A 300 W xenon light source powered by a 
Newport power supply (model 69911). The light output (area = 52 mm x 52 mm) was 
calibrated to AM 1.5 using a Newport Oriel correction filter to reduce the spectral mismatch 
in the region of 350-700 nm to less than 1.5%. The power output of the lamp was measured to 
1 Sun (100 mW cm-2) using a certified Newport Oriel Si reference cell (Model SN 679). The 
current-voltage (I-V) characteristic of each cell was obtained by applying an external potential 
bias to the cell and measuring the generated photocurrent with a Keithley digital source meter 
(model 2400). All cells were placed and fixed with cellophane tape on a lab jack covered with 
aluminum foil, before attaching to the Keithley digital source meter. IPCE measurements were 
performed on a Newport Oriel IQE 200TM. All measurements were made in AC mode at a 10 
Hz chopping frequency under a bias light. 
Transient Absorption Spectroscopy. Transient absorbance spectra of cobalt regeneration were 
collected using a Princeton Instruments Spectra Pro 2300i Imaging Triple Grating 
73 
Monochromator/Spectrograph with a Hamamatsu Dynamic Range Streak Camera (excitation 
source: EKSPLA PL2241 Nd:YAG laser, λ=532 nm, fwhm=35 ps). 
2.3.2 Results and Discussion 
Here the results from Section 2.2 have been expanded into fully functional DSSC 
devices. We demonstrate that the improvement in kreg has a measurable effect on cell 
performance (Table 2.3). The VOC values were found to increase by ∼40 mV for the Dye-X 
series bearing the more polarizable substituents, and since the short-circuit current densities 
(JSC) were held at parity, the PCE values also increased for the series. 
Table 2.3. Photovoltaic parameters for devices containing an iodide-based electrolyte. 
dye PCE (%) VOC (mV) JSC (mA cm
-2) FF 
Dye-F 5.7 ± 0.7 720 ± 9 12.1 ± 0.2 0.70 ± 0.06 
Dye-Cl 5.2 ± 0.1 709 ± 4 12.1 ± 0.2 0.63 ± 0.01 
Dye-Br 5.5 ± 0.2 717 ± 2 11.9 ± 0.4 0.66 ± 0.02 
Dye-I 6.5 ± 0.2 740 ± 7 12.0 ± 0.7 0.75 ± 0.02 
aThe iodide electrolyte solution was composed of 0.6 M 1,3-dimethylimidazolium iodide 
(DMII), 40 mM I2, 0.5 M tert-butylpyridine, 0.03 M NaI, and 0.1 M GuNCS in a mixed-solvent 
system of acetonitrile and valeronitrile (85:15 v/v). The averages and standard deviations 
reported include data for no fewer than four devices; statistical outliers were excluded. 
74 
 
Figure 2.5. (A) Molecular structures of the Dye-X series. The donor unit is the portion of the 
molecule most likely to react with the electrolyte and is indicated in blue. (B, C) DFT models 
of the singly oxidized forms of Dye-X showing (B) the β-LUSO and (C) the existence of σ-
holes on the poles of the terminal halogen substituents for the series, with the exception of 
Dye-F. The electrostatic potentials (VE) are plotted from -0.0140 hartree (red) to +0.0871 
hartree (blue) over the total electron densities at an absolute isovalue of 0.001. 
The redox and optical properties of the Dye-X series have been reported previously and 
are summarized in Table 2.1.65 The quasi-reversible TPA•+/TPA0 redox couples were within 
the TiO2 electrochemical window with extremes of 1.22 V (Dye-F) and 1.28 V (Dye-Br) (all 
potentials herein are referenced vs NHE). These data indicate that the electronic structures of 
the dyes are not significantly perturbed by the identity of halogen atoms, thereby enabling the 
interfacial reactivity to be quantified without appreciable differences in driving force (ΔG°; 
Table 2.4). The absorbance profiles for the series revealed a band with a maximum at ∼425 
nm corresponding to the π→ π* transition from the TPA to the cyanoacrylic acid moiety.30 The 
λmax values of the singly oxidized dyes shift to the red with increasing halogen size and fall in 
the range ∼605−625 nm. The excited-state reduction potentials, E(S+/S*), were calculated to 
be approximately -1.2 V for the series on the basis of the E0−0 value obtained from the 
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intersection of the ground-state absorbance and emission spectra and are therefore 
accommodating to light-induced electron injection into the semiconductor.28,66 
Table 2.4:Thermodynamic data relevant to dye regeneration by iodide 
dye ΔG° 
(V)a,b 
ΔG° 
(V)a,c 
Dye-F 0.01 -0.43 
Dye-Cl -0.04 -0.48 
Dye-Br -0.05 -0.49 
Dye-I -0.04 -0.48 
aOne-electron iodide oxidation may occur through two diﬀerent mechanisms, one that is ﬁrst-
order in I− and generates I•, and one that is pseudo-ﬁrst-order in I− and yields I2•−. The latter 
mechanism is generally thought to be operative in DSSCs and is shown in Figure 2.1.34 
bCalculated free energy change for outer-sphere reactions based on E°(Dye-X+/Dye-X) and 
1.23 V for E°(I•/I−).30 cCalculated free energy change for outer-sphere reactions based on 
E°(Dye-X+/Dye-X) and 0.79 V for E°(I2
•−/2I−).67 
The rate constant of BET to the oxidized dyes (kBET = 130 s
−1; Equation 2.3), as 
previously quantified by nanosecond transient absorption measurements, was insensitive to the 
presence of the halogen atoms.65 Dye-F showed an anomalously high VOC that is typically 
ascribed to a suppression of kCR resulting from the exclusion of electrolyte from the 
semiconductor surface,35–37,68 but this assertion is not supported by our experimental data. The 
rate constants for charge recombination from injected electrons to the electrolyte (kCR, 
Equation 2.5) were the same within experimental error for all of the dyes. This collection of 
data nonetheless implicates faster dye regeneration as the origin of the higher photovoltages 
for the heavier substituents. 
Computational modeling, which is widely used to describe halogen bonding,23,25,67,69,70 
was performed on the Dye-X+ compounds and confirmed that a σ-hole is indeed present 
opposite the covalently bound carbon on the heavier halogen atoms Cl, Br, and I (Figure 2.5C) 
and that the size of the σ-hole increases proportionally with the halogen polarizability.65 Dye-
F+ showed a negligible σ-hole in the oxidized form, as expected. The lowest unoccupied β-
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spin orbital (β-LUSO) of the Dye-X+ compounds shows the most orbital character on the 
halogen substituents in Dye-F+ and decreasing character with heavier halogens (Figure 2.5B), 
indicating that the positive charge upon photo-oxidation is more delocalized onto smaller 
halogen atoms.30 This finding is expected given that the carbon π-system is better matched to 
overlap with the fluorine valence 2p electrons than those of the larger halogens. 
Quantum-mechanical models were previously utilized to observe the proposed Dye-
X···I− halogen-bonding interactions in the ground state,65 which we have extended here to 
include Dye-X+···I− interactions, which better represent dye regeneration. The energies of 
these interactions (ΔEint) were obtained by comparing the energies of these interacting systems 
to those of the noninteracting pairs, as described in the Supporting Information. The value of 
ΔEint was found to be 3.0 kcal mol−1 lower for Dye-I+ than for Dye-F+, with a concomitant 
0.65 Å contraction in internuclear distances. The interaction distances (dX···I) were calculated 
to be shorter than predicted from the van der Waals radii for Dye-Cl+, Dye-Br+, and Dye-I+, 
while the values for Dye-F+ were beyond the predicted van der Waals distances. These data 
indicate that halogen bonding can exist between iodide and Dye-Cl+, Dye-Br+, and Dye-I+, 
with increasing halogen-bonding character for the larger polarizable halogen atoms bearing the 
larger σ-holes for the series. Natural bond orbital (NBO) analysis describes the principal Dye-
X+···I− interaction as a Lewis acid−base adduct between a lone pair on iodide and the empty 
C−X σ* orbital. A significant increase in the stabilization energy of this interaction (E2) was 
predicted for heavier halogen-bonding substituents, lending credence to halogen- bonding 
interactions. 
We modeled scenarios where iodide approaches the oxidized dye from directions other 
than the C−X vector, including being juxtaposed to the phenyl rings as well as the nitrogen 
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atom of the TPA unit. Intermolecular interactions at both positions were calculated to be 
stronger than halogen bonding as a result of the Coulombic attraction between I− and the 
positively charged TPA moiety, but these interactions were not sensitive to the halogen 
substituents. This outcome points to the extent of halogen bonding being responsible for the 
differences in VOC for the series. 
We repeated the preceding series of experiments using a cobalt-based electrolyte. 
Halogen bonding is not expected to be operative during dye regeneration by the cationic 
[Co(bpy)3]
2+ species, which therefore serves as a valuable control for contrasting the purported 
intermolecular interaction with iodide. The VOC values were generally higher for devices 
containing the cobalt electrolyte because of the more positively shifted [Co(bpy)3]
3+/2+ 
reduction potential relative to I3
−/3I− (Figure 2.6). More importantly, the measured VOC values 
were within experimental error for the same Dye-X series with the cobalt electrolyte (Table 
2.5). Regeneration kinetic data also did not indicate reduction of Dye-X+ by [Co(bpy)3]
2+ to be 
more favorable for Dye-I. Instead, the data more closely tracked the free energy change for the 
reaction between Dye-X+ and [Co(bpy)3]
2+ (Table 2.5) and not the size of the σ-hole for the 
oxidized dyes (Figure 2.5C). The rate of charge recombination between the semiconductor 
and [Co(bpy)3]
3+ (kCR,Co) was equivalent for the series and therefore was not responsible for 
the differences in measured photovoltages. These experiments do not reveal any kinetic 
advantage in changing the halogen substituent on the dye when the cobalt electrolyte is used, 
which is in sharp contrast to measurements with the iodide electrolyte.  
78 
 
Figure 2.6. Energy level diagram describing key interfacial charge recombination (kCR), back-
electron transfer (kBET), and dye regeneration (kreg) processes and showing the relevant energy 
levels for Dye-X and iodide and cobalt containing electrolytes. S indicates Dye-X. All 
potentials are vs NHE. 
Table 2.5. Photovoltaic and kinetic data for devices with cobalt-based electrolytes 
dye PCE 
(%)b 
VOC 
(mV) 
JSC 
(mA cm-2) 
FF kreg 
(107 M-1 s-1)c 
ΔG° 
(V)d 
Dye-F 5.5 ± 0.2 738 ± 7 11.6 ± 0.4 0.64 ± 0.08 2.8 -0.66 
Dye-Cl 5.3 ± 0.1 735 ± 5 11.7 ± 0.3 0.62 ± 0.01 4.4 -0.71 
Dye-Br 5.5 ± 0.1 737 ± 4 11.9 ± 0.3 0.63 ± 0.01 7.2 -0.72 
Dye-I 5.4 ± 0.2 740 ± 10 11.2 ± 0.1 0.65 ± 0.02 5.4 -0.71 
aThe electrolyte was composed of 0.02 M [Co(bpy)3](PF6)3, 0.2 M [Co(bpy)3](PF6)2, 0.1 M 
LiClO4, and 0.2 M tert-butylpyridine dissolved in CH3CN. 
bThe averages and standard 
deviations reported include data for no fewer than four devices; statistical outliers were 
excluded. cData were recorded in 0.3 M NaClO4/CH3CN solutions at various [Co(bpy)3]
2+ 
concentrations. dCalculated free energy change for outer-sphere reactions based on 
E°(CoIII/CoII) = 0.56 V. 
2.3.3 Conclusions 
In summary, a new approach for optimizing the critical regeneration step in DSSCs has 
been discovered that exploits the highly polarizable nature of iodide and the Lewis acidity of 
organoiodide σ-holes carefully positioned about the sensitizing dyes. Hence, this chapter 
provides the first direct evidence that halogen bonding can be utilized to optimize the open-
circuit voltage and, by extension, the maximum power conversion efficiency of regenerative 
solar cells.  
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 Introduction 
Molecular photoredox catalysis is widely used for a range of applications such as 
energy storage,1–3 CO2 valorization,
4,5 and organic transformations.6–8 Typically, light-induced 
excitation of a photocatalyst creates an energetic electron or hole that enables the 
transformation of a substrate to a useful product. The discovery and optimization of such 
catalysts requires the optimization of factors that govern intermolecular electron transfer 
(IET). In particular, the specific role that intermolecular interactions have in mediating electron 
transfer are very challenging to define. There is a growing body of literature showing that 
electrostatic interactions,9,10 hydrogen bonding,11–13 and other non-bonding interactions14–19 
can enhance IET rates, but interactions that are too strong may suppress reactivity by lowering 
the driving force for reaction.20 This scenario provides the imperative to understand how weak 
intermolecular interactions can increase IET rates without compromising chemical reactivity. 
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At the most fundamental level, the electron transfer kinetics of molecular donor-
acceptor pairs is described by Marcus theory, Figure 3.1. This theory stipulates that the 
primary factors affecting the rate of electron transfer is the thermodynamic Gibbs free energy 
change for the reaction (ΔG°) and the reorganization energy (λ), while quantum mechanical 
effects are accounted for by an electron coupling factor (HDA).
21–23 While the chemical origins 
of ΔG° and λ are well understood, the structural factors impacting HDA are rarely considered, 
particularly for intermolecular systems. These difficulties stem from the fact that HDA is 
fundamentally a function of the transition state, and therefore challenging to reliably 
observe.24,25 Experimentally, HDA can only be directly measured through Marcus-Hush or 
generalized Mulliken-Hush analysis of intervalence charge transfer excitations in UV-vis-NIR 
spectroscopy.26–30 These methods are very powerful for investigating HDA in covalently 
bridged systems, but, because these intervalence bands are only observable if the donor-
acceptor pairs remain bound together on the experimental time scale, these analyses are 
unsuitable for all but a handful of IET reactions. Computational methods offer somewhat more 
flexibility with respect to the systems that can be investigated, however challenges remain in 
balancing reliability for these approaches versus computational cost.25,31,32 Consequently, HDA 
is often treated as an empirical correction factor with little regard to its chemical origins, 
particularly for intermolecular donor-acceptor pairs. 
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Figure 3.1. The Marcus equation describing the rate constant for electron transfer (kET) is 
pictured on the left, where ΔG° represents the driving force for electron transfer, λ represents 
the reorganization energy of the donor-acceptor pair, HDA represents the electronic coupling 
factor, and the remaining terms have their normal meanings. This equation is depicted 
graphically in the reaction coordinate diagram on the right, where the green and purple 
parabolas represent the energy of the donor-acceptor pair before and after electron transfer, 
respectively, and the blue region represents the deviation of the reaction coordinate from 
ideality due to electronic coupling. 
The physical meaning of HDA is best understood in the context of covalently-bonded, 
inner-sphere donor-acceptor pairs. This understanding stems from Henry Taube’s 1953 
experiment, where he demonstrated that electron transfer between cobalt(III) chloride and 
chromium(II) complexes was accompanied by quantitative chloride ligand transfer between 
the two metal centers (Equation 3.1).33 While the intermediate of this reaction has never been 
observed, it is generally accepted that the chloride ligand forms a bridging intermolecular 
interaction between the two metal centers, thereby creating an orbital pathway for electron 
transfer.24,34 The effects of these orbital pathways on the rate of electron transfer have been 
studied extensively for donor-acceptor pairs featuring conjugated covalent bonds or a bridging 
ligand,34,35 and in these systems HDA can be thought of as an expression of the degree of 
conjugation involved in these orbitals pathways. 
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Equation 3.1: Proposed reaction mechanism for electron transfer from Cr to Co. 
[CoIIICl(NH3)5]
2+ + [CrII(OH2)6]
2+ → [Co···Cl···Cr]4+ →  
[CoII(NH3)5OH2]
2+ + [CrIIICl(OH2)5]
2+ 
Extending this concept of an orbital pathway to non-bonded, formally outer-sphere 
electron transfer reactions has proven more challenging. While π-stacking and halogen 
bonding between donor-acceptor pairs have been shown to encourage strong electronic 
coupling,16–19 these studies are not able to resolve orbital pathways for electron transfer to the 
same level of granularity as covalently bonded systems. This shortcoming stems from the fact 
that these studies were performed on donor and acceptor molecules in solution, where the 
interaction of interest is in competition with other secondary interactions (Figure 3.2A). 
Consequently, such studies are typically limited to simple molecules bearing few functional 
groups in order to limit the number of competing interactions. Perturbations to the electronic 
structure of these molecules will invariably change the thermodynamics for IET, precluding 
any investigation into the effects of electron delocalization. Moreover, studies of species in 
solution limits the time domains available for studying IET. 
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Figure 3.2: A schematic representation of a generic molecule (blue) interacting with a 
substrate in solution (orange). In solution (A), many possible interaction sites on the molecule 
are exposed, however, when the molecule is anchored to a solid surface (B), secondary 
interaction sites are blocked by adjacent molecules. In the absence of a surface-anchored 
molecular species (C), the interactions between the substrate and the surface are difficult to 
conclusively define. 
We show herein a strategy for overcoming the shortcomings of solution studies by 
leveraging a solid-liquid interface. On a bare metal oxide surface, the interactions with a 
solution-phase substrate are poorly resolved (Figure 3.2C), however, by affixing an 
appropriately designed molecular species to that surface in a common orientation, specific 
intermolecular interactions with the substrate can be targeted (Figure 3.2B). Constraining the 
molecules to a surface precludes self-interaction, and confines reaction with the soluble 
substrate to a specific site on the surface-anchored catalyst. We have used this approach 
previously to demonstrate how specific atoms on organic molecules anchored to TiO2 can 
impact IET rates with solution-phase nucleophiles.14,15 Moreover, the use of photoactive redox 
catalysts with appropriate excited-state energies relative to the conduction band energy of the 
metal oxide allows for the generation of strongly oxidizing molecules on ultrafast time scales. 
This feature of these systems enables the use of pump-probe laser spectroscopy to investigate 
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IET kinetics on time scales that are much faster than can be achieved by traditional stopped-
flow techniques. 
We have employed this strategy to demonstrate an explicit atomic orbital pathway for 
IET through weak intermolecular interactions. To accomplish this, we synthesized two parallel 
series of cyclometalated ruthenium photoredox catalysts, X-Me (Figure 3.3A) and X-Ar 
(Figure 3.3B), substituted with chalcogen-containing functional groups para- to the 
ruthenium-carbon bond. With these compounds, we studied the oxidation of iodide as a 
structurally simple substrate in solution with an accessible redox potential. It has been 
previously demonstrated that electron deficient chalcogens can interact with nucleophiles,36–38 
albeit quite weakly in most cases, and previous transient spectroscopic studies have 
demonstrated that iodide interactions with sulfur and selenium can affect the electron transfer 
rates with iodide.14,39–41 For the X-Ar series, the positive hole of the oxidized catalyst is 
delocalized onto the heteroaromatic ring, but not onto the chalcogen atom itself. By contrast, 
the positive hole for the X-Me series extends significantly onto the heteroatom (Figure 3.3C). 
This difference in hole delocalization opens up a direct orbital pathway for IET from iodide 
through the chalcogen atoms to the oxidized ruthenium center of the X-Me compounds that 
does not exist in the X-Ar compounds. As a result, the large rate enhancement of iodide 
oxidation observed for the X-Me series, but not the X-Ar series, can be attributed to this orbital 
pathway through the chalcogen···iodide interactions. 
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Figure 3.3. (A/B) Chemical structures of the X-Me (A) and X-Ar (B) compounds under 
investigation. The methyl ester groups are converted to acids to enable binding to titania. (C) 
Plot of the second-order IET rate constant (kIET) versus the square of the heteroatom 
contribution to the β-LUSO, overlaid with visualizations of the β-LUSO, plotted at an iso-
value of 0.05. 
 Experimental Methods 
Preparation of functionalized metal oxide thin films. In2O3:Sn (ITO) nanoparticles 
(TC8 DE; 30 wt % dispersion in ethanol) were purchased from Evonik Industries and deposited 
in thin films following literature procedure.42 TiO2 thin films were prepared through a sol gel 
method that has been previously published.43 The SnO2-TiO2 core-shell thin films were 
prepared by deposition of a SnO2 mesoporous thin film, followed by sintering, and finally 
atomic-layer deposition of a 4.5 nm amorphous titanium dioxide layer following literature 
procedures.44 All metal oxide thin films were prepared on fluorine-doped on oxide (FTO, 
Hartford Glass Co. Inc., 2.3 mm thick, 15 Ω/□). Functionalized films were prepared by 
immersing these thin films in saturated ethanol solutions of the saponified catalysts overnight 
in the dark, then the films were washed thoroughly with ethanol and stored in neat acetonitrile 
until use. 
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Characterization of methyl esters in solution. Acetonitrile was purchased from Sigma-
Aldrich and purified on an MBraun solvent purification system prior to use. 
Tetrabutylammonium tetrafluoroborate was purchased from Alfa Aesar, recrystallized from 
boiling 50% water/ethanol, and dried under high vacuum prior to use. UV-visible spectra were 
recorded ~30 μM acetonitrile solutions on a Varian Cary 5000 spectrophotometer at a 
resolution of 1 nm. Cyclic voltammograms were recorded using a CH Instruments 660D 
potentiostat at room temperature using a standard three-electrode configuration (working 
electrode: 2 mm diameter Pt disc; reference electrode: RE-5B Ag/AgCl electrode in saturated 
aqueous acetonitrile (BASi Inc.), referenced externally to ferrocene/ferrocenium (0.630 V vs 
NHE)45; counter electrode: Pt wire) in 0.1M tetrabutylammonium tetrafluoroborate acetonitrile 
solutions. 
Characterization of functionalized thin films. Acetonitrile was purchased from 
Honeywell (Burdick and Jackson, 99.99%) and used as received. Sodium iodide (NaI, 99.9%), 
sodium perchlorate (NaClO4, > 98%), and lithium perchlorate (LiClO4, 99.99%) were 
purchased from Sigma Aldrich and used as received. UV-visible absorption spectra of the 
functionalized films were recorded on a Varian Cary 60 spectrophotometer with a resolution 
of 1 nm. Spectroelectrochemical measurements were performed using a WaveNow potentiostat 
(Pine Research Instrumentation, INC.) at room temperature (22 ± 1 ○C) with an AvaSpec-2048 
fiber-optic spectrometer (Avantes) and an AvaLight-DHc light source (Avantes). 
Measurements used a standard three-electrode configuration (working electrode: 
functionalized nano-ITO on FTO; reference electrode: nonaqueous Ag/AgCl (0.5 M NaClO4 
in MeCN), referenced externally to ferrocene/ferrocenium, (0.630 V vs NHE)45; counter 
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electrode: platinum wire) in 0.5 M NaClO4. The reference electrode was mounted in a Vycor-
capped glass tube with electrolyte to avoid contamination. 
General procedure for transient absorption experiments. Transient absorption spectra 
and kinetics were acquired on an apparatus that has been previously described.46 Briefly, 532 
nm excitation was achieved either with a frequency doubled Q-switched, pulsed Nd:YAG laser 
(Quantel USA (BigSky) Brilliant B; 532 nm, 5-6 ns full width at half-maximum (fwhm), 1 Hz, 
∼10 mm in diameter) or a laser of the same model, frequency tripled (355 nm) coupled to an 
optical parametric oscillator (OPO, Opotek, INC.) tuned to 532 nm. The 532 nm beam was 
then directed through two Glan laser polarizers to attenuate the pulse fluence (typically kept 
between 0.5-1 mJ/pulse) and was directed 45° to the film surface. A 150 W xenon arc lamp 
(Applied Photophysics), pulsed with 70 V, served as the probe beam and was aligned 
orthogonally to the excitation laser. Before the sample, the light was focused through a 
monochrometer (GM 252) to minimize background excitation of the samples. Detection was 
achieved with a monochromator (Spex 1702/04) optically coupled to an R928 photomultiplier 
tube (Hamamatsu). Transient data were acquired on a computer-interfaced digital oscilloscope 
(LeCroy 9450, Dual 350 MHz) with 2.5 ns resolution terminated at 50Ω. For longer timescale 
data acquisition, the xenon arc lamp was run continuously (not pulsed or shuttered) and the 
oscilloscope was terminated at 50 kΩ. To completely model the full kinetic decays data taken 
at multiple timescales were stitched together. NaClO4 and NaI electrolytes were prepared in 
acetonitrile and purged with argon for at least 15 minutes prior to use. The functionalized metal 
oxide thin films were placed in a 1 cm2 cuvette with a 24/40 ground glass joint and fully 
submerged in argon-purged electrolyte solutions. The cuvette was then purged with argon for 
an additional 5 minutes and argon was continuously purged through the headspace of the 
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cuvette throughout the measurements. All single wavelength kinetic decays were modeled 
through the Kolrausch-Williams-Watts stretched exponential function.47,48 The decay fitting 
was performed in Origin 2016pro and least-squares error minimization was accomplished 
using the Levenberg−Marquardt iteration method. 
Full spectrum transient absorption. Kinetic traces were monitored in 0.5 M 
LiClO4/MeCN from -10-90 μs and collected ever 10 nm between 400 and 800 nm. The laser 
power was ~2 mj/pulse and 30 sequential laser pulses were averaged at each collected 
wavelength.  
IET and BET kinetics. IET and BET kinetics were investigated using the functionalized 
SnO2-TiO2 core-shell films submerged in fixed NaClO4/NaI acetonitrile solutions with a total 
salt concentration of 0.5 M. The ratio between the two was varied to monitor IET at varied 
iodide concentrations between 0-0.5 M. The laser power was attenuated to ensure the amount 
of oxidized dye produced upon excitation was low and similar between all compounds studied, 
between 0.5 and 1 mJ/pulse. Single wavelength kinetic decays were collected at 580 nm, close 
to an isosbestic point of the electric field effect for all compounds to ensure only IET was 
monitored. The final data were averaged between 90-150 laser pulses, to achieve an acceptable 
signal to noise ratio. 
Electrolyte recombination kinetics. The kinetics of charge recombination between 
injected electrons and triiodide were monitored at 375 nm in 0.5 M NaI from 10 us to 1 s after 
pulsed laser excitation. The laser power was between 1 and 3 mJ/pulse. The final data were 
averaged over 500 laser pulses to achieve an acceptable signal to noise ratio. 
Computational methods. Density functional theory (DFT) calculations were carried out 
with the Gaussian 16 computational package.49 All calculations were performed using the 
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PBE0 functional50 with an ultrafine integration grid (99 radial shells, 590 angular points) in 
SMD modeled acetonitrile.51 Ruthenium complex models for molecular orbital and UV-vis 
analysis were generated using the cc-pVDZ-PP basis set on ruthenium and cc-pVDZ on all 
other atoms.52–58 All structures were optimized to a minimum and frequency calculations 
performed at the same level of theory to verify the absence of negative frequencies. 
 Results 
3.3.1 Synthesis and preparation of surface-anchored samples 
The ruthenium compounds under investigation were prepared in low to moderate yields 
from (trimethoxycarbonylterpyridine)ruthenium trichloride either by direct cyclometalation of 
the N^C^N ligand (X-Ar), or by transmetalation of an organomercuric chloride precursor (X-
Me). Solution phase characterization was carried out on the methyl ester complexes as 
tetrafluoroborate salts. To prepare surface-anchored samples for photophysical experiments, 
the compounds were saponified and reacted with mesoporous semiconductor films from 
saturated ethanol solutions. Depending on the experiment, mesoporous thin films made from 
TiO2 nanoparticles, SnO2-TiO2 core-shell (CS) nanoparticles, or indium-doped SnO2 
nanoparticles (nano-ITO) were employed as indicated. The oxygen containing analogue of the 
X-Ar series, O-Ar, decomposed rapidly following saponification and was therefore not 
evaluated. 
3.3.2 Optical and Redox Properties. 
The absorption maxima, 𝝀max, for each of the major bands for the X-Me and X-Ar 
series were determined by UV-vis spectroscopy and varied by less than 10 nm when measured 
in acetonitrile (MeCN) solution (Figure 3.4A, Table 3.1). Upon saponification and adhesion 
to TiO2, the lowest energy metal-to-ligand charge-transfer (MLCT) transition of each catalyst 
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was hypsochromically shifted ~20 nm, with no other significant changes observed (Figure 
3.4B, Table 3.1). The RuIII/II redox couples for the compounds were determined by cyclic 
voltammetry in acetonitrile solution (Table 3.1). All compounds displayed quasi-reversible 
redox couples with 75-80 mV peak separations. All RuIII/II couples fall within the narrow 
electrochemical window of 0.84-0.88 V vs NHE with the exception of O-Me, which displayed 
a redox couple cathodically shifted ~60 mV, Figure 3.4C. 
 
Figure 3.4. A, UV-Vis spectra of X-Me and X-Ar methyl esters in acetonitrile solutions. B, 
Normalized UV-Vis absorption spectra for saponified X-Me and X-Ar on TiO2. C, CVs of X-
Me and X-Ar in 0.1 M (NBu4)BF4 acetonitrile solution, collected at 100 mV/s using a Pt 
working electrode, Pt wire counter electrode, and a Ag/AgCl reference electrode externally 
referenced to ferrocene/ferrocenium. 
Table 3.1. Optical and redox properties of ruthenium complexes in solution and immobilized 
on mesoporous metal oxide (MOX) thin films. 
Compound 𝜆max, MeCN 
(nm)a 
𝜀MeCN 
(x 104 
M-1 cm-1)a 
E1/2, MeCN 
(RuIII/II) 
(V vs NHE)b 
𝜆max, MOx 
(nm)c 
E1/2, MOx 
(RuIII/II) 
(V vs NHE)d 
O-Me 589 1.04 0.78 506 0.73 
S-Me 583 1.09 0.84 499 0.80 
Se-Me 583 1.12 0.86 499 0.82 
S-Ar 582 1.09 0.88 499 0.85 
Se-Ar 582 1.19 0.88 500 0.84 
aCollected in acetonitrile solution. bCollected in 0.1 M (NBu4)BF4 acetonitrile solution. 
cSaponified catalysts on TiO2 thin films. 
dSaponified catalysts on nano-ITO thin films, 
measurements were collected in 0.5 M NaClO4 acetonitrile solution and E1/2 values determined 
by deconvolution of the resulting spectra into oxidized and reduced components. 
A. B. C. 
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The optical and redox properties of the saponified dyes anchored to metal oxide films 
were investigated through spectroelectrochemistry on nano-ITO (Figure 3.5, Table 3.1). The 
RuIII/II couples were cathodically shifted ~40 mV versus the methyl esters in solution, though 
they remained in a relatively narrow window of 0.8-0.85 V vs NHE, except for O-Me which 
was still ~60 mV more cathodic than S-Me. Upon oxidation by one electron, the absorbance 
spectra recorded for each of the oxidized complexes featured a prominent new low-energy 
absorption band centered between 700-850 nm coupled with a bleach of the RuII MLCT band, 
consistent with the formation of a RuIII complex. Sharp isosbestic points were observed for 
each of the compounds between 650 and 700 nm, indicating clean conversion of the RuII to the 
RuIII complexes with no side reactions. Exchange of oxygen to sulfur and selenium in the X-
Me dyes resulted in an increasing bathochromic shift of 95 nm (1690 cm-1) and 45 nm (810 
cm-1), respectively, of this new absorption band. By contrast, exchange of selenium for sulfur 
in X-Ar results in a much more modest 25 nm (240 cm-1) bathochromic shift. 
 
Figure 3.5. Optical spectra of the indicated compounds anchored to nano-ITO under varying 
applied potentials vs NHE in 0.5 M NaClO4 acetonitrile electrolyte.  
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3.3.3 Interfacial chemistry. 
Electron-transfer kinetics were studied at the interface of mesoporous TiO2 thin films 
functionalized with X-Me or X-Ar submerged in solutions containing either 0.5 M 
NaClO4/MeCN or 0.5 M NaI/MeCN. The critical electron transfer reactions that occur at 
photoredox functionalized TiO2 surfaces are depicted in Figure 3.6A. Following laser 
excitation of the films at 532 nm, electrons are injected from the excited photoredox catalyst 
into the TiO2 conduction band. This process results in the appearance of an optical signal 
consistent with oxidized X-Me•+ or X-Ar•+. In the redox inert NaClO4 electrolyte, the injected 
electrons and oxidized catalysts on the surface recombine in a process called back-electron 
transfer (BET). In the presence of NaI electrolyte, the photo-oxidized catalyst instead oxidizes 
iodide through an IET process. To accurately resolve IET kinetics, it is necessary that the rate 
constant for IET (kIET) be much greater than that for BET (kBET). On pure TiO2 thin films, the 
BET rates were found to be too similar to the IET rates to enable accurate determination of the 
true second-order kIET, and TiO2 was therefore not a good substrate to fully analyze these 
systems. 
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Figure 3.6. A schematic depicting the major electron transfer reactions that occur at 
functionalized TiO2 (A) or SnO2-TiO2 core-shell (B) interfaces: excitation of the catalyst by a 
photon (h𝜈), electron injection into the semiconductor (kinj), back-electron transfer (kBET), and 
intermolecular electron transfer (kIET). 
SnO2-TiO2 CS mesoporous thin films have been shown to drastically elongate BET 
reaction lifetimes.59 In these films, an excited electron injected into the TiO2 shell quickly 
migrates into the more positive conduction band of the SnO2 core (Figure 3.6B). From there, 
in order to undergo BET, the electron must tunnel through the shell to recombine with the 
oxidized dye on the surface. When X-Me and X-Ar were anchored to these CS thin films, kBET 
was found to decrease by almost 2 orders of magnitude compared to the TiO2 thin film samples 
(Figure 3.7) and was the same within experimental error for all catalyst compounds. This 
allowed IET rate constants to be determined. The IET rates were studied in an analogous 
method to BET, but in the presence of increasing concentrations of iodide. From this data, we 
extracted the true second order kIET values (Table 3.2). In the X-Me series, an order of 
magnitude increase in kIET was observed on exchanging S for O, and again when exchanging 
Se for S. By contrast, in the X-Ar series, no significant change in kIET was observed between 
S-Ar and Se-Ar. In previous studies, dye structure has also been shown to have an effect on 
the rate of charge recombination between injected electrons and the oxidized form of the 
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electrolyte,39,40 however, the rate constant for this reaction was found to be the same for all 
compounds currently under investigation. 
 
Figure 3.7. Absorption changes monitored following pulsed laser excitation of Se-Ar 
functionalized films at 532 nm. Measurements were taken at 730 nm in 0.5 M NaClO4 
electrolyte or 0.5 M NaI electrolyte on a TiO2 substrate (A), or at 570 nm in 0.5 M NaClO4 
electrolyte using either TiO2 or SnO2/TiO2 core-shell substrates (B). 
Table 3.2. Electron-transfer kinetics and β-LUSO partition. 
Compound kBET, TiO2 
(x 104 s-1)a 
kBET, CS 
(s-1)b,c 
kIET 
(x 104 M-1 s-1)b 
heteroatom contribution 
to β-LUSOd 
HDA 
(eV)e 
O-Me 4.8 1.1 0.65 0.051 0.15 
S-Me 2.2 2.7 5.6 0.096 0.19 
Se-Me 0.44 1.9 44 0.121 0.43 
S-Ar 0.080 3.0 1.8 0.015 0.059 
Se-Ar 0.092 3.4 1.6 0.018 0.061 
aSaponified catalysts adsorbed to TiO2 thin films. 
bSaponified catalysts anchored to SnO2-TiO2 
CS thin films. cModeled with the KWW function, β fixed to 0.3. dCalculated from DFT models 
using a Hirshfeld partition of the MO density and expressed as a fraction of unity. eEstimated 
from kIET. 
 Discussion 
The compounds under investigation were designed to ensure optimal electronic and 
geometric properties for the systematic study of both intermolecular interactions and electron 
transfer (Figure 3.3). The highest occupied molecular orbital (HOMO) energy of the 
compounds is primarily a product of ruthenium centered molecular orbitals. Cyclometalation 
A
. 
B
. 
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of the ruthenium shifts the HOMO higher in energy relative to the far more extensively studied 
ruthenium complexes bearing neutral ligands, but remains sufficiently positive to oxidize 
iodide.60,61 The tricarboxyterpyridine ligand was chosen to ensure that the lowest unoccupied 
molecular orbital (LUSO) energy was appropriately positioned to inject electrons into TiO2 
and to anchor the catalysts to the metal oxide substrates.61 Previous studies have shown that 
incorporation of chalcogen atoms in positions with access to the metal oxide surface can 
encourage side-reactions between the electrolyte and the semiconductor,39–41 and therefore X-
Me and X-Ar were substituted para- to the ruthenium center on the central ring to direct the 
chalcogen atoms away from the surface. The N^C^N cyclometalating motif was chosen such 
that, upon oxidation, the resulting positive hole will be delocalized to encompass the central 
ring and its substituents, ensuring that this hole will be exposed to the solution. 
The HOMO and LUSO are the orbitals most involved in chemical transformations like 
IET. As a result, the delocalization of these frontier orbitals within a molecular structure 
strongly impacts the properties and reactivity of that molecule. Upon substitution with either -
XCH3 groups or heteroaromatic groups, the electronic properties of the Ru
II complexes were 
well conserved (Figure 3.4, Table 3.1) suggesting that the RuII center is relatively well 
insulated from any electronic effects of substitution on the ligand. This was necessary to ensure 
that the only factors that would affect the rate of IET would be the hole delocalization in the 
oxidized photocatalyst and the degree of iodide-chalcogen interaction. A very different picture 
of the frontier molecular orbitals emerges for the one-electron oxidized RuIII complexes. The 
bathochromic shifts of the emergent RuIII absorption band suggest considerably more 
heteroatom involvement in the frontier orbitals of the RuIII compounds, particularly the X-Me 
series, compared to the RuII compounds. Indeed, computational models generated of these 
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compounds describe the new transition as a ligand-to-metal charge–transfer (LMCT) band with 
significant contributions from the heteroatom for the X-Me series, or from the aryl ring (but 
not the heteroatom) for the X-Ar series. Furthermore, our DFT models of these RuIII complexes 
showed dramatic differences in the degree of delocalization of the frontier molecular orbitals. 
Of particular relevance to this study is the lowest unoccupied β-spin single electron molecular 
orbital (β-LUSO), which is equivalent to the positive hole of the oxidized dye, and the degree 
of heteroatom contribution to this frontier orbital was determined using a Hirshfeld partitioning 
scheme (Table 3.2). In the X-Me series, the degree of β-LUSO delocalization onto the 
heteroatom increased in the order O < S < Se, while in the X-Ar series, the heteroatoms 
contributed only nominally to the β-LUSO. 
To investigate the relationship between β-LUSO delocalization and IET, we have 
targeted the oxidation of iodide as a model reaction. The relevant energetically accessible one-
electron oxidation process for iodide is expressed in Equation 3.2.62 The redox reaction with 
a photo-oxidized catalyst, Ox, ostensibly forms a short-lived adduct with one iodide ion prior 
to complete electron transfer with a second iodide ion (Equation 3.3).63–65 Depending on the 
localization of the frontier molecular orbitals of Ox, it is conceivable that the [Ox···I···I]2–,‡ 
transition state would bring the acceptor orbitals of the catalyst into contact with the donor 
orbitals of the iodide ions. This would create a direct orbital pathway for electron transfer 
analogous to the assumed bridging intermediate in Taube’s 1953 experiment. 
Equation 3.2. Iodide oxidation half-reaction 
2I– → I2•– + e– E° ≈ 0.79 V vs NHE62 
Equation 3.3. Proposed reaction mechanism 
Ox + I– → [Ox.....I]– + I– → [Ox.....I.....I]2–,‡ → Ox– + I2•– 
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The relative strength of intermolecular interactions must be considered when assessing 
differences in kIET. In the absence of strongly electron-withdrawing groups bonded to the 
chalcogen, the interactions between iodide and soft atoms like sulfur and selenium are 
effectively van der Waals interactions and therefore expected to be too weak to draw iodide 
out of solution towards the oxidized catalyst. Furthermore, the rates of IET (103 - 105 M-1 s-1) 
for our systems are low compared to the diffusion limits (~1010 M-1 s-1),66 and thus collision 
theory would predict many transient catalyst···iodide interactions to form and break within the 
lifetime of the oxidized complex. Stronger intermolecular interactions could therefore increase 
the lifetime of the initial [Complex···I–] adduct, increasing the likelihood that a second iodide 
will encounter that adduct to complete electron transfer. While this mechanism is plausible, it 
would predict the same rate enhancement for both X-Ar and X-Me, which is clearly not the 
case. Nonetheless, to eliminate this possibility, these adducts were modeled via DFT methods. 
These computational models show only a modest increase in adduct stability between O-Me 
and the remaining compounds in the X-Me series, and actually predict a slight decrease in 
stability between S-Me and Se-Me. As such, adduct stability clearly cannot account for the 
observed trends in kIET. 
 
Figure 3.8. A schematic depicting the electron transfer pathway between diiodide X-Me (A) 
or X-Ar (B), through the iodide···chalcogen interaction. The Ru complex fragment is overlaid 
with a contour plot of the β-LUSO down to an iso-value of 0.05. 
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We therefore need to invoke the electronic structure of the catalysts to interpret the 
differences in IET rate. Figure 3.3C plots the log of kIET as a function of the square of the 𝜷-
LUSO delocalization onto the heteroatoms of these compounds. A clear linear relationship is 
observed between the X-Me compounds that is not followed by the X-Ar series. These results 
suggest that there exists an orbital pathway for electron transfer through the chalcogen atoms 
of X-Me that does not exist for X-Ar (Figure 3.8). In other words, iodide-chalcogen 
interactions in X-Me encourage overlap between the donor orbital of diiodide and the acceptor 
orbital of the oxidized catalyst, enabling fast IET. By contrast, the X-Ar series demonstrates 
that, in the absence of this orbital pathway, the iodide-chalcogen interaction is not capable of 
mediating IET. These results are aligned with Taube’s original description that required an 
orbital pathway to facilitate electron transfer.34  
If the observed differences in kIET are genuinely due to an orbital pathway for IET, then 
it follows that we should also observe differences in the electron coupling factor, HDA. 
Furthermore, it is implied from Figure 3.3C and the Marcus equation in Figure 3.1 that the β-
LUSO delocalization should be proportional to HDA, at least for the X-Me series. The 
electronic coupling was not directly observable in our systems, so we extracted an approximate 
value for HDA from our kinetic data. The Marcus equation depicted in Figure 3.1 only describes 
the rate of electron transfer from the transient pre-electron transfer encounter complex, and 
neglects the factors involved in the formation of that encounter complex. In order to 
approximate HDA from kIET, it was therefore necessary to account for the entire iodide oxidation 
process. To this end, we developed a semi-empirical model designed to account not only for 
the driving force for electron transfer and the reorganization energy as described in Marcus 
theory, but also the strength of the iodide interaction with the oxidized catalyst, the 
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concentration of iodide in the electrolyte, and the ionic strength of the electrolyte. The results 
of this analysis are presented in Table 3.2, and show that HDA increases in the order S-Ar ≈ 
Se-Ar < O-Me < S-Me < Se-Me, roughly proportionally to the heteroatom contribution to the 
β-LUSO. These results clearly demonstrate that the observed differences in kIET within the X-
Me series cannot be explained with thermodynamic parameters alone, and therefore an orbital 
pathway for IET through the chalcogen atoms must be invoked. Additionally, the HDA values 
obtained for the X-Ar compounds were considerably smaller than any of the X-Me 
compounds, suggesting that the increased kIET for S-Ar and Se-Ar above O-Me was likely due 
to the increased driving force for electron transfer, consistent with our conclusion that the 
orbital pathway present in X-Me was absent, or at least significantly attenuated, in X-Ar. Prior 
investigations have established that intermolecular interactions can encourage increased 
electronic coupling in donor-acceptor pairs.16–19 In this study, we demonstrated this effect 
through specific atoms of the acceptor molecule, and by extension that this effect is the result 
of an explicit atom-to-atom orbital pathway for IET. Furthermore, our analysis suggests that 
the DFT calculated atomic contributions to the frontier molecular orbitals involved in electron 
transfer can be used as a qualitative predictor of the effects of intermolecular interactions on 
the electronic coupling and in turn the rate of IET. 
 Conclusions 
Two parallel series of ruthenium-based chromophores have been synthesized bearing 
chalcogen-containing substituents in direct electronic contact with the ruthenium center. In the 
X-Me series, the β-LUSO of the oxidized compounds is significantly delocalized onto the 
chalcogen atom, with increasing participation of that atom in the order O < S < Se. This 
increase in β-LUSO character on the heteroatom correlates with an increase in the electronic 
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coupling term HDA between the photo-oxidized catalyst and iodide, resulting in logarithmic 
increases in the observed rate of IET. The participation of the heteroatom in the β-LUSO is 
minimal for the X-Ar series and thus no change in kIET is observed. These differences in kIET 
clearly imply that iodide interacts with the chalcogen in oxidized X-Me•+ to create an orbital 
pathway between iodide and the β-LUSO of the ruthenium complex. This observation 
motivates the design of next-generation redox catalysts that enable orbital pathways for IET 
and suggests that simple, easily accessible DFT methods can serve as a predictive tool 
informing catalyst design. 
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BROMIDE PHOTO-OXIDATION SENSITIZED TO VISIBLE LIGHT 
IN CONSECUTIVE ION PAIRSiv 
This work was performed collaboratively with Dr. Guocan Li†. 
†Department of Chemistry, University of North Carolina at Chapel Hill, Chapel Hill, North 
Carolina 27599, United States 
 Introduction. 
The photoreduction of CO2 or oxygen to produce sustainable “solar fuels” requires a source of 
electrons.1,2 The ideal source would be water. While solar-driven water splitting has long been 
a holy grail of photochemistry,3,4 the multi-electron, proton-coupled nature of water oxidation 
has precluded realization of this dream.5,6 Indeed, while fundamental advances in water photo-
oxidation with inorganic materials7–11 and complexes12–16 are encouraging, no practical 
solution has been identified. An alternative to water that could provide a viable and sustainable 
source of electrons is earth-abundant halides.17–21 Halide oxidation requires only two electrons 
with no proton demand that largely circumvents the kinetic barrier of water oxidation. 
Furthermore, favorable disproportionation chemistry that is well documented for iodide22 
allows halide oxidation to be initiated by a single electron transfer and hence by excited states 
generated by single-photon absorption. For thermodynamic reasons, HX splitting where X = 
Cl− or Br− has been identified as the most attractive reactions, Equation 4.1.17 
 
                                                 
iv This chapter was reprinted with permission from Li, G.; Swords, W. B.; Meyer, G. J. Bromide Photo-Oxidation 
Sensitized to Visible Light in Consecutive Ion Pairs. J. Am. Chem. Soc. 2017, 139, 14983. Copyright 2017 
American Chemical Society. 
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Equation 4.1: HX splitting reaction 
2𝐻𝑋 → 𝐻2 + 𝑋2  
While bromide is far less earth abundant than is chloride, the lower toxicity and liquid 
nature of Br2 provide real advantages over Cl2 gas, particularly for applications where long-
term storage is needed such as in flow batteries.23 Herein, we report a unique example of 
bromide oxidation and light-driven Br−Br bond formation by a molecular excited state.  
A significant challenge for solar-driven chloride or bromide oxidation is the need to 
photogenerate strong oxidants that selectively oxidize halides without significant 
recombination. In molecular approaches, selectivity can be realized by spatial arrangement of 
light-absorbing chromophores, catalysts, and electron donors and acceptors that enable 
vectorial electron (or hole) transfer toward the catalytic sites. Materials, such as zeolites,24,25 
metal organic frameworks,26,27 mesoporous thin films,28,29 sol−gels,30,31 and micelles,32–34 are 
being actively investigated to aid in the spatial assembly that may one day drive desired 
photochemical reactions selectively and in high yield. Supramolecular compounds that utilize 
covalent linkages or intermolecular/ionic forces support light absorption and vectorial electron 
transfer to yield long-lived charge-separated states.35–37 Ionic donor−acceptor interactions are 
particularly attractive for halide oxidation since Coulombic attractions can bring halide 
reactants to desired catalytic sites and, after photocatalysis, the neutral halogen atom or X2 
products would be released, as they lack the Coulombic incentive for association. In addition, 
ion pairs may provide an inner-sphere mechanism38,39 for electron transfer that enables rapid 
solar catalysis after light absorption and charge separation without diffusional limitations. 
Successful photocatalysis likely requires the detailed knowledge of the halide-cation structure 
and the presence of contact ion pairs. Here we demonstrate that dicationic chromophores 
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undergo unique excited-state electron-transfer oxidation reactions in the 1:1 and 1:2 
chromophore:bromide ion pairs. 
The chromophore and photocatalyst utilized herein is [Ru(deeb)(bpz)2]
2+, where deeb 
is 4,4′-diethylester-2,2′-bipyridine and bpz is 2,2′-bipyrazine. Intense metal-to-ligand charge 
transfer (MLCT) absorption bands allow solar harvesting in the ultraviolet region and in the 
blue−green regions of the visible spectrum. The MLCT excited state displays room 
temperature photoluminescence (PL) and is a strong photooxidant capable of bromide 
oxidation. In titrations with this dicationic complex in dichloromethane, it was found that 
bromide first quenches, then enhances, and then has no further influence on the excited state. 
Detailed electrochemical and photophysical studies complimented by density functional theory 
(DFT) calculations revealed how the ion pair structure was responsible for this photochemistry 
and provide a means by which halide oxidation and subsequent bond-forming reactions can be 
further optimized for practical solar HX splitting. 
 Materials and Methods. 
Materials. Dichloromethane (Burdick and Jackson, 99.98%), acetone (Sigma-Aldrich, 
Certified ACS), diethyl ether (Fisher, certified grade), sodium tetrakis[3,5-
bis(trifluoromethyl)phenyl]borate (NaBARF, Boulder Scientific Co), tetrabutylammonium 
bromide (TBABr, Acros Organics, 99+%), tetrabutylammonium hexafluorophosphate 
(TBAPF6, Sigma-Aldrich, 99+%), RuCl3·3H2O (Pressure Chemical), and deuterated 
dichloromethane (Cambridge Isotope Laboratories) were used as received. Argon gas (Airgas, 
99.998%) was passed through a Drierite drying tube prior to use. [Ru(deeb)(bpz)2](PF6)2 was 
prepared following a literature procedure.40 
Preparation of [Ru(deeb)(bpz)2](BARF)2 Solution. A mixture of 
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[Ru(deeb)(bpz)2](PF6)2 and 2 equiv of NaBARF in dichloromethane was allowed to stir in the 
dark overnight. The obtained solution was centrifuged to remove NaPF6 solid. The solution 
was then used for spectroscopic characterizations. 
Nuclear Magnetic Resonance. Characteristic NMR spectra were obtained at room 
temperature on a Bruker Avance III 600 MHz spectrometer. The solvent residual peak 
(CD2Cl2, δ = 5.32) was used as internal reference for 1H chemical shifts. NMR spectra were 
processed using MNOVA software. 
Single-Crystal X-ray Diffraction. All reflection intensities were measured at 110(2) K 
using a SuperNova diffractometer (equipped with an Atlas detector) with Cu Kα radiation (λ 
= 1.541 78 Å) under the program CrysAlisPro (version 1.171.36.32, Agilent Technologies, 
2013). The program CrysAlisPro (version 1.171.36.32, Agilent Technologies, 2013) was used 
to refine the cell dimensions. Data reduction was done using the program CrysAlisPro (version 
1.171.36.32, Agilent Technologies, 2013). The structure was solved with the program 
SHELXS-2013 (Sheldrick, 2013) and was refined on F2 with SHELXL-2013 (Sheldrick, 
2013). Analytical numeric absorption corrections based on a multifaceted crystal model were 
applied using CrysAlisPro (version 1.171.36.32, Agilent Technologies, 2013). The 
temperature of the data collection was controlled using the system Cryojet (manufactured by 
Oxford Instruments). The H atoms were placed at calculated positions using the instructions 
AFIX 23, AFIX 43, or AFIX 137 with isotropic displacement parameters having values 1.2 or 
1.5 times Ueq of the attached C atoms. 
UV−Vis Absorption. UV−vis absorption spectra were recorded on a Varian Cary 60 
UV−vis spectrophotometer with a resolution of 1 nm. 
Photoluminescence and Transient Absorption. Solutions were sparged with argon for 
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30 min prior to time-resolved PL, steady-state PL, and transient absorption experiments. 
Steady-state PL spectra were obtained on a HORIBA Fluorolog 3 spectrofluorometer 
equipped with a 450 W Xe arc lamp as the excitation source. Samples were excited at 460 nm, 
which is the isosbestic point of the first ion-pair formation and close to that of the second ion 
pair in UV−vis titration. The intensity was integrated for 0.1 s at 1 nm resolution and averaged 
over three scans. Quantum yields were measured using [Ru(bpy)3](PF6)2 in dichloromethane 
as the standard (ϕPL = 0.029) with the optically dilute method.41 
Time-resolved PL data were acquired with pulsed excitation centered at 445 nm (time 
resolution: 10 ns), obtained by pumping a PTI GL-301 dye laser with a PTI GL-3300 nitrogen 
laser. The PL was detected by a Hamamatsu R928 PMT optically coupled to a ScienceTech 
model 9010 monochromator terminated into a LeCroy Waverunner LT322 oscilloscope. 
Decays were monitored at 650 nm and averaged over 180 scans. 
For transient absorption experiments, a Q-switched, pulsed Nd:YAG laser (BigSky 
Brilliant B 5−6 ns fwhm, 1 Hz, ∼1 cm in diameter) was doubled to 532 nm and served as the 
excitation light source. A 150 W xenon arc lamp (Applied Physics) pulsed at 1 Hz with 70 V 
was used as the probe at a right angle. The light from the lamp was collected by a 
monochromator (SPEX 1702/04) optically coupled to an R928 photomultiplier tube (PMT) 
(Hamamatsu). The signal from the PMT was sent to a digital oscilloscope (LeCroy 9450, Dual 
330 MHz) and averaged 30 times to acquire the kinetic data. A stock solution in 
dichloromethane was purged by Ar throughout the experiment, and the solution used for TA 
measurements was replenished by the stock solution after data collection at each wavelength 
due to concomitant ligand loss reaction. The laser irradiance at the sample was attenuated to 
20.4 mJ/pulse by a polarizer. 
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Electrochemistry. Differential pulse voltammetry (DPV) was recorded on a CH 
Instruments 600D electrochemical analyzer, with 0.100 M TBAPF6 electrolyte solution in 
dichloromethane, Pt disk working electrode, Pt wire counter electrode, and saturated calomel 
electrode (SCE) reference electrode. Ferrocene (Fc) was added as an internal standard. 
[Ru(deeb)(bpz)2]
2+ was kept at 100 μM while bromide was added periodically up to 0.08 M. 
The cyclic voltammogram of Fc was collected after each titration prior to DPV measurement. 
Density Functional Theory. Quantum mechanical calculations were carried out using 
the Gaussian 09 program package.42 The Ru2+, [Ru2+, Br−]+, and [Ru2+, 2Br−] structures were 
optimized to a minimum energy with frequency calculations performed to verify there were no 
imaginary frequencies. All calculations utilized the M06 functional43 with the 6-31G* basis set 
applied to all elements except for ruthenium, for which LANL2DZ44–46 with an added f-polar 
function was applied. Parameters for the LANL2DZ basis set were obtained from the ESML 
basis set exchange.47,48 Second-order perturbation analysis of intermolecular interactions and 
natural atomic charges, used for Coulombic work term calculations, were performed with the 
NBO 3 program as implemented in the Gaussian software package.49,50 All calculations were 
performed in a dichloromethane SMD solvation model,51 and an ultrafine integration grid was 
used for all calculations. When convergence was not otherwise achieved, two quadratic 
convergence steps were added through the SCF = XQC command. 
 Results. 
Single crystals of [Ru(deeb)(bpz)2](PF6)2 were obtained by slow diffusion of diethyl 
ether into an acetone solution of the complex. The crystal structure information is summarized 
in Table 4.1. Each unit cell contained two acetone molecules and two PF6
− anions that were 
removed in Figure 4.1. The average Ru−N distance was 2.058 Å, and the bpz ligands were 
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essentially planar. The ethyl ester groups were slightly rotated out of the bipyridine plane. 
Table 4.1. Crystallographic data and structure refinement for [Ru(deeb)(bpz)2](PF6)2 
empirical formula C38H40F12N10O6P2Ru 
fw 1123.81 
temp/K 100 
cryst syst orthorhombic 
space group P212121 
color red 
a/Å 10.03354(9) 
b/Å 17.17472(17) 
c/Å 25.8767(2) 
volume/Å3 4459.16(7) 
Z 4 
goodness-of-fit 1.100 
final R indexes [I ≥ 2σ(I)] R1 = 0.0307, wR2 = 0.0762 
final R indexes [all data] R1 = 0.0318, wR2 = 0.0768 
 
 
Figure 4.1. Displacement ellipsoid plot (50% probability level) of [Ru(deeb)(bpz)2](PF6)2 
obtained from single-crystal structure determination. The atoms are color coded: N, blue; Ru, 
magenta; O, red; C, gray. Hydrogen atoms and PF6
− counterions are omitted for clarity. 
The UV−vis absorption spectra of [Ru(deeb)(bpz)2]2+ (Ru2+) in dichloromethane 
exhibited two MLCT absorption bands at 425 and 450 nm. Bromide addition resulted in 
significant changes to the absorption spectra (Figure 4.2a,b) that were attributed to ion-pair 
formation. Two nearly separate and consecutive ion pairs were observed. Titration of up to 1 
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equiv of bromide led to a substantial red-shift and intensity decrease of the low-energy MLCT 
band with negligibly small changes to the higher energy absorption band. A set of isosbestic 
points were preserved at 411, 430, and 460 nm throughout the initial titration, indicative of 
formation of a single ion-paired species, postulated as [Ru2+, Br−]+ (Figure 4.2a). Continued 
addition of bromide beyond 1 equiv resulted in a new set of isosbestic points at 402 and 466 
nm (Figure 4.2b), consistent with the formation of the doubly ion-paired species [Ru2+, 2Br−]. 
In the second ion pairing, the high-energy MLCT band decreased, along with a continued, yet 
lower magnitude, increase in absorbance around 360 nm with only minor changes to the low-
energy MLCT band. Further bromide addition after the second equivalent led to negligibly 
small spectral changes. 
 
Figure 4.2. UV−vis absorption spectra of 50 μM of Ru2+ with (a) 0 to 1 equiv and (b) 1 to 2 
equiv of added tetrabutylammonium bromide (TBABr) in dichloromethane. (c) Extinction 
coefficient spectra of Ru2+, [Ru2+, Br−]+, and [Ru2+, 2Br−]. Absorption change at 466 nm 
(black) and 430 nm (red) (d) and at 430 nm as a function of [Br−] (e). Overlaid in red is a best 
fit to a Benesi−Hildebrand model, from which the indicated equilibrium constant was 
abstracted. 
 
120 
The absorption intensity monitored at isosbestic points allowed the equilibrium 
constants for each ion pair to be individually analyzed through a Benesi−Hildebrand analysis.52 
For this purpose, two representative isosbestic points were selected, 466 and 430 nm, which 
report on the first ion-pair equilibrium constant, Keq,1, and the second ion-pair equilibrium 
constant, Keq,2, respectively (Figure 4.2d). The absorption change at 466 nm increased 
stoichiometrically with the added [Br−], indicative of Keq,1 > 10
6 M−1. The absorption change 
at 430 nm with respect to [Br−] revealed a Keq,2 = (2.4 ± 0.4) × 10
5 M−1 (Figure 4.2e). 
To gain insight into the ion-pair structure, bromide titrations were monitored with 1H 
NMR performed in deuterated dichloromethane. Figure 4.3 shows representative data with 
assignments. Proton assignments were determined through 2-D COSY NMR. Due to the 
intrinsic C2 symmetry of Ru
2+, nine aromatic peaks were observed, three for the deeb ligand 
and six for the bpz ligands. The most downfield protons were assigned to the a, a′ protons of 
the bpz ligand, Figure 4.3. Note that the two intense peaks between 7.5 and 7.8 ppm were from 
the BARF anions and obscured proton f. 
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Figure 4.3. (a) Structure and H atom labels for Ru2+. Only half of the protons were labeled due 
to the intrinsic C2 symmetry. (b) 
1H NMR chemical shift of protons b, b′, and f as a function of 
bromide equivalence. (c) 1H NMR spectra of Ru2+ at indicated equivalents of bromide; [Ru2+]0 
= 100 μM. (d) 1H NMR peak shift of protons c and c′ at the indicated equivalents of TBABr. 
The presence of bromide induced inequivalent shifts to the resonances in the 1H NMR 
spectra; some resonances shifted significantly, while others only marginally or not at all. As 
shown in Figure 4.3c, the largest downfield shifts were observed for hydrogen (H) atoms in 
the b, b′ of the deeb ligand and in f of the bpz ligand, suggesting the location of a bromide ion-
pairing site. These H atoms form a “pocket” in close proximity to the positively charged Ru2+ 
center. The a, a′, and d H atoms of the ligands shifted less and in the opposite direction, upfield, 
compared to the b and f H atoms. Figure 4.3d shows the c and c′ H atoms shifted downfield 
upon the first ion pairing and reverted back upfield in the second ion pairing. This reversal 
provided strong evidence for the presence of two ion-paired species. Continued addition of 
bromide after two equivalents led to very small changes in the 1H NMR spectra. Note that the 
H atoms associated with the ester groups were not influenced by the presence of bromide. 
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Figure 4.4. Steady-state photoluminescence spectra of Ru2+ in dichloromethane with (a) up to 
1 equiv of added bromide and (b) from 1 to 2 equiv of bromide. (c) Steady-state PL of Ru2+ 
and [Ru2+, 2Br−] in dichloromethane. Overlaid in black is the Franck−Condon line-shape 
fitting. 
Room-temperature PL was observed after visible light excitation of Ru2+ in 
dichloromethane, Figure 4.4. The PL spectrum was broad and structured with a maximum at 
590 nm and a quantum yield of 3.3%. The addition of up to 1 equiv of bromide led to a drastic 
quenching of the PL intensity, Figure 4.4a. Care was taken to ensure excitation occurred at an 
isosbestic wavelength so that the number of absorbed photons remained unchanged throughout 
the bromide titration. The PL intensity dropped linearly with the [Br−]. At 1 equiv of Br−, the 
PL spectrum has changed, with a photoluminescence maximum bathochromically shifted from 
590 nm to 630 nm. The red-shifted PL spectrum was assigned to a small equilibrium 
concentration of the second ion-paired species, as the continued addition of bromide did not 
alter this spectrum, but resulted in a surprising increase in PL intensity, Figure 4.4b. Further 
addition of bromide after the second ion pair caused no significant change to the PL spectra or 
intensity. The unique PL spectra for Ru2+ and [Ru2+, 2Br−] were modeled with a 
Franck−Condon line-shape analysis (Figure 4.4c),40 which afforded E0−0, from which the 
Gibbs free energy in the excited states, ΔGes, was calculated to be 2.21 eV for Ru2+* and 2.19 
for [Ru2+, 2Br−]*. The [Ru2+, Br−]+* excited state was nonemissive so a ΔGes could not be 
determined by this approach. However, the similarity of the long-wavelength absorption of 
[Ru2+, Br−]+ and [Ru2+, 2Br−] shown in Figure 4.2c suggests that value is very similar to that 
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of [Ru2+, 2Br−]*. A tangent line drawn to the low-energy side of the ground-state absorption 
supported this conclusion. All the photophysical data are summarized in Table 4.2. 
Table 4.2. Photophysical properties of Ru2+, [Ru2+, Br−]+, and [Ru2+, 2Br−]a 
compound Absmax  
(nm) 
PLmax 
(nm) 
ϕPL 
(%) 
τ  
(ns) 
kr  
(x 104 s-1) 
knr  
(× 106 s-1) 
ΔGes 
(eV) 
Ru2+ 425, 450 590 3.3 900 3.7 1.1 2.21 
[Ru2+,Br−]+ 430, 455 b 0b <10b b >108b 2.19 
[Ru2+, 2Br−] 430, 455 630 0.7 65 11 15 2.19 
aAll measurements were made at room temperature in argon-saturated dichloromethane 
solution. b[Ru2+, Br−]+ was nonluminescent at room temperature. 
The first reduction potential of each ion-paired species was determined by differential 
pulse voltammetry in a dichloromethane solution containing 100 μM Ru2+ and 0.1 M TBAPF6 
with added bromide. Prior to the electrochemical measurements, bromide titrations of this 
electrolyte solution, monitored through visible absorption, were used to determine that 0.04 
and 0.08 M Br− concentrations were needed to form [Ru2+, Br−]+ and [Ru2+, 2Br−], respectively. 
In the absence of bromide, the first reduction potential of Ru2+ was -0.450 V vs NHE, which 
shifted to -0.48 V with 0.04 M bromide and -0.49 V with 0.08 M bromide. 
Time-resolved PL decays were measured after pulsed 445 nm excitation, which is close 
to the isosbestic points of both ion-paired species, Figure 4.5. Excited-state decay of 
[Ru(deeb)(bpz)2]
2+* (Ru2+*) in argon-saturated dichloromethane was first-order with a lifetime 
of τ = 900 ± 10 ns, n = 1 in Equation 4.2. With less than one equivalent of bromide, the initial 
PL amplitude (Ii) decreased with no measurable change in the 900 ns lifetime. Between 1 and 
2 equiv of bromide, the initial PL amplitude increased and biexponential kinetics were evident 
with n = 2 in eq 2, τ1 = 900 ± 10 ns and τ2 = 65 ± 5 ns. When greater than 2 equiv of bromide 
was present, excited-state decay was monoexponential with τ = 65 ± 5 ns. 
Equation 4.2. Exponential equation used to fit time-resolved photoluminescence 
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𝑃𝐿𝐼(𝑡) = ∑ 𝐼𝑖𝑒
−𝑡/𝑡𝑖 𝑖=0
𝑛   
 
Figure 4.5. Time-resolved PL decays measured after pulsed 445 nm excitation of a 50 μM 
Ru2+ dichloromethane solution with (a) 0 to 1 and (b) 1 to 2 equivalents of bromide. 
Nanosecond transient absorption spectra measured after pulsed 532 nm light excitation 
of Ru2+ in dichloromethane exhibited a bleach in the visible region, along with absorption 
bands in the UV and red region consistent with formation of an MLCT excited state. Two 
ground-state, excited-state isosbestic points were found at 400 and 550 nm. The absorption 
changes returned cleanly to baseline with first-order kinetics (τ = 900 ± 10 ns). When 500 μM 
bromide was present in a 50 μM Ru2+ solution, the initial spectrum was dominated by the [Ru2+, 
2Br−]* MLCT excited state with a bleach that was slightly red-shifted to that of Ru2+*. After 
the excited state decayed, positive absorption bands at 365 and 500 nm were observed. 
Previous studies have shown that these bands correspond to the reduced complex 
[Ru(deeb)(bpz−)(bpz)]+, abbreviated as Ru+, and dibromide, Br2
•−,53 Figure 4.6a. The 
appearance of Ru+ after light excitation was monitored at 500 nm, where Ru+ absorbs strongly 
but Br2
•− absorbs very weakly. Since both [Ru2+, 2Br−]* and Ru+ absorb light at 500 nm, single-
wavelength kinetic analysis at this wavelength reports on both excited-state relaxation and Ru+ 
formation. At high bromide concentrations, the absorption change at this wavelength was 
monoexponential with τ = 60 ± 5 ns, Figure 4.6b. 
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Figure 4.6. (a) Absorption difference spectra measured at the indicated delay times after pulsed 
532 nm laser excitation of a 50 μM Ru2+ and 500 μM bromide dichloromethane solution. 
Overlaid in red is a simulation based on a 1:1 stoichiometry of Ru+ and Br2
•−. (b) Absorption 
change monitored at 500 nm with the indicated bromide concentrations. Overlaid in red is the 
monoexponential fit with τ = 60 ± 5 ns. (c) Absorption change monitored at 405 nm with the 
indicated [Br−]. Overlaid in red are best fits to a first-order kinetic model. The inset shows a 
plot of the observed first-order rate constants, kobs, as a function of the free [Br
−] with a best fit 
line with slope k = (5.4 ± 1) × 108 M−1 s−1. 
The formation of Br2
•− was monitored at 405 nm, which represents an isosbestic point 
between the ground-state and reduced compound. An absorption increase was observed that 
plateaued after 10 μs (Figure 4.6c), which was about 3 orders of magnitude slower than the 
formation of Ru+. The Br2
•− formation was appreciably affected by [Br−], Figure 4.6c, while 
the formation of the reduced Ru complex was insensitive to these bromide concentration 
changes, Figure 6b. The observed rate constant for the formation of Br2
•− increased linearly 
with the free [Br−], which afforded a second-order rate constant of k = (5.4 ± 1) × 108 M−1 s−1.  
 Discussion 
The photophysical, redox, and spectroscopic properties of Ru2+ with bromide ions 
reported herein have revealed the formation of discrete ion pairs with remarkably different 
excited-state electron-transfer behavior. A 1:1 ion pair formed stoichiometrically with one 
equivalent of bromide, abbreviated [Ru2+, Br−]+, and a 1:2 ion pair formed with a large 
equilibrium constant, [Ru2+, 2Br−]. Scheme 1 summarizes this ground-state equilibrium. Such 
well-defined ion pairs provided a new opportunity to quantify halide photoredox chemistry in 
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a manner that was not previously possible. A remarkable result was that there was no evidence 
of an emissive excited state for the singly ion-paired species, [Ru2+, Br−]+*, while the doubly 
ion-paired excited state, [Ru2+, 2Br−]*, displayed room temperature photoluminescence with a 
65 ns lifetime. Hence in a standard quenching experiment, bromide first quenched, then 
enhanced, and then had no further influence on the excited state. This behavior is highly 
unusual particularly since it has been reported that both bromide and iodide typically quench 
this and related excited states in a manner expected and compliant with the Stern−Volmer 
model.40,53–57 For bromide oxidation a strong photo-oxidant is necessary, and replacing the bpz 
ligands with 2,2′-bipyridine in [Ru(deeb)(bpz)2]2+ resulted in an excited state that did not 
oxidize bromide.52 To better understand the ion-pairing behavior, 1H NMR and computational 
methods were utilized to quantify the detailed nature of the ground-state ion pairs and the 
influence on excited-state electron transfer as described below. 
Scheme 4.1. Consecutive ion pairing between Ru2+ and bromide 
 
4.4.1 Ground-State Ion Pairs. 
Results from UV−vis and NMR titration experiments provided compelling evidence 
for the consecutive bromide and Ru2+ ion pairs shown in Scheme 4.1. With both 
spectroscopies, the influence of the first bromide was more pronounced than for the second 
bromide, consistent with a stronger Coulombic attraction in the first ion pair. Related halide 
ion pairing with Ru polypyridyl dicationic complexes has been observed previously,52,53,55,57–
60 yet in all cases only a single equilibrium process was quantified. With a related dicationic 
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Ru complex, Job plots provided evidence for the presence of a second ion pair that could not 
be spectrally resolved,52 behavior attributed to spectral similarity between the singly and 
doubly ion-paired species. In the current study, the presence of two distinct ion-paired species 
is believed to arise from a combination of large equilibrium constants, the electron-
withdrawing bpz ligands, and distinct bromide ion-pairing sites proximate to the RuII metal 
center. Indeed, the two equilibrium constants, Keq,1 > 10
6 M−1 and Keq,2 = (2.4 ± 0.4) × 10
5 M−1, 
were significantly higher than most previously reported values, which were in the range 
(1.2−24) × 104 M−1 in dichloromethane.52,55,58,59 One exception is for a Ru complex with amide 
groups designed specifically for halide ion recognition, Keq > 10
6 M−1.60 Interestingly, acetone 
solutions of this same [Ru(deeb)(bpz)2]
2+ complex showed evidence for only a single bromide 
ion pair, Keq = 8.4 × 10
3 M−1.53 This dramatic decrease in Keq most certainly resulted from the 
higher relative permittivity of acetone (ε = 20.7) compared to dichloromethane (ε = 8.93). 
The use of 1H NMR spectroscopy revealed a unique structure for the ion pairs reported herein. 
In previously reported ion pairs, the halides were found to interact with the most acidic protons 
on the diimine ligand(s), which corresponded to the 3 and 3′ hydrogens of bipyridine or 
bipyrazine.52,53,59 X-ray crystallographic analysis of [Ru(bpy)2(deeb)]Cl2 showed that chloride 
was most proximal to the 3 and 3′ hydrogens of a bpy ligand even in the solid state.52 In 
deuterated acetonitrile, bromide hydrogen bonding with the 3 (a) and 3′ (a′) H atoms of bpz 
was identified as the main interaction with Ru2+.53 Upon switching to the less polar deuterated 
dichloromethane, the 1H NMR spectra showed a more complicated bromide concentration 
dependence with spectral signatures for each ion pair. Significantly, the a and a′ hydrogens 
showed only small changes in their chemical shifts, while those H atoms closest to the metal 
center formed a “binding pocket” and were most significantly perturbed. A space-filling model 
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based on the crystal structure is shown in Scheme 4.2 that better defines the presence of this 
pocket for bromide ion pairing near the Ru center between the deeb and a bpz ligand. This 
spatial proximity to the metal likely amplified perturbations to the electronic structure of the 
complex, as reflected by the distinct absorption spectra of the singly and doubly ion-paired 
species. 
Scheme 4.2. Space-filling model of the Ru2+ complex with H atom labeling where Br− is 
proposed to interact 
 
To gain further insight into the spatial geometry and thermodynamics of the ion-paired 
species, DFT calculations were performed to optimize the non-, singly, and doubly ion-paired 
structures. Second-order perturbation natural population analysis of the optimized structures 
produced the partial atomic charge for each atom. The use of a Coulomb’s law type expression 
allowed the location at which bromide would have the most favorable electrostatic interaction 
to be identified, Equation 4.3, where ke is Coulomb’s constant, ε is the relative permittivity of 
dichloromethane, Zj is the partial charge of atom j, ZBr is the −1 charge of bromide, and rBrj is 
the distance of atom j from bromide. Three-dimensional contour diagrams were generated that 
indicate the bromide location that has the most favorable electrostatic interactions in the ion 
pairs, Figure 4.7. The optimized bromide positions are well aligned with expectations based 
on the NMR data, crystal structure, and space-filling models, thereby providing a self-
consistent picture of the ion-pair structures. This analysis indicates a RuII−Br− distance of about 
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5.6 Å in both [Ru2+, Br−]+ and [Ru2+, 2Br−] ion pairs. The implications of these electrostatic 
interactions on the thermodynamic driving force for excited-state electron transfer are 
described further below. 
Equation 4.3. Coulomb’s law approximation for work term 
∆𝐺𝑤 =
𝑘𝑒
𝜀
∑
𝑍𝐵𝑟𝑍𝑗
𝑟𝐵𝑟𝑗
𝑗=1   
 
Figure 4.7. Three-dimensional contour diagrams developed from the application of Coulomb’s 
law and natural population analysis described. Contours are plotted at the potential energy for 
electron transfer from a −1 charge to the ruthenium-based partial charges. Therefore, the 
contour at 540 mV for the non-ion-paired species indicates the Coulombic attraction for the 
singly ion-paired bromide, and that at 390 mV is for the doubly ion-paired species. 
4.4.2 Excited-State Ion Pairs. 
Perhaps the most interesting yet counterintuitive finding in this study was the relatively 
long lived 65 ns excited state of [Ru2+, 2Br−]* compared to [Ru2+, Br−]+*, which could not be 
time-resolved, <10 ns. As excited-state electron transfer likely underlies this behavior and 
since photoluminescence is an indirect method, the bromide oxidation mechanism garnered 
from the nanosecond transient absorption is discussed first. 
The mechanism for light-driven bromide oxidation in the [Ru2+, 2Br−] ion pair is given below, 
Equation 4.4 and Equation 4.5. 
Equation 4.4. Electron Transfer within the Double Ion Pair 
[𝑅𝑢𝐼𝐼𝐼(𝑑𝑒𝑒𝑏)(𝑏𝑝𝑧−)(𝑏𝑝𝑧), 2𝐵𝑟−]∗ → [𝑅𝑢𝐼𝐼(𝑑𝑒𝑒𝑏)(𝑏𝑝𝑧−)(𝑏𝑝𝑧), 𝐵𝑟•, 𝐵𝑟−]  
k4 
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Equation 4.5. Dibromide Formation 
𝐵𝑟• + 𝐵𝑟− → 𝐵𝑟2
•−  
In the first step the MLCT excited state oxidized bromide to the Br atom, which 
formally involves electron transfer from bromide to the Ru metal center. The Br atom then 
undergoes a diffusional reaction with bromide to form Br2
•−. The Br atom was not 
spectroscopically observed; however, the delayed appearance of Br2
•− and its strong 
dependence on the free bromide concentration indicated that it was not a primary photoproduct. 
On the other hand, the rate constant for the appearance of the reduced ruthenium complex was 
coincident with the 65 ns excited-state lifetime, indicating that it was a primary photoproduct, 
k4 = (1.5 ± 0.2) × 10
7 s−1. 
Interestingly, there was no evidence for Equation 4.5 occurring in the 1:1 [Ru2+, Br−]+ 
ion pair, and only the reduced complex, [RuII(deeb)(bpz−)(bpz)]+, was observed transiently. 
This is likely due to the fact that the equilibrium concentration of solvated bromide was so 
small that the Br atoms did not encounter any prior to recombination. The cage escape yields 
of the reduced complex measured 1 μs after laser excitation were 0.05 for [Ru2+, Br−]+ and 0.20 
for [Ru2+, 2Br−]. The larger yield for the second ion-paired species is not due to electrostatics, 
as the Br atom product was neutral for both ion pairs but may emanate from steric congestion 
about the metal center that results from the presence of the second bromide. 
Interestingly, bromide oxidation in acetone followed the same mechanism53 as that 
reported here in dichloromethane for [Ru2+, 2Br−], but the Br atom reaction with bromide was 
over an order of magnitude larger, k5,acetone = (9.2 ± 0.7) × 10
9 M−1 s−1, than the k5,CH2Cl2 = 
(5.4 ± 1) × 108 M−1 s−1 measured here. The ligand that separates the two bromides in the [Ru2+, 
k5 
131 
2Br−] structure presumably precluded more rapid Br−Br bond formation within the ion pair. 
Although it could not be confirmed experimentally, in the absence of photochemistry or any 
other plausible quenching pathways, it is assumed that electron transfer in the [Ru2+, Br−]+* 
ion pair was responsible for the short excited-state lifetime (Equation 4.6), with k6 > 10
8 s−1, 
which was about an order of magnitude larger than bromide oxidation in [Ru2+, 2Br−]*. 
Equation 4.6. Electron Transfer within the Single Ion Pair 
[𝑅𝑢𝐼𝐼𝐼(𝑑𝑒𝑒𝑏)(𝑏𝑝𝑧−)(𝑏𝑝𝑧), 𝐵𝑟−]∗ → [𝑅𝑢𝐼𝐼(𝑑𝑒𝑒𝑏)(𝑏𝑝𝑧−)(𝑏𝑝𝑧), 𝐵𝑟•]  
The Gibbs free energy change for this excited-state electron transfer reaction, ΔGrxn, 
was estimated with a Rehm−Weller61 expression that relates it to experimentally determined 
reduction potentials and the Coulombic work term associated with ion-pair formation, ΔGw, 
Equation 4.7. 
Equation 4.7. Gibb’s free energy of electron transfer. 
∆𝐺rxn = [𝐸𝑜(𝐵𝑟
•/−) − 𝐸𝑜(𝑅𝑢
𝑛+∗/(𝑛−1)+) + ∆𝐺𝑤  
The reduction potential of the excited state was determined from the first reduction 
potential of Ru2+ E0(Ru2+/+) and the free energy in the luminescent excited state, E0(Run+*/(n−1)+) 
= Eo(Ru
2+/+) + ΔGES. 
The bromine reduction potentials in the ion pairs are unknown, but if a common value 
is assumed, such as the previously published value in acetone, E0(Br•/−) = 1.46 V vs NHE,53 
then the reaction is favored by 239 and 254 meV in [Ru2+, Br−]+ and [Ru2+, 2Br−], respectively. 
The marginal 15 meV free energy difference does not align with the fact that the 
electron-transfer rate constant (k6) for [Ru
2+, Br−]+ was so much larger than that for [Ru2+, 2Br−] 
(k4). This points to the importance of ΔGw that can be significant in low-permittivity solvents 
such as dichloromethane.62,63 To determine the work terms, second-order perturbation theory 
k6 
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was used to calculate partial atomic charges for all the atoms in Ru2+, [Ru2+, Br−]+, and [Ru2+, 
2Br−] as was described above. The electron-transfer distance (rBrj) was calculated to be 5.6 Å, 
and ΔGw values of 540 and 660 meV were calculated for [Ru2+, Br−]+ and [Ru2+, 2Br−], 
respectively (Table 4.3). The positive values indicate that the driving force would be 
significantly decreased relative to values in more polar solvents such as water. Indeed, with 
these values ΔGrxn in [Ru2+, Br−]+ and [Ru2+, 2Br−] are 0.29 and 0.42 eV, respectively. Hence, 
there was a 130 meV decrease in the driving force for electron transfer upon the second ion 
pair, which likely accounts for the enhanced excited-state lifetime and smaller electron-transfer 
rate constant. 
Table 4.3. Electrochemical and free energy change for Ru2+, [Ru2+, Br−]+, and [Ru2+, 2Br−] 
compound Eo(Ru
2+/+) 
(V vs NHE) 
ΔGES 
(eV) 
Eo(Ru
n+*/(n−1)+) 
(V vs NHE) 
ΔGw 
(eV) 
ΔGrxn 
(eV) 
Ru2+ −0.45 2.21 1.76 a a 
[Ru2+, Br−]+ −0.48 2.19 1.71 0.54 0.29 
[Ru2+, 2Br−] −0.49 2.19 1.70 0.66 0.42 
aNo dynamic electron-transfer reaction between Ru2+ and Br− was observed. 
 Conclusion. 
Two unique ion pairs between [Ru(deeb)(bpz)2]
2+ and Br− were identified in 
dichloromethane, abbreviated [Ru2+, Br−]+ and [Ru2+, 2Br−]. Spectroscopic determination of 
their structures was complemented by DFT calculations that indicated the bromide anions were 
preferentially situated in proximity to the metal center. The excited state of [Ru2+, Br−]+* was 
not directly observed, consistent with an electron-transfer rate constant that was about an order 
of magnitude larger than for [Ru2+, 2Br−]*, where ket = (1.5 ± 0.2) × 10
7 s−1. The 
counterintuitive excited-state electron-transfer behavior was accounted for by a decrease in 
Gibbs free energy change for the reaction that resulted from the more favorable Coulombic 
interactions in the [Ru2+, Br−]+ ion pair. These data indicate that highly charged catalysts in 
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low dielectric constant solvents will inhibit halide oxidation reactions, particularly when the 
formation of multiple halide paired species occurs. More fundamentally, the results show that 
1H NMR and DFT theory can be utilized to identify the structures of ion pairs in fluid solution. 
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POLYPYRIDYL CATIONS IN CH3CNv 
This work was collaborative with Dr. Guocan Li†. 
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 Introduction. 
The yields and dynamics of photoinduced electron-transfer reactions between donors 
and acceptors in a ﬂuid solution are known to be inﬂuenced by Coulombic forces.1 It has 
become increasingly apparent that ionic charges also play critical roles in the eﬃciency of dye-
sensitized solar cells based on mesoporous thin ﬁlms of anatase TiO2 nanocrystallites.2,3 
Cations present in the electrolyte are known to be important for excited-state injection, 
regeneration of the oxidized dye, and transport of the injected electron to the external circuit.2 
Because these ions inﬂuence so many diﬀerent aspects of the solar cell, it is often diﬃcult to 
isolate and study a speciﬁc phenomenon. For example, surface adsorption of potential 
determining Lewis acidic cations such as Li+ is known to inﬂuence the energy levels of the 
acceptor states in TiO2, and the same cations have also recently been shown to screen the 
electric ﬁelds generated by excited-state injection4–6. Much less is known about how solar 
conversion eﬃciencies are inﬂuenced by the overall charge of the dye molecules, termed 
sensitizers. This is remarkable when one considers the vast research eﬀorts in this area and 
                                                 
v This chapter was reprinted with permission from Swords, W.B.; Li, G.; Meyer, G.J. Iodide Ion Pairing with 
Highly Charged Ruthenium Polypyridyl Cations in CH3CN. Inorg. Chem., 2015, 54, 4512. Copyright 2015 
American Chemical Society. 
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the fact that the accepted mechanism for sensitizer regeneration after excited-state injection 
involves a putative ion pair between the oxidized dye and iodide.7 This paper describes the 
synthesis and characterization of ruthenium(II) polypyridyl complexes with 4+, 6+, and 8+ 
charges that display enhanced ion pairing and excited-state reactivity with iodide. 
In one of the very few studies to address the importance of sensitizer charge, 
Nazeeruddin and co-workers reported careful titration experiments that enabled the 
characterization and isolation of three diﬀerent protonation states of N3, cis-Ru(dcb)2(NCS)2, 
where dcb is 2,2′-bipyridine-4,4′-dicarboxylic acid.8 It was found that the sensitizer with two 
of the four carboxylic acid groups deprotonated, termed N719, gave rise to the highest solar 
energy conversion eﬃciency. If the 2− charge of N719 was maintained upon surface binding, 
then the oxidized form would be a 1− anion unlikely to ion pair with iodide. As was pointed 
out by these authors, the presence of acidic protons shifts the TiO2 conduction band away from 
the vacuum level, which can lower the open-circuit photovoltage and solar energy conversion 
eﬃciency. Therefore, while N3 could transfer four protons to TiO2, N719 transferred only two. 
Hence, Brønsted acid−base surface chemistry complicated analysis of the role of charge in this 
study, and it is likely that N3 and all of the conjugate bases derived from it were fully 
deprotonated when anchored to the TiO2 surface.
8 
Indeed, to our knowledge, all of the attenuated total reﬂectance Fourier transfer infrared 
studies of transition-metal sensitizers with dcb ligand(s) reveal complete deprotonation when 
anchored to a TiO2 surface from organic solvents.
2 An asymmetric CO stretch is observed near 
1610 cm−1, which is most consistent with carboxylate binding.9–11 Therefore, surface-anchored 
cis-Ru(dcb)2(NCS)2 possesses a 4− total charge in the ground and excited states and a 3− 
charge after excited-state injection regardless of which protonation state is initially anchored 
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to the surface. Unfortunately, in this literature, the oxidized sensitizers are often referred to as 
“dye cations” even though the best available data indicate that champion RuII sensitizers 
remain anionic after excited-state injection.12,13 It is not clear whether an oxidized sensitizer 
anchored to TiO2 has ever held a cationic charge. As a result, it is of interest to characterize 
sensitizers with high cationic charges to more fully understand the importance of the sensitizer 
charge and the possible interfacial ion pairing with iodide. This paper describes the ﬁrst studies 
directed toward this goal. 
Herein a series of three complexes of the general formula 
[Ru(deeb)3−x(tmam)x](PF6)2x+2 were synthesized and characterized and are referred to by the 
number of 4,4′-bis[(trimethylamino)methyl]-2,2′-bipyridine (tmam) ligands, x = 1 (1), 2 (2), 
or 3 (3). The ligands are shown in Scheme 5.1. The 4,4′-diethyl ester-2,2′-bipyridine (deeb) 
ligand was chosen because the ethyl ester groups can later be saponiﬁed for studies at TiO2 
interfaces. The tmam ligand has a 2+ charge by virtue of the quaternary alkylated amine 
substituents in the 4 and 4′ positions of the bipyridine ligand. This cationic ligand is shown to 
inﬂuence the redox properties of the complexes as well as the metal-to-ligand charge-transfer 
(MLCT) excited states. The tmam ligand also enhances ion pairing with iodide, as evidenced 
by 1H NMR, UV−vis, and photoluminescence (PL) titration studies. Signiﬁcantly, the tmam 
ligand appears to provide a speciﬁc “binding pocket” for iodide that facilitates rapid 
photooxidation. To our knowledge, complex 3 is the most highly charged mononuclear 
ruthenium(II) complex reported. 
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Scheme 5.1. tmam and deeb ligands utilized in this chapter 
 
 Experimental Methods. 
Materials. Argon gas (Airgas, 99.998%) was passed through a Drierite drying tube 
before use. Acetonitrile (Burdick and Jackson, 99.98%), acetone (Aldrich, 99.5%), 
dichloromethane (DCM; Fisher, 99.5%), diethyl ether (Aldrich, 99.5%), ethanol (Fisher, 200 
proof, 99.5%), and methanol (Aldrich, 99.5%) were used as received. Ammonium 
hexaﬂuorophosphate, dichloro(p-cymene)ruthenium(II) dimer (Ru-dimer), 48% hydrobromic 
acid, lithium perchlorate (LiClO4), silver hexaﬂuorophosphate, silver nitrate, sodium 
borohydride, sulfuric acid, tetrabutylammonium iodide (TBAI), tetrabutylammonium 
perchlorate (TBAClO4), and 45% aqueous trimethylamine were purchased from Aldrich and 
used as received. 4,4′-diethyl ester-2,2′-bipyridine (deeb) was prepared according to the 
literature procedure.14 
NMR. Characteristic NMR spectra were obtained using Bruker Avance III 400 MHz 
(1H) and 600 MHz (13C) spectrometers. NMR spectra were referenced to the central line of the 
solvent (CD3CN) and processed using MNOVA. 
Mass Spectrometry. Electrospray ionization mass spectrometry (ESI-MS) data were 
collected on a Micromass Triple Quadrupole mass spectrometer with a Z-spray 
nanoelectrospray source and sampled by an Advion TriVersa NanoMate sampling system. 
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Measurements were made on complexes dissolved in acetonitrile. The complexes were 
identiﬁed by their multiple ionization peaks. 
X-ray Diﬀraction. A suitable crystal was selected and mounted on a MITIGEN holder 
in paratone oil on a Bruker APEX-II CCD diﬀractometer. The crystal was kept at 100 K during 
data collection. Using Olex2, the structure was solved with the olex2.solve structure solution 
program using charge ﬂipping and reﬁned with the XL reﬁnement package using least-squares 
minimization.15–17 
UV−Vis Absorption. UV−vis absorption spectra were recorded using Varian Cary 50 
and 60 UV−vis spectrophotometers with a resolution of 1 nm. 
Steady-State PL. Steady-state PL spectra were recorded using an ISS K2 ﬂuorimeter. 
Samples were sparged with argon for 20 min and excited at the MLCT absorption maximum 
(typically λ ∼ 460 nm). The intensity was integrated for 0.5 s at 4 nm resolution. PL quantum 
yields were measured through comparative actinometry using [Ru(bpy)3][PF6]2 in acetonitrile 
(ϕem = 0.062) as a quantum yield standard.18 
Time-Resolved PL. Lifetimes and time-resolved PL single-wavelength decays were 
acquired on a nitrogen dye laser with excitation centered at 500 nm. Decays were monitored 
at the PL maximum and averaged over 180 scans. 
Electrochemistry. Cyclic voltammetry (CV) experiments were performed with a BASi 
CV-50W voltammetric analyzer using a standard three-cell setup. Cells used consisted of 
platinum, gold, glassy carbon, or mercury working electrodes with platinum mesh, disk, or 
wire auxiliary electrodes, and aqueous silver/silver chloride reference electrodes from Pine 
Instrumentation and BASi Analytical Instrumentation (mercury electrode only). A BASi 
controlled-growth mercury electrode on the standing drop setting was used as the working 
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mercury electrode. Supporting electrolytes of 300 mM LiClO4 or TBAClO4 in acetonitrile were 
used for all measurements. The reference electrodes were referenced to an external ferrocene 
standard (630 mV vs NHE) before and after each series of measurements.19 
Iodide Titrations. Titrations were performed on complexes 1−3 in CH3CN with a ﬁxed 
ruthenium concentration and variable concentrations of TBAI. 1H NMR titrations were 
performed on a Bruker Avance III 500 MHz spectrometer. Titrations were performed with ∼2 
mM ruthenium and 1/2 equiv additions of TBAI. Each spectrum was averaged over 32 scans. 
UV−vis titrations were performed with ∼50 μM ruthenium titrated with 1/4 equiv of TBAI. 
PL titrations were completed using the same sample for both steady-state and time-resolved 
measurements. The solutions were excited at 500 nm, where absorbance changes were 
minimal. Solutions of ∼25 μM ruthenium were titrated with 1/4 equiv of TBAI. Data analysis 
for all experiments was performed using OriginLab, version 9.0. 
Scheme 5.2. Synthetic Procedure for the tmam Ligand. 
 
4,4′-Bis[(trimethylamino)methyl]-2,2′-bipyridine Bis(hexaﬂuorophosphate) (tmam). 
The following synthesis of tmam was modiﬁed from Li et al., shown in Scheme 2.20 Reduction 
of deeb with sodium borohydride in reﬂuxing ethanol gave 4,4′-dihydroxymethyl-2,2′-
bipyridine in 81% yield. Continued reﬂuxing in 48% hydrobromic acid with catalytic sulfuric 
acid produced 4,4′-dibromomethyl-2,2′-bipyridine in 72% yield. To a stirring solution of 4,4′-
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dibromomethyl-2,2′-bipyridine (207 mg, 0.660 mol) in 10 mL of ethanol was added 1.5 mL 
(excess) of 45% aqueous trimethylamine dropwise. The cloudy solution was stirred at room 
temperature where it transitioned to clear and back to cloudy over 1 h. Deionized (DI) water 
was added dropwise until the solution became clear. A large excess of ammonium 
hexaﬂuorophosphate was added, precipitating tmam. Collection over a ﬁne frit, washing with 
DI water, and drying under vacuum gave a light-pink-gray powder, yielding 280 mg (78%). 
The overall yield from deeb to tmam was 45%. 1H NMR (CD3CN): δ 8.84 (d, 2H, J = 4.0 Hz), 
8.58 (d, 2H, J = 1.0 Hz), 7.56 (dd, 2H, J = 4.0 and 1.6 Hz), 4.50 (s, 4H), 3.09 (s, 9H). 13C NMR 
(CD3CN): δ 53.9, 68.7, 125.3, 128.9, 138.3, 151.5, 157.1. 
[Ru(p-cymene)(deeb)Cl]Cl. Modiﬁed from Yu et al., [Ru(p-cymene)(deeb)Cl]Cl was 
synthesized by the addition of Ru-dimer (201 mg, 0.329 mmol) and deeb (198 mg, 0.657 
mmol) to a 25 mL round-bottomed ﬂask.21 After the addition of 1:1 DCM/acetone (8 mL), the 
slurry was sparged with nitrogen for 20 min and reﬂuxed under dinitrogen for 3 h with little 
color change. Removal of solvent yielded an orange product, which was slurried in DI water 
and ﬁltered. Removal of DI water under vacuum gave 323 mg of the desired product (81% 
yield). 1H NMR (CD3CN): δ 9.87 (dd, 2H, J = 6.0 and 0.8 Hz), 8.84 (d, 2H, J = 1.6 Hz), 8.13 
(dd, 2H, J = 8.0 and 1.6 Hz), 6.22 (d, 2H, J = 6.4 Hz), 6.03 (d, 2H, J = 6.4 Hz), 4.46 (q, 4H, J 
= 7.2 Hz), 2.67 (hept, 1H, J = 6.8 Hz), 1.42 (t, 6H, J = 6.8 Hz), 1.01 (d, 6H, J = 7.2 Hz). 13C 
NMR (CD3CN): δ 14.4, 19.0, 22.2, 31.8, 63.7, 83.2, 88.3, 105.6, 107.01, 124.1, 127.6, 141.8, 
155.9, 158.3, 164.0. 
[Ru(p-cymene)(tmam)Cl][PF6]2Cl. A total of 2 equiv of tmam (150 mg, 0.254 mol) 
and Ru-dimer (78 mg, 0.127 mmol) were dissolved in acetone (8 mL) in a 25 mL round-
bottomed ﬂask and sparged with nitrogen for 20 min. The solution was reﬂuxed for 3 h under 
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dinitrogen, changing from red to yellow. After cooling to room temperature, a yellow 
precipitate formed. Filtering over a ﬁne frit and drying under vacuum yielded 181 mg (80%) 
of the desired product. 1H NMR (CD3CN): δ 9.49 (d, 2H, J = 5.6 Hz), 9.19 (s, 2H), 7.89 (dd, 
2H, J = 5.6 and 1.6 Hz), 5.99 (d, 2H, J = 6.4 Hz), 5.84 (d, 2H, J = 6.4 Hz), 4.80 (m, 4H), 3.23 
(s, 18H), 2.72 (hept, 1H, J = 6.8 Hz), 2.16 (s, 3H), 1.08 (d, 6H, J = 6.8 Hz). 13C NMR (CD3CN): 
δ 18.8, 22.2, 31.9, 54.5, 67.9, 86.3, 87.2, 129.9, 130.1, 132.0, 140.4, 141.2, 156.38, 156.96. 
[Ru(tmam)(deeb)2][PF6]4 (1). To a 25 mL round-bottomed ﬂask was added [Ru(p-
cymene)(tmam)Cl][PF6]2Cl (19.5 mg, 0.0223 mmol), 2 equiv of deeb (13.4 mg, 0.0446 mol), 
and a slight excess of silver hexaﬂuorophosphate (13.4 mg, 0.0480 mmol). Ethanol (6 mL) and 
acetone (2 mL) were added and sparged with nitrogen for 20 min. The mixture was reﬂuxed 
under dinitrogen over 2 days, while the color changed from yellow to red. The reaction was 
ﬁltered over a ﬁne frit. Removal of solvent under vacuum yielded an orange solid, which was 
dissolved in DI water and ﬁltered. The DI water was removed under vacuum, yielding 15 mg 
(43%) of 1 as a red powder. 1H NMR: δ 9.07 (m, 4H), 8.56 (d, 2H, J = 1.2 Hz), 7.93 (d, 2H, J 
= 6.0 Hz), 7.88 (dd, 2H, J = 6.0 and 1.6 Hz), 7.86 (d, 2H, J = 6.0 Hz), 7.83 (m, 4H), 7.51 (dd, 
2H, J = 5.6 and 1.6 Hz), 4.52 (s, 4H), 4.47 (dq, 8H, J = 4.0 and 7.2 Hz), 3.13 (s, 18H), 1.41 (dt, 
12H, J = 4.0 and 7.2 Hz). 13C NMR (CD3CN): δ 14.4, 54.2, 63.8, 63.8, 67.7, 124.8, 124.9, 
127.7, 127.9, 129.2, 132.3, 139.2, 140.6, 140.7, 153.9, 154.0, 154.3, 158.1, 158.2, 158. 3, 16 
4.3, 164.4. ESI-MS. Calcd (found) for RuC50H60N8O8P3F18: m/z
+ 1437.02 (1437.35). Calcd 
(found) for RuC50H60N8O8P2F12: m/z
2+ 646.03 (646.23). Elem anal. Calcd for 
RuC50H60N8O8P4F24 (1581.98): C, 37.96; H, 3.82; N, 7.08. Found: C, 37.12; H, 3.84; N, 7.00. 
[Ru(tmam)2(deeb)][PF6]6 (2). To a 25 mL round-bottomed ﬂask were added [Ru(p-
cymene)(deeb)Cl]Cl (10.1 mg, 0.0169 mmol), 2 equiv of tmam (19.6 mg, 0.0339 mmol), and 
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a slight excess of silver nitrate (7.0 mg, 0.0412 mmol) along with 6 mL of ethanol. The mixture 
was sparged with nitrogen for 20 min and reﬂuxed over 2 days, during which the color changed 
from orange to brown. The reaction mixture was ﬁltered over a ﬁne frit, yielding a brown-
orange precipitate, which was dissolved in acetonitrile and ﬁltered over a ﬁne frit. Removal of 
the solvent under vacuum gave a red-orange powder. This powder was redissolved in 
acetonitrile, and a large excess of ammonium hexaﬂuorophosphate was added. Acetonitrile 
was removed under vacuum, and the remaining solid was slurried in ethanol, ﬁltered, and dried 
under vacuum. Recrystallization by vapor diﬀusion of methanol into a concentrated 
acetonitrile solution yielded 15 mg (47%) of 2. 1H NMR: δ 9.07 (d, 2H, J = 0.8 Hz), 8.62 (dd, 
4H, J = 5.6 and 1.2 Hz), 7.91 (d, 4H, J = 4.4 Hz), 7.88 (dd, 2H, J = 4.8 Hz), 7.81 (d, 2H, J = 
4.8 Hz), 7.55 (dd, 2H, J = 4.8 and 1.6 Hz), 7.50 (dd, 2H, J = 4.8 and 1.6 Hz), 4.55 (s, 4H), 4.53 
(s, 4H), 4.47 (q, 4H, J = 5.6 Hz), 3.14 (s, 18H), 3.12 (s, 18H), 1.41 (t, 6H, J = 5.6 Hz). 13C 
NMR: δ 30.9, 38.0, 54.1, 54.2, 67.65, 67.67, 124.8, 127.9, 129.2, 129.3, 132.2, 132.4, 139.1, 
139.1, 140.2, 153.8, 154.1, 154.2, 158.0, 158.2, 158.3, 164.9. ESI-MS. Calcd (found) for 
RuC52H72N10O4P5F30: m/z
+ 1727.08 (1727.15). Calcd (found) for RuC52H72N10O4P4F24: m/z
2+ 
791.09 (791.03). Elem anal. Calcd for RuC52H72N10O4P6F36 (1872.05): C, 33.36; H, 3.88; N, 
7.48. Found: C, 31.88; H, 3.97; N, 7.30. 
 [Ru(tmam)3][PF6]8 (3). To a 25 mL round-bottomed ﬂask was added [Ru(p-
cymene)(tmam)Cl][PF6]2Cl (20 mg, 0.224 mmol), 2 equiv of tmam (26.5 mg, 0.0448 mmol), 
and a small excess of silver hexaﬂuorophosphate (17.2 mg, 0.0493 mmol) along with 6 mL of 
ethanol and 10 mL of acetone. The mixture was reﬂuxed over 2 days, changing from yellow 
to red. The reaction mixture was ﬁltered over a ﬁne frit to isolate a brown powder. The powder 
was washed with acetonitrile to dissolve only the product. Removal of the solvent under 
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vacuum yielded 17 mg of 3 (35%) as an orange powder. An alternative synthesis was 
performed using an Anton Parr Monowave 300 microwave reactor. To a 10 mL microwave 
tube was added [Ru(p-cymene)(tmam)Cl][PF6]2Cl (68 mg, 0.0758 mmol), along with tmam 
(93.0 mg, 0.158 mmol) and 6 mL of DI water. The slurry was reacted at 150 °C for 2 h, during 
which the yellow slurry turned into a red solution. The reaction mixture was ﬁltered through a 
ﬁne frit, and an excess of ammonium hexaﬂuorophosphate was added to precipitate orange 
solid 3. The precipitate was isolated on a ﬁne frit, washed with water and ethanol, and dried 
under vacuum, yielding 118 mg (72%). X-ray-quality crystals were grown out of acetonitrile 
through vapor diﬀusion of diethyl ether. 1H NMR: δ 8.38 (d, 6H, J = 2 Hz), 7.88 (d, 6H, J = 6 
Hz), 7.55 (dd, 6H, J = 6 and 2 Hz), 4.54 (s, 12H), 3.14 (s, 54H). 13C NMR: δ 54.1, 67.6, 129.0, 
132.3, 38.8, 154.0, 158.1. ESI-MS. Calcd (found) for RuC54H84N12P6F36: m/z
2+ 936.11 
(936.19). Calcd (found) for RuC54H84N12P5F30: m/z3+ 575.75 (575.87). Elem anal. Calcd for 
RuC54H84N12P8F48 (2162.15): C, 30.00; H, 3.92; N, 7.78. Found: C, 30.04; H, 4.01; N, 7.63. 
 Results. 
A modiﬁed literature procedure was used to obtain tmam in 45% yield.20 Ligation of 
ruthenium proceeded through reaction with a known ruthenium dimer and gave the [Ru(LL)(p-
cymene)Cl]Cl intermediate in high yield (LL = tmam or deeb). Further reaction with 2 equiv 
of tmam or deeb under reﬂux or high-temperature microwaving led to the isolation of 1−3 in 
43%, 47%, and 72% yield, respectively. The identity of the complexes was conﬁrmed using 
1H and 13C NMR, mass spectrometry, and elemental analysis. 
Crystals of 3 that were of suﬃcient quality for characterization by single-crystal X-ray 
crystallography were isolated (Figure 5.1). The expected stoichiometry of eight PF6¯ anions 
per Ru center was observed, although the PF6¯ anions were omitted from Figure 5.1 for clarity. 
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The average Ru−N bond distance was 2.063 Å. The average bite angle was 79.21°, and average 
N−Ru−N angles were 93.69 and 173.63°. The trimethylamine groups were oriented on 
opposite faces of the bipyridine rings, and the complex still maintained an overall D3 point 
group, with the C3 axis intersecting two faces of the octahedron and three C2 axes through each 
bipyridine. Additional X-ray crystallographic data are included in Table 5.1. 
Table 5.1. Crystal parameters for 3 
empirical formula C58H90F48N14P8Ru 
fw 2244.26 
temperature/K 100 
cryst syst monoclinic 
space group C2/c 
a/Å 14.3741(7) 
b/Å 30.0594(13) 
c/Å 21.7725(9) 
α/deg 90 
β/deg 92.048(3) 
γ/deg 90 
volume/Å3 9401.4(7) 
Z 4 
ρcalc/(g/cm3) 1.586 
μ/mm−1 3.920 
cryst size/mm3 0.354 × 0.12 × 0.057 
radiation Cu Kα (λ = 1.54178) 
ﬁnal R indexes [I > 2σ(I)] R1 = 0.0517, wR2 = 0.1342 
ﬁnal R indexes [all data] R1 = 0.0691, wR2 = 0.1423 
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Figure 5.1. Displacement ellipsoid plot (50% probability level) for the cation 3, 
[Ru(tmam)3]
8+, obtained from single-crystal structure determination. The eight PF6
¯ anions 
have been masked for clarity. Color code: pink, Ru; purple, N; gray, C. 
All characterization was performed in acetonitrile, under an argon atmosphere, and at 
room temperature, except where otherwise stated. The UV−vis spectra displayed absorption 
bands at 460 and 440 nm, which were assigned as MLCT transitions (Figure 5.2). An increase 
in the extinction coeﬃcients was observed as the number of tmam ligands increased from 1 → 
2 → 3. The intense band at 300 nm was assigned as a ligand localized π−π* transition. 
Light excitation into the MLCT absorption bands resulted in orange-red PL, which was 
visible to the dark-adapted eye (Figure 5.2). Both 1 and 2 displayed maxima that were red- 
shifted ∼260 cm−1 from that of 3. Quantum yields were calculated through the optically dilute 
technique with [Ru(bpy)3][PF6]2 in CH3CN as a quantum yield standard.
18 Pulsed-laser 
excitation resulted in time-resolved PL data that were well described by a ﬁrst-order kinetic 
model. Both the lifetime measurements and quantum yields were performed in triplicate and 
averaged to ensure accuracy, with uncertainty expressed in the last signiﬁcant digit. 
Nonradiative and radiative rate constants were calculated using the corresponding quantum 
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yields, ϕ = kr/(kr + knr) and lifetimes, τ0 = 1/(kr + knr). The photophysical properties of the 
complexes are given in Table 5.2. 
 
Figure 5.2. Steady-state absorption (solid-line) and PL (dashed line) spectra for the indicated 
complexes in CH3CN. 
Table 5.2. Photophysical properties for 1–3 in CH3CN 
complex MLCT abs 
max (nm) 
PL max 
(nm) 
τ0 
(µs) 
ϕ kr 
(x104 s-1) 
knr 
(x104 s-1) 
1 465 631 2.25 0.12 5.4 39.0 
2 463 635 2.06 0.14 6.6 41.0 
3 461 625 1.67 0.14 7.0 53.0 
 
Cyclic voltammetry was performed in an argon-sparged 0.3 M LiClO4/CH3CN solution 
in a standard three-electrode cell with a platinum disk working electrode. Quasi-reversible 
waves were found at positive potentials and assigned to the RuIII/II reduction potential (Table 
3). Complex 3 was found to have the lowest potential at 1.65 V vs NHE, and 1 had the highest 
potential at 1.75 V vs NHE. The electrochemistry is termed quasi-reversible because the 
cathodic and anodic currents were approximately equal while the peak-to-peak separation was 
greater than 59 mV.22 Attempts to reduce the complexes resulted in irreversible reduction 
chemistry at platinum, gold, glassy carbon, or hanging mercury drop working electrodes. A 
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linear region on the high energy edge of the steady-state PL spectra was extrapolated to zero, 
and the intercept provided the free energy stored in the excited state, ΔGES.23 The reducing 
power of the excited state was calculated as E°(RuIII/II*) = E°(RuIII/II) − ΔGES. The irreversible 
nature of the ligand reductions leads to some uncertainty in the oxidizing power of the MLCT 
excited state. When the literature value for the ﬁrst reduction of [Ru(deeb)3][PF6]2 was used as 
an approximate value for 1 and 2, the oxidizing potentials of the excited-state complexes were 
calculated as E°(RuII*/+) = E°(RuII/+) + ΔGES. The electrochemical data are summarized in 
Table 5.3. 
Table 5.3. Electrochemical data for 1–3 in a CH3CN electrolyte 
  E0 (V vs. NHE) 
complex ΔGES (eV) RuII/+ RuII*/+ RuIII/II RuIII/II* 
1 2.16 -0.68a 1.54b 1.75 -0.41 
2 2.16 -0.69a 1.53b 1.72 -0.44 
3 2.21 -0.71a  1.65 -0.56 
aIrreversible reductions were observed under all conditions investigated; potentials are reported at the 
peak reductive current. bCalculated using the literature value for the first reduction of [Ru(deeb)3][PF6]2 
dissolved in a CH3CN electrolyte.24 
Iodide titrations were performed for 1−3 in CH3CN and monitored by UV−vis 
absorption. Representative data for 1 are given in Figure 5.3. All three complexes displayed a 
small red shift in the low-energy MLCT absorption upon the addition of iodide. A more 
signiﬁcant absorption growth was observed near 360 nm and was analyzed by a nonlinear 
modiﬁed Benesi−Hildebrand equilibrium model, which was previously used to quantify ion-
pairing equilibrium constants.25 The abstracted equilibrium constants are reported in Table 
5.4. The concentration of solvated iodide, i.e., “free” or non-ion-paired iodide, was determined 
from the equilibrium constant abstracted from Benesi−Hildebrand analysis. 
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Figure 5.3. Absorption spectra of 1 with the indicated number of iodide equivalents. The 
arrows indicate the direction of the absorption change with increasing [I−]. The inset displays 
the absorption change at 353 nm with an overlaid ﬁt to a nonlinear modiﬁed 
Benesi−Hildebrand model from which an ion-pairing equilibrium constant of K = 4000 ± 400 
M−1 was abstracted. 
Iodide was also found to quench the PL intensity and excited-state lifetimes of 
complexes 1−3 in CH3CN. Representative data are shown for complex 1 in Figure 5.4. 
Stern−Volmer plots of the steady-state PL data were nonlinear with upward curvature, 
behavior that is often observed when both static and dynamic quenching mechanisms are 
operative. Static quenching was indicated through the decreases in the initial time-resolved PL 
amplitude (I0) measured after pulsed- laser excitation. Stern−Volmer analysis of I0 provided 
an estimate of the ground-state ion-pairing equilibrium constant (KS) for 1. This value, KS = 
14000 M−1, was considerably larger than that estimated by the Benisi−Hildebrand-type 
analysis of the ground-state absorption. A Stern−Volmer plot of the excited-state lifetime for 
1 as a function of free iodide was also linear and revealed the dynamic quenching constant KD 
(Figure 5.4). However, the same analysis for 2 and 3 resulted in nonlinear Stern−Volmer plots 
for both static and dynamic components. The reasons for this nonlinearity are uncertain, but it 
may result from an inability to determine the free iodide concentration with these more highly 
charged complexes. A bimolecular quenching rate constant (kq) of 6.27 × 10
10 M−1 s−1 (kq = 
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KD/τ0) was calculated from the dynamic quenching constant measured for 1 and the excited-
state lifetime. This value is very close but slightly less than that previously reported for 
diﬀusion-limited electron transfer, kdiff = 6.4 × 1010 M−1 s−1.24 
Table 5.4. Equilibrium constants for ion pairing in CH3CN 
complex UV-vis (K, M-1)a PL (KS, M
-1) 
1 4000 14000 
2 4400 b 
3 7000 b 
aDetermined from Benesi-Hildenbrand Modeling of the UV-Vis absorption changes. 
bNonlinear Stern-Volmer plots. 
Iodide titrations were also monitored by 1H NMR in CD3CN. Large downﬁeld shifts 
were observed for the H atoms on the tmam ligand after the addition of 1/2 equiv of TBAI to 
1−3. The magnitudes of the shifts were dependent on the iodide concentration but saturated 
after the addition of 10 equiv of iodide. The 3 and 3′ H atoms on the tmam ligands showed the 
largest shifts (∼1.0 ppm) for all three complexes. Representative data for 1 are given in Figure 
5.5. In neat acetonitrile, the resonances from the H atoms on the methylene C atom that 
separates the amine from the bipyridine ring were singlets. As iodide was added to the solution, 
the individual proton resonances appeared, as was indicated by the appearance of two roofed 
doublets. The coupling constants for each doublet, J = 14 Hz, aligned with known methylene 
proton constants.26 Relatively large shifts were also seen in the 5, 5′, 6, and 6′ tmam H atoms. 
In contrast, resonances associated with the deeb ligands in 1 or 2 were essentially independent 
of the iodide concentration. The magnitudes of the downﬁeld shifts at 6 equiv of I− for 1 are 
shown in Figure 5.6. 
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Figure 5.4. Steady-state (A) and time-resolved (B) PL spectral changes with increasing [I−] 
for 1. Inset: Lifetime (black) and intensity (blue) Stern−Volmer plots with overlaid best ﬁts 
(red lines) for 1. 
  
Figure 5.5. 1H NMR resonances for 3 and 3′ (A) and methylene (B) tmam H atoms of 1 in 
CD3CN with the indicated equivalents of iodide. 
 
Figure 5.6. Downﬁeld shifts in ppm for the indicated positions of the H atoms measured at 
high iodide concentrations, 6 equiv, relative to neat acetonitrile. The deeb ligands were 
equivalent on the NMR time scale at ambient temperature, and only one is depicted here for 
clarity. 
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 Discussion 
The synthesis of new highly charged ruthenium complexes based on the tmam ligand 
was successful. To our knowledge, complex 3 is the most highly charged mononuclear 
ruthenium(II) complex that has been synthesized, with an overall charge of 8+. Interestingly, 
the homoleptic 3 maintains a D3 symmetry over the entire complex including the amines in 
the solid state. Complexes 1 and 2 have ethyl ester groups that can be hydrolyzed for binding 
to TiO2 in future studies. The quaternary amine groups were found to inﬂuence the redox and 
photophysical properties of the complexes as well as the interactions with iodide. This behavior 
is described below in the context of the relevant literature.  
5.4.1 Redox and Photophysical Properties. 
The redox, structural, and photophysical properties of the newly synthesized and highly 
charged complexes can largely be understood by consideration of the electronic inﬂuence of 
the substituents in the 4 and 4′ positions of the bipyridine ligands tmam and deeb. The 
methylene bridge that links the bipyridine to the quaternary N atom in tmam isolates the 
cationic trimethylamine group from the π system of the bipyridine ligand. The methylene 
bridge is electron-donating relative to the electron-withdrawing ethyl ester groups of the deeb 
ligand. These inductive eﬀects were clearly reported by the E°(RuIII/II) reduction potentials that 
shifted 20−70 mV negative when a deeb ligand was replaced with a tmam ligand. Clearly, the 
tmam ligand provides more electron density to the Ru metal center than does the deeb ligand. 
The absorption spectra of the complexes were typical of ruthenium(II) diimine 
complexes with intense MLCT absorption bands centered in the visible region near 460 nm.27 
The complexes displayed room temperature PL with excited-state lifetimes of a few 
microseconds. Pioneering resonance Raman studies by Woodruﬀ and co-workers have 
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provided compelling evidence that the excited state of Ru(bpy)3
2+ is localized on a single 
ligand.28 For heteroleptic ruthenium(II) diimine complexes, Blakley and DeArmond have 
shown that the excited state localizes upon the ligand that is most easily reduced.29 The 
irreversible nature of the ligand reductions for these complexes precluded such a 
determination. However, solely on the basis of the mesomeric electron-withdrawing eﬀect of 
the ester group relative to the inductive eﬀect of the tmam ligands, the deeb ligand should be 
reduced ﬁrst and therefore be the location for excited-state localization. However, one could 
envision that Coulombic interaction on the tmam ligand would stabilize the MLCT excited 
state further by virtue of the cationic charge present. Hence, there was some concern that 
complexes 1 and 2 could be an exception to DeArmond’s rule. While the data do not provide 
deﬁnitive proof of where the excited state is localized, there is strong evidence that it is 
localized on a deeb ligand in the heterolpetic ruthenium(II) complexes 1 and 2. 
The free energy stored in the MLCT excited state is proportional to the energy 
separation between the metal-based E°(RuIII/II) and the ﬁrst ligand reduction E°(RuII/+). To a 
very good approximation, the ﬁrst ligand reduction potentials are insensitive to the identity of 
the other diimine ligands or even the metal ion that it is coordinated to.27 With this in mind, 
consider complex 3, whose excited state is well formulated as [RuIII(tmam−)(tmam)2]8+* and 
stores about 2.21 eV of free energy in the excited state with E°(RuIII/II) = 1.65 V vs NHE. As 
mentioned above, the E°(RuIII/II) potentials shift positively when a tmam ligand is replaced by 
deeb. Therefore, if the excited state were localized on the tmam ligand in 1 or 2, the 
corresponding PL spectra would be shifted to higher energy, contrary to the experimental data. 
The lower-energy PL from 1 and 2 is, hence, most consistent with radiative relaxation from an 
excited state localized on the deeb ligand. Additional, albeit indirect, evidence for a deeb-
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localized excited state comes from the signiﬁcantly longer lifetimes of 1 and 2 (2.25 and 2.06 
μs, respectively) relative to 3 (1.67 μs). It has previously been noted that [RuIII(deeb−)(LL)2]2+* 
complexes possess longer-lived excited states than related complexes with similar energy gaps, 
a behavior that has been attributed to delocalization over the ethyl ester group in the MLCT 
excited state.30 
Therefore, the thermally equilibrated excited states of complexes 1 and 2 are well 
formulated as an oxidized Ru center and a reduced deeb ligand. This is shown for complex 1 
in Equation 5.1. 
Equation 5.1. Excitation to Thermally Equilibrated Excited State 
𝑅𝑢𝐼𝐼(𝑑𝑒𝑒𝑏)2(𝑡𝑚𝑎𝑚)
4+ + ℎ𝑣 → [𝑅𝑢𝐼𝐼𝐼(𝑑𝑒𝑒𝑏−)(𝑑𝑒𝑒𝑏)(𝑡𝑚𝑎𝑚)]4+∗  
Localization of the excited state on the ligand that interacts with the TiO2 surface is 
likely important for future studies in dye-sensitized solar cells. It also has signiﬁcance for 
iodide photooxidation because the excited state is localized away from the quaternary amines 
that interact with iodide, as is discussed below. 
5.4.2 Iodide Interactions. 
Taken together, the results of NMR, PL, and UV−vis absorption spectroscopy provide 
compelling evidence that iodide forms ion pairs with these cationic complexes in acetonitrile. 
Under the same conditions, there was no evidence for ion pairing of RuII(deeb)(bpy)2
2+ with 
iodide.31 This suggests that the increased cationic charge of the tmam-containing complexes 
was responsible for ion pairing. Indeed, the tmam ligand was designed to facilitate ion pairing 
through iodide’s interactions with the cationic charges of the quaternary amine. 
To investigate the details of iodide interactions with these complexes, 1H NMR was 
utilized. The furthest downﬁeld resonances of the tmam ligand in all of the complexes 
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corresponded to the 3 and 3′ H atoms on the bipyridine ring. These 3 and 3′ resonances shifted 
further downﬁeld, by more than 1 ppm, as iodide was titrated into the solution. This downﬁeld 
shift was previously reported for halide ion pairing in related dicationic ruthenium(II) 
heteroleptic complexes in DCM solutions.25,32 The electronegative iodide interacts with the 
most acidic electropositive H atom, drawing it away from the bipyridyl C atom and eﬀectively 
deshielding it. This eﬀect was also “felt” by the other protons on the bipyridine rings of tmam, 
which show signiﬁcant yet smaller downﬁeld shifts (∼0.3−0.4 ppm). In contrast, the 
resonances associated with the deeb ligand were largely insensitive to the addition of iodide. 
A key insight into the interactions of iodide resulted from analysis of the methylene C 
protons that link trimethylamine to the bipyridine ring. Because the ruthenium complexes are 
chiral, these methylene protons are diastereotopic, and doublets are expected. However, in neat 
acetonitrile, they appeared as a singlet, presumably because the average magnetic environment 
for each H atom (on the same C) was equivalent. As iodide was titrated into the solution, these 
singlets split into two roofed doublets as the diastereotopic coupling emerged, indicating that 
the magnetic environments were no longer equivalent. The downﬁeld shifts of the methyl 
(∼0.2 ppm) and methylene (∼0.4 ppm) protons on the tmam ligand were signiﬁcant and 
provide clear evidence that iodide was indeed interacting with the quaternary amine. 
The results of the 1H NMR titrations indicated that iodide was stabilized by the 3 and 
3′ H atoms of the bipyridine ring and the methylene and methyl groups of the tmam ligand. An 
iodide “binding pocket” can be envisioned where iodide forms an adduct by interacting with 
the acidic 3 and 3′ H atoms of the tmam ligand and is further stabilized by the trimethylamine 
groups, which can wrap around the iodide. An example of this is shown in Scheme 5.1. This 
adduct gives rise to a nonemissive excited state that appears as a static component in the 
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excited- state relaxation, consistent with rapid electron transfer from iodide to the metal center, 
ket > 10
8 s−1. Given the accepted E°(I0/−) = 1.23 V vs NHE reduction potential in CH3CN, the 
reaction is endergonic by 0.31 eV.33 At low iodide concentrations, a dynamic process was also 
observed for 1, consistent with a second-order rate constant of 6.3 × 109 M−1 s−1 that is about 
an order of magnitude smaller than that calculated for the diﬀusion limit, yet consistent with 
the known rapid redox reactivity of iodide.33 The rapid static electron transfer and identiﬁcation 
of a iodide “binding pocket” on the tmam ligand suggests that these complexes will be of use 
for application in dye-sensitized solar cells and may indeed enhance regeneration at the power 
point, where the electric ﬁeld is strong and regeneration by iodide is inhibited.34,35 
Scheme 5.3. Proposed Mechanism for Iodide Photooxidation by 1, Where N−N = deeb 
 
 Conclusion. 
Three new highly charged cationic ruthenium(II) complexes were successfully 
prepared and characterized based on the tmam ligand. Two of these complexes had ester 
functional groups that can be hydrolyzed for sensitization of metal oxide electrodes. The third 
complex was ligated to three tmam ligands with high symmetry in the solid state and an overall 
8+ charge, making it the most highly charged mononuclear ruthenium(II) complex ever 
prepared. The high cationic charge resulted in signiﬁcant ion pairing with low concentrations 
of iodide in polar CH3CN solutions, a behavior that was absent for related ruthenium(II) 
bipyridyl complexes with a 2+ charge. NMR studies revealed that, by virtue of a unique 
“binding pocket”, iodide preferentially interacts with the tmam ligand over diethyl ester 
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bipyridine ligands. Iodide photooxidation occurred rapidly, k > 108 s−1, as was inferred by a 
static component in excited-state quenching measurements. The data demonstrate that 
electrostatics and acid−base chemistry can be used to assemble well-characterized adducts of 
iodide and transition-metal complexes in polar solvents. Such behavior is important for 
optimizing the rates of photoinduced electron transfer relative to excited-state relaxation and 
may help overcome the mass-transport limitations that occur in dye- sensitized solar cells when 
high solar ﬂuxes are employed. 
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RAPID STATIC SENSITIZER REGENERATION ENABLED BY ION 
PAIRINGvi 
This work was collaborative with Laura Casarin†. 
†Department of Chemistry and Pharmaceutical Sciences University of Ferrara, Via Fossato di 
Mortara 17, 44121 Ferrara, Italy 
 Introduction. 
Detrimental to the efficiency of dye-sensitized solar cells (DSSCs) is interfacial 
electron transfer from the semiconductor to the oxidized sensitizer (back electron transfer) or 
redox mediator.1–3 The observation of nearly quantitative absorbed photon-to-electron 
conversion values led many to believe that the former reaction was not relevant to an optimized 
DSSC.4,5 Every excited sensitizer molecule that injected an electron into the semiconductor 
was believed to be quantitatively regenerated by the reduced redox mediator (donor), typically 
iodide or a cobalt diimine complex. This is indeed the case for optimized DSSCs measured at 
the short-circuit condition. However, recent studies have shown that at maximum power 
conversion efficiency (i.e., the power point), back electron transfer to the oxidized sensitizer 
represents a significant loss mechanism.6,7 In other words, regeneration of the oxidized 
sensitizer is not quantitative when power is extracted. This back-electron transfer is also 
problematic in unoptimized DSSCs that employ viscous solvents,8,9 irradiances greater than 
one sun, or redox mediators with poor solubility such as many cobalt complexes.10–12 
                                                 
vi This chapter was reprinted with permission from Casarin, L.; Swords, W.B.; Caramori, S.; Bignozzi, C.A.*; 
Meyer, G.J*. Rapid Static Sensitizer Regeneration Enabled by Ion-Pairing. Inorg. Chem. 2017, 56, 7324. 
Copyright 2017 American Chemical Society. 
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Here, we present ground-state ion pairing as a new strategy to maintain a high 
concentration of redox mediators at the dye-sensitized interface. A novel anionic CoII complex 
was synthesized and characterized for this purpose. When utilized with a hexacationic 
sensitizer, compelling experimental evidence for ion pairing was observed that enabled rapid 
(<10 ns) “static” sensitizer regeneration without the need for mediator diffusion. In 
comparative studies, such rapid regeneration resulted in improved DSSC performance. 
 Experimental Methods. 
Materials. The following chemicals were purchased from Sigma-Aldrich and were 
used as received: ammonium hexafluorophosphate (≥95%), cobalt(II) chloride hexahydrate 
(98%), cobalt(II) perchlorate hexahydrate, tetrabutylammonium thiocyanate (TBANCS, 98%), 
tetrabutylammonium iodide (TBAI, 98%), 4,4′,4″-tri-tert-butyl-2,2′:6′,2″-terpyridine (ttbtp, 
95%), 2,2′-bipyridyl, 4,4′-ditert-butyl-2,2′-bipyridyl (DTB, 98%), ammonium 
hexafluorophosphate (NH4PF6, 95%), nitrosyl tetrafluoroborate (NOBF4, 95%), 3,4-
ethylenedioxythiophene  (EDOT, 97%), lithium perchlorate (LiClO4, ACS reagent, ≥95.0%), 
lithium trifluoromethanesulfonate (LiOTf, 96%), titanium tetrachloride (TiCl4, 99.9%), 
titanium tetraisopropoxide (97%). Diethyl ether (Fischer, 99.0% min), acetonitrile (for 
synthesis, Fischer, 99.9% min), acetonitrile (for spectroscopy, Burdick and Jackson, 99.98%), 
methanol (Fischer, 99.9% min), silver nitrate (Strem, AgNO3, 99.9%), and chloroform 
(Fischer, 99.8% min) were used as received.  
For spectroscopic characterization and titrations an anatase TiO2 colloidal paste was 
prepared through a sol gel method as previously reported.13 For solar cells and some transient 
absorption experiments TiO2 colloidal paste (18NR-T) was purchased from Dyesol. FTO glass 
plates were purchased from Hartford Glass Co. Inc. (2.3 mm thick, 15 Ω/□) or Pilkington (TEC 
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8, 2.3 mm thick substrates). Co(DTB)3(OTf)2 and Co(DTB)3(PF6)3 complexes were prepared 
per literature procedure14. [Ru(tmam)2(deeb)](PF6)6 was prepared according to literature 
procedure15. 
Synthesis of TBA[Co(ttbtp)(NCS)3] ([TTT]
-). TBANCS (378.79 mg, 1.26 mmol) was 
added to CoCl2·6(H2O) (51.94 mg, 0.4 mmol) dissolved in the least amount of methanol. An 
intense blue mixture was obtained. Then the 4,4′,4″-tritert-Butyl-2,2′:6′,2″-terpyridine ligand 
(160.6 mg, 0.4 mmol) dissolved in a minimum amount of chloroform was slowly added to the 
stirring mixture. A green precipitate readily formed, was filtered, and washed with cold 
methanol and diethyl ether to yield the pure product in 73% yield. The complex oxidized 
neutral form was obtained by addition of a slight excess of NOBF4 in acetonitrile. 
Characterization by 1H-NMR spectroscopy was afforded through the oxidation of the CoII 
complex to the diamagnetic CoIII form. 1H NMR (CD3CN): δ 9.05 (2H, s); 8.63 (2H, s); 7.41 
(2H, d); 7.12 (2H, d); 1.97 (6H, s); 1.83 (9H, s); 1.36 (12H, s). 13C NMR: δ 171.42, 168.2, 
155.87, 155.83, 151.29, 127.43, 125.16, 124.8, 37.52, 35.81, 29.82, 29.18. Elem anal. Calcd 
for CoC46H60N7S3 (877.23): C, 62.98; H, 8.16; N, 11.18. Found: C, 59.58; H, 7.17; N, 11.7.  
Synthesis of [Ru(tmam)2(dcb)][PF6]6 ([TMAM]
6+). To a 10 mL glass microwave vial 
(Anton Parr) was added 50 mg (0.091 mmol) [Ru(dcb)(pcymene)Cl]Cl, prepared following a 
standard literature procedure,15 107 mg (0.181 mmol, 2 eq.) 4,4’trimethylaminomethyl-2,2’-
bypiridine (tmam), and 34 mg (2.0 mmol, 2.2 eq.) AgNO3 with ~ 4 ml DIH2O. The vial was 
reacted in an Anton Parr Monowave 300 microwave reactor under constant stirring for two 
hours at 140 °C. A dark red solution was produced. DIH2O was added (20 mL) along with a 
large excess of ammonium hexafluorophosphate. The resulting slurry was filtered over a fine 
frit and redissolved in acetonitrile. The red solution was filtered once more over a fine frit to 
168 
remove AgCl. Ether was added to the filtrate and a dark red solid precipitated and was isolated 
on a fine frit yielding the pure product in 21% yield. 1H NMR (CD3CN) : δ 8.57 (4H, bs); 7.91 
(4H, bs); 7.77 (4H, bs); 7.54 (6H, d); 4.54 (4H, s); 4.51 (4H, bs); 3.15 (9H, s); 3.09 (pH, s). 
HRMS (ESI-MS) m/z: [M]2+ Calcd for C48H64N10O4
96RuP4F24 763.135; Found 763.1356. m/z: 
[M]3+ Calcd for C48H64N10O4
96RuP3F18 460.437; Found 460.4354. m/z: [M]
4+ Calcd for 
C48H64N10O4
96RuP2F12 309.085; Found 309.0853. 
NMR. Characteristic NMR spectra were obtained in CD3CN on Bruker Avance III 400 
MHz (1H) and 600 MHz (13C) spectrometers. Spectra were processed with MNOVA and 
referenced to the center line of the solvent. 
Elemental Analysis. C, H, and N elemental analysis was performed by Atlantic 
Microlabs, Inc. 
Mass Spectroscopy. Samples were analyzed with a hybrid LTQ FT (ICR 7T) 
(ThermoFisher, Bremen, Germany) mass spectrometer. Samples were introduced via a micro-
electrospray source at a flow rate of 3 µL/min. A total of 300 scans (0.5 sec transients) were 
averaged for each sample. Xcalibur (ThermoFisher, Breman, Germany) was used to analyze 
the data. Molecular formula assignments were determined with Molecular Formula Calculator 
(v 1.2.3). Low-resolution mass spectrometry (linear ion trap) provided independent 
verification of molecular weight distributions. Additional isotope confirmation was provided 
by the unique metal isotope signatures.  
Electrochemistry. Cyclic voltammetry plots were collected in a standard three-
electrode cell with an Autolab PGSTAT 302/N potentiostat at a scan rate of 100 mV/s. A glassy 
carbon disk electrode was used as working (Amel), a standard calomel as reference (Amel), 
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and a Pt wire as auxiliary (SigmaAldrich). All measurements were conducted in nitrogen 
purged acetonitrile solutions, containing 0.1 M LiClO4 as supporting electrolyte.  
UV−vis absorption. UV-vis absorption spectra were recorded on a Varian Cary 60 
UV−vis spectrophotometer in 1 cm path length spectrophotometric quartz cuvettes. Resolution 
of 1 nm was used.  
Time-resolved Photoluminescence. Single wavelength decays were acquired on a 
nitrogen dye laser system described previously15 with a 445 nm excitation wavelength. 
[Ru(tmam)2(deeb)]
6+ photoluminescence intensity decays were monitored near the steady-state 
emission maximum, λ = 650 nm.  
Spectroscopic characterization. TAS measurements were collected on previously 
described experimental set-ups.16,17 
The full spectral measurements were conducted on sensitized slides oriented at 45° 
with respect to the 532 nm laser excitation pulse, based on transparent TiO2 films, prepared by 
doctor-blading the 18NR-T paste on a microscope slide and sintering at 450°C for 30 minutes. 
A 6-8 micron cavity was created through overlay of a blank microscope slide over the 
sensitized slide. TAS measurements were performed by drawing the electrolyte, through 
capillarity action, to the cavity. This prevented interferences of the cobalt absorption. Decays 
were collected averaging 30 laser shots, to reach a good S/N ratio. Measurements were 
conducted with a laser power of 1.5 mJ/cm2/pulse, using a white analysis light attenuated by a 
420 nm cut-off and a 50% T neutral filter. The electrolytes were formulated to match those 
used for full devices. The neat electrolyte, without cobalt, was 0.1M LiOTf in 3:1 ACN/DMF, 
and the electrolyte with cobalt was 0.08M Co(II) in 0.1M LiOTf and 3:1 ACN/DMF solution.  
170 
For the single wavelength kinetics (Figure 3 in the manuscript), TiO2 prepared through 
the sol gel method was doctor bladed onto microscope slides (Fischer) and sintered at 450°C 
for 30 minutes. The films were excited by a q-switched, doubled (532 nm) Nd:YAG laser at a 
45° angle in a 1 cm2 cuvette and prepared similar to above. The electrolyte was 0.1 M LiClO4 
in acetonitrile and the concentration of [TTT]- was varied through addition of 20 microliter 
amounts to the solution. Single wavelength kinetic decays were collected at 405 nm, an 
isosbestic point between the excited-state and ground-state of TiO2/TMAM to ensure the only 
observation of the oxidized dye. The final data were averaged over 90 laser shots, to achieve 
an acceptable S/N ratio. Laser power was attenuated through a Glan laser polarizer and the 
power used was 3 mJ/pulse.  
Cobalt titrations in solution. The Ru and Co acetonitrile solutions were purged with 
Argon for 40 minutes prior to measurements. A 9 μM [Ru(tmam)2(deeb)](PF6)6 CH3CN 
solution at room temperature was analyzed as increasing cobalt concentrations were titrated 
with the Ruthenium concentration fixed. Titrations were completed using the same sample for 
steady-state absorption and time-resolved PL measurements. Data analysis for all experiments 
was performed using OriginLab, version 9.0 and Mathematica version 13.0. Titrations with 
iodide were performed in a similar manner with 40 μM ruthenium. 
Preparation of solar cells.  FTO glass plates were washed in 2-propanol for 10 min 
using an ultrasonic bath, then were heated at 450°C for 20 minutes. A compact TiO2 blocking 
underlayer was prepared by spin-coating a 0,3 M titanium tetraisopropoxide solution in 1-
butanol (1000 rpm for 10 s, 2000 rpm for 20 s). Then the substrates were heated at 500 °C for 
15 min. Transparent photoelectrodes were prepared by doctor blading a nanoparticle TiO2 
paste (Dyesol 18NR-T). The coated films were heated to 500 °C for 10 min with programmed 
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temperature ramping. After sintering, the electrodes were treated with 0,4 M TiCl4 overnight 
and heated again at 450° for 30 minutes. They were then immersed in an ethanolic 
TiO2/TMAM solution for 24 hours. PEDOT counter electrodes were prepared by 
electrodeposition through cyclic voltammetry technique, scanning two times from 0 to 1.7 V 
vs SCE at 50 mV/s, in a 10−2 M EDOT/0.1 M LiClO4 acetonitrile solution. Solar cells were 
assembled using 25 μm thick Surlyn (Dupont) and closed with metallic clamps in open 
configuration, with an active area of 0.2 cm2. 
The electrolyte formulations were the following:  
Co(ttbtp)(NCS)3
-1/0: 0.08M Co(II)/0.008 Co(III) LiOTf 0.1M, ACN/DMF 3:1 ([TTT]-)  
Co(DTB)3
2+/3+: 0.08M Co(II)/0.008 Co(III) LiOTf 0.1M, ACN/DMF 3:1 ([DTB]2+)  
I -/I3
-: PMMI 0.6M, LiI 0.1M, I2  0.02M, TBP 0.05M, ACN
 
The concentrations and solvents used in the cobalt electrolytes preparation, together 
with the choice of the OTf (trifluoromethanesulfonate) lithium counter anion, were to ensure 
full solubilization of [TTT]-.  
Photoelectrochemical characterization of solar cells. Current−voltage LSV 
measurements were performed at a scan rate of 10 mV·s-1 under light (AM 1.5 illumination) 
and dark conditions, to evaluate DSSC performances, using an Autolab PGSTAT 302/N 
potentiostat. IPCE spectra were collected with a custom-built apparatus comprising an Applied 
Photophysics Monochromator, a 175 W Xe source (Luxtel) and various optical elements. Short 
circuit photocurrents were measured with an Agilent 34301 A multimeter while incident 
irradiance was provided by a calibrated silicon photodiode (OSD 100 7Q). 
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 Results and Discussion. 
The investigated sensitizers and redox mediators with their abbreviations are shown in 
Scheme 6.1. Closely related Ru compounds bearing the dicationic tmam ligand were 
previously reported.15 The ethyl ester derivative was used here for solution studies, with the 
carboxylic acid form used for anchoring to mesoporous thin films of anatase TiO2 
nanocrystallites common to DSSCs. The tert-butyl substituted terpyridine in [TTT]− was 
employed to inhibit close contact with the TiO2 surface.
12 The three isothiocyanate ligands 
render the complex anionic in the CoII oxidation state and neutral when oxidized to CoIII. For 
comparison, the well-known [DTB]2+ and I−/I3− redox mediators were also utilized.11,18,19 
Scheme 6.1. Sensitizers and redox mediators 
 
The electronic absorption spectra of [TMAM]6+ and [TTT]− complexes in acetonitrile 
are shown in Figure 6.1. As with [DTB]2+, [TTT]− displayed ligand localized transitions in the 
UV region as well as a weak visible absorption out to 700 nm. The visible absorption spectrum 
of [TMAM]6+ displayed intense bands in the 400−500 nm region that were typical of metal-
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to-ligand charge transfer (MLCT) excited-state transitions. Light excitation into the MLCT 
absorption bands led to room temperature photoluminescence (PL). 
 
Figure 6.1. Extinction coefficient spectra of [TMAM]6+, [TTT]-, and [DTB]2+ in neat CH3CN 
solution, solid lines. The dashed line shows [TMAM]6+ photoluminescence. 
The addition of [TTT]− to a [TMAM]6+ acetonitrile solution resulted in significant 
changes in the MLCT absorption band, with a shift to longer wavelengths and concurrent 
intensity decrease that saturated at 3.3 equiv. These spectral changes were consistent with ion 
pairing, which is most easily identified by the difference spectra, Figure 6.2A inset.15,20,21 
The PL intensity and lifetime of photoexcited [TMAM]6+ decreased with the addition 
of [TTT]−,Figure 6.3. In the absence of [TTT]−, the [TMAM]6+ MLCT excited-state relaxed 
with first-order kinetics and a lifetime, τo = 2.1 μs. Upon [TTT]− addition, the initial PL 
amplitude decreased significantly, indicative of static quenching,22 while the excited-state 
lifetime decreased slightly. Both the changes in lifetime and PL amplitude were analyzed 
through the Stern−Volmer model.22 An ion-pair equilibrium constant, Keq, of 86000 ± 3000 
M−1 was estimated from a linear approximation to the data. A linear fit was not entirely 
successful, presumably due to the presence of multiple ion-paired species. A dynamic 
quenching rate constant (kq) of 6.0 ± 0.5 × 10
9 M−1 s−1 was also extracted from the data. We 
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note that the combination of static and dynamic quenching would be expected to give nonlinear 
Stern−Volmer plots had the steady state PL intensity been monitored. 
 
Figure 6.2. (A) Visible absorption spectra of [TMAM]6+ (9 μM in CH3CN) with up to 3.3 
equiv of [TTT]−. The absorbance increase at 630 nm was due to [TTT]−. Inset: diﬀerence 
spectra indicate a MLCT red shift and decrease below 410 nm. (B) Visible absorption spectra 
of TiO2/TMAM in 100 mM LiClO4/CH3CN with added [TTT]
−. Inset: diﬀerence spectra with 
overlaid [TTT]− spectrum. 
 
Figure 6.3. A. Time-resolved photoluminescence of [TMAM]6+, 9 μM, upon the addition of 
[TTT]- in CH3CN. Inset shows the static, Io/I, and dynamic, τo/τ, Stern-Volmer plots. B. Time-
resolved photoluminescence of [TMAM]6+, 40 μM, upon the addition of I- in CH3CN. Inset 
shows the linear static, Io/I, Stern-Volmer plot. Dynamic quenching was non-linear and is not 
shown. 
Excited-state quenching experiments were also performed with [DTB]2+ and iodide. 
There was no evidence for ion pairing or even a diffusional interaction between the two 
cationic species [TMAM]6+ and [DTB]2+. With iodide, both dynamic and static quenching 
processes were observed, and an equilibrium binding constant of 20000 ± 1000 M−1 was 
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estimated Figure 6.3. This was ∼4 times smaller than that obtained with [TTT]−. The smaller 
equilibrium constant for iodide is not easily reconciled as iodide has a higher charge density. 
Perhaps there exists a specific interaction between [TTT]− and [TMAM]6+. Overall, [TTT]− 
showed 4 times more static excited-state quenching than the other mediators studied. Swapping 
the ethyl ester groups of [TMAM]6+ for carboxylic acid groups allowed the compound to be 
anchored to the surface of mesoporous TiO2 thin films, abbreviated TiO2/TMAM. The MLCT 
absorption spectrum was similar to that measured in neat acetonitrile, Figure 1B. The addition 
of [TTT]− to the 100 mM LiClO4/CH3CN solution surrounding the sensitized thin film gave 
rise to changes in the MLCT absorption similar to those observed with the sensitizer in 
solution. The TiO2/TMAM spectral changes associated with ion pairing were evident at 40 μM 
[TTT]− concentrations. At even higher concentrations, ion pairing was more evident, and the 
[TTT]− absorbance also appeared, Figure 6.2B inset. Hence, all the spectral signatures 
associated with ion pairing in [TMAM]6+ were observed for TiO2/TMAM. 
Table 6.1. Solution excited-state quenching constants and solar device properties 
mediator KS 
(x 104 
M-1) 
KD 
(x 104 
M-1) 
kq 
(x 109 
M-1 s-1) 
JSC 
(x 10-3 
A cm-2) 
VOC 
(V) 
FF η 
(%) 
[TTT]- 8.6 ± 
0.3 
1.3 ± 
0.1 
6.0 ± 
0.5 
1.19 ± 
 0.10 
0.33 ± 
0.02 
0.49 ± 
0.05 
0.21 ± 
0.02 
[DTB]2+ a a a 0.48 ± 
 0.10 
0.52 ± 
0.02 
0.44 ± 
0.09 
0.11 ± 
0.02 
I- 2.0 ± 
0.1 
b b 1.48 ± 
 0.10 
1.48 ± 
0.01 
0.62 ± 
0.04 
0.45 ± 
0.03 
aNo photoluminescence quenching was evident. bDue to a nonlinear nature, the dynamic 
quenching for iodide is not reported. 
Pulsed light excitation of TiO2/TMAM in 100 mM LiClO4/ CH3CN solution resulted 
in absorption spectra consistent with an interfacial charge separated state consisting of an 
injected electron and oxidized sensitizer molecule, TiO2(e
−)/[TMAM]+.2 The formation of this 
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charge separated state could not be time-resolved, consistent with instrument response time 
limited excited-state injection, kinj > 10
8 s−1. Back electron transfer to form ground-state 
products was monitored at 405 nm, which represents a ground-state/excited-state isosbestic 
point and was modeled by the Kohlrausch−Williams−Watts function.6,23,24 An average rate 
constant, kbet, of 3.6 ± 0.5 × 10
3 s−1 was extracted. Interestingly, this rate constant did not 
change appreciably upon [TTT]− addition, but the initial amplitude did, Figure 6.4. A 
Stern−Volmer-type analysis of the initial amplitudes was linear and yielded an ion-pair 
equilibrium constant of 6000 ± 300 M−1. At the 80 mM [TTT]− concentrations used for DSSC 
studies, the ground state bleach at 460 nm was no longer present, indicating that both excited-
state injection and regeneration of TiO2(e−)/[TMAM]+ were complete within 10 ns, i.e., kinj, 
kreg > 10
8 s−1. These data indicate a static regeneration mechanism that does not involve 
mediator diffusion. To our knowledge, such rapid regeneration in CH3CN is unprecedented. 
 
Figure 6.4. Absorption change monitored at 405 nm at the indicated [TTT]- concentrations. 
The inset shows a Stern-Volmer-type analysis of the initial amplitude change, attributed to 
static regeneration at time zero. 
The improved electron-transfer kinetics from [TTT]− ion pairing were validated by 
photoelectrochemical studies of DSSCs based on TiO2/[TMAM]. A 10:1 molar ratio of the 
reduced to oxidized [TTT]− was employed, with 100 mM LiOTf, where OTf is 
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trifluoromethanesulfonate. Dimethylformamide was added to CH3CN in a 1:3 ratio to enhance 
[TTT]− solubility. Shown in Figure 6.5 are photocurrent action spectra, the incident photon-to 
current efficiency (IPCE) expressed as a percentage. 
 
Figure 6.5. Photocurrent action spectra and JV curves in light (solid) and dark (dashed) with 
[TTT]-, [DTB]2+, and I-/I3
- mediators and the TiO2/[TMAM] sensitizer. 
Such photocurrent action spectra closely resembled the TiO2/[TMAM] absorptance 
spectrum, consistent with a dye-sensitized photocurrent mechanism. The maximum IPCE 
measured for [TTT]− based DSSCs was 26% with an absorbance of 0.42, which corresponded 
to an absorbed photon-to-current efficiency of 41%. For comparison, photocurrent action 
spectra with [DTB]2+ were recorded under identical conditions. The maximum IPCE was 
reduced to 16%. A 0.7 M iodide with 0.02 M I2 CH3CN electrolyte was also employed, yielding 
an IPCE of 23%. Overall, [TTT]− and iodide produced similar photocurrent yields. 
In addition, current−voltage (JV) curves were measured under 1 sun of AM 1.5 
illumination, Figure 6.5 inset. The short circuit current measured with [TTT]− was ∼3 times 
larger than that for [DTB]2+, indicating that the photocurrent efficiency for [TTT]− was even 
larger than [DTB]2+ at higher illumination intensities. The [TTT]− performance was quite 
comparable to that measured for the typical iodide redox mediators, even with an iodide 
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concentration almost 9 times greater than [TTT]−. We note that the iodide electrolyte contained 
additives known to enhance DSSC efficiency.25 
The open circuit photovoltage (VOC) of 0.33 V for the [TTT]
− electrolyte was smaller 
than the 0.52 V value measured with [DTB]2+. Cyclic voltammetry revealed a quasi-reversible 
CoIII/II wave for [TTT]− at 0.27 V vs NHE, which compares to 0.37 V for [DTB]2+. Hence, 100 
mV of the smaller VOC can be rationalized based on the dark equilibrium potentials of the redox 
mediator, which is expected to reflect the Fermi energy of the PEDOT counter electrode. 
Indeed, the dark JV data revealed a more positive onset of the recombination current for [TTT]− 
relative to [DTB]2+. The remaining 100 mV loss cannot be accounted for by the equilibrium 
potentials and most likely reflects enhanced charge recombination to the redox mediator. The 
t-butyl groups in [DTB]2+ provided steric hindrance for a close approach to TiO2,
11,26 but the 
three isothiocyanate groups in [TTT]− may allow close approach and faster recombination. 
Mass transport limitations due to the relatively low concentrations of the oxidized mediator 
were ruled out through the study of DSSCs prepared with the more conventional Z907.1 The 
Z907 complex, which is anionic before and after injection into TiO2 displayed the highest 
efficiency with [DTB]2+ followed by [TTT]−. Under these conditions, [DTB]2+ showed 
reasonable efficiencies, and the enhanced short circuit current with a loss of VOC observed with 
TiO2/[TMAM] was therefore attributed to static regeneration and recombination as was 
described above. 
Ion pairing offers the chance to lower the donor concentrations in the electrolyte, as ion 
pairing increases the redox mediator concentration at the sensitized interface. When static 
regeneration is operative, smaller donor concentrations can be utilized to increase the open 
circuit voltage through a positive Nernstian shift of the redox mediator potentials. In the case 
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of iodide based redox mediators, iodide and triiodide are both anionic and would both ion pair 
with the sensitizer.15,21,22,27 An advantage of [TTT]− is that it is neutral in its oxidized form with 
no Coulombic incentive to form ion pairs. Indeed, redox mediators that are charged in one 
oxidation state and neutral in the other, like [TTT]−, offer ostensive advantages in DSSC 
design. This holds true for cases such as halogen bonding, which has previously been reported 
as a strategy for maintaining high interfacial mediator concentrations.28,29 However, the 
Coulombic effects discovered herein are of a much greater magnitude. 
 Conclusion. 
In conclusion, the novel anionic cobalt based redox mediator [TTT]− undergoes rapid 
static (i.e., non-diffusional) regeneration of the cationic [TMAM] sensitizer. The ground-state 
ion-pair interaction between the two species was identified both in solution and at the 
nanocrystalline TiO2 interface. Static regeneration was observed at redox mediator 
concentrations well below those used for standard DSSCs. In comparative studies the anionic 
cobalt mediator displayed a significantly larger photocurrent than did standard cationic 
mediators. The extension of this work to “champion” sensitizers that more efficiently absorb 
sunlight is of great interest for future research. 
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 Introduction 
To produce electricity or fuels from sunlight at dye-sensitized semiconductor 
electrodes, regenerative electron transfer between a surface-anchored oxidized sensitizer (or 
catalyst) and a redox active mediator in the external electrolyte must occur.1–3 Optimization of 
this regeneration reaction is paramount as it prevents unwanted back-electron transfer between 
semiconductor conduction band electrons and the oxidized sensitizer in the dye-sensitized solar 
cell (DSSC).4,5 It has been reported that under open-circuit conditions at < 1 sun illumination, 
back electron transfer can outcompete regeneration, removing electrons from the conduction 
band and lowering the open-circuit voltage.5,6 Previously, we proposed that the formation of 
electrostatic ion pairs at the sensitized interface could enhance the regeneration reaction and in 
turn DSSC efficiency.7,8 
Regeneration is a bimolecular electron-transfer between a surface-anchored sensitizer 
and a redox mediator, typically triiodide/iodide or ligated CoIII/II. Cobalt polypyridyl and  
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phenanthroline complexes have received recent interest as they have been utilized in high 
efficiency DSSCs9,10 and have tunable redox potnetials.11–13 Ion pairs have been reported to 
form between the oxidized tricationic CoIII redox mediators and anionic sensitizers at the 
semiconductor interface.14,15 These interactions were proposed to hasten the detrimental charge 
recombination between the semiconductor localized electron and the CoIII.14–16 While this is 
detrimental to DSSC efficiency, the design of ion pairs which could facilitate regeneration 
could benefit DSSC efficiency. We recently reported that an anionic cobalt(II) redox mediator 
formed ion pairs with a cationic ruthenium sensitizer anchored to a TiO2 semiconductor.
7 Upon 
sensitizer photoexcitation and electron injection into the semiconductor, the regeneration 
reaction was complete within 10 ns (kreg > 10
8 s-1), appearing as a loss of the transient 
absorption signal of the oxidized sensitizer within the instrument response time. Within the ion 
pair, regeneration was only limited by the intrinsic barrier to electron transfer.7 A two-fold 
increase in efficiency was measured in DSSCs prepared with the anionic cobalt mediator over 
a standard cationic cobalt mediator. This efficiency enhancement was attributed to the 
regeneration in the ion pairs. The lower limit of the regeneration rate constant, 108 s-1, remains 
the largest reported with a fluid redox mediator. In solid-state DSSCs, regeneration is also 
electron transfer limited with regeneration rate constants reported between 1010 - 1012 s-117,18  
One interesting result was that the sensitizer underwent excited-state quenching within 
the ion pair in fluid solution. However, the reaction yielded no photoproducts, and so the 
mechanism of the quenching was unknown. Herein we have expanded the ruthenium 
sensitizers utilized in tandem with the anionic cobalt redox mediator to study the photoexcited 
ruthenium deactivation process over a 600 mV range of electron-transfer driving force. A goal 
was to identify the excited-state quenching mechanism within the ion pair. Ion-pair formation 
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was monitored by Stern-Volmer analysis of time-resolved photoluminescence. Ultrafast 
transient absorption spectroscopy facilitated direct measurement of the quenching rate 
constants within the ion pair. A driving force dependence of the rate constants was well 
described by Marcus theory most and closely aligned with a reductive electron-transfer 
quenching mechanism.  
 Experimental Methods 
Materials: Ammonium hexafluorophosphate (Sigma Aldrich, > 95%) and acetonitrile 
for spectroscopy (Burdick and Jackson, 99.98%) were used as received. Sensitizers and redox 
mediators were previously synthesized: [Ru(tmam)2(deeb)][PF6]6,
8 [Ru(bpz)2(tmam)][PF6]4,
 
[Ru(dtb)2(tmam)][PF6]4, [Ru(OMe)2(tmam)][PF6]4,
19 and [TBA][Co(ttbtp)(NCS)3] (TTT-).
7 
[Ru(bpy3)][PF6]2 was prepared from [Ru(bpy3)]Cl2•6H2O purchased from Sigma Aldrich 
through the addition of 2eq. of NH4PF6 to an aqueous solution of [Ru(bpy3)]Cl2•6H2O and 
filtration 
Electrochemistry. Square-wave voltametery was collected on a BASi CV-50W 
potentiostat in a standard 3-electrode set-up. A platinum disk was used as the working and 
counter electrodes, and a Ag/AgCl electrode was used as a pseudo referenced. An inert 
electrolyte composed of 100 mM TBAClO4/CH3CN was used. All potentials were internally 
referenced to Fc/Fc+ (630 mV vs. NHE). 
UV−vis absorption. UV-vis absorption spectra for nanosecond transient absorption and 
for photoluminescencee studies were acquired on a Varian Cary 50 or 60 UV−vis 
spectrophotometer in 1 cm path length spectrophotometric quartz cuvettes. Resolution of 1 nm 
was used. UV-vis spectra for ultrafast trasnsient absorption were recorded on a Schimadzu 
186 
UV-3600 spectrophotometer in a 0.2 cm pathlength spectrophotometric quartz cuvette at 1 nm 
resolution. 
Steady-State Photoluminescence. Steady-state PL spectra were recorded on a Horiba 
Fluorolog 3 fluorimeter and corrected by calibration with a standard tungsten-halogen lamp. 
Samples were excited at 450 nm. The intensity was integrated for 0.1 s at 1 nm resolution and 
averaged over 3 scans. 
Time-resolved Photoluminescence. Time-resolved PL data were acquired on a nitrogen 
dye laser with excitation centered at 500 nm. Pulsed light excitation was achieved with a 
Photon Technology International (PTI) GL-301 dye laser that was pumped by a PTI GL- 3300 
nitrogen laser. The PL was detected by a Hamamatsu R928 PMT optically coupled to a 
ScienceTech Model 9010 monochromator terminated into a LeCroy Waverunner LT322 
oscilloscope. Decays were monitored near the PL maximum for each sensitizer and averaged 
over 180 scans. 
Nanosecond transient absorption spectroscopy. Nanosecond transient absorption (TA) 
was collected on a home-built pump-probe system described in detail previously.20 Briefly, the 
1064 nm output from a Q-switched Coherent Nd:YAG pulsed laser (fwhm < 10 ns) was 
directed through a doubling crystal to generate the 532 nm pump beam. The beam was reflected 
off three 532 nm dichroic mirrors and passed through two Glan Laser polarizers to attenuate 
the power. A 150W Xe arc lamp was used to produce a broadband white light spectrum over 
the measured range of 380 – 800 nm at 90° to the incident laser. At the measured time delays, 
the lamp was pulsed with an added 70 V. The probe beam was then passed through a 
monochromator with ~ 3 nm resolution and into a Hamamatsu R928 PMT. Full TAs and single 
wavelength data were averaged over 30 laser pulses. 
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 Ultrafast Transient Absorption. Ultrafast transient absorption (TA) measurements were 
performed at the NCSU Imaging and Kinetic Spectroscopy (IMAKS) Laboratory in the 
Department of Chemistry on a system described previously.21 The 800 nm laser pulses were 
produced at a 1 kHz repetition rate by a mode-locked Ti:sapphire laser (Coherent Libra). The 
output was split into pump and probe beams. The pump beam was directed into a parametric 
amplifier (Coherent OPerA Solo) to generate the 460 nm excitation. The probe beam was 
delayed in a 6 ns optical delay stage and then focused into a CaF2 crystal for white light 
continuum generation between 330 and 750 nm. The pump beam was focused into an 800 μm 
spot on the sample and overlapped with the probe beam (ca. 200 μm). The relative polarizations 
of the pump and probe beams were set at the magic angle of 54.7°. Samples under investigation 
were contained in 2 mm path-length quartz cuvettes, and each solution was stirred continuously 
throughout the course of the experiment. The ground-state absorption spectra were taken 
before and after each experiment to ensure there was no sample degradation. 
 Titrations: The rutheinum(II) and cobalt(II) acetonitrile solutions were purged with 
argon for 20 minutes prior to measurements. A 10 μM [Ru] in CH3CN solution at room 
temperature was analyzed as increasing cobalt concentrations were titrated with the ruthenium 
concentration fixed. Titrations were completed using the same sample for steady-state 
absorption and steady-state and time-resolved PL measurements. Data analysis for all 
experiments was performed using OriginLab, version 9.0, OriginLab2017, and Mathematica 
version 13.0. 
Samples for Ultrafast TA: Samples were prepared in a 2 x 10 mm cuvette. Ruthenium 
concentrations were calculated through the UV-vis absorption and Beer’s law and were ~50 – 
100 μM. Samples of just the ruthenium sensnitizers were run first without TTT-. TTT- was 
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then added to the same sample and the mixed measurments were run. The ruthenium 
compounds proved stable under the probe of the ultrafast transient absorption and showed no 
degradation in the UV-vis. TTT- concentration was calculated through Beer’s law at 630 nm 
(ε = 900 cm-1 M-1). The UV-Vis absorption spectrum was collected before and after 
experimentation to ensure no degradation occurred. 
 Results 
Five ruthenium compounds, [Ru(LL)2(LL’)]n+, were used, where LL and LL’ are 2,2’-
bipyridine or its derivatives. The cationic charge on the compounds was varied through the use 
of the dicationic 4,4’-bis(trimethylaminomethyl)-2,2’-bipyridine (TMAM) ligand.22 The five 
compounds were: Ru-Deeb6+ with LL = TMAM and LL’ = 4,4’-COOEt-2,2’-bipyridine, Ru-
Bpz4+ with LL = 2,2’-bipyrazine and LL’ = TMAM, Ru-Dtb4+ with LL = 4,4’-di-tert-butyl-
2,2’-bipyridine and LL’ = TMAM, Ru-OMe4+ with LL = 4,4’-dimethoxy-2,2’-bipyridine and 
LL’ = TMAM, and Ru-Bpy4+ with LL and LL’ = 2,2’-bipyridine. Four of these compounds 
contained the tmam ligand and are referred to as the tmam compounds, while all five are 
referred to as ruthenium compounds. Structures are shown in Scheme 7.1. The synthesis and 
characterization of these complexes has been previously reported.19,22 
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Scheme 7.1. Ruthenium sensitizers and TTT- utilized in this study with abbreviations in bold. 
 
The ground-state absorption spectra between the ruthenium compounds are similar, 
with broad transitions between 400 nm and 600 nm assigned to metal-to-ligand charge transfer 
transition. Ligand centered π-π* transitions occurred at higher energies (< 400 nm), Figure 7.1. 
Light excitation into the MLCT transition yielded the triplet MLCT (3MLCT) excited-state. 
Excited-state relaxation was radiative and room temperature photoluminescence (PL) was 
observed. Within the tetracationic compounds, as the substituents in the 4,4’-postion of the 
bipyridine ligands became more electron donating, the PL spectra bathochromically shifted 
and excited-state lifetimes decreased. Spectroscopic properties for these compounds are 
reported in Table 7.1.  
The anionic cobalt quencher, [Co(ttbtp)(NCS)3]
- or TTT-, where ttbtp = 4,4’,4”-tri-tert-
butyl-2,2′:6′,2″-terpyridine and NCS is thiocyante, is shown in Scheme 7.1. 7 The CoII form of 
the compound was used, which was green with a tailing absorption out to 700 nm. 
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Figure 7.1. Absorbance spectra of the four TMAM based compounds. 
Electrochemical characterization was performed through square-wave voltammetry. 
Table 7.1, shows the ground-state oxidation, Run+1/n, and reduction, Run/n-1, potentials for the 
ruthenium compounds. The Gibb’s free energy of the excited state, ΔGES, was attained through 
a Frank-Condon line shape analysis of the 77K steady-state photoluminescence (SS-PL) 
spectrum,19,23,24 except for Ru-Deeb and Ru-Bpy which were reported elsewhere.22,25 As seen 
in Table 7.1 ΔGES for all compounds was similar. The reduction potentials of the TTT- 
complex were TTTo/-(CoIII/II) = 0.39 V vs. NHE and TTT-/2-(CoII/I) = -0.61, as reported 
previously.7 
Table 7.1. Photophysical and electrochemical properties of the ruthenium and cobalt 
compounds. 
Compound λabs,max 
(nm) 
λPL,max 
(max) 
τ 
(μs) 
Eo (Ru
II/+) 
(V) 
Eo (Ru
III/II) 
(V) 
ΔGES 
(eV) 
Ru-Deeb6+a 463 640 2.06 -0.68d 1.75 2.16 
Ru-Bpz4+b 445 628 1.78 -0.50 2.10 2.09 
Ru-Dtb4+ 485b 693b 0.40b -0.80d 1.51 1.98b 
Ru-OMe4+ 495b 714b 0.17b -0.86d 1.39 1.88b 
Ru-Bpy2+e 460e 620e 0.86e -1.09f 1.53f 2.11f 
aData from Ref 8. bData from Ref 24. c Data from Ref 26,30. dTaken from peak of irreversible 
electrochemical reduction. eData from Ref 26. fData from Ref 25. 
The addition of TTT- to a solution of Ru-Deeb6+ led to small shifts in the ground-state 
UV-visible absorption spectra.7 These changes were assigned to the formation of a ground-
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state ion pair between Ru-Deeb6+ and TTT-. Similar changes did not occur in titrations of the 
other Ru-LL complexes with TTT-, in part due to the competitive absorption of the green 
TTT- and lowered Coulombic attraction.  
The addition of increasing amounts of TTT- led to significant decreases in the SS-PL 
intensity for all ruthenium compounds, Figure 7.2A-C.7 A Stern-Volmer analysis of the 
integrated photoluminescence intensity (Σ(PLI)o/Σ(PLI)) versus the concentration of added 
TTT- was non-linear with an upward curvature for all the TMAM compounds, Figure 7.3. The 
upward curving plots were modeled by a quadratic equation with an intercept at 1. This is 
consistent with bimolecular quenching that occurs through both a dynamic and static (ion-
paired) quenching mechanism.27 
 
Figure 7.2. A-C) Steady-state photoluminescence of ~10 μM [Ru] at the indicated 
concentrations of TTT- in A. D-E) Time-resolved photoluminescence under the same 
conditions. A/D) Ru-Bpz4+, B/E) Ru-Dtb4+, C/F) Ru-OMe4+. 
To deconvolute the two quenching processes, time-resolved photoluminescence (TR-
PL) titrations were performed, Figure 7.2D-F. In the absence of TTT- and throughout the 
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titration, the kinetic data were well-modeled by a first-order decay, Equation 7.1. The addition 
of TTT- to the four tmam compounds led to decreases in the excited-state lifetimes (τ) 
accompanied by loses in the initial amplitude after the laser pulse (I). With Ru-Bpy2+, only the 
lifetime decreased, there was no change in the initial amplitude. Stern-Volmer analysis of the 
lifetimes (τo/τ) gave a linear relationship, from which a dynamic quenching analysis yielded a 
Stern-Volmer constant (KSV). The bimolecular quenching rate constant, kq,d was calculated 
from KSV and was approximately 1 x 10
10 M-1 s-1, Equation 7.2,.28 
The loss of the initial amplitude in the TR-PL upon addition of TTT- was a clear 
indication of ion-pair formation between the cationic ruthenium complexes and TTT- ([Ru-
LLn+, TTT-](n-1)+). This loss indicated static quenching within the ion pair occurred in less than 
10 ns, kq,IP > 10
8 s-1. No static quenching was observed for Ru-Bpy2+. Stern-Volmer analysis 
of the initial intensities (Io/I) yielded a static Stern-Volmer constant, KS, that represents a 
measure of the ground-state equilibrium constant (Keq), Equation 7.3. Equilibrium constants 
on the order of 103 to 104 M-1 were measured. All of the quenching values are reported in Table 
7.2. 
Equation 7.1. Single Exponential Decay. 
𝐼𝑡 = 𝐼𝑜 ∗  𝑒
−
𝑡
𝜏  
Equation 7.2. Dynamic Stern-Volmer Quenching 
𝜏0
𝜏
= 1 + 𝐾𝑆𝑉[𝑄]𝑓𝑟𝑒𝑒  = 1 + 𝑘𝑞𝜏0[𝑄]𝑓𝑟𝑒𝑒  
Equation 7.3. Static Stern-Volmer Quenching 
𝐼0
𝐼
= 1 + 𝐾𝑆[𝑄]𝑓𝑟𝑒𝑒 𝐾𝑆 = 𝐾𝑒𝑞 
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Figure 7.3. Stern-Volmer plots for the A) steady-state photoluminescence and B/C) time-
resolved photoluminescence. B) Static Stern-Volmer. C) Dynamic Stern-Volmer. Blue) Ru-
Bpz4+, Red) Ru-Dtb4+, and Green) Ru-OMe4+. Lines are linear fits to the B) dynamic and C) 
static Stern-Volmer equations. Note, the concentrations are not corrected for the bound TTT-. 
At the ruthenium concentrations shown that correction would be on average < 5%.  
Table 7.2. Stern-Volmer and quenching rate constants from photoluminescence studies. 
Compound KD 
(x104 M-1) 
kq,d 
(x109 M-1 s-1) 
KS 
(x 104 M-1) 
Ru-Deeb6+a 1.3 ± 0.1 6.0 ± 0.5 8.6 ± 0.3 
Ru-Bpz4+ 1.4 ± 0.1 15. ± 1. 1.6 ± 0.1 
Ru-Dtb4+ 0.13 ± 0.03 4.5 ± 0.1 0.7 ± 0.1 
Ru-OMe4+  0.20 ± 0.03 15. ± 2. 0.8 ± 0.1 
Ru-Bpy2+ 1.0 ± 0.1 9 ± 0.5 b 
aFrom Ref 7. bNo static quenching observed. 
Upon pulsed 532 nm laser excitation of Ru-Deeb6+ the 3MLCT excited state, 
[RuIII(deeb-)(deeb)(tmam)]6+, was formed and monitored by nanosecond transient absorption 
spectroscopy, Figure 7.4. The appearance of an absorbance feature centered around 380 nm is 
characteristic of the ligand centered radical, while the loss of absorbance between 400 and 500 
nm indicated loss of the ground-state MLCT. The addition of TTT- decreased the excited-state 
lifetime in agreement with the TR-PL study, but no new photoproducts were identified. If 
reductive or oxidative electron transfer were to occur, changes in the transient absorption 
spectra would be expected. Figure 7.4 shows the reduced ruthenium complex (Ru-Deeb5+) 
absorption that would be expected for reductive electron transfer quenching. As no 
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photoproducts were observed, the quenching mechanism could not be determined from 
nanosecond transient absorption. 
 
Figure 7.4. A) Transient absorption spectra for 10 μM Ru-Deeb6+ in the presence of 5 
equivalents of TTT-. Selected time delays between 20 ns and 10 μs are shown. The reduced 
ruthenium spectrum (dashed line) was obtained through the reduction of Ru-Deeb6+ by tri-p-
tolylamine.  
Excitation with a ~100 fs fwhm of 480 nm laser light produced the ultrafast transient 
absorption spectra shown in Figure 7.5A for Ru-Deeb6+. The initial spectra recorded at 10 ps 
decayed slightly to a spectrum that had saturated by 1 ns for all the Ru-LLn+ compounds. The 
final spectra recorded 6 ns after laser excitation aligned well with the spectra at 20 ns from the 
nanosecond transient absorption experiment, Figure 7.5C. The changes in the spectra between 
10 ps and 6 ns were relatively small without TTT- present, Figure 7.5A.  
Single wavelength kinetic analysis of the ultrafast transient absorption data in the 
absence of TTT- performed at 380 nm and 460 nm showed small intensity changes (< 10% of 
the maximum signal) in the picosecond region, , Figure 7.6 dashed lines. These changes could 
be modeled by the sum of two exponential lifetimes, Equation 7.4, n = 2. The shorter lifetime 
decayed on the 10 to 100 ps timescale (10-10 – 10-11 s-1). The longer lifetime was fixed to an 
infinite value (> 10-8 s-1) and accounted for the sub-zero offset at long timescales. The kinetics 
monitored at the growth and bleach aligned, indicative that the changes were within the 
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ruthenium compounds and not chemical in nature. The smaller lifetimes were ascribed to 
solvent and vibrational relaxation of the 3MLCT excited-state. 
Equation 7.4. Sum of exponentials used to model ultrafast transient absorption 
𝐴𝑡 = ∑ 𝐴𝑖𝑒
−
𝑡
𝜏𝑖𝑖=0𝑛    
Upon the addition of 4 - 10 eq of TTT- to the ruthenium compounds a significant loss 
of the excited state occurred on the order of hundreds of picoseconds to nanoseconds for all 
the Ru-LL compounds studied, Figure 7.5B shows these changes for Ru-Deeb6+. This 
decrease was assigned to ruthenium excited-state quenching by TTT-. Ru-Bpy2+, which did 
not indicate ion pairing in the time resolved photoluminescence studies, did show a decay 
consistent with ion pairing in the ultrafast kinetics. This came about due the higher 
concentrations utilized in these experiments. Within the full spectral window, 350 nm – 
700nm, only 3MLCT excited-state decay was observed. As with the nanosecond transient 
experiment, there was no evidence of charge separated products. 
 
Figure 7.5. Ultrafast transient absorption spectra of ~ 40 μM Ru-Deeb6+ with (A) 0 eq. TTT- 
and (B) 3 eq. TTT- present. Spectra are shown between 10 ps and 6 ns. Arrows indicate the 
direction of signal decay. C) Normalized nanosecond (squares) and ultrafast (lines) transient 
absorption spectra. Ultrafast transient absorption spectra were recorded at 6 ns after laser 
excitation, the maximum delay allowed. The nanosecond transient absorption spectrum was 
recorded 20 ns after laser excitation. The spectra are normalized at 380 nm. 
Monitoring the single wavelength kinetics at 380 nm and 460 nm upon the addition of 
TTT- showed a much larger decrease on the timescales of hundreds of picoseconds to 
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nanoseconds than in the absence of TTT-, Figure 7.6. This decrease accounted for > 75% of 
the absorption loss and was assigned as the lifetime of the excited-state quenching. The kinetic 
data were readily modeled by a sum of two exponential lifetimes, Equation 7.4, n=2. The 
larger of the two lifetimes was associated with the largest amplitude loss for all the Ru-LLn+ 
compounds and was assigned to quenching within the ion pair (τq). The inverse of this lifetime 
gave the first-order ion-paired quenching rate constant, kq,IP, Table 7.3. 
 
Figure 7.6. Single wavelength kinetics at the indicated wavelengths for ~50 μM Ru-Deeb6+ 
in the presence of ~3 equivalents of TTT- from the ultrafast transient absorption. A 
biexponential fit to the data is shown. Dashed lines show the kinetics when no TTT- is present. 
Table 7.3. Ultrafast transient absorption lifetimes and the ion-pair quenching rate constant. 
Compound τq,IP 
(ps) 
kq,IP 
(x109 s-1) 
Ru-Deeb6+ 1000 ± 100 1.01 ± 0.14 
Ru-Bpz4+ 990 ± 140 1.00 ± 0.10 
Ru-Dtb4+ 1900 ± 210 0.54 ± 0.06 
Ru-OMe4+  3900 ± 450 0.26 ± 0.03 
Ru-Bpy2+ 2500 ± 140 0.407 ± 0.02 
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 Disscusion 
Five cationic ruthenium compounds charged 2+ to 6+ formed ion pairs with the anionic 
cobalt quencher, TTT-, in acetonitrile solution. Excitation of these ion pairs led to ultrafast 
quenching of the ruthenium excited state. The quenching reaction yielded no photoproducts in 
ether the nanosecond or ultrafast experiments. The discussion below details the assignment of 
this mechanism as reductive electron transfer through a thermodynamic argument. 
7.4.1 Identification of Quenching Mechanism 
Static quenching of the Ru-LLn+ excited states resulted from ion-pairs formed in the 
presence of TTT-. Stern-Volmer analysis provided the ion-pair equilibrium constants, which 
were an order of magnitude lower than the equilibrium constant with Ru-Deeb6+. No static 
quenching was observed between Ru-Bpy2+ and TTT-, indicative of a much smaller 
equilibrium constant for ion pairing. However, ion pairing was observed at the concentrations 
used for ultrafast transient absorption, which allowed measurement of an ion-paired quenching 
rate constant.  
The quenching of ruthenium excited states by ligated cobalt complexes has been shown 
to occur through three distinct mechanism: 1) oxidative quenching,29,30 2) reductive 
quenching,31,32 and 3) energy transfer, Equation 7.5-7.29,30 Oxidative quenching occurs 
through electron transfer from the excited state to the TTT- to form the oxidized ruthenium 
compounds and TTT2-, Equation 7.5. Reductive quenching occurs through electron transfer 
to the excited state from TTT- to form the reduced ruthenium complex and oxidized TTTo, 
Equation 7.6. Finally, Dexter energy transfer occurs through an electron exchange 
mechanism, in which the ruthenium excited state transitions to the ground state while TTT- is 
excited, Equation 7.7. Cobalt excited states are typically non-luminescent and very short lived. 
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Equation 7.5. Oxidative Excited-State Quenching 
[𝑅𝑢(𝑛)+∗, 𝑇𝑇𝑇−]
(𝑛−1)+
→ [𝑅𝑢(𝑛+1)+, 𝑇𝑇𝑇2−]
(𝑛−1)+
  
Equation 7.6. Reductive Excited-State Quenching 
[𝑅𝑢(𝑛)+∗, 𝑇𝑇𝑇−]
(𝑛−1)+
→ [𝑅𝑢(𝑛−1)+, 𝑇𝑇𝑇𝑜]
(𝑛−1)+
  
Equation 7.7. Energy Transfer Quenching 
[𝑅𝑢(𝑛)+∗, 𝑇𝑇𝑇−]
(𝑛−1)+
→ [𝑅𝑢(𝑛)+, 𝑇𝑇𝑇−∗]
(𝑛−1)+
  
Dexter energy transfer requires overlap of the acceptor (TTT-) absorbance with the 
emission of the excited Ru-LL donor,33 in this case provided by the TTT- absorption band at 
630 nm. Energy-transfer quenching of ruthenium excited states has been reported with 
Co(bpy)3
2+, which has a much smaller extinction coefficient in the same region.29 As shown in 
Equation 7.8, the rate constant of energy transfer (kEnT) is proportional to the overlap integral 
between the two species (J), with an exponential dependence on the intermolecular distance 
(r) divided by the sum of the van der Waals radii for the donor and acceptor (L).33 Based on 
the assumption that the intermolecular distance and van der Waal’s radii are the same for the 
five ion pairs, the only variable that determines the energy-transfer rate constant is J. Within 
the TMAM series, the photoluminescence spectra red shift with the more electron donating 
ligands and J decreases. While this aligns with the rate constant trend in the tmam compounds, 
Ru-Bpy2+ falls outside of the trend. Ru-Bpy2+ has a photoluminescence spectrum very similar 
to Ru-Bpz4+ and Ru-Deeb6+ and therefore a similar overlap integral. This does not align, 
however,  with the measured 2-fold larger rate constants for Ru-Deeb6+ and Ru-Bpz4+ (1 x 109 
s-1 vs. 4 x 108 s-1). Therefore, energy transfer is not the major excited-state quenching 
mechanism. 
 
199 
Equation 7.8. Rate constant of energy transfer 
𝑘𝐸𝑛𝑇 ∝ 𝐽𝑒
−(
2𝑟
𝐿
)
  
Consequently, one of the two electron-transfer mechanisms must quench the excited 
states. In many excited-state quenching studies, nanosecond and ultrafast transient absorption 
spectroscopy are able to identify the photoproducts of electron-transfer reactions, such as the 
reduced ruthenium bipyridyl compound in reductive electron transfer, which typically has an 
absorption centered around 520 nm.34,35 This is shown in Figure 7.4 for Ru-Deeb6+. However, 
no photoproducts were formed in the quenching of any of the [Ru-LLn+,TTT-]. This does not 
preclude reductive or oxidative quenching, however. Krishnan et al. studied the electron- and 
energy-transfer quenching of ruthenium polypyridyl excited states by a series of dicationic CoII 
species in aqueous conditions.29 They concluded that an interplay between energy transfer and 
oxidative electron transfer quenched the excited states from an analysis of the excited-state 
relaxation rate constants and their dependence on the electron-transfer driving force. No 
photoproducts were detected. Investigation of CoIII reduction by ruthenium polypyridyl excited 
states was also reported to yield no photoproducts.31 Using a similar methodology to identify 
the quenching mechanism in the present study, the driving force dependence of the quenching 
rate constants was investigated.  
The Gibb’s free energy change for both excited-state oxidative electron-transfer 
quenching (ΔGOQ) and reductive electron-transfer quenching (ΔGRQ) were calculated through 
Equation 7.9 and Equation 7.10 respectively.33 The reducing power of the excited state was 
estimated through, 𝐸𝑜(𝑅𝑢
(𝑛)+∗/𝑅𝑢(𝑛+1)+) = 𝐸𝑜(𝑅𝑢
(𝑛)+/𝑅𝑢(𝑛+1)+)  − ∆𝐺𝐸𝑆, and oxidizing 
power of the excited state through 𝐸𝑜(𝑅𝑢
(𝑛)+∗/𝑅𝑢(𝑛−1)+) = 𝐸𝑜(𝑅𝑢
(𝑛)+/𝑅𝑢(𝑛−1)+) + ∆𝐺𝐸𝑆.
8 
These values are reported in Table 7.4. The last term in Equation 7.9 and 7.10 is the 
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electrostatic work term (ω) related to the attraction and repulsion between the reactants and 
products, where z(A) is the charge of the electron acceptor, Z(D) is the charge of the donor, a 
is the intermolecular distance, ε is the dielectric constant of the solvent, and the other constants 
have their usual designations. 
Table 7.4. Excited-state reduction potentials, electrostatic work terms, and thermodynamic 
driving forces for the Ru-LLn+ series. 
     Forward 
Reaction 
 Eo(Ru
(n)+*/(n-1)+) 
(V)a 
Eo(Ru 
(n+1)+/(n)+*) 
(V)a 
ωRQ  
(eV)c 
ωOQ 
(eV) 
ΔGRQ 
(eV) 
ΔGOQ 
(eV) 
Ru-Deeb6+ 1.54b -0.51b 0.33 -0.44 -0.82 -0.34 
Ru-Bpz4+ 1.59 0.01 0.22 -0.33 -0.98 0.25 
Ru-Dtb4+ 1.12 -0.47 0.22 -0.33 -0.51 -0.19 
Ru-OMe4+ 1.02 -0.49 0.22 -0.33 -0.41 -0.21 
Ru-bpy2+ 1.02 -0.57 0.11 -0.22 -0.52 -0.18 
avs. NHE bRef 22. cCalculated at an intermolecular distance of 7.2 Å, with the dielectric 
constant of CH3CN as 37.5.
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Equation 7.9. Gibb’s free energy change for photoinduced oxidative electron transfer 
∆𝐺𝑂𝑄 = [𝐸𝑜(𝑅𝑢
(𝑛)+∗/𝑅𝑢(𝑛+1)+) − 𝐸°(𝑇𝑇𝑇−/𝑇𝑇𝑇2−)]/ℱ +
[𝑧(𝐴)−𝑧(𝐷)−1]𝑒2
4𝜋𝜀0𝜀𝑟𝑎
  
Equation 7.10. Gibb’s free energy change for photoinduced reductive electron transfer 
∆𝐺𝑅𝑄 = [𝐸°(𝑇𝑇𝑇
−/𝑇𝑇𝑇𝑜) − 𝐸𝑜(𝑅𝑢
(𝑛)+∗/𝑅𝑢(𝑛−1)+)]/ℱ +
[𝑧(𝐴)−𝑧(𝐷)−1]𝑒2
4𝜋𝜀0𝜀𝑟𝑎
  
As is clear from the calculated driving forces for electron transfer, reductive electron-
transfer quenching is favored by at least 400 mV across the series and ΔGRQ increased in the 
order Ru-OMe4+ < Ru-Bpy2+ < Ru-Dtb4+ < Ru-Deeb6+ < Ru-Bpz4+. Oxidative electron 
transfer is much less favored and even uphill for Ru-Bpz4+. Even more striking, the difference 
in the driving force for Ru-Deeb6+ and Ru-Bpz4+ is 500 mV in the oxidative pathway, but the 
quenching rate constants are within error the same. This alone disqualifies oxidative quenching 
as the active mechanism. Finally, between Ru-Bpy2+, Ru-OMe4+, and Ru-Dtb4+ the driving 
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force is nearly identical for the oxidative quenching pathway, but the rate constants vary over 
a factor of 5. Again, this indicates that oxidative quenching is not operative. 
Therefore, by elimination, reductive electron-transfer quenching is the excited-state 
quenching mechanism within the ruthenium-cobalt ion pair. A plot of the quenching rate 
constants against the driving force for reductive electron transfer is shown in Figure 7.7. A 
best fit to Marcus theory37, Equation 7.11, yielded a reorganization energy of 0.8 eV, (6450 
cm-1). The electronic coupling constant was estimated to be ~2 x 10-4 eV (1.6 cm-1). Thus 
confirming the conclusion of a reductive electron-transfer quenching mechanism. 
 
Figure 7.7. Rates of reductive electron transfer versus -GET for electron transfer corrected for 
the electrostatic work term. 
Equation 7.11. Marcus Equation. 
𝑘ET = √
4𝜋3
ℎ2𝜆𝑘B𝑇
|𝐻AB|
2𝑒
−(𝜆+∆𝐺𝑜)
2
4𝜆𝑘B𝑇    
Reductive electron-transfer quenching of the ruthenium excited state yields the reduced 
ruthenium complex and oxidized TTT-, [Ru-LL(n-1)+,TTT0](n-1)+. However, neither of these 
species was observed spectroscopically. This implies that the back-electron transfer (BET), to 
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form the ground-state ruthenium compound and TTT-, has a larger rate constant than the 
excited-state quenching. The driving force for the back-electron transfer reaction (GBET) 
between the Ru-LLn+ compounds and TTT- was larger than the forward reductive quenching 
reaction, Table 7.5. In a series of nanosecond transient absorption studies, Rodgers et al. 
reported that electron-transfer quenching within an ion pair may yield photoproducts even if 
the back-electron transfer rate constant is two orders of magnitude larger than the forward rate 
constant.38 This would suggest that the back-electron transfer rate constant (kBET) between Ru-
LLn+ and TTT- must be at least > 1010 s-1. Figure 7.8 shows a Jablonski-type diagram that 
details the kinetic and thermodynamic data for the reductive quenching of the [Ru-Deeb6+, 
TTT-] ion pair. 
Table 7.5. Work term and Gibbs free energy change for back electron transfer. 
 ωBET 
(eV) 
ΔGBET 
(eV) 
Ru-Deeb6+ -0.33 -1.40 
Ru-Bpz4+ -0.22 -1.11 
Ru-Dtb4+ -0.22 -1.41 
Ru-OMe4+ -0.22 -1.47 
Ru-bpy2+ -0.11 -1.59 
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Figure 7.8. Jablonski-type diagram showing the kinetic and energetic information of the 
reductive electron transfer quenching mechanism that occurs within the [Ru-Deeb6+, TTT-] 
ion pair and the back-electron transfer reaction. To show the driving forces for the reaction, 
the 0.39 V CoIII/II potential of TTT- was corrected for the electrostatic work term. The tmam 
ligands are omitted for clarity. 
Where this back-electron transfer rate constant enhancement comes from is speculative. 
One key factor may be that the molecular orbitals that participate in the back reaction are 
different from reductive electron-transfer quenching.  In reductive electron-transfer quenching 
of the excited-state, the electron transfers from a CoII metal centered orbital to the RuIII metal 
centered orbital. In back-electron transfer, the electron transfers from a ligand centered orbital 
on the reduced bipyridine ligand on the Ru-LL(n-1)+ complex to the CoII metal center. In both 
of these reactions, TTT- may also undergo a spin transition between high spin d7 CoII (t2g
5eg
2) 
and low spin d6 CoII (t2g
6eg
0) during the reductive quenching, and the reverse in the back 
reaction. Each of these phenomena may play a role in the larger rate constant for back-electron 
transfer. Faster back-electron transfer rate constants have been reported in the oxidative 
quenching of ruthenium excited-states by cationic CoIII complexes.31 In this study, a lower 
limit to the back-electron transfer rate constant was estimated as 1011 s-1.  
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7.4.2 Relevance to Solar Energy 
Reductive electron-transfer quenching as assigned for the excited-state quenching of 
the Ru-LLn+ by TTT- can serve as a model for the regeneration reaction in DSSCs. This is 
because the frontier molecular orbitals are relatively similar as the electron transfer occurs 
between a metal centered cobalt orbital and a metal centered ruthenium orbital in both. 
Therefore, the Marcus theory dependence measured for the excited-state reductive quenching 
provides a way to better estimate the regeneration rate constant within the interfacial ion-pair 
formed between Ru(dcb)(tmam)2
6+, where dcb = 4,4’-COOH-2,2’-bipyridine, and the anionic 
TTT-. From the thermodynamic driving force for regeneration, 1.3 V, which falls in the 
inverted region, a rate constant for regeneration was estimated as kreg ~ 2 x 10
8 s-1. 
Regeneration with dicationic cobalt complexes is generally slow, even at reasonably 
large driving forces.39,40 Reported first-order regeneration rate constants are typically between 
~106 – 107 s-1, at 200 mM cobalt. These regeneration rates have been reasonably described by 
Marcus theory, with reorganization energies of 0.6-0.8 eV reported.39,40 This is similar to the 
0.8 eV value reported here for the reductive electron transfer quenching. However, the 
regeneration rate within the ruthenium-cobalt ion pair was at least an order of magnitude larger 
than the cationic cobalt redox mediators. Therefore, through the careful design of the sensitizer 
and redox mediator ion pairing was abe to be a beneficial process within the DSSC and enhance 
regeneration, instead of hinder DSSC efficiency as with the other redox mediators. 
 Conclusion 
The excited-state quenching of cationic ruthenium complexes by the anionic TTT- 
within an ion pair was interrogated. Stern-Volmer analysis of time-resolved 
photoluminescence provided ion-pairing equilibrium constants (KEQ), which were on the order 
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of 103-104 M-1. Ultrafast transient absorption spectroscopy resolved the ion-paired excited-
state quenching rate constants, kET = 0.4 – 1 x 109 s-1. A thermodynamic analysis proved that 
the excited state quenching mechanism occurred through reductive electron transfer, and the 
electron-transfer rate constants were well described by Marcus theory. Back-electron transfer 
from the reduced ruthenium to oxidized TTT- was faster than the reductive electron transfer 
and no appreciable quenched products were formed. The Marcus relation developed was 
utilized to estimate the regeneration rate constant at the dye-sensitized interface, 2 x 108 s-1, 
for a similar compound. 
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ION PAIRING FACILITATES RESOLUTION OF EXCITED-STATE 
PROTON-COUPLED ELECTRON TRANSFER RATE CONSTANTS 
This work was conducted from 08/2017 – 04/2018 at Uppsala University, Uppsala, Sweden. 
Reported here are the results of the work conducted and the preliminary interpretation. 
 Introduction 
The ability to create energy-rich fuels from small molecules is dependent upon the 
ability to effectively couple proton and electron transfer. There is growing interest in the use 
of solar energy to drive these proton-coupled electron transfer (PCET) reactions.1–3 Two 
approaches have been utilized to couple light to PCET. In the flash-quench approach, 
photoexcitation of a sensitizer is followed by rapid electron-transfer quenching by a redox 
mediator that yields an oxidized or reduced sensitizer. This oxidized or reduced sensitizer then 
initiates a thermal PCET reaction with a secondary substrate.4 A separate approach utilizes the 
excited sensitizer directly in the PCET reaction. While excited-state PCET (ES-PCET) has 
been less explored than thermal PCET, there are nonetheless a growing number of fundamental 
and application-based studies in the field.1,5–7 
ES-PCET reactions occur through three distinct mechanisms, Scheme 8.1:1,8 1) 
stepwise electron transfer-proton transfer, 2) stepwise proton transfer-electron transfer, and 3) 
concerted proton-electron transfer (CPET), in which the proton and electron are transferred in 
the same step. The concerted mechanism is expected to be more valuable for selective catalysis. 
However, the kinetic penalty associated with proton tunneling or and the need to bring three 
reagents together may favor the stepwise pathways.9–11
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These reactions are shown in Scheme 8.1 for a system similar to the one described in this 
study. 
Scheme 8.1. ES-PCET reaction diagram. ES* is the excited sensitizer, GS- is the reduced 
sensitizer, R-OH is the protonated substrate, and B is a base.  
 
In this work, we have shown the utility of electrostatic interactions as a means to study 
ES-PCET reactions. Ion pairs were formed between cationic ruthenium compounds and 
anionic salicylate derivatives. Upon excitation of these ion pairs, the ruthenium excited-state 
acted as an electron acceptor to oxidize the salicylate anion. Salicylate has an internal hydrogen 
bond between a phenol proton and an ortho-carboxylate functional group.12–14 Salicylate was 
chosen for this study as an electron donor with proton transfer reactivity. Therefore, upon light 
excitation, the electron and proton transfer could occur entirely within the ion pair. Previously 
it was reported that the thermal PCET reaction between salicylate anions and an oxidized 
ruthenium complex occurred through a concerted PCET reaction.4 In these studies, 
intramolecular proton transfer from the phenolic proton to the carboxylate occurred in concert 
with electron transfer to the oxidized ruthenium.4 
The use of ion pairs presents a new approach to the field of ES-PCET. Almost all 
studies to date of PCET fall under three categories. 1) Diffusional pathways, where the electron 
and proton transfers occur through diffusional interactions.4,15 2) Covalent bonds have been 
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utilized to link the sensitizer and PCET reactant.16–18 One convenience afforded through this 
method is the removal of reactant diffusion, which allowed direct measurement of  the ES-
PCET rate constants. 3) Hydrogen bonds have also been used to associate the sensitizer and 
PCET reactant.19–21 A number of the hydrogen bonded complexes are formed between a 
cationic transition metal compound and anionic PCET reactants.19–21 In these cases, the proton 
transfer occurs within the hydrogen bond and limits the availability of the proton for further 
applications, such as solar fuel production. To our knowledge, only two studies have utilized 
ion pairs without the intermolecular hydrogen bond. Auodia and Rodgers reported that 
electron-transfer rate constants within ion pairs of tyrosine terminated anionic polypeptide 
chains with tetracationic porphyrin sensitizers varied with the pH of the aqueous solution.22,23 
While they assigned the rate constants to electron transfer, a re-analysis of the data supports 
that the reaction most likely occurred through an ES-PCET mechanism. 
Herein we have shown that ion pairing is a useful method to pre-associate the sensitizer 
and substrate for ES-PCET and for studying fundamental PCET reactions. Strong ion pairs 
between tetracationic ruthenium polypyridyl compounds and anionic salicylate derivatives 
were readily formed in acetonitrile solution. A systematic study was conducted in which the 
driving force for PCET was varied over 800 mV through the use of four ruthenium compounds 
and seven salicylate derivatives. The PCET mechanism was identified as a stepwise PT-ET. A 
pre-equilibrium model for the mechanism allowed the estimation of the electron transfer rate 
constants, which were well described by Marcus theory. Cage escape yields were calculated 
near 70%. Ion pairing offers a means directly measure ES-PCET rate constants along with the 
benefit of large cage escape yields, which are necessary in catalytic systems. 
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 Experimental Methods 
Materials. Acetonitrile (spectroscopic grade, Alfa Aesar) was used as received. All seven 
salicylate derivatives (> 97%) were purchased from Sigma Aldrich and used as received. The 
ruthenium compounds utilized were all synthesized for prior studies.24–26 
Tetrabutylammonium 30-hydrate (Sigma Aldrich, > 98%) was used as received. 
Electrochemistry. Square-wave and cyclic voltammetery were collected on a autolab 
potentiostat in a standard 3-electrode set-up. A platinum disk was used as the working 
electrode, a platinum rod as the counter electrode, and a Ag/AgNO3 electrode was used as a 
pseudo reference electrode. An inert electrolyte composed of 100 mM TBAClO4/CH3CN was 
used. All potentials were externally referenced to Fc/Fc+ (630 mV vs. NHE). 
UV−vis absorption. UV-vis absorption spectra were acquired on a Varian Cary 50 UV−vis 
spectrophotometer in 1 cm path length spectrophotometric quartz cuvettes. Resolution of 1 nm 
was used. 
Time-resolved photoluminescence and nanosecond transient absorption spectroscopy. Time-
resolved photoluminescence and nanosecond transient absorption (TA) single wavelength 
kinetics were collected on an Applied Photophysics spectrometer. Optical excitation was 
afforded by an OPO (opotek) pumped by a Q-switched, frequency tripled (355 nm) Nd:YAG 
laser (Quantel, Brilliant B). Pulses had an ~ 7 ns FWHM at 460 nm (c.a. 10 mJ/pulse). A pulsed 
Xenon lamp of an Applied Photophysics LKS60 setup provided probe light that was passed 
through 1 cm2 quartz cuvette 90o to the laser and through a monochromator before hitting the 
P928 photomultiplier. For photoluminescence measurements the probe lamp was not used, and 
photoluminescence was detected at 90o to the incident laser through the same detection system. 
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The PMT signal was converted and digitized using a HP Infinitum S5 digital oscilloscope (2G 
samples/s). Transient absorption traces were generated from the raw data using the LKS60 
software. 
Full transient absorption spectra were acquired on Spectra Physics Quanta-Ray system 
with a frequency doubled (532 nm), Q-switch Nd:YAG laser. The pulse laser was connected 
to a transient absorption detection system (Edinburgh Instruments), equipped with a 
monochromator and a pulsed Xe arc lamp. Transient absorption of the sample was collected at 
90o to the incident laser by a Tektronix 500MHz digital oscilloscope coupled to a CCD camera. 
The output was processed with Edinburgh Instruments’ L900 software. All data analysis was 
performed on OriginPro2016 and 2017 software. 
Titrations. All samples were purged with nitrogen for 20 minutes prior to measurements and a 
flow of nitrogen was maintained over the samples during data collection. Ruthenium 
concentrations were held around 20 – 30 µM. Stock solutions of the salycylate derivatives were 
prepared at 5 – 10 mM and were titrated into the ruthenium samples in 10 – 100 µL amounts. 
Cage Escape Quantum Yields. Cage excape quantum yields were determined from the 
nanosecond transient absorption experiments through Equation 8.1. Ru(bpy)3
2+ was utilized 
as an actinometer assuming a unity yield of intersystem crossing. The Δε450 between the  
ground-state Ru(bpy)3
2+ and the excited-state Ru(bpy)3
2+* was −1.5 × 104 M−1 cm−1, and 
Δε510 between the ground-state Ru-Bpz4+ and the reduced Ru-Bpz3+ was 1.05 × 104 M−1 cm−1.  
Salicylate concentrations of ~75 µM were utilized as at this concentrattion > 98% of the 
photoluminescence had been quenched. 
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Equation 8.1. Cage escape quantum yields. 
∅𝐶𝐸 =
(
𝐴𝜆1
𝜀𝜆1
)
𝑅𝑢-𝐿𝐿
(
𝐴𝜆2
𝜀𝜆2
)
𝑅𝑢(bpy)3
(1−10−𝐴460)
𝑅𝑢(𝑏𝑝𝑦)3
(1−10−𝐴460)
𝑅𝑢-𝐿𝐿
    
 Results and Discussion 
Scheme 8.2. A) Salicylate derivatives and B) Ruthenium sensitizers utilized in this study. 
 
8.3.1 Characterization of the Salicylate Anions 
The seven salicylic acids (R-HSA), where R is the functional group (OH-, OMe-, Me-
, H-, F-, Cl-, acetyl-) para- to the phenol, were readily deprotonated in acetonitrile (CH3CN) 
to form the salicylate anions (R-SA-) through the in-situ addition of tetrabutylammonium 
hydroxide 30-hydrate (TBAOH), Scheme 8.2. The deprotonation was monitored by UV-vis 
spectroscopy. Hypsochromic shifts of 10-20 nm (~0.1-0.18 eV) were accompanied by a slight 
decrease in the absorption intensity. The change in absorption was linear with respect to the 
TBAOH concentration up to one equivalent, upon which the spectral changes saturated. A set 
of isosbestic points was maintained throughout the titration indicative of clean conversion to 
the deprotonated anion. Figure 8.1A-C shows the deprotonation for H-HSA to H-SA-, along 
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with the extinction coefficient spectra of each entity. Acetyl-HSA showed different 
spectroscopic changes than the other six R-HSA derivatives. Upon the addition of TBAOH, a 
significant increase in the low energy absorption intensity occurred, Figure 8.1D. 
 
Figure 8.1. A) UV-vis absorption spectral changes upon the addition of tetrabutylammonium 
hydroxide to an ~80 µM solution of H-HSA. B) Normalized change in absorbance monitored 
at the absorbance maxima for H-HSA and H-SA-. C/D) Extinction coefficient spectrum for R-
HSA and R-SA- when R = H (C) or acetyl (D). 
The pKa associated with this deprotonation in CH3CN was determined through 
spectrophotometric titration of 2,4-bis(tetramethylphenyl)-7-(dimethylamino)quinoline (pKa = 
15.2).27 The pKa of H-HSA was reported previously as 16.7,
28 which aligned with the 16.7 
value measured here. For OH-, OMe-, and Me-HSA, the pKas were found in the range of 16.9 
- 16.6. Whereas F-, Cl-, and acetyl-HSA were more acidic, in the range 15.8 - 15.4. The pKa 
values are presented in Table 8.1. 
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Upon deprotonation, a small red-absorbing shoulder appeared at ~340 nm for all the R-
SA- compounds, except acetyl-SA-. This absorption was previously identified only for H-SA- 
in CH3CN and ethanol as a proton-transfer tautomer, Scheme 8.3.
12,13 In the tautomeric form, 
the proton is localized on the carboxylate functional group instead of the phenol. The addition 
of water to a CH3CN solution of the tautomer was shown to shift the equilibrium towards the 
normal isomer (protonated phenol).12 To show that the low intensity absorbance measured for 
the expanded series of R-SA- derivatives was due to this tautomer, titrations with deionized 
water were performed, Figure 8.2. A loss of the tautomer absorbance was correlated to a 
growth of the normal isomer absorbance. This confirmed the assignment of the low energy 
absorbance to the meta-stable tautomer. 
Scheme 8.3. Salicylate meta-stable proton-transfer tautomer. The normal and tautomeric forms 
are labeled. 
  
 
Figure 8.2. Absorption spectral changes upon the addition of increasing amounts of H2O to 
CH3CN solutions of the indicated salicylate derivatives. ~ 250 μM. Asterisks mark the 
tautomer absorbance. 
 
KEQ,Taut = kPT/k-PT 
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The absorption spectra in neat CH3CN were fit with the sum of two Gaussian functions 
to approximate the absorbance of the tautomer. It was assumed that the extinction coefficient 
of the two species at the maximum absorbance was identical, as was previously done for similar 
phenol/carboxylate tautomers.29 Therefore, the ratio between the maxima absorbances gave 
the equilibrium constant for the tautomerization (KEQ,Taut), Table 8.1. 
The apparent reduction potentials of the salicylate derivatives were determined through 
cyclic voltammetry, Eapp(R-SA
-
OH/R-SA
•
O) where R-SA
-
OH is the salicylate derivative before 
oxidation and R-SA•O is the oxidized R-SA
- that has undergone an intermolecular proton 
transfer to the carboxylate functional group. The oxidation of the R-SA- compounds was 
completely irreversible as expected for phenolic compounds which undergo an irreversible 
dimerization after oxidation. Also, as the proton transfer is coupled with electron transfer in 
the oxidation, a true one-electron reduction potential (Eo(R-SA-OH/R-SA
o
OH+) for R-SA
- could 
not be measured. However, the apparent reduction potential for the PCET reaction (Eapp(R-SA
-
OH/R-SA
•
O) was estimated through a scan rate (ν) dependence.30–32 A plot of log(ν) versus the 
oxidative peak potential was linear with slopes of 20 – 30 mV/decade, which were within a 
reasonable deviation from the theoretical 19.7 mV/decade expected for a PCET reaction, 
Figure 8.3.30 The y-intercept was corrected for scan rate independent variables and the 
apparent PCET reduction potentials (Eapp) are presented in Table 8.1.
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Figure 8.3. Peak potential from irreversible cyclic voltammograms of the indicated R-SA-s vs. 
the log of the scan rate (ν). The indicated slopes (m) are given in mV/decade. Note the peak 
potential axis is broken in multiple places for clarity. Error bars are included and in most cases 
are similar in size to the symbol. 
Table 8.1. Redox potentials, photophysical properties, pKas, and tautomer equilibrium 
constants for the studied salicylic acids and salicylates. 
R Eapp(R-SA
-
OH/R-SA
•
O)
 
(V vs. NHE) 
λmax, (R-HSA) (nm),  
εR-HSA (M-1 s-1)  
λmax, (R-SA-) (nm),  
εR-SA- (M-1 s-1) 
pKa KEQ,Taut 
OH 0.56a 335, 4200 320, 4100 16.9 0.03 
OMe 0.79 333, 4200 318, 4100 16.6 0.04 
Me 0.97 314, 3800 304, 3600 16.9 0.07 
H 1.1 304, 3700 295, 3400 16.7b 0.10 
F 1.11 314, 4400 305, 4100 15.8 0.07 
Cl 1.16 316, 3500 307, 3200 15.6 0.11 
acetyl 1.3 305, 3100 292, 13200 15.4 1.2 
aOxidation of OH-SA- was quasi-reversible. The value reported is the E1/2. 
bAligns with 
literature value of 16.7.28 
8.3.2 Ruthenium Sensitizers and Ion Pair Formation 
Typical ruthenium tris-bipyridyl complexes have a 2+ cationic charge associated with 
the d6 ruthenium center. The dicationic 4,4’-bis(trimethylaminomethyl)-2,2’-bipyridine 
(tmam) ligand has been used to increase the charge of the polypyridyl compounds by 2+ per 
ligand. This has been shown to enhance the formation of ion pairs between cationic ruthenium 
polypyridyl compounds and anions in acetonitrile (CH3CN).
24,33,34 The four ruthenium 
compounds utilized in this study follow the common structure of [Ru(tmam)(LL)2](PF6)4, 
where LL was 4,4’-dimethoxy-2,2’-bipyridine (OMe), 4,4’-di-tert-butyl-2,2’-bipyridine (Dtb), 
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2,2’-bipyridine (Bpy), and 2,2’-bipyrazine (Bpz).24–26 Herein, the compounds will be denoted 
Ru-LL where LL is the short name of the derivatized bipyridine or bipyrazine ligand. 
Hexafluorophosphate counter anions were used as they are expected to completely dissociate 
in CH3CN. 
The electrochemical properties of the Ru-LL compounds were determined through 
square-wave voltammetry in 0.1 M TBAClO4/CH3CN solution. The one electron oxidation of 
Ru-LL (Ru-LL4+/5+) was formally a ruthenium centered oxidation, RuIII/II. These potentials 
were measured to be between 1.39 and 2.1 V, with a negative shift of the potential in the order 
Ru-OMe < Ru-Dtb < Ru-Bpy < Ru-Bpz, which followed the electron donating ability of the 
ancillary ligands. The first one electron reduction of ruthenium polypyridyl compounds has 
been shown to occur at the most electron withdrawing ligand.35 For Ru-Bpz this was the Bpz 
ligand, whereas for Ru-OMe, Ru-Dtb, and Ru-Bpy, the reduction was on the tmam ligand. 
The reduction of Ru-Bpz was reversible and ~ 300 mV more positive than the reduction of the 
other three compounds confirming that Bpz was the ligand reduced. The other three 
compounds showed irreversible reductions associated with the tmam ligand. The irreversible 
nature of this reduction has been shown for similar compounds and ligands.33,36 The reduction 
potential was estimated from the peak cathodic current of the square wave voltammogram. The 
excited-state reduction potential (Ru-LL4+*/3+) was estimated through Equation 8.2, where 
ΔGES is the Gibbs free energy change of the excited-state, which was determined through a 
Frank-Condon line-shape analysis as reported previously.36 All electrochemical values are 
included in Table 8.2. 
Equation 8.2. Ru-LL4+* reduction potential 
𝐸𝑜(𝑅𝑢-𝐿𝐿
4+∗/3+) = 𝐸𝑜(𝑅𝑢-𝐿𝐿
4+/3+) + ∆𝐺𝐸𝑆     
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Table 8.2. Spectroscopic and thermodynamic properties of the Ru-LL compounds. 
Ru-LL RuII/III 
(V) 
RuII/+ 
(V) 
ΔGES 
(eV) 
Ru2+*/+  
(V) 
τ0  
(µs) 
Ru-Bpz 2.10 -0.50 2.09 1.59 1.78 
Ru-Bpy 1.57 -0.79 2.02 1.23 0.61 
Ru-Dtb 1.51 -0.80 1.98 1.18 0.36 
Ru-OMe 1.39 -0.86 1.88 1.02 0.17 
 
All four Ru-LL compounds exhibited UV-vis absorption spectra with transitions 
between 200 – 650 nm. The low energy absorption bands centered around 460 nm were 
assigned as metal-to-ligand charge-transfer (MLCT) transitions. Absorption features in the UV 
were due to ligand centered transitions.  
The addition of the R-SA- derivatives to CH3CN solutions of Ru-LL induced changes 
in the UV-vis absorption spectra. Figure 8.4 shows a representative example of Cl-SA- with 
Ru-Dtb and Ru-Bpz. For Ru-Bpz, a bathochromic shift in the low energy MLCT and decrease 
in the MLCT intensity occurred. For Ru-Dtb, Ru-OMe, and Ru-Bpy a hypsochromic shift of 
the MLCT was accompanied by an increase in MLCT intensity. Isosbestic points were 
maintained up to 5 equivalents of added R-SA-. These changes were assigned to the formation 
of a ground-state ion pair, [Ru-LL4+,R-SA-]3+. These changes could be well described by a 1:1 
binding model, Figure 8.5, which provided the equilibrium constant (KEQ,1) for the ion-pair 
formation, [Ru-LL4+,R-SA-]3+.37 KEQ,1 ranged between 0.5 – 3 x 105 M-1 for all 28 
combinations of Ru-LL and R-SA-, Table 8.1. The isosbestic points shifted slightly, < 5 nm, 
upon R-SA- additions larger than 5 equivalents for many of the combinations. This shift 
indicated that a second R-SA- bound to the ion pair, [Ru-LL,2R-SA-]2+. A 1:1 binding model 
was used to fit the changes in the absorbance monitored at the first set of isosbestic points. 
This allowed only the changes associated with the second ion pairing to be modeled. This 
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analysis yielded a second equilibrium constant (KEQ,2) of 1 – 5 x 103 M-1; about two orders of 
magnitude lower than the first ion pair. The doubly ion-paired species will not be discussed 
further as the concentrations utilized to study the ES-PCET reaction were not large enough for 
an appreciable amount to form. 
 
Figure 8.4. UV-visible absorption spectra of A) Ru-Dtb and B) Ru-Bpz (~25 µM) upon the 
addition between 0 and 740 µM (30 eq.) Cl-SA-. Subtraction spectra calculated by subtracting 
the absorption spectra at no Cl-SA- from the spectra with Cl-SA- present for C) Ru-Dtb and 
D) Ru-Bpz. Arrows indicate the spectral changes upon Cl-SA- addition.  
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Figure 8.5. Change in absorbance at the indicated wavelengths from the titration of Ru-Dtb 
(25 µM) with Cl-SA-. Wavelengths were chosen as they are the isosbestic points for the 
formation of the doubly ion-paired species and therefore the changes are only due to the first 
ion-pair formation. The blue dotted line is a fit to a 1:1 binding model. 
Table 8.3. First ion-pairing equilibrium constants 
 KEQ,1 (x 10
5 M-1) 
Compounds Ru-Bpz Ru-Bpy Ru-Dtb Ru-OMe 
OH-SA- 2.3 ± 0.8 1.4 ± 0.3 2.0 ± 0.2 1.8 ± 0.5 
OMe-SA- 1.5 ± 0.2 0.8 ± 0.1 1.1 ± 0.1 2.5 ± 0.6 
Me-SA- 2.4 ± 0.5 1.7 ± 0.2 1.8 ± 0.3 2.4 ± 0.7 
H-SA- 1.2 ± 0.2 1.2 ± 0.1 1.7 ± 0.2 3.0 ± 0.6 
F-SA- 0.9 ± 0.3 0.50 ± 0.04 1.1 ± 0.1 1.2 ± 0.1 
Cl-SA- 1.2 ± 0.2 0.55 ± 0.02 0.9 ± 0.1 1.0 ± 0.1 
Acetyl-SA- 1.4 ± 0.2 0.83 ± 0.07 2.0 ± 0.7 1.2 ± 0.1 
 
1H nuclear magnetic resonance (NMR) showed significant shifts in the resonances of 
the polypyridyl ligands upon the addition of 0.5, 1, and 3 eq of Me-SA- to CD3CN solutions of 
Ru-Bpz and Ru-Dtb, Figure 8.6. Large downfield shifts were observed only in the resonances 
of the 3,3’- and CH2- hydrogens on the dicationic tmam ligand, Figure 8.6C. No significant 
shifts were detected for the proton resonances of the Dtb or Bpz ligands. This confirmed that 
the ion pair was formed through interaction of the R-SA- with the dicationic tmam ligand. 
Small upfield shifts were quantified for the Me-SA- aromatic protons. 
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Figure 8.6. 1H Nuclear magnetic resonance spectra recorded in CD3CN for Ru-BPZ upon the 
addition of up to 3 eq. of Me-SA-. A) Shows the aromatic region, asterisks mark the proton 
resonances of Me-SA-. B) Shows the methylene resonances on the tmam ligand. Arrows show 
the downfield shift of the A) 3,3’-tmam protons and B) the methylene tmam protons. C) The 
total change in chemical shift (ppm) between 0 and 3 eq. of Me-SA- shown for all proton 
resonances on Ru-Bpz and Me-SA-. 
8.3.3 Excited-State Quenching through Proton-Coupled Electron Transfer 
Pulsed laser excitation of the Ru-LL compounds in CH3CN led to room temperature, 
visible photoluminescence from the 3MLCT excited state (Ru-LL4+*). With no R-SA- present, 
first-order kinetic decays could be fit by a single-exponential equation. The excited-state 
lifetimes (τ) decreased with the electron donating ability of the ancillary bipyridine ligands, 
Ru-OMe < Ru-Dtb < Ru-Bpy < Ru-Bpz, Table 8.2. 
The addition of salicylate anions to solutions of Ru-LL quenched the excited-state 
photoluminescence in 13 of the 28 [Ru-LL4+, R-SA-] combinations. These are listed in Table 
8.4. The other combinations did not show excited-state quenching due to unfavorable, positive, 
driving forces and short-lived excited-state lifetimes. For Ru-Bpz, excited-state quenching was 
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observed with all seven R-SA- derivatives, Figure 8.7. Upon the addition of R-SA-, the time 
resolved photoluminescence decays could not be modeled as a first-order decay. Instead, a sum 
of two exponential lifetimes, biexponential, was needed, Equation 8.3. The longer lifetime, 
τd, decreased with increased R-SA- concentration. A Stern-Volmer analysis, Figure 8.7, of the 
lifetimes (τo/τd) was linear vs. the free concentration of R-SA- and gave a Stern-Volmer 
constant (KSV) of around 1.1 x 10
5 M-1, Equation 8.4. KSV is related to the bimolecular 
quenching rate constant (kq) by the lifetime (τo) of the excited state. The quenching rate 
constant was calculated to be kq ~ 6.2 x 10
10 M-1 s-1 for all seven R-SA- derivatives, Table 8.4. 
This is very close to the diffusion-limited rate constant of similar ruthenium compounds, 6.6 x 
1010 M-1 s-1.38,39 Therefore, τd was assigned as the lifetime of the diffusional quenching reaction 
between non-ion-paired Ru-Bpz and R-SA-.  
The shorter lifetime of the biexponential model was independent of the concentration 
of R-SA- and could be fixed throughout the titration. This lifetime varied from 8 ns for Ru-
Bpz with OH-SA- to 86 ns for Ru-Bpy with Me-SA-, Table 8.4. The concentration 
independence of the rate constants indicated that the photoluminescence quenching occurred 
within the ion pair, and not from a diffusional reaction. This lifetime was assigned to ES-PCET 
within the ion pair, (τPCET), where 1/τPCET was equal to the rate constant for ES-PCET (kPCET). 
Due to the shorter lifetimes of Ru-Dtb and Ru-OMe, diffusional quenching was too 
slow to be detected at the concentrations utilized. A biexponential was still needed to model 
the excited state relaxation in the presence of OH-SA-. The longer lifetime was fixed to the 
lifetime of the non-ion-paired compound and the shorter lifetimes were assigned to ES-PCET 
within the ion pair. 
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Equation 8.3. Biexponential equation used to model time-resolved photoluminescence. 
𝑃𝐿𝐼𝑡 = 𝑃𝐿𝐼1𝑒
−𝑡/𝜏𝑃𝐶𝐸𝑇 + 𝑃𝐿𝐼2𝑒
−𝑡/𝜏𝑑  
Equation 8.4. Lifetime Stern-Volmer equation 
𝜏𝑑,0
𝜏𝑑
= 1 + 𝐾𝑆𝑉[𝑄]𝑓𝑟𝑒𝑒  = 1 + 𝑘𝑞𝜏0[𝑄]𝑓𝑟𝑒𝑒  
 
Figure 8.7. A-C) Time-resolved photoluminescence decays for Ru-Bpz (25 μM) upon the 
addition of up to 5 equivalents of the R-SA- derivative indicated, A/D) OH-SA-, B/E) H-SA-, 
C/F) acetyl-SA-. Black dotted lines are the instrument response function based on a scattered 
laser pulse with no sample present. D-F) Dynamic Stern-Volmer plots. Blue dashed line is a 
linear fit to the data. 
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Table 8.4. Excited-state reduction potentials, thermodynamic driving force for PCET, 
diffusional quenching rate constants, and ion-paired ES-PCET lifetimes and rate constants. 
Ru-LL R-SA- ΔGPCET KSV 
(x 105 M-1) 
kq 
(x 1010 
M-1 s-1) 
τPCET 
(x 10-8 s) 
kPCET 
(x 107 s-1) 
Ru-bpz OH -1.03 1.15 ± 0.05 6.4  0.8 13. 
OMe -0.8 1.30 ± 0.04 7.3 0.9 11. 
Me -0.62 1.06 ± 0.06 5.9 1.4 7.1 
H -0.49 1.11 ± 0.05 6.2 2.1 4.8 
F -0.48 1.11 ± 0.03 6.2 2.4 4.2 
Cl -0.44 1.20 ± 0.02 6.7 2.6 3.8 
Acetyl -0.29 1.20 ± 0.04 6.7 4.4 2.3 
Ru-bpy OH -0.64 0.07 ± 0.01 1.1 1.9 5.3 
OMe -0.49 0.10 ± 0.01 1.6 2.9 3.4 
Me -0.23 a a 8.6 1.2 
Ru-dtb OH -0.62 a a 2.1 4.7 
OMe -0.39 a a 4.5 2.2 
Ru-OMe OH -0.46 a a 1.6 6.3 
aDynamic quenching not observed over concentrations studied.  
The 3MLCT excited-state of Ru-Bpz was produced for nanosecond transient 
absorption spectroscopy through pulsed laser excitation. In ruthenium polypyridyl excited 
states the electron resides on the most electron withdrawing ligand.40 Therefore, for Ru-Bpz, 
the excited-state can formally be described as an oxidized RuIII metal center with a reduced 
Bpz ligand, [RuIII(tmam)(bpz)(bpz-)]4+*, Ru-Bpz4+*. The appearance of excited-state 
absorption features that correspond to the reduced ligand, a positive delta absorbance at ~380 
nm, and the loss of the ground-state MLCT, a negative delta absorbance at 450 nm, were 
indicative of the excited-state, Figure 8.8A. The spectra decayed to the ground-state with an 
identical lifetime to the time-resolved photoluminescence. 
Excitation of a solution of Ru-LL with R-SA- present showed significant differences 
in the nanosecond transient absorption spectra. Figure 8.8B shows representative spectra 
collected 1 and 5 μs after excitation of [Ru-Bpz4+,OH-SA-]3+. The appearance of an absorption 
band centered around 510 nm was consistent with the formation of the reduced ruthenium 
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complex ([RuII(tmam)(bpz)(bpz-)]3+, Ru-Bpz3+). To confirm this, the Ru-Bpz3+ delta 
absorption spectra was generated through reductive excited-state quenching by tri-p-
tolylamine. This spectrum could be normalized to the spectra of the reduced ion pair at lower 
energy wavelengths (> 450 nm). A positive deviation from the reduced complex spectra was 
present at higher energies, around 430 nm, Figure 8.8B. It has been reported that an oxidized 
phenol radical (PhO•) absorbs light in this region, e.g. the tyrosine phenol radical has an 
absorption at 410 nm.41 Therefore, this absorption was attributed to the absorption of the 
oxidized salicylate, in which the proton has transferred to the carboxylate group, R-SA•O, 
Scheme 8.4. This provided a clear indication that the excited state was quenched by an ES-
PCET reaction. Similar spectral features were obtained for all [Ru-LL, R-SA-]3+ ion pairs that 
showed photoluminescence quenching. 
 
Figure 8.8. A) Excited-state transient absorption spectra for Ru-Bpz4+* obtained 1 μs after 
laser excitation. The negative delta absorbance at wavelengths longer than 570 nm is from 
uncorrected emission. B) Transient absorption spectra collected 1 and 5 μs after laser 
excitation. Overlaid is the normalized Ru-Bpz3+ delta absorbance spectra. Deviation from the 
Ru3+ spectra is due to the absorbance of R-SA•O. 
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Scheme 8.4. Generic mechanism for the ES-PCET reaction within the [Ru-LL4+*,R-SA-] ion 
pair. Blue arrow shows the proton transfer and red arrow shows the electron transfer. 
 
Single wavelength kinetic analysis at wavelengths near the isosbestic points between 
the ground- and excited-state of Ru-LL (405 nm and 510 nm) in the presence of R-SA- allowed 
the formation of Ru-LL3+ (510 nm) and R-SA•O (405 nm) to be monitored independent of the 
excited state decay, Scheme 8-2 and Figure 8.9. The emission decay was also monitored to 
directly compare the rates of formation with the excited-state decay. The absorption changes 
both at 405 nm and 510 nm showed biexponential character and yielded lifetimes that aligned 
with the time-resolved photoluminescence titrations, Figure 8.9. In fact, the ratio of the pre-
exponential factors for the two lifetimes, IPCET/Id, aligned with those of the excited-state decay. 
This ratio also aligned with the expected ratio of free ruthenium complex to ion-paired 
ruthenium, Ru-LLfree:[Ru-LL,R-SA-],  based on the reported equilibrium constant, KEQ,1. This 
indicated that quenching through both the diffusional reaction and from ion pair occurred 
through ES-PCET. As both R-SA•O and Ru-LL3+ had identical formation rate constants, and 
aligned with the excited-state decay, both the oxidized salicylate radical and the reduced 
ruthenium complex were identified as primary photoproducts. 
Cage escape quantum yields (∅CE) of the photoproducts were estimated at 3 eq. of the 
respective R-SA- with Ru-Bpz. The change in absorbance at 510 nm, which corresponded 
solely to the reduced ruthenium complex formed was used to estimate the concentration of 
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cage escaped products. The unity internal conversion efficiency of Ru(bpy)3
2+ was used as an 
actinometer. A quantum yield of 60 – 70% was calculated for all R-SA- the derivatives. Cage 
escape yields from the diffusional quenching of ruthenium polypyridyl excited states by iodide 
have been measured at < 10%.38,43 Ion pairs between ruthenium compounds and iodide in 
dichloromethane seem to increase this yield, as one study of ion pairs between ruthenium and 
iodide reported yields of 34%,42 while another reported yields of 25 – 50%.44 The quenching 
of ruthenium polypyridyl compounds by cyanometallate complexes showed cage escape yields 
that were significantly different between the octa- and hexa-cyanometallate donors, ∅CE = 50 
– 80% vs. 2 – 20% respectively.45 It was postulated that the higher cage escape yields were 
due to a slower geminate back-electron transfer rate constants for the octa-cyanometallate 
complexes. As the salicylate derivatives must undergo a geminate thermal PCET to recombine 
within the solvent cage, a slower geminate recombination rate constant versus the single 
electron transfer with iodide would be expected. This potentially accounts for the large cage 
escape yields. 
 
Figure 8.9. Single wavelength transient absorption kinetics monitored at 405 nm, red, and 510 
nm, green, for [Ru-Bpz, OH-SA-]. The purple trace is the excited-state decay. Overlaid in 
black are biexponential fits with the two lifetimes shared between the three traces. 
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8.3.4 Mechanistic Discussion 
The oxidation of salicylate by photooxidized ruthenium complexes is known to occur 
through a proton-coupled electron transfer reaction in water.4,46 However, no studies to date 
have investigated the oxidation of salicylate in organic solvents. Above, it was shown that the 
excited-state of the Ru-LL compounds could oxidize salicylate in CH3CN. Nanosecond 
transient absorption spectroscopy confirmed that the reaction did proceed through ES-PCET. 
Time-resolved photoluminescence experiments showed that the ES-PCET reaction occurred 
through both a diffusional reaction between non-associated pairs and within the photoexcited 
ground-state ion pairs. The rate constants measured for the diffusional reaction were at the 
diffusion limit, 6 x 1010 M-1 s-1. Thus, mechanistic insight was not possible through analysis of 
these rate constants. Within the ion pair, the ES-PCET rate constant was measured directly and 
yielded first-order rate constants. While the above results confirmed that an ES-PCET reaction 
occurred within the [Ru-LL, R-SA-] ion pairs, the exact ES-PCET mechanism could not be 
determined directly from the spectroscopic data. 
As stated in the introduction, the mechanism could proceed through either a 1) electron 
transfer-proton transfer, ET-PT, 2) proton transfer-electron transfer, PT-ET, or 3) through 
concerted proton-electron transfer, CPET. Previously, the concerted mechanism was identified 
for the oxidation of salicylate in water through flash-quench transient absorption spectroscopy 
and was initially expected to be the active mechanism in CH3CN.
4,46 The Gibbs free energy 
change for the PCET reaction within the ion pair, ΔGPCET, was estimated through Equation 
8.5. A plot of ΔGPCET vs. the first-order PCET rate constants, kPCET is shown in Figure 8.10A. 
A CPET mechanism would be expected to align with semi-classical Marcus theory, Equation 
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8.10 and Figure 8.10A.47 However, the data could not be modeled by Marcus theory, thereby 
discounting the CPET mechanism. 
Equation 8.5. Gibb’s free energy for PCET 
∆𝐺𝑃𝐶𝐸𝑇 = [𝐸𝑎𝑝𝑝(𝑅-𝑆𝐴𝑂
• /𝑅-𝑆𝐴𝑂𝐻
− ) − 𝐸𝑜(𝑅𝑢-𝐿𝐿4+∗/𝑅𝑢-𝐿𝐿3+)]/ℱ  
The appearance of a ground-state tautomer in the absorption spectra of R-SA- indicated 
that a stepwise proton transfer, electron transfer mechanism may be active. The ground-state 
proton transfer would allow electron transfer to occur through the phenolate (R-O-), which for 
H-SA- is known to have a more negative redox potential (0.77 V vs. NHE in water) than the 
protonated phenol (1.48 V in water).4 Hence, there is a larger driving force for electron transfer 
through the phenolate. This also suggests that a stepwise electron transfer, proton transfer 
reaction would be unfavorable, as the driving force for electron transfer from the protonated 
phenol would be uphill or have a small favorable driving force in the case of Ru-Bpz. 
Therefore, the ES-PCET was assigned as a stepwise proton transfer, electron transfer 
mechanism, depicted in Scheme 8.5. 
Scheme 8.5. Proposed PTET reaction mechanism within the photoexcited ion pairs. 
 
Equation 8.6. Pre-equilibrium approximation rate-law based on Scheme 8.5. 
𝑅𝑎𝑡𝑒 =
𝑑[𝑅𝑢-𝐿𝐿3+,𝑅-𝑆𝐴𝑂
• ]
3+
𝑑𝑡
=
𝑘𝑃𝑇𝑘𝐸𝑇
𝑘−𝑃𝑇
[𝑅𝑢-𝐿𝐿4+∗, 𝑅-𝑆𝐴𝑂𝐻
− ] =  𝐾𝐸𝑄,𝑇𝑎𝑢𝑡𝑘𝐸𝑇[𝑅𝑢-𝐿𝐿
4+∗, 𝑅-𝑆𝐴𝑂𝐻
− ]  
Equation 8.7. Free energy change of proton transfer in the tautomer equilibrium. 
∆𝐺𝑃𝑇 = −
ln(𝐾𝐸𝑄,𝑇𝑎𝑢𝑡)
𝑅𝑇
   
 
kET 
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Equation 8.8. Driving force for PCET. 
∆𝐺𝑃𝐶𝐸𝑇 = ∆𝐺𝐸𝑇 + ∆𝐺𝑃𝑇  
Equation 8.9. Decoupled ET driving force. 
∆𝐺𝐸𝑇 = ∆𝐺𝑃𝐶𝐸𝑇 −
ln(𝐾𝐸𝑄,𝑇𝑎𝑢𝑡)
𝑅𝑇
  
A pre-equilibrium model was developed based on Scheme 8.5, to provide the rate law in 
Equation 8.6. The estimated tautomerization equilibrium constant, KEQ,Taut, Table 8.1, was 
related to the Gibbs free energy change for proton transfer (ΔGPT) through Equation 8.7. This 
value was used to decouple the ΔGPT from the overall Gibbs free energy change for PCET 
(ΔGPCET) to give the driving force for excited-state electron transfer (ΔGET),  
Equation 8.8 and Equation 8.9. Through this assumption, the kPCET measured from the 
time-resolved photoluminescence and transient absorption experiments is equal to KEQ,Taut * 
kET. A plot of kET vs. ΔGET provided a reasonable fit to Marcus theory, Equation 8.10. From 
this fit a reorganization energy, λ, of 1.1 eV (8900 cm-1) was estimated. This is close to the 
expected 1 eV for electron transfer with ruthenium polypyridyl compounds.48 The electronic 
coupling, Hab, was estimated as 5 x 10
-3 eV (4 cm-1), indicative of a non-adiabatic electron 
transfer. 
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Figure 8.10. A) Relationship between the rate constants for proton coupled electron transfer 
within the ion pair and the driving force for the PCET reaction. B) Decoupled electron-transfer 
rate constants and driving force for electron transfer assuming a PTET reaction mechanism. 
Dashed lines are best fits to the Marcus equation. 
Equation 8.10. Marcus theory equation 
𝑘𝑃𝐶𝐸𝑇 = √
4𝜋3
ℎ2𝜆𝑘𝐵𝑇
|𝐻𝑎𝑏|
2𝑒
−(𝜆+∆𝐺𝑃𝐶𝐸𝑇)
2
4𝜆𝑘𝐵𝑇   
 Conclusion 
Ion pairs between tetracationic ruthenium compounds and salicylate derivatives were 
shown to undergo a PT-ET ES-PCET mechanism. The ion pairs formed readily in CH3CN with 
equilibrium constants around 1 x 105 M-1. In certain cases, a second ion pair was detected with 
an equilibrium constant of 3 x 103 M-1. Light excitation of the ion pairs led to both diffusional 
excited-state quenching of the free ruthenium sensitizers and R-SA- concentration independent 
quenching occurred within the ion pair. Nanosecond transient absorption identified the 
quenching products as the oxidized salicylate radical and reduced ruthenium complex, showing 
that PCET was directly coupled to excited-state decay. A driving force analysis, corrected for 
a ground state-proton transfer tautomer in the salicylate derivatives, provided convincing 
evidence that PCET mechanism occurred through a ground-state PT equilibrium that 
underwent ET through the phenolate. As the diffusional reaction occurred with rate constants 
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at the diffusion limit, no mechanistic information could be gained. Ion pairing facilitate 
mechanistic analysis and determination through removal of the diffusional nature ES-PCET 
reactions. 
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