Abstract Non-local methods for image denoising and inpainting have gained considerable attention in recent years. This is in part due to their superior performance in textured images, a known weakness of purely local methods. Local methods on the other hand have demonstrated to be very appropriate for the recovering of geometric structures such as image edges. The synthesis of both types of methods is a trend in current research. Variational analysis in particular is an appropriate tool for a unified treatment of local and nonlocal methods. In this work we propose a general variational framework for non-local image inpainting, from which important and representative previous inpainting schemes can be derived, in addition to leading to novel ones. We explicitly study some of these, relating them to previous work and showing results on synthetic and real images.
Introduction
Image inpainting, also known as image completion or disocclusion, is an active research area in the image processing field. The purpose of inpainting is to obtain a visually plausible image interpolation in a region in which data are missing due to damage or occlusion. Usually, to solve this problem, the only available data is the image outside the region to be inpainted. In addition to its theoretical interest, image inpainting has applications to image and video editing and restoration.
Most inpainting methods found in the literature can be classified into two groups: geometry-and texture-oriented methods. We now briefly review the developments in both types of approaches, with emphasis in texture-oriented methods. This review will be helpful for motivating the proposed formulation.
Geometry-Oriented Methods
Images are modeled as functions with some degree of smoothness, expressed for instance in terms of the curvature of the level lines or the total variation of the image. The interpolation is performed by continuing and imposing this model inside the inpainting domain, usually by means of a partial differential equation (PDE). Such PDE can be derived from variational principles, as for instance in Masnou and Morel (1998) , Chan and Shen (2001) , Ballester et al. (2001) , Chan et al. (2002) , Esedoglu and Shen (2002) , Masnou (2002) , or inspired by physical processes (Bertalmío et al. 2000; Tschumperlé and Deriche 2005; Bornemann and März 2007) . These methods show good performance in propagating smooth level lines or gradients, but fail in the presence of texture. They are often referred to as structure or cartoon inpainting.
Geometry-oriented methods are local in the sense that the associated PDEs only involve interactions between neighboring pixels on the image grid. An implication of this is that among all the data available in the image, they only use that around the boundary of the inpainting domain.
Texture-Oriented Methods Texture-oriented inpainting was born as an application of texture synthesis, e.g. (Igehy and Pereira 1997; Efros and Leung 1999) . Its recent development was triggered in part by the works of Efros and Leung (1999) and Wei and Levoy (2000) using non-parametric sampling techniques (parametric models have also been considered, e.g. Levin et al. 2003) . In these works texture is modeled as a two dimensional probabilistic graphical model, in which the value of each pixel is conditioned by its neighborhood. These approaches rely directly on a sample of the desired texture to perform the synthesis. The value of each target pixel x is copied from the center of a (square) patch in the sample image, chosen to match the available portion of the patch centered at x. See Levina and Bickel (2006) for a probabilistic theoretical justification.
This strategy (with various modifications) has been extensively used for inpainting (Efros and Leung 1999; Bornard et al. 2002; Bertalmío et al. 2003; Drori et al. 2003; Criminisi et al. 2004; Pérez et al. 2004) . As opposed to geometry-oriented inpainting, these so-called exemplarbased approaches, are non-local: to determine the value at x, the whole image may be scanned in the search for a matching patch.
As pointed out in Demanet et al. (2003) the problem of exemplar-based inpainting can be stated as that of finding a correspondence map Γ : O → O c , which assigns each location x in the inpainting domain O a corresponding location Γ (x) ∈ O c where the image is known (see Fig. 1 ). The unknown portion of the image is then synthesized using the correspondences Γ . The filling-in strategy of Efros and Leung (1999) , Wei and Levoy (2000) can be regarded as a greedy procedure (each hole pixel is visited only once) for computing a correspondence map. The results obtained are very sensitive to the order in which the pixels are processed (Criminisi et al. 2004; Pérez et al. 2004; Harrison 2005) .
To address this issue, the authors in Demanet et al. (2003) proposed to model the inpainting problem as the minimization of an energy functional in which the unknown is the correspondence map itself:
where Ω p is the patch domain (centered at (0, 0)), andû is the known image defined in O c . The unknown image is computed as u(x) =û(Γ (x)), for x ∈ O. Thus Γ should map a pixel x and its neighbors in such a way that the resulting patch is close to the one centered at Γ (x). This model has been the subject of further analysis by Aujol et al. (2010) , proposing extensions and proving the existence of a solution in the set of piecewise roto-translation maps. The energy (1) is highly non-convex and no effective way to minimize it is known (Aujol et al. 2010) . Other authors have addressed the determination of a correspondence map looking for simpler optimization problems. In Komodakis and Tziritas (2007) the problem is formulated as probabilistic inference on a graphical model. Using a message passing algorithm the authors efficiently compute a coarse correspondence map.
Another optimization strategy is followed by Wexler et al. (2007) , Kawai et al. (2009) . In both works the subject of the optimization is the unknown image whereas the correspondence map appears as an auxiliary variable. The resulting algorithm can be regarded as an alternate optimization of the following relaxation of (1):
where O := O + Ω p refers to the set of centers of patches that intersect the inpainting domain O (see Fig. 1 ). The unknown image is now determined as part of the optimization process, and is not constraint to be u(x) =û (Γ (x) ). This relaxation allows to compute a dense correspondence map. This approach was also used in the context of texture synthesis (Kwatra et al. 2005) . Exemplar-based methods provide impressive results in recovering textures and repetitive structures. However, their ability to recreate the geometry without any example is limited and not well understood. Different strategies have been proposed for combining geometry and texture inpainting. Some rely on human intervention for constraining the geometry (Sun et al. 2005) . Others usually decompose the image in structure and texture components. The structure is reconstructed using some geometry-oriented scheme, and this is used to guide the texture inpainting (Bertalmío et al. 2003; Drori et al. 2003; Jia and Tang 2004; Cao et al. 2009 ).
Let us finally note that the works in texture synthesis of Efros and Leung (1999) , Wei and Levoy (2000) have also influenced the development of non-local methods for other applications, such as denoising (Awate and Whitaker 2005; Buades et al. 2005) , superresolution (Protter et al. 2009 ) and regularization of inverse problems (Gilboa and Osher 2008; Peyré et al. 2009 ). As opposed to the case of inpainting, in these contexts the estimation of a pixel value may involve many locations in the image. The resulting correspondence is not one-to-one, but rather one-to-many, usually encoded as a weight function w : Ω × Ω → R, with Ω being the image domain. For each x, w(x, ·) weights the contribution of each image location to the estimation of x. (x) . The set of centers of incomplete patches is O := O + Ω p , being the latter the patch domain. The center image shows a completion found with patch NL-medians, one of the four schemes presented in this work, all derive from the same general formulation here introduced. Right: the resulting completion is a patchwork built by copying arbitrarily shaped regions from O c . The red curves show the boundaries between the copied regions
Contributions
Despite all the efforts for combining them, geometry and texture inpainting are still quite separate fields, each one with its own analysis and implementation tools. Variational models as the one introduced in this paper provide common tools allowing a unified treatment of both trends. We therefore propose a variational framework for non-local image inpainting as a contribution to the modeling and analysis of texture-oriented methods.
The main contributions of this paper are threefold.
The Variational Formalism
Following the tradition of non-local denoising and regularization (Awate and Whitaker 2005; Buades et al. 2005) we encode the image redundancy and self-similarity (measured as patch similarity) as a non-local weight function w : O × O c → R, which serves as a fuzzy correspondence. Additionally a correspondence map can also be obtained as a limit of our model. As a result, although the focus of this work lies on inpainting, the framework we are introducing can be adapted for its application to other contexts, as was already noticed in Peyré et al. (2009) , following a preliminar conference version of the present work. This allows us to provide intuitive interpretations of the energy and to relate existing models for non-local regularization with exemplarbased inpainting. We provide a detailed discussion of these relations and interpretations in the text.
Derivation of a Family of Inpainting Schemes
The proposed formulation is rather general and different inpainting schemes can be derived naturally from it, via the selection of the appropriate patch similarity criterion. In this work we present four of them, patch NL-means, -medians, -Poisson and -gradient medians, corresponding to similarity criteria based on L 2 -and L 1 -norms between patches or their gradients. The patch NL-means is related to the inpainting methods of Wexler et al. (2007) , Kawai et al. (2009) . Methods related to the patch NL-Poisson and patch NL-medians have been used in Kwatra et al. (2005) in the context of texture synthesis. The inpainting is performed as an iterative minimization process alternating between weight computation and image synthesis steps. These steps depend on the patch metric. As opposed to the non-local means denoising algorithm in which only the central pixel from each exemplar is used, we use the whole patch. This provides stability and convergence in fewer iterations.
In the limit case when the fuzzy correspondence w converges to a dense correspondence map, this iterative process generates a sort of patch work, as the one shown in Fig. 1 . The inpainting domain is partitioned into arbitrarily shaped segments which show an exact copy (of image or gradient values) of some region in the hole's complement. Transitions between the copied segments take place in a band around the boundary between the segments. The width of the band is the size of the patch. The four inpainting schemes differ in the way this blending is done (and in the partition found). Methods based on the L 2 -norm perform a smooth blending, whereas those based on the L 1 -norm favor sharper transitions. We provide a comprehensive empirical comparison on real and synthetic problems, showing the benefits and limitations of each variation of the proposed formalism.
Exemplar-Based Inpainting with Gradients
Both gradient-based methods, patch NL-Poisson and -gradient medians, combine the exemplar-based interpolation with PDE-based diffusion schemes. This results in a smoother continuation of the information across the boundary and inside the inpainting domain, and in a better propagation of structures. Furthermore, the inclusion of gradients in the patch similarity criterion allows to handle additive brightness changes.
A preliminary version of this work has been presented in Arias et al. (2009) . In the present work we introduce a new method based on the L 1 -norm of the gradient, and include an extensive comparison of the proposed algorithms on real and synthetic problems. We also include a multiscale scheme, and an improved implementation leading to a better performance. From the theoretical viewpoint we also provide connections with other inpainting and regularization techniques in the literature.
The rest of this document is organized as follows. In Sect. 2 we introduce the proposed variational framework, together with the derivation of the different inpainting schemes. These are analyzed and compared in Sect. 3. The links with related work are discussed in Sect. 4. In Sect. 5 we present and discuss the multiscale approach. And in Sect. 6 we present experimental results on real images allowing to compare our results with the state of the art. Concluding remarks and future work are discussed in Sect. 7.
Notation Images are denoted as functions u : Ω → R, where Ω denotes the image domain, usually a rectangle in R 2 . Pixel positions are denoted by x,x, z,ẑ or y, the latter for positions inside the patch. A patch of u centered at x is denoted by p u (x) := p u (x, ·) : Ω p → R, where Ω p is a rectangle centered at (0, 0). The patch is defined by p u (x, y) := u(x + y), with y ∈ Ω p . O ⊂ Ω is the hole or inpainting domain, and O c := Ω \ O. We still denote by u the part of the image u inside the hole, whileû is the part of u in O c :û := u| O c . We take O, the extended inpainting domain, as the set of centers of patches that intersect the hole, i.e. O :
Thus, patches pû(x) centered inx ∈ O c are entirely outside O (Fig. 1) . Additional notation will be introduced in the text.
Variational Framework
In this section we present our variational framework building on top of previous models for image regularization with fuzzy correspondence maps. The proposed scheme can be seen as a generalization of the model (2) of Kwatra et al. (2005) , Wexler et al. (2007) , Kawai et al. (2009) with a probabilistic correspondence. In some sense to be precised in Sect. 2.3, the correspondence case can be recovered as a limit case of our framework. Although, as it will become clear later, this particular case is the most relevant for the image inpainting application, the general framework allows to establish interesting links between the tradition of nonlocal image regularization and exemplar-based inpainting (discussed in detail in Sect. 4). Furthermore, in the continuous case it simplifies the analysis of the functional, allowing for instance to prove the existence of local minima for the patch NL-means.
Preliminaries
Our variational framework is inspired by the following nonlocal functional
where w : O × O c → R + is a weight function that measures the similarity between patches centered in the inpainting domain and in its complement. Let us assume for the moment that the weights are known. The minimum of (3) should have a low pixel error (u(x) −û(x)) 2 whenever the similarity w(x,x) is high. In this way the similarity weights drive the information transfer from known to unknown pixels. A similar functional was proposed in Gilboa and Osher (2007) as a non-local regularization energy in the context of image denoising. It models the non-local means filter (Awate and Whitaker 2005; Buades et al. 2005) when the weights are Gaussian
where · is a weighted L 2 -norm in the space of patches and h is a parameter that determines the selectivity of the weights w. In Gilboa and Osher (2007) the weights are considered as known and remain fixed through all the iterations. While this might be appropriate in applications where they can be estimated from the noisy image, in the image inpainting scenario here addressed, the weights are not available and have to be inferred together with the image (as in Peyré et al. 2008; Protter et al. 2009 ).
One of the novelties of the proposed framework is the inclusion of adaptive weights in a variational setting, considering the weight function w as an additional unknown. Instead of prescribing explicitly the Gaussian functional dependence of w w.r.t. u, we will do it implicitly, as a component of the optimization process. In doing so, we obtain a simpler functional, avoiding to deal with the complex, nonlinear dependence between w and u.
In our formulation, we will constrain w(x, ·) to be a probability density function, which can be seen as a relaxation of the one-to-one correspondence map of Demanet et al. (2003) , Aujol et al. (2010) , providing a fuzzy correspondence between each x ∈ O and the complement of the inpainting domain.
Proposed Formulation
In this setting, we propose an energy which contains two terms, one of them is inspired by (3) and measures the coherence between patches in O and those in O c , for a given similarity weight function w : O × O c → R. This permits the estimation of the image u from the weights w. The second term allows us to compute the weights given the image. The complete proposed functional is
where
ε(·) is an error function for image patches (such as the squared L 2 -norm), and
is the entropy of the probability w(x, ·).
For a simplified presentation, we assume that O + Ω p ⊆ Ω, i.e. every pixel in O supports a patch centered on it and contained in the image domain Ω. Analogously, we also
Let us now make some additional comments on the functional. We observe that the term (u(x) −û(x)) 2 in (3), that penalizes differences between pixels, is substituted in (5) by the patch error function ε(p u (x) − pû(x)). This has two consequences.
First, minimizing (5) with respect to the image will force patches p u (x) and p u (x) to be similar whenever w(x,x) is high. The second implication has to be understood together with the inclusion of the second term, which integrates the entropy of each probability w(x, ·) over O. For a given completion u, and for each x ∈ O, the optimum weights minimize the mean patch error for p u (x), given by
while maximizing the entropy. This can be related to the principle of maximum entropy (Jaynes 1957) , widely used for inference of probability distributions. According to it, the best representation for a distribution given a set of samples is the one that maximizes the entropy, i.e. the distribution which makes the less assumptions about the process. Taking ε as the squared L 2 -norm of the patch, then the resulting weights are Gaussian. The parameter h in (4) controls the trade-off between both terms and is also the selectivity parameter of the Gaussian weights. Note also that by restricting w(x, ·) to be a probability, trivial minima of E with w(x,x) = 0 everywhere are discarded.
The Patch Error Function ε Patches are functions defined on Ω p , and the error function ε : R Ω p → R + is defined as the weighted sum of pixel-wise errors e :
where g a , the intra-patch weight function, is a Gaussian centered at the origin with standard deviation a. We will consider the L 1 -and the squared L 2 -norms as particular cases of ε(·), corresponding to e(·) = | · | and e(·) = | · | 2 respectively.
We will also consider patch error functions involving the gradient of the image. In an abuse of notation we will denote the gradient's patch and pixel-wise error functions as ε : R 2 Ω p → R + and e : R 2 → R + , respectively. It will be clear from the argument which case is intended, as in this
As it will be discussed below, the patch error function determines not only the similarity criterion but also the image synthesis, and thus is a key element in the proposed framework.
Getting a Correspondence Finally, let us note that we can get a correspondence map by taking the limit h → 0. The resulting energy is dominated by the image term and can be informally approximated by
In this case the minimum w.r.t. the weights w(x, ·) yields a Dirac's delta function on the position n(x) of the nearest neighbor of the patch p u (x), i.e. w(x,x) = δ(x − n(x)). For simplicity we are assuming here a unique nearest neighbor n(x) := arg minx ∈ O c ε(p u (x) − pû(x)). The case in which there are many nearest neighbors will be treated in more detail in next section. Therefore the energy in this limit case can be rewritten in terms of the correspondence map
The model of Wexler et al. (2007) , Kawai et al. (2009) (2) is obtained as a particular case when ε is the squared L 2 -norm. In Kwatra et al. (2005) two models are presented for its application to texture synthesis: a gradient-based model and a robust model. Both correspond to particular cases of (7) using a L 2 gradient-based norm and a L 0.8 -norm respectively.
Although the case h → 0 is the most relevant for the image inpainting application (most experiments shown correspond to h → 0), we will present the framework for a general value of h > 0. This will give us a broader view of the model and the main ideas underlying it, allowing us to relate it with other models recently proposed for non-local image regularization. In this way, many of the reasonings and ideas exposed next for the context of image inpainting, may be applied as well to other contexts.
Minimization of E
We have formulated the inpainting problem as the constrained optimization
where E is the inpainting energy defined in (4). In Appendix A we prove the existence of minima in the continuous setting, for the energy with the squared L 2 patch norm (patch NL-means).
For energies involving image gradients we will consider Dirichlet conditions at the boundary between the inpainting domain and the image, and Neumann conditions at the boundary of the image, i.e. u(x) =û(x) in ∂O \ ∂Ω and ∇u(x) · n(x) = 0 for x ∈ ∂O ∩ ∂Ω.
To minimize the energy E, we use an alternate minimization algorithm. At each iteration, two optimization steps are solved: the constrained minimization of E with respect to w while keeping u fixed; and the minimization of E with respect to u with w fixed. This procedure yields the following iterative scheme:
Update Weights:
Update Image:
In all numerical experiments performed, the scheme converged. A mathematical study of the convergence of this scheme remains to be done.
In the weights update step, the minimization of E w.r.t. w yields:
) is a normalization factor that makes w k (x, ·) a probability. For the functionals defined with gradient patches, the weight update equation is analogous to (9) replacing the patch error function with ε(
The parameter h determines the selectivity of the similarity. If h is large, maximizing the entropy becomes more relevant, yielding weights which are less selective. In the limit, when h → ∞, w(x, ·) becomes a uniform distribution over O c . On the other hand, a small h yields weights which concentrate on the patches similar to p u (x) . When h → 0, we compute the weights as lim h→0 w(
That is w(x, ·) can be considered as an approximation to a multivalued correspondence. Note that after passing to the limit the entropy term is reflected in the fact that n(x) can be multivalued and all the nearest neighbors are given the same weight. For simplicity we will speak as if the nearest neighbor was unique (|n(x)| = 1). As was advanced before, if the nearest neighbor is unique (which is the most common situation in practice) we recover a one-to-one correspondence.
The image update step deserves more attention and is described next.
Image Update Step
In this section we present the derivation of the image update step corresponding to the four patch error functions mentioned earlier. First we will present the cases when image patches are compared using the squared L 2 -norm and the L 1 -norm. We refer to the resulting algorithms as patch-wise non-local means (patch NL-means), and medians (patch NL-medians). Then we consider functionals involving the gradients of the patches both with the squared L 2 -norm and the L 1 -norm. These methods will be referred as patch-wise non-local Poisson (patch NL-Poisson), and gradient medians (patch NL-GM).
Before moving to the derivation of the these schemes, let us remark that with the change of variables z := x + y, z :=x + y, the image energy term can be expressed as an accumulation of pixel-wise errors: 
The function χ O c takes the value 1 on O c and 0 on O. An analogous expression can be computed for gradient patch error functions. This rewriting simplifies the following derivations and provides some insights on the implications of using patch-wise errors in the energy. For each pair of pixels
weights the effective contribution of the pixel-wise error between u(z) andû(ẑ) in the total value of the energy. The quantity m(z,ẑ) is computed by integrating the similarity w(z − y,ẑ − y) between all patches that overlapẑ and those that overlap z in the same relative position (shown in Fig.  2 ). It tells us how much evidence there is supporting a correspondence between the locations z andẑ. Also observe that for each z, O c m(z,ẑ)dẑ = 1, then m(z, ·) can also be interpreted as a probability density function. Note that the energy (10) corresponds to (3), with the patch similarity weights w being substituted with the pixel-wise influence weights m, a sort of spacial convolution of w with kernel g a (see Pizarro et al. 2010 , a related model where these convolutions also appear).
Patch Non-local Means
If we use a weighted squared L 2 -norm as a patch error func- (5), then the image energy term (10) is quadratic on u. Its minimum for fixed weights w can be computed explicitly as a non-local average:
for z ∈ O, where the normalization constant c(z
Although c(z) = 1 with the current definition of w and g a , we will keep a generic notation in the following derivations. The formal similarity with the non-local means equation hides some important differences, which are a direct consequence of the use of a patch error function in the image energy term. To obtain more insight about this let us expand m to obtain:
There are two averaging processes involved in the synthesis. The outer integral goes through all patches p u (z − y) overlapping the target pixel z. Each patch suggests a value for z resulting from the inner sum: a non-local average of the pixel at position y in all patches pû(x) in O c . This sum is weighted by the similarity between the patch p u (z − y) and each pû(x). Therefore, we can distinguish two types of pixel interactions. Interactions due to the patch overlap of nearby pixels in the image lattice and non-local interactions driven by the similarity weights. The latter can be controlled by the selectivity parameter h, but the extent of the overlap interactions is given by the patch size. In particular, when h → 0, (12) yields
(recall we are assuming a unique nearest neighbor). This blending may cause some blur, which leads us to consider the L 1 -norm in the search of a more robust image synthesis.
Patch Non-local Medians
The L 1 -norm patch error function in the image energy term corresponds to taking e(x) = |x| in (10). The Euler equation for u, given the influence function m, can be formally written as Both schemes presented so far perform inpainting by transferring (by averages or medians) known gray levels into the inpainting domain. As we will see next, using a patch error function based on the gradient of the image yields methods which transfer gradients and compute the resulting image as the solution of a PDE. This results in better continuation properties of the solution, in particular at the boundary of the inpainting domain.
Patch Non-local Poisson
The squared L 2 -norm of the gradient in the image energy term (5) corresponds to taking e(·) = · 2 in (10), where · is the Euclidean norm in R 2 . The energy term becomes
Recall that we consider Dirichlet conditions at the boundary between the inpainting domain and the known data region, and Neumann conditions at the boundary of the image. The Euler equation w.r.t. u is given by a non-local Poisson equation, i.e. a Poisson equation with non-local coefficients:
for all z ∈ O, where c(z) = O c m(z,ẑ)dẑ and the field v : O → R 2 is given by
The solution of (14) is computed with a conjugate gradient algorithm.
Observe that the solutions of (14) are minimizers of
Therefore, u is computed as the image with the closest gradient (in the L 2 sense) to the guiding vector field v: a non-local weighted average of the gradients in the complement. See Pérez et al. (2003) for further uses of the Poisson equation in image editing and Shen et al. (2005) for an application to exemplar-based inpainting.
Patch Non-local Gradient Medians
To complete our study of the image energy term we consider the L 1 -norm of the gradient, that is
with the same boundary conditions as with the patch-wise NL-Poisson. To minimize it we perform an implicit gradient descent:
where at each step u t+1 is computed using the fixed point algorithm described in Appendix B, based on the projection method presented in Chambolle (2004) .
As patch NL-Poisson, this scheme transfers gradients and interpolates the gray levels using the boundary conditions. With the use of the L 1 error function, we expect the solution of patch NL-GM to retain more small scale detail than that of patch NL-Poisson.
Combination of Intensity and Gradients
For both gradient-based methods the patch similarity weights w are computed based only on the gradients (and thus also the pixel-wise influence weights m). In most cases however, the gradient is not a good feature for measuring the patch similarity, and it would be desirable to consider also the gray level data.
We can use any of the gradient-based energies in conjunction with the patch NL-means energy by considering a linear combination of the corresponding patch error functions. This yields
where the parameter λ ∈ [0, 1] controls the mixture and p is either 1 or 2. When λ ∈ (0, 1) the resulting algorithms update the weights w considering both the intensity and the gradient, therefore improving their selectivity. Regarding the image update, notice that (17) can be rewritten as
dẑ is the solution of the patch NL-means image update step. Thus we see that the combination with the squared L 2 patch error function translates into a patch NL-means attachment term.
For the case of patch NL-Poisson the Euler equation w.r.t. u becomes:
which is linear and can be solved with a conjugate gradient scheme. For patch NL-GM, the combined functional has basically the same form as (16) and therefore can also be solved with the fixed point scheme described in Appendix B.
Analysis of the Energy and Its Minima
In this section we analyze the structure of the solutions found by the minimization process, as well as the differences between the schemes derived from the proposed framework. We also present some useful extensions of the energy.
The analysis will consist sometimes of simple mathematical arguments and sometimes of empirical observations based on synthetic experiments, designed to control and isolate certain specific properties. The aim of this section is to provide insight on the many factors that determine the behaviour of the different methods on more complex, real inpainting problems.
Some Properties and Characteristics of Solutions

Effect of the Selectivity Parameter
First we consider the inpainting of a regular texture (shown in Fig. 3 ) with two different mean intensities. The inpainting domain hides all patches on the boundary between the dark and bright textures. With this example we can test the ability of each method to create an interface between both regions. Situations like these are common in real inpainting problems, for instance due to inhomogeneous lighting conditions. We have also added Gaussian noise with standard deviation σ = 10 to show the influence of the selectivity parameter h. Each column of Fig. 3 shows the results of the four methods described in the previous section. We have tested each method with h = 0 (top row), and h > 0, chosen approximately to match the expected deviation of each patch error due to the noise. For both gradient-based methods we take λ = 0, i.e. no image component.
The first notorious difference is on how the methods handled the transition between the dark and bright textures.
Patch NL-means produces a smooth transition whereas a sharp step is obtained with the patch NL-medians. On the other hand, both gradient-based methods yield a much smoother shading of the texture. This is due to the fact that the image update step is computed as the solution of a PDE which diffuses the intensity values present at the boundary of the inpainting domain. These PDEs are driven by a vector field estimated non-locally and therefore combine non-local exemplar-based inpainting with local interpolation PDEs, a unique characteristic of the proposed framework. For the case of patch NL-Poisson this interpolation is linear, since this is a solution of the homogeneous Poisson equation (i.e. Laplace equation).
As expected, the results using a higher value of h show some denoising, since in this case the patch similarity weights are less selective. This effect can be better appreciated in the profiles shown in Fig. 4 , which depict the image values for a horizontal line between the circles. In the usual context of inpainting, in which the available data is not perturbed by noise, this denoising translates into an undesirable loss of texture quality (some details are treated as noise, a common effect in image enhancement). For that reason for the rest of the inpainting experiments shown in this paper we will consider h = 0. In other applications such as denoising or image regularization, the case of h > 0 becomes relevant. Although we do not pursue them in the present work, it would be interesting to explore the application of this formalism to more general settings following the line of Peyré et al. (2009) and our work in Facciolo et al. (2009) .
Copy Regions and Transition Bands
Let us focus now in the solution of the proposed functional in the limit case when h → 0. Recall that in this case, the weights w(x,x) converge to a Dirac's delta function at n(x) ∈ O c , the location of the most similar patch to p u (x).
In Fig. 5 we show some steps of the minimization process for the patch NL-median applied to the texture problem in Fig. 6 (the other schemes show a similar evolution). The red curves require a brief explanation. Following Barnes et al. (2009) , we use the term Nearest Neighbor Field (NNF) to refer to the vector field t : O → O c defined as The red curves in Fig. 5 depict the boundaries of the regions with constant NNF. The minimization process starts from a highly complex NNF. Then regions of constant NNF start to grow from the boundaries towards the interior of the inpainting domain, creating a (rather simple) partition of O.
For that, let us analyze how would the inpainting look like for the simple case in which O is partitioned in two regions of constant NNF, R 1 with t (x) = t 1 and R 2 with t 2 (Fig. 7) . For a patch centered in R i we have that w(x,x) = δ(x − (x + t i )). It can be seen that the pixel-wise influence function of a pixel z ∈ O is given by
forẑ ∈ O c , where α i = Ω p g a (y)χ R i (z − y)dy, with i = 1, 2 is the area of the intersection of the patch centered at z with R i . Notice that due to the normalization of g a , α 1 + α 2 = 1. Thus, for the patch NL-means we have The bottom row shows the corresponding distribution of the patch error (energy density). Notice the emergence of coherent copy regions and how the energy concentrates along their boundaries Two copy regions and the transition band. In regions R 1 and R 2 , which have a constant NNF, data is rigidly translated (copied) from corresponding source regions in the complement. The transition between these copy regions takes place on a band whose width coincides with the patch size while the patch NL-medians selects the region with larger overlap with the patch at z:
Pixels in the red band in Fig. 7 receive two contributions (α 1 , α 2 > 0). Outside this band, in both regions R 1 and R 2 , the image u results from a rigid translation (i.e. a verbatim copy) from two corresponding regions in O c . The transition between both copy regions takes place at the red transition band. Patch NL-means performs a smooth blending whereas patch NL-medians creates a sharp cut. For gradientbased methods, the same reasoning applies at the gradient level.
This argument generalizes to an arbitrary number of regions. The value of u at each pixel z is determined by the copy regions overlapped by the patch centered at z, weighted by the overlap area. The transition bands are defined as the centers of patches intersecting at least two different copy regions. Outside these bands, the resulting image is an exact copy (of intensities or gradients) of a corresponding source region in O c .
The bottom row in Fig. 5 shows the evolution of the patch error ε[p u (x) − pû(n(x))]. Recall from (7) that, in the limit h → 0, the energy is computed as the sum of these errors. The energy is concentrated around the transition bands, since patches that do not overlap any band are an exact copy of the source patch. This explains why the minimization of the energy often favours the emergence of copy region.
Let us point out that there are cases in which the optimum inpainting does not present any copy region at all. According to our experience these cases are rare, and, as we will see in Sect. 5, the multiscale approach tends to prevent convergence to these kind of minima. Still, it would be interesting to have a better understanding on the conditions for the emergence of copy regions. Or, more generally, on the regularity properties of the resulting correspondence map.
The results obtained with the proposed schemes are compared in Fig. 6 . We can see that patch NL-means and -Poisson show some smoothing due to the blending between copy regions. Both L 1 -based schemes obtained sharper results (for patch NL-medians it is easy to identify the regions in the complement that have been replicated). Figure 8 shows another manifestation of the effects of the transitions. The image to be inpainted consists of Gaussian noise. Using this synthetic texture allows us to measure quantitatively the perceptual quality of the inpainted texture via the local variance (the mean is well reproduced by all methods). We estimate the local variance by smoothing the image of squared differences w.r.t. the mean. In the interior of the copy regions, away from their boundaries (red curves), the reproduction of the source texture is exact, and thus the variance is preserved. As expected the variance decreases along the red curves, where pixel values are synthesized using incoherent contributions from different copy regions. Both for the intensity and the gradient model, the L 2 -norm causes a higher decay of the variance than the L 1 -norm.
Combined Schemes
Gradient-based methods produce smooth interpolations and enforce the continuity of the image at the boundary of the inpainting domain, which are generally desirable features. For this to be done variationally the similarity weights w have to be computed using patches of the gradient, which in most cases do not provide a reliable measure of patch similarity. In practice better results are obtained by combining these methods with patch NL-means, allowing to take the image values into account for the computation of the patch similarity, and to synthesize the image with a diffusion PDE. This adds a parameter λ, which controls the mixture.
In Fig. 9 we show some results corresponding to the combination of both gradient schemes with patch NL-means while varying the mixture coefficient λ. The image shows a periodic pattern with an illuminance gradient. Most of the dark exemplars are incomplete, and thus only bright exemplars from the bottom of the image are available. The rightmost detail shows the result of patch NL-means: the image has been completed using bright patches and presents a discontinuity on the upper side of the hole. On the other hand, a completion using gradients only (see result of the patch NL-GM) manages to interpolate both the texture and the shading. The small images on the right show results of both gradient methods with different values for λ. The value of the mixing parameter λ should be carefully selected since it mixes two different magnitudes (norms of gradients and gray levels). With λ ∼ 0.1 for patch NL-Poisson and λ ∼ 0.01 for patch NL-GM, some of 
Geometric Interpolation
To evaluate the ability of each method to continue the geometry of the structures at the boundary of the inpainting domain, we consider a very simple image with a gap (shown in Table 1 ). The inpainting region is initialized with the background color. For this evaluation we fix the size of the patch and increase the width of the gap. For narrow gaps, the method is able to join both ends of the green vertical line. When increasing the gap, at a certain width the gray initialization prevails and the method is no longer capable of recovering the vertical line. The first column of Table 1 shows the maximum width (in pixels) that produces a good reconstruction. Observe that the combined schemes propagate the line through wider gaps, and that the optimal mixing parameter λ for this purpose is around the values that we have proposed in the previous section. Basically these schemes have two propagation mechanisms: a local one, by diffusion of the intensity values by the PDE, and a non-local one by transference of gradients from O c . When λ > 0 these mechanisms reinforce each other: the diffused values allow a better estimation of the weights, and therefore the transference of more appropriate gradients, which will help to diffuse the intensity values further in the next image update step. On the Table 1 (Color online) Geometric interpolation. The inpainting domain is shown in white and the patch in the lower right corner (9 × 9 pixels). The table reports the maximum gap width (measured in pixels) for which the algorithm is capable of recovering the vertical line. 
other hand, intensity-based methods depend only on the iteration of weights computation and image update to propagate information. The second column of Table 1 shows the results obtained by incorporating the confidence mask later described in Sect. 3.2. An alternative way to prolong the geometric structures is to increase the patch size as will be discussed in Sect. 5. The boundaries between copy regions are superimposed on red. Those between bright and dark copy regions have been highlighted
Stiffness of the L 1 -Based Methods
We have observed that L 1 methods are more reluctant to make changes during the minimization process. The same robustness that favors sharp transitions between copy regions makes them more greedy. Once a set of neighboring patches have settled on a locally stable solution (typically a region of constant NNF), it is hard for the algorithm to change that local decision. Figure 10 shows a comparison between patch NL-means and -medians. Both methods are given a bad initialization. We have highlighted the boundary between bright and dark copy regions (shown in green). A copy front is advancing from the boundary carrying correct information and meets an already settled copy front, which has taken an undesirable decision based on the initialization. Pixels on the boundary of the mistaken front start receiving contributions from patches in the advancing front. Initially these contributions will be outliers in the distribution from which the pixel value is estimated. The median will discard these outliers, and the pixel value will not change unless of course, patches in the advancing front outnumber the mistaken ones.
Pixel-Wise vs. Patch-Wise Image Synthesis
Part of the inspiration for our formalism comes from (3), an energy which models the (pixel-wise) non-local means. This energy assumes that the weights are known, which is not the case of inpainting. To account for the adaptation of the weights, the image synthesis is no longer pixel-wise, but patch-wise. Still, one could devise an iterative scheme, alternating between weights update and pixel-wise image synthesis. For the case of pixel-wise NL-means the image update step yields (compare with (12)):
Similar iterative schemes have been applied to image denoising (Awate and Whitaker 2005; Brox et al. 2008 ).
An immediate question is how does such a scheme relates with the variational patch-wise version when applied to the problem of inpainting. One of the first observations to be made, is that both works (Awate and Whitaker 2005; Brox et al. 2008 ) perform a slightly different image synthesis, which for the case of inpainting reads
The image update is a convex combination of the current image u k and the pixel-wise non-local means synthesis, where τ ∈ (0, 1] is the time step. Note that with τ = 1 the equation reduces to (19). In practice τ 0.2 (Awate and Whitaker 2005; Brox et al. 2008) . This is necessary for the iterative scheme to converge (otherwise it might sometimes present an oscillatory behaviour). However, for such small values of the time step, the convergence will be slow, implying more steps of weight computation and image synthesis. This is particularly undesirable in inpainting applications, where the initialization is typically far away from the solution.
We have not observed such instabilities with the patchwise synthesis, allowing convergence to be reached in a few iterations. The patch-wise synthesis is computationally more expensive than the pixel-wise one. However, in either case, the cost of the image update is minor compared to that of the weights update. Therefore, the patch-wise synthesis yields usually considerably lower run times.
From the point of view of the quality of the results obtained, let us briefly comment that copy regions also appear with the pixel-wise scheme. As with the patch NL-medians, the transitions between these regions are sharp, improving the rendering of some textures. However methods with a pixel-wise synthesis show a considerably poorer ability to propagate structures. More generally, patch-wise methods propagate the information from the boundary deeper inside the inpainting domain, alleviating the dependence on the initialization. This is a direct consequence of copying patches instead of pixels. We note that these observations are based on results obtained using (19) (i.e. with τ = 1) for which the method did converge.
Extensions
Color Images
An energy for color images can be obtained by defining a patch error function for color patches as the sum of the error functions of the three scalar components:
where u : Ω → R 3 is the color image, and u i , with i = 1, 2, 3, its components (analogously for gradient-based errors). Given the weights, each channel is updated using the corresponding scheme for scalar images. All channels are updated using the same weights.
Confidence Mask
For large inpainting domains, it is useful to introduce a mask κ : Ω → (0, 1] which assigns a confidence value to each pixel, depending on the certainty of its information (see also Criminisi et al. 2004; Komodakis and Tziritas 2007 ). This will help in guiding the flow of information from the boundary towards the interior of the hole, eliminating some local minima and reducing the effect of the initial condition. The resulting image energy term takes the form
where κ modulates the penalization of the incoherences between w and the error ε between patches.
The effect of κ on the image update step can be seen on the pixel-wise influence weights m
Thus, the contribution of the patch p u (z − y) to the evidence function is now weighted by its confidence. Patches with higher confidence will have a stronger influence. With the inclusion of the confidence mask, the normalization coefficient c(z) becomes:
On the similarity weights, the confidence mask has the effect of modifying the selectivity parameter h by a locally varying h/κ (x) . If the confidence is high, the effective selectivity h/κ(x) will be lower, thus increasing the selectivity of the similarity measure. When h → 0 the weights tend to a Dirac's delta independently of κ. The same reasoning applies to the gradient-based energies.
For the experiments shown in this paper, the confidence mask was set to
which shows an exponential decay w.r.t. the distance to the boundary inside the hole d(·, ∂O). Here t c > 0 is the decay time and κ 0 > 0 determines the asymptotic value reached far away from the boundary. Setting t c = 0 amounts to using a constant confidence mask. Table 1 shows the effect of using a confidence mask with t c = 5 and κ 0 = 0.1, allowing the restoration of the vertical line for much wider gaps, and thus alleviating the dependence on the gray initial condition.
Different Patch Error Functions for Image and Weights Update Steps
In the methods presented so far, the image synthesis and the weights update are coupled through the patch error function. One can envision a broader family of methods in which the patch comparison criterion can be chosen independently from the synthesis method, thus allowing for instance, to synthesize the image using gradients and to compute the patch similarity using only intensity. Although these new algorithms do not have a variational justification, some of them result useful in practice, as demonstrated in Sect. 6. Recall that for patch NL-Poisson and -GM, the patch error function is a combination of the squared L 2 error functions with a gradient-based one, where the parameter λ controls the mixture. We can extend this method by considering two mixture coefficients: λ w ∈ [0, 1] for the weights update step and λ u ∈ [0, 1] controlling the image synthesis (by minimizing F λ u in (17)). As will be shown in Sect. 6, the flexibility provided by these schemes is sometimes necessary, since it allows to combine the benefits of intensity-and gradient-based methods into a single algorithm.
Interpolation of Sparsely Sampled Images
The framework we presented has been generalized to the interpolation of sparsely sampled images in Facciolo et al. (2009) . This problem differs from the typical inpainting scenario in that there are no complete patches in O c to copy from. Other exemplar-based methods used for interpolation of sparse samples, generally based on sparseland model (Aharon et al. 2006; Candes and Wakin 2008) , resort to a dictionary with complete patches built in a previous training stage (Elad et al. 2005; Aharon et al. 2006; Mairal et al. 2008) . The extension of our framework proposed in Facciolo et al. (2009) allows to use the incomplete patches from the sparsely sampled image as the only source of information. A description of this method is out of the scope of this paper. The interested reader can refer to Facciolo et al. (2009) .
Discussion and Connections
We discuss here some probabilistic interpretations of the proposed framework and its connections with other models. The reader more interested on the inpainting results may go directly to Sect. 6.
Probabilistic-Geometric Model Interpretation
The proposed energy has an interpretation in terms of a probabilistic model in the space of patches, which becomes apparent when rewritten using the generalized KullbackLeibler divergence (Csiszár 2008) . Given two positive and integrable functions p, q defined over a certain measure space X , the generalized Kullback-Leibler divergence is given by:
assuming that the integrals exist. With this notation (and taking into account that w(x, ·) is a probability) the functional E can be written as
where r is the unnormalized Gaussian weight function r(x,x) :
). The first term integrates the divergence between the functions w(x, ·) and r(x, ·), for each x ∈ O.
The second term can be interpreted by noticing that q(x) := O c r(x,x)dx is a density estimate (in the patch space) of the set of patches in O c : the higher the amount of patches in O c close to p u (x) (according to the scale parameter h), the higher the value of q.
The minimizers (u * , w * ) are obtained when for all
, (i.e. normalized Gaussian weights), and the patches of the inpainted image are in regions of high density in the patch space. This provides a geometric intuitive interpretation of our variational formulation. The image is considered as an ensemble of overlapping patches. Known patches in O c are fixed, forming a patch density model used to estimate the patches in O.
Connections with Statistical Mechanics
The proposed energy can be given another interpretation in terms of statistical mechanics, as the Helmholtz free energy of a system of particles. In this context we consider that for each "particle" x ∈Õ there is a set of possible configurations indexed by the parameterx ∈Õ c with a probability density w(x,x). If we consider that each configuration has an energy U(x,x) = ε(p u (x) − p u (x)), then the probability that the particle at x is in the statex is proportional to
with the normalization factor q given by the partition function q(x) = x e −βU (x,x) . Then the Helmholtz free energy for a particle x is
The total Helmholtz free energy for the system is
where the sums are extended to x ∈Õ andx ∈Õ c . We have used the notation β as 1 h .
Revisiting Related Work
Let us briefly review the connections of our work with other inpainting algorithms and also with existing variational models of non-local regularization which have been proposed in contexts such as image denoising. The methods presented in Wexler et al. (2007) , Kawai et al. (2009) are closely related to the patch NL-means scheme of (12), based in the optimization of an energy as in (2). In Wexler et al. (2007) energy is interpreted as a maximum likelihood for a MRF. The method can be seen as an approximate EM algorithm for maximizing the log-likelihood w.r.t. the pixels in O, and some approximations have to be taken to make the optimization tractable. Based on heuristics, the authors also propose to use more robust estimators than the mean for the synthesis of pixels. Within the framework here proposed, robust estimators (as the median) naturally result from particular choices of the patch error functions ε(·). In Kawai et al. (2009) the authors propose modifications of the energy which improve the results, such as some spatial localization of the similarity weights and brightness invariance. The latter is achieved by introducing a multiplicative constant that matches the mean illuminance between each pair of patches.
Similar ideas have also been applied in the context of texture synthesis. In Kwatra et al. (2005) the authors propose two energies: a gradient-based and a robust one. The former can be obtained as a particular case of the patch NL-Poisson when h → 0 (in the sense discussed in Sect. 2.2), while the latter corresponds to using an L 0.8 -norm, also with h → 0.
The patch NL-means algorithm is also related to the manifold image models of Peyré (2009) . Equation (12) can be split into two steps analog to the manifold and image projection steps of Peyré (2009) . First, for each patch centered in O we compute a new patch as a weighted average of all patches in the complement, according to the patch similarity weights p MS u (z) := O c w(z,ẑ)pû(ẑ)dẑ with z ∈ O. Doing this for each hole position yields an incoherent ensemble of patches. The image is obtained by averaging these patches:
We use a density model, instead of the manifold model of Peyré (2009). Indeed, p MS u (x) is the mean shift operator applied to p u (x). It is known that the iteration of this operator corresponds to an adaptive gradient ascent of the Parzen estimate of a PDF (Cheng 1995) , which in this case is generated by the set of patches in the complement of the hole. The use of a density model entails some advantages, mainly from the computational point of view, learning a manifold model is computationally costly. Furthermore, the assumption that patches lie on a manifold is questionable (one could think for instance in a stratification as a more realistic model), and its dimension is hard to determine for real images.
In the following we will comment on the relation of this model with recent works on non-local regularization.
The UINTA algorithm, presented in Awate and Whitaker (2005) is a non-local denoising algorithm that minimizes the entropy of the patches in the image. Casting this idea to the context of inpainting the UINTA's entropy is estimated as the sample mean
where the inner integral is the probability of the patch p u (x) obtained as a Parzen density estimate. The corresponding Euler-Lagrange equation can be solved with a fixed point iteration which coincides with the patch NL-means scheme (12). In Awate and Whitaker (2005) this energy is minimized by considering all patches as independent (disregarding the overlap between neighboring patches), and evolving each of them according to a gradient descent of E U . Then an image is formed with the centers of these new patches. The repetition of this process yields an iterative application of pixel-wise NL-means. In Brox et al. (2008) the authors use a variational principle for deriving the iterated pixel NL-means regularizer, and show its application to the restoration of texture. The underlying energy corresponds to the quadratic penalty between the solution image u, and a pixel NL-means type average of the noisy input imageû. The weights for this average are computed using u. Due to the dependence of the weights with the regularized image u, the minimizer is no longer a weighted average as NL-means, but the solution of a nonlinear optimization problem. It is shown that if the derivative of the nonlinear component is neglected, the resulting Euler-Lagrange equation matches the proposed fixed point algorithm: the iterated NL-means regularizer.
In Pizarro et al. (2010) the authors presented a variational framework for image denoising consisting in non-local regularization and data adjustment terms. Inpainting could be performed by considering only the data term as follows:
This energy is the same as the one adapted from the UINTA algorithm E U , without the logarithm. In Pizarro et al. (2010) the Euler-Lagrange equation is solved with a fixed point iteration. This model has two differences with our framework. First it allows to use a more general nonlinearity for the computation of the weights other than the exponential. Second, even in the case of the exponential, the methods differ in the normalization, for instance, when ε is the squared L 2 -norm, the resulting scheme is as the patch NL-means, with the unnormalized weights.
After its introduction in Arias et al. (2009) , our model has been interpreted as a non-local self-similarity regularizer in Peyré et al. (2009) , where in conjunction with appropriate data fitting terms it has been applied to the solution of inverse problems, including inpainting, super-resolution and compressive sensing. In Peyré et al. (2009) a different patch-error function ε is used, namely the L 2 -norm between patches (without squaring it). This choice is motivated as a patch-wise version of their work (Peyré et al. 2008) on non-local Total Variation (Zhou and Schölkopf 2005; Lezoray et al. 2007; Gilboa and Osher 2008) with adaptive weights. This patch-wise non-local TV is defined as the L 1 -norm of the non-local gradient of the patch valued im-
. Thus, the patch-wise non-local TV reads
Note that in this sense, the model of the patch NL-medians corresponds to an anisotropic version of the non-local TV where the 2-norm in the integral is replaced by the 1-norm. Our work and the work of Peyré et al. (2009) are complementary. In Peyré et al. (2009) the regularization term is fixed, and the authors focus on the possibilities given by different data terms suited for different applications. On the other hand in this work we focus on the regularization term exploring its properties with different patch error functions ε, and applying them to a problem in which the data term plays no role at all, since there is no data to adjust to.
Multiscale Scheme
Exemplar-based inpainting methods show a critical dependence with the size of the patch. In Fig. 11 , we show completions obtained with patch NL-means using different patch sizes: two results with a small patch (a = 4) and one result with a large patch (a = 19). (Recall from (6) that a is the width of the Gaussian intra-patch weight function g a , and therefore characterizes the size of the patch.) The latter is able to reproduce the periodic pattern of the lamps, but the completion is blurry due to the spacial overlap of the patches and presents many discontinuities at the boundary of the hole.
The results with the small patch (second and fourth columns) do not show these artifacts, but one of them has failed to reproduce the lamps. The only difference between both is the initialization. The one in the second column was initialized with the original image, whereas the other one with the result obtained with the multiscale approach described in this section.
As in many state of the art exemplar-based inpainting methods (e.g. Komodakis and Tziritas 2007; Wexler et al. 2007; Kawai et al. 2009 ), we will incorporate a multiscale scheme. This is usually motivated as an heuristic to avoid local minima, to find a good initialization and/or to alleviate the computational cost. We believe however (following Holtzman-Gazit and Yavneh 2008) that, as the example of Fig. 11 suggests, inpainting is inherently a multiscale problem: images have structures of different sizes, ranging from large objects to fine scale textures and edges. The multiscale scheme responds to the fact that several patch sizes are needed to reproduce all these structures properly.
Multiscale Algorithm
In the following we describe the multiscale method we adopted, which goes along the lines of what is customary in the literature (Wexler et al. 2007; Fang and Lien 2009; Kawai et al. 2009 ). It consists on applying sequentially the inpainting scheme on a Gaussian image pyramid, starting at the coarsest scale. The result at each scale is upsampled and used as initialization for the next finer scale. The patch size is constant through scales.
Let us consider S scales, the finest denoted with s = 0. We will specify the size of the image at the coarsest level A S−1 . Denoting the size of the image at the finest scale by A 0 , we compute the sampling rate as r := (A 0 /A S−1 ) 1/(S−1) ∈ (0, 1). The width of the Gaussian filtering is associated to the subsampling factor as in Morel and Yu (2008) . Let a 0 be the size of the patch and E a 0 the corresponding energy. We will add the superindex s = 0, . . . , S − 1 to the variables u and w to denote the scale. As before, the subindex 0 refers the initial condition, i.e. u s 0 is the initial condition at scale s. The upsampling from s + 1 to s is obtained as in Wexler et al. (2007) . The coarse weights w s+1 are first interpolated to the finer image size, yielding w s 0 . These weights are then used to solve an image update step at the new scale: u s 0 = min u E a 0 (u, w s 0 ). More conventional upsampling schemes by local interpolation (such as bilinear or splines) introduce a bias towards low-frequency non-textured regions. This exemplar-based upsampling avoids this bias.
Notice that keeping the patch size constant while filtering and reducing the image, is almost equivalent to enlarging the patch domain and filtering an image of constant size. The process can thus be seen as the sequential minimization of a series of inpainting energies with varying patch size given by a s = (1/r s )a 0 , s = 0, . . . , S − 1, over a corresponding series of filtered images. In the coarsest scale S − 1, a larger portion of the inpainting domain is covered by partially known patches. This makes the inpainting task easier and less dependent on the initialization. The energy at this scale should have fewer local minima. The dependency of the minimization process on the initial condition ensures that each single scale solution remains close to the coarse scale initialization. The multiscale algorithm exploits this dependency to obtain an image u 0 which is approximately self-similar for all scales (or equivalently, for all patch sizes). Figure 11 shows a comparison between single and multiscale results with the patch NL-means scheme. The multiscale result shows the benefits of large and small patch sizes. The missing lamps have been completed with the correct shape and spacing by the coarser stages, and the fine details are overall much less blurry and there are almost no discontinuities at the boundary of O. The bottom row shows the copy regions. The single scale results show a coarse partition with the large patch (the copying is more rigid), and one with many small regions with the smaller patch. The multiscale's 
Experimental Results
In this section we further demonstrate the performance of the proposed schemes on real inpainting problems and compare them with four representative state of the art methods. The images used were obtained from Komodakis and Tziritas (2007) and from the 100 images benchmark proposed by Kawai et al. (2009) , available at http://yokoya.naist.jp/ research/inpainting/.
Experimental Setting
We consider four inpainting methods, variations of our proposed framework, namely patch NL-means, -medians, -Poisson and -GM. Gradient-based methods are always combined with patch NL-means with mixing parameter λ, as in (17). In all cases we use the multiscale approach. To prevent blurring we set h, the selectivity of the similarity weights w, to h → 0. In this case, the weights select the nearest neighbor of each patch in O. We use the CIE La*b* color space.
The weights update step dominates the computational load of the algorithms. Even in the case of h → 0, using an exhaustive search for the exact nearest neighbor results in impractical run times (O(A(O) × A(O c ) × s 2 ) per iteration). However, a significant speed-up can be obtained with approximate searches, almost without any noticeable decrement in the quality of the results (see Brox et al. 2008 and references therein). Our nearest neighbor search is based on the PatchMatch algorithm (Barnes et al. 2009 ), a procedure that simultaneously estimates the NNF for all patches in the inpainting domain exploiting the coherence of natural images. Our implementation estimates a list of the L first nearest neighbors of each patch, and therefore can be used both for h > 0 and for h → 0 (more details are given in Appendix C). The algorithm has a computational cost of O(A(O) × s 2 × L) per iteration. Typically between 5 and 10 iterations are sufficient to obtain results comparable with the exhaustive search when using lists of size L 5 to 10.
For patch NL-means, -median and -Poisson, this represent a speed-up from 10 min to less than 1 min, for a 200 × 200 pixels image with a hole area of 20%, running on a 2 Ghz CPU. The patch NL-GM may take longer, since the corresponding image update step can be time consuming, especially for small values of the mixing parameter λ (see Appendix B).
The results are shown in Figs. 12, 13 and 14, classified according to the nature of the inpainting problem. These figures include comparisons with the literature as well, as will be explained shortly below. Obtaining good results requires fixing the following parameters:
Patch size. For almost all experiments we used patches of size s between 3 × 3 and 9 × 9. We used constant intrapatch weights (g a = 1/|Ω p |), since the Gaussian ones require a larger support, reducing the available exemplars. Multiscale parameters. The multiscale scheme has two parameters: the size of the coarsest image A S−1 and the number of scales S. The former is the most critical one.
In our experiments A S−1 was set to a 20% of the original size, except for some cases which required less subsampling because there were too few exemplars in the hole's complement at the coarsest scale. The number of scales S was set such that the subsampling rate r = (A 0 /A S−1 ) 1/(S−1) ≈ (1/2) 1/3 ≈ 0.8 as in Wexler et al. (2007) . Confidence mask. The confidence mask has two parameters, the asymptotic value c 0 and the decay time t c . For all experiments we fix c 0 = 0.1 and used a decay time t c = 5 except for small inpainting domains, in which we set t c = 1.
For the mixing coefficient λ of gradient-based methods we tested two configurations: low-λ corresponding to λ = 0.01 and λ = 0.001 for patch NL-Poisson and -GM, and high-λ corresponding to λ = 0.1 and λ = 0.01 for patch NL-Poisson and -GM. Recall that lower values of λ give a higher weight to the gradient component of the energy. This is appropriate for structured images with strong edges. For the image in Figs. 12, 13 and 14 we used the same λ configuration for both gradient-based schemes.
The rest of the parameters are also the same for the images in Figs. 13 and 14. Instead, for images in Fig. 12 we used different parameters for intensity-and gradientbased methods. In these cases, image-based methods required larger patches than gradient-based ones.
For the sake of comparison we include here some results obtained using four representative methods of the state of the art. Two of them compute a coarse correspondence map, the PatchWorks (PW) method ) and the approach of Komodakis & Tziritas (KT) (Komodakis and Tziritas 2007) . The first one is greedy and the latter is iterative. Seams between blocks are eliminated a posteriori, using for instance a Poisson blending. The other two methods compute a dense correspondence map: Resynthetizer (R) (Harrison 2005 ) (greedy) and the approach of Kawai, Sato and Yokoya (KSY) (Kawai et al. 2009 ) (iterative). The latter is similar to the patch NL-means (see Sect. 4), with two improvements: locality of the nearest neighbor search and a correction that accounts for multiplicative brightness changes.
The results from KT and KSY were kindly provided to us by their authors. The results from KT were published in Komodakis and Tziritas (2007) and those from KSY can be found in Kawai et al. (2009) and are also available at http://yokoya.naist.jp/research/inpainting/. The Resynthetizer algorithm is implemented as a plug-in for the GIMP image editing software (Kimball and Mattis 2009) . We used that implementation to generate the results labeled as "R". Our implementation of PatchWorks was written by Geoffrey Scoutheeten and was kindly made available to us by Simon Masnou. It does not include the blending postprocessing step, so all seams are visible. We refer the reader to Pérez et al. (2004) and Cao et al. (2009) for results obtained using this efficient technique with blending.
Observations and Comments
Gradient vs. Intensity
The proposed framework allows to design inpainting schemes based on the image gradient. So far, the gradient has mainly been used as a post-processing to remove seams between copy regions Shen et al. 2005) . Instead, in this framework, the gradient is used both for the image and weights update steps (also in Kwatra et al. 2005 for texture synthesis).
Gradient-based methods perform well in images with a strong structure (Figs. 12 and 14) but fail in images characterized by random textures. In the following we are going to analyze the reasons for this behaviour, discussing the benefits and limitations of using gradients both in the image and weights update steps. Many of the effects we are going to remark here have already been discussed in more detail in Sect. 3.1.
Gradients in the Image Synthesis
The image obtained with patch NL-Poisson and -GM is the result of copying gradients from the known portion of the image and then solving a PDE. As a result the synthesized image will not have any edge which has not been copied from O c . This is not the case for intensity-based methods, which present discontinuities (seams) at the boundary of the hole and between copy regions. These seams are present in almost all images, but are particularly noticeable in Figs. 12(b) , 12(c), 14(a) and 14(c).
Gradients in the Patch Similarity Weights
For patch NLPoisson and -GM, the patch error is a combination of intensity and gradients. With the low values of λ used, the gradient component dominates. For some textured images this may cause the method to fail. In baseball (Fig. 13(a) ) for instance, segments of the sky have been reproduced in the snow. Figure 15 shows results obtained with the extension to the gradient-based methods presented in Sect. 3.2.3. Different values of the mixture coefficient λ are used for the image (λ u ) and weights update (λ w ). Results in Fig. 15 have λ w = 1, i.e. the weights are computed based only on the image values. The image is updated using the corresponding image update step with a low value of λ u . Such scheme is non-variational unless λ u = λ w . Although the results using λ w = 1 improve for baseball and bridge, this will not be the case in general. As an example, the last row of Fig. 15 shows the result obtained for the sofa image. With such illumination changes, better results (as those shown in Fig. 12(c) ) are Gradient-based methods facilitate the prolongation of structures and edges, due to the reinforcement of local PDE diffusion and non-local propagation (in Sect. 3.1.4 we quantitatively compared the ability of each method to propagate structures). This allows to use smaller patches, which alleviates the computational load and amounts to more available exemplars and less blending due to patch overlap (either by averages or medians).
Means vs. Medians
It is notorious that L 1 -based functionals perform better at the reproduction of fine texture. The results of the L 2 methods are smoothed by the spatial averaging of overlapping patches. On the other hand, patch NL-medians creates sharp discontinuities as in Fig. 3 when different copy regions meet Komodakis and Tziritas (2007) and KSY: method of Kawai et al. (2009) . M, Md, P and GM stand for patch NL-means, -medians, -Poisson and -GM (e.g. Figs. 12(b) and 12(c) ). These discontinuities are very noticeable and in these cases some smoothing is desirable. This has been previously noted in Pérez et al. (2004) , where the authors distinguish between color and texture seams. Color seams occur between copy regions with little texture having different colors (the results of PatchWorks and patch NL-medians in Fig. 12(c) are a clear example) . These seams are best removed with a smooth blending. On the other hand, texture seams require a sharp cut since a soft blending would smooth the texture.
The image synthesis obtained with patch NL-GM offers an alternative to this dilema. The patch NL-GM method perform sharp cuts between copy regions of gradients. As a gradient-based method does not introduce discontinuities, and texture is preserved since there is no blending in the transition bands between copy regions. This can be noticed in the results with patch NL-GM for in Figs. 15, 13(c) and in the grass in 14(b).
As was discussed in Sect. 3.1.5, L 1 -based methods are more stiff, meaning that they show a higher dependence on the initialization (specially patch NL-medians). Although the confidence mask diminishes this effect, it still affects the results. This is the reason for some misalignments in straight lines, due to subsampling artifacts of the multiscale scheme (see for instance the results of patch NL-GM in Figs. 12(b) and 12(c)). Also patch NL-medians generally requires the use of larger patches, particularly for structured images. This is not always possible, as in Fig. 12(a) , where we could not find a proper set of parameters. However we found a good result by after 3 iterations of the multiscale scheme.
Which Scheme to Use?
This work is more oriented to introducing and exploring the variational framework than to presenting a single inpainting algorithm. Still, we would like to comment on which would be the best method among the ones presented. Based on the previous observations, we can conclude that the gradient adds interesting features for the image synthesis in general, but its use in the patch similarity can be misleading for some strongly textured images. This leads us to consider different mixture parameters for the image and weights updates, λ u and λ w respectively, using the extension presented in Sect. 3.2.3. This simple modification adds more flexibility to gradient-based schemes, allowing to have the benefits of intensity-and gradient-based methods.
For textured images good results can be obtained with λ w ≈ 1 as shown in Fig. 15 . For structured images (Figs. 12 and 14) low values of λ w will be beneficial, since this amounts to use a patch similarity measure invariant with respect to additive brightness changes. The value of λ u is not critical, as long as it is sufficiently small. In that case, the synthesis is dominated by the gradient-based term. Thus, this modification does not add an extra parameter. Between patch NL-Poisson and -GM, the latter yields a better reproduction of random textures. However its running times are still impractical. We are currently working on more efficient approximations to this method.
Conclusions and Future Work
We presented a variational framework for exemplar-based image inpainting. The proposed formalism models in a unified manner the cases of probabilistic and one-to-one correspondences. We focus on the latter, more relevant for the current inpainting application. However, we provide a general presentation which evidences connections with related models for non-local image regularization and provides intuitive interpretations of the proposed energy.
We derived from the proposed framework four different inpainting schemes, corresponding to error functions based on the combinations of L 1 -and L 2 -norms, with image or gradient patches. The inpainting achieved is a patch-work with arbitrarily shaped segments, which emerge during the minimization process. Transitions between these segments can be sharp or smooth depending on the used norm.
One of the novelties of this work is the exploration of the use of gradients in exemplar-based inpainting methods.
In our framework this implies not only copying gradients (gradient-based synthesis has been used before for removing seams between patches), but also using them for the computation of the similarity weights. Although this does not work well for images with random textures, we found that it provides some interesting benefits in more structured images, such as additive brightness invariance and better propagation of structures.
The proposed functional shows a critical dependence with the patch size. Furthermore, it is non-convex and has many local minima. To tackle these issues we used a multiscale approach. We believe that inpainting is inherently a multiscale problem and are currently working on a variational formulation of multiscale inpainting.
Other direction of current and future research is the exploration of other patch error functions. In particular it would be interesting to study the patch comparison criteria based on structure tensors, which provide a more robust estimation of the morphological structure of the image. We can also consider correlation metrics such as the Normalized Cross-Correlation which could add invariance to multiplicative brightness changes (we thank the anonymous reviewer for suggesting this). Last but not least, it would be interesting to have faster approximations to the patch NL-GM scheme. From our assumptions, the boundedness of the previous integral holds. Thus, the functions Then E(u, w) ≤ lim inf n E(u n , w n ).
Note that during the proof we have shown that ∇ x w(x,x) and ∇xw(x,x) are both bounded. In other words, when h > 0, the weights behave smoothly with respect to x andx. 
