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Abstract-An algorithm is presented for computer summation of imprecise numbers that may have quite 
disparate magnitudes and variances. Each number is represented by its expected value and variance. Exact 
numbers form a subset and are treated in a consistent manner. Cancellation effects are minimized. 
INTRODUCTION 
The summation of statistically independent, imprecise numbers is well known in classical 
statistics. Implementation on a computer, however, can have pitfalls, especially if the numbers 
have quite disparate magnitudes and variances. An algorithm is presented that provides the best 
result consistent with the characteristic parameters (word length, exponent bits, etc.) of the 
computer at hand; overflow is the only constraint on the magnitude of the summands. 
Wilkinson [l] has made a rounding error analysis of the summation process where the 
summands have negligible initial variances. The recursive formula for the sum 
is then 
so = 0 
S” = S”_, sx, 
s = SN. 
He showed that the x, should be added according to increasing magnitude. Linz [2] suggested 
an improvement by forming a sequence of pairwise sums, then pairing them in a second 
sequence, etc. Malcolm [3] developed a more elaborate scheme by modifying an algorithm due 
to Wolfe [4] that utilizes a series of accumulators. Here, too, the variances of the summands are 
considered small compared to rounding errors. 
I. NUMBER REPRESENTATION AND ROUNDING ERROR 
Each summand xi is represented by an ordered pair, Xi = {m;, Vi}, where mi and Vi are the 
expected value and variance of x, respectively. In a binary computer, each member of the pair 
is represented in so-called normalized form, e.g. mi = 2”fi where the exponent ei is an integer 
and the fractional part f; satisfies l/2 5 Ifi1 < 1. Let k be the number of binary digits for the 
representation of fi+ If vi is sufficiently small originally, the rounding error in x; implied by the 
representation of x; to k bits may correspond to a variance Vi? > Vi. We shall refer to Uir as the 
rounding variance, or simply r-variance. 
Exact numbers are of two kinds in the context of computer epresentation: 
(i) all digits of fi beyond the kth are zero; 
(ii) there is at least one non-zero digit beyond the kth. 
Those in (i) are said to be exactly representable, whereas those in (ii) have non-zero r-variances. 
The computer process of adding two numbers can introduce further r-variance owing to the 
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fact that the exponent-matching process causes a right shift of the summand with the smaller 
exponent. 
3. COMPUTATIONOFR-VARIANCE 
If the expected value m = 27 of x(not exactly representable) is rounded to k digits, then it 
can be shown that u,(x) = (m - m,)’ should be added to the variance c(x), where M, is the 
rounded value of m. If we make the reasonable assumption that m is uniformly distributed 
about m,, then it is well-known that 
u = 122’e-k-l~ 
3 * 
For a given computer, k is a constant, so it is a trivial matter to compute the r-variance. 
Clearly, r-variance for other distributions may be used. 
4. THEALGORITHM 
The set of summands x. for n = 1, 2,. . . , N is first separated into two groups X and Z, 
corresponding to summands with non-zero and zero variances, respectively; some in the former 
may have only r-variance owing to the rounding of precise numbers to k bits for representation 
in the computer. The Z group is considered first. 
(a) The summands are ordered according to increasing magnitude /zij I Izi+l] for i = 1, 
2 , . . . , I. Form zI +zz. Check whether u(z, +z2) = 0, i.e. no non-zero digit is truncated. If 
u(z, + z2) 20 put zI +z2 in the X group, otherwise insert it in the z sequence, order being 
maintained. Mutatis mutandis, iterate until the z sequence is reduced to a single term. It is clear 
that this partial sum achieves maximum accuracy owing to the fact that the opportunity for 
carry propagation in successive pairwise addition has been maximized, or equivalently, the 
rounding errors have been minimized in the exponent matching process. 
(b) We now consider the X group with non-zero variances. From general statistical 
arguments, the summations of expected values and of variances may be treated independently. 
The variances and expected values are each arranged in non-decreasing sequences according to 
magnitudes. The two smallest variances are added and the sum inserted into the sequence 
according to its value; no attempt is made here to keep track of rounding errors. The process is 
iterated with the current lowest pair at each stage. 
For the expected values, the two smallest values are first added and then this sum is 
introduced into the sequence at the proper place. At each stage, the rounding variance, owing to 
exponent matching, is accumulated and eventually added to sum of the usual variances. If the 
standard word length of the computer at hand is large, then often v,(x) 4 u(x) and v, can be 
neglected; for small computer words, r-variance should be taken into account. 
(c) Finally the sum of the Z and of the X groups are added to give the sum S = S,. 
5. REMARKSONSIGNIFICANCEARITHMETIC 
The methods of significance arithmetic [5] utilize an unnormalized representation of com- 
puter numbers to reflect their accuracy (to within one digit). An analysis of its rule of addition 
shows that it is closely related to combining in a single operation the addition of means and of 
variances (the latter to within one digit)t. Rounding variances were not included; instead the 
use of “guard bits” on the right seemed to be an adequate treatment of the effect of r-variance. 
6.CATASTROPHICCANCELLATION 
Malcolm [3] discusses a phenomenon that Lehmer describes as “catastrophic ancellation” 
in the summing process, owing to loss of significant digits by cancellation of leading digits. In 
the present algorithm for the sum of the expected values, the insertion of the sum of the two 
smallest (in magnitude) expected values into the current list of summands precludes un- 
necessarily large intermediate sums that usually give rise to the effect. In present day 
computers, cancellation does lead to a re-normalization step in the addition process and this 
f'ln this approximation, the exponent of the standard deviation relates to that of variance by the factor 2, a simple shift. 
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introduces meaningless digits at the right end of the re-normalized sum of inexact terms. 
However, this pair-sum is smaller (in magnitude) than any other member of the sequence 
remaining to be processed. Hence, according to our algorithm it participates in the next 
pair-sum and the right shift in the exponent-matching operation undoes the previous left shift, 
owing to re-normalization. 
If catastrophic ancellation occurs on the last step, such compensation of the left shift by 
the right shift of exponent match does not occur. By examining the difference of the exponent 
of the larger summand in the last step and that of the corresponding sum, one can detect any 
cancellation. The extent of the cancellation is measured of course by the size of this difference. 
In any event, the effect is a relatively minor one, inasmuch as the associated variance provides 
a reliable estimate of the number of significant digits in the sum. Clearly, a properly structured 
computer would not have a post-normalization step in the addition of inexact numbers. 
I. A FIN AL REMARK 
In some future, less naive computer, the pair-wise representation of numerical quantities 
may be adopted; the sum of the means and sum of the variances may be even done 
concurrently by a slightly more ambitious hardware design. In that case, the decoupling of 
means and variances uggested earlier may seem awkward. A more suitable algorithm, statistically 
equivalent to the above is obtained by ordering the summands according to a non-decreasing order 
in the variances. Again, the two smallest erms are added first and the sum inserted into the 
sequence according to its variance. The order of processing of the means would then be a slave to 
that of the variances. A discussion of this equivalence is the subject of a later paper. 
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