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ABSTRACT
Wireless Sensor Networks (WSNs), small measurement devices connected by
means of wireless communications, have been a topic of intensive research
over the past decade. Deployments of WSNs have potential to shed light on a
number of scientific, industrial, and societal problems such as climate change
and precision agriculture. In general, they hold a great promise to enable new
commercial and scientific applications and products.
The richness of the collected sensor data opens a wide range of opportuni-
ties to develop new technologies and applications. One of the key design ques-
tions is how to distribute and query efficiently sensor data in the WSN. This
problem has received a lot of attention. One of the challenges is to guarantee
robust data storage in WSNs and eventually collecting data from temporary
storage locations to the backend databases.
There is a number of simple query based protocols or various data dis-
tribution mechanisms that are proposed to handle WSNs. However, the emer-
ging extremely large-scaleWSNs require us to face the scalability problem. The
amount of the data and the geographical distribution of sensors are potentially
so large that new protocols and mechanisms are required for both sensor data
processing and transfer.
In the first part of this thesis we address the problem of the in-network ma-
nagement of sensor data. We show how content-based routing can be used to
realize robust sensor data storage and to enable efficient queryingmechanisms
inWSNs. We refine the scope on studying the use of the well-known Bloom fil-
ters strategy for representing content items with indexes. Despite their advan-
tage in forming compact routing tables, Bloom filter-based routing protocols
suffer from problems of probabilistic data localization. Therefore, we propo-
se a set of novel alternative strategies based on the use of orthogonal codes
to lower the probability of false-addressing or alternatively to minimize the
length of addresses. We evaluate the respective performance of different sche-
mes both analytically and using extensive simulations, and provide analyses
and guidance for choosing among different methods and strategies.
In the second part of this thesis we deal with the scalability problem and
consider very large-scale WSNs up to planetary scale sensor networks based
on cellular networks infrastructure. We provide careful estimates on the traffic
volumes of sensor readings in a number of scenarios explored in the literature.
The results show that machine-to-machine communications and WSNs have
a potential to dominate over other forms of mobile and wireless network traf-
fic. Based on these forecasts, we study the possible solutions for storing and
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analyzing voluminous sensor data on backend machines. We have adopted
an original parallel processing methodology from Google, namely MapRedu-
ce framework, for WSN data processing. Our experimental tests are realized
by running the Hadoop/MapReduce platform on a cluster of machines. We
introduce the general categories of sensor data analyzes and specifically focus
on spatial statistics. In this context we show that Hadoop/MapReduce based
solutions can perform data analyses even for extremely large sensor data sets.
We finalize the thesis by highlighting the impact of scalability on important
application, platform, and hardware parameters.
KURZFASSUNG
Drahtlose Sensornetze bestehen aus Sensorknoten, die mit drahtlosen Sende-
und Empfangseinheiten ausgestattet sind. Aufgrund zahlreicher wissensch-
aftlicher, wirtschaftlicher und sicherheitspolitischer Anwendungen wurden d-
iese Netze in den vergangenen zehn Jahren intensiv erforscht. Zum Beispiel
vereinfachen Sensornetze die Beobachtung von Umweltpha¨nomenen wie dem
Klimawandel und sie ermo¨glichen die Verbesserung landwirtschaftlicher Ver-
fahren.
Grundlegende Aspekte drahtloser Sensornetze sind die Verteilung der Dat-
en im Netz und der Zugriff darauf. Insbesondere besteht eine Herausforder-
ung darin, die Daten robust zu speichern und den effizienten Zugriff auf die
tempora¨r gespeicherten Daten zu gewa¨hrleisten.
Es wurden bereits mehrere einfache Zugriffsprotokolle und Datenverteil-
ungsalgorithmen fu¨r drahtlose Sensornetze vorgeschlagen. Bei Sensornetzen
mit großen Datenmengen und vielen Sensoren treten jedoch Skalierungspro-
bleme auf. Diese erfordern die Entwicklung neuer Algorithmen und Protokol-
le fu¨r die Datenverarbeitung und -u¨bertragung.
Im ersten Teil dieser Dissertation bescha¨ftigen wir uns mit dem netzinter-
nen Datenmanagement. Wir zeigen, dass inhaltsbasierte Routingalgorithmen
zur robusten Speicherung der Sensordaten sowie zum effizienten Zugriff dar-
auf verwendet werden ko¨nnen. Insbesondere analysieren wir Bloom-Filter zur
Indexierung von Dateneinheiten. Diese Filter ermo¨glichen kompakte Routing-
tabellen, fu¨hren jedoch zu Problemen bei der probabilistischen Datenlokalisie-
rung. Um die Wahrscheinlichkeit der Falschadressierung zu reduzieren bzw.
die Adressla¨nge zu minimieren, schlagen wir mehrere neue Strategien basie-
rend auf orthogonalen Codes vor. Wir evaluieren die Performance der vorge-
schlagenen Strategien sowohl analytisch als auch mit Hilfe von Computersi-
mulationen und entwickeln Richtlinien fu¨r die Wahl zwischen den verschie-
denen Strategien.
Im zweiten Teil dieser Dissertation untersuchen wir die in großen Sensor-
netzen auftretenden Skalierungsprobleme. Fu¨r mehrere Anwendungsgebiete
scha¨tzen wir das zu erwartende Datenverkehrsaufkommen. Unsere Ergebnis-
se zeigen, dass Maschine-zu-Maschine Kommunikation und drahtlose Sensor-
netze zu gro¨ßeren Datenverkehrsaufkommen fu¨hren ko¨nnen als andere dr-
ahtlose Applikationen. Aufgrund dieser Ergebnisse untersuchen wir Verfah-
ren zur Speicherung und Analyse großer Datenmengen auf leistungsfa¨higen
Servern. Fu¨r unsere Experimente haben wir das von Google fu¨r die parallele
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Datenverarbeitung entwickelte MapReduce framework verwendet. Wir zei-
gen, insbesondere fu¨r ra¨umliche Statistiken, dass die Berechnung auch bei
großen, auf Computerclustern verteilt gespeicherten Datenmengen, mo¨glich
ist. Abschließend untersuchen wir den Einfluss der Skalierbarkeit auf wichti-
ge Anwendungs- Platform- und Hardwareparameter.
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1RESEARCH FIELD AND FOCUS
In this chapter we discuss the principles of wireless sensor networks (WSNs)
covering the characteristics of sensor nodes, and the general architecture and
properties of the network. We highlight the practical value of research in this
field by introducing four scenarios. For the sake of clarity, we describe an ope-
rational testbed we have developed and deployed for vineyard monitoring.
The importance ofWSN applications reside in their capability to collect and
provide massive amounts of data from different real-time phenomena. WSNs
enable collection of data that have unprecedented scale and accuracy compa-
red to traditional methods. Therefore, for each of the scenarios we raise key
research questions that threaten the data availability and motivate the storage
of sensor data as a possible solution. In this context we summarize the main
contributions of the thesis in the in-network, and backend storage and proces-
sing of sensor data.
1.1 WIRELESS SENSOR NETWORKS (WSNS)
In this section we first explain the components of a typical sensor node using
TelosB [1] from Crossbow Inc. as an example. We then proceed in discussing
the general architecture of WSNs and the layering model of its protocols. For
the sake of clarity, we highlight a selection of the relevant WSN deployments
realized in four scenarios: Patient, vehicular, structural, and environmental
monitoring. In the context of the environmental monitoring scenario, we des-
cribed a WSN that was developed as a part of this thesis to monitor mircocli-
matic environmental factors in vineyards.
1.1.1 Sensor Node
A sensor node is a small device with six major components: Sensing, proces-
sing, memory, battery, wireless communication, and programming capabili-
ties. We take as a representative example the Crossbow Inc. TelosB [1] node
shown in Figure 1.1 and highlight the characteristics of its main components.
The node has three integrated sensors: Light, humidity, and temperature. Ex-
pansion pins are available for connecting supplementary external sensors. The
microcontroller unit is an 8 MHz TI MSP430 having 10 kB of RAM and 48 kB
of ROM. The platform is equipped with a pack of two AA batteries that are
1
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the major source of power supply for a standalone node. When plugged into
the USB port of an external machine, i.e., server, power is then provided by
the host and no batteries are needed. The wireless communication can be rea-
lized via the integrated onboard antenna or an externally connected antenna.
The RF transceiver CC2420 [2] is IEEE 802:15:4 compliant and works in the
ISM band (2:4 GHz). The raw RF transceiver data rate is 250 kbps, its out-
put power is programmable and varies between  25 and 0 dBm. The current
consumption of the CC2420 depends on its output power level as shown in
Table 1.1. The platform is reprogrammable via the USB interface and can run
the TinyOS [3] energy-efficient operating system developed at UC Berkeley.
We note that the small RAM and the limited processing pose a challenge for
programmers that are required to develop lightweight pieces of codes. Mo-
reover, the transmission power is restrained in order to minimize the energy
consumed for communication.
jtag
User button
Reset button
TSR photodiode
PAR photodiode
SHT11 humidity/temp
6 pin expansion
10 pin expansion
PIFA Antenna
LEDs
ST M25P80 flash
Serial ID
(bottom)
USB-serial
Reset support
TI MSP430 F1611
CC2420 IEEE 802.15.4 radio
Pack for two AA batteries
Figure 1.1: TelosB node [1].
1.1.2 Characteristics of a WSN
Theoretically, machine-to-machine (M2M) [4] communication has been a tele-
metry-based technology used to automatically measure and forward readings
from remote nodes to a central point of analysis. For instance, they are used to
efficientlymonitor changes in amultitude of phenomena and systemswithmi-
nor human intervention. More recently M2M communications became more
general term meaning any one- or two-way communications between ma-
chines, i.e. different control and actuator systems are also part of M2M ap-
plication domain. WSNs are part of M2M systems consisting of a number of
sensor nodes communicating via radio and one or more remote gateways. The
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Table 1.1: Output power and typical current consumption at 2:45 GHz [2].
Output power (dBm) Current consumption (mA)
0 17:4
 1 16:5
 3 15:2
 5 13:9
 7 12:5
 10 11:2
 15 9:9
 25 8:5
latter collect and process the measured readings from the sensor nodes and are
in charge of sending control or query messages to theWSN. A gateway is a po-
werful machine having significant memory, processing, and energy resources
in comparison to a sensor node. It can be mobile or static. Important is that a
gateway node has the ability to communicate with the WSN. An example of a
dynamic gateway is a PDA carried by the network administrator and a static
gateway, e.g., a sensor node connected to a server as depicted in Figure 1.2.
The compact size of their hardware nodes was not the only reason behind
the widespread use of WSNs in various application scenarios. Even more im-
portant are the self organization and the adaptability. These characteristics
have a major effect on extending the lifetime of the WSN in harsh conditions
of nature.
The small hardware size and the low power consumption characteristics of
sensor nodes motivate their deployment in new commercial and scientific ap-
plications for embedded networking. Their self-organized structure and pro-
tocols enable cost-efficient and flexible development leading to even more no-
vel applications. Therefore, sensor nodes are expected to be initially deployed
Gateway
Wireless sensor network
End user
Figure 1.2: Wireless sensor network connected to a gateway node.
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but further able to work with a minimum effort from humans. In order to sur-
vive, nodes are required to adapt with the dynamical changes of the network
and its environment. Nodes themselves can generate changes, e.g., perma-
nent disconnections when running out of batteries and temporary disconnec-
tions due to their rebooting hardware. There are multitude of environmental
changes such as permanent disconnection of nodes because of natural disas-
ters and temporary unreachable nodes due to interfering signals from moving
obstacles. For these reasons, a WSN is required to adapt to changes in order to
stay operational as reliably as possible.
For the sake of completeness, we discuss the sub-division of WSNs com-
munication system. The latter consists of five major layers: The physical, data
link, network, transport, and the application layer. The physical layer deals
mainly with the hardware details of the wireless communication such as the
modulation. The data link layer addresses the medium access control mana-
ging the access on the channel [5]. The network protocol consists of routing
that is the selection of paths in the WSN along which messages are sent [6].
The transport layer provides end-to-end communication services and the ap-
plication layer consists of user service. Further applications and details on the
protocol stack can be found in [7, 8, 9].
1.1.3 Applications of WSNs
In this section we briefly discuss some WSN examples through four different
scenarios: The patient, vehicular, structural, and the environmental monito-
ring. We focus on the different network architectures and highlight open re-
search issues.
Patient Monitoring
WSNs are emerging as a major new technology in the area of medical ap-
pliances. Since medical monitoring systems are potentially as valuable as the
life of the patient, a significant amount of research is targeting to remotely
diagnose the status of patients. The principle consists of integrating the outfit
of a patient with tiny wearable wireless sensors such as Codeblue [10]. The
nodes store and publish information on other nodes, e.g., the patient ID, his
severity status, his medical history, and his location. Physicians and nurses
carrying communication devices subscribe to one of these interests and receive
the information via a publish/subscribe multihop routing protocol. Other pa-
tient monitoring projects such as PPMIM [11], MobiCare [12], MobiHealth [13],
UbiMon [14], and AMON [15] employ a device, e.g., a cellular phone to trans-
mit readings from the body sensor network (BSN) to health care centers. Ge-
nerally speaking sensors form a short-range BSN and cellular phones act as
gateways towards wide-area networks. In this way sensor data can be trans-
mitted to health centers using public cellular networks. In other work such as
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PadNet [16], WearNet [17], and the platform in [18], researchers have focused
on hardware development.
Vehicular Monitoring
The growing awareness and concerns about the impacts of environmental pol-
lution in cities have triggered a number of vehicular WSN applications. Cars
and vehicles are equipped with sensor nodes measuring concentration of dif-
ferent gases in the air. The collected sensor readings are then forwarded to a
backend system, which establishes database representing the air quality in se-
lected areas. The database allows e.g., further studies such as the impact of air
pollution on the spread of disease and on the social deprivation [19].
In [20, 21, 22, 23, 24] authors consider delay tolerant networks relying on
the opportunistic communication between the cars. In order not to lose the
information whenever there is a gap of coverage, a buffering scheme is deve-
loped to temporary store the collected readings. In Mobeyes [20] summary
monitoring information is generated and includes the plate number, the toxic
agent concentration, the timestamp, and the location of the vehicle. Cartel [21]
adds the notion of prioritizing the information. A central server requests in-
formation from nodes specifying the type of the information and the priority
in which it needs to be collected. Xu et al. in [24] focus on calculating the
relevance of the readings collected by a node and the ones received from en-
countered vehicles. Only resources with the highest relevance are stored. In
VADD [22] the users apply the idea of carry and forward, where a node carries
the message when a connection does not exist and forwards it to the receiver
in its vicinity.
Structural Monitoring
Structural health monitoring allows the collection of information that repre-
sents the response of various structures to ambient vibration caused by ear-
thquakes, wind or even traffic load. Such systems like [25, 26, 27, 28] rely on
a high duty-cycle for collecting vibrations. The fundamental frequencies for
most civil structures are below 10Hz. The noise level is usually high and sam-
pling with a higher frequency is adopted for enhancing the signal-to-noise ra-
tio. Thus vibrations are collected at a rate of 100Hz. While in Smartbrick [25]
authors have focused on developing a new hardware prototype, authors in
[26, 27, 28] have implemented testbeds for monitoring accelerations of bridges.
In [28] a testbed of 64 wireless sensor nodes was installed on the Golden Gate
Bridge in San Francisco Bay reaching 46 hops and ending with a base station
that sends commands to the network.
Using such a WSN in regions confronted with a number of earthquakes
would be of a great benefit. The latter WSN can be used for timely capturing
the earthquake effects to, e.g., tunnels, skyscrapers, and nuclear power plants.
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Under harsh environmental circumstances such as the earthquake that struck
Fukushima in 2011, a deployed WSN would experience major problems. Sen-
sor or gateway nodes can be destructed, resulting in the disconnection of parts
of the network. This raises challenges like making sensor data robust and re-
scuing at least a portion of this information from being lost. In this context,
resilient storage and query mechanisms are promising lines of research.
Environmental Monitoring
Instrumenting natural spaces with numerous networked sensors enable a high
resolution of sensor readings for environmental monitoring. Various testbeds
addressed environmental monitoring for habitat [29], harsh environments [30],
and for agriculture monitoring [31, 32]. In [29] 32 sensor nodes have been de-
ployed on a small island for monitoring the habitat of the Petrel birds using
light, temperature, infrared, humidity, and barometer pressure sensors. Au-
thors in [30] have deployed a set of 10 sensor nodes in the Swiss Alps for mea-
suring the temperature and the volume content of liquid and frozen water
in pores and cracks. Testbeds of tens of MicaZ or TelosB sensor nodes have
been deployed in vineyards [31, 33, 34] to help enhancing the final product.
The WSN monitored different environmental factors in the vineyard such as
temperature, light, and soil moisture. The collected sensor readings were per-
manently stored in the network allowing a real-time querying of the network.
Challenges arise when networks become extremely large reaching even
a country or a planetary scale. The communication in the present example
WSNs appears to be feasible, but for an extremely large number of sensor
nodes the gateway might become a subject of a bottle neck. Moreover, com-
mon solutions for the present-day testbeds consider a low communication ove-
rhead. In Large-scale WSNs the in-network communication traffic increases,
this impacts several network parameters. Examples of affected parameters
that need to be studied are the network life time and the maintenance costs,
e.g., changing batteries and replacing thousands of nodes. While these ques-
tions make interesting research fields, in our opinion the most interesting one
is how to store and efficiently process this massive amount of sensor data.
1.1.4 Testbed Example: Vineyard Monitoring
In order to provide a concrete example, we discuss in this section the specific
WSN application that was developed during the thesis work. The developed
testbed consists of wireless sensor nodes providing a constant monitoring of a
vineyard. We first explain the motivation of the application and the network
architecture before proceeding to the hardware and software components.
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Application Motivations and Contributions
AWSN for agriculture has twomajor roles. First, it correlates themicroclimatic
and bio-chemical factors during the different growth stages of plants to the
quality of the final product. Second, it provides constant monitoring of these
factors. Wireless communications is often a crucial enabling technology due to
deployment and cost reasons.
During the thesis research we developed an operational 64 node WSN that
was deployed to a commercial vineyard. Since the software and protocol de-
sign have the major effect on the lifetime of the network, the aim of the WSN
was to provide functionality ranging from the hardware sensors to a graphical
user interface (GUI). As previously seen, a WSN needs to be resilient against
physical damages and loss of readings due to catastrophic physical damage
of parts of the networks. Therefore, we ensured the availability of the sen-
sor readings by regularly storing them at a backend system. This centralized
approach is naturally prone to failure, thus we also provided a distributed so-
lution. Sensor readings collected from one part of the network were replicated
and stored to another area of the WSN. Furthermore, retrieving these readings
from the network was realized via the GUI. The latter interface offered mul-
tiple query types that were sent upon request or periodically via emails to
registered users.
WSN Architechture
In our experiment depicted in Figure 1.3 sensor nodes are placed in an ap-
proximate grid topology to monitor an agricultural area, i.e., a vineyard. In
general, our architecture supports arbitrary topologies. The area is divided
into several geographical regions, where each sensor node in a region has the
following pieces of location information: Its own position in a local coordinate
system, the identifier of the region where the node is located, and the identi-
fier of at least one neighboring region. Our deployedWSN is logically divided
into four clusters, where in each cluster one node is elected as a cluster head.
In order to achieve this, sensor nodes execute a low-energy cluster formation
algorithm based on periodically moving geographical reference points in each
cluster. The node which is the closest to the reference point is elected as the ag-
gregator of its cluster. A logical cluster of nodes coincides with the respective
geographical region, where it is formed.
The lifetime of the WSN is divided into epochs. The time origin, start of
each epoch, and the consequent epoch enumeration are network-wide syn-
chronized by means of a time synchronization protocol. At the end of each
epoch, sensor nodes in each cluster collect moisture and light readings, and
send them to their cluster head. Each cluster head averages the readings, stores
them locally, and sends backup copies to be archived on cluster heads of re-
mote regions. In our scenario, regions are ordered in a logical clockwise chain
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Figure 1.3: Experimental WSN divided into 4 clusters. A sensor node connec-
ted to a gateway laptop is used for retrieving readings from the WSN. For re-
mote monitoring purpose, the gateway receives periodical readings from the
cluster heads and updates a remote client with the new status of the vineyard.
and the readings collected from a cluster head of one region are replicated on
the cluster head of the preceding region.
Apart from the sensor nodes, in our network implementation we specify a
gateway. This is a sensor node connected to a laptop and responsible of two
different tasks. It allows a user to monitor the vineyard locally as well as re-
motely. The local monitoring is realized by using a user friendly GUI running
on the gateway laptop, which is capable to send specific queries for the net-
work. These queries allow the user to recall readings from a particular period
of time as well as to query specific type of readings or specific regions. The
remote monitoring is realized with the assistance of the WSN. Periodically, the
four cluster heads send the aggregated readings to the gateway. The gateway
collects the readings and sends them in an email to a registered remote client,
allowing by that a distant monitoring of the vineyard.
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Hardware Components
The technology we have used for this testbed is based on the TelosB nodes [1]
benefiting from its integrated light sensor. For measuring the moisture in the
soil with high precision, we used the ECHO EC-5 moisture sensor [35], which
was buried in the ground at about 0.3m deep. Due to the fact that our nodes
needed to stay in the vineyard for a long period of time, a protection strategy
against natural threats, such as rain and wild animals, was needed. Each sen-
sor node was housed in a waterproof plastic box as depicted in Figure 1.4. A
transparent lid covering each box allowed the operation of the light sensor.
Moreover, the box was equipped with a hole through which the cable of the
moisture sensor was connected to the sensor node. In order to keep the trans-
parent boxes visible to the farmers as well as out of the reach of most animals,
we decided to mount them on 1m high wooden poles. A pole consisted of a
wooden stick with one sharp side going into the ground and a square wooden
plate, which we have screwed on the other side of the stick. Figure 1.5 depicts
a snapshot of a row of sensor nodes deployed in the vineyard.
Figure 1.4: Transparent housing of a TelosB node connected to the external
moisture sensor.
Software Components
In order to filter the sensor readings, we use RANBAR [36] as an approach
for resilient data aggregation. RANBAR takes as few of the sensor readings as
feasible to determine a possible model and then tries to enlarge the initial data
set with the consistent data. We run TinyLUNAR [37] a reactive routing proto-
col to route the search queries. It is a reactive end-to-end connection oriented
routing protocol. The aggregator election protocol PANEL [38] is responsible
for electing the aggregator node in each cluster of the WSN. PANEL ensures
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Figure 1.5: Snapshot of the WSN deployed in the vineyard.
load balancing by electing the aggregator nodes based on a periodically mo-
ving geographical reference point. The node which is the closest one to the
reference is elected as the aggregator of its cluster. In order to ensure end-to-
end storage reliability between cluster heads, we count on the NanoTCP [39]
transport protocol. The application layer service we use is TinyPEDS [40] that
ensures storing and querying of encrypted and aggregated collaborative sen-
sor readings in WSNs. TinyPEDS offer several benefits: First, it provides ro-
bustness since each aggregator stores the computed readings locally as well as
on the clock-wise located cluster head. Second, it offers confidentiality since
stored sensor data can be encrypted and even the storing node cannot decrypt
the ciphered values. Third, it supports a querying mechanism to retrieve the
stored sensor readings from the network.
1.2 SENSOR DATA STORAGE AND PROCESSING
In this section we first discuss the motivation of sensor data storage and pro-
cessing, and summarize the contributions of the thesis in this field. We close
this chapter with a concise description of the outline of the thesis.
1.2.1 Motivation
As we have seen WSN applications have gained an increased interest. Even
simple primitive humidity and light sensors could facilitate, e.g., the work of
a farmer by directing his efforts to particular areas of the plantation and the
work of a scientist to follow up with the global climate change.
We define a data block as a group of information stored on the same node
and referred to by an index. In the case of WSNs, a sensor data block can
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constitute out of the reading value, reading type, and the geographical loca-
tion of the sensor node. Hence, a sensor data block has a standalone signifi-
cant value and contributes to an additional value when analyzed with other
sensor data blocks of different types or from different locations. Generally, an
analysis can be real-time or offline. The real-time analysis considers the latest
generated sensor data blocks reflecting the recent status of the monitored phe-
nomenon. An offline analysis combines numerous sets of previously collected
sensor data blocks aiming at studying a longer term behavior of a phenome-
non. For both types of analyses the availability of sensor data blocks is requi-
red. Motivated by the fact that storage is an effective element for sensor data
blocks availability, two solutions have been advocated: The temporary storage
in the WSN and the long term storage on backend machines.
There has been a lot of work done addressing the distributed temporary
storage of sensor data blocks in the WSN. A data block generated locally by
a node is replicated on one or more remote nodes ensuring its availability.
In order to facilitate efficient query search at storage nodes, a data block is
associated with an index. The latter is generated out of some characteristics
such as the data block generation time and location. A natural idea is then
to form content-based routing tables using these indexes. A search query is
routed according to the index it is carrying before probabilistically reaching
the node storing its data block of interest. Even though this method appears
feasible for processing a fair amount of sensor data blocks, there are definitely
challenges ahead to scale with voluminous sensor data.
Managing massive amount of sensor data is not restricted to offline type
of analyses. In fact, when WSNs grow large, the volumes of harvested sen-
sor data increase leading to a significant traffic even for real-time processing
type of analyses. Recent initiatives such as Planetary Skin [41] have started to
work towards realization of planetary scale sensing platforms. For such large-
scale WSNs the in-network data management solution using the current sen-
sor node hardware specification does not scale. As discussed earlier, sensor
nodes are dynamic, leading to the need of frequently updating their routing
tables. On one hand, the communication of these control messages together
with the query reply messages would exponentially increase when the num-
ber of nodes gets larger, resulting into rapid battery drains. On the other hand,
the size of the routing tables would require more space in the memory. Major
changes in the sensing platform might relax the scaling issue such as additio-
nal storage memory and energy source, but at a price of losing the original and
successful tiny hardware design of a sensor node.
Consequently, one of the key research questions is the kind of infrastructure
needed to support data processing of these large-scale WSNs. A possible solu-
tion is to replace the single gateway with a cluster of machines. This leads to
upgrading the storing and processing capabilities of the backend system that
becomes suitable for managing massive amount of sensor data. The backend
system can thus support the storage of voluminous sensor data allowing of-
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fline analyses, as well as enough processing power for complex computations.
For example, constructing a predictor for sensor readings can be realized on
a higher granularity when taking into account a significant amount of offline
sensor data.
1.2.2 Contributions of this Thesis
This thesis has contributions in two distinct areas. First, we have developed
and analyzed methods for in-network storage and processing. Second, the
thesis proposes and studies some specific scalability issues with regards to
very large-scale WSNs and their need to handle backend computation.
In-Network Storage and Processing
We have studied the in-network data storage and processing by specifically
considering a classical approach. The latter consists of generating and storing
indexes for arbitrary sensor data blocks that can be further used for localizing
them. The Bloom filters (BFs) approach [42] has been widely used for this
purpose. The approach uses a set of hash functions to map data blocks into a
bit-vector of predefined length. For each data block, this mapping is done by
using the outputs of the hash functions [43] to indicate locations of bits to be
set to ones in the vector. A BF is then a compact bit-vector containing a group
of indexes representing data blocks and allowing membership tests. An index
of a data block is conjectured to belong to the BF, if the outputs of the hash
functions verify the locations of bits set to one in the BF bit-vector.
BFs have two major drawbacks. The first is that the false positive errors
occur when the presence of an index is verified to be in the BF, while in rea-
lity it is not. The probability of false positive errors depends on the number
of hash functions, length of the bit-vector, and the number of indexes in the
BF. The second drawback is the compact formation of bit-vectors, which does
not allow the deletion of indexes, resulting into no updatable BFs. This has a
major limitation for content-based routing protocols using BFs as entries for
their dynamic routing tables. Therefore, we consider as well in this thesis the
counting BFs (CBFs) [44]. The CBFs follow the same concept as BFs but main-
tain digit-vectors, where each digit is a counter. Despite the fact that CBFs
consume more memory, they suite better content-based routing protocols by
allowing routing table updates.
This thesis provides two original contributions in this domain. First, we
develop a protocol showing an original application of BFs in WSNs. We pro-
pose an efficient communication for backtracking of sensor data blocks from
the WSN. The key point of our protocol is grouping indexes in BF bit-vectors
to form a compact payload for the query. Aiming at better content-based rou-
ting characteristics, we demonstrate by analytical calculations and extensive
simulations that the commonly used heuristics for choosing the aforementio-
1.2. SENSOR DATA STORAGE AND PROCESSING 13
ned BF parameters are suboptimal. We highlight their drawbacks and provide
solutions enhancing the performance of the BFs in terms of probability of false
positive errors and memory consumption.
Second, we propose an alternative approach to CBFs by applying orthogo-
nal codes (OCs) [45] for indexing data blocks. We investigate the operation of
content-based routing using OCs and their derivatives, subpart OCs (SOCs).
We show that the use of OCs and SOCs significantly shortens the length of the
digit-vectors compared to CBFs. This has major advantages of reducing the
required routing table sizes and minimizing the transmission and reception
power consumption due to shorter messages. The fact that OCs and the sub-
parts of SOCs are orthogonal, results into no false positive errors for the former
and few for the latter. Thus the success probability of data blocks localization
reaches higher values than the one with CBFs.
Backend Processing
Earlier work in this field has mainly focused on the interconnection problems,
developing solutions for energy efficient medium access control [5], multihop
routing [6], and management of WSNs. However, in addition to the highly
interesting technical challenges related to WSNs themselves, their widespread
deployment would also require development of solutions for storing of and
reasoning about the potentially massive amounts of data generated by WSNs.
Somewhat surprisingly, this avenue of research has received very little at-
tention so far. Thus the contribution of this thesis starts with first estimating
the sensor data traffic volumes generated from various WSN scenarios rea-
ching a planetary scale. These volumes appear to be beyond the processing
capability of a single user device and are only manageable by a cluster of ma-
chines. Second, we conduct experiments using the Hadoop/MapReduce [46]
open source parallel processing framework. The latter has been tested in dif-
ferent fields and has proven a successful distributed computing framework for
large data sets. Analyzing carefully our generated voluminous sensor data,
we propose an efficient storage model taking into consideration several cha-
racteristics such as the different frequencies of sensor data updates. We then
specifically show through a detailed case study how to implement typical spa-
tial data processing applications. We focus especially on calculating the cross-
correlation of sensor readings between different geographical regions of the
WSN. A more interesting type of application is the prediction of environmen-
tal sensor readings in regions where direct measurements are not available.
Our performance results for the implemented applications confirm the fact
that computing power and memory space needs are indeed the key factors
for deciding on the type of processing. While the in-network solution might
handle light applications from this kind, relying on the backend machines
becomes essential for storing voluminous sensor data and processing heavy
tasks.
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1.2.3 Outline
This thesis is structured as follows. Chapter 2 discusses the background work
for sensor data storage and processing techniques in WSNs. Moreover, it pre-
sents a detailed section referring to further related work on massive data sto-
rage and processing on backend machines. In Chapter 3 we introduce BFs
and their use in content-based routing for indexing and backtracking sen-
sor data blocks from WSNs. We also explain the modifications we made to
the commonly used heuristics for choosing the BF parameters. These result
into enhancements in the routing properties such as minimizing the memory
consumption. We propose substituting the hash-based index-generation of
BFs by binary orthogonal codes (OCs) in Chapter 4. We introduce a centra-
lized and a distributed model for generating OC-based indexes and evaluate
their performance in content-based routing.
The contributions of the thesis in managing massive amount of sensor data
on the backend system starts in Chapter 5. We study in details the expected
growth of several WSNs in terms of number of nodes and generated traffic.
Based on these implications, we propose an intelligent model for sensor data
storage allowing an efficient querying of the database. Moreover, we choose
to run a possible parallel processing framework, Hadoop/MapReduce, on the
backend system allowing the development of sensor data analyses. In Chap-
ter 6 we discuss practical implementation and evaluation of spatial analyses on
sensor data using the Hadoop/MapReduce framework. Finally, we conclude
the thesis and give an outlook on future work in Chapter 7.
2SENSOR DATA STORAGE AND PROCESSING
In this chapter we provide the state-of-the-art on distributed data storage and
processing in wireless sensor networks (WSNs). We address the two gene-
ral deterministic and nondeterministic approaches highlighting some of their
implementations. We specifically focus on the use of the Bloom filters (BFs)
technique in indexing and storing data blocks. We recall that a sensor data
block is a group of information stored on the same sensor node and referred
to by an index. A sensor data block can be a configuration file or a structure
containing, e.g., the sensor reading value, reading type, and the geographical
location of the sensor node .
In this scope, we compare content-based routing algorithms using BFs to
backtrack the stored data blocks from the WSN. We discuss the problems that
BFs face for different application constraints. Consequently, we analyze exis-
ting methods bypassing these drawbacks and compare them to our solutions
constituting this thesis.
We discuss the achievements for processing and analyzingmassive amount
of sensor data generated from large-scale WSNs. The prevalent volumes of
data can be managed on a cluster of backend machines having enough me-
mory space and processing power. We explain concisely existing background
work on the commercial parallel processing frameworks that can run on a clus-
ter of machines, e.g. on the computational cloud. We have focused on Ha-
doop/MapReduce platform due to its high success in different application do-
mains, including the use by Google for many of its products. The fact that the
platform is available as open source code is also valuable for our purposes. We
shortly discuss a range of applications realized by using Hadoop/MapReduce
in different fields. We focus on the spatial analyses of the stored sensor data.
2.1 STORAGE AND PROCESSING IN WSNS
The current approaches for storing and retrieving sensor data blocks in WSNs
follow either a local storage model, where they are stored locally on each node
or a remote storage model, where data blocks are stored on nodes that might
differ from the one that produced them. In local storage systems, each sensor
node generates and stores its own readings locally. Whereas this technique is
very easy to understand and implement, these systems are vulnerable to ma-
licious destruction of critical readings. In WSNs node failures are expected
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because of the low hardware quality, empty batteries, natural disasters and
attacks, and even intentional destruction. Solution for these problems cannot
be achieved by just making the hardware nodes more robust. The attractive
approach is to bypass the negative impact of node destruction on the availabi-
lity of the data blocks stored in the network. That is realized for example by
storing the readings collected from one part of the network on remote sensor
nodes. As a result, the user is granted the chance to further query the readings
even if the aforementioned part of the network has been destroyed. Remote
storage approaches follow either of two models. If remote backup nodes are
known a priori, the storage is known to be as deterministic. The nondetermi-
nistic storage model offers more resiliencies against data blocks loss and form,
therefore, a significant part of this thesis.
2.1.1 Deterministic Storage
Hashing [43] has been used in WSNs to map types of sensor readings to the
identifiers of remote geographical locations responsible of the storage. In data-
centric storage systems [47, 48], some sensor nodes in different regions of the
network are allocated to store sensor readings of a specific type. A sensor
node generating readings, e.g., temperature, hashes the type to a deterministic
region identifier. This region is then assigned to permanently store this par-
ticular type of readings. The regions and their corresponding identifiers are
known by all sensor nodes, which simplify the routing mechanisms for search
queries. However, a failure of nodes in a region results into a full loss of one
type of readings.
2.1.2 Nondeterministic Storage
As a solution a number of authors have proposed following the nondetermi-
nistic storage model. In this algorithm the intention is to decouple the iden-
tity of the geographical location and the address of the backup nodes from the
content of the stored data blocks. Hence, the need to achieve this decoupling is
two-fold: First, storing data blocks on randomly chosen nodes. Second, since
the storing location is not known a priori, an addressless routing protocol is
mandatory. Refining the scope on this type of routing, we face original use of
Bloom filters (BFs) [42] for realizing content-based routing protocols. In this
section, we first introduce the BFs, explain their different applications, and fo-
cus on their use in content-based routing protocols. In this context, we state
briefly our contribution in developing such an algorithm. We then review dif-
ferent proposals made to enhance the performance of BFs. We analyze those
proposals and categorize them in three classes based on the BF aspects they
enhance. For the sake of clarity, we highlight the contribution of this thesis in
each of the classes.
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Principle of BFs
We outline in this section the basic idea of the BFs [42], while the detailed
description and the analytical results are explained in Section 3.1.1. The BFs
introduced by Burton Bloom in 1970 are a data structure allowing a compact
representation of a set of n data blocks and a quickmembership verification if a
data block belongs to the set. Forming a BF is straightforward, each data block
is simultaneously hashed by k hash functions [43]. The k outputs are used to
generate a random bit-vector of length m bits identifying the data block. The
BF representing a set of n data blocks is the result bit-vector of a logical OR-
operation executed between the indexes of the data blocks. The membership
verification of a data block in the set consists of verifying if its index belongs to
the BF. Thus the index is generated with the previously described method and
then compared with the BF bit-vector. If the positions of 1s in the index verify
the positions of 1s in the BF, the data block is said to belong to the set with a
probability of false positive errors Pe. Otherwise, it is certain that it does not
belong to the set. A false positive error occurs when the data block verifies
to belong to the set, although it is not. In fact, the performance of a BF is a
trade-off between m and Pe. For the same number n, the larger the BF is, the
lower its probability of false positive errors becomes. While inserting a data
block in a BF is straightforward, deleting it is a critical issue. Deletion cannot
be simply done by changing 1s back to 0s, as a single bit may correspond to
multiple indexes. Hence, this approach might result into false negative errors,
where a data block is verified not to belong to the set although it does.
Applications of BFs
The advantages in memory and index space savings of BFs outweigh the pro-
bability of having false positive errors. Thus bitmapping in general and BFs in
particular have been used in various network applications [49] ranging from
monitoring network traffic to routing in peer-to-peer networks.
General Applications using BFs: Measuring and monitoring network traf-
fics face the major problem of scalability. Updating per-packet counters for
each flow in the DRAM becomes impossible when the number of concurrent
flows increase. Today’s link speed improves 100% per year, while the DRAM
speed’s improvement is less that 10% [50]. The solution is then to identify
the flows with a small amount of states and using smaller amounts of faster
SRAM instead of DRAM. In [50] the space-code BF idea consists of using the
traditional BF with groups of hash functions. For each packet, one group of
hash functions is chosen randomly and used for generating the index of its
label flow. Querying the number of occurrences of a flow is realized by coun-
ting the number of groups that match in the BF. Another solution is explained
in [51], where upon arrival of a packet at the router, its flow label is hashed to
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generate an index into an array of counters. The counter at this index is then
incremented by 1. An algorithm for identifying large flows has been introdu-
ced in [52] using k parallel filters, each maintaining a set of counters. Upon
reception of a packet, its flow label is hashed using k hash functions. The cor-
responding counter in each filter is incremented by the size of the packet. If
all the counters of a hashed flow label are above a predefined threshold, the
flow is marked to be skeptical, i.e., denial of service attack, and requires closer
investigations.
Several Internet-based applications use bitmapping in order to minimize
the memory storage consumption. Starting with counting the number of flows
seen on a high speed link in [53]. Including the detection of the intrusion and
anomaly in [54] and the web caching in [44]. Reaching the address lookup
in [55] that aims to minimize the number of dependent memory accesses re-
quired per lookup.
The growth in network bandwidth and storage capacity has inspired peer-
to-peer [56] distributed storage infrastructures. Therefore, the use of BFs in
these networks has gained a lot of attention in the field of storing and sha-
ring data blocks. Each node generates indexes for the content in its local store.
These are then communicated between the nodes and used for building rou-
ting tables, known as content-based routing tables. A search query for col-
lecting a specific data block is then routed according to its content using the
maintained addressless routing tables on each node. Due to its close relation
to a significant part of the thesis, we elaborate this direction of research in the
following section.
Content-Based Routing Applications using BFs: The BFs offer a great po-
tential for content-based routing protocols [57], where systems sharing stored
data blocks would like to route their search queries according to the content
of the data. In order to increase the availability, a wide-scale replication of the
data blocks is normally adopted. This introduces two important challenges
for network designers: Locating a replica of a requested data block and rou-
ting the query to it. This is the storage collection problem that efficiently routes
queries from a node to the closest replica.
A wide range of probabilistic algorithms have been proposed for content-
based routing in peer-to-peer networks. Each node in the network has a set of
neighboring nodes participating in the probabilistic location algorithm. A re-
questing node may fail to discover a replica for a given data block even if this
replica exists in the neighborhood. The routing aims to probabilistically locate
a nearby replica, thus it certainly fails if no replica is in its vicinity. In [58, 59]
Rhea, Kubiatowicz et al. use the attenuated BFs, which are arrays of BFs. The
principle starts with each node disseminating the indexes of its data blocks
to all nodes forming its neighborhood. Upon reception of the indexes, each
node associates a neighbor link with an attenuated BF. A BF in this array main-
2.1. STORAGE AND PROCESSING IN WSNS 19
tains the indexes of the data blocks that are stored a certain number of hops
away from the node and that are accessible through any path starting from
that neighbor link. A search query for a data block is then performed by ge-
nerating its corresponding index and verifying it in the attenuated BFs. The
verification starts from the lowest level BFs of all links and continues to higher
level BFs as long as no match has been found. The attenuated BF in which a
match occurs, corresponds to the link the search query is sent to. In addition
to disseminating the indexes to neighboring nodes, another strategy has been
proposed by Repantis et al. [60]. The strategy consists of sending the indexes
to a selection of nodes that are not necessarily neighbors. These candidates
are chosen by each node according to some parameters, e.g., the number of
queries received from and the number of replies sent to these nodes.
Networks of low-power communicating devices suffer from a small sto-
rage memory space. For these devices, e.g., TelosB [1], the BFs are the ade-
quate solution for maintaining compact content-based routing tables. Data
blocks are used by the content-based routing in order to find a path towards
one or multiple destinations. In this field, we contribute with a distributed
information storage and collection algorithm for WSNs (DISC) [61]. The DISC
targets keeping data blocks, i.e. sensor readings, temporarily inside the net-
work by storing them on randomly selected nodes. Each reading value is sto-
red together with its index generated by hashing three parameters: The type
of the reading, the epoch in time when this reading has been generated, and
a geographical location identifier for the sensor node. We consider forming a
compact search query format that carries a set of BFs. Despite the fact that this
idea has been initially introduced in Mobeyes [20], the originality of DISC re-
sides in applying it for compact range queries. The indexes are not generated
from hashing sensor readings, but from hashing their three predefined para-
meter values. This strategy allows us to map a range query, i.e., a time range
query, into a set of indexes. Each index represents a data block of the range
query, i.e., a different epoch of time. Indexes are then inserted in BFs for space
efficiency before they are sent in the payload of the query message.
2.1.3 Enhancing the Bloom Filters (BFs)
Despite the advantage of its compact structure, BFs pose different problems
for different application constraints: The generation of false negative errors
when deleting a data block from the BF, natural probability of false positive
errors, and the space usage of the BF. In this section we discuss the proposed
solutions addressing each of the three problems.
Solving the Deletion Problem
Most of the applications using BFs demand the representation of a dynamic
set, where data blocks can be inserted and deleted from the filter. For example,
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in probabilistic content-based routing protocols, the routes in most of the net-
works are dynamic by nature. Another example is when BFs reside in a small
memory. In this case old indexes in BFs need to be deleted tomake space for in-
dexes of new data blocks. These result into the need of frequently updating the
BFs. Therefore, enhancements in BFs have been proposed to allow member-
ship on a dynamical set. Most of the solutions propose bypassing this natural
drawback of BFs at different fraction of costs, i.e., frommemory consumptions,
saturation of BFs, false negative errors, failing in selective deletions or from the
processing time.
In [44] Fan et al. introduced the idea of counting Bloomfilters (CBFs), where
BFs are considered as vectors of counters instead of bits. Inserting an index in
the BF consists of adding the bits to the correspondent counters of the filter,
while the deletion of an index is a simple subtraction of the bits from the corres-
pondent counters. The CBFs have been used in several research [54, 55, 62, 63].
This technique offers the flexibility for any application to identify and keep
data blocks in the CBF as long as they are relevant. Once expired, data blocks
are deleted and BFs are updated accordingly.
In [64] Prabhakar et al. propose cutting the BF into sets of bits and maintai-
ning a flag bit for each set. When inserting an index in the BF they track the
set, where bits of 1s in the index collide with existing bits of 1s in the BF. Sets
where collisions occur are marked by setting their corresponding flag bits to 1.
Deleting an index from the BF consists of checking the flags of the BF against
the positions of 1s in the index. Only indexes having their 1s belonging to free
collision sets in the BF are allowed to be deleted. This method generates no
false negative errors at the cost of some residual indexes not being deletable
from the BF. This limitation becomes critical for applications demanding rapid
dynamic deletions and insertions, since this might result into quickly satura-
ting the BF with residual indexes.
In [65] Rothenberg et al. propose variable length indexes. Inserting an index
of a data block in the BF consists of setting to 1 a number of bits smaller or
equal to k. Consequently, the membership of a data block is verified in the BF
if the corresponding index has less or equal to k bits set to 1 andmatching with
bits of the BF. Here the deletion of an index is possible under two conditions.
First, the verification of the index needs to be successful. Second, a minimum
number of its bits needs to be set to 0 minimizing by that the occurrence of
false negative errors for other indexes. Obviously, this technique minimizes
the occurrence of false negative errors but risks to increase the occurrence of
false positive errors. This is due to the partial verification of the BF bits that
are set to 1.
In double buffering [66] Chang et al. use two BFs, only one of which is
active at a time. When the active BF is half full, reaching its n
2
size, the indexes
of new data blocks are then inserted in both active and inactive BF. By its turn,
when the inactive BF gets half full, it becomes active and the other BF is cleared
and set to inactive. This mechanism allows maintaining the indexes of new
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data blocks for only two cycles. Yoon in [67] proposes a similar idea with two
BFs active at a time. Here, inserting an index consists of checking its presence
in the first, then in the second BF. If it is a member of the first BF, nothing
happens. If it is a member of the second filter, it is then copied to the first BF.
Otherwise, it is directly inserted in the first BF. This method ensures that the
indexes of new data blocks are always kept in the first filter. Once the latter
filter is full, the second BF is flushed out and the two filters switch their roles.
While these solutions fit to some applications, they fail to enhance selective
deletions of indexes.
A new scheme for constructing a compact set of dynamic data blocks is
proposed by Bonomi et al. [68]. The authors have two aims: The first is the
realization of almost perfect hash functions, where a data block is represented
by an almost unique index. The second is a memory efficient solution in com-
parison to CBFs. The scheme adopts the principle of d-left hash table, where a
hash table is divided into ST subtables containing an equal number of buckets.
A bucket consists of many cells. Each cell is a fixed number of bits holding an
index and a counter. The index in [68] has a special structure; it consists of the
bucket number and a remainder. In order to insert a data block in the hash
table, authors hash it using a function generating the number of the bucket
and the remainder. The latter operation results in ST choices of buckets for
each data block. Before adding the corresponding index, the scheme searches
all the buckets of the hash table. If the remainder exists, the scheme increments
its corresponding counter. If the remainder does not exist, the index is stored
in the bucket of the least loaded subtable according to the d-left rule (if tie,
the leftmost subtable is chosen). Since a unique remainder exists for each data
block, counter bits are less than the ones needed in CBFs. Thereby, authors
avoid the problem of finding two possible indexes to delete when handling
the deletion. While their simulation results have proven the efficient memory
consumption in comparison to CBFs, the time consumed by verifying all the
buckets before inserting a remainder in the hash table has not been evaluated.
Another step forward in this field presented is our work in using ortho-
gonal codes (OCs) [45] instead of the randomly generated indexes adopted in
BFs. The OCs are vectors where each vector component have binary value of
1 or -1. Similarly to CBFs, we consider a filter as a vector of counters. An
OC index is inserted in the filter by incrementing/decrementing the corres-
ponding counters. We show that due to the mutual orthogonal characteristic
of the indexes, deletion can be realized without generating any kind of error
and shorter filters are required. Since the generation of the OC indexes might
be limiting because of its centralization, we extend the idea into subpart or-
thogonal codes (SOCs) [69]. This special structure of indexes conserves the
possibility of maintaining a dynamic set. Though, the process of generating
the indexes is distributed at the price of a small probability of false positive
errors.
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Minimizing the Probability of False Positive Errors in BFs
Although different proposals attempted to minimize the probability of false
positive errors, they all meet in paying the price either from the memory con-
sumption or from generating false negative errors.
In their work on spectral BFs [62], Cohen and Matias introduce a method
for enhancing the BFs by using a second one whenever a single minimum
between the counters is found. The idea of bloomier in [70] discusses a cas-
cading pipeline for each main BF. Considering the example of two main BFs
denoted by BFA(0) and BFB(0). For each of the main BFs, a pipeline of n se-
condary BFs is constructed, BFA(0); : : : ; BFA(n) and BFB(0); : : : ; BFB(n). The
secondary BFs BFA(i) and BFB(i), for i > 0, contain data blocks that have cau-
sed false positive errors in BFB(i 1) and BFA(i 1) respectively, and are checked
only when the verification of a data block in the previous BFs resulted in a
contradiction due to a false positive error. These two approaches decrease the
number of false positive errors at the price of using multiple BFs. This yields
into an increase in space requirement of RAM memory, which is problematic
for low-power communicating devices having small size of RAM.
The work in [71] targets specific applications that can tolerate a low le-
vel of false negative errors as a trade-off for eliminating some application-
sensitive false positive errors. For example, in network measurements some IP
addresses aremore common than others. Considering that IP addresses consti-
tute the data blocks to be inserted in a BF. If the index of a common address
generates a false positive error, the performance detriment is greater than if a
rarely encountered address generates the same. Targeting applications having
this constraint, Donnet et al. in [71] propose to minimize the count of these
problematic indexes by resetting individually chosen bits in the BF to zero.
This method avoids the generation of false positive errors for these preferred
indexes, but might lead to false negative errors for other ones.
In comparison, our design based on OC indexes shall offer arbitrary trade-
off between the probability of false positive errors and memory consumption.
Moreover, we shall prove the fact that it is more scalable for large WSNs ha-
ving limited power resources. In content-based routing using CBFs, query
messages may be routed through several hops before the occurrence of a false
positive error in one of the routing tables. This phenomenon prevents the
query from reaching the final destination and results into a supplementary
energy consumption caused by communicating messages. The latter overhead
increases drastically when a considerable number of nodes are in the same
range and are able to receive all the messages sent to their one-hop neighbors.
Since the use of OCs in content-based routing has no false positive errors, no
supplementary energy is consumed for failed query messages.
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Minimizing the Memory Space Use of BFs
There has been little work done focusing purely on additionally compressing
the length of a BF. The reason is that in most of the applications, as explained
in the previous sections, the BF resides in the memory of the system. Being sto-
red, the m, n, and k parameters are tuned to minimize the probability of false
positive errors. However, applications where BFs are transmitted between the
systems [20, 72] suggest another perspective for optimization. That is, mini-
mizing the network traffic by communicating small messages, hence compres-
sed sizes of BFs. Applications like web cashing, where servers exchange BF
summaries listing their cashed URLs [72], inspired the work of Mitzenmacher
in [73]. The author proposed compressing a BF before being transmitted and
decompressing it upon reception. Theoretically, the hash functions of BFs are
perfectly random, meaning that a bit in a BF can be either 0 or 1with a probabi-
lity of 1
2
. This probability does not allow compression. The main contribution
is then to relax the probability to a smaller value than 1
2
allowing the compres-
sion, i.e., arithmetic coding [74]. The compressed BFs led to a reduced number
of bits at the cost of increasing the processing requirements of compression
and decompression.
In the context of minimizing the length of BFs, we have provided analysis
showing the way to choose the parameters k and n of a BF in order to minimize
its length m and its probability of false positive errors [75]. We demonstrate
by analytical calculations and extensive simulations that the commonly used
heuristics for choosing these parameters are suboptimal especially in networks
storing replicas. We show specifically how the network topology and the use
of replication can be taken into account when selecting the latter parameter
values, highlighting the shorter lengths of BFs.
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In the near future, it is expected that the volumes of sensor data processed
by applications will become extremely large. The detailed analyses in Sec-
tion 5.1.3 give a quantitative idea on sensor data traffics generated by different
planetary scale scenarios. This in turn increases the computational require-
ments. Complex analyses of massive amount of sensor data demand high pro-
cessing power and large storage memory space. These constraints impose for-
warding the sensor data from the WSN to powerful backend machines, where
they are stored and processed for different analyses. Two varieties of data pro-
cessing are possible: The sequential and the parallel [76]. When information is
passed through several consecutive stages of processing, it is said that it goes
through a sequential data processing chain. The parallel processing consists
then in dividing the application into smaller processing stages, so called tasks,
and execute them concurrently on several machines. As a result, the applica-
tion is completed more quickly. Some applications can be efficiently paralle-
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lized, but some others may not support parallelization at all. Since the use of
concurrent techniques is the key to achieve better scalability and performance,
we focus in this thesis on such frameworks.
Traditional parallel programming techniques, such asmessage-passing [77]
and shared memory between tasks [46] requires a hand-made parallelization.
Developers need to manually create tasks and synchronize them through mes-
sages or locks, and explicitly manage the data locality. Hence, these techniques
are not practical for a large number of tasks and massive amount of stored
data.
In the following we explain few of the existing commercial grade paral-
lel processing frameworks. We discuss different applications realized on the
specific Hadoop/MapReduce framework and highlight the spatial sensor data
analyses we have implemented.
2.2.1 Parallel Processing Frameworks
Basically, most of the commercial parallel processing frameworks support a
recovery solution. Therefore, we focus on their aspect in achieving the paral-
lelization of the tasks.
TheMapReduce model [78] has been proposed by Google in 2004 for paral-
lel processing of voluminous data. The parallelization is done by splitting an
application into smaller parts that can be executed simultaneously on different
machines of a cluster. The task is the smallest unit of code and can be either of
two types: Map or Reduce. A job is a group of tasks sharing common charac-
teristics, e.g., maximum number of machines a job can be executed on. Each
machine in the cluster is assigned one ore more Map and Reduce tasks consti-
tuting a predefined job. The input data are sets of <key, value> pairs that are
split into equally sized units to be processed by the Map tasks. Once all Map
tasks are completed, their output <key, value> pairs are split into units for
Reduce tasks ensuring that all the values of the same key go to the same unit.
The Reduce tasks are then assigned dynamically to machines such that each
Reduce task must process all values for the same key. If a machine does not
complete a task within a reasonable time, a failure is assumed and a second
attempt is launched to re-execute it.
Hadoop [46] is the Java open source implementation of MapReduce, it is a
master/slave communication model enabling applications with high proces-
sing power requirements to run on a large number of machines. In the simplest
case, data reside on a distributed file system [79, 80, 81] but nothing prevents
from pulling it from a large data store like BigTable [82, 83]. An exemplar ap-
plication realized on MapReduce is Pig [84]. For a detailed explanation on the
Hadoop/MapReduce solution, we lead the reader to Section 5.3.
The Java parallel processing framework (JPPF) [85] is another open source
code. It is a master/slave communication model as well that runs on a cluster
of machines. Clients submit jobs to the JPPF master server. The master distri-
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butes the tasks to its attached slaves for execution. A slave is given the ability
of processing multiple tasks concurrently, using a pool of threads. The pro-
gramming style of a JPPF job is straightforward, due to the fact that it does not
need to fit a certain model as it is done for MapReduce. The user is required
explicitly to write its own tasks forming a job and not leaving it for the frame-
work to do. A possible database that has been used with JPPF is the SQL [86]
relational database.
The Oracle real application cluster [87] is an option in the Oracle database
11:g standard edition. The parallel processing is realized by decoupling the
Oracle applications from the Oracle database. The servers hosting applica-
tion processes are physically decoupled from the databases that store the data.
The servers are connected via a local area network to the external world from
which they receive user applications. An additional private network is requi-
red for interconnecting the sever machines and allowing inter-messaging. The
clustered database is a single database that can be accessed by multiple ap-
plications, each one running on a separate server in the cluster. This physical
decoupling between the machines gives the cluster the advantage of expan-
ding and adding new resources with no down time, which is not the case for
Hadoop.
2.2.2 Applications on Hadoop/MapReduce
A wide range of organizations use Hadoop/MapReduce for production and
educational purposes. A full list can be found online in [88], where some
of the organizations are world wide known companies offering Internet ser-
vices, e.g., Facebook, Amazon, and LinkedIn. For example, Facebook makes
use of Hadoop/MapReduce to store copies of internal log and dimension data
sources. The Hadoop/MapReduce is used as well for Internet traffic measu-
rements [89]. Currently used tools for this purpose such as Tcpdump [90] are
usually executed on a single host. When traffic volumes grow large, higher
performance in processing power and memory storage is required for moni-
toring. Therefore, the need of parallelizing the computation of analyses be-
comes of a high interest. We take as an example the identification of a port
breakdown. After storing the Internet packets in the distributed file system
of Hadoop/MapReduce, all the packets received from a predefined port are
searched, their octets are summed up and compared to a certain volume thre-
shold. The computation of genetic algorithms (GAs) has been parallelized as
well [91, 92, 93]. For example, in [91] Jin et al. compute the iterative part of
the GAs, i.e., evaluations and selection operations, using the MapReduce pro-
gramming style. Therefore, they propose the introduction of a second Reduce
phase making the parallelization of GAs. Papadimitriou et al. in [94] perform
a distributed co-clustering as Map and Reduce operations. Given a matrix,
the aim is to find the best row and column permutations such that the result
matrix has highly correlated sub-matrices. In physics experiments the use of
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MapReduce appears in [95], where Ekanayake et al. execute analyses on a
set of data files produced by high energy physics experiments. Each data file
is processed generating a histogram of identified features. The final result is
produced by combining all of the histograms. Multiple applications use Ha-
doop/MapReduce in bioinformatics such as [96, 97]. In Biodoop [97] Leo et
al. report the performance of platform experimenting on three relevant algo-
rithms for DNA testing. The choice of the algorithms is based on their different
computational characteristics. The first is a low-weight computation on large
data sets, the second requires heavy processing of relatively small data sets,
and the third is a mixture of these two computational flavors.
The success of MapReduce in shielding the execution of the parallelism
and the distribution complications has incited its implementation for various
types of processors. In Phoenix [98], MapReduce has been used to handle
parallelism for multicore processor systems. In Mars [99], it has been used for
graphical processor units and in [100] for a Cell Broadband Engine processor.
2.2.3 Spatial Applications on Hadoop/MapReduce
The most related applications to our work are the ones dealing with spatial
analyses of stored data. Zhang et al. in [101] propose parallelizing three dif-
ferent spatial queries using MapReduce: The spatial join query, spatial selec-
tion query, and the nearest neighbors query. Given two sets of multidimensio-
nal heterogeneous objects in an Euclidean space, the spatial join query disco-
vers all pairs of objects satisfying a given spatial relationship. In [102] authors
explain the realization of the spatial selection query that serves as a basis for
other spatial statistical queries. In their idea of parallelizing the nearest neigh-
bors query, they adopt the principle of calculating the distance between the
query node and all the other nodes. This may be feasible for a small number
of nodes but lacks of scalability, since processing it for a larger number would
lead to a slow computation.
In our work [103, 104] we introduce the different query types that can be
done on sensor data. Based on the different characteristics of sensor data, we
propose a storage model that simplifies the search process. The core of our
work is to explain and evaluate the implementation of distributed spatial ana-
lyses for stored sensor data on a Hadoop/MapReduce cluster. We treat two
exemplar analyses, the cross-correlation [104] and the spatial interpolation of
a phenomenon [103]. In [103] we implement a spatial prediction analysis. This
makes use of sensor readings of a phenomenon reported from geographical
locations to predict the values in other locations. In comparison with [102],
our work takes into account the scalability problem of a spatial query when
the number of nodes in the WSN increases. We sort the nodes of a set into a k-
dimensional tree [105], which is computed only once. A spatial query realized
on a k-dimensional tree optimizes the search time by checking only a subset
of the nodes. In [106] we present a detailed case study on the use of the latter
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spatial analyses. We take the harvesting of sensor readings in a delay tolerant
network as an example and highlight the realization of a harvesting control
mechanism making use of the implemented analyses.

3BFS IN CONTENT-BASED ROUTING
Content-based routing is a key enabling technology for a number of applica-
tions in wireless sensor networks (WSNs) and also very popular in many types
of ad hoc network architectures. Content-based routing protocols can be used
to efficiently realize functions such as service and resource discovery or dis-
tributed data storage into the network. Bloom filters (BFs) are a commonly
used data structure for representing content items for routing purposes. In
this chapter we describe the principle of BFs as well as an extended form of
BFs, called counting Bloom filters (CBFs). We further explain the traditional
use of the latter techniques in content-based routing.
We experiment with BFs by developing a protocol for distributed informa-
tion storage and collection in WSNs (DISC). The DISC addresses the problem
of protecting the data from malicious destruction of parts of the network by
storing it on probabilistic chosen nodes. We describe the protocol architecture
and show an original use of BFs in content-based routing. From the implemen-
tation and evaluation of DISC we learn several lessons on the commonly used
heuristics for choosing the parameters of BFs. We demonstrate by analytical
calculations and extensive simulations that these heuristics are sub-optimal.
We show as well the network parameters that need to be taken into account in
order to enhance the performance of BFs in content-based routing.
3.1 BF TECHNIQUES IN CONTENT-BASED ROUTING
In this section we explain the principle of BFs and their probability of genera-
ting false positive errors. We discuss the use of BFs and CBFs in content-based
routing highlighting the indexing of data, the formation of compact routing
tables, and the retrieval of data from the WSN.
3.1.1 Theory
We define a data block as a group of information bits that is physically stored
on the same node and is referred to by a single index. In WSNs, for example,
a data block can be a configuration file or a structure constituting of the sensor
reading value, type, and generation time. Bloom filtering invented by Burton
Bloom in 1970 [42] is a method for representing a set of n data blocks A =
fData-a1, . . .Data-ang. The method allows a fast test on a membership of an
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arbitrary data block Data-ai inside A, where i = 1   n. Each data block in
the original set A is mapped into an m bit vector, further referred to as Key.
All keys have the same cardinality and are generated by using the following
procedure. Consider an arbitrary data block Data-ai 2 A, in its corresponding
key Key-ai we initialize all bit positions to zeros. Let us choose k different hash
functions h1   hk, which map Data-ai from A into a number pj = hj(Data-ai),
where pj 2 (0;m   1), j = 1    k and i = 1   n. In Key-ai we set the positions
pj to 1. Figure 3.1a shows an example of generating a key for a data block
Data-a1 using 3 hash functions. The outputs of the hash functions are 0, 2, and
7. Forming Key-a1 of 8 bits would be 1 0 1 0 0 0 0 1.
The BF b representing all the data blocks in set A is the result of an OR-
bitwise operation between the keys Key-ai, 8i. Figure 3.1b depicts an example
of a set A having 3 data blocks: Data-a1, Data-a2, and Data-a3. We show the BF
b formed from the corresponding keys Key-a1, Key-a2, and Key-a3.
In order to test the membership of a data block Data-ai inside A, we first
construct Key-ai by the procedure described above and then execute an AND-
bitwise operation with the BF b. If Key-ai&b 6= Key-ai then Data-ai does not
belong to the set A. In the case of equality, Data-ai belongs to the set A with a
certain probability of false positive errors. Figure 3.2a shows the verification
of Key-a1 in BF b. We certify this verification since we know in advance that
Data-a1 is a data block in A.
Figure 3.2b depicts the occurrence of a false positive error. We consider a
data block Data-a4 having Key-a4 =1 0 0 0 1 0 0 1 and test the membership of
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Figure 3.1: In Figure 3.1a we generate a key indexing data block Data-a1. The
data block forms the input of the 3 hash functions h1, h2, and h3. The output of
each hash P1, P2, and P3 is used as an index to set the corresponding bit of Key-
a1 to 1. Other bits are initialized to 0. In Figure 3.1b we show the formation of
a BF b for a setA containing 3 data blocks. We execute an OR-bitwise operation
between Key-a1, Key-a2, and Key-a3.
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Figure 3.2: In Figure 3.2a we verify the membership of a data block Data-a1
in A. Figure 3.2b depicts the occurrence of a false positive error verifying that
Key-a4 is in the BF b, despite the fact that Data-a4 is not a member of the set A.
Data-a4 in the set A. The bit combination of Key-a4 in this example led to a
wrong verification of the key in BF b. The latter filter verified that Data-a4 is
a member of A although it is not. The probability of false positive errors is
computed in [42] as
Pe =

1  (1  1
m
)kn
k = 1  e knm k: (3.1)
Note that equation (3.1) above also regulates the choice of parameters k,m,
and n in order to upperbound the probability of false positive errors. Given the
ratio m
n
, the optimal choice of k is given in [107] as k = dm
n
ln(2)e. For example,
given m
n
= 4, the optimal number of hash functions is k = 3. A table of all
possible parameter values can be found in the Appendix B.1. For the sake
of clarity, we note that the optimal choice is relative to the hardware in use.
For example, developers using low-power operating devices search a trade-
off between the fast computation of keys on the hardware and sufficiently low
probability of false positive errors.
3.1.2 Content-Based Routing using BFs
Existing designs of WSN and ad hoc routing protocol tend to rely heavily on
node-based addressing schemes, exactly as is done in the Internet today. Ho-
wever, in several application scenarios, such as service discovery [108] or fin-
ding data blocks stored on a node in the network, the identity of the node is
not important. This is currently solved by separating the query phase, usually
carried out using flooding, from the communication phase, where the node
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identity discovered earlier is used for routing. Content-based routing offers a
muchmore natural alternative by making routing based on the content or type
of the data blocks involved, instead of node addresses. The need for a content-
based routing appears in various scenarios such as querying nodes based on
their hardware equipments and distributed data storage. In the latter scena-
rios, massive amounts of data blocks are stored in the network. In order to
prevent their complete loss when parts of the network are down, data blocks
are replicated on several nodes in the network. Since the number of all possible
data blocks becomes too large for direct addressing, probabilistic techniques
are used instead to map them into keys of manageable sizes. These keys are
then used by the content-based routing to query the closest copy of the cor-
responding data block. The content-based routing now operates on these keys
following three steps: Key generation and flooding, forming compact routing
tables, and retrieving data blocks.
Key Generation and Flooding
Once a new data block has been stored, the storing node generates the key
identifying this block following the method described in Section 3.1.1. Fi-
gures 3.3a and 3.3b depict a content-based routing using BFs and CBFs res-
pectively. Each node in the network stores a data block represented by its
correspondent key. As an example, node N-2 stores the data block Data-A
identified by key 1 0 0 1. Once the key is generated it is then flooded to all
nodes forming its predefined neighborhood. These are nodes located less than
h hops away, where h = 3 in the figure.
Forming Compact Routing Tables
Upon reception of a key, the node stores it in its routing table consisting of a
matrix of entries. The matrix contains one column for each neighbor and rows
signifying the distance in number of hops to the nodes data blocks are stored
at. For example, in Figures 3.3a and 3.3b, node N-1 has two neighbors N-2
and N-3. Therefore, it maintains a routing table of two columns 1-2 and 1-3.
Moreover, having h = 3, the maximum number of rows in the routing table
are then 3 reflecting the first, second, and the third hop. For a large number of
data blocks, there might be several keys that correspond to data blocks located
at the same number of hops away from a node. In order to keep the routing
table compact, developers tend to insert several keys in one entry. Due to their
flexibility in insertion and deletion of keys, CBFs [44] have been widely used
in content-based routing, and are therefore of a high interest. We distinguish
between BFs and CBFs used as entries for the routing table. In the BF case, an
entry is the traditional BF ofm bits. Figure 3.3a shows the example of inserting
key 1 0 0 0 identifying Data-C and key 1 1 1 0 identifying Data-D in the second
row of column 1-2. This BF entry has then the value of 1 1 1 0. In the CBF case,
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Figure 3.3: Two content-based routing examples. Figure 3.3a shows the usage
of BFs for building bit-entries for routing tables and Figure 3.3b shows the
usage of CBFs for building counter-entries. Both figures illustrate the effect of
the probability of false positive errors in deviating the search query for Data-E
initiated by N-1from the correct path towards the storing node N-7. The 3-D
dashed entries in the routing tables lead to the correct route towards N-7. The
shadowed entries represent the mistaken route chosen by the content-based
routing caused by the occurrence of two consequent false positive errors.
an entry is a set of m counters initially all set to 0. Inserting a key in the entry
consists of adding the bits to the correspondent counters of the entry. Taking
the same entry of the previous example, Figure 3.3b shows then a CBF entry
value of 2 1 1 0.
Retrieving Data Blocks
When retrieving the stored data blocks, routing tables are used to forward the
requests hop by hop to a storing node. A node that receives a query containing
the key of a data block to locate, checks its routing table entries one row at a
time starting from the one corresponding to one-hop neighbors as shown by
the double head arrows in Figures 3.3a and 3.3b. The column of the routing
table in which the key is found indicates then the neighbor node the query
should be forwarded to. The verification of a key in a BF entry consists of a bit-
wise checking if the positions of 1s in the key match the positions of 1s in the
entry. For CBF, the position of 1s in the key are checked against the positions
of non-zero counters in the entry. In both techniques (BFs and CBFs) the key
is conjectured to be in the entry with a certain probability of false positive
errors. We take Data-E and its corresponding key 1 1 0 0 as an example of a
data block to search. We represent with the dashed arrows the route of the
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query initiated from node N-1 searching Data-E. The solid arrows between the
nodes represent the correct path leading to N-7 storing Data-E. We show the
sequential checking of the rows in the local routing table of node N-1 starting
from first hop entries and reaching the third hop entries. Due to the occurrence
of a false positive error, the key 1 1 0 0 is matched in the second hop entry of
column 1-2. As a result, the query is directed towards nodeN-2. In the routing
table of the latter node a second false positive error occurs in the first hop
entry of column 2-5. This leads into forwarding the query to node N-5 where
the search fails and the query is dropped.
We note that a greedy approach is also possible by forwarding the query
to all the matched entries of a routing table. The occurrence of false positive
errors in this case yields a significant increase in the overhead. Thus this ap-
proach is not recommended for low-power communicating devices in special
applications. We take the example of content-basedmulticast, where each type
of sensor is identified by a key. A query needs to be forwarded to all the nodes
equipped with a predefined type of sensor with a certain probability of error.
In this thesis we consider only the non-greedy approach because of its wides-
pread use in WSNs.
3.2 A BF-BASED NONDETERMINISTIC STORAGE APPLICATION
The nondeterministic data storage is an important component ofWSNs, which
protects the mission critical data blocks from unexpected node failures or mali-
cious destruction of parts of the network. We have developed DISC, a protocol
for distributed information storage and collection in order to probabilistically
choose storing nodes and further retrieve data blocks from the network using
a BF-based search engine. In comparison to the deterministic choice of the
backup node, the random selection strategy makes it virtually impossible for
an attacker to determine and destroy the exact node keeping a particular data
block. The use of BFs in the information search engine makes the search of a
specific data block fast and efficient.
3.2.1 Protocol Design Space
Before proceeding further with the outline of the DISC architecture, we intro-
duce the considered network model and several assumptions essential for the
protocol design.
Network Model and Assumptions
AWSN illustrated in Figure 3.4 is formed byN sensor nodes arbitrarily located
in a monitored area. The area is divided into regions, we assume that each
region is assigned an identifier denoted as ri in the figure. Note that we do not
place any specific assumptions on the structure of the ri IDs. These identifiers
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Figure 3.4: Geographical query targeting the BCH nodes storing readings col-
lected from the destroyed region r7.
can be assigned either manually or by means of any existing ID configuration
protocol. Each sensor node has the following pieces of location information:
Its own position in a local or global coordinate system, the identifier of a region
where the node is located, and the identifier of the neighboring regions.
We assume a hierarchical architecture of the WSN. The WSN is logically
divided into clusters, where in each cluster at least one node is elected as a
cluster head. In order to achieve this, sensor nodes execute a low-energy clus-
ter formation algorithm such as LEACH [109]. Without loss of generality we
assume that a logical cluster of nodes coincides with the respective geographi-
cal region, where it is formed as done in PANEL [38]. Consider an arbitrary
chosen cluster (in Figure 3.4 the cluster with ID = r7), we refer to the cluster
head node in this region as the primary cluster head (PCH). Correspondingly
we refer to the cluster head nodes in the neighboring regions as backup cluster
heads (BCHs).
Apart from the sensor nodes in our network model we specify a reader node
denoted by RN in Figure 3.4. This is a user operated device, which collects
and processes the measured readings from the sensor network. We assume
that the RN has virtually unlimited memory and energy resources in compari-
son to the sensor nodes. We do not specify further requirements for the reader
device. It can be either mobile, carried by a human or vehicle or static, statio-
nary mounted at a specific location.
36 3. BFS IN CONTENT-BASED ROUTING
The RN allows a user to form location oriented data block queries using a
high level SQL-like language such as in [110]. We also assume that the query
of the user is converted to a binary format before it is propagated towards a
particular geographical region using a geographical routing protocol such as
DREAM [111] or GPSR [112].
Finally, we assume that the life time of the WSN is divided into epochs
of duration  . The time origin, the start of each epoch, and the consequent
epoch enumeration (e1; e2; e3; :::) is network-wide synchronized by means of
existing time synchronization protocols as shown in [113]. This allows a user
to uniquely address a particular period of time by specifying the sequence
number of a particular epoch ei. We refer to our work in [33, 34] as a real
implementation of such queries in a WSN for agriculture monitoring.
Solution Outline
The DISC protocol consists of two major functional parts: The dissemination
and the collection of data blocks. The former part is executed at the PCH and
BCH nodes. The latter part is executed on all nodes that were BCH at some
point in time, as well as on the RN.
Dissemination of Data Blocks: The logic of this part of DISC is straightfor-
ward. Sensor nodes in a cluster periodically report the measured readings to
their PCH, which in turn after a possible aggregation sends the result reading
to one of the neighboring BCHs1. The distinctive property of DISC that makes
it different from other approaches is a random selection of the BCH.
After computing the aggregated readings at the PCH, we create a unique
descriptor that includes the time epoch of the readings aggregation, the region
identifier of the aggregator, and the type of the readings. In DISC the descrip-
tor is a key obtained by taking the latter stated parameters as a single data
block and hashing them according to Section 3.1.1. The PCH then sends one or
more data blocks along with their corresponding keys to a randomly chosen
BCH. For memory balancing purposes and in order to increase the random-
ness of the data blocks locations, BCH nodes do not store the received data
blocks locally, but distribute them among the sensor nodes in their clusters.
The role of the BCH is to keep the routing state what we call a key-table, which
stores the identifier of a node and the keys of the data blocks it is keeping.
Collection of Data Blocks: This part of DISC is activated when there is a
need to backtrack the readings of a physically destroyed region within a par-
ticular period of time. First, the RN creates a high level query specifying the
1Note that the readings sent from the sensor nodes to the cluster head and between the
cluster heads could be transmitted either in a plain text or in an encrypted form as it is done
in [40].
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identifier of the region of interest, the start and end epochs when the readings
were created, and their type. A key creation engine of DISC takes this query
as an input string for several hash functions and creates a set of binary keys
as an output. Each key corresponds to a single epoch of time. For efficient
communication, keys are combined into multiple BFs forming the payload of
the querymessage. The geographic routing protocol then carries the request to
former and current BCH nodes of the region of interest. At BCHs the entries of
the key-table are tested for a membership in the received BF. When a key entry
matches the BF, the node that keeps the actual data block sends a copy from it
to the RN.
3.2.2 Protocol Description
In this section we explain the different communication messages used in the
DISC protocol and describe in details the dissemination and the collection
parts of data blocks.
DISC Messages
The DISC uses four types of messages in order to initialize the system, form
the primary backup cluster, discover the backup aggregators, and in order to
disseminate the backup data blocks. It also uses two types of messages for
querying the BCHs to locate the archived data blocks. The formats of DISC
messages are shown in Figure 3.5.
Init (6 B): This message is used to announce the presence of newly elected
cluster head node within the cluster.
Connect (6 B): This message is used by sensor nodes in a cluster to connect
to the PCH.
Backup (25 B): This message is used to request the chosen BCH node to ba-
ckup the data blocks2.
Store (25 B): This message is used to request sensor nodes in the chosen ba-
ckup cluster to store the data blocks from the primary cluster.
Request (7B-25B): Thismessage is issued by the RN to query the BCHnodes
for stored data blocks.
Locate (7 B-25 B): This message is sent from the BCH to the sensor node to
retrieve the requested data blocks.
2The resolution of the ADC (Analog to Digital Converter) in CrossbowTelosB sensor nodes
is 12 bits, therefore, we allocate 2 B for the actual data in the message.
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Message
Type
Source 
Address
TTL
Sequence
Number
1 B 2 B 1 B 1 B
Header
Init
5 B 1 B
Header
Sensor node
Cluster ID
Header Cluster ID
Connect
5 B 1 B
Header Data-1 ... Data-5 Key-1 ... Key-5 Backup & Store
Data (2 B x 5) Keys (2 B x 5)
Header BF 1 ... BF 10 Request
5 B
BFs (2 B x 10)
Header Key-1 ... Key-10 Locate
Keys (2 B x 10)5 B
5 B
Figure 3.5: Format of DISC messages.
Dissemination of Data Blocks
The dissemination of data blocks in DISC is shown in Figure 3.6 and consists
of four phases: The initialization, data blocks formation and sending, backup
request processing, and the formation of the routing information.
Initialization: During the initialization phase, the sensor nodes learn about
the corresponding PCH node and cluster head nodes learn about the presence
of each other. For this purpose, the newly elected cluster head node broadcasts
the Initmessage containing: Its address, the incrementally increasing sequence
number, the time to live (TTL), and the identifier of the cluster where it has
been elected. Note that in general, cluster heads in the neighboring clusters
can be located several hops away from each other. In this case the Initmessage
should be rebroadcasted by intermediate nodes in a given range specified by
the TTL field. Figure 3.6 depicts an example, where the Init message sent by
the PCH in cluster B, has been received by all the sensors of the cluster, e.g.,
S b and by the neighboring cluster heads, e.g., PCH A.
The Init message can be received by: Sensor nodes in the own cluster, sen-
sor nodes in the neighboring clusters, and the cluster head nodes in the neigh-
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Figure 3.6: Dissemination of data blocks in DISC.
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boring clusters. Upon reception of the message these nodes perform different
actions. The sensor nodes in the primary cluster reply with the Connect mes-
sage, notifying the PCH about their addresses. The sensor nodes in the neigh-
boring clusters re-broadcast this message until it reaches the cluster head or
until the TTL expires. The cluster heads of neighboring clusters store the ad-
dress and the cluster identity information in a list of BCH. Duplicates of Init
messages with the same sequence number are discarded by all nodes.
Data Blocks Formation and Sending: The data blocks formation and sen-
ding phase is executed at the PCH nodes. During each epoch sensor nodes
send the measured readings to the PCH. The readings can be handled by the
PCH nodes in two ways. The PCH may backup either raw unprocessed rea-
dings or perform an additional processing and aggregate them before sending
them to a BCH. In both cases the PCH node computes a key corresponding to
a particular data block of a backup reading. The key is used to index the ba-
ckup reading for the purpose of further retrieval during the collection phase.
Figure 3.7 shows an example of the key creation procedure. The temperature
in Celsius is measured in cluster having ID = 25 and aggregated in epoch 10.
The data block <zoneID, dataType, epoch> is converted into a binary form
and fed into the key creation engine. The key creation engine executes three
steps. First, it computes hash of the attributes using SHA1 hash function [43].
As stated in Section 3.1 in order to obtain a key, several independent hash
functions shall be computed. As we show in the next section, the execution
of SHA1 function on sensor nodes is computationally expensive. In order to
minimize the processing time during the computation of keys, we use the fol-
lowing solution. Due to the pseudo-randomness of the SHA1 output, it is a
common approach to consider subparts of the output as results of several in-
dependent hash functions. Therefore, as a second step the resulting 160 bits
hash are divided into 10 chunks of 2 B each, which we consider as outputs of
10 hash functions. Finally, the first three 2 B chunks are taken in order to com-
pute a key corresponding to the initial attributes as described in Section 3.1.
As shown in Figure 3.6 the result of the data blocks formation phase is a pair
of data block and its key denoted by <data, key>. After its creation at the
PCH, e.g., PCH B, the pair is either stored locally or sent to one of the BCHs as
described below.
Backup Request Processing: The backup request processing phase is execu-
ted at PCH nodes in the case when they probabilistically decide that the data
blocks should be stored on a remote node. First, the PCH randomly chooses
a BCH node from its list. Second, it sends a Backup message containing the
<data, key> pairs obtained during the previous phase. In Figure 3.6, the
PCH B chooses PCH A for storing its data blocks and keys.
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Figure 3.7: Key formation procedure.
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<Key-D,  Data-D>
<Key-E,  Data-E>
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Sensor ID
Key-table
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Stored pairs Stored pairs
Figure 3.8: The key-table of a BCHhaving two sensor nodes in its cluster namely
SN1 and SN2.
Formation of the Routing Information: This phase is executed at the BCH
node after receiving a Backupmessage. In the same fashion as a PCH, the BCH
may store a data block either locally or in one of the sensor nodes inside its
cluster. If the BCH decides that the data block should be stored on a remote
node, it randomly selects a sensor node from its cluster and sends a Storemes-
sage containing <data, key> pairs to be archived. The address of the sensor
node that stores a data block with a specific key is inserted into a key-table,
which structure is shown in Figure 3.8. As an example, the BCH maintains in
the key-table an entry indicating thatData-A identified with its key Key-A is sto-
red at sensor node SN1. In order to conserve the memory of the sensor nodes,
we soften the routing state for a specific data block in the BCH, making it ex-
pires after a predefined time, which is an adjustable parameter of DISC. The
same is valid for sensor nodes that keep the actual data block. Referring back
to the example shown in Figure 3.6, upon reception of the pairs from PCH B,
the PCH A chooses a randomly sensor node, i.e., S a from its cluster to backup
them. The PCH A then updates its key-table accordingly.
Collection of Data Blocks
The collection of data blocks is divided into two phases: The formation of
queries and the routing.
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Formation of Queries: The query formation phase is executed in the RN
when a user decides to locate data blocks of a certain type harvested from
a specific region during a particular time interval. The user specifies the query
as <regionID, [estart; eend], dataType>, where the regionID is an identifier of
the target region, [estart; eend] is the time interval when the data blocks of in-
terest were created, and dataType is their type. According to our assumption
the user specifies the time interval in terms of epoch’s sequence number. The
procedure of forming a Request message with a range query for the tempera-
ture readings in region 25 during b + 1 epochs [ei; ei+b] is shown in Figure 3.9.
First, the initial query is split into b + 1 atomic queries, each corresponding to
the data block stored during a particular epoch. Second, b + 1 keys are com-
puted as described in Section 3.1.1 for each atomic query. Then, the resulting
sequence of keys is split into G groups of n keys each. Finally, by executing
an OR-bitwise operation within each group, we compute G BFs, which we re-
cord in the Requestmessage. The dimensioning of parameter n is described in
Section 3.1.1. In the current implementation we limit the number of BFs per
Request message to 10 entries, which makes the size of the payload bounded
between 2 and 20 B. We conjecture that this maximum number of BFs in the
Request message is a good compromise between the maximum time range for
the query and the overhead caused by the propagation of the message in the
network.
Routing: The routing phase of DISC is executed at the BCH nodes upon re-
ceiving the Request message from the RN. The delivery of this message to the
vicinity of the target cluster is done by means of geographic routing, which
is beyond the scope of DISC. Here we describe the routing actions taken by
the BCHs located in the geographical proximity of the target region. First, the
BCH node tests the membership of its stored keys with each BF of the Request
message as described in Section 3.1.1. If a specific key matches one of the BFs,
a Locate message is created. The BCH copies the matched keys to the payload
of the message and sends it to the node storing them. At this node a key is
used to find the requested data block by a direct search and to sends it to the
BCH.
3.2.3 Implementation Details and Performance
The DISC protocol is currently implemented in TinyOS [3] version 1.x. In this
section we present the memory footprint of the protocol and the selected run-
time performance parameters. We also demonstrate illustrative properties of
the DISC backup node selection strategy, whichmakes it substantiallymore ro-
bust to malicious destruction of large parts of the network than the approaches
using deterministic node selection.
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Figure 3.9: Creating a Requestmessage.
Memory Footprint and Runtime Performance
In Table 3.1 we show the technical parameters of DISC implementation com-
piled for TI MSP430 microcontroller of TelosB nodes [1]. The amount of ROM
in bytes consumed by the modules of DISC for both mechanisms of dissemi-
nation and collection of data blocks is 3:7 kB. For a TelosB with 48 kB of ROM
the DISC code occupy 7:8% of the memory.
The maximal RAM consumption of the protocol is 800 B excluding the size
of the key-table, memory space used for storing keys, and the data blocks kept
on a sensor node. The protocol reserves then 8% from the 10 kB of RAM. The
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RAM consumed by the key-table in the current implementation is proportional
to the product Nclnb, where Ncl is the number of nodes in a cluster and nb is
the maximal number of backup entries, which is an adjustable parameter of
DISC. For a better performance, we may consider moving the key-table into the
external flash memory with dynamic loading of the needed parts. The actual
backup of data blocks on sensor nodes is stored in the external flash memory.
Computing keys is the most processor resource demanding part of DISC
implementation, since it requires computation of hash functions. In our im-
plementation we consider two hash functions: SHA1 [43] and RS-Hash [114].
As it is visible from Table 3.1, the code complexity of SHA1 is 11 times higher
than that of RS-Hash. Moreover, the processing time for RS-Hash is 17 times
smaller than that for SHA1.
Table 3.1: Memory footprint and runtime performance parameters.
Parameter Value
Code size in ROM 3700 B
Variables and structures in RAM 800 B
Size of an entry in the key-table 2 B
Size of a storage entry in a sensor node 4 B
Code size for SHA1 in ROM 1800 B
Code size for RS-Hash in ROM 162 B
Key generation time using SHA1 11:23ms
Key generation time using RS-Hash 0:64ms
Fraction of Recovered Data Blocks
In this section we demonstrate rather intuitive, but nevertheless illustrative
properties of the DISC protocol that show the advantage of the probabilistic
choice of backup nodes in comparison to the deterministic approaches. We
analyze the fraction of recovered data blocks under different types of node
failures. First, we consider the case of node failures in a single cluster and then
we extend our analysis to address node failures in several clusters. For both
cases denote byNbcl the number of backup clusters for a single primary cluster
cl and by Icl the fraction of data blocks collected from cluster cl and stored in a
backup cluster. Let Rcl be the fraction of the recovered data blocks for cluster
cl after node failures. Obviously, depending on the strategy of choosing the
backup cluster:
Icl =
n 1
Nbcl
; DISC choice;
1; Deterministic choice:
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Node Failures in a Single Cluster
The fraction of the recovered data blocks after nodes failures in a single cluster,
denoted as cl, is
Rcl = 1  (IclFI); (3.2)
where FI is the fraction of failed nodes that stored the data blocks. In order to
compute FI we need to consider a conditional probability P (NDownjHasD)
of a node being down (event NDown) given that it has the backup data blocks
(event HasD). Due to the independency of the events for nodes failures and
storing the data blocks, P (NDownjHasD) equals the probability of the node
failure Pj . Now, FI = Fcl  P (NDownjHasD) = Fcl  Pj , where Fcl is the
fraction of failed nodes over all nodes in cluster cl. Finally substituting FI to
(3.2) we obtain
Rcl = 1  (IclFclPj): (3.3)
Figure 3.10 shows the recovered data blocks depending on the fraction of failed
nodes in the cluster in the case of malicious destruction of nodes. In this case
nodes die with a probability Pj = 1. The bottom curve in the figure shows the
recovered data blocks in the case of deterministic choice of the backup cluster.
In this case all data blocks from a cluster cl are stored in a single remote cluster
(Icl = 1). In the case of probabilistic choice of the backup region, the losses in
a single cluster result in a loss of only a part of the data blocks that was stored
in that cluster. As Figure 3.10 shows, when increasing the number of backup
clusters in DISC the amount of the recovered data blocks increases.
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Figure 3.10: Fraction of recovered data blocks per cluster in case of malicious
destruction of nodes (Pj = 1).
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Note that cases where Pj < 1 correspond to a normal operation of the net-
work, when nodes go down by natural reasons such as battery exhaustion or
hardware failures. In these cases the graphs for the fraction of recovered data
blocks have similar shapes as those in Figure 3.10 but with higher figures for
the recovered data blocks. We omit the latter graphs due the limited infor-
mation they report. Although curves for both deterministic and probabilis-
tic choice of the backup node show similar dynamics of recovering the data
blocks, it is clear that the probabilistic strategy allows recovering of more than
two times data blocks. We conjecture that overall it is more favorable than
node selection strategies of deterministic approaches.
Node Failures in Several Clusters
In the above analysis we considered the case when node failures occur within
a single cluster, since this case is common for both deterministic strategies for
backup node selection and the probabilistic strategy of DISC.
In DISC, however, the analysis should be extended considering node fai-
lures in all clusters that our protocol chooses for storing the data blocks. The
formal extension of the analysis is trivial, therefore, we present only the resul-
ting expression for the fraction of recovered data blocks
R = 1 
NbclX
j=1
(IclFjPj): (3.4)
Where Fj is the fraction of failed nodes in cluster j over all nodes in this cluster
and Pj is the probability of node failure in cluster j. This time we demons-
trate this behavior by simulations. We use TOSSIM [115], the discrete event
simulator for TinyOS to simulate the following scenario. We use a topology
as shown in Figure 3.4 with 100 nodes uniformly distributed over all clusters.
We perform three experiments with 4, 6, and 8 available backup clusters for
the chosen primary cluster. This implies Icl = 0:25; 0:16; 0:125 in (3.4). In each
experiment we subsequently put clusters down, i.e., all nodes in a particular
cluster fail due to malicious destruction. That is for the failed cluster j in (3.4),
Pj = 1 and Fj = 1, while for the online cluster Pj = 0 and Fj = 0, which corres-
ponds to a perfectly functioning nodes in the beginning of their life time. We
study the case where the PCH node stores 100 data blocks in its neighboring re-
gions. In each step after shutting down the next cluster we query the network
for all initially stored data blocks. As a result we record the fraction of the avai-
lable data blocks corresponding to the fraction of the offline backup clusters.
In TOSSIM we use the default settings for the radio transmission model and
set the noise level in each sensor node so that only nodes inside one cluster can
communicate with their PCHs. We also do not model multihop transmissions
between the cluster head nodes in the neighboring clusters, since our goal is to
study the qualitative behavior of DISC. For this purpose we set the noise level
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in all cluster heads so that they appear within one radio hop from each other.
As for the DISC parameters, we use three hash functions to compute the keys
and limit the number of keys in the BFs of the query messages to three. We re-
peat each experiment 200 times randomly seeding the simulator for each run.
Figure 3.11 shows the mean values for the fraction of the recovered data blocks
in all three experiments. The obtained results are intuitive and in accordance
to (3.4). The fraction of the recovered data blocks with DISC is inversely pro-
portional to the fraction of the shut down clusters. Overall the randomness of
the backup node selection in DISC makes it virtually impossible to completely
destroy the stored data blocks for a single region unless totally destroying its
entire surrounding.
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Figure 3.11: Fraction of recovered data blocks in the case of total clusters des-
truction.
3.3 ENHANCING THE PERFORMANCE OF BFS
The experience from implementing the DISC protocol revealed the possibility
of enhancing the BF parameters in content-based routing. We demonstrate
by analytical calculations and extensive simulations that the commonly used
heuristics for choosing these parameters are sub-optimal. We propose network
and application characteristics to be taken into consideration, leading to a bet-
ter BF performance in content-based routing.
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3.3.1 Impacts on BF Parameters
In this section we discuss the implications of choosing k and n on the probabi-
lity of false positive errors and on the BF length.
Impact of Replicas on k
To the best of our knowledge, none of the existing work in this area tackles the
problem of choosing the value of k in a network storing replicas. All the stu-
dies consider knowing themaximum number of keys n in a BF regardless if the
n keys are distinct or not. Accordingly, the values of k and the length of a key
m are computed by the traditional relation k =

m
n
ln(2)

, such that a probabi-
lity of false positive errors is lower than a predefined threshold. This threshold
is determined by the capability of a chosen application to support false posi-
tive errors in data blocks localization. We address the implementations with
replicas and clarify for the reader, that this approximation in the choice of k
is no longer the best for the whole network when the number of replicas in-
creases. This is due to the fact that the number of distinct keys n0 is the actual
number, which induces a false positive error in a filter of n keys. As long as the
number of replicas is small, n0 can be approximated with n and the traditional
approximation is applicable. We prove that this approximation is no longer
valid when the number of replicas increases. This induces a considerable shif-
ting of n0 from n resulting into a poor estimation of the value of k. Figure 3.12
illustrates an example of four data blocks to be inserted in a BF, n = 4. Three
out of four blocks are replicated, and therefore, generate the same Key-A lea-
ding to the presence of two distinct keys in the BF, n0 = 2. Considering a BF
of m = 20 bits, we compute the number of hash functions that minimizes the
probability of false positive errors. While k =

20
4
ln(2)

= 3 for n = 4, we find
that the number of used hash functions should in fact be k0 =

20
2
ln(2)

= 7
for n0 = 2.
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Figure 3.12: Two distinct data blocks are to be inserted in the BF. One block is
replicated three times meaning that n0 = 2 and n = 4. This leads to the use of
k0 = 7 in place of k = 3.
50 3. BFS IN CONTENT-BASED ROUTING
Impact of using n on k
In most of the applications such as in [45, 58, 60] each node receives flooded
keys from a predefined neighborhood limited with a maximum number of
hops h. Referring to Section 3.1, upon receiving the keys, the node stores them
in its routing table consisting of a matrix with one column for each neighbor
and with rows signifying the distance in number of hops to the node data
blocks are stored at. This approach leads to the highest number n of keys in
the entries of the last rows of the matrix corresponding to the furthest hops.
Therefore, the traditional adopted solution using the maximal value of n for
optimizing k according to k =

m
n
ln(2)

, minimizes the probability of error for
the last hop. It is important to note that this value of k is not necessarily the
best one, which maximizes the probability of data blocks localization in the
network.
Impact of Replicas on the BF Length
Many embedded devices such as sensor nodes (i.e., TelosB [1]) have very li-
mited size of RAM. Therefore, the major target of programmers is often to
minimize the memory consumption. The impact of using n instead of n0 is
again introducing a major error leading to a non optimized length of BFs. Let
us consider the previous example with n = 4 and n0 = 2 and analyze it from
the perspective of m. Table 3.2 depicts the probability of false positive errors
for fewm, n, and k combinations, while the more detailed tables can be found
in the Appendix B.1. We take the case of m
n
= 4 as an example, the lowest
probability of false positive errors is then equal to 0:147 for k = 3. Using n = 4,
this probability of false positive errors can be achieved for m = 16 bits, while
for n = n0 = 2 it can be reached by using only m = m0 = 8 bits. Taking into
account the number of replicas in this small example reduced the length of the
BF by 50%.
Table 3.2: Probability of false positive errors for various m
n
and k combinations
as calculated in[116].
m
n k = 1 k = 2 k = 3 k = 4
2 0:393 0:400
3 0:283 0:237 0:253
4 0:221 0:155 0:147 0:160
3.3.2 Proposals for BF Parameters
In this section we discuss our two proposed solutions for choosing the best
value of k. The first takes into consideration the impact of replicas and the
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second bypasses the problem of taking the upperbound of n. We highlight
as well a method benefiting from the presence of replicas in the network to
shorten the length of the BF in use.
Proposal: Impact of replicas on k
Let us denote by Ndat the number of original data blocks. Assume having q
copies [C1; C2;    ; Cq] from each of these data blocks. The latter are randomly
distributed among the nodes in the network. The total number of nodes in the
network is denoted by N . Recall that n is the total number of keys in a BF and
n0 is the number of distinct keys in the same BF. It is in fact the real number
of keys in a BF that induce a probability of false positive errors. We denote
by Evn the event of having a key among the n keys in the entry. The average
number of distinct keys in an entry is n0 = NdatP (Evn), where P (Evn) is the
probability of having at least one of the q copies of the key in n. This yields
n0 w Ndat

qn
N
 

q
2

n(n  1)
N(N   1)+
  + ( 1)q+1

q
q
 q 1Y
s=0

n  s
N   s
#
= Ndat
qX
t=1
( 1)t+1

q
t
 t 1Y
s=0

n  s
N   s

: (3.5)
Having n0, the value of k0 that minimizes the probability of false positive errors
in an entry of the routing table becomes
k0 =

m0
n0
ln 2

=
&
m0 ln 2
Ndat
Pq
t=1( 1)t+1
 
q
t
Qt 1
s=0
 
n s
N s
' ; (3.6)
where
 
q
t

is the binomial coefficient andm0 is the new length of the BF.
For clarification, we consider two application examples, where each node
in the network stores no more than one data block. We do not tackle the issue
of border effects, which is out of the scope of this thesis. The storing node
generates a key, which identifies this data block (Section 3.1). Assuming the
flooded message can reach h hops and denoting by r = 1; : : : ; h the rows of the
routing table, we calculate the value of n for each topology, then n0 using (3.5).
Replacing the value of n0 in (3.6), we determine k0.
Regular Tree: Let us assume a regular tree topologywith degreeD, the maxi-
mum number of keys in an entry of the routing table is n = Dr 1. This is equal
to the number of nodes that are reachable r hops away. Figure 3.13 illustrates
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a regular tree of degree 3. The root node O has three direct neighbors A, B,
and C, thus it maintains a routing table of 3 columns. The figure shows ex-
plicitly that the number of nodes that are reachable 2 and 3 hops away from
O through neighbor A are 31 and 32. This shows that maximum 3 and 9 keys
are respectively inserted in any entry of the second and the third rows of the
routing table.
1
3333
1
2 2 2
3
23=n
13=n
03=n
1
. . .
ABC
33
O
3 3
Figure 3.13: Regular tree topology of degree 3 showing the nodes that are rea-
chable from the root node O through neighbor A.
Grid Topology with Shortest Paths: We consider a grid topology assuming
the flooded messages are received via the shortest paths between the nodes.
Moreover, each node is reached via a single route. The maximum number of
keys inserted in an entry of the routing table is
n =

4(r   1)  1 if r  3
4(r   1) if 3 < r  h: (3.7)
Figure 3.14 shows that each node in a grid with no border effects, has 4 direct
neighbors. We illustrate a randomly chosen node O and the sets of nodes it
can reach through neighbor A. Nodes are labeled with their positions in term
of number of hops relatively to node A. We take as an example the third hop
r = 3. Counting the number of reachable nodes on the figure results in 7,
which satisfies the first condition of our formula.
Proposal: Impact of using n on k
Since we have proven that n0 should be used instead of n. We further use n0
in the following derivation. In order to overcome the problem of bounding n0
from above, two major steps are to be fulfilled. As a first step, the probability
of data blocks localization for any type of network is formulated as a function
of n0. As a second step, we compute the value of n0 and its corresponding value
of k0, which maximizes the probability of data blocks localization.
As an application example, we derive in the Appendix B.2 the probability
of data blocks localization for a regular tree topology. We assume a tree net-
work with degree D and depth DT , where each node stores no more than one
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Figure 3.14: Grid topology showing the nodes that are reachable from the root
O through neighbor A.
data block. Nodes in the tree are given identification numbers starting from
one for the leftmost node. Moreover, each node is identified with the coor-
dinates (x; y), where x = 1;    ; DT , is the level of the node in the tree and
y = 1;    ; Dx its position in level x. We assume throughout the derivation
that all requests are initiated by the root node (1; 1). The calculation of the
probability of data blocks localization is similar for the other nodes. Node
(1; 1) requests a specific data block, whose closest copy is stored onto node
(i; j) 6= (1; 1). We consider Ndat number of original data blocks and q copies
from each block [C1; C2;    ; Cq]. We take Pe(n0r) =
l
m
n0r
ln(2)
m
as the probability
of false positive errors in row r of the routing table, where r = 1;    ; i  1 and
n0r is the number of distinct keys in the current entry of the routing table. With
these notations the calculated probability of data blocks localization is
P (Evloc) w
DTX
i=1
DiX
j=1
q 1Y
l=0
 
1 
Pi 1
x=1D
x + j + 1PDT
x=1D
x + 1  l
!

 
qPDT
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x  Pi 1x=1Dx   j + 1
!

i 1Y
x=1
("
i xY
r=1

1  Pe(n0r)
D#


1  Pe(n0i x+1
(d j
Di x 1 e 1) mod D

:
(3.8)
Adopting the same spirit of thinking, this analytical formulation can be also
generalized for other network topologies. Having P (Evloc) and solving the
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value of k0 that maximizes it, would result in achieving the lower probability
of false positive errors in the network. Hence a higher probability of data
blocks localization.
Proposal: Impact of Replicas on the BF Length
Knowing q the number of replicas,N the total number of nodes in the network,
and n the total number of keys in the BF, we take the same number of hash
functions k = k0 and calculatem0 the length of the optimized BF,
m0 = m n
0
n
= m Ndat
Pq
t=1( 1)t+1
 
t
q
Qt 1
s=0
 
n s
N s

n
: (3.9)
Using a BF length of m0 bits for n0 keys provides the same probability of false
positive errors for the same k as when using a length ofm bits for n keys.
3.3.3 Simulation of Large-Scale Topologies
We have developed a MATLAB-based network simulator in order to verify
our results on two different network topologies: A regular tree topology and
a grid topology assuming shortest paths between the nodes. We exclude the
border effects, which are not the major target of this thesis. We consider a grid
topology of 37  37 nodes, resulting into a network of 1369 nodes. All the re-
quests of data blocks localizations are generated from the central node. We fix
the neighborhood to h = 13 hops, covering 25% of nodes in the network. In
order to have comparable results with the previous topology, we consider the
same network size for the regular tree network. Therefore, we fix the degree
to 4 children and the depth to 5 hops, resulting into a network of 1365 nodes.
We consider that all the requests are generated from the root node. When one
considers other nodes in the network as requesting nodes, the analytical as
well as the simulation results are exactly the same. We fix the neighborhood to
h = 4 hops in order to cover 25% of nodes in the network. In both topologies
we validate the analytical results by running a set of simulations averaged over
300 independent realizations. The simulator considers 128 original data blocks
and vary the number of replicas reaching a maximum value of 10. Original
data blocks as well as their replicas are stored in randomly selected nodes in a
way that each node in the network is allowed to store at maximum one block.
A storing node generates the corresponding key identifying its data block fol-
lowing the BF procedure. We vary the BF lengths starting with 256 bits rea-
ching a maximum of 896 bits. The generated key is then broadcasted to all the
nodes located in the neighborhood. Upon reception of keys, each node builds
its routing table formed of BF entries. After the convergence to stable routing
tables, we start the data blocks localization procedure. We let the requesting
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node in each of the two simulated networks initiate queries searching for the
different stored data blocks.
3.3.4 Simulation and Proposals Validation
In this section we explain the simulation results that validate our two derived
analytical ones for choosing the value of k that minimizes the number of false
positive errors. We show as well the efficiency of the method benefiting from
the number of replicas in minimizing the length of the BF.
Proposal Validation: Impact of Replicas on k
The first simulation highlights the new number of hash functions k0 that shall
be used instead of k in a network with replicas. In Tables 3.3, 3.4, 3.5, and 3.6
we generate the values of n0 respectively for two grid and two tree topologies.
We note that the computation of k0 is straightforward and can be generated
from the four tables using k0 =

m
n0 ln(2)

. Therefore, the smaller n0 is from n,
the larger is k0 in comparison to k, where k =

m
n
ln(2)

. We take as an example
n0 and n from Table 3.3. For a BF of size 384 bits, the value of k is 12, while the
computed value of k0 is 24.
Table 3.3: Optimized BF length for 5 times replicated data blocks in the grid.
n n0 k m m0 P (Evloc)
22 11 8 256 126 0:7254
22 11 12 384 189 0:7320
22 11 16 512 251 0:7466
22 11 20 640 314 0:7537
22 11 24 768 377 0:7605
22 11 28 896 440 0:7605
Table 3.4: Optimized BF length for 10 times replicated data blocks in the grid.
n n0 k m m0 P (Evloc)
45 37 4 256 210 0:878
45 37 6 384 315 0:911
45 37 8 512 420 0:928
45 37 10 640 525 0:931
45 37 12 768 630 0:931
45 37 14 896 735 0:932
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Table 3.5: Optimized BF length for 5 times replicated data blocks in the tree.
n n0 k m m0 P (Evloc)
30 27 6 256 230 0:7544
30 27 9 384 346 0:7610
30 27 12 512 460 0:7617
30 27 15 640 576 0:7618
30 27 18 768 691 0:7618
30 27 21 896 806 0:7618
Table 3.6: Optimized BF length for 10 times replicated data blocks in the tree.
n n0 k m m0 P (Evloc)
60 49 3 256 208 0:8700
60 49 4 384 313 0:9272
60 49 6 512 418 0:9393
60 49 7 640 522 0:9424
60 49 9 768 627 0:9433
60 49 10 896 731 0:9435
Proposal Validation: Impact of using n on k
The aim of this simulation is to show the possibility of increasing the probabi-
lity of data blocks localization in the network by using k’. Namely, we analyze
the gain of P (Evloc)when using k’ in comparison with k. We recall that k is tra-
ditionally used to optimize the probability of data blocks localization for the
last row of the routing table and without any consideration for the replicas.
Increasing the number of replicas has two opposite effects. On one hand, it in-
creases the probability of data blocks localization. On the other hand, it raises
the probability of false positive errors especially in highly connected networks.
In the tree network, due to the single paths between any pair of nodes, a key
stored on one of the nodes is inserted only once in the routing table of the other
node. This fact helps in decreasing the number of keys in a BF, and hence, mi-
nimizing the probability of false positive errors. Conversely, the grid suffers
from a multiple insertions of a key in the routing table, hence, a higher pro-
bability of false positive errors. For this reason, we compare the percentage of
enhancement between the tree and the grid. In Figures 3.15 and 3.16 a data
block is replicated 5 times in each of the two networks. The figures show a bet-
ter enhancement of the probability of data blocks localization for the grid more
than for the tree. As an example, having a grid topology and a BF of 384 bits
using a k’ = 8 instead of k = 6 enhances the P (Evloc) of 5:9%. While using the
same length of BF for the tree topology requires a k’ = 10 instead of k = 9 in
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Figure 3.15: Case of a tree topology having 5 replicas for each original data
block.
order to reach an enhancement of 2:7%. Moreover, we increased the number of
replicas to 10 in both types of networks. This leads to a 93% of storing nodes,
resulting into an increase in the number of keys in an entry of the routing table.
Due to this fact, the probability of false positive errors starts to be remarkably
high even with large size BFs. Therefore, we notice from Figures 3.17 and 3.18
a small room for enhancing the P (Evloc)with BFs larger than 512 bits.
Proposal Validation: Impact of Replicas on the BF Length
The percentage of shortening the length of the BF highly depends on the net-
work topology as well as on the number of replicas. A network having a high
connectivity degree between the nodes provides several paths between two
randomly chosen nodes. This yields a key stored by one of the nodes to be
inserted multiple times in the routing table of the other node. The higher the
connectivity degree, the more n0 is shifted from n and reciprocally m0 from m.
Therefore, we compare the tree topology having a single path between any
two nodes to the grid topology. We distribute 5 replicas for each data block
letting 46% of the nodes to store. The results of our simulation in Table 3.3 for
the grid show n0 = 11 and n = 22. This 50% of difference results into 50%
of optimization in the length of the BF, i.e., from initially 128 bits to 62 bits.
These figures are relative to the grid, while Table 3.5 shows a difference of
10% between n0 = 27 and n = 30 for the tree. This low difference is due to
the single paths between the nodes resulting into a poor natural replication of
data blocks in the routing tables. Hence, the difference between m0 and m is
also approximately 10%, i.e., from initial 230 to 256. We highlight the impact
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Figure 3.16: Case of a grid topology having 5 replicas for each original data
block.
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Figure 3.17: Case of a tree topology having 10 replicas for each original data
block.
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Figure 3.18: Case of a grid topology having 10 replicas for each original data
block.
of the replicas by using 10 copies for each data block, increasing the percen-
tage of storing nodes to 93%. For the grid topology, Table 3.4 shows n = 45
and n0 = 37. The optimization of the BF length has dropped from 50% for 5
replicas to 18% for 10 replicas. This is due to the fact that the total number
of keys n in an entry of the routing table has also doubled as well. The value
of n0 has increased 3:5 times more for the same reason, as well as due to the
multiple paths. In contrast, the tree does not have multiple paths. We observe
in Table 3.6 the values of n = 60 and n0 = 49. In comparison with the results
for 5 replicas we notice that n has doubled and n0 has increased 1:8 times more
leading to an 18% of optimization in the BF length.
3.4 SUMMARY AND DISCUSSIONS
We have explained the use of the BF techniques in content-based routing.
We considered the problem of storing sensor data blocks on nondeterminis-
tic nodes and further backtrack them from the network. We described the
development of the DISC approach, the protocol for distributed information
storage and collection in WSNs. Our protocol uses BFs to compactly represent
description of several data blocks inside a single query message. The usage of
BFs makes the search for a particular data block inside the network fast end ef-
ficient. The probabilistic strategy of choosing the backup nodemakes theWSN
substantially more robust against malicious destruction of its large parts.
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In order to better cope with the energy and memory constraints of WSNs,
a content-based routing algorithm needs to minimize its communication ove-
rhead andmaintain small size routing tables. These requirements can be achie-
ved either by enhancing the performance of BFs as described in this chapter or
by using alternative types of keys that we cover in the next chapter.
Aiming at a better performance of BFs in constrained environments, we
have analyzed the impact of two common approaches used for choosing the
number of hash functions, explained their drawbacks if applied to networks
using replicas, and proposed taking network parameters into consideration.
Therefore, we calculated the number of hash functions that considered the re-
plicated data blocks in a BF and ensured the lowest probability of false posi-
tive errors in the whole neighborhood. Simulations have verified the accuracy
of our analytical work. Our proposed approaches for choosing the number
of hash functions increased the probability of data blocks localization in the
WSN. This enhancement spared additional energy consumption by limiting
the number of transmitted and forwarded messages that failed to reach their
destinations. Moreover, we have highlighted a way of reducing the length of
the BFs, leading to significant reduction of memory overhead.
4ORTHOGONAL CODES (OCS)
We have seen that counting Bloom filters (CBFs) [44] is a probabilistic tech-
nique for localizing data blocks in the WSN. It has been used in content-based
routing as a flat architecture for generating locally keys on the node. In this
chapter we explore the use of orthogonal codes (OCs) [45] as a two-tier archi-
tecture in their place in content-based routing. On one hand, the attribution of
OC keys to data blocks is not a standalone procedure but demands commu-
nication between the nodes. On the other hand, OCs as keys ensure no false
positive errors, and thereby, no routing errors occur as long as the codes can
be assigned to data blocks without collisions. We explain the generation of
OCs, formation of routing tables using OCs, and the membership verification
of an OC key in the routing table. We expand the use of OCs and propose a
solution for a completely flat architecture of key assignment based on a class of
partially OCs called subpart orthogonal codes (SOCs). We evaluate both schemes
in a content-based routing protocol on complex networks. Our results show
that the flexibility of having a flat architecture can be achieved at the price of a
small probability of false positive errors. This probability is significantly lower
than the one for BFs/CBFs.
4.1 ATTRIBUTING KEYS TO DATA BLOCKS
The major requirements for a content-based routing protocol to be used for
low-power communicating devices are two-fold. First, protocols must take
into consideration the small amount of RAM available by maintaining com-
pact routing tables on the node. This can be synthesized from the footprint
of the previous application, DISC, in Table 3.1. Second, minimizing the po-
wer consumed by protocols overhead is critical and can be accomplished by
reducing the size and the number of the communicated messages.
As previously seen in Section 3.1, the classical approach for generating and
storing keys for arbitrary data blocks is the use of BFs. The BFs have twomajor
drawbacks. The first is the false positive error that occurs when the presence
of a key is verified to be in an entry of the routing table, while in reality it is
not. The second is the compact formation of bit-entries, which do not allow the
deletion of keys and results into non-updatable routing tables. Therefore, we
consider in the following two sections the CBFs explained in Section 3.1. We re-
call that CBFs have the same concept as BFs but maintain digit-entries, where
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each digit is a counter. Despite the fact that CBFs consume more memory
than BFs, they suite better content-based routing protocols by allowing rou-
ting table updates. We distinguish between two different architectures, which
WSNs can take in attributing keys to data blocks: Two-tier architecture and a
flat architecture.
Two-Tier Architecture: This architecture applies for networks having two
types of nodes: Sensor nodes and server nodes. A sensor node has the normal
tasks of collecting sensor readings and communicating with other nodes in the
network. A server in this context is a node offering a light-weight mapping
function between the data blocks and their identification keys. Each server
maintains a predefined set of keys forming its pool. Communication between
servers is possible offering more flexibility, e.g., sharing keys. A node genera-
ting a data block requests a key from the nearest server. Despite its flexibility,
the two-tier architecture requires communication for each key request.
Flat Architecture: In a flat architecture each node in a WSN is able to create
locally a key and attributes it to a data block without the need of communi-
cating with any other node. This is the major benefit of BFs in general and of
CBFs in particular, especially for applications tolerating false positive errors.
We shall discuss that a flat architecture can be realized with OCs as well, in
applications where data blocks are known a priori. This can be achieved by
preprogramming pools of OC keys on each node before initializing the net-
work.
4.2 OCS A TWO-TIER ARCHITECTURE
In this section we recall the characteristics and the generation of the OCs and
explain their possible use in content-based routing as alternatives to CBFs.
Furthermore, we evaluate the use of OCs in content-based routing by com-
paring the simulation results to the ones generated for CBFs.
4.2.1 OCs as Alternatives to Counting BFs (CBFs)
Herewe describe our proposal to replace the hash-based key-generation of BFs
by binary OCs, which in the case of perfect key-distribution would avoid false
positive errors.
Generation of OC Keys
The OCs are keys having the inner product of their bit vectors equals to zero.
They are currently used in applications with perfectly synchronized environ-
ments ensuring a zero cross-correlation, when there is no offset between the
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keys. We take as examples the downlink transmissions of spread spectrum ba-
sed [45] and code division multiple access (CDMA) [117] based mobile com-
munications. The OCs were initially used for CDMA as a basic concepts to
allow multiple transmitters to send information simultaneously over a single
communication channel. One of the techniques to generate OCs is the Hada-
mard transform depicted in Figure 4.1. The Hadamard matrix is a square ma-
trix consisting of 1 and  1 entries and whose rows are mutually orthogonal.
We note that the  1 digit in OC keys is mapped to 0 when sent in a message,
and therefore, no additional bit for the sign is needed. The concept of repre-
senting 0 with  1 is only needed for constructing the routing tables as well as
for verifying the presence of a key in an entry of the routing table. Generating
a set of OC keys is straightforward. Starting with c = 1, a Hadamard matrix
of 2 2 has the first row [c; c] = [1; 1] and the second one [c; c] = [1; 1]. The
general rule of constructing a Hadamard matrix having a dimension of 2i 2i,
is taking c as the Hadamard matrix of size 2i 1  2i 1.
),( cc
),( cc −
c
(a)
)1(1,1 =c
)1,1(1,2 =c
)1,1(2,2 −=c
)1,1,1,1(1,4 =c
)1,1,1,1(2,4 −−=c
)1,1,1,1(3,4 −−=c
 )1,1,1,1(4,4 −−=c
(b)
Figure 4.1: Generating OC keys using the Hadamard transform. In Figure 4.1a
we take c a Hadamard matrix of order i and create the matrix of order 2i. In
Figure 4.1b we generate keys of length 2 and 4 bits.
Formation of Routing Tables for OC Keys
After attributing an OC key for each data block, every storing node in the
network advertises the keys of its blocks to all the nodes located less than a
predefined number of hops away. Forming routing tables for content-based
routing using OCs follow the same principle as for CBFs. Meaning that each
node maintains a routing table of one column for each neighbor. A column is
constituted of several entries each for a different hop count. The single dis-
tinction with CBFs, is the characteristic of an entry. Since OC keys are mapped
to a vector of 1 and  1, the counters of an entry may have positive as well as
negative values. Figure 4.2a shows the OC-based routing tables of an arbitrary
topology. We take the example of data blocksData-B andData-C stored respec-
tively on nodesN-4 andN-5. Both nodes are located two hops away from node
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N-1 and are reachable through nodeN-2. Analyzing carefully the routing table
of N-1, we notice that the OC keys 1-1-1 1 and 1 1 1 1 identifying these data
blocks are inserted in the second hop entry of column 1-2. The digit-to-digit
addition of both keys results into the following entry of 4 counters 2 0 0 2.
N-1
N-3N-2
N-4 N-5 N-6
N-7
Data-C        1 1 1 1
Data-A        1-1 1-1
Data-B        1-1-1 1
Data-D        1 1-1-1
2 0 0 2
1-2 1-3
1-1 1-10 0 0 0
0 0 0 0
1 hop
2 hops
3 hops
0 0 0 0
2-4 2-5
0 0 0 0
1 1 1 11-1-1 1
0 0 0 0
0 0 0 0
3-6
0 0 0 0
0 0 0 0
1 1-1-1
1 1-1-1
6-7
0 0 0 0
0 0 0 0
1 1-1-1 found
0 0 0 0
1 1-1-1
(a)
2 0 0 2
1-2 1-3
1-1 1-10 0 0 0
0 0 0 0
0 0 0 0 1 1-1-1
1 1-1-1
x x
1 1 1 10 0 0 0
+ +
[s/4] [s/4]
s=4s=0
r=0 r=1
Key 1 1-1-1 found in 
direction of N-3
(b)
Figure 4.2: In Figure 4.2a we assign OC keys to the different data blocks stored
in the network. The entry of each routing table is constructed by executing a
digit-to-digit addition of the advertised OC keys received from neighboring
nodes. The executed steps to verify the membership of an OC key in an entry
are depicted by an example in Figure 4.2b. It illustrates the details of verifying
the presence of key 1 1-1-1 in the last two entries of the routing table of node
N-1.
Membership Verification of an OC Key
Verifying the membership of an OC key in an entry of a routing table is reali-
zed in three steps. The first step is the digit-to-digit multiplication between the
OC key and the entry having both the same length of m digits. The multipli-
cation results into a vector of m digits that are summed up in the second step.
The third step consists of dividing the result by m and verifying the output.
If the output is 1 the key is certain to be in the entry, if it is 0 the key is not a
member of the entry. Figure 4.2b depicts the example of verifying key 1 1-1-1
in the third hop entries of columns 1-2 and 1-3 of the routing table maintained
at node N-1. For columns 1-2 and 1-3 respectively, the digit to digit multipli-
cation results into vectors 0 0 0 0 and 1 1 1 1, yielding summation results of
0 and 4. Dividing the latter by the length (m = 4), we verify the presence of
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the searched key in the third entry of the column 1-3. Translating this veri-
fication in term of routing means that the data block identified by 1 1-1-1 is
located three hops away in the direction of node N-3. Figure 4.2a depicts the
full example of searching Data-D identified by 1 1-1-1. The dashed box in each
routing table represents the entry that verified the presence of the searched key
and the arrows show a unique and correct path towards node N-7 storing 1 1-
1-1. We note that the deletion of a key from an entry is realized by subtracting
the digits of the key from the entry that conjectures its presence. In the case of
OCs, the latter entry is certain to contain the key, and hence, the deletion does
not pose any problem. However, as previously seen in Section 3.1, in the case
of CBFs the key might verify the entry due to a false positive error, thus the
deletion increases the probability of false positive errors.
4.2.2 Setup of Complex Networks
The derivation of the probability of data blocks localization for complex net-
work topologies and architectures is not straightforward. Therefore, we have
explained the steps of derivation for a content-based routing using BFs on a
regular tree topology in Section 3.3.2, which resulted into (3.8). We have seen
that the use OC instead of BF keys in content-based routing eliminates the oc-
currence of positive errors. Applying this onto (3.8) means that Pe(n0r) = 0 and
this yields
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In this section we search answers for the impact of some parameters on the ex-
pected behavior of the probability of data blocks localization, the probability
of false positive errors, and the number of query messages. We consider va-
rious parameters such as the number of data block copies, the neighborhood
size, the network topology, the key length, and the network size. For these rea-
sons, we use theMATLAB-based network simulator developed in Section 3.3.3
and adapt the content-based routing protocol to support OCs and CBFs, and
study their behaviors on different network topologies such as grid, random,
and cluster topologies.
Random topologies in mobile networks such as vehicular WSNs [20] are
quite common in practice. Most of the existing applications for equipping na-
tural spaces with numerous networked sensors assume cluster topologies. Es-
pecially for wide areas monitoring, where events are expected to occur in some
parts more frequently than in other parts. For such applications, sensor nodes
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are deployed into the active regions of the area, while their presence is scarce
in the other regions. This type of distribution forms a physical cluster topology
offering natural benefits for reducing the number of communicated messages
in the overall network, e.g., periodically electing a cluster head [118].
Grid topologies are used as well and for the sake of clarity we differen-
tiate between two meanings for such a topology in the context of wireless net-
works. First, a grid topology, where the geographical positions of the wireless
nodes follow a grid architecture, but not the communication paths between
the nodes [31]. Second, a grid topology, where the communication paths bet-
ween the nodes follow grid architecture. This not being necessarily true for
the geographical position of the nodes. Since the type of a topology in our case
is defined based on the connection between the nodes and not their positions,
we restrict the meaning of a grid topology to the second definition.
Medium-Scale Simulations Settings
We simulate three different network topologies each having an average num-
ber ofN = 400 nodes. The first topology is a grid of 20 20 nodes. The second
is a random topology covering a squared area of 450 m450 m. The third is
a cluster topology covering the same surface area and distributes the nodes
following the Thomas point process (TPP) [119] [120]. The TPP is an example
of a Poisson cluster process. It is constructed using a Poisson point process as
a distribution of cluster heads and then generating for each cluster head a col-
lection of cluster nodes. In the case of TPP the number of nodes in each cluster
has a Poisson distribution and the locations of the cluster nodes follow a two-
dimensional distribution centered on the cluster head. We set an average num-
ber of 10 cluster heads, 40 nodes per cluster, and a standard deviation of 30.
For the last two topologies we consider each node having an omnidirectional
coverage with a radius of 30 m. This value has been concluded from various
testbed implementations realized in this field [121]. All simulation results are
averaged over 1000 independent Monte-Carlo simulation runs. We randomly
distribute 64 original data blocks and their replicas allowing each node to store
at most a single data block. The impact of the neighborhood size on the pro-
bability of data blocks localization is evaluated by fixing the number of data
block copies to 6 and expanding the neighborhood coverage from 4 to 10 hops.
We note that the value of 10 hops matches closely half of the network diame-
ter for the random and cluster topologies assuming the furthest two nodes are
located on both edges of a diagonal. For the grid, the latter neighborhood size
covers in the best case half of the overall nodes. In order to study the impact
of the number of replicas, we fix the size of the neighborhood to 4 hops and
consider values of copies varying from 3 to 6. We note that a number of 6 re-
plicas is the maximum value that can be used for 64 original data blocks. This
leads to an overall number of 384 data blocks, which almost saturates a net-
work of 400 nodes. For all three topologies we select a random node from the
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network responsible of issuing the search queries. In the generated graphs we
do not plot the standard deviation errors due to their small values that never
exceed 2%. The network simulations have a perfectly reliable channel. If one
is observing sufficiently long-time period of time an error-prone channel, the
effects of transmission errors of the CBFs and OCs based architectures are the
same. Hence, an error free channel provides the right comparative results.
Large-Scale Simulations Settings
We simulate the large-scale tree and grid topologies explained in Section 3.3.3.
We compare the simulation results of the probabilities of data blocks locali-
zation for CBFs and OCs in a regular tree network with the analytical results
of (3.8) and (4.1). We generate our curves for a number of replicas varying
between 3 and 10. We assume that both the theoretical and the simulated pro-
babilities of data blocks localization for CBFs use the number of hash functions
k = k0, which minimizes (B.6) in the Annex. We have explained in Section 3.3.1
that this value may significantly differ from the values of k that minimizes the
number false positive errors in a specific entry and requires knowledge of the
topology. We do not show the standard deviation errors due to their small
values that never exceed 3%.
4.2.3 Results Comparison of OCs and CBFs
In this section we discuss the impact of several parameters on the probabi-
lity of data blocks localization, probability of false positive errors, and on the
number of query messages.
Probability of Data Blocks Localization
The probability of data blocks localization is affected by several parameters
such as the number of data block copies, neighborhood size, network topology,
key length, and the network size.
Impact of Data Block Copies: The results of the three topologies depicted
in Figures 4.3, 4.4, and 4.5, show that the probability of data blocks localiza-
tion for OCs increases when more copies are available in the network. This
phenomenon is due to the fact that the number of data blocks stored in the
neighborhood of the querying node increases, resulting into a higher number
of successful search queries. We take the example of the random topology
shown in Figure 4.3a. The OC curves for 3, 4, 5, and 6 copies score probabili-
ties of data blocks localization of 0:2, 0:26, 0:31, and 0:357 respectively. On the
other hand, the higher the number of replicas in the neighborhood, the more
is the number of keys that are inserted in a single entry of the routing table.
Therefore, the probability of false positive errors becomes more significant, re-
quiring longer CBF keys to bypass its effect. The figure shows minimum key
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Figure 4.3: For a medium-scale random topology we analyze the probability of
data blocks localization function of the number of replicas and neighborhood
size. In Figure 4.3awe fix the neighborhood size to 4 hops and vary the number
of copies from 3 to 6. In Figure 4.3b we fix the number of replicas to 6 and vary
the number hops from 6 to 10.
lengths of 128 and 192 bits needed for CBF curves to converge to OC curves in
the cases of 3 and 6 copies respectively.
Impact of the Neighborhood Size: Figures 4.3b, 4.4b, and 4.5b show higher
probabilities of data blocks localization for OC curves when increasing the
neighborhood sizes. Considering the grid topology as an example, when va-
rying the number of hops from 4, to 6, 8, and 10 hops shown in Figures 4.4a
and 4.4b, the OC curves reach the probabilities of 0:41, 0:67, 0:84, and 0:93 res-
pectively. In this case as well CBFs suffer from an increasing probability of
false positive errors. The CBFs require longer key lengths in order to behave
similarly like OCs in content-based routing. It can be seen from Figure 4.4a
that a minimum key length of 128 bits is needed and a minimum of 256 bits
key length for the 10 hops curve in Figure 4.4b.
Impact of the Network Topology: The network topology has a considerable
impact on the probability of data blocks localization. The cluster topology
shown in Figure 4.5b is one clear example. The latter shows a minor difference
between the probability of localization for an 8 hop neighborhood and the 10
hops one. This is due to the special nature of the cluster topology as it has
less and less nodes further from the cluster head. Thus the number of nodes
joining the neighborhood when increasing the size from 8 to 10 hops makes
a few difference in comparison with increasing the neighborhood from 6 to 8
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Figure 4.4: For a medium-scale grid topology we analyze the probability of
data blocks localization function of the number of replicas and neighborhood
size. In Figure 4.4awe fix the neighborhood size to 4 hops and vary the number
of copies from 3 to 6. In Figure 4.4b we fix the number of replicas to 6 and vary
the number hops from 6 to 10.
hops. On the other hand, it can be seen from Figures 4.3b and 4.4b that neither
the random nor the grid topology has this characteristic.
Impact of the Key Length: The previous sections stated briefly the impact of
the key length on the behavior of the CBFs in content-based routing. We have
seen that longer CBF keys are needed in order to reach the OC probability of
data blocks localization. In addition to this fact, we would like to map this
phenomenon on the memory consumed by the routing tables. In order to fix
the ideas we take the example of 10 hops from Figure 4.3b. For a key length
of 64 bits, the probability of data blocks localization for OCs shows a gain of
23% in comparison with the one for CBFs. Reducing this gap to 2:2% requires
from a CBF a 5 times longer key. Meaning that CBFs can reach a similar per-
formance like OCs in content-based routing at a price of maintaining routing
tables consuming 5 times more memory. Large routing tables may become a
major issue in WSNs, where the memory capabilities are critical for the nodes.
Impact of the Network Size: While previous simulations dealt mainly with
medium-scale networks, in this section we consider large-scale networks for
tree and grid topologies. In Figure 4.6 we use the tree topology to compare the
simulation results represented by markers, to the analytical results of OC in
(4.1) and CBF in (3.8). The figure shows a close matching between both results
verifying the integrity of the simulator and the correctness of our calculation.
Interestingly, increasing the number of data block copies in the network does
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Figure 4.5: For a medium-scale cluster topology we analyze the probability of
data blocks localization function of the number of replicas and neighborhood
size. In Figure 4.5awe fix the neighborhood size to 4 hops and vary the number
of copies from 3 to 6. In Figure 4.5b we fix the number of replicas to 6 and vary
the number hops from 6 to 10.
not necessarily increase the probability of data blocks localization for CBF as
seen for the medium-scale networks. As an example, for a 4 hop neighbo-
rhood, augmenting the number of copies more than 5 yields very little gain.
When 10 copies are considered, the probability of data blocks localization in-
creases only by 8%. A higher number of copies might even have a perverse
effect for very large neighborhoods. In this particular set up, the 5 hop neigh-
borhood covers the whole tree. Thus OCs provide a probability of localization
equal to 1, while the one for CBFs decreases with respect to the replicas.
Similarly to the medium-scale topology, the large-scale grid topology in
Figure 4.7 shows a higher probability of data blocks localization with the in-
crease of the number of copies. The CBFs as well require longer keys to reach a
similar behavior like OCs. The curve of 10 copies shows that a CBF key length
of 640 bits behaves almost similarly to OC keys of 128 bits.
Probability of False Positive Errors
The probabilities of false positive errors depicted in Figures 4.8 and 4.9 are
used to verify the correctness of the values reached by the probability of data
blocks localization using CBFs. In fact, the difference between any probability
of data blocks localization for CBF and the corresponding one for OC is due
to the false positive errors. Thus this difference is expected to be close to the
corresponding probability of false positive errors. As an application example
we take the difference of 18% shown for the random topology in Figure 4.3a
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Figure 4.6: Large-scale tree topology using a key length of 128 bits.
between the curves generated for 6 number of copies. We prove the integrity of
this value by comparing it to the corresponding probability value of the false
positive errors. It can be seen from Figure 4.8 that the value is 0:176.
Number of Query Messages
The operations performed by a sensor node consume a significant amount of
power. Transmitting and receiving messages are the most expensive opera-
tions for power budget [1]. Thus we show in Tables 4.1, 4.2, and 4.3 the ave-
rage number of messages forwarded by the nodes for querying the 64 data
blocks. Results are shown for the three medium-scale topologies as a function
of various neighborhood sizes and data block copies. The numbers shown in
the tables consider only the forwarded messages. A good estimation of po-
wer consumption needs to take also into consideration the number of received
messages. This number is much higher due to the fact that all nodes in the
range receive a message and only the designated node executes the forwar-
ding.
It can be seen from all three tables that the number of messages for any CBF
case increases with the length of its key until reaching a threshold. For any key
longer than this threshold, the number of messages used by CBF converges to
the one needed by the corresponding OC case. In fact, the probability of false
positive errors decreases with longer key lengths. This increases the chances of
a message to be further routed in the network, which explains the higher num-
ber messages. We take as an example the last column of Table 4.3 correspon-
ding to a cluster topology having a neighborhood size of 10 hops and 6 replicas
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Figure 4.7: Large-scale grid topology having a neighborhood covering 25% of
total nodes.
for each data block. A content-based routing using OCs consumes around 176
messages for requesting the 64 data blocks. The content-based routing using a
CBF of length 64 bits starts with 152messages. The latter value reaches almost
176 for a key length of 384 bits and fluctuates around this number of messages
for longer keys. This means that the threshold is around 384 bits and any key
longer than this value leads the content-based routing using CBFs to behave
almost the same as if it was using a 64 bit long OC key.
Table 4.1: Average number of messages for a random topology.
Hops 4 4 4 4 6 8 10
Copies 3 4 5 6 6 6 6
OC 85:25 90:63 95:16 99:31 149:41 205:01 255:30
CBF-64 82:40 88:44 91:18 93:62 126:01 160:70 208:70
CBF-128 85:43 90:05 94:00 97:40 141:50 185:66 227:50
CBF-160 85:10 90:23 94:60 98:27 144:40 195:20 238:26
CBF-192 85:23 90:23 94:80 98:50 146:80 201:10 244:00
CBF-256 85:40 90:25 95:16 98:64 149:20 203:40 250:00
CBF-320 85:11 90:28 95:13 99:40 148:20 204:80 255:15
CBF-384 85:29 90:30 95:13 99:37 148:51 205:11 254:24
CBF-512 85:36 90:40 95:18 99:31 150:60 205:08 255:00
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Figure 4.8: Probability of false positive errors for a medium-scale random to-
pology. For a neighborhood size limited to 4 hops, the dark set of curves show
the probability of false positive errors for various copies. For a number of
replicas fixed to 6, the other set of curves depicts the impact of different neigh-
borhood sizes of the latter probability.
Table 4.2: Average number of messages for a grid topology.
Hops 4 4 4 4 6 8 10
Copies 3 4 5 6 6 6 6
OC 93:36 99:95 108:38 112:47 183:38 252:49 302:25
CBF-64 93:18 99:50 106:90 108:24 158:70 188:90 207:27
CBF-128 93:54 99:76 107:40 110:38 182:50 239:80 274:80
CBF-160 93:43 99:98 108:00 111:30 183:50 249:80 287:33
CBF-192 93:38 100:00 108:36 112:33 182:50 251:00 293:46
CBF-256 93:53 99:86 108:42 112:47 183:00 252:30 299:60
CBF-320 93:37 99:76 108:43 112:36 183:13 252:20 301:89
CBF-384 93:00 99:50 108:39 112:54 183:40 251:87 302:00
CBF-512 92:92 99:63 108:41 112:37 183:51 251:98 302:57
4.2.4 OCs or CBFs?
We can not categorically state whether OCs or CBFs are better for any given
application. Instead each scenario and architecture needs to be evaluated in-
dividually. The choice between the two boils down to the key design characte-
ristics reflected by the dynamic and the quantity of data blocks to index. The
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Figure 4.9: We show the probability of false positive errors for a medium-scale
grid topology in Figure 4.9a and for a medium-scale cluster topology in Figure
4.9b.
Table 4.3: Average number of messages for a cluster topology.
Hops 4 4 4 4 6 8 10
Copies 3 4 5 6 6 6 6
OC 105:16 110:01 112:89 115:07 143:16 164:02 176:47
CBF-64 91:87 97:93 104:45 108:57 138:60 145:81 152:02
CBF-128 100:00 104:62 108:80 110:83 139:60 151:36 160:52
CBF-160 102:48 106:52 109:81 111:74 140:61 154:75 164:65
CBF-192 104:05 108:02 110:82 112:58 141:62 157:52 168:34
CBF-256 104:58 109:11 111:67 113:72 142:23 160:23 171:43
CBF-320 105:26 109:98 112:22 114:29 143:16 162:97 174:23
CBF-384 105:31 110:00 112:89 115:17 143:21 163:43 175:90
CBF-512 105:28 110:10 112:80 115:01 143:23 163:98 176:25
dynamics of data blocks are related to the point of time during which the data
blocks to identify are known or created. If data blocks are known before the
installation of the network, a flat architecture using OCs is to be chosen. We
take the following two data blocks examples. The first example is the storage
of configuration files in the WSN. The latter files are used by the sensor nodes
to configure their settings. Since these files are written in advance, compiled,
and then stored in the network, OCs can then be used to attribute one key
for each of the different files before storing them in the network. The second
example is the generation of sensor data. These reading values of a measured
phenomenon are dynamic, and space and time dependent. In this case, CBFs
are to be considered, this flat architecture in generating the keys is capable of
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identifying each sensor reading in a distributed manner.
Concerning the quantity, we highlight that a CBF of length m bits using
k hash functions is capable of identifying at maximum (m+k 1)!
k!(m 1)! data blocks
1,
while it is m data blocks for OCs generated using the Hadamard approach.
Referring to the two previous examples, we highlight the difference in the
quantity of generated data blocks depending on their nature. The number of
configuration files stored in the WSN is much less than the number of sensor
readings. Especially for applications requiring high sampling frequencies, i.e.,
infrastructure monitoring [27]. Taking the quantity of data blocks into consi-
deration, leads us to prioritize the use of CBFs for the second example over the
use of OCs.
In scenarios where the nature of data blocks leads to a possible use of both
keys, the application requirements are to be analyzed for deciding on the sui-
ting type of keys. Clearly different applications have different properties in
terms of available memory size, power consumption, and reliability of data
blocks localization. We take the previously explained random topology as an
example, and discuss the preferences between the use of OCs and CBFs for dif-
ferent application requirements. We recall that for a key length of 64 bits, the
probability of data blocks localization for OCs is 0:76, while it is 0:53 for CBFs.
The latter require 5 times longer keys in order to reach the OCs probability of
localization.
Many embedded devices such as sensor nodes have very limited size of
RAM. Therefore, the major target of programmers is often to minimize the
memory consumption. For applications running several protocols, RAM has
to be carefully used and shared by all the software modules. The length of the
used keys has to be often as short as possible in order to minimize the memory
space needed for storing the routing tables. In this case, the use of OCs is
clearly the optimal choice. In fact, for CBFs to reach the same level of behavior
as OCs, a very low probability of false positive errors is required. This can be
only realized by using CBF keys that are much longer than the OC keys, i.e.
five times longer keys.
Power consumption is one of the major parameters that need to be optimi-
zed, evaluated, andmeasuredwhen using low-power communicating devices.
Wireless sensor and ad hoc networks are carefully designed not to consume a
lot of power and are certainly in favor of minimizing the exchanged number
of messages. Thus a high probability of false positive errors resulting into nu-
merous retransmissions is not acceptable. We note that using CBFs in this case
is subject to a trade-off between the message length and the probability of false
positive errors. In order to minimize the number of query retransmissions, the
probability of false positive errors has to be decreased by using longer CBF
keys. The latter key lengths result into using larger message sizes, increasing
the power consumption of transmission and reception.
1This is the number of combinations with replacement when selecting k bits out ofm.
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Applications such as environmental monitoring described in [29, 31] are
able to tolerate a limited probability of false positive errors. In this case, if
a query failed due to the occurrence of a false positive error, the latency is
not critical and the query can be resent multiple times. With such a flexible
requirement the use of CBFs is recommended, i.e., with a 0:53 probability of
data blocks localization. Other critical applications, such as patient monito-
ring [28] or critical environmental monitoring demand higher data reliability.
A false positive error may not be acceptable in critical services and the latency
is highly important. Thus using OCs leads to better results, to a better proba-
bility of data blocks localization reaching 0:76.
4.3 SUBPART OCS (SOCS ) A FLAT ARCHITECTURE
Although using OCs for content-based routing is a tempting possibility, one
has to analyze the key distribution, since this is a critical part of the method
if one wants to make it practically applicable. While this could guarantee or-
thogonal and unique codes, we have previously explained that its limitation
for some scenarios resides in its two-tier architecture. In this section we in-
troduce a new flat architecture associating subpart orthogonal codes (SOCs)
automatically and almost uniquely to data blocks, which opens a possibility
for distributed algorithms. The SOC keys are based on a class of partially or-
thogonal codes, and thus may generate a probability of false positive errors
when used in content-based routing.
4.3.1 SOCs Principle
In this section we highlight the use of SOCs in content-based routing by ex-
plaining the generation of the keys, the formation of a routing table, and the
membership verification of a data block in the routing table.
Generation of SOC Keys
The SOCs of length m bits are formed by concatenating p partitions of l bits
each, where l  p = m, p > 1. We define a family of SOCs as a set of keys
having the same value of p and l. Because of the way they are constructed,
keys of the same family are not necessarily orthogonal. However, the indivi-
dual partitions of a key are mutually orthogonal and are also orthogonal to the
partitions of any other key in the same family. The construction of the SOCs is
as follows. Assume an array of l OCs of length l bits and then choose p inde-
pendent hash functions, h1; h2; : : : ; hp, each with a range 1; : : : ; p. Figure 4.10a
depicts an example of creating a 24 bit SOC identifying the data block Data-A.
The OCs at positions h1(Data-A), h2(Data-A), and h3(Data-A) are concatenated
to form the corresponding 24-bit Key-A having 3 partitions of 8 bits each.
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Figure 4.10: In Figure 4.10a we create a SOC key forData-A. The hash functions
h1; h2, and h3 take as an input the data block and generate indexes 1, 3, and 8
respectively. The corresponding 8 bit OCs are then concatenated to form Key-
A. In Figure 4.10b we form an entry of three data blocks Data-A, Data-B, and
Data-C. After creating their corresponding keys Key-A, Key-B, and Key-C, we
execute a bit-to-bit addition of the three keys. The result is m = 24 counters
forming the final entry of a routing table.
Formation of Routing Tables for SOC Keys
An entry in the routing table is formed from l p = m counters initially all set
to 0. In order to insert multiple data blocks to the entry, we compute the key of
each data block and then add all the keys digit-wise. Figure 4.10b depicts the
insertion of three data blocks Data-A, Data-B, and Data-C in a 24 bit entry.
Membership Verification of a SOC Key
In order to verify whether aData-A belongs to the entry or equivalently its cor-
responding Key-A, we multiply each digit of the key with the corresponding
counters of the entry. This generates an output of p subparts, each with l coun-
ters. We finally sum up the counter values of the subparts, which yields a set
of p values V1, V2,: : :, Vp. If V1 = l, V2 = l,: : :, and Vp = l then the key is declared
to be in the entry. Since other keys in the entry may have the same subparts,
some false positive errors may occur. Figure 4.11 depicts the query of Data-A
in the entry. The verification method results in V1 = 8, V2 = 8, and V3 = 8.
Since all of the three values are different from zero, we declare that Data-A is
in the entry although there exists a certain probability that we are wrong. This
error occurs when a data block is falsely declared to belong to the entry. That is
when all the subparts p of the queried key are found in their correspondent po-
sitions in some other keys in the entry. This yields V1 = l, V2 = l,: : :, and Vp = l
even if the searched key is not in the entry. Figure 4.12 depicts an example of
a false positive error. The data block Data-D has a 24 bit SOC key constructed
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1 1111111 1 -1-111-1-11 1 -111-11-1-1
3 1-131-111 3 -1113-111 3 1331311
X XXXX X. . . . . .
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Key-A
+ ++
8 8 8   = l =l=l
3 1-131-111 3 1-1131-11 3 -133-13-1-1
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. . .
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2V 3V1V
Figure 4.11: Membership verification of Key-A in the entry. We execute a scalar
multiplication between the subparts of Key-A and the corresponding ones of
the entry. For each subpart of the output we sum the values of the counters.
Since V1 = l; V2 = l, and V3 = l we certify that Key-A is in the entry with a
certain probability of false positive errors.
from three 8 bit OCs. Each of the latter OCs forms as well a subpart of another
key in the entry. For this reason, the verification of Key-D leads to the faulty
conclusion that the data block is a member of the entry although it is not.
4.3.2 Setup of Complex Networks
The aim of our simulations is to validate and compare the two-tier architecture
using OCs and the flat one using SOCs, with CBFs. For a fair comparison, we
consider a two-tier and a flat architecture for BFs based on the choice of the
best number of hash functions.
For the two-tier approach we consider that a single node in the network is
in charge of trying several numbers of k hash functions. The node chooses then
the best value of k that minimizes the probability of false positive errors in the
network and shares it with all other nodes. This allows the use of the value of
k that maximizes the probability of data blocks localization in the network.
We consider the traditional flat architecture for content-based routing using
CBFs. Based on nwe calculate the number of hash functions, k =

m
n
ln(2)

. In
a network of nodes maintaining routing tables, the value of n corresponds to
the maximum number of keys inserted in an entry of the last row. The calcu-
lated number of hash functions is then programmed on the nodes before the
initialization of the network. While this flat architecture is simple to imple-
ment, it does not necessarily minimize the probability of false positive errors
for CBFs in lower rows of the routing table containing fewer keys.
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1 -1-111-1-11 1 1111111 1 -111-11-1-1
3 1-131-111 3 -1113-111 3 1331311
X XXXX X. . . . . .
Entry
Key-D
+ ++
8 8 8    =l =l=l
3 -11311-11 3 -1113-111 3 -133-13-1-1
Key-D is falsely declared to belong to the entry
. . .
Output
1st subpart Key-B 2nd subpart Key-C 3rd subpart Key-A
1V 2V 3V
Figure 4.12: Example of a false positive error. We verify the membership of
Key-D in the entry. The Key-D is formed from the 1st subpart of Key-B, the
2nd subpart of Key-C, and the 3nd subpart of Key-A. The verification results in
V1 = l; V2 = l, and V3 = l although Data-D is not a member of the entry.
In order to compare these results with the earlier results for OCs, we si-
mulate the same large-scale tree and grid topologies described previously in
Section 3.3.3. For BFs we adapt our simulator to cope with the different ap-
proaches of choosing the value of k. Conceptually, for SOCs, we fix the length
of a subpart to 128 bits and vary the number of partitions from 1 to 7 resulting
in the same key lengths used for OCs and CBFs.
4.3.3 Results Comparison for SOCs, OCs, and CBFs
In this section, we present the simulation results of the probability of false
positive errors for SOCs as a function of the key length. We show the enhan-
cement in the probability of data blocks localization for the two-tier and flat
architectures using OCs in comparison with the respective ones using CBFs.
Probability of False Positive Errors for SOCs
Figure 4.13 depicts the probability of false positive errors as a function of the
key length. For keys longer than 128 bits the probability of false positive errors
for CBF keys is significantly higher than the SOC ones. Due to their orthogonal
partitions, SOCs are indeed subject to much less positive errors than CBFs.
The length 128 bits is a special case for SOC keys due to the fact that they have
a single partition. This results into several data blocks having similar keys,
which drastically increase the probability of false positive errors. For both CBF
and SOC keys, a solution for minimizing the probability of false positive errors
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consists of enlarging the size of the keys. For SOCs, this results into a higher
number of partitions p, which exponentially reduces the false positive errors.
For CBFs, this leads to increasing the number of hash functions k, which also
reduces the probability of false positive errors. However, our analysis shows
that beyond one partition SOCs are more efficient than CBFs. For instance, in
order to fulfill a probability of false positive errors of 0:05, Figure 4.14 shows
that in the case of 10 replicas, SOCs need a key length of 256 bits, while CBFs
reaches this value for a key length of 384 bits.
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Figure 4.13: Probability of false positive errors function of the key length, for
flat architectures using CBF and SOC keys.
Two-Tier Architectures
Applying the two-tier architecture to the tree network results in Figure 4.15.
We highlight the case of 10 replicas for a key length of 128 bits and note that
the probability of data blocks localization for OC keys is 17:7% higher than the
one for CBF keys. After doubling the key length, the gap between OCs and
CBFs decreases to 4:16%. For a key length of 384 bits, the gap between CBFs
and OCs is reduced to 0:07%. Since the size of each entry matches the size of
the keys, this solution also linearly increases the memory usage of each node.
In the grid topology, nodes are connected through multiple paths increasing
the probability of data blocks localization. This phenomenon can be seen from
Figure 4.7 showing a 0:8 probability of data blocks localization for OCs in a
grid topology when distributing 5 replicas for each data block. On the other
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Figure 4.14: Zoomed in view on Figure 4.13 showing a 0:05 probability of false
positive errors in the case of 10 copies.
hand, when using the same number of replicas for a tree topology, the probabi-
lity of data blocks localization for OCs reaches a value of only 0:77 as depicted
in Figure 4.15. Moreover, multiple paths affect as well the slope of the probabi-
lity of data blocks localization for CBFs. For the grid topology, e.g., 10 replicas,
the CBFs curve manages to follow the OCs one after a key length of 640 bits,
while it follows it quickly after a key length of 384 bits for the tree.
Flat Architectures
Applying the flat architecture to the tree network results in Figure 4.16, which
verifies our expectations that the probability of data blocks localization for
SOCs is significantly better than the one for CBFs. In the case of 10 replicas
and for a key length of 128 bits, the probability of data blocks localization for
CBFs and SOCs are equal. This is a particular case for SOCs, where the keys
comprise only one partition p = 1. Therefore, they experience a high number
of false positive errors limiting the probability of data blocks localization. After
doubling the key length (256 bits), the number of SOC partitions increases to
2 enhancing the probability of data blocks localization with a factor of 15:23%
in comparison with CBFs. For p  2 the gap starts decreasing reaching 0:5%
of difference for a key length of 640 bits. The results for the grid topology
in Figure 4.17 show similar behavior. In the case of 10 replicas and for a key
length of 384 bits, the probability of data blocks localization for SOCs is 5%
larger than the one for CBFs. The gap starts decreasing reaching 1:5% of diffe-
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Figure 4.15: Two-tier architecture using CBFs and OCs. The content-based
routing protocols run on a large-scale tree topology having a neighborhood
covering 25% of the total nodes.
rence for a key length of 786. In this approach as well the grid topology has a
higher probability of data blocks localization due to the multiplicity of paths.
For example having 10 replicas and a key length of 896 bits, the probability of
data blocks localization reaches 0:97 for the grid, while it is 0:94 for the tree.
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Figure 4.16: Applying the CBFs and SOCs flat architectures on a tree topology.
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Figure 4.17: Applying the CBFs and SOCs flat architectures on a grid topology.
4.4 SUMMARY AND NEW CHALLENGES
In this chapter we have developed new content-based routing models using
OC and SOC keys instead of hash function-based keys such as BFs. We discus-
sed the generation of the keys, their attribution to data blocks, and their use
in forming and querying the routing tables. We have shown the simulation
results on a variety of topologies and validated the scalability of the propo-
sed routing schemes on several network sizes. Due to their orthogonality, OCs
have no false positive errors. On one hand, they reached the highest probabi-
lity of data blocks localization with the shortest keys. On the other hand, their
major drawback was the centralized generation of keys. We have solved the
centralization problem by introducing the SOC keys. The latter were genera-
ted in a distributed manner at a price of a small probability of false positive
errors.
So far we have been focusing on the important design questions of proto-
cols and architectures ensuring the availability of data blocks. We have discus-
sed awide range of existing content-based routing solutions for the in-network
storage and localization of sensor data blocks. Our contribution in this field
covered the enhancement of existing techniques and the description of novel
mechanisms. However, there has been much less work on understanding ad-
ditional challenges faced in case WSNs become universally deployed. Large-
scale WSNs generate massive volumes of sensor data and aim at monitoring
long term changes of a phenomenon e.g. global warming. Ensuring availa-
bility of sensor data for such applications is achieved by a permanent storage
and an efficient mining. Managing these volumes goes beyond the memory
and processing capabilities of the sensor nodes, and thus, needs to be reali-
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zed on a backend system. In the next chapters we highlight the importance
of this problem by estimating the sensor data traffic generated by envisaged
large-scale WSN scenarios. We describe a possible framework for distributed
storage and parallel processing of sensor data on a cluster of machines.
5PARALLEL PROCESSING OF LARGE SENSOR
DATA SETS
In this chapter we try to analyze the possible implication future planetary scale
WSN deployments would have in terms of the amount of data generated and
moved around together with the computational effort in trying to understand
complicated phenomena such as climate change by fusing information from
diverse sources. Recent initiatives such as Planetary Skin [41] have emerged
actually working towards realization of such planetary sensing platforms, so
developing at least rough order of magnitude estimates on the communica-
tions and computational challenges induced by such developments is beco-
ming urgent. We obtain here such estimates for selected scenarios of global
significance by combining statistics characterizing potential WSN applications
with current understanding of theWSN platforms and their development. The
results indicate that if there were a flag day for sensor network deployments
in the near future they would as a whole dominate over other forms of mobile
and wireless network traffics at least until the middle of the next decade. The
overall data volumes for some of the scenarios would appear to bemanageable
with present-day technology, albeit barely.
Our general aim is to develop a highly scalable framework supporting va-
rious analyses on this vast amount of sensor data. Therefore, we shall dis-
cuss the challenges faced for processing massive amount of sensor data. We
then propose a model for storing them and discuss the different categories of
analyses applied on them. We conclude this chapter by explaining the Ha-
doop/MapReduce parallel processing framework as a possible solution that
can be used for developing efficient analyses on the stored data.
5.1 HOW LARGE WSNS CAN BECOME
In order to estimate how large WSNs can become, we derive our estimates for
data volumes and other quantities of interest using a selection of commonly
discussed WSN scenarios. More precisely, we consider the widespread adop-
tion of WSNs in healthcare, vehicular, infrastructure, and large-scale environ-
mental monitoring as discussed in Section 1.1.3. We first obtain in this sec-
tion rough order of magnitude estimates for the sizes of the WSNs supporting
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these scenarios. These estimates are then further refined to yield estimates on
the data volumes and other parameters involved.
5.1.1 Communities for Each Scenario
This section clarifies the hypotheses we have considered in estimating the size
of the community for each of the application scenarios.
For the vehicular WSN we consider calculating the number of vehicles on
the planet in 2009. Various sources provide the evolution of the number of
vehicles and the Factbooks [122] is one of those. The first passenger cars ap-
peared in the U.S. in the year 1900, when only 4 192 cars were produced. In
1985 the number of vehicles reached 484 106 and exceeded 600 106 in 1997
scoring an increase of 23:97%. Assuming the same incremental percentage, we
estimate 744 106 vehicles in 2009.
The community benefiting from a WSN for patient monitoring is constitu-
ted from people receiving home health care. To the best of our knowledge,
statistics on the number of people in the world receiving home health care is
unfortunately not reported. On the other hand, the National Center for Health
Statistics [123] has reported that in the year 2000, 1:35 106 patients in the U.S.
were receiving home health care services and 70% of them were older than 65
years. At that time, the population of the U.S. was 281:4  106 and 31:2  106
were over 65 years [124] scoring 11% of the U.S. population. This means 3% of
the elderly people (over 65 years) and 0:16% of the younger ones were recei-
ving home health care. In order to have an order of magnitude on the number
of people in the world who might benefit from a patient monitoring WSN, we
assume the latter two percentages are valid for the population of the globe.
Since the economical situation and the health structure of the U.S. citizens is
one of the best in the world, it is important to note that the latter assumption
leads to a rough upper bound for the number of people in the world recei-
ving home health care. In the year 2009 the world’s population is estimated by
6:76  109. Considering 11% of old people, the number of candidates in 2009
benefiting from a WSN for patient monitoring is 32:3 106.
For infrastructure monitoring, we consider a WSN deployed in earthquake
zones. The population of these countries are the first qualified candidates to
benefit from a WSN for monitoring the vibration of various structures such
as households 1. Earthquakes occur in two major zones around the world,
the Circum-Pacific seismic belt and the European-Asian seismic belt. The U.S.
Geological Survey on earthquakes [125] lists 22 countries2 located in these two
zones, where the largest and the deadliest earthquakes in the world occurred
during the last 10 years. In order to estimate the overall number of households
1A household is a social grouping, often a family that eats or shares a living space together.
2Indonesia, China, Kuril Islands, Japan, Alaska, Peru, Taiwan, Fiji Islands, Kamchatka,
Chile, Mexico, Mariana Islands, Costa Rica, Philippine Islands, Colombia, Ireland, Pakistan,
Iran, Afghanistan, India, Turkey, and Tajikistan.
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in danger, we first search the population of each country [126] and estimate a
total number of 3:5 109 people threatened by the outcome disasters of earth-
quakes. The size of the WSN for structural monitoring depends on the overall
number of households to be monitored. Knowing the number of people in
each of the 22 countries, we estimate the number of households in danger re-
lying on a study done by the University of Sheffield on the distribution of the
number of households per 100 people [127]. The total number of households
in these critical earthquake zones can then be estimated by 109 households.
For environmental monitoring, we consider the deployment of a plane-
tary WSN monitoring the environmental factors of the land. The land covers
149 1012m2 from the total surface of the earth. Assuming a grid topology
for the WSN and a coverage range of 200m for each node, this leads to a total
number of 596 106 used nodes.
5.1.2 Methodology Estimating the Traffic Volume
We formulate a simple traffic model based on the shortest path connectivity
between the sensor nodes. Since targeting a specific transport scheme is not
the main focus of the estimation, we do not consider retransmissions or control
messages in our formulation. We assume that each node receives and trans-
mits messages from and to a set of nodes forming its neighborhood. This
neighborhood consists of all the nodes located on the shortest path, less than h
hops away. After h hops, the messages reach a gateway node having a connec-
tion to a worldwide infrastructure such as Internet or cellular networks. The
messages are then transmitted to the appropriate destinations, i.e., hospitals,
traffic monitoring centers or earthquake analyses centers. The total number of
messages transmitted and received by a single node is divided into two catego-
ries. First, the messages generated locally by the node. Second, the messages
received by the neighboring nodes and need to be forwarded to the gateway.
Let NTmsg be the number of messages per second transmitted from a single
node, where each message has a total length of Lmsg bits. We estimate the total
number of messages transmitted by a node as a factor of NTmsg. The multi-
plication factor f depends on the average number of nodes Nr located r hops
away from a randomly chosen node, where 1 < r < h. Thus we have
f =
Ph
r=1 rNrPh
r=1Nr
: (5.1)
The traffic volume of a node Tv is defined as the number of bits transmitted by
the radio during a period of 1 s. This yields
Tv = fLmsgNTmsg: (5.2)
88 5. PARALLEL PROCESSING OF LARGE SENSOR DATA SETS
5.1.3 Traffic Volumes for Different Scenarios
We calculate the traffic volumes generated by the four application scenarios
using a TelosB platform [1] running the default B-MAC [128] protocol, equip-
ped with the Chipcon CC2420 radio in the 2.4GHz band, and having a data
rate of 250 kb/s. The current drawn for a single bit transmission is 19.5mA and
21.8mA for reception measured at a voltage supply of 1.8V [1]. The time for
the transmission and reception of one bit is 4s calculated from the theoretical
data bit rate. In practice, the data bit rate is less than the theoretical value and
is dependent from various factors, i.e., the type of MAC in use and its backoff
values.
We proceed in determining the realistic network parameter values impor-
tant for estimating the traffic volumes. Without loss of generality the radio co-
verage, sensor reading size, message size, and the query/sampling frequency
for each scenario are extracted from the testbed applications discussed in Sec-
tion 1.1.3
A node is equipped with a single sensor and has a radio coverage of 200m.
Based on this information we calculate the node density for each scenario and
simulate the message multiplication factor f function of the number of hops.
The corresponding results are depicted in Figure 5.1. For all four scenarios we
consider a sensor reading size of 2 B and a message size of 36 B. The message
consists of 16 B for protocol headers and 20B of payload 3. On top of the 36 B
come 10B of B-MAC header, 2 B of synchronization, 2 B of footer, and 8B of
preamble. In our calculation we take into account that the sampling/query
frequency is different for each application scenario.
Vehicular Sensor Network
Statistics concerning the density of vehicles on roads is reported for few coun-
tries but not in the planetary scale. We analyze the motor vehicle flows on dif-
ferent type of roads in England and assume its validity for all other countries.
It can be seen from the road traffic statistics in [129] that the number of cars on a
motorway is almost 5 times larger than the number of cars using built-up roads
with a maximum speed limit of 60 km/h. Thus the average density of cars on
the motorway shall have the greatest impact on the distribution of a WSN for
vehicular. In a single day 75:2 103 vehicles traverse a predefined location on
the motorway in England. Assuming the average speed of a car is 100 km/h
and that the arrival of the cars is uniformly distributed during the day, these
hypotheses lead to the presence of 31:3 cars in a distance of 103mon themotor-
way. Assuming that no significant roads are built in parallel to the motorway
within 500m of distance, we obtain an estimate of 32:31 10 6 cars=m2 for
the density of cars. In order to limit the message delays we fix the maximum
number of hops to 3 assuming the presence of a gateway node on the third
3This message format has been used in the patient monitoring testbed in [28]
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Figure 5.1: Multiplication factor function of the hop counts for three different
node densities.
hop. Having the information on the density together with the maximum size
of the neighborhood, we refer to Figure 5.1 and extract the corresponding va-
lue of 1:13 for the multiplication factor. Using a query frequency of 1Hz leads
to NTpkt = 1. By replacing all the values in (5.2) we obtain a traffic volume of
524 b/s per node. Since the vehicular sensor network has 744106 candidates,
the overall traffic volume of the network is 390Gb/s.
Patient Monitoring
The patient monitoring WSN is in most of the cases a single hop network. The
patient is typically at home having an access point connected to a communi-
cation infrastructure. The body sensor network communicates the collected
readings from the body to the access point via one hop minimizing the risks of
considerable delays. The number of transmitted messages is then restricted to
the number of local messages. Using a sampling frequency of 1Hz leads to a
single reading per second. Since every 20 readings fit in a single message, the
number of local messages transmitted per second isNTpkt = 0:05. By replacing
all the values in (5.2) we obtain a traffic volume of 23 b/s per node. The patient
monitoring network has 32:3 106 candidates, resulting into an overall traffic
volume of 750Mb/s.
Structural Health Monitoring
China and India are the two most dominant countries in terms of population
and land surface situated in the earthquake zones. Thus the sociological cha-
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racteristics of both countries have the greatest impact on the distribution of
a WSN for household monitoring. For this reason, we calculate the average
number of households for both countries and assume it is valid for the rest 20
countries. China has a land area of 9:3 1012m2, a population of 1:3  109,
and 30 households per 100 people [127]. These three parameters result into
a density of 42 10 6 households/m2. India has a land area of 3 1012m2, a
population of 1:15 109, and 27 households per 100 people [127]. These three
parameters result into a density of 103 10 6 households/m2. The average
density for both countries is then 72:5 10 6 households/m2. In this applica-
tion scenario we consider as well a message traversing a path of maximum 3
hops before being delivered to the access point. We extract from Figure 5.1
a multiplication factor of 2. Using a sampling frequency of 200Hz as in [27]
leads to a transmission of 10messages per second, NTpkt = 10. By replacing all
the values in (5.2) we obtain a traffic volume of 9.2 kb/s per node. Since the
structural health monitoring network has 1109 candidates, the overall traffic
volume of the network is 9.2 Tb/s.
Environmental Monitoring
The environmental monitoring WSN we consider is a grid topology covering
the land surface of the earth. A coverage distance of 200m for each node leads
to a density of 36 10 6 nodes/m2. In such a WSN, the deserted monitored
areas pose a challenge for installing access points. A message traverses long
paths before reaching an access point. Thus the neighborhood size expands in
comparison with the other application scenarios. We limit the maximum num-
ber of hops to 13 assuming the presence of an access point every 2:6 103m.
Referring to Figure 5.1 the multiplication factor for this application scenario is
2:89. We consider two different sampling frequencies, a quick sampling consis-
ting of one reading every 5 s as implemented in [29] and a slow sampling as
implemented in [31] consisting of one reading every 15minutes. The first sam-
pling results into NTpkt = 0:01 and the latter one into NTpkt = 5:5  10 5. By
replacing all the values in (5.2) we obtain for the quick sampling a traffic vo-
lume of 13.4 b/s per node. Since the total number of nodes used for a planetary
environmental monitoring WSN is 596  106, the overall traffic volume of the
network is 8Gb/s. The traffic volumes obtained from the slow sampling are
0.07 b/s per node and 42Mb/s for all the network.
5.1.4 Comparing WSN Traffic with Mobile Data
The global mobile data traffic growth calculated by Cisco [130] is expected
to double every year until 2013. In 2013 the traffic volume shall reach a mi-
nimum of 6.17 Tb/s, resulting into a minimum traffic volume of 385Gb/s in
2009. Figure 5.2 depicts the traffic factor for each of the WSN scenarios in com-
parison with the global mobile traffic volume projections from 2009 until 2013.
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In 2009 the infrastructure traffic would dominate on all other forms of traffic
and would approximately be 24 times larger than the global mobile data traffic
volume. We compare the traffic volumes of the WSNs with the predicted glo-
bal mobile data traffics for the coming 4 years using the 2009 figures for WSN
data volumes. Despite the fact that the traffic factor of each of the WSNs de-
creases by half every year, in 2013 the infrastructure traffic volume alone is still
1:5 times the global mobile data traffic volume. Even in the middle of the next
decade, the global mobile data traffic volume is not equal to the considerable
traffic volume generated from the different WSN scenarios.
Let us consider as well a major Internet application characterized with a
high traffic volume such as Google search engine. The number of world-
wide Internet users as reported in [131] reached 1:5 billion in 2008. The rapid
penetration of the Internet in the society enlarged the community of people
using Google as a search engine for their daily work or entertainment. Google
handles 300 million queries per day [132] resulting into 3 472 queries/s from
worldwide users. A user query size must adhere to the HTTP GET URL limit
of the browser, which is usually limited to a maximum of 2000 characters [133].
Considering a character is coded on 2B, the search traffic volume of Google is
111Mb/s. We compare this traffic volume to the quick environmental moni-
toring, one of the lowest traffic volumes between the WSNs application scena-
rios. We notice that the quick environmental monitoring scenario has a traffic
volume 72 times larger than the Google search queries. The only WSN sce-
nario, which has a lower amount of traffic volume than the one generated by
Google is the slow environmental scoring a factor of 0:38.
Finally, let us consider for comparison an application scenario combining
sensing for context information with mobile terminals, namely localization of
users. Assuming that roughly half of the mobile terminals would employ such
a service would result in 1:9  109 data sources [134]. Assuming pedestrian
mobility and desired localization accuracy of 5m yields the need to send an
update once every 3:6 seconds. Given that a time stamp and GPS coordinates
are given as 64-bit numbers each, the resulting total data volume would be
 100Gbps. This is an interesting example as it shows that even relatively
low-rate sending from mobile terminals if done constantly will lead to very
high aggregate traffic amounts.
5.1.5 Estimation of Various Parameters
We proceed to estimate the power consumption, the hardware costs, and the
deployment costs for the four WSN application scenarios.
Power Consumption
The power consumed by a sensor node PNode originates from different opera-
tions. First, the power consumed by getting a reading from the sensor. Se-
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Figure 5.2: Traffic factor of each WSN in comparison with global mobile data.
cond, the power consumed by the processor for the computation of instruc-
tions. Third, the processor has three typical states, active, idle, and sleep [1].
Working in a low power listening mode means that the processor is in the
sleep state and the radio is turned on every time a message needs to be sent.
This switching between the modes is as well power expensive. Fourth, the
power consumed by managing the memory through the read and write ope-
rations. Fifth, the power consumed when transmitting and receiving one bit
respectively denoted by PTx and PRx. The order of current drawn by the latter
transmission and reception is much more considerable than the one drawn by
all other operations of the node [1]. Let TTx and TRx be the time for transmis-
sion and reception of a single bit. For WSN applications with high frequency
of message transmission, the power consumption of a single node can be ap-
proximated by the power consumed for transmission and reception. Thus we
have
PNode = fLmsgNTpkt(PTxTTx + PRxTRx): (5.3)
For the slow environmental monitoring scenario characterized with its low
transmission frequency, the power consumed by operations of the node other
than transmission and reception shall have a considerable impact. Thus espe-
cially for that scenario real power consumption would be significantly higher.
We consider the lower bound case and use the approximation in (5.3) for all
WSNs application scenarios. For each WSN we use the respective values of
parameters defined in Section 5.1.3 and depict the calculated power consump-
tions in Table 5.1. We pick up two powerful networks worldwide known for
5.1. HOW LARGE WSNS CAN BECOME 93
their offered type of services. For the sake of fixing the ideas, we expose the
power consumption of these networks as a comparison scale for the WSNs in
study.
Table 5.1: Figures of power and traffic.
Network Power Traffic
Vehicular 103KW 390Gb/s
Patient 93W 750Mb/s
Infrastructure 2.4MW 9.2 Tb/s
Quick environmental 2KW 8Gb/s
Slow environmental 12W 42Mb/s
Google: The power of the Google network is consumed by the networking
machines as well as by the cooling system. Engineers in Google [135] estimate
that the network is constituted of 15 103 servers consuming 10TB of storage
memory [136]. A server is a 1.4GHz Pentium III processor drawing about
120W of AC power resulting into 10KW per rack. Adding the cooling ove-
rhead, the measured power consumption for a full rack increases to 10MW-h
per month. Meaning that the order of magnitude for the power consumption
of all servers is 1.7GW-h per month.
NASA: The National Aeronautics and Space Administration (NASA), has
declared in [137] and [138] the installation of the Pleiades supercomputer. The
computer is named after a star cluster and has been installed in the Natio-
nal Advanced Supercomputing (NAS) facility at NASA Ames. The Pleiades
has been listed in the top 500 list of the world’s most powerful computers. It
consists of 100 cabinets containing 64 nodes each, where a single node has 2
quad-core processors. The cluster results into a total of 12; 8  103 processors
running at 487 teraFLOPS. The Pleiades consumes a power of 2.09MW equi-
valent to 233megaFLOPS/W.
Hardware and Deployment Costs
We roughly estimate the financial costs for deploying a WSN by relying on
our experience in the European project Ubiquitous Sensing and Security in
the European Homeland (UbiSec&Sens) [139]. The UbiSec&Sens started in
January 2006 and was finalized in January 2009. The first 30 months of the
project were dedicated for research and protocols development. The last 6
months were a continuous work of integrating, testing, and deploying a 64
node WSN for agriculture monitoring [34]. Considering the expenses of the
deployment phase, we estimate themanpower costs bye 343 for a single node.
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Figure 5.3: WSNs sending their readings to gateways Ga. The gateways then
forward them to backend machines.
Taking the price of e 100 for a TelosB node, Table 5.2 shows the hardware and
deployment costs for the different WSN scenarios in year 2009.
We note that these costs are approximated in regard to a research project
and might be lower for deploying an industrial product. For industrial pro-
ducts the hardware and software tests are included in the development phase
and not in the deployment phase at the customer. Moreover, hardware prices
are expected to be cheaper since they are generally bought in wholesale and
mass-produced in large-scale. Nevertheless, we believe that our numbers are
giving a right estimate as a ballpark for overall costs.
Table 5.2: Hardware and deployment costs for each WSN scenario in 2009.
Network Hardware (e) Deployment (e)
Patient 32:3 108 11:1 109
Vehicular 744 108 255:2 109
Infrastructure 1011 343 109
Environmental 596 108 204:4 109
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5.2 SENSOR DATA STORING AND PROCESSING
We illustrate the architecture of the overall system in Figure 5.3. The latter
depicts 4 WSNs distributed in Germany, where each network sends its collec-
ted readings to a gateway Ga. The gateway then forwards the readings to a
powerful backend machine through a worldwide network such as the Inter-
net. Readings are then stored on the backend machines and further used for
various analyses. In comparison to a sensor node, a backend machine is cha-
racterized with a large storing capacity and a sufficient processing power. The
backend machines form one or several clusters, where in each cluster sensor
data can be shared and accessed by all other machines. The example shows
a single cluster highlighted with the dashed line. In this section we propose
an efficient sensor data storage model on the backend machines. By sorting
the data according to their dynamicity and some other criteria, we simplify
and accelerate the search process time of an analysis. Furthermore, we explain
the categories of analyses that can be executed on the stored data in the clus-
ter. The following chapter though, focuses on real analyses implemented on a
cluster of machines and evaluates the processing tasks.
5.2.1 Data Model
A good model for large volumes of sensor data targets an efficient use of the
storage capacity by preventing the hosting of repetitive data and aims at a
minimal search time for the stored data. Analyzing closely the sensor data
types, we notice that they are characterized with different frequencies of up-
Table: Sensor reading
Table: Sensor hardware
Table: WSN
Table: Sensor node
Static data
Dynamic data
Accuracy Serial number Cost Calibration Age ...
Network ID Ownership Toplogy Gateway IP Nodes ID ...
Node ID Node type Network ID OS Protcols Battery level ...
Value Timestamp Type Coordinates Node ID ...
Figure 5.4: Columns of static and dynamic sensor data tables.
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date. Dynamic sensor data such as the reading value, type of the reading,
timestamp, and the coordinates of the location where the sampling has been
taken, are periodically reported back to the WSN gateway. Their periodicity
is highly dependent on the scenario as discussed earlier. On the other hand,
partially static sensor data, i.e., node ID, hardware accuracy, and the topology
of a WSN hardly change, and thus are seldom reported to backend machines,
where they are stored and processed. In order to prevent the repetitive sto-
rage of this partially static data, we propose maintaining it in corresponding
columns in separate tables from the dynamic data as depicted in Figure 5.4.
We refine the sorting of sensor data according to some criteria, i.e., data des-
cribing the sensor hardware, data related to the WSN, and data related to the
sensor node. These sensor tables shown in the figure and numerous other pos-
sible ones enhance the response time of the data search mechanism. The latter
scans only the tables that possibly fit to its context. As an example, acquiring
the lifetime of a WSN requires the scanning of the sensor hardware table and
reading out the battery level values of the corresponding nodes.
5.2.2 Processing Framework
Inspired from the literature of WSNs, sensor data analyses fall into four ca-
tegories. First, the acquisitional analyses that are simple and search sensor
data of a specific node such as the calibration status of a sensor, number of
rebooting or the battery level. Second, the aggregate analyses that acquire the
average value of a sensor data type from a set of nodes such as the average va-
lue of a reading or of failed nodes. Third, the range analyses that target nodes,
whose information value falls into a predefined range. An expressive example
is revealing the trust level of the sensor readings. This results into the need of
processing the readings from sensors, whose accuracy is bounded by a mini-
mal and maximal value. The fourth category is more complex and deals with
highly research oriented type of analyses. That is the spatio-temporal category,
which follows the principle of data windowing, e.g., selecting a geographical
region. These analyses are applied on the window-contained nodes alone. We
refine the scope on the spatial interpolation of a phenomenon and the cross-
correlation of a phenomenon between different geographical windows that are
experimented in the following chapter.
5.3 HADOOP/MAPREDUCE PARALLEL PROCESSING
A possible programming model capable of processing large data sets is Ma-
pReduce [78]. In this section we highlight the general principle of MapRe-
duce and Hadoop [46] its open source JAVA implementation. We explain the
concept of the software framework, the file system it adopts, and the use of
one potential distributed database compliant with Hadoop/MapReduce.
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5.3.1 Hadoop/MapReduce Framework
We first highlight the general Hadoop/MapReduce framework data flow. We
then give a simplified real life application analysis and explain its realization
on the framework.
General Data Flow
MapReduce is one of the software frameworks that enables applications with
large processing power requirements to be split into smaller tasks that are exe-
cuted in parallel on available machines of a cluster. The software framework
has been published by Google the first time in year 2004 [78]. In January 2010
Google was awarded by the United States Patent and Trademark Office a soft-
ware method patent covering the principle of the distributedMapReduce. Ha-
doop [46] is the open source JAVA implementation of MapReduce. The frame-
work has proven to scale on petabytes of data, the reason why we chose it for
developing a prototype environment for sensor data processing. We explain
the data flow of Hadoop/MapReduce using an illustrative general example
depicted in Figure 5.5. For the sake of clarity we divide the data flow into se-
ven major steps as explained in [80]: The data split, fork, assign Map/Reduce,
read, local write, remote read, and the write.
Data Split: The HDFS [80] file system used in Hadoop/MapReduce and ex-
plained in the following section, splits the stored data file to process into seve-
ral pieces that are distributed and stored on the Hadoop/MapReduce cluster.
Fork: Upon submitting a user program to the Hadoop/MapReduce cluster,
the MapReduce library starts up many copies of the program. One of the co-
pies of the program is special that is the master. The rest are slaves that are
assigned work by the master. First, it breaks up the unit of work that the pro-
grammer wants to be performed, referred to as job, into two types of tasks: The
Map and the Reduce tasks.
Assign Map/Reduce: Keeping the status of all the tasks running on the clus-
ter slaves (idle, in-progress or completed), the master picks idle slaves and
assigns each one a Map or a Reduce task.
Read: Each task operates on<key, value> pairs as input and output, the type
of which may be chosen by the programmer. A slave assigned a Map function,
known as Mapper, takes its corresponding split as an input and searches the
<key, value> pairs verifying a predefined key.
Local Write: A Mapper processes the searched pairs and generates zero or
more intermediate <key, value> output pairs that are buffered in its local me-
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Figure 5.5: Hadoop/MapReduce data flow with multiple Reduce tasks.
mory. The Mappers then propagate to the master node the locations of the
intermediate files they have generated.
Remote Read: The master then notifies the Reduce slaves, known as Redu-
cers, about the locations of the intermediate files. Each Reducer uses a remote
procedure call to read all the buffered data from the local disks of theMappers.
It then sorts the pairs having the same key and merges them into the same list.
Write: All what a Reducer has to do now is iterating through a list, calcula-
ting a final value, and appending it to a final output file.
Job Example
We take a high-level view on a job example for calculating the average tempe-
rature values in Celsius in the month of June for 4 cities: Aachen, Ko¨ln, Berlin,
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Figure 5.6: MapReduce job calculating the average temperature in Celsius of 4
cities in the month of June.
and Mainz. Figure 5.6 depicts samples of temperature readings taken in dif-
ferent days of the month and are stored into 3 data splits. A split is defined as
a group of data stored on the same physical memory of a machine, e.g., a text
file. Each data split is processed by a Map function taking as a key the name
of the city and calculating the sum of the temperature values and their count.
Naturally, this procedure results into having multiple intermediate values for
the same key. As an example, the intermediate value for Berlin between the
1st and the 15th of June as calculated by the second Map function is 44C and a
counter value of 2. The third Map function operating on Berlin as a key calcu-
lates a value of 56C and a counter of 2 for the rest of the month. The multiple
intermediate values belonging to the same key are then merged together for-
ming in our example 4 lists each one identifying a city. A Reduce function
then iterates on a single list generating as an output the final value of a key.
Referring to the same example, the third Reduce function takes as input the
two aforementioned intermediate values and calculates in Berlin an average
temperature of 25C.
5.3.2 File System
Hadoop/MapReduce comes with a distributed file system called HDFS [80].
The HDFS file system in the Hadoop/MapReduce cluster is the main focus of
this section. We explain as well the HBase [140], a distributed column-oriented
database built on top of HDFS and allowing more programming flexibilities.
100 5. PARALLEL PROCESSING OF LARGE SENSOR DATA SETS
HDFS
HDFS [80] is a file system designed for storing very large files with streaming
data access patterns. It is a distributed file system allowing the partition of a
large data set across a number of machines in a cluster. Due to its distribu-
tion on various physical machines, HDFS is characterized to tolerate network
complications, e.g., bypassing node failures without a noticeable interruption
for the user or data loss. The idea of HDFS supports a single writer and many
readers. While a single process is allowed to write a file, multiple processes
have the permission to read it and concurrently process it.
HDFS has a concept of a split, each having a default size of 64MB (control-
lable by the user via an optional parameter). A large set of data is chunked into
splits each stored independently. The size of a split is then a trade-off between
the time to transfer the data from the disk and the time to seek the start of the
split. The HDFS cluster has two types of nodes operating in a master/slave
pattern: A Namenode (master) and a number of Datanodes (slaves). The file
system presents an abstraction layer for the user code that it does not need to
know about the Namenode and Datanodes.
The Namenode persistently updates on its local disk the file system tree
and the metadata for all the files and directories in the tree. This information
can be found in the form of two files: The namespace explaining the splits
forming each file of data and the edit log recording all write operations, e.g.,
moving a file. Datanodes are the slaves executing the storage and retrieval of
splits when they are told to, and report periodically to the Namenode the lists
of splits they store. Obviously the file system is centralized. If the Namenode
fails, the files on the system are lost, since there would be no way to regene-
rate them from their distributed stored splits. Therefore, Hadoop/MapReduce
provides twomechanisms for that, whichwe content to summarize. The first is
for recovering from a loss, i.e., metadata, by configuring the Namenode to re-
plicate its files to multiple filesystems stored on local as well as on remote NFS.
The second is for recovering from a total failure of the primary Namenode by
running a secondary Namenode, which copies the Namenode’s metadata files
of remote NFS and run it as the new primary.
After explaining the characteristics of HDFS, it is important to highlight
for the reader two example cases, when this file system is not the best option.
A typical case is an application demanding multiple writers to generate a file.
Another common case is the storage of massive amount of small files. Since the
Namenode holds the file system metadata in memory, the limit to the number
of files in a file system is governed by the amount of memory available on
the Namenode. If the number of files increases, the Namenode runs out of
memory. In our implementation we have used the HBase [140], a distributed
column-oriented database built on top ofHDFS and offering rich, user-friendly
functionalities for reading, writing, and managing data tables.
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Figure 5.7: HBase table storing sensor data.
HBase
HBase [140] is the Hadoop/MapReduce database layered over HDFS and is
modeled after Google’s Bigtable [82]. It is a column oriented semi-structured
data store distributed over many machines. Bigtable is known to scale to more
than 1000 nodes. The advantage of HBase is that it is open source and has been
used in production by many companies [141].
Rows are identified with keys and are stored in byte-lexicographic order
of their keys. Every read or write of data under a single row key is atomic.
Generally, the table consists of several columns each identified by a qualifier.
Columns are grouped into one or more column families that are stored in se-
parate files. Column names are then referred to by Family:qualifier. When the
table grows large, it is dynamically chunked into splits, each one constituted
of subset rows from one column family. The split is identified by start and
end keys. The number of its rows is defined by the size of the split, which is
a configurable parameter. The rows constituting a split are stored together on
the same physical machine. HBase allows the storage of multiple versions that
is by maintaining a timestamp for each cell in the table. More precisely, under
a defined row key and column key more than one cell can be found having dif-
ferent timestamps. The implementation of HBase provides JAVA libraries ha-
ving rich functionalities for managing tables, e.g., creating and deleting tables,
and column families. Moreover, it offers the user program a scanner to iterate
over all the columns of a family in a specific row. Filters can be applied as well
to the scanner in order to refine the search and limit it to specific columns.
We illustrate the previous characteristics using the example depicted in Fi-
gure 5.7. The HBase table contains two family columns Sensor Node and Sen-
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sor Hardware. The former column family is constituted of 3 columns describing
the characteristics of the sensor node: The ID of the node, network ID, and the
type of the sensor node. The latter family has as well 3 columns and main-
tains the characteristics of the sensor hardware: The accuracy of the sensor,
cost in Dollars, and the type of the sensor. As previously explained, we refer
to a column by concatenating its family with its qualifier. For example, the
third columns of both families are referred to by Sensor Node:Type, and Sen-
sor Hardware:Type respectively. The table has 4 rows, we decide to build the
key identifying a row by concatenating the Network ID together with the Node
ID. Since the rows are stored in byte-lexicographic order of their keys, nodes
in the same network are grouped together into contiguous rows. Storing them
next to each other makes some analyses more efficient, e.g., the aggregate ana-
lyses from a network deployed in a region of interest. We highlight on the
figure the cell having (row; column) = (D6; Sensor Hardware : Type). The
latter cell contains 4 versions with timestamps t1, t2, t3, and t4. Obviously, the
type of the sensor connected to node ID = 6 has been exchanged 4 times and
each version of the cell stores the type of the new sensor. For example note
that at time t3 a moisture sensor was used before it has been exchanged with a
light sensor at time t4.
5.4 CHALLENGES OF LARGE-SCALE WSNS
The estimates on the data volumes generated by planetary-scale WSNs might
seem prohibitive. However, they only look vast when contrasted with wireless
and mobile data figures. In the core Internet, services operating on petabytes
a day are already routine. For example, the MapReduce framework used by
Google for implementing most of their internal data processing operations,
processes already some tens of petabytes per day [78]. Thus even with the
extreme sampling rates of the infrastructure monitoring scenario, operating
efficiently on the data seems feasible provided that sufficiently lightweight and
well parallelizing algorithms are used, although enormous total computing
power would be needed. Similar comments apply to the cost of deployment.
Obviously, looking at numbers in Table 5.2, deployment and operational costs
would be immense. However, the orders of magnitude are still well below the
budgets of the largest individual governments [142].
Conceivably there might be a desire to actually record and retain indivi-
dual sensor readings since performing aggregation on data without knowing
potential future applications for it would always lose information. Data wa-
rehousing providers such as Teradata [143] and HBase [140] offer storage so-
lutions capable of supporting dozens of petabytes each, which would appear
to be on the upper limit of today’s storage technology. For example, for the
vehicular scenario the storage need would equal to 390 30 86400  108Gb
or around a hundred petabits each month.
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Even though storing such large sensor data sets might be considered tech-
nically possible, the cost of the storage would be prohibitive. For some of the
other scenarios storage requirements would be two or three orders of magni-
tude lower and thus more feasible (but would still require very large invest-
ments). This is noteworthy especially for scenarios such as environmental and
patient monitoring or even basic ubiquitous computing. Creating a digital re-
cording of the global state of the planet within a granularity of some tens or
hundreds of meters starts to be within reach from the raw data volume point
of view provided a low enough sampling rate is used. Additionally, storage
and core network transport capacities are still making this exponentially easier
over time, whereas Earth is not getting any larger.
Even though processing and storing such vast amounts of data appear fea-
sible for some of the scenarios, there are definitely still challenges ahead. From
the data collection and protocol points of view the capacity of the network
itself especially around the gateways is an issue. Experimental deployments
have shown that usual energy conserving protocols cannot sustain high data
rates over multiple hops with present WSN prototyping platforms. This can
be dealt with by increasing the quality of the data communicated.
In several prototype deployments relatively little processing is performed
for the sensor readings before transmitting them. Some filtering is usually per-
formed to remove noise, outlier detection is carried out, and threshold-based
schemes are widely used for event notification types of systems. However,
for continuous measurement systems much remains to be done. Techniques
such as compressive sensing [144] and distributed compression [145] can be
used to improve sampling or reduce the amount of data transmitted. Selec-
tion between these techniques would largely depend on the precise sensing
application and the ratio of costs of sensing, communication, and processing.
Commonly WSN solutions are today optimized for lowest communication
overhead, but especially in medical systems and environmental monitoring
certain sensors consume vast amounts of energy or require maintenance af-
ter a certain number of measurements. Especially application of compressive
sensing in such scenarios deserves a closer look. Model-based techniques can
also be very effective in reducing the amount of data transmitted, at the cost
of increased processing requirements.
While the above approaches lead to highly interesting research questions,
in our opinion the most interesting one is how to add the infrastructure sup-
port into the framework. As discussed above, the server farms already de-
ployed have massive processing capabilities even when compared to the data
volumes generated by massive WSNs considered here. The backend systems
can thus have much more complete view of the sensed phenomena, making
much more precise orchestration of the data gathering possible. For example,
functional dependencies and correlations between sensor readings can be ex-
ploited much more efficiently for data compression on global scales than in
small networks.

6BACKEND-ASSISTED HARVESTING
In this chapter we study how suitable existing distributed database (DB) so-
lutions such as HBase [140] and especially the MapReduce [78] programming
model would be for storing and analyzing massive amount of sensor data.
Therefore, we present a detailed case study taking a system for delay tolerant
networks (DTNs) and highlight the importance of the parallel processing of
sensor data on backend machines. We specifically explain how these analyses
can be used in assisting an intelligent harvesting of sensor data in a DTN.
Measures of spatial correlations conducted on the backend machines are
used to control the amount of harvested sensor data. The proposed approach is
rather general and can be combined with practically any type of DTN routing
solution to yield a complete system [146, 147]. The proposed backend-assisted
harvesting mechanism does not require additional message exchange between
the harvesting nodes beyond ordinary data forwarding and does not induce
high computational overhead on them. Our approach combines correlation
analyses of the sensor readings in the region of interest with estimates on the
number of harvesting nodes within any given region. The proposed system
can thus be utilized even in environments that are highly heterogeneous either
in terms of the population of harvesting nodes or the sensed phenomena.
We proceed into explaining the implementation of these correlation ana-
lyses of sensor readings on a Hadoop/MapReduce cluster. We focus on two
spatial analyses. The first calculates the cross-correlation of the environmental
data between different geographical regions. The second treats a more com-
plex analysis that is the prediction of environmental data in geographical loca-
tions, where no sensor nodes are available. We also give performance results
of the implemented algorithms for spatial data processing, demonstrating that
using distributed DBs and the MapReduce programming model for dealing
with vast amounts of data obtained fromWSNs is feasible.
6.1 A HADOOP/MAPREDUCE BACKEND-ASSISTED SYSTEM
We present a detailed case study taking the harvesting of sensor data in a DTN
as an example. We generally explain the network architecture and the pro-
blems generated from harvesting and processing large amount of sensor data.
We then highlight a possible solution realized by using the distributed DBs
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and the MapReduce programming model on the backend machines to deve-
lop a control mechanism for an intelligent harvesting.
6.1.1 Harvesting Data in Delay Tolerant Networks
In this section we explain the reasons behind choosing a DTN as a case study.
We then present the network model and assumptions we made before discus-
sing the proposed harvesting control mechanism based on parallel processed
analyses running on the backend machines.
Why Delay Tolerant Sensor Networks?
Large-scaleWSNdeployments are challenging to design and implement, espe-
cially in harsh environments, where no or little communications infrastructure
exists. The installation costs are significant, as is the maintenance overhead
in terms of hardware and software. Added to this, a network is expected to
experience frequent connectivity problems between the nodes due to environ-
mental changes and node failures. These challenges induce delivery delays
in forwarding the readings to the backend machines responsible for analyzing
the data for application needs. Moreover, they might result in frequent net-
work partitions making the maintenance of constant end-to-end connectivity
within the WSN infeasible.
Many of these problems can be dealt effectively by applying principles
from delay tolerant networking [147, 148] provided that the considered appli-
cation itself is delay tolerant. In the DTN approach, no constant global connec-
tivity is maintained between sensor nodes and the backend system running
the actual application. Instead, in addition to possible fixed WSN infrastruc-
ture, mobile nodes are used for harvesting and opportunistic forwarding of
sensor data towards the backend systems, and behave as additional mobile
sensing platforms [148]. In such an approach, mobile agents would typically
make local decisions on whether to harvest data from an infrastructure WSN
node or when to carry out sensing and which data to forward onwards when
encountering another mobile agent. The data would then be communicated
to the backend system whenever the mobile agent is within a service area of
a network connected to the backend infrastructure. In this sense the envisa-
ged DTN does not operate in the endpoint-centric fashion common in today’s
networks. Such a DTN based approach is becoming attractive as devices with
various wireless communication capabilities are becoming more and more po-
pular. Examples of technologies that could be used both for sensing and DTN
forwarding include vehicular sensing platforms equipped with wireless com-
munications capabilities [20] and mobile phones [149].
The key challenge in the outlined sensing architecture is ensuring the qua-
lity of the local decisions on data collection. Sensing, harvesting, and forwar-
ding of all the possible readings to the backend machines is costly for both
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fixed sensing infrastructure as well as for mobile sensing platforms. Fixed
sensor nodes are generally low-power communicating devices having energy
constraints and mobile agents have limited storage and battery capacity as
well. Additionally, the sensor readings tend to exhibit high degree of redun-
dancy due to the inherent spatial correlations in the data [150]. We consider
the existence of a backend system processing the sensor readings for the gi-
ven application. It would be then natural to explore the use of the very same
backend for coordinating the data collection process.
Network Model and Assumptions
We consider a large number of mobile agents moving in the monitored area.
The latter agents perform sensing and collecting readings on environmental
phenomena such as temperature or pollution levels. We assume two roles for
mobile agents. First, they can harvest sensor readings from a dedicated sen-
sing infrastructure. Second, they can act as mobile sensing platforms them-
selves (e.g., cellular phones with integrated sensors). We do not assume large-
scale wireless connectivity to be present (or it is assumed to be too costly in
terms of energy or money), only short range wireless communications capabi-
lity is assumed. Due to their mobility, agents have short contact periods du-
ring which they exchange their readings aiming to forward them to backend
machines, where they are stored and analyzed.
Without limiting the amount of data collected, potentiallymassive volumes
of readings are received on the backend machines. For many types of sensor
readings much of the data is bound to be redundant. However, due to the
distributed nature of data harvesting in DTNs, filtering the collected sensor
readings on the agents is not a straightforward task. The quantity of required
sensor readings also heavily depends on the specific application. We thus en-
vision controlling the collection of sensor readings from the backend system
running the application by a simple control strategy. Referring to the simpli-
fied example depicted in Figure 6.1, at the initialization of the DTN, 4 tem-
perature readings are forwarded to the backend machines. The correlation of
the readings is processed and the application conjectures that readings have
a high redundancy. Therefore, the backend-assisted control mechanism steers
the DTN by, i.e., decreasing its probability of harvesting to 0:5. Generally, the
control strategy can be based, for example, on tuning the percentage of agents
contributing in the sensing in order to adapt the volumes of harvested readings
to the accuracy required by the application. In addition to sparing the battery
lifetime of the agents, controlling the volumes of the harvested readings re-
duces the application processing time running on the backend machines as
demonstrated further in this chapter.
To summarize, in our architecture the backend machines are responsible
of two major tasks: Running the application analyses and controlling the har-
vesting of the DTN agents according to the needs of the applications. A wide
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Figure 6.1: Backend control mechanism executing an intelligent harvesting of
the sensor data.
range of analyses can be developed on the backend machines. We specifically
focus on spatio-temporal type of analyses and refine the scope based on spa-
tial statistics of sensor readings. We consider the cross-correlation of sensed
phenomenon readings between two geographical regions. A more sophisti-
cated analysis is the spatial interpolation of a value fill in the gaps between
geographic locations in which readings are directly available.
DTN Harvesting Control Mechanism
In its initialization phase, the network of mobile agents runs with default pa-
rameter values for harvesting sensor readings. The collected readings are then
forwarded to backend machines as depicted in Figure 6.2. Upon reception of
the readings from the initial harvesting phase, the harvesting control mecha-
nism is triggered. It consists of a closed loop repeating itself at the reception
of the readings after each harvesting phase. The closed loop has four major
functioning parts: the Backend-Processing, Backend-Evaluation, Backend-Control,
and the DTN-Controlled-Harvesting.
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Figure 6.2: Major functional components of the DTN harvesting control me-
chanism.
Backend-Processing: This part consists of an analysis application running
on the backend machines. The Backend-Processing receives the sensor readings
and processes them. We refer to an implemented application further descri-
bed in Section 6.2.3 that was realized on a Hadoop/MapReduce cluster. The
application handles the interpolation of missing phenomenon values at some
geographical locations in an area. We take this application as an example case
study for demonstrating the effectiveness of the DTN harvesting control me-
chanism.
Backend-Evaluation: Here the results of the application processing are eva-
luated against the corresponding requirements. The evaluation parameters are
calculated on the backend machines and then each of them is compared to a
predefined range of values. In our interpolation case we would, for example,
calculate the estimated interpolation error as an evaluation parameter. The
error is then compared to a predefined range specified by the application.
Backend-Control: The component is responsible for carrying out the control
function based on feedback received from the application-specific data pro-
cessing parts. The Backend-Control runs on the backend machines and steers
the network by imposing updates for the harvesting configuration parame-
ters. Assuming the Backend-Evaluation concluded the necessity of a decision
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control to take place. The Backend-Control then uses feedbacks from the ap-
plication to decide on two major steps: The DTN parameters to update and
the new values to give. In our example application, the control decision re-
lies on two types of feedback: The correlation of the sensor readings and the
heterogeneity of the number of agents. The basis for the correlation feedback
is discussed in the next section, while obtaining the number of users is also
straightforward; the application maintains an overview of this number for
each harvesting phase when receiving the location information and the value
of a sample. The Backend-Control uses these two feedbacks to calculate the per-
centage of contributing agents needed in the harvesting to ensure an adequate
interpolation error.
DTN-Controlled-Harvesting: Finally, this part consists of software running
on the mobile agents. The software is used to set the new values of the harves-
ting configuration parameters to cope with the current demands of the appli-
cation. Readings are then collected according to the conditions imposed from
the Backend-Control.
6.1.2 Spatial Statistics of Sensor Readings
In this section we shall give a short overview on the spatial statistics that are
relevant for analyses and subsequent interpolation-based predictions of sen-
sor data. Suppose we are given a set of N locations fsig in a region at which
sensor data is available. These locations could be those of DTN mobile agents
at the time they have carried out measurements or locations of fixed sensor
nodes from which data have been harvested. For most applications we are
interested in predicting values of the sensed phenomena also outside these
points. The simplest way to achieve this is weighted linear interpolation of
sensor readings, using distance-dependent correlation measure for obtaining
the weights. The details for both estimation of the correlation structure in sen-
sor readings based on spatial statistics analysis, as well as for optimal linear
interpolation are given below.
Measuring Spatial Correlations
Let us consider a collection fZ(si)g of observed sensor readings obtained at the
N different locations fsig. There are several ways to measure how correlations
between sensor readings depend on the distance between the corresponding
measurement points, each with pros and cons and different domains of appli-
cability [151]. One of the most fundamental ones is the semivariogram, defined
by
(si; sj) =
1
2
E(jZ(sj)  Z(si)j2): (6.1)
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For simplicity, we assume that the sensed phenomenon is stationary in space.
Thus, the semivariogram becomes a function of the distance between the two
locations only. However, this assumption can be weakened without chan-
ging our overall approach. We can now estimate the semivariogram by em-
ploying a binning approach. Let N(d) denotes the set of pairs (i; j) such that
d   jsj   sij  d+, where is a small positive parameter. Estimating the
expectation in the above equation by the empirical mean yields the empirical
semivariogram
^(d) =
1
2 jN(d)j
X
N(d)
(Z(sj)  Z(si))2 : (6.2)
Typical shape of the semivariogram is illustrated in Figure 6.3 with the x-axis
indicating the different distance values d. The key parameter in our context
is the range of the semivariogram, which indicates the distance at which the
samples of Z(si) start to become uncorrelated. The semivariogram can further
be used to reason about the magnitude of correlations at smaller distances.
The application of semivariogram estimate for prediction requires a semi-
variogram model to be fitted into the empirical semivariogram. Thus obtaining
a good predictor depends on finding the best fitting model as illustrated in Fi-
gure 6.3. The common choices for the modeling are the Gaussian model, the
Matern model, and the exponential model that we use, given by
(d) = a+ b(1  e d=c); (6.3)
with the variables a; b; c 2 R+.
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Figure 6.3: Terms commonly used to describe the structure of the semivario-
gram. The range of the semivariogram roughly indicates the correlation length
of the data, while sill and nugget denote the total variance and variance of any
superimposed noise, respectively.
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The optimal values for the variables are the ones minimizing the squared
differences between the model and the empirical semivariogram at different
values of the distance d.
Correlation-Based Interpolation
Having fitted the semivariogram model, we can proceed to infer the value of
the sensed phenomenon at a location s0 from the readings observed at the N
other spatial locations s1; : : : ; sN . We obtain the estimate Z^(s0) by applying
kriging, which can be thought as a stochastic version of linear interpolation.
The value of Z at s0 is estimated as weighted linear combination
Z^(s0) =
lX
i=1
iZ(si) (6.4)
of the observations. With the weights i calculated as to minimize the predic-
tion error and the unbiasedness condition
lX
i=1
i = 1: (6.5)
For details on the derivation of the weights we refer the reader to [151]. The
formula of the weight coefficients   (1;    ; N) is given by
0 =

 + 
(   0  1)
0  1
0
  1: (6.6)
From the analytical semivariogram given in (6.3) we calculate the twomatrices
  ((s0 s1);    ; (s0 sN))0 and  . The   is theNN matrix, whose (i; j)th
element is (si   sj), thus
  =
0BBB@
(s1   s1) : : : (sN   s1)
(s1   s2) : : : (sN   s2)
... . . .
...
(s1   sN) : : : (sN   sN)
1CCCA : (6.7)
Having  as a matrix of N  1 ones, we then substitute the values of ,  ,
and  in (6.6), calculate the weight coefficients and predict the reading value at
location s0 employing (6.4).
The semivariogram can be defined for the full space-time case as well. Di-
verse range of models have been proposed for modeling space-time autocor-
relation structures [152]. The conceptually simplest approach is to assume se-
parability between the spatial and temporal components, factoring the space-
time semivariogram into two independent components [153].
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6.1.3 Example Case Study
In this section we first describe an example scenario demonstrating the func-
tionality of the complete harvesting control mechanism. We then evaluate the
performance of the proposed mechanism using simulations. We emphasize
that the presented scenario is meant to be an illustrative example and the DTN
control mechanism itself is general and can be applied to much more compli-
cated network settings as well.
Scenario
We simulate a geographical region of 25 km25 km, where agents are distri-
buted according to a cluster topology following the Thomas Point Process
(TPP) [119, 120]. The TPP is an example of a Poisson cluster process providing
a simple model for non-homogeneous mobile agent locations. It is construc-
ted using a Poisson Point Process as a distribution of cluster heads and then
generating for each cluster center a collection of cluster nodes. In the case of
TPP the number of nodes in each cluster has a Poisson distribution and the
locations of the cluster nodes follow a two-dimensional distribution centered
at the cluster head. We set an average number of 3 cluster heads, 10000 nodes
per cluster and a standard deviation of 5 km for the distribution used to gene-
rate the locations of the cluster nodes. This way we obtained a realization of
the TPP consisting of 17452mobile agents. The geographical region is logically
divided into 25 subregions indexed S-1; : : : ; S-25, each 5 km5 km. Figure 6.4
shows an example for the distribution of number of agents in each subregion.
The phenomenon we consider is depicted in Figure 6.5 and follows an expo-
nential semivariogrammodel with parameters a = 0, b = 16, and c = 1000, and
with mean of 25. In this scenario, we consider two evaluation parameters: The
heterogeneity of the agents and the correlation distance between the readings.
We study the effect of the latter parameters on the interpolation requirement
of maintaining a maximum value for the kriging accuracy. We explain and
evaluate as well the execution of the DTN control mechanism on the actual
number of harvested samples.
Evaluation of the Backend System
In this section we highlight the influence of different parameters on the kri-
ging accuracy. We show as well the advantage of minimizing the number of
contributing agents with the use of the DTN harvesting control mechanism.
Impact of Sample Count on the Kriging Accuracy: A clear trade-off exists
between the accuracy of the interpolated values and the number of harvested
samples. The kriging accuracy of the estimate depends on two factors: The
number of samples contributing in the kriging and the correlation distance of
the readings in the region of interest. If the distribution of the readings has
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Figure 6.4: Number of agents in each of the 25 subregions.
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Figure 6.5: Distribution of the original phenomenon in subregion S-1.
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Figure 6.6: Interpolation of the original phenomenon in subregion S-1 using
various samples.
a large correlation distance, then a small number of samples is enough for
accurate interpolation.
We study the effect of the number of samples on the kriging accuracy by
interpolating the original phenomenon shown in Figure 6.5, using 20, 140, and
240 samples from randomly selected locations in subregion S-1. Figures 6.6a,
6.6b, and 6.6c show the corresponding interpolated results. The resolution of
the interpolation becomes rapidly higher when using more samples, but the
improvement becomes already significantly slower after 140 samples.
Applying the DTN Control on Data Harvesting: We shall now assume that
the interpolation based on 140 samples results in a kriging accuracy tolerated
by the application. The backendwould then trigger different control responses
for the mobile agents corresponding to different subregions. Subregions ha-
ving a number of agents larger than 140, are instructed to harvest with a lower
frequency. Figure 6.7 depicts the regulated percentages of harvesting agents
in each of the 25 subregions. As an example, subregion S-1 having initially
1751 active agents or measurement points could be sampled with significantly
reduced percentage of 8% in order to obtain the target of 140 samples. Regions
like S-5 are on the other hand not sufficiently covered. Various reactions for
such shortage are possible depending on the application scenario. In the case
of mobile agents carrying out the sensing tasks, increasing the sampling fre-
quency could be applied or instructing more mobile agents to visit the area. In
the case of agents harvesting sensor readings from a dedicated infrastructure,
a possible solution would be to increase the number of sensor nodes in the
region.
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gions.
6.2 IMPLENTATION OF THE BACKEND-ASSISTED SYSTEM
In this section we focus on two parts of the DTN control mechanism. The first
is the Backend-Evaluation consisting of processing the correlation between the
values of a phenomenon. The second is the Backend-Processing consisting of
interpolating missing values of a phenomenon at defined geographical loca-
tions. We describe the settings of the Hadoop/MapReduce cluster. We then
explain the implementation details of both analyses before proceeding with
the evaluation of their parallel processed tasks.
6.2.1 Hadoop/MapReduce Cluster Setup
We use the Hadoop/MapReduce programmingmodel version 19:1 and HBase
version 19:3 to run on a cluster of 6 virtual machines (VMs). The VMs are hos-
ted by 3 workstations connected together by a 100Mbps local-area network.
Each workstation has a 2.66GHz Intel quad-core processor. The operating sys-
tem running on the machines is open SUSE 11:1 and each VM is allocated 3GB
of RAM.
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6.2.2 Cross-Correlation
We focus on the implementation and evaluation of the cross-correlation analy-
sis after describing the scenario settings.
Scenario
Our scenario emphasizes the distributed storage of large volumes of data by
considering the reception of sensor data from 0:05% of the environmental mo-
nitoring nodes. We recall that in Section 5.1.1 we have estimated the number
of nodes for a planetary environmental monitoring network with 596  106.
This results into a maximum number of 300000 nodes. We consider nodes are
equally distributed in 5 geographical regions and report their temperature, la-
titude, longitude, and ID to the cluster, where they are stored. We treat the
slow sampling case, where each node is reporting its data every 15minutes as
described in Section 5.1.3. We limit the storage capacity to 10 samplings per
node covering 2:5 hours from the lifetime of the nodes. We study the feasibility
of the chosen architecture in analyzing large sets of sensor data, by applying
a simple MapReduce-like application calculating the cross-correlation of the
temperature between two regions.
Implementation Evaluation
For different number of nodes, Table 6.1 depicts the total number of rows sto-
red in the table, the number of rows that are involved in the calculation of
the cross-correlation, the size of the maintained DB, and the number of splits
constituting the HBase. In our settings we fix the maximum size of a split
to 70MB. For these different DB sizes, we study how fast an analysis can be
realized. The answer highly varies depending on the weight of the processed
calculation. Nevertheless, we fix the ideas by showing the experiment results
on the cross-correlation depicted in Figure 6.8. The results are generated for a
maximum number of 5Mappers calculating simultaneously intermediate out-
put results and for a single Reducer that computes the final cross-correlation
value. For the different size of considered networks, the figure highlights the
Table 6.1: HBase storage specifications.
Nodes Total rows Valid rows HBase (MB) Splits
25000 250000 100000 98 2
50000 500000 200000 270 6
100000 1000000 400000 434 8
200000 2000000 800000 956 24
300000 3000000 1200000 1480 30
118 6. BACKEND-ASSISTED HARVESTING
0.5 1 1.5 2 2.5 3
x 105
1000
2000
3000
4000
5000
6000
Number of nodes N
Ti
m
e 
(s)
 
 
Cross−correlation time response
Cluster processing time
 484 s
2566 s
Figure 6.8: Cluster processing time and the cross-correlation response time
function of network sizes.
cross-correlation time response and the cluster processing time. The first is
the waiting time required for the system to return the cross-correlation value,
while the second is calculated by summing the time required for each of the
6 tasks to finish. We take the example network of 200000 nodes, the cross-
correlation response time in this case is 484 s. From Figure 6.9 depicting the
processing time for each task we calculate a cluster processing time of 2566 s.
6.2.3 Interpolation of a Phenomenon
In this section we first explain the enabling techniques for implementing the
interpolation analysis. We then discuss the scenario and the different modules
constituting it. We evaluate the newly developed modules for this purpose
and try to understand the experimental limitations and possibilities of large-
scale WSN data processing.
Enabling Techniques
We aim to optimize the computation time of the spatial prediction. We propose
structuring a network of nodes into a 2-dimensional tree (2Dtree) minimizing
the spatial search time. Moreover, we choose one of several minimization me-
thods for evaluating the variables of the fitting model.
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Construction of a 2Dtree: Each sensor data table is stored as a distributed DB
on the backendmachines. Considering that a sensor node reserves a single row
in the DB for storing its geographical coordinates and sensor data, a spatial
search in such a DB reads N  N fields for computing a result. While this is
feasible for small size DBs, it degrades the performance of systems keeping
large size DBs. We enable this sort of analyses by structuring the nodes into a
2Dtree. A k-dimensional tree in general is a data structure storing a finite set
of points from a k-dimensional space. It was examined in detail in [105] and
proved to optimize the search time.
A basic assumption exists on the N sensor nodes that are distributed on
a 2-dimensional geographical space. Namely, no two nodes can have same
x-coordinate or y-coordinate. We consider the following recursive definition
of the binary search tree: The set of sensor nodes is split into two subsets one
containing the sensor node having their coordinates smaller than or equal to
the splitting value. The other subset contains the rest of the nodes. The split-
ting value is stored at the root and the two subsets are stored recursively in two
subtrees. Since we consider a 2-dimensional space, each point has x-coordinate
and y-coordinate. Thus we first split according to the x-coordinate, then accor-
ding to the y-coordinate. We repeat this recursively until no split is possible.
The example in Figure 6.10 depicts the construction of a 2Dtree for a net-
work having N = 10 sensor nodes. The sensor nodes are fN-1, N-2, : : :, N-
10g and their coordinates are f(3; 4:5), (4; 8), (5; 4), (2; 10), (6; 12), (10; 3), (7; 6),
(12; 5), (8; 11), (9; 9)g respectively. We first search the root N-5 by finding the
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Figure 6.10: Corresponding 2Dtree for a 10 sensor node network.
median x-coordinate of the points and draw the vertical split line L1 through it
as shown in Figure 6.11. The splitting line L1 is stored at the root. Let Nleft be
the subset of sensor nodes located on the left side of the line and forming the
left subtree. That is in our example the subset of nodes fN-4, N-1, N-2, N-3, N-
5g. Similarly, letNright be the subset of sensor nodes located on the right side of
the split line and forming the right subtree constituted of fN-7, N-9, N-10, N-6,
N-8g. We continue building the 2Dtree by taking the left child of the root N-2
and split the Nleft into two subsets with a horizontal line L2. This is done by
finding the median y-coordinate of the sensor nodes inNleft. The sensor nodes
below or on the line are stored in the left subtree and the sensor nodes above
are stored in the right subtree. The left child itself stores the splitting line L2.
Similarly Nright is split with a horizontal line L3 into two subsets, which are
stored in the left and right subtree of the right child N-7. At the grandchildren
of the root, we split again with a vertical line. This recursive split is repeated
until reaching subsets of single nodes, where no split is possible. The latter
nodes form the leaves of the tree.
Range Search in a 2Dtree: Now we target searching the 2Dtree for a group
of sensor nodes located in a smaller region of the geographical space. We fix
the range of interest Ra and search the tree starting from its root node. The
search process of the 2Dtree is as well recursive. It takes two parameters: A
start node v and the range Ra. The search starts from the root node of the
2Dtree until it reaches the leaves without the need of checking all of the nodes.
We denote by lv the left child of node v and rv its right child. If the space split
determined by lv or rv is fully contained in Ra, all the nodes in this subspace
verify the range. Therefore, we scan the entire corresponding tree down and
report its leaves as belonging to the range. If the latter space split intersectsRa,
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Figure 6.11: Split lines dividing a 2-dimensional geographical space.
this means that not all of its sensor nodes verify the range. We then recursively
search deeper in the tree. We launch two search processes taking the lv and rv
as start nodes and repeat the verification againstRa. This recursion is repeated
until reaching the leaves.
We take a bird’s-eye view on a search example. In Figure 6.12 we consider
a range Ra of x = [7; 11] and y = [8; 12] and search the sensor nodes whose
geographical coordinates verify Ra. The figure details the geographical space
determined by each split line and highlights the recursive search steps leading
to the target sensor nodes. Starting from the full geographical space x = [0; 13],
y = [0; 13], the split line x = 6 divides the latter space vertically. The right sub-
space x =]6; 13], y = [0; 13] falls completely inRa, while the left subspace is out
of the range. Therefore, we continue the search deeper in the right subspace
until locating sensor nodes N-9 and N-10. We refer back to Figure 6.11 and
verify that both nodes are indeed located in the shadowed area representing
the considered range Ra.
Minimization Method: The question we answer now is how to determine
the values of the variables a, b, and c. That is finding the best curve to the
given set of points of the experimental semivariogram. In the literature several
mathematical methods [151] are described. The least squares fitting method
is one of them. The best fit between modeled data and observed data in its
122 6. BACKEND-ASSISTED HARVESTING
x=[0;13]
y=[0;13]
x=[0;6]
y=[0;13]
x=]6;13]
y=[0;13]
x=[0;6]
y=[0;8]
x=[0;6]
y=]8;13]
x=]6;13]
y=[0;6]
x=]6;13]
Y=]6;13]
x=[0;4]
y=[0;8]
x=]6;10]
y=[0;6]
N-10N-9N-8N-5N-4N-3
N-2N-1
x=6
y=8 y=6
x=4 x=2 x=10 x=8
y=4.5 y=3
N-6 N-7
Figure 6.12: Searching the 2Dtree for the sensor nodes located in the range
x = [7; 11], y = [8; 12].
least-squares sense, is an instance of the model for which the sum of squared
residuals has its least value. However, this method takes no cognizance of the
distributional variation of the generic estimator. For this reason we use the
weighted least squares fitting [151] approximated by minimizing
dnX
d=d0
jN(d)j

^(d)
d
  1
2
; (6.8)
where d0 : : : dn are the different distances to be considered in the binning ap-
proach.
Implementation Details
Modeling the semivariogram of a phenomenon in a geographical space is im-
plemented via four modules as depicted in Figure 6.13: The DatabaseM, Data-
base2DtreeM, CalculatedSemivariogramM, and the AnalyticalSemivariogramM.
The spatial prediction using the semivariogram to infer an unobserved
temperature value at a specific location is achieved by the single module Spa-
tialpredictionM. We describe the implementation details of each module. In
case of parallel processed module, we define the input and output values for
the Map and Reduce functions. We highlight as well the mathematical calcu-
lations realized in the Mapper and the ones realized in the Reducer.
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Figure 6.13: Data computation flow.
Observation Model: Before proceeding with the implementation details of
the modules, we describe the observation model that generates the sensor rea-
dings of a phenomenon in a region. The model is implemented in MATLAB
assuming the generated phenomenon to be a realization of a random field.
That is, a stochastic process defined on a region. Any spatial correlation in-
herent to most physical phenomena can be taken into account by varying the
parameters controlling the statistical structure of the random field. Assuming
a fixed region, the coordinates of all nodes are defined by a random point
process. The simplest example of such process is the often used Poisson pro-
cess. Spatially correlated data fields and various random point processes can
be used as well [154, 155].
DatabaseM: The DatabaseM module writes the sensor data in an HBase DB.
It is a MapReduce Java program implementing a Mapper. The input value of
the Map function is the paths of the sensor data files. The module launches
several Mappers reading the data from the text files and writing them into a
specific HBase DB referred to by NodesDB. The DB is characterized by a single
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column family and columns for the x-coordinate, y-coordinate, ID of the node,
and the temperature value.
Database2DtreeM: The construction of the 2Dtree and the implementation
of the adequate search mechanism are realized in the Database2dtreeM. It is
a simple Java class having two main functions: A constructor and a search
function. The constructor reads the coordinates of the nodes from NodesDB
and sorts them into a 2Dtree called 2DtreeDB.
CalculatedSemivariogramM: The CalculatedSemivariogramM has of a Map-
per and a Reducer part. Its major job is computing the experimental semiva-
riogram. For a predefined distance d, the Mapper searches in the 2DtreeDB all
the nodes falling into the correspondent bin and calculates a portion from the
sum of the semivariance. Upon reception of all the partial sums, the Reducer
computes the final value of the semivariance.
The Map function takes as an input value the name of the NodesDB. For a
predefined distance d, the Map function iterates on the total number of nodes
N in the DB performing: A range search in the 2DtreeDB database, a filte-
ring process, and a partial calculation of the semivariance. As depicted in
Figure 6.14, for each node located at si having a temperature Z(si), the search
process defines the boundaries of the geographical region [x-start,x-end], [y-
start,y-end] representing a range. The search in the 2DtreeDB consists of finding
the sensor nodes whose geographical location falls into this range as explained
in Section 6.2.3. The located nodes have heterogeneous distance values, and
thus need to be further filtered. The filtering process calculates the distances
from the node located at si to all other nodes sj in the region. Nodes whose
distances fall into the correspondent bin of d, verifying d   jsj   sij  d+
belong to the output set, while others are filtered out. Referring to Figure 6.14,
the output set consists of the nodes located in the white ring and nodes belon-
ging to the shadowed regions are filtered out. Finally, the Mapper calculates a
portion from the sum of the semivariance corresponding to all the node pairs
formed from the one located at si with all the members of the output set. The
output value of the Mapper is a string concatenating the value of the sum to-
gether with the number of found pairs. The output key of the Mapper is the
value of distance d.
The Reduce function iterates on the strings received from the Mapper ex-
tracting the sums and the counters. Then, it computes the estimated semiva-
riance ^(d). The output value of the Reducer is the value of the semivariance
and the output key is the distance d.
AnalyticalSemivariogramM: The implementation of a non linear conjugate
gradient optimizer is realized in the AnalyticalSemivariogramM module. The
latter optimizer is a simple Java class using the online mathematical functions
6.2. IMPLENTATION OF THE BACKEND-ASSISTED SYSTEM 125
x-coordinate
y-coordinate
X
Y
x-start
y-start
x-end
y-end
d
2
si
Figure 6.14: Identifying the node pairs N(d).
offered by the apache package [156]. The module takes the following input
parameters: The sets of d distances, ^(d), N(d), and the analytical expression
to minimize defined in (6.8).
SpatialpredictionM: The SpatialpredictionMmodule is used for interpolating
a phenomenon. It is a MapReduce program implementing a Mapper and a
Reducer. The Map function calculates rows from the temperature, , and  
matrices. In its turn, the Reduce function constructs the full matrices and in-
terpolates the spatial temperature value.
The Map function takes as an input value the name of a DB storing spa-
tial locations lacking of sensor nodes. We target to distribute the computation
time of the interpolation. Thus we allow a single Mapper to predict the mis-
sing temperature values of a predefined set of spatial locations. The Mapper
iterates on all the nodes in its set. For each location s0 in the set and si in the
sensor network it calculates: The (s0 si) and the row of the  matrix calcula-
ted from the location si to all other nodes in the network. The output value of
the Map is a string concatenating the two latter parameters together with the
temperature value at si. The output key of the Map is the location s0.
Upon receiving the key and string values from the Mapper, the Reduce
function starts building three matrices. First, it combines the n values (s0 si)
and forms the  matrix. Second, it combines the n different received rows and
constructs the full   matrix. Third, it stores the n temperature values Z(si)
in a matrix. From the first two matrices, the Reducer computes the matrix of
126 6. BACKEND-ASSISTED HARVESTING
weight coefficients. Using the latter matrix and the temperature matrix, the
Reducer interpolates the temperature at s0. The output keys of the Reducer
are the different spatial locations s0 and its output values are the interpolated
temperature readings.
Scenario and Prototyping Plot
Our scenario considers a portion of massive amount of sensor data stored
in a distributed DB. We choose to analyze the nodes located in a region of
29000 29000 square meters, a size of a decent city. We consider different sizes
of networks varying between 1000 and 100000 sensor nodes. The distribution
of the nodes follows the Poisson process as often used in the literature. Ho-
wever, other models can also be used, e.g., those based on the Thomas and
Matern process. Sensor readings are sampled from a correlated random field
that captures the correlation properties of most real-world phenomena.
We build 2Dtrees for each of the networks and evaluate the performance of
the Database2DtreeM. From a 2Dtree the CalculatedSemivariogramM computes
the semivariances of various distances d. The binning approach we consider
has  = 50m. As an example, any pair of nodes having a distance varying
between 0 and 100m contributes in calculating the semivariance for distance
d = 50m. We consider in total 17 distances varying between 50 and 7050m.
In order to closely follow the shape of the semivariogram before reaching its
sill value, we generate the semivariances for consequent bins. After reaching
the sill value we content to calculate the semivariances of few sparse bins. We
realize the parallel processing by launching 17 parallel jobs, each composed of
a single Mapper and a single Reducer, and is in charge of calculating the se-
mivariance of a bin. After finding the fitting model for the semivariogram, we
then evaluate the performance of the SpatialpredictionM. We randomly discard
temperature readings for different percentages of spatial location. The proces-
sing load for the prediction application is distributed on different jobs, each
interpolating the temperature values of a set of 100 spatial location.
The envisaged scenario imposes some Hadoop/MapReduce configuration
parameters. A singleMapper processes the sensor data of the chosen split in its
entirety in order to calculate the matrices   and . Thus we fix the maximum
size of a split to 250MB enough for storing sensor data for 100000 nodes. The
larger the number of nodes N becomes, the more memory for storing the  
matrix is needed. This impacts the configuration of the heap-size for child
jvms ofMaps/Reduces, which we fix to 600MB adapted to the largest network
size of 100000 nodes.
Implementation Evaluation
In this section we focus on the evaluation of the developed modules. Thus we
comment on the processing time of the Database2DtreeM and the generation of
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the experimental semivariogram realized by theCalculatedSemivariogramM. We
then proceed in evaluating the performance of the SpatialpredictionM by dis-
cussing the required processing time per task as well as for the overall cluster.
In order to analyze the accuracy of the spatial prediction module, we conduct
a test showing the mean absolute error of its interpolated readings.
Evaluating the Modeling of a Semivariogram: We recall that the purpose
behind the Database2DtreeM is optimizing the search time in a given spatial
network of nodes. In Figure 6.15 we show the required time for building a
2Dtree for different network sizes. As an example, forming a 2Dtree for a net-
work of 50000 nodes requires only 659 s. These figures highlight two aspects:
First, building a 2Dtree for significant sizes of networks in a sequential way is
not a long process, and thus a parallel processing in this case is not of a high
interest. Second, the processing time for building a 2Dtree is consumed only
once, but used for each and every node in the network searching for prede-
fined located neighbors. Thus forming a tree and minimizing the number of
checked nodes in the DB is meaningful.
The CalculatedSemivariogramM generates the experimental semivariogram
from a 2Dtree by launching 17 jobs running simultaneously on the cluster.
Each job computes the semivariance of a single distance d. Figure 6.16 de-
picts the semivariogram of 5 different network sizes. It shows uncertain semi-
variance values for the smallest network size of 1000 nodes, while for larger
ones the curves converge to a sill of 31. The reason behind these phenomena
can be assessed from Figure 6.17. The latter shows the number of node pairs
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Figure 6.15: Time consumed for constructing a 2Dtree function of the number
of nodes.
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found at different distances d and participating in the calculation of the semi-
variance. The larger the number of nodes, the more accurate the semivariance
is. We take as an example the distance d = 500m. The number of node pairs
contributing in the calculation are 4, 2631, 15939, and 97017 respectively for
the network sizes of 1000, 20000, 50000, and 100000 nodes. The low number of
pairs in the smallest network explains the inaccuracy of its semivariance.
Figure 6.18 depicts the computation time of the cluster for generating a
semivariogram and the time of the slowest job to finish successfully. The first
is the summation of the time consumed by the 17 jobs. The second reflects
the time needed for a single semivariogram to be generated. As an example,
the computation time for a network of 50000 nodes is 2253 s, while the slowest
job needs 177 s to finish. It is important to clarify the fact that the load for
generating a semivariogram is not equally distributed on all the jobs. The
jobs in charge of large distances d are responsible of locating the nodes of a
considerable geographical region in the 2Dtree. The number of located nodes
is large and needs to go through the filtering process. This results into a longer
processing time for computing the semivariance. Figure 6.19 refines the scope
on the network size of 50000 nodes and depicts the processing time of the 17
jobs indexed by the distance d they are in charge of, e.g., the job computing
the semivariance for d = 7050m consumes 177 s. This time is more than the
double processing time of the job in charge of d = 350m, which runs for 77 s.
Evaluating the Spatial Prediction: The evaluation of the SpatialpredictionM
focuses on two aspects. First, we analyze the cluster computation time needed
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to interpolate different percentages of missing temperature values, which is
depicted in Figure 6.20. Second, we explain the mean absolute error of the
interpolated temperature readings as a function of the percentage of spatial
locations, which is depicted in Figure 6.21. Both aspects are studied for two
sizes of networks 1000 and 5000 nodes. Larger networks are possible as well,
but we stress on the fact that   matrix increases in size resulting into slow
Mappers. The parallel processing in this module is realized by launching one
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job for each 100 temperature values to interpolate. Both figures show that the
number of jobs varies with the network size as well as with the percentage of
missing temperature values, e.g., interpolating 40% of the values in a network
of 5000 nodes, results into predicting 2000 values requiring 20 jobs.
In Figure 6.20 we reveal the hidden analysis behind the behavior of the
computation time. When the percentage of missing temperature values in-
creases, the number of jobs increases as well. On the other hand, the number
of existing temperature values decreases leading to smaller   matrices, which
alleviates the computation time of the cluster. It can be seen from the figure
that this phenomenon results into a global increase of the computation time
until the percentage of missing temperature values reaches 50%. At this turno-
ver point, the  matrices become much smaller in comparison to the previous
cases leading to significant quicker Mappers/jobs. This explains the sudden
enhancement in the computation time of the cluster.
In Figure 6.21 we point out a larger mean absolute error for the network
of 1000 nodes. This is due to the small number of nodes contributing in the
interpolation. We take as an example the percentage of 20. The error in this
case is 18:26 for the smallest network, while it is 15:81 for the network of 5000
nodes. Both curves behave similarly when increasing the percentage of mis-
sing values to interpolate. In fact, the mean absolute error increases because
the number of sensor values contributing in the interpolation decreases.
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6.3 SUMMARY ON DEVELOPING MAPREDUCE ANALYSES
In this chapter we have developed a framework for the parallel processing of
sensor data on the backend system and described its role in controlling large-
scale WSNs. The high traffic load of sensor data generated from the WSN is
stored on a backend system managing a distributed database and a parallel
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processing framework. We have discussed the realization of a backend control
mechanism that processes the sensor data, evaluates the final outcome to ap-
plication prerequisites and updates WSN parameters accordingly. Our simu-
lation results confirm and quantify intuitively expected benefits on adjusting
the number of sensor nodes and thier data traffic to required needs of appli-
cations. We have experimented on MapReduce by implementing two spatial
analyses as example applications for processing sensor data. On one hand, the
cross-correlation analysis showed the impact of large data sets on the cluster
processing time. On the other hand, the spatial interpolation of sensor rea-
dings showed how a heavy computation increases the cluster processing time.
Our performance evaluation showed clearly the suitability of MapReduce for
efficient offline analyses on sensor data.
7CONCLUSIONS
After introducing the characteristics and application scenarios of wireless sen-
sor networks (WSNs), the starting point of this thesis was to analyze the in-
network management of sensor data. We focused on strategies to select non-
deterministic backup sensor nodes due to their robustness against destruction
of parts of the network. More specifically, these strategies decouple the iden-
tity of the geographical location and the address of the backup nodes from the
content of the stored data blocks. The search queries are then routed accor-
ding to their content by a so called content-based routing protocol, i.e., using
the Bloom filters (BFs) based hashing technique.
As WSNs and machine-to-machine communications have become more
mainstream, there have been also proposals and early initiatives to realize ex-
tremely large-scale WSNs to analyze planetary scale phenomena. This trend
generated another research area for this thesis, namely studying how massive
amount of sensor data can be stored and analyzed. We have focused parti-
cularly on the Hadoop/MapReduce platform running on a backend cluster of
machines for parallel processing large sensor data sets.
7.1 SUMMARY OF RESULTS
7.1.1 Sensor Data Storage in WSNs
In the state-of-the-art we introduced the principle of BFs as a data structure
allowing a compact representation of a set of data blocks. BFs allow quick
membership verification if a data block belongs to the set. We showed that
the advantage of space saving using this technique outweighed its genera-
ted probability of false positive errors. We discussed the trade-offs of using
BFs in various network applications. More specifically, we have analyzed the
usage of BFs and counting BFs (CBFs) as probabilistic techniques that have
been used in content-based routing. The latter methods generate locally on
the node hash-based indexes for each data block, which we have referred to as
keys. We explained the way keys are further used to build BF or CBF routing
tables handling content-based queries. Furthermore, we reviewed different
proposals made to enhance the performance of BFs. In this thesis we analy-
zed those proposals and categorized those in three classes. The classification
is based on the BF aspects they try to enhance: The generation of false nega-
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tive errors when deleting a data block from the BF, natural probability of false
positive errors, and the memory space usage of the BF.
Our original contribution in sensor data storage in WSNs has been three
fold: Developing a new content-based routing protocol, enhancing the per-
formance of BFs by considering new approaches for choosing its parameters,
and proposing OC-based techniques substituting potentially the use of CBFs
in content-based routing.
We developed a new content-based routing protocol considering the pro-
babilistic selection of backup nodes for data blocks storage in WSNs. We pre-
sented the architecture of the distributed information storage and collection
protocol in WSNs (DISC). The DISC protocol showed a novel application of
BFs in building compact query messages.
We demonstrated by analytical calculations and extensive simulations that
the commonly used heuristics for choosing the BF/CBF parameters are sub-
optimal. We analyzed carefully the impact of two common approaches used
for choosing the number of hash functions in BFs and explained their short-
comings if applied to networks using replicas. Thus we have proposed that
network and application characteristics should be explicitly taken into consi-
deration. This approach led to a better BF performance. Moreover, we have
highlighted a way of shortening the length of the BF keys.
We proposed substituting the hash-based key-generation of CBFs by binary
OCs in content-based routing. We have introduced two architectural models:
The first was centralized and associated a unique OC key for each data block,
while the second was distributed and generated a new type of keys. The latter
constituted of subpart OCs (SOCs). For both models, we explained the gene-
ration of the keys, their attribution to data blocks, and their use in forming and
querying routing tables.
For the centralizedmodel, we have developed a content-based routing pro-
tocol using OCs and CBFs. We run extensive simulations on different topolo-
gies in order to compare the performance of both techniques. The results for
OCs showed that the length of the keys can be shortened up to 5 times com-
pared to the usual CBF approach. This reduces the required memory size of
a routing table by a factor of 5 and minimizes the transmission and reception
power consumption due to a smaller message size. Due to their orthogonality,
OCs generate no false positive errors. Thus we were able to show that OCs
have a significantly higher probability of data blocks localization than the CBF
technique for the same key length. Moreover, we discussed various criteria
for selecting between CBFs and OCs in content-based routing. We provided
trade-off analyses between OCs and CBFs, since the choice between methods
depends on the architecture and applications of WSNs.
For the distributed model, we have showed that the SOCs are not expli-
citly and uniquely orthogonal among them but are approximately orthogonal.
Thus simulations of a content-based routing protocol using this technique pro-
vided three major results. The first was the generation of a probability of false
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positive errors, which was much lower than the one generated by the CBF
technique. The second was a higher probability of data blocks localization in
comparison with the CBFs. The third was the usage of shorter key lengths
minimizing the demand on memory space.
7.1.2 Sensor Data Storage on Backend Machines
The work on large-scale WSN data processing started by carefully analyzing
existing parallel processing frameworks. After the state-of-the-art we focused
on the Hadoop/MapReduce framework originally introduced by Google. We
have discussed about different applications realized on the framework and
focused specifically on spatial data applications.
Our contribution in storing and processing sensor data on the backend sys-
tem has consisted of estimating the sensor data traffic for a number of plane-
tary WSN scenarios, developing a case study to estimate the effectiveness of
storing and parallel processing voluminous sensor data on backend machines,
and developing spatial analyses on Hadoop/MapReduce.
We have discussed some of the key challenges presented by potential wi-
despread adoption of WSNs. We have focused especially on estimating the
traffic volumes of sensing data in a number of scenarios explored in the litera-
ture such as patient, structural, vehicular, and environmental monitoring. The
results indicated that successful large-scale WSNs would dominate the total
wireless and mobile traffic. Therefore, we have dealt with processing of sensor
data after they have been received from the large-scale WSNs and stored on
backend machines. We have proposed a rich data model structuring the sto-
red sensor data and allowing awide range of analyses. In this context, we have
recalled the four major categories of sensor data analyses: The acquisitional,
aggregate, range, and the spatio-temporal.
We have pointed out the need to parallelize the processing of analyses by
presenting a case study example using a backend-assisted control mechanism
for a delay tolerant WSN. The system targeted an intelligent harvesting of sen-
sor data from mobile agents reducing sensing and communication overhead.
The simple control mechanism running on the backend machines processes
massive volume of sensor readings. However, for many types of sensor rea-
dings much of the data are bound to be redundant and the quantity depends
on the application requirements, i.e., interpolation of a phenomenon with a
predefined upperbound threshold for its interpolation error. Thus the backend
control mechanism tuned the harvesting of the sensor readings by adapting it
to the application requirement. This was realized by taking into account the
percentage of agents contributing in the sensing and the redundancy in the
sensed data. As a case study, we have demonstrated the effectiveness of the
approach in a simple simulation scenario, showing that significant reduction
in the amount of collected and forwarded sensor data can be achieved. In ad-
dition to technical advantages of this special simulated application analysis,
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the presented architecture is advantageous, as it can be mapped for any sensor
data analysis.
As a start towards a complete framework for parallel processing of sensor
data, we have developed two prototypes for spatial processing of sensor data
as a part of Hadoop/MapReduce framework: The cross-correlation of sensor
readings in different geographical regions and the interpolation of a pheno-
menon. We have showed that MapReduce can be used efficiently to handle
large-scale spatial data that naturally arise from WSNs. The required work-
load is non-trivial and highly depends on the mathematical calculation requi-
red for each analysis, i.e., computation of large matrices. Our experiments and
performance measurements show clearly that many operations must not be
done locally in the WSN but preferably on the backend system regardless to
the introduced delay. In fact, for large-scale WSNs a considerable amount of
computing power is required and there are clear limits what can be done in
real-time fashion.
7.2 FUTURE WORK
Some of the presented contributions can be extended to different directions.
When using OCs in content-based routing protocols, it would be interesting to
investigate a general trade-off between the level of gain in term of probability
of data blocks localization and the complexity of ensuring a unique OC key
for each data block. This complexity depends on the way the key is attributed
to a data block, e.g., communication overhead due to exchanging messages
between the nodes.
Our future plan in the backend-assisted harvesting control mechanism is
to get the system as close as possible to the reality. It would be beneficial to
look at two directions. First, the use of realistic traffic models mapped to the
real geographical location, e.g., using real metropolitan city map with mobile
agent movement traces, would reveal more detailed facts. Second, such a sys-
tem storing and processing large sensor data sets might experience congestion
problems at the gateway side. The challenge on the gateway resides in recei-
ving simultaneously an enormous number of messages from the harvesting
agents. Therefore, we have to search solutions in order to bypass this bot-
tle neck with possibly loosing as few as possible application-valuable sensor
data.
Our avenue in developing prototypes on Hadoop/MapReduce for proces-
sing sensor data has started with the implementation and evaluation of two
spatial analyses: The correlation of sensor readings in different geographical
regions and the interpolation of a phenomenon. Proceeding with the develop-
ment of various sensor data analyses is a highly attractive research avenue,
especially since Hadoop/MapReduce library is an open source project.
ANOTATIONS
In the following we list the notations used in our calculation in an alphabe-
tical order explaining shortly each variable. Notations used on figures to fix
the ideas with examples are not a source of ambiguity for the reader and are
therefore not listed. We start with Latin letters and continue with the Greek
alphabet. We always list capital letters first.
Table A.1: Notation in capital Latin letters used throughout this thesis.
Symbol Meaning
Ci Copy of a data block
D Degree of a regular tree topology
DT Depth of a regular tree topology
FI Fraction of failed nodes storing data blocks
Icl Fraction of data blocks collected from cluster cl
Lmsg Length of a communication packet
N Number of nodes in a network
Nbcl Number of backup clusters for a primary one
Ncl Number of nodes in a cluster
Ndat Number of original data blocks stored in a network
N(d) Set of sensor node pairs whose distances d verify the same bin
Nnb Number of sensor nodes in the neighborhood
Nr Number of sensor nodes located r hops away
NTmsg Number of packets per second transmitted from a sensor node
Pe Probability of false positive errors in a BF
Pj Probability of sensor node failure
PRx Power consumed by a sensor node for receiving one bit
PTx Power consumed by a sensor node for transmitting one bit
P (Evloc) Probability of data blocks localization in a network
Rcl Fraction of the recovered data blocks for a cluster cl
TRx Time for receiving one bit
TTx Time for transmitting one bit
Tv Traffic volume of a node
Z(si) Observed sensor reading at location si
Z^(si) Estimate of the sensor reading at location si
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Table A.2: Notation in small Latin letters used throughout this thesis.
Symbol Meaning
a Parameter of the semivariogram exponential fitting model
b Parameter of the semivariogram exponential fitting model
c Parameter of the semivariogram exponential fitting model
d Distance between the geographical locations of two sensor nodes
f Messages multiplication factor
h Maximum number of hop counts
hj Hash function
k Number of hash functions as approximated by Bloom
k0 Number of hash functions enhancing the performance of BFs
m Length of a key in bits or digits
m0 Enhanced length in bits for a BF
n Number of keys inserted into a BF
nb Maximal number of backup entries
n0 Number of distinct keys inserted in a BF
n
0
r Number of distinct keys in a BF at row r of the routing table
n
0
r Average number of distinct keys in a BF at row r of the routing table
q Number of copies from a data block
r A row in a content-based routing table referring to a hop count
si Geographical location of a sensor node
x Level of a sensor node in a regular tree
y Position of a sensor node in a level of a regular tree
Table A.3: Notation in small Greek letters used throughout this thesis.
Symbol Meaning
 Matrix of N  1 semivariances
(d) Semivariance for distance d
^(d) Estimated semivariance for distance d employing the binning approach
^(si; sj) Semivariogram
 Matrix of N  1 ones
i Weight of the observation at location si
Table A.4: Notation in capital Greek letters used throughout this thesis.
Symbol Meaning
  Matrix of N N semivariances calculated from the fitting model
 Small positive parameter
BAPPENDIX
B.1 PROBABILITY OF FALSE POSITIVE ERRORS FOR BFS
We list the probability of false positive errors for BFs under various m
n
and k
combinations as calculated by Bloom [116].
Table B.1: Probability of false positive errors, Part I.
m
n k k = 1 k = 2 k = 3 k = 4 k = 5 k = 6
2 1:39 0:393 0:400
3 2:08 0:283 0:237 0:253
4 2:77 0:221 0:155 0:147 0:160
5 3:46 0:181 0:109 0:092 0:092 0:101
6 4:16 0:154 0:0804 0:0609 0:0561 0:0578 0:0638
7 4:85 0:133 0:0618 0:0423 0:0359 0:0347 0:0364
8 5:55 0:118 0:0489 0:0306 0:024 0:0217 0:0216
9 6:24 0:105 0:0397 0:0228 0:0166 0:0141 0:0133
10 6:93 0:0952 0:0329 0:0174 0:0118 0:00943 0:00844
11 7:62 0:0869 0:0276 0:0136 0:00864 0:0065 0:00552
12 8:32 0:08 0:0236 0:0108 0:00646 0:00459 0:00371
13 9:01 0:074 0:0203 0:00875 0:00492 0:00332 0:00255
14 9:7 0:0689 0:0177 0:00718 0:00381 0:00244 0:00179
15 10:4 0:0645 0:0156 0:00596 0:003 0:00183 0:00128
16 11:1 0:0606 0:0138 0:005 0:00239 0:00139 0:000935
17 11:8 0:0571 0:0123 0:00423 0:00193 0:00107 0:000692
18 12:5 0:054 0:0111 0:00362 0:00158 0:000839 0:000519
19 13:2 0:0513 0:00998 0:00312 0:0013 0:000663 0:000394
20 13:9 0:0488 0:00906 0:0027 0:00108 0:00053 0:000303
21 14:6 0:0465 0:00825 0:00236 0:000905 0:000427 0:000236
22 15:2 0:0444 0:00755 0:00207 0:000764 0:000347 0:000185
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Table B.2: Probability of false positive errors, Part II.
m
n k k = 1 k = 2 k = 3 k = 4 k = 5 k = 6
23 15:9 0:0425 0:00694 0:00183 0:000649 0:000285 0:000147
24 16:6 0:0408 0:00639 0:00162 0:000555 0:000235 0:000117
25 17:3 0:0392 0:00591 0:00145 0:000478 0:000196 9:44 10 5
26 18 0:0377 0:00548 0:00129 0:000413 0:000164 7:66 10 5
27 18:7 0:0364 0:0051 0:00116 0:000359 0:000138 6:26 10 5
28 19:4 0:0351 0:00475 0:00105 0:000314 0:000117 5:15 10 5
29 20:1 0:0339 0:00444 0:000949 0:000276 9:96 10 5 4:26 10 5
30 20:8 0:0328 0:00416 0:000862 0:000243 8:53 10 5 3:55 10 5
31 21:5 0:0317 0:0039 0:000785 0:000215 7:33 10 5 2:97 10 5
32 22:2 0:0308 0:00367 0:000717 0:000191 6:33 10 5 2:5 10 5
Table B.3: Probability of false positive errors, Part III.
m
n k k = 7 k = 8 k = 9 k = 10
8 5:55 0:0229
9 6:24 0:0135 0:0145
10 6:93 0:00819 0:00846
11 7:62 0:00513 0:00509 0:00531
12 8:32 0:00329 0:00314 0:00317 0:00334
13 9:01 0:00217 0:00199 0:00194 0:00198
14 9:7 0:00146 0:00129 0:00121 0:0012
15 10:04 0:001 0:000852 0:000775 0:000744
16 11:1 0:000702 0:000574 0:000505 0:00047
17 11:8 0:000499 0:000394 0:000335 0:000302
18 12:5 0:00036 0:000275 0:000226 0:000198
19 13:2 0:000264 0:000194 0:000155 0:000132
20 13:9 0:000196 0:00014 0:000108 8:89 10 5
21 14:6 0:000147 0:000101 7:59 10 5 6:09 10 5
22 15:2 0:000112 7:46 10 5 5:42 10 5 4:23 10 5
23 15:9 8:56 10 5 5:55 10 5 3:92 10 5 2:97 10 5
24 16:6 6:63 10 5 4:17 10 5 2:86 10 5 2:11 10 5
25 17:3 5:18 10 5 3:16 10 5 2:11 10 5 1:52 10 5
26 18 4:08 10 5 2:42 10 5 1:57 10 5 1:1 10 5
27 18:7 3:24 10 5 1:87 10 5 1:18 10 5 8:07 10 6
28 19:4 2:59 10 5 1:46 10 5 8:96 10 6 5:97 10 6
29 20:1 2:09 10 5 1:14 10 5 6:85 10 6 4:45 10 6
30 20:8 1:69 10 5 9:01 10 6 5:28 10 6 3:35 10 6
31 21:5 1:38 10 5 7:16 10 6 4:1 10 6 2:54 10 6
32 22:2 1:13 10 5 5:73 10 6 3:2 10 6 1:94 10 6
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B.2 PROBABILITY OF DATA BLOCKS LOCALIZATION
For the sake of analytical tractability, we derive the probability of data blocks
localization in a regular tree topology. Due to the fact that BFs and CBFs have
the same probability of false positive errors, the derived results in this section
are applicable for both methods when used in content-based routing.
Let us assume a regular tree topology with degree D and depth DT . In a
tree, any pair of nodes is connected through a unique path. This simplifies
our calculation because of a natural elimination of the case when flooded keys
reach a single node through several paths and are included multiple times
in several entries of its routing table. The level of a node in the tree is the
length of the path from the root to the node. For each level, nodes are given
identification numbers starting from one for the leftmost node. The root node
of the tree is at level one.
Denote byNdat the number of original data blocks. Assume having q copies
[C1; C2;    ; Cq] for each of these blocks that are randomly distributed among
the other nodes. For sake of simplicity and without loosing generality, we
assume that each node stores no more than one data block, the original one or
one of its copies. The coordinates of a node are denoted by (x; y), where x is
the level of the node in the tree and y its position in level x.
We assume throughout the calculation that all requests are initiated by the
root node (1; 1). Calculating the probability of data blocks localization is simi-
lar for the other nodes. Node (1; 1) requests a specific data block, whose closest
copy is stored onto node (i; j) 6= (1; 1). The total number of nodes having x  i
and y  j excluding node (1; 1) is defined as the smallest neighborhood and
consists of Nnb =
Pi 1
x=1D
x+ j nodes. Similarly, N is the total number of nodes
in the network excluding node (1; 1) and it is equal to
PDT
x=1D
x. Finally, we
define Pe as the probability of false positive errors.
We denote by Evloc the event of localizing a data block or any of its copies
in (i; j). In fact this depends on the realization of two events. The first, denoted
by Evnb is the presence of the original data block or at least one of its copies in
the neighborhood. The second, denoted by Evncc-ij is the event of not finding
any closer copy rather than (i; j). A routing error occurs if the reading in any
of the routing tables before reaching node (i; j) indicates the falsely presence of
a closer node that stores the sought data block. The probability of data blocks
localization without routing error can be expressed as
P (Evloc) = P (Evnb \ Evncc-ij):
Since the routing algorithm stops the request as soon as the closest copy is
found, Evnb can be restricted to the single event Evcc-ij of finding the closest
copy in (i; j). Averaging the probability of localization over data blocks of all
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nodes of the tree, the expected probability of data blocks localization can be
expressed as
P (Evloc) =
DTX
i=1
DiX
j=1
P (Evcc-ij)P (Evncc-ij j Evcc-ij) (B.1)
such that
Pi 1
x=1D
x + j < N + 1  (q   1). If none of the copies has been found
before reaching nodeN +1  (q 1), all the q copies are indeed stored in nodes
N + 1   (q   1)   N + 1 and the event of finding a copy in (i; j), Evc-ij = 0.
In order to evaluate Evloc, we first evaluate Evcc-ij. The event Evcc-ij is the
joint event of finding no copies closer than (i; j) and finding a copy in (i; j),
i.e., Evncc-ij \ Evc-ij. Due to the dependency of both events,
P (Evcc-ij) = P (Evncc-ij)P (Evc-ij j Evncc-ij); (B.2)
where P (Evc-ij j Evncc-ij) is the probability of having the q copies stored out-
side the neighborhood including node (i; j). It is equal to
P (Evc-ij j Evncc-ij) =
q
(N + 1)  (Nnb + 1) + 1 : (B.3)
Denote by EvCa ncc the event that a copy Ca is not stored in a node closer than
(i; j). Since conditional events are independent, we obtain
P (Evncc-ij) = P

EvC1 ncc

\

EvC2 ncc
EvC1 ncc\
...
\

EvCq ncc
EvC1 ncc;   EvCq 1 ncc
=

1  (Nnb + 1)
(N + 1)

1  (Nnb + 1)
(N + 1)  1

   

1  (Nnb + 1)
(N + 1)  (q   1)

: (B.4)
Using (B.4) and (B.3) in (B.2) yields
P (Evcc-ij) =
q 1Y
l=0
 
1 
Pi 1
x=1D
x + j + 1PDT
x=1D
x + 1  l
!

 
qPDT
x=1D
x  Pi 1x=1Dx   j + 1
!
:
(B.5)
The calculation of P (Evc-ij j Evncc-ij) in (B.1) is done as follows. The nodes
susceptible to introduce routing errors are located at level x 2 [1;    ; i   1].
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Searching the routing table of any node in level x starts at row 1 until reaching
row i   x + 1 but may stop anywhere before if an entry falsely satisfies the
searched key. To simplify the notations, we denote by P (Evncc-ij j Evcc-ij) the
pij in the sequel. The probability pij can be expressed as
pij =
row 1z }| {
(1  P (1)e )D   
row iz }| {
(1  P (i)e )MT1| {z }
node level x = 1
row 1z }| {
(1  P (1)e )D   
row i  1z }| {
(1  P (i 1)e )MT2| {z }
node level x = 2
...

row 1z }| {
(1  P (1)e )D
row 2z }| {
(1  P (2)e )MTi 1| {z }
node level x = i  1
:
The variableMTx, x = 1;    ; i 1, indicates in the routing table of node level x,
the column of the neighboring node preceding the one that corresponds to the
node that effectively stores the closest copy. P (r)e is the probability of error in an
entry of row r, r = 1;    ; i 1. It can be shown thatMTx =
l
j
Di x 1
m
  1

mod
D. For a regular tree, P (r)e depends on the number of distinct keys n
0
r in the
current entry of the routing table. The average probability of routing error in
the neighborhood is
p =
Z D0
0
Z D1
0
Z D2
0
  
Z Di x+1
0
i 1Y
x=1

1  Pe(n01)
D 
1  Pe(n02)
D
  


1  Pe(n0i x+1)
(MTx)
dP (n
0
1)   
dP (n0i x+1)
w
i 1Y
x=1
n
1  Pe
h
E(n
0
1)
ioD n
1  Pe
h
E(n
0
2)
ioD
   
n
1  Pe
h
E(n
0
i x+1)
ioMTx
: (B.6)
The number of distinct keys n0r in (B.6) can be expressed as a function of the
total number of keys nr in this entry and Evnr as the event of having key d,
d = 1;    ; Ndat among the nr keys in the entry. The average number of n0r in
an entry of nr is
n0r = NdatP (Evnr);
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where P (Evnr) is the probability of having at least one of the q copies of d in
nr. We can approximate n
0
r with
n0r = Ndat

qnr
N
 

2
q

nr(nr   1)
N(N   1)+
  + ( 1)q+1

q
q
 q 1Y
s=0

nr   s
N   s
#
= Ndat
qX
t=1
( 1)t+1

t
q
 t 1Y
s=0

nr   s
N   s

: (B.7)
By substituting (B.6) and (B.5) into (B.1), the probability of data blocks locali-
zation for BFs can be expressed as
P (Evloc) w
DTX
i=1
DiX
j=1
q 1Y
l=0
 
1 
Pi 1
x=1D
x + j + 1PDT
x=1D
x + 1  l
!

 
qPDT
x=1D
x  Pi 1x=1Dx   j + 1
!

i 1Y
x=1
("
i xY
r=1

1  Pe(n0r)
D#


1  Pe(n0i x+1
(d j
Di x 1 e 1) mod D

;
(B.8)
where Pe(n
0
r) =

1   1  1
m
kn0rk and n0r is given by (B.7).
For OCs the Pe(n
0
r) = 0 and (B.8) becomes
P (Evloc) w
DTX
i=1
DiX
j=1
q 1Y
l=0
 
1 
Pi 1
x=1D
x + j + 1PDT
x=1D
x + 1  l
!

 
qPDT
x=1D
x  Pi 1x=1Dx   j + 1
!
:
(B.9)
CABBREVIATIONS
In the following we list the acronyms used throughout this thesis in the alpha-
betic order. We always list capital letters first.
B One byte, 8 bits
BCH Backup Cluster Head
BF Bloom Filter
CBF Counting Bloom Filter
CH Cluster Head
DB Data Base
DISC Distributed Information Storage and Collection
DTN Delay Tolerant Network
dlCBF d-left Counter Bloom Filter
HBase Hadoop Base
HDFS Hadoop Distributed File System
HTTP Hypertext Transfer Protocol
JPPF Java Parallel Processing Framework
NFS Network File System
OC Orthogonal Code
PCH Primary Cluster Head
RAM Random Access Memory
RN Reader Node
SHA Secure Hash Algorithm
SN Sensor Node
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SOC Subpart Orthogonal Code
URL Uniform Resource Locator
VM Virtual Machine
WSN Wireless Sensor Network
2Dtree Two-dimensional tree
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