In this work, firstly we introduce the new information divergence measure, characterize it and get the mathematical relations with other divergences. Further, we introduce new information inequalities on the new generalized f-divergence measure in terms of the well-known one parametric generalized divergence. Further, we obtain bounds of the new divergence and the Relative J-divergence as an application of new information inequalities by using Logarithmic power mean and Identric mean, together with numerical verification by taking two discrete probability distributions: Binomial and Poisson. Approximate relations of the new divergence and Relative J-divergence with Chi-square divergence, have been obtained respectively.
Introduction
Divergence measures are basically measures of distance between two probability distributions or compare two probability distributions, i.e., divergence measures are directly propositional to the distance between two probability distributions. It means that any divergence measure must take its minimum value zero when probability distributions are equal and maximum when probability distributions are perpendicular to each other. So, any divergence measure must increase as probability distributions move apart. Depending on the nature of the problem, different divergence measures are suitable. So it is always desirable to develop a new divergence measure. Similarly, we can obtain many divergences by using linear convex functions. Since these divergences are not worthful in practice, therefore we can skip them. Now, there are two generalized means which are being used in this paper for calculations only. This are as follows.
(1.5)
Means (1.4) and (1.5) are called p -Logarithmic power mean and Identric mean respectively. 
Hence prove the inequality (2.8).
Proposition 2.2 Let
, then we have the following new inter relation. Proof: Since we know the following by (2.2).
Hence prove the inequality (2.12). Remark: By taking together (2.8) and (2.12), we get
New information inequalities
In this section, we introduce two new information inequalities (Theorems 3.1 and 3.2) on   
, therefore we can write the following for
Now assume 
Hence prove the first inequality of (3.5).
The second inequality of (3.5) obtains by a similar approach for the function
. We omit the details.
Bounds of the new information divergence measure
In this section, we obtain bounds of the new information divergence measure 
Bounds of the Relative J-divergence
In this section, we obtain bounds of the Relative J -divergence measure   
where   
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Numerical verification of results obtained
In this section, we give two examples for calculating the divergences       By using Table 1 , we get the followings. By using Table 2 , we get the followings. 
Conclusion and discussion
In this work, we introduced new information divergence measure, characterized, defined the properties and derived relations with other divergences. Asymptotic approximation of this new divergence and Relative J-divergence has been derived as well. Two new information inequalities on   
