ABSTRACT Person re-identification has gradually become a popular research topic in many fields such as security, criminal investigation, and video analysis. This paper aims to learn a discriminative and robust spatial-temporal representation for video-based person re-identification by a two-stage attribute-constraint network (TSAC-Net). The knowledge of pedestrian attributes can help re-identification tasks because it contains high-level information and is robust to visual variations. In this paper, we manually annotate three video-based person re-identification datasets with four static appearance attributes and one dynamic appearance attribute. Each attribute is regarded as a constraint that is added to the deep network. In the first stage of the TSAC-Net, we solve the re-identification problem as a classification issue and adopt a multi-attribute classification loss to train the CNN model. In the second stage, two LSTM networks are trained under the constraint of identities and dynamic appearance attributes. Therefore, the two-stage network provides a spatial-temporal feature extractor for pedestrians in video sequences. In the testing phase, a spatial-temporal representation can be obtained by inputting a sequence of images to the proposed TSAC-Net. We demonstrate the performance improvement gained with the use of attributes on several challenging person re-identification datasets (PRID2011, iLIDS-VID, MARS, and VIPeR). Moreover, the extensive experiments show that our approach achieves state-of-the-art results on three video-based benchmark datasets.
I. INTRODUCTION
The purpose of person re-identification (person re-ID) is to match pedestrians across nonoverlapping cameras at different places and times. Recently, the person re-ID research has received considerable attention and has obtained significant progress due to the increasing demands for video surveillance analysis [1] - [4] . Pedestrian images are captured from different viewpoints, illumination conditions and human poses with covering by occlusions in the person re-ID task. Therefore, the re-ID task remains challenging, and is difficult to apply to the real-world video surveillance.
Typical strategies for solving the problem of person re-ID include feature representation [5] - [7] and distance metric learning [8] - [10] . A discriminative and robust feature representation should be able to against variations of poses, illuminations and viewpoints. An effective metric learning method can match a variety of person images well. Considerable previous research has been performed to study these two directions. For feature representation, low-level visual features such as color, texture and shape are utilized to describe the appearance of pedestrians. Currently, deep features, especially CNN features, have been widely applied in person re-ID [11] - [13] . However, these deep features sometimes perform worse than hand-crafted features on the small datasets. This is because a large number of training samples are needed in the process of getting the features. Moreover, existing metric learning approaches such as the RDC [8] , PRDC [9] , LMNN [14] and KISSME [15] are mostly based on the Mahalanobis distance [16] . An effective distance metric learning method can help to maximize matching accuracy. However, recent studies have shown that exploring a discriminative feature for representing human's appearance is more suitable for the person re-ID task.
In recent years, the attribute as the middle-level or highlevel semantic information has been considered in the person re-ID task. This is because it can offer some definite descriptions for pedestrians, even in some bad conditions. Most of the previous studies discussing attributes usually treat attributes as auxiliary information for person re-ID. For example, [17] - [19] utilize hand-crafted features to train attribute detectors by the use of a classifier. These methods suffer from the problem of attribute prediction. Moreover, attributes have also been regarded as multiple labels, which are used as supplements to pedestrian identities [20] - [22] . In the meantime, the re-id task can be treated as multi-task learning with identities and attributes. These studies indicate that attributes as the added constraints can significantly improve the accuracy of person re-ID.
Specifically, this paper focuses on the study of video-based person re-ID [23] - [27] . The video-based research has many advantages over image-based research because it provides richer information. However, considering that different persons may have similar motions and actions, many challenges and difficulties still exist in video-based tasks. Some studies focus on formulating the problem as a distance metric learning question and have achieved good results [23] . However, most existing studies tend to build a discriminative and robust spatial-temporal representation for the pedestrian in a video sequence [24] , [28] - [30] . Aside from the extension of 2D image-level features [28] , several spatial-temporal models have been built for representing pedestrian appearances and describing motion information [24] , [29] . With the wide use of deep learning methods, recurrent neural networks (RNNs) have also been applied to aggregate image-level features to the sequence-level feature for video-based person re-ID [25] , [30] . Several studies use original RGB and flow images to build a spatial-temporal model with a two-stream network [31] . In addition, [32] proposes a jointly attentive spatial-temporal pooling (ASTPN) to find key regions and frames from the videos. All of these approaches significantly improve the performance of video-based person re-ID. However, it may be difficult to obtain continued improvement for re-ID systems because their algorithm frameworks are fixed.
The pedestrian attribute is defined as a middlelevel or high-level semantic descriptor of a person. It can help to improve the accuracy of person re-ID. Some datasets have already been annotated in previous work. For example, in [33] , a pedestrian attribute dataset PETA is proposed, which consists of 19000 images with 61 annotated attributes. Additionally, two large-scale image datasets, Market1501 and DuKeMTMC-reID, are annotated in [20] . Note that these studies only discuss ID-level attributes. Unfortunately, few studies use attribute information for video-based re-ID. According to an analysis of previous work and existing video datasets, annotating attributes for video-based person re-ID datasets is useful, and can be even more efficient.
One reason is that the video provides more information than the image; another reason is that there is less work for annotating because the video dataset has more images but fewer pedestrian identities. It is obvious that, video provides not only pedestrian appearance information, but also dynamic information. Therefore, ID-level attributes for video-based person re-ID can be divided into two categories: static appearance attributes and dynamic appearance attributes. That is, some attributes can be regarded as dynamic level attributes in a video. For example, carrying a bag can be viewed as a motion since the appearance of bag is dynamic in the video. In addition, previous work has annotated pedestrians with many labels for each attribute. However, the number of images per attribute or per class is insufficiently, and some attributes are mostly nonuniversal when the environment of the re-ID dataset changes.
Motivated by the reasons mentioned above, three common video-based datasets are annotated with five general ID-level attributes, and a two-stage attribute-constraint network (TSAC-Net) is proposed in our paper. The proposed method regards identities and attributes as pedestrian labels, and combines a CNN with an LSTM network for videobased person re-ID. The main contributions of this paper are summarized as follows:
(1) We propose an annotation method that manually annotates pedestrians with five general attributes for the three most commonly used video-based re-ID datasets. The five attributes are: upper-body, lower-body, hair, gender and bag. Specifically, the bag is considered a dynamic appearance attribute, and the remaining attributes are static appearance attributes.
(2) We propose a two-stage attribute-constraint network (TSAC-Net) for video-based person re-ID. One stage is used to automatically extract the image-level features, and the other stage is employed to obtain an effective and discriminative spatial-temporal feature for the pedestrian in a video.
(3) The image-level feature is used to represent pedestrian appearances, which combines the global feature LOMO [5] with the CNN feature under the constraint of the four static appearance attributes. In addition, two LSTM networks are employed to aggregate image-level features to the sequencelevel feature. In this paper, these two LSTM networks need to be trained by the constraints of the identifies and bag attributes.
The remainder of this paper is organized as follows: Section 2 describes related work first, and then the detail of our TSAC-Net is presented in section 3. We conduct several experiments and discuss their results in section 4. Finally, the conclusion is presented in section 5.
II. RELATED WORK
The intelligent video analysis method based on person re-ID has received extensive attention from the academic community. Methods for person re-ID are still based primarily on images, including feature representation and distance metric learning. Low-level features such as color histograms and VOLUME 7, 2019 textures are mostly applied for person re-ID. However, they are not sufficiently robust to distinguish a person from similar people. Thus, it is more common to use the combination of these low-level features, such as the local maximal occurrence representation (LOMO) [5] and gaussian of gaussian (GOG) [7] . The LOMO feature describes the average information for an image by building a three-scale pyramid representation with the HSV color histogram and scale invariant local ternary pattern (SILTP). The GOG descriptor is based on a hierarchical Gaussian distribution of pixel-level features, including both covariance and mean information for representing pedestrian images. These representations obtain great performances on image-based re-ID datasets, and the speed of extracting LOMO is fast. Moreover, CNN features are also employed in re-ID tasks and are sometimes combined with hand-crafted features. Reference [11] uses domain guided dropout to learn a person representation across multiple datasets. In [34] , a CNN is trained with ELF16 features, in which the parameters of CNN are adjusted by the back propagation algorithm with the influence of ELF16. For measuring the similarity, numerous metric learning algorithms are proposed, and most of them are based on Mahalanobis distance. Reference [8] designs a soft discriminative scheme termed relative distance comparison (RDC) by large distance corresponding to incorrect matches and small distances corresponding to correct matches. The cross-view quadratic discriminant analysis (XQDA) [5] is another famous metric learning method for re-ID. It is used to learn a discriminant low dimensional subspace by cross-view quadratic discriminant analysis, and simultaneously, a QDA metric is learned on the derived subspace.
Considering the advantages of video-based person re-ID research, numerous new approaches have been adopted in recent years. The earliest studies for video-based person re-ID use image-based methods, but obtain poor results. Some studies design local space-time features to describe spatialtemporal information of the pedestrian, such as HOG3D and SIFT3D, which are extensions of image-level features. Reference [23] proposes the top-push distance learning method (TDL) which optimizes the top-rank matching in video re-ID. Furthermore, this paper describes the appearance feature of a person video by average pooling of all frames' color and HOG3D features. In addition, deep learning is also applied for video-based re-ID tasks, both of the CNN and RNN are widely used. In [31] , the AMOC network jointly learns appearance representation and motion context from a collection of adjacent frames by using a two-stream convolutional architecture. Reference [32] presents a joint spatial and temporal attention pooling network (ASTPN) for video-based person re-ID, which extracts features from recurrent-convolutional networks and uses the similarity scores between the features to compute attention vectors in both spatial and temporal dimensions. Reference [27] uses a new spatial-temporal transformer network to align pedestrians and utilizes the temporal residual learning module to extract generic and specific representations for sequences.
Currently, several studies concerning person re-ID with attributes have been proposed. Reference [17] introduces several useful attributes and detects them by training support vector machines (SVM) with person low-level features, and then learns a selection and weighting of mid-level semantic attributes to describe the person. Li et al. [19] propose an approach based on latent support vector machine (LSVM) to describe the relations among the low-level part features, middle-level clothing attributes, and high-level identity labels of person pairs. Recently, CNN has been adopted in pedestrian attribute recognition and person re-ID [20] - [22] . Reference [22] uses a triplet loss for re-ID in combination with an attribute loss and leverage multiple data sources. Reference [21] presents CNN features learned from a combination of attributes by finetuning AlexNet on a pedestrian attribute dataset PETA. Similar to the abovementioned paper, [20] manually annotates two large-scale image re-ID datasets, and utilizes a multi-task CNN to learn a re-ID embedding with a combination of the ID classification loss and the attribute classification losses. Most existing attribute studies for the re-ID task are based on images; however, the study of video-based person re-id with attributes is almost nonexistent. Thus, the proposed algorithm focuses on describing the pedestrian in a video by a spatial-temporal representation learned from the combination of attributes and identities, and then completes the re-ID task with a metric learning method.
III. PROPOSED METHOD
This section introduces the TSAC-Net, and the overall architecture of our algorithm is illustrated in Fig. 1 . The framework is divided into two main stages: the first stage is training CNN for multi-attribute classification. Then, for every training sequence image, the CNN feature is extracted form the FC6 layer. Finally, the image-level representation (i-feature) for training pedestrians is the combination of the CNN feature and LOMO. The second stage trains two LSTM networks by inputting the training sequence of the image features (i-features). Both of these networks are trained as classification problems, in which one is classified by identities and the other is trained by bag attributes. In the testing phase, the i-feature for each testing sequence image is obtained in the first stage. Then, all i-features for all sequences are input to the second stage, and each well-trained LSTM network can aggregate a sequence of i-features to the sequence-level feature (s-feature1 and s-feature2) for each video sequence. Therefore, the final representation (s-feature) for a testing pedestrian is gained by using the combination of these two features. Finally, some effective metric learning methods such as XQDA, KISSME and TDL can be used to measure the similarity of pedestrians. Detailed techniques are presented in the following subsections.
A. ATTRIBUTES ANNOTATION
Attributes can give a semantic description of the pedestrian, and are robust to many influences, such as the changes of illuminations and poses. According to our analysis of previous work on the attribute recognition and person re-ID, annotating attributes for video-based re-ID can be more useful and efficient than for image-based tasks. This is because a pedestrian has a sequence of images, but we only need to annotate these images once. Next, the method of annotation used in this paper is introduced.
For the three video-based person re-ID datasets: PRID2011, iLIDS-VID and MARS, we manually annotate them with five attributes. The five attributes and their labels are upper-body ('black' = 1, 'white' = 2, 'brown' = 3, or 'neither' = 0), lower-body ('black' = 1, 'blue' = 2, 'brown' = 3, or 'neither' = 0), hair ('long' = 1, 'short' = 0), gender ('female'=1, 'male'=0) and bag ('have' = 1 or 'does not have' = 0). Several samples are shown in Fig. 2 , and the distribution of the five attributes on these three datasets is shown in Fig. 3 . Fig. 2(a) illustrates that our attributes can give the person's appearance a general description, such as ''A man wearing black shirt and black pants, with short hair''.
A person's bag may be covered by some occlusions in an image, so it is possible to cause errors in image-based person re-ID when this person's bag is not covered in another camera viewpoint. However, through the subsequence shown in Fig. 2(b) , the attribute of the bag can always be observed in a video. Therefore, this attribute is not merely a static appearance level attribute but is also a dynamic appearance attribute.
In contrast to other similar studies, this paper chooses to annotate video re-ID datasets. When image-based and videobased person re-ID datasets have a similar number of pedestrian identities, the video sequence can provide more images and more information. In our paper, only five attributes are annotated, but all of them have the generalization capability in many pedestrian datasets. This is because the number of identities is not sufficient in each existing re-ID dataset. If some attributes rarely appear on the target dataset, it will lead to the uneven distribution of samples. For a similar reason, each attribute has fewer classes than in the previous studies. Comparing with existing attribute studies for person re-ID, the proposed method needs less annotation work. 
B. FIRST STAGE 1) TRAINING CNN WITH IMAGE ATTRIBUTES
In this stage, a CNN is used to automatically learn imagelevel visual information from all frames. This paper solves the re-ID problem as a classification issue and adopts a multi-attribute classification loss to train the CNN model. The architecture of the CNN is AlexNet [35] , which is pre-trained on ImageNet dataset. The CNN contains five convolutional layers (C1, C2, C3, C4, C5) and three fully connected layers (FC6, FC7, FC8). In our work, the M FC layers replace FC8, where M denotes the number of static appearance attributes or 4. The new FC layers are named FC8_1, FC8_2,.., FC8_M. The training set is manually annotated by multiple attribute labels in the last step, and then it is fine-tuned. The network is trained as a multi-task classification problem with a back-propagation algorithm, and the parameters of CNN are optimized to minimize the loss function.
Assume that there are P persons and Q images on the training set, we annotate them with M attributes and each attribute has n labels (in our paper, M = 4). As [21] , we minimize the softmax loss function for each m-th attribute, and train the network with multi-attribute classification loss function. The loss can be formulated as below:
where L m is the softmax loss for m-th attribute classification. The well-trained network is employed as a image feature extractor for the testing set.
2) IMAGE FEATURE EXTRACTION
For each image, the CNN feature is a 4096-dim vector, which is extracted from the FC6 layer. Note that this feature is restrained by multi-attribute labels instead of identity labels. Because there are many identities that exist in person re-ID datasets, images of each identity are insufficient. This may lead to over-fitting when the network is trained with identities classification. Moreover, considering that the description of a pedestrian which is provided by four attributes is still imprecise, the deep CNN feature we extracted must be fused with a hand-crafted feature. The two features are complementary, and can form a more discriminative feature. LOMO as a good hand-crafted feature is combined with the attributeconstraint CNN feature. Therefore, the final image feature is named i-feature, which is the combination of a deep feature and a hand-crafted feature. The proposed i-feature is defined as follow:
where norm represents the L2 regularization, and w 1 is used to assign a weight to them the LOMO and the CNN feature. In our work, the w 1 is set to 0.5. By fusing the above two features, the i-feature is an effective image-level representation for each pedestrian. Assume that a video sequence has T images, so this sequence can be describe as {i − feature t } t=1:T in the image-level.
C. SECOND STAGE 1) TRAINING LSTM NETWORK WITH VIDEO ATTRIBUTES
Many studies on recurrent neural networks (RNNs) for person re-ID have been performed in past years. Motivated by the success application of RNNs in time series modeling, the proposed algorithm uses a special type of RNNs that is named the LSTM. We employ the LSTM network [30] as a feature aggregation network prototype. In this stage, the deep network training is still treated as a classification problem of N classes. For identity classification, N is the number of identities; and for the bag attribute classification, N is 2. We take the training sequence of i-features ({i − feature t } t=1:T ) as input to the single-layer LSTM with 512 hidden units. Considering that the length of the sequence is variable, we randomly select the subsequence of 10 frame images to train the network. Then, the network can help information to be passed between time-steps and aggregate information at the output of the last LSTM node. Referring to [30] , an LSTM memory cell contains the input gate i t , the output gate o t and the forget gate f t . At time stamp t, there are the inputs x t , the previous hidden state h t−1 and the previous memory cell unit c t−1 , so the LSTM updates according to the following:
where σ represents a sigmoid function, and the W * , U * and V * are weight matrices. The b * represents a bias vector and c t is a memory cell. At the end of the training, the output of the hidden state h t serves as the combined image-level feature vector that is further connected to a softmax layer. Moreover, we use the stochastic gradient descent (SGD) algorithm to train the network, and employ the back-propagation method to compute gradients. The pedestrian's motion feature can be represented by conducting a ID-level classification, but the bag's motion feature may be ignored. The bag's motion is an important supplement for the pedestrian's dynamic information. Therefore, adding bag information to a pedestrian can improve the effectiveness and robustness of sequence-level features. In the training phase of the second stage, two LSTM networks need to be trained by identities and bag attributes. Ultimately, we can obtain two sequence-level feature extractors.
2) VIDEO FEATURE EXTRACTION
In this subsection, we introduce how to extract the final spatial-temporal representation s-feature for a pedestrian from the proposed extractors. In the first stage, i-features of the testing sequence ({i − feature t } t=1:T ) are extracted. Then, we input {i − feature t } t=1:T to two well-trained LSTM models and obtain the outputs of each time stamp, which are attached to form two sequence-level features s-feature1 and s-feature2 for the re-ID task. We concatenate them to the final spatial-temporal representation, so the s-feature is denoted as follows:
where s-feature1 and s-feature2 are two 5120-dimensional (512 × 10) sequence-level representations. They are extracted from the well-trained networks, which has 10 time stamps. So the dimension of the s-feature is 10240. For the pedestrian in a video sequence, the s-feature gives him/her a more precise and discriminative spatial-temporal description due to the added constraint of the bag attribute. After obtaining the pedestrian representation, several existing metric learning methods can be applied to measure the similarities of different persons. This paper utilizes the XQDA [5] , KISSME [15] and TDL [23] to measure the similarity between two inputs.
IV. EXPERIMENTS
We evaluate the performance of the proposed TSAC-Net in this section. Several groups of experiments are conducted on four public datasets: iLIDS-VID [29] , PRID2011 [36] , MARS [37] and the image-based dataset VIPeR [38] . The details of these datasets and experimental settings are introduced in subsection A. Then the effect of each attribute for person re-ID and the comparison with state-of-the-art algorithms on iLIDS-VID and PRID2011 are analyzed in subsection B. The performance of the proposed algorithm on MARS is evaluated in subsection C, and the effect of the dynamic attribute is described in the final subsection. 
A. DATASETS AND EXPERIMENTAL SETTINGS 1) DATASETS
The details of iLIDS-VID, PRID2011, MARS and VIPeR are shown in Table 1 and are introduced in the following paragraphs. iLIDS-VID Dataset extracts 600 sequences for 300 pedestrians from the iLIDS MCTS dataset, and each pedestrian has one pair of video sequences from two nonoverlapping camera views. Each sequence has 23 to 192 frame images and the average number is 73. iLIDS-VID is collected in a noisy airport arrival hall environment; therefore, it suffers from not only illumination, pose, and view variations, but also extremely heavy occlusions and a cluttered background. These conditions make iLIDS-VID especially challenging.
PRID2011 Dataset contains 385 pedestrians from one camera viewpoint and 749 pedestrians from the other one. Only the first 200 people appear in both camera viewpoints. Each video sequence has 5 to 675 frames, and its average length is 100 frames. PRID2011 dataset is captured in uncrowded outdoor scenes with rare occlusions and clean backgrounds. Both illumination and viewpoint variations are main challenges.
MARS consists of 1261 pedestrians and approximately 20000 video sequences. It is captured by 6 nonoverlapping cameras located on the campus of Tsinghua University. Each pedestrian is captured by at least 2 cameras. This dataset provides the training set and the test set, which has 625 and 636 persons, respectively. Similar to PRID2011, MARS also has challenges caused by both illumination and viewpoint variations.
VIPeR is an image-based person re-ID dataset. It has 632 pedestrians and 1264 images captured in an outdoor environment from two different cameras. Thus, each viewpoint of a pedestrian has only one image. The main challenges of VIPeR are the changes of poses, illuminations and viewpoints.
2) EXPERIMENTAL SETTINGS
In this paper, both the CNN and the LSTM are trained in the Caffe framework. Following [21] , AlexNet is employed to train the CNN model, and the input layer of the network is 227*227. We conduct a fine-tuning with a batch size of 128, the initial learning rate is set to 0.0001 and the momentum is 0.9. Every training phase takes 40000 iterations to coverage and uses 8 hours for training this network on the NVIDIA Tesla K40c card.
The training phase of each LSTM network is based on the configured Caffe in the LRCN system [30] , and several parameters are adjusted to our task. The output units of LSTM are 512, the start learning rate is 0.001, and the momentum is set to 0.9. The training phase lasts for 30000 iterations by using the SGD method. We take 4 hours to train an LSTM network on the NVIDIA Tesla K40c card.
We repeat the experiments 10 times with different test splits and report the performance of the average cumulative matching characteristic (CMC) curves. A rank k matching rate indicates the accuracy of the matching between the probe sequence and the gallery sequence in the top k rank list.
B. EVALUATION OF PERSON RE-ID ON iLIDS-VID AND PRID2011
The iLIDS-VID and PRID2011 are randomly spilt into two subsets of equal size, one for training and the other for testing. In addition, only 178 identities in PRID2011 with more than 21 frame images are considered in this paper. In the testing phase, i-features of all sequences' images are extracted in the first stage. Then we input them to two LSTM networks and obtain the s-features for the videos. Finally, a metric learning method is used to complete the rest of re-ID.
In this section, the effect of each attribute on the result for video-based person re-ID is analyzed first. Then, a test on VIPeR demonstrates the function of the proposed attributeconstraint image feature extractor. Finally, we evaluate the proposed algorithm on PRID2011 and iLIDS-VID by comparing the performance with state-of-the-art methods.
1) THE EFFECT OF ATTRIBUTE CONSTRAINTS
A group of experiments is employed to discuss the effect of every attribute for video-based person re-ID. We validate the influence of each static appearance attribute alone, and then compare the results with using a combination of this attribute and the dynamic appearance attribute -bag. In this subsection, the metric learning method we used is XQDA and the two results on PRID2011 and iLIDS-VID are shown in Table 2 and Table 3 , respectively.
Based on the results in Table 2 and Table 3 , compared with the basic method that only uses LOMO and LSTM, the added CNN features with any one of the static appearance attribute constraints can improve the performance of re-ID. For example, when the image feature is constrained by the gender, the re-ID results achieve a 5.4% and 2.9% point improvement in accuracy on the two datasets. Moreover, the performances of re-ID continue to increase by 2.9% and 1.5% when we add one stream LSTM which is classified by the bag attribute. When features are learned by the proposed TSAC-Net, the final results outperform the basic method by 18.6% and 15.3%, and perform the best in the re-ID task on both video-based datasets. It's worth noting that the introduction of gender attributes can greatly improve the performance of re-ID on both datasets. However, the gender of a person can not be described by the traditional hand-crafted features. Meanwhile, it can not be represented by the identity classification model. This point illustrates the necessity and effectiveness of our model. Furthermore, we conduct an experiment on VIPeR to verify the generalization ability of the proposed image feature extractor. As we noted earlier, the number of attributes we selected is fewer than existing studies since the generality of these attributes is considered in our work. The two image level feature extractors by training on PRID2011 and iLIDS-VID are used to extract features for all images in VIPeR. XQDA is employed as the distance metric learning method. Table 4 shows that there are both significant improvements for re-ID on VIPeR.
2) COMPARISON WITH STATE-OF-THE-ART METHOD
To further evaluate the performance of the proposed TSAC-Net, we compare it with state-of-the-art methods on iLIDS-VID and PRID2011. First, we present a brief introduction to some competitor methods. DVR is a discriminative video ranking model; STA extracts a spatial-temporal features and uses KISSME as the metric learning method; CNN+XQDA indicates that the CNN feature is employed on all person sequences with XQDA metric learning; RFANet uses color and LBP as the image features to input to LSTM; RNN-CNN proposes a recurrent convolutional network with temporal pooling; ASTPN presents a novel joint spatial and temporal attention pooling network for videobased person re-ID; TDL utilizes color, LBP and HOG3D as the video features and proposes a top-push distance learning model. Semi-coupled Dictionary is a novel person re-ID framework based on semi-coupled dictionary learning augmented with relaxation label space transformation. TRL (temporal residual learning) is used to learn the generic and the specific features of pedestrian sequences, and employs XQDA as the distance metric learning method. To evaluate the performance of the TSAC-Net and the proposed s-feature for video-based person re-ID, KISSME,TDL and XQDA are used to calculate the distance between two input sequence features.
As illustrated in Table 5 , the proposed s-feature with these metric learning methods can achieve good performances on iLIDS-VID and PRID2011. For iLIDS-VID, the rank-1 matching rate achieves above 64%. It outperforms the second best algorithm ASTPN by more than 2%. The proposed algorithm employs the architecture of LSTM that comes from RFA-Net, but adds several attribute constraints. Therefore, the result exceeds RFA-Net by 15%. Over-fitting exists in person re-ID task due to the small size of the datasets. Therefore, we do not use identities as labels to classify the CNN, and our result surpasses the CNN+XQDA by 11%. When the metric learning method is KISSME, our result outperforms STA by 16.9%. The result exceeds TDL&color&LBP&HOG3D by 7.7% while we use TDL to measure the similarity of the s-features. In addition, our method achieves better performance than Semi-coupled Dictionary and TRL. For PRID2011, the performance of our result is excellent. The rank-1 achieves 85.7% using TDL, and transcends TDL&color&LBP&HOG3D by 29%. In addition, it exceeds CNN+XQDA by approximately 8% and Semi-coupled Dictionary by 1.2%. Our result also surpasses ASTPN with 11.7%, outperforms RFA-Net by 27.5% and exceeds STA by 13.7%.
The proposed algorithm is effective for video-based person re-ID, and the spatial-temporal representation s-feature that is extracted by TSAC-Net is robust and discriminative for describing the pedestrian in a video, even when it is combined with simple metric learning.
C. EVALUATION OF PERSON RE-ID ON MARS
MARS is proposed in [37] , and is the largest video-based person re-ID benchmark dataset. Different from PRID2011 and iLIDS-VID, each pedestrian is automatically detected by DPM detector and the GMMCP tracker is employed to group overlapping detection results. In MARS, each pedestrian has 13.2 sequences on average, most of which have 25-50 frames. Referring to the experimental setting in [32] , we randomly select 2 camera viewpoints of a pedestrian. Then for the training process, these two sequences are regarded as camera A and camera B. For testing, one is used as a probe sequence and the other is used as a gallery sequence. To evaluate the performance of the proposed algorithm on MARS, 10 times experiments are repeated with different splits, and CMC curves are employed to report the result.
As shown in the Table 6 and Fig. 5 , the final rank-1 accuracy gains are 21.9% for LOMO+XQDA, 12.6% for RNN-CNN and 8.6% for ASTPN. It is worth noting that the method that uses LOMO to describe the appearance of a pedestrian obtains poor performance on MARS. Although an LSTM network is used to aggregate LOMO features to the sequence-level feature in our basic method, we obtain the rank-1 rate of only 39.4%. This is because the handcrafted feature is not useful enough in a large-scale dataset. When LOMO is combined with the attribute-constraint CNN feature, the result we obtained outperforms state-of-the-art methods. This proves that the proposed TSAC-Net is still effective for the large-scale re-ID task.
In our experiments, we find that the lower-body attribute seems to exert a negative influence on MARS re-ID. This might be because many persons are wearing shorts in this dataset, and we do not consider this. Therefore, we will further consider more general attributes for video-based person re-ID in future research.
D. EFFECTIVENESS OF USING THE DYNAMIC APPEARANCE ATTRIBUTE
Several experiments are employed to evaluate the effect of every attribute for video-based person re-ID in the previous section. In this section, we conduct a group of experiments on the three video datasets to verify the effectiveness of the use of dynamic appearance attribute. We use XQDA as the metric learning method in this experiment. Different than the proposed TSAC-Net, we regard the bag as a static appearance attribute for every pedestrian. Then, we combine it with one of the four static attributes, and use them to train the CNN in the first stage. In the second stage, only the identity of each pedestrian is employed to learn the LSTM network. We conduct the experiment on PRID2011 and iLIDS-VID datasets, and the results are shown in Table 7 . The subscript ''c'' and ''l'' represent that the bag attribute is used as the static appearance attribute and the dynamic appearance attribute, separately. From Table 7 , we can observe that using the bag as the dynamic attribute can achieve better results on the two datasets. For example, the ''hair+bag l '' shows a performance advantage of 2.3% and 0.9% at rank-1 on PRID2011 and iLIDS-VID over the ''hair+bag c '', and the ''upper-body+bag l '' outperforms the upper-body+bag c by 1.9% and 1.1%.
Furthermore, these five attributes are used to train the CNN model in the first stage, and the identity of the pedestrian serves as the label for learning the LSTM network in the second stage. We call it the ''all static attributes'' method in this experiment. The baseline method combines LOMO features for all images with an LSTM network. The results are listed in Table 8 . Comparing with the baseline method, we obtain better performances by using the proposed five attributes on the three video-based person re-ID datasets. However, the proposed TSAC-Net achieves 6.1%, 6.0% and 4.4% gain at tank-1 on iLIDS-VID, PRID2011 and MARS, respectively over the ''all static attribute''.
As expected, using the bag attribute is an effective method for video-based re-ID, whether it is treated as a static appearance attribute or a dynamic appearance attribute. However, we can obtain better results on the three datasets when the bag is regarded as a dynamic appearance attribute. This is because the information of color and hair does not change with walking, but the appearance of bags is perhaps dynamic. Therefore, the motion of the bag provides some supplementary information for a pedestrian's motion, and further improves the accuracy of video-based person re-ID.
V. CONCLUSION
In this paper, a two-stage network TSAC-Net is proposed to obtain the spatial-temporal representation for video-based person re-ID. Our work first annotates three video-based person re-ID benchmark datasets with five general attributes, and classifies them into two categories: static appearance and dynamic appearance. Then, these attributes are used as class labels for adding the constraint to the training phase of the CNN and LSTM. Moreover, a novel feature learning model is proposed for video re-ID by fusing the hand-crafted feature LOMO into TSAC-Net. A discriminative and robust representation for the pedestrian in a video can be obtained by the final extractor. We perform numerous experiments on several public datasets and verify the effectiveness of the attributes. Furthermore, we also perform many experiments on three video benchmark datasets and the results we obtained show that our method outperforms state-of-the-art methods.
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