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This paper describes perturbative framework, on the basis of closed-time-path formalism, for
studying quasiuniform relativistic quantum eld systems near equilibrium and nonequilibrium qua-
sistationary systems. At the rst part, starting from rst principles, we construct perturbative
schemes for relativistic complex-scalar-eld theory. We clarify what assumption is involved in arriv-
ing at a standard perturbative framework and to what extent the n ( 4)-point initial correlation
functions that are usually discarded in the standard framework can in fact be discarded. Two calcu-
lational schemes are introduced, the one is formulated on the basis of the initial particle distribution
function and the one is formulated on the basis of the \physical" particle distribution function. Both
schemes are equivalent and lead to a generalized relativistic kinetic or Boltzmann equation. At the
second part, using the perturbative loop-expansion scheme for an O(N) linear  model, we analyze
how the chiral phase transition proceeds through disoriented chiral condensates. The system of
coupled equations that governs the spacetime evolution of the condensate or order-parameter elds
is derived. The region where the curvature of the \potential" is negative is dealt with by introducing




Since mid-fties, eorts have been made to incorporate quantum eld theory with nonequilibrium statistical me-
chanics [1{4]. Necessity of this incorporation originated from the eld of solid-state physics. Since then, rapid
progress of the studies of the early Universe and the quark-gluon plasma have further activated this eld of research
(cf., e.g., [5,6]). The quark-gluon plasma is a system of (anti)quarks and gluons, which is governed by quantum
chromodynamics (QCD). According to QCD, there are two types of phase transitions; a chiral phase transition and a
conned-deconned phase transition. According to lattice analyses, critical points for these two transitions are very
close. The quark-gluon plasma is the system that is in the deconned and chiral-symmetric phases and is expected to
be produced in relativistic heavy-ion collisions and to have existed in the early Universe. Such quark-gluon plasmas
evolve into a conned (or hadronic) and chiral-symmetry breaking phases through the phase transitions. The study of
this evolution on the basis of QCD is very involved and some tractable eective theories have been proposed. Among
those is a linear  model, which was proposed long ago [7] and is revived as a toy model that mimic the aspect of the
chiral phase transition of QCD
1
. A numerous work was reported so far on the \static" properties of this model or its
variants. (See, e.g., [9,10]. Earlier work is quoted therein.) Recently, analyses of dynamical evolution of the system
from a symmetric phase to a broken symmetric phase have begun (see, e.g., [11]). Such an analysis is still involved
and dierent approximations have been employed by various authors.
The purpose of this paper is twofold. In the rst part, we aim at laying perturbative framework for dealing with
out-of-equilibrium relativistic quantum complex-scalar-eld systems. In the second part, taking up an fermionless
O(N) linear  model, we lay down the framework, based on the perturbative loop expansion of the eective action,
for analyzing how the phase transition proceeds through disoriented chiral condensates (see, e.g., [12]). We use
the standard framework of nonequilibrium statistical quantum-eld theory that is formulated [1{3,13] by employing
the closed-time path,  1 ! +1 !  1, in a complex-time plane, which is referred to as the closed-time-path
(CTP) formalism. Specializing the density matrix, which characterizes the initial states of the systems, to the one
for the Gibbs distribution, the framework reduces to the standard framework of equilibrium thermal quantum eld
theories [3,14]. Throughout this paper, we are interested in quasiuniform systems near equilibrium or nonequilibrium
quasistationary systems, which we simply refer to as out-of-equilibrium systems. This means, in particular, that the
phase transition dealt with in the second part proceeds slowly.
The out-of equilibrium systems are characterized by two dierent spacetime scales: microscopic or quantum-eld-
theoretical and macroscopic or statistical. The rst scale, the microscopic-correlation scale, characterizes the range of
radiative correction to reactions taking place in the system while the second scale measures the range of interaction of
particles. For a weak-coupling theory, in which we are interested in this paper, the former scale is much smaller than
the latter scale. A well-known intuitive picture (cf., e.g., [13]) for dealing with such systems is to separate spacetime
into many \cells" whose characteristic size, L

( = 0; :::; 3), is in between the microscopic and macroscopic scales.
It is assumed that the correlation between dierent cells is negligible in the sense that microscopic or elementary
reactions can be regarded as taking place in a single cell. On the other hand, in a single cell, relaxation phenomena
are negligible. Thus, in dealing with a reaction, all the vertices in a Feynman diagram for the reaction are in a single
cell. In more precise, propagators are Fourier transformed over a cell and carry an \index" that labels the cell.
Above intuitive picture may be implemented as follows. Let (x; y) be a generic propagator or two-point function.
An inverse Fourier transformation with respect to the relative coordinates x  y yields







where X = (x+ y)=2 is the midpoint, which is chosen as a label for the cells. Sometimes, X is called the macroscopic








part (x; y) enjoys similar property.
Development of the phase transition is described by an evolution equation for a set of condensate or order-parameter
elds ~'(x). As mentioned above, we assume that the phase transition proceeds slowly. By this we mean that the
x dependence of ~'(x) is weak, or more precisely, x of ~'(x) may be treated as a macroscopic spacetime coordinates.
It should be noted here that, as the system approaches the critical point of the phase transition, the microscopic
correlation scale diverges. This means that the formalism applies to the systems away from the critical region.
Recalling that the phase transition occurs when the squared eective mass, M
2
(x), of the quasiparticles becomes
1
Lattice simulations of nite-temperature QCD indicates that the chiral phase transition is of second order (see, e.g., [8]).
The phase transition described by the linear  model is of second order.
2
zero, we can say that the formalism may be used in the region, where jM
2
(x)j is not small as compared to the typical
scale parameter(s) of the system.
Microscopic reactions discussed above cause change in the density matrix, through which the number densities of
quasiparticles change with macroscopic spacetime X

. Dealing with this is the subject of the \next stage," where
(weak) X

-dependence of (X ;P ), (X ;P ), and ~'(X) are explicitly taken into account.
As mentioned above, much work has already been devoted to the issues settled above. However, most work devoted
to the rst issue (to be dealt with in the rst part of this paper) assume (explicitly or implicitly) special forms for
the density matrix. Also as mentioned above, the second issue has so far been studied under various approximations.
In this paper, starting from rst principles, we proceed with discussing matters in a context which is as general as
possible.
The plan of the paper is as follows: In Section II, a brief introduction is given to the CTP formalism for out-
of-equilibrium quantum eld theories. In Sections III - V, taking up a self-interacting relativistic complex-scalar
quantum eld theory, perturbative calculational schemes are constructed. In Section III, standard representation
of the CTP Green functions in the interaction picture is derived from rst principles. In the course of derivation,
we clarify what assumption is necessary in arriving at the representation. In a standard perturbative scheme, the
n ( 4)-point initial correlation functions are also usually discarded. We discuss to what extent they can really be
discarded. Whenever necessary, they can be incorporated into the scheme (cf. [2]). In Section IV, we deal with the
bare propagator (two-point function), which is a building block of perturbation theory. The quasiparticle elds are
introduced through a sort of Bogoliubov transformation, which is a generalization of the so-called thermal Bogoliubov
transformation in equilibrium thermal eld theory [3,4,14]. Quasiparticle elds describe, in a sense, stable modes in
the system. With the aid of the quasiparticle picture, we obtain a 22 matrix representation for the bare propagator.
One of the advantages of this picture is that the elementary-reaction part and the relaxation part, mentioned above,
are clearly identied. At the nal part of Section IV, we propose two perturbative schemes, which are equivalent
to each other. In Section V, through analyzing the structure of 2  2 self-energy matrix, we nd the form for the
self-energy-part resummed or full propagator. Then, after discussing how the two perturbative schemes work, we
show that both schemes are equivalent and lead to a generalized relativistic kinetic or Boltzmann equation. Sections
VI - VIII are devoted to the analysis of a fermionless O(N) linear  model, with the aid of the eective action.
[The case of N = 4 is of practical interest.] Here, the condensate or order-parameter elds and the quantum elds
come in. The latter describe quantum uctuations around the former. The condensate elds, which dene the
internal reference frames for the quantum elds, change in spacetime. Taking this fact into account, in Section VI, we
construct consistent perturbative loop-expansion scheme for studying how the chiral phase transition proceeds through
disoriented chiral condensates. Besides the assumption that the transition proceed slowly, no further assumption is
introduced. In Section VII, we compute the eective action to the lowest one-loop order and derive the system of
coupled equations that governs the evolution of the condensate elds, the equations which consist of the generalized
relativistic Boltzmann equation, the self-consistent gap equation, and the equation of motion for the condensate elds.
At the region where the curvature of the \potential" is negative, the eective action   develops imaginary part. It is
shown that Im  can be dealt with by introducing the random-force elds that act on the system. The random-force
elds cause negative correlation between the condensate elds. In Section VIII, we set up simple situations, for which
approximate analytic calculations may be carried out. Section IX is devoted to concluding remarks.
Remarks on notations and the gradient approximation
Let G(x; y) be (a component of) a generic two-point function. We introduce two kinds of spacetime coordinates:




: center of mass or macroscopic spacetime coordinates.
As mentioned above, X-dependence of G(x; y) is assumed to be weak. Fourier transform of G(x; y) with respect to
















etc. The magnitude of three vector p will be written as p = jpj. As to the X-dependence of G(X ;P ), throughout
this paper, we keep only up to a rst-order-derivative term (gradient approximation),
3
G(X ;P ) ' G(Y ;P ) + (X   Y )  @
Y
G(Y ;P ): (1.2)
Functions of the type, B(x;y; z
0
) also enter in Sections IV and VI. Here X (= (x + y)=2) and z
0
are macroscopic
spacetime coordinates, i.e., B(x;y; z
0
) depends on X and on z
0


















Whenever necessary, we expand B within the gradient approximation:
B(X; z
0

































as in Section I.
In Sections VI - VIII, there comes in the condensate elds ~'. Although the argument of ~' is always macroscopic
spacetime coordinates, we write ~'(x) or ~'(X), depending on the contexts.
II. CLOSED-TIME-PATH FORMALISM









that governs the quantum-eld systems. Here the superscripts label collectively the eld type and internal degrees of




) in a complex time
plane, which goes from  1 to +1 (C
1
) and then returns back from +1 to  1 (C
2






















































































) with the sign due to the statistics of the
relevant elds taken into account. Path-ordered Green function is dened as an average over ensemble prepared at












































In particular, the two-point function is dened as
G
()














(x; y), whose (i; j) componentG
()
ij
(x; y) stands forG
()






















































are fermionic eld and












;x) has been taken. Throughout
this paper, we freely take this limit.
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(i = 1; 2). The eld 
()
1
is called a type-1 or
physical eld while 
()
2
is called a type-2 eld. We call
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 AB + BA ( = ).
III. COMPLEX SCALAR FIELD
We take up self-interacting relativistic complex-scalar eld theory with a conserved charge, whose Lagrangian
density is
2









































where the suces \B" stand for bare quantity. Aiming at constructing perturbation theories, we go to an interaction
picture. One can choose any value for the time t = t
i
, when the interaction picture and the Heisenberg picture coincide.
As in, e.g., [2,3,16], we choose t
i
=  1. For dealing with ultraviolet (UV) divergences, throughout this paper, we
adopt the modied minimal-subtraction (MS) scheme [17], which is a variant of mass-independent renormalization

















Note that, although the same letter  is used,  here is the UV-renormalized eld in the interaction picture, while





































































We shall treat L
0




as the perturbative part. The UV renormalizability of
the theory is demonstrated at the end of this section.


































































A. n-point Green function


















, etc. (cf. below for undoing this assumption). Then, with obvious notation, nonvanishing
path-ordered Green functions (cf. (2.2)) are































. Here, it is convenient to introduce a generating functional:
Z
C














































where J(x) and J

(x) are c-number external-source functions. G is obtained from (3.7) through





















= J = 0
: (3.8)
Hereafter we refer Z
C











(i = 1; 2).











































where the symbol : ::: : indicates to take the normal ordering with respect to the creation and annihilation operators
in vacuum theory. In (3.9), 
0C















































































































































































= 0 if m 6= n:
If the condition (3.6) does not hold, the following argument in this paper should be generalized accordingly. Each




. Then (3.13) consists of 2
2n
components, all of which are






































(j = 1; :::; n): (3.14)
The bare two-point function or propagator,
^
(x; y), is obtained from (3.7) with L
0



















Thus we have learned that, in perturbation theory, the nonperturbative part consists of the bare two-point function
i
^




(n  2). From (3.14), we see thatW
2n
does not
contribute to the on-shell amplitudes. Throughout this paper, we shall assume that W
2n
's (n  2) can be treated as













) (n  2) (3.16)




B. Bare two-point function
We analyze in detail the bare two-point function (3.15), which is a building block of the perturbation theory:
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W(x; y)  W
2

























Let us nd an explicit form for W(x; y) in terms of the density matrix . For the purpose of later use, we consider
a system enclosed in a rectangular parallelepiped. It is natural to take the sizes L
j
(j = 1; 2; 3), introduced in Section
I, as the lengths of edges. As discussed above, when we deal with microscopic reactions, L
j
is regarded as large. For






( L). For a set of single-particle wave functions, we employ
































































j0i = 0: (3.23)
Substituting (3.22) and its hermitian conjugate 
y
to (3.19), we obtain,




































. Taking the limit V ( L
3
) ! 1 and Fourier transforming on x   y, we obtain, after
some manipulations,







































































In the case where the density matrix  is diagonal in Fock space, F

(p;q) / (p   q). Substitution of this into




j), so that F(P;Q) / 
4
(Q). Thus, we see from (3.24)
that W(X ;P ) is X independent or W(x; y) (=W(x  y)) is translation invariant. The density matrix dealt with in,












is a particle (an antiparticle) number density. Equation (3.28) leads to
W
equ













































a well-known form in equilibrium thermal eld theory [3,14].
Let us turn back to the present out-of-equilibrium case. As discussed in Section I, W(X ;P ) does not change







, F(P;Q) ' 0, which means
F

(p  q=2;p+ q=2) ' 0 for q
>

1=L (i = 1; 2; 3): (3.31)
Here let us make following observation:
1) P is the momentum that is conjugate to the relative spacetime coordinates x   y, where x and y are in a single
spacetime cell.
2) In computing an amplitude in perturbation theory, W(X ;P ) is to be multiplied by some function F(P ) and is to
be integrated out over P

.










1=L. Then, the computation of the


















pW(X ;P )F(P ):














To take care of the O(1=L
2































Substituting this back into (3.25), we obtain for W(X ;P ) in (3.24), with obvious notation,











































(p  q=2; p+ q=2)] : (3.32)










) in (3.25), we nally obtain
9















































Equation (3.33) is of the standard form, which is used in the literature.
Now we turn to the analysis of the region p  1=L. It can readily be seen that the condition for W(X ;P ) to take
the standard form (3.33) is
F








j < O(1=L): (3.34)
This condition is much stronger than (3.31). However, in most practical cases, requiring the weaker condition (3.31)
is sucient. This can be seen as follows. Let P be a typical scale(s) of the system under consideration. In the case
of thermal-equilibrium system, P is the temperature of the system. As will be seen later, there emerges an eective
mass M
ind
























P) ofW(X ;P ), and then the precise form ofW(X ;P ) in this region is irrelevant. Here, it should
be noted that m and
p
P are the scales that are characteristic to microscopic correlations. Then, from the setup in
Section I, we assume that Max(m;
p
P) > O(1=L). Thus, for dealing with the amplitudes of the above-mentioned
type, requiring the condition (3.31) is sucient.
Throughout in the sequel, for the piece W(X ;P ) of the propagator (cf. (3.17) and (3.24)), we use (3.33) for all P

regions  1 < P

< +1. As pointed out above, in computing some quantity, if infrared divergence arises at p = 0,
we should reanalyze the quantity using the fundamental form, (3.24) with (3.25).

















(P ) as in (3.10) and W(X ;P ) as in (3.33). We refer the representation (3.36) to as the FF representation,

















(P ), Eq. (3.10).
Infrared region in massless complex-scalar eld theory, R
IR

















j  O(gP)g with g the gauge
coupling constant. It is well known that, in such theories as QED and QCD, the infrared region is full of rich structures


























, then the above-mentioned interesting physics may be treated within our






is outside of the region, where the representation (3.36) is meaningful.
C. Multi-point initial correlations
In this subsection, we discuss to what extent W
2n





are identical. Then, from (2.7) with (3.17), we see that W
2
(=W) does not appear in
the retarded and advanced Green functions. This means that W
2
does not appear in the two-point correlation in the
linear response theory. With the aid of the standard formulae (cf. Sections 2 and 5 of [2]), one can also show that
W
2n
does not appear in multi-point correlations in the nonlinear as well as the linear response theory.
We restrict our concern to W
4
. The argument below may be generalized to the case of general W
2n
(n  3).







































































































































































i, etc. The rst exponential function in
























































microscopic spacetime coordinates. Similar decomposition can be made for the second exponential factor in (3.37).
As setted up in Section I, W
4
in (3.37) depends weakly on X





























































































































































































A transition probability or a rate of a microscopic reaction is related to an on-shell amplitude. (In the case of







As mentioned above and can be seen from (3.41), G
4





appears as a part(s) of an on-shell amplitude. Let us see the structure of a connected amplitude S
4
, which
includes a single G
4



























































































































be the Fourier-transformed 2n-point Green function computed in perturbative scheme constructed below,
which is the counterpart of G
4
. Note that G
0
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Here we recall that the volume of the box, V = L
3
, can be regarded as large. Let us see the dependence of (3.43) and










are independent of V . Owing to the properties (3.39) and (3.40), integration
over q
2



























































































































































































i ' 0: (3.46)





















































































i ' 0. On the other hand, P1) or P1') leads to (3.45). Owing to (3.34) with (3.26) and















i ' 0 above.


































































































































































may be discarded. An exceptional


















































may generally be discarded. Similar inspection may be made for (3.48) - (3.51).






























































= 0; 1; 2; :::. In this case, Green functions are translation invariant and independent of the center-of-mass























































































































































may generally be ignored. Incidentally, for W
2n
,















Here, a comment is made on the UV renormalizability. We have completed the construction of the building blocks
of Feynman rules. The vertices are given by (3.4) and (3.5) while the propagator is given by (3.36). As discussed at
the end of Section IIIA, it should be stressed that, if the \2n-point propagator" (n  2) W
2n
cannot be discarded, we
should include it into the rules. We assume that, as in equilibrium thermal eld theories,W(X ;P ) in (3.36) and W
2n
(n  2) in (3.16) are \soft." Here, by \soft" we mean that, in the UV limit jP

j ! 1,W(X ;P ) (2
^
(X ;P )) tends to




(P ) and W
2n
tends to zero more quickly than the (leading contribution







This means that Green functions are UV nite if the vacuum theory is renormalizable and has been renormalized,




A. Introduction of quasiparticle
It is convenient to rewrite
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the retarded (advanced) Green function. We refer (4.1) to as the R=A representation. When compared to the FF
representation (3.36), the R=A representation makes the subsequent expressions compact and convenient for handling.
A cost to be paid is that the R=A representation generates less intuitive expressions.

















































































































































































































, is not unique and
the choice here is the simplest one [4,15].


















































































] denotes negative frequency part. The





































describe well-dened propagating modes in the system, which we call retarded/advanced









, which is a characteristic feature of the
theory of this type [4,15].



















(u  y) = ^
3
(x  y); (4.12)



















































































































































































































) depends on (x+ u)=2 and on x
0






















so that, as in (4.13), the transformation (4.15) preserves the canonical commutation relation.






















































































which leads to (4.1) with























































The last line is the denition of F (x; y), Eq. (4.3). Equation (4.19) is a determining equation for f
()
.
Straightforward manipulation using (1.3) in (4.18) yields
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This is not the end of the story. We should impose the condition (3.18), which leads to a constraint on f
()
(X ;P ).















(x; y) = 0: (4.24)








































































































































(X ;P ) = 0; (4.26)
where X = (x+ y)=2. Since p
0










(X ;p) = 0 ( = ); (4.27)
as it should be, since, interaction is absent here. Thus f
()
(X ;p) is X
0
independent and has vanishing gradient along












in (4.23) vanishes, and then
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Comparison between (4.28) and (3.33) yields
f
(+)




















) is the particle- (antiparticle)-number density function.














































). This is, however, not the case, since, in general,
^
(P ) is to be multiplied










j) | the \jp
0
j prescription."
Let us turn back to the present out-of-equilibrium case. On the basis of the above observation, we assume that the
jp
0
j prescription should be adopted:
f
(+)








































(X ;P ): (4.30)
In what follows, we simply refer f to as the number density (function). An argument for the necessity of adopting the
jp
0
j prescription is given in Appendix A.
It is to be noted that the translation into the jp
0
j prescription is formally achieved by replacing (4.18) and (4.16)












































(x   u) f(x; u)

4
(x   u) 
4










(v   y) + f(v; y) f(v; y)

4





The function f(x; y) here is an inverse Fourier transform of the number-density function f(X ;P ) in (4.30):




(x   y) e
iP (x y)
f(x; y) (X = (x + y)=2):














(X ;P ) = 0;
and then, in place of (4.27), we have
P  @
X
f(X ;P ) = 0: (4.33)
This is a continuity equation for f along the \ow line" in a four-dimensional space. Equation (4.33) may be solved
as







where F is an arbitrary function and T
in









, (4.34) xes the form of F and we obtain













(X ;P ) with this f(X ;P ) still takes the form (4.28):
^





























































(x;P ) + 
21















































































(x; p)] is a number density of particles with momentum p [antiparticles with momentum  p]. It
is to be noted that (4.38) is valid in the gradient approximation, i.e., the terms with rst derivative @N

(x;P )=@x
do not appear in (4.38). Also to be noted is that the argument x here is a macroscopic spacetime coordinates.
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C. Two perturbative schemes
In this subsection, we introduce two perturbative schemes of calculating various quantities. The rst scheme, which
we call the \bare -f scheme," is the naive one introduced above. In this scheme, perturbative calculation goes with











by (4.15) with (4.16), where f
()
is dierent from f
()
B
. Then, the elds in this scheme are dierent from the elds
in the bare-f scheme. Changing the denition of elds leads to emergence of a counter term in the Lagrangian. In










































































































































a Hermitian conjugate of 
()
i












(4.40) above, as it should be. Equation (4.40) tells us that, for compensating the dierence between (4.40) and the


























































































































































































is dened as in (3.21). Going to the jp
0





















The form for f(X ;P ) will be determined later so as to be the physical \number density." If we impose (4.33), (4.42)
vanishes as it should be.














(X ;P ); (4.43)
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(X ;P ) =

1 f(X ;P )






(X ;P ) =
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The \bare scheme" in vacuum theory takes L
0
























































To summarize, the bare-f scheme is constructed in terms of original bare number density f
B
(X ;P ) [respect. bare
mass m
B
]. On the other hand, the physical-f scheme is constructed in terms of physical number density f(X ;P )
[respect. renormalized mass m]. Both perturbative schemes are equivalent. The rst scheme starts with the \bare
quantity" and the \renormalization" is done at the end, while in the second scheme, the \renormalization" is done at






]. It is worth recalling that the renormalized
mass m is dened so that m is free from UV divergences. However, there is arbitrariness in the denition of the \nite
part" of m. m is determined by imposing some condition. (In this paper, we are adopting the MS scheme.) Thus,
m is determined order by order in perturbation series. As will be seen in the next section, this also applies to the
present physical-f scheme. Namely, there is arbitrariness in dening f . In Section VC, we shall impose the condition
for determining f so as to be the physical number density, under which P  @
X




(X ;P ), Eq. (4.49), and
then also f(X ;P ) turn out to be determined order by order in perturbation series.
V. INTERACTING FIELD
Interactions among elds give rise to reactions taking place in the system, which, in turn, causes a nontrivial change
in number density of quasiparticles. In this section, we analyze full propagator in two perturbative schemes presented





































































































































 f   f  
A





are called the retarded and advanced self-energy parts, respectively.
Going to momentum space, we obtain, after some manipulations,

off
(X ;P ) '  i













(X ;P ); (5.5)
where



















(X ;P )  (1 + f(X ;P ))
12
(X ;P )  f(X ;P )
21
(X ;P ): (5.7)
In deriving (5.5), use has been made of the relation 
A




, a proof of which is given in Appendix
B.
B. Self-energy-part resummed propagator














We would like to obtain
^
G(X ;P ) (X = (x+y)=2), the Fourier transform of
^


































Fourier transforming on x  y using (C2) in Appendix C, we obtain
^



















































































The terms in the square brackets in (5.8) involve X

-derivatives and are small when compared to the rst term on
the RHS.




















. This assumption will be justied a
posteriori (cf. the next subsection). Straightforward manipulation yields
^




















(X ;P ) = diag (G
R
(X ;P );  G
A
(X ;P )) ;
G
R(A)












It is to be noted that (5.10) is exact to the derivative approximation, i.e., no term including the rst derivative (with
respect to X

) arises. Then, using again (C2) in Appendix C, we obtain
^














































































































































































, the rst term on the RHS of (5.17) develops pinch
singularity, while the rest turns out to the well-dened distributions.
For clarifying the physical meaning of (5.17), we compute the contribution to the physical number density through
analyzing the contribution to the statistical average of the current density hj

i, Eq. (4.36). The second and third
terms on the RHS of (5.17) leads to perturbative corrections to hj

i in (4.37) due to quantum and medium eects,





















which diverges in the narrow-width approximation. (Note again that the argument x here is a macroscopic spacetime
coordinates.) In the next subsection, we inspect this large contribution more closely in the bare-f and physical-f
schemes.
22
C. Two perturbative schemes revisited
1. Bare-f scheme
Let us estimate (5.18). All the formulae displayed above may be used with f ! f
B
and with imposition of (4.33).
Important region of integration is where Re(G
 1
R




















































































































It is convenient to carry out the wave-function renormalization such that Z

= 1, which we assume to be done for a










































, which is the case in equilibrium case. As in (4.36) - (4.38),




















































j] is a characteristic time during which a particle with momentum p































































in (5.7), is a net production rate of a particle (an antiparticle) of momentum p
( p). In fact,  
(p)





production rate. In the case of equilibrium system,  
(p)

= 0 (detailed balance formula).
23
To disclose the physical meaning of (5.24), for the time being, we put aside the second term in the square brackets,
whose physical interpretation will become clear later at (5.32). Then, the RHS of (5.24) is the change in the physical
number density, during the time interval 

=2, due the the net production rate. In Section I, we have introduced
spacetime cells, whose size is L







is the size of a time
direction of the spacetime cell (including the spacetime point x






However, in the present crude argument, we ignore this dierence.] It is interesting to note that (5.24) is half of the




. [In this respect, cf. [25].]
Noticing that we are concerned about the particle mode with momentum p [antiparticle mode with momentum





















































































Physical interpretation of these relations will be discussed below.
In calculating some quantity in the bare-f scheme, one carries out perturbative calculation using the propagator
^
(X ;P ) given in (4.35). The calculated quantity is written in terms of the bare number density f
B











As dened in Section IVC, we change the denition of the number-density function f . Then, in this physical-f




























(X ;p). As seen above, the rst term on the RHS of (5.17), which
is proportional to 
off
(X ;P ), yields a large contribution to the physical number density. Thus, we demand that




(X ;P ) vanishes:
i
off
(X ;P ) =























;X;P ), (5.27) serves as determining f(X
0
;X;P )
at later time X
0






are evaluated order by order in perturbation series. Then, through
(5.27), f(X ;P ) is also determined order by order. (In this relation, see the argument at Section IVC for the mass
renormalization in vacuum theory.) We refer (5.27) to as the \renormalization condition" for the number density,
which replaces the condition (4.33) in the bare scheme. In the present scheme, transformed self-energy part
^
,


















It is to be noted that, with the condition (5.27),
^
G(X ;P ) in (5.12) - (5.17) is free from singular contribution in
the narrow-width limit (cf. above after (5.17)) and the dierence between
^
G and the bare propagator
^
 leads to a
perturbative correction to the physical number density.
24
In the sequel of this paper, we adopt the physical-f scheme.
Let us inspect the physical implication of the \renormalization condition" (5.27):
2P  @
X
f(X ;P )  ff(X ;P ); Re
R




(X ;P ): (5.29)













































































; p)] is the number density of a (quasi)particle [an





































































is the wave-function renormalization factor (cf. (5.22)) and, as dened in (5.25),  
(p)

is the net production
rate of a particle (an antiparticle) with momentum p [ p]. If we employ the wave-function renormalization condition
Z

= 1, the RHS turns out to the net production rate  
(p)












p) here is nothing but the relativistic Wigner function and (5.31) is the generalized kinetic or Boltzmann equation
(cf. [26]) for the relativistic complex-scalar-eld system.
Here we make a comment on a role of the second term on the left-hand side (LHS) of (5.29). The second term
represents the eect due to the change of \mass;"
ff(X ;P ); Re
R



















The rst term on the RHS together with the rst term on the LHS of (5.29) yields the term being proportional to
the rst two terms on the LHS of (5.31), while the second term on the RHS yields the term being proportional to the
third term on the LHS of (5.31).
One can show using (5.30) that (5.26) is the same in form as (5.31). [Recall that we have set Z

= 1 in (5.26).]
This observation gives a support for the qualitative argument made above in conjunction with (5.26).
D. Resummation of the lowest-order
^
 and the modication of the free Lagrangian
Resummation of the lowest-order
^
 leads to an ecient perturbative scheme. To lowest order in  (cf. (3.3)), a






































































Here use has been made of the dimensional regularization: D is the spacetime dimension and  = 4   D works as




, (4.44) with (4.45) and (4.47). N

in (5.34) is as in (4.30). Note that 
(1)
11
in (4.44) with (4.49) leads



















































































is the squared self mass in vacuum theory, 
E
is the Euler constant, and 
d
is an arbitrary scale parameter.
































































































(T (X) >> m); (5.39)























(T (X) << m): (5.40)
Let us construct a
^













(X ;P ) = 2P  @
X










whose approximate solution is given by




(X);p) ' G(X;P ): (5.42)
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;X;P ) = G(X;P ), (5.42) gives f(X
0

















G(X ;P ) reads
^
















































E. Changing the mass parameter
The analysis in the last subsection shows that an ecient perturbative scheme is obtained as follows. Rewrite the











































































in (5.34). As discussed in [10], perturbation theory based on (5.46) is UV-renormalizable.
We give an simple argument for this in Appendix D.
It should be emphasized [10] that the perturbation theory based on (5.46) is dened by taking L
0
as a nonpertur-








is a part of the perturbative terms.









) = O(); (5.48)









) = O(); (5.49)
It is obvious from the argument in the above subsection that the bare propagator in the perturbation theory based
on (5.46) is given by (5.44),
^
G(X ;P ) = G
RA

























The number-density function f(X ;P ) in (5.50) obeys (5.41).
This result may also be derived through the same procedure as in Section IV. This time we start with the jp
0
j-





















































(x; y) =  
4
(x  y); (5.53)
with retarded (advanced) boundary condition. It can easily be shown that the solution to (5.53) is (5.51). Note that
no rst X

































































































(X ;P ) = 2P  @
X
































= 0. Then, the \renormalization condition" (5.27) turns out
to
































































Up to this point, the functionM
2




























The scheme with this M(X) may be called \presummation scheme." Equation (5.57) is the gap equation, which
serves as determining M
2
(X) in terms of 
d
, which is still an arbitrary parameter.
It is worth mentioning that, in the case where the condition [;Q] = 0, Eq. (3.6), is not fullled, we may generalize































(x)] is an eective mass of a quasiparticle [anti-quasiparticle].
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VI. THE O(N) LINEAR  MODEL
A. Preliminary









) of O(N). The case of N = 4 is of practical interest. Specically, through computing










































< 0, so that the theory describes the system whose ground state is in a broken phase in the classical limit.








), with ~e an unit vector, which explicitly breaks O(N) symmetry.
Noticing the fact that an UV-renormalization scheme for the symmetric phase (
2
B

























































































. In (6.2), according to [10], we have introduced the c-number counter term A
4
, which is necessary
to make the eective action nite.
For the purpose of later use, we here construct
L(
~
(x); ~'(x))  L(
~






To avoid too many notations, for L(
~
(x); ~'(x)), we have used the same letter \L" as in (6.1) and (6.2). As will be
discussed below, ~'(x) in (6.3) is the (classical) condensate or order-parameter elds and
~
(x) is the quantum elds,
which describes the uctuation around ~'(x). Straightforward manipulation yields
L(
~























































































































































































It should be noted that L enjoys O(N   1) symmetry.
For obtaining an ecient or rather physically-sensible (perturbative) scheme, as in Section VE, it is necessary
















(x)j = O(): (6.7)






(x) will be discussed in subsection D. We then rewrite L(
~
(x); ~'(x)) in the form,
L(
~





























































































































( = ; );
P

(x) = I  j'(x)ih'(x)j;
P

(x) = j'(x)ih'(x)j: (6.11)




) is the projection
operator onto the - ()-subspace; I is an unit matrix. j'(x)i is a unit vector along ~'(x), and h'(x)j is an adjoint of
j'(x)i. As has been noted above, when compared to M
2

(x) ( = ; ), 

(x) is of higher order.
As mentioned above, the quantum elds
~
 describe the uctuation around the condensate elds ~'(x). The con-
struction of perturbation theory based on (6.8) starts with constructing the Fock space of the quanta described by
~
,
which is dened \on ~'(x)." As stated in Section I, dealing with the dynamical aspect of the system, we are assuming
that microscopic or elementary reactions can be regarded as taking place in a single spacetime cell. While, in a single
cell, relaxation phenomena are negligible. This means that the theory to be developed in the sequel is consistent only
when ~'(x) does not change appreciably in a single spacetime cell. We shall assume that this is the case and treat x
of ~'(x) as macroscopic spacetime coordinates.
B. Eective action
Spacetime evolution of the condensate elds ~'(x) is governed by the Euler-Lagrange equation, which is derived from
the CTP eective action  
C
[~']. If one restricts to the case where ~'(x) is space-time independent, ~'(x) ! ~',  
C
[~']




(~'). The physical part of the CTP eective potential (cf.
below) V
phys
(~') is the minimum free energy density of the system under the constraint, h(x)i = ', the minimum free
energy density with quantum and medium eects taken into account. A computational algorithm of eective potential
in vacuum theory is established in [31]. On the basis of a generalization of this algorithm to the case of equilibrium
thermal eld theory, a calculational scheme of the eective potential and its physical part have been settled [32] (see
also [33]).
We generalize this algorithm to the present case of out of equilibrium systems. Following standard procedure [2] of
obtaining an expression for the CTP eective action, we start with the CTP generating functional for Green functions
































) is the closed time-path in the complex time-plane and L
0
stands for the
perturbative part of the Lagrangian density, which is to be identied below in (6.20). In (6.12), W
C
[J ] is the






( ~'(x)), in the presence of
the external source
~











The CTP eective action  
C











J(x)  ~'(x); (6.14)
30








The CTP eective action  
C
is the generating functional for connected, one-particle irreducible, amputated Green



























































Thus, the new quantum elds
~
(x) describe the uctuation around ~'(x). Here, for the purpose stated below, we have

















































































(j = 1; 2): (6.18)
The minus sign on the RHS of (6.18) with j = 2 comes from the fact that, on C
2
, the time ticks away backward from
+1 to  1 (cf. (2.4)).






] perturbatively. Perturbative calculation of


















































(x)). The form of L(
~
(x) + ~'(x)) is already been obtained in the last subsection and L
0
is dened
in (6.9) with (6.11). The 2 2 matrix propagators will be constructed in the next subsection. The vertex factors can





























































  on the RHS is free from the term being linear in
~
, which means that
the \one-point vertex" is absent. [In constructing L(
~
(x); ~'(x)) above, Eq. (6.3), this has already been taken into
account.] Thus, in terms of Feynman diagrams, (6.17) consists of bubble or no-leg diagrams. The loop expansion is
dened as an expansion by  (-expansion), which is set to 1 at the end of calculation (see, e.g., [34]). Computation of
^
  should be carried out successively: In computing lth loop-order contribution, the contributions to
^
  up to (l  1)th
loop-order should be substituted for
^












, plays a roll of
eliminating the contribution of one-particle reducible diagrams.
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The one-loop contribution to
^
















terms, which we can

































(j = 1; 2; :::; n) denotes the type of vertex.
















(x) (j = 1; 2): (6.23)




























= 0 ; (j = 1; 2): (6.24)
The equation with j = 1 is the equation of motion for the physical or type-1 condensate elds, while the one with




















































. In the case of thermally equi-
librium system, the physical eective potential ( 
phys
with constant ~') has been computed in [32] up to two-loop
order.
At the previous subsection, in dening L
0
, we have introduced (arbitrary) \mass functions" M
2

(x) ( = ; ). The




(x), the type-1 and type-2, which we write as M
2
j










(j = 1; 2).] As
will be discussed in subsection D, various methods of determining M
2
j
(x) are available. All those methods are based
on the notion of \optimization" of some physical quantity. The determined M
2
j























] be the eective action computed to some order of loop expansion. Here a
question arises: In computing the equation of motion (6.24), does the functional derivative =~'
j







(x)?. The answer is as follows: If we intend to \optimize" the eective action, from which the
equation of motion is derived, =~'
j






(x). On the contrary, if we intend to \optimize"
the equation of motion, =~'
j






(x). We take the stand that the eective action
is an intermediate device to derive an equation of motion for ~'
j
(x) (j = 1; 2), etc., and then the equation of motion
is of physical importance over the eective action. On the basis of this observation, following [10], we take the latter
throughout in the sequel, i.e., =~'
j
























(x) as in (6.11), under the retarded/advanced boundary condition (cf. (4.2) and (4.4)).
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We start with nding an inverse of 
 1





(x; y) = I 
4
(x  y): (6.27)
































( = ; ); (6.28)










































































With (6.30) in hand, we are now ready to obtain 
R




































































Using (C2) in Appendix C and Fourier transforming the resultant expression, we obtain

R









































It can be shown that 
R
(x; y), inverse Fourier transform of 
R




















































































































































(X ;P ) corresponds to 
R(A)
(P ), Eq. (4.6), in the complex-scalar eld theory.






























































































h'(X)j. As dened above, j'(X)i is the





























































in (6.36) represent mixing between the  sector and the  sector.
2. 2 2 matrix propagator



















































As seen above after (6.6), L
q
enjoys O(N   1) symmetry. We assume that the density matrix enjoys O(N   1)



































































. Translated into the jp
0



































































(x   u) 
4



















































































































(x), etc., we obtain

















































allowed since the term already contains the X

-derivative. The relations (6.37) tell us that the second and third terms
































The quantity in the square brackets is the same as in complex-scalar theory dealt with in Section IV. Fourier trans-
formation of (6.41) may be carried out using (6.38), (6.36) and (C2) - (C4). The last term in (6.39) may also be









































































After all this, we nally obtain for the Fourier transform of
^
(x; y) on x  y:
^





























































































































(X ;P ) = f























































































































































































































3. Counter Lagrangian and renormalized scheme













































































































in (6.52), the second term on the RHS survives.














-derivative, one can directly write



























, Eq. (3.21), which shows that, in (6.54), the contributions with n  2







































(X ;P ) in (6.42), we obtain (6.42) - (6.48) with (6.53), provided that
^
































































In this subsection, we present a scheme for determining so far arbitrary M
2

(X) ( = ; ), introduced in (6.7) -
(6.11). Various methods of xing M
2

(X) are available. Among those, we mention the following three methods.
1) Resummation method. Argument in Section V shows that the quantities to be resummed are the real part of the
retarded and advanced self-energy parts,

R












(X) ( = ; ) such that the real part of 
R




















(X ;R = R
0
) = 0: (6.56)







(X). Let  be a quantity, in which we are interested. Then, if we could evaluate  to
all orders of perturbation series or loop expansion, it is independent of M
2

(X) ( = ; ). On the other hand, 
computed on the basis of L in (6.8) up to the Lth order, 
(L)
, depends on M
2









= 0 ( = ; );
which serves as a determining equation for M
2

(X). Note that, for  =  
phys
or  =  
phys
=~'(X), this method
works for L  2.
3) The criterion of the fastest apparent convergence [36]. Compute  up to Lth order, 
(L)
(L  2). Then,
determine all the parameters of the theory, such as the coupling constant, mass functions M
2

(X) ( = ; ), etc., so
that all the terms but the rst term of the series vanish.
A number of works, which employ the methods 2) and 3) above for analyzing the equilibrium eective potential, is
cited in [10].
In this paper, we follow the method 1). The requirement in 1) gives the gap equation.
E. Summary of this section
In this section, we have found that the spacetime evolution of the condensate elds ~'(X) is governed by the following
system of coupled equations:
E1) Generalized relativistic kinetic or Boltzmann equation (6.53).
E2) Gap equation (6.56).
E3) Equation of motion for ~'(X), (6.24) with j = 1.
As seen in Section VC, (6.53) in E1) is a determining equation for the number-density function f

(X ;P ) ( = ; )






;X;P ). This equation involves yet unknown functions M
2

(X) ( = ; ).
Equation (6.56) determines M
2

(X) in terms of f














(X ;P ) thus determined, the equation of
motion (6.25) for ~'(X) is obtained. Solving it under a given initial data determines the spacetime evolution of ~'(X),
which describes the progress of phase transition.
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VII. LOWEST-ORDER EFFECTIVE ACTION IN THE  MODEL

































where `Tr' acts on matrices in spacetime, 2  2 matrices in the \complex-time plane," and N  N matrices in the



























































(i = 1; 2) are as in (6.29) and (6.11), respectively,
with ~'
i
in place of ~'.
For extracting the physical eective action from (7.1), we use a method [32] of computing physical eective potential,









































(x; x) + :::
i
11
( = ; ); (7.2)





































































The one-loop contribution to the physical eective action  
phys

















So far, we have made no assumption on the x-dependence ofM
2


















(X)] = 0 (;  = ; );





































































































































(X). Thus the physical eective action  
phys
is given by an integral of the \local eective
action" 
phys
(X) over the macroscopic spacetime coordinates X

. Computation of 
phys
(X) goes essentially in the
the same manner as that of the physical eective potential.
In the following two subsections, we separately analyze the positive-mass-square region and negative-mass-square
region. As mentioned in Section I, our scheme does not apply to the region near the transition point between the two
regions.







The lowest-order contribution to I












































































































































(X ; E)i: (7.17)
2= in (7.16) is canceled by the counter Lagrangian L
0
cond
































The dierence between the LHS and the RHS, which is proportional to the UV-diverging factor 1=, is of higher order






















we are choosing the MS scheme, we have
Z = 1 ; Z













































































































It should be emphasized that the factor of the \~'
2









In the case of thermal equilibrium system with constant ~',  
phys
reduces to the eective potential (density) of
the system, V (~') =  
phys
(~'). Besides the terms due to the dierent UV-renormalization scheme, V (~') obtained






(X), being constant, is assumed.



















































































































(X) ( = ; ) is as in (7.12).
It is worth mentioning in passing that the equation of motion for unphysical or type-2 condensate elds are obtained
from (7.5), which is of the same form as (7.23). Since the time argument of the type-2 eld is on C
2
, the type-2 eld
\lives" in the \time-reversed world." Then, one can say that the equation of motion is time-reversal invariant.
Since we are assuming that ~'(X) does not appreciably change in a single spacetime cell (cf. Section I), (7.23)










( = 0; 1; 2; 3) with L

the size of the spacetime cell.










(X) = H: (7.29)
Setting ~'(X) = '
0


































(X) ' 0; (7.31)
where ~
?
(X)  ~(X)  (
t


























































































































The system is characterized by a scale parameter or several scale parameters of mass dimension. Let us assume
that, for small E , hN
()
(X ; E)i in (7.13) behaves as
hN
()









(X) >> E ; (7.34)
where T

(X), which we call the temperature, is proportional to the scale parameter or to some combination of the
scale parameters. In the case of locally thermal equilibrium system, the averaged number-density function reads
hN
()






where T (X) is the local temperature of the system. Then, we have
T







Let us analyze 
phys


























































































(X ; E)i: (7.37)































































The local eective action 
phys




























































































(X), the \-terms" here and below are dropped.






























































































































































































































































































































(X) < 0, an imaginary part emerges and then we face the issue of interpreting it. In the case
of eective potential in vacuum theory, this issue has been studied, e.g., in [37]. Let us summarize the observation






harmonic oscillator as in the case ofM
2














the emergence of which is a signal of appearance of perturbative instability. The Im
(0)

(X) may be interpreted as
half the decay rate per unit volume of a particular quantum state. More precisely, Im
(0)

(X) is the sum of half the
decay rate per unit volume over all unstable modes, 
long

















(x) stands for the long-wavelength components of the quantum eld (x). The
perturbative instability arises due to the growth of h
long
(x)i. Owing to this instability, the original quasiuniform
conguration beaks up into many uncorrelated domains. Within a domain the quantum eld is correlated and
h
long
(x)i is increasing in time. From one domain to the next, h
long
(x)i's vary randomly from positive to negative.





, the minimum wavelength for an unstable
mode.
As seen above, leading one-loop contribution to the eective action is given by an integral of the \local eective
action" 
phys
(X) over the whole macroscopic spacetime region. We recall that 
phys
(X) is a function of X that
labels the spacetime cells. Then, in a single cell, X of 
phys
(X) is approximately constant. Moreover 
phys
(X) is
the same in form as the eective potential (density). From this observation, together with the conclusion [37] for the
zero-temperature eective potential, we assume that the imaginary part of the eective action in the present case also
reects the proper physical situation.
For the purpose of performing analytic continuation, we return back to (7.14) - (7.17) withM
2

(X)  0. Equations
(5.34) and (7.15) tell us thatM
2

(X) in (7.17) should be understood to beM
2

(X)  i with  a positive innitesimal















(X) < 0. The UV-renormalized vacuum part 
(0)































(X) < 0): (7.40)





























































































































. We take a branch cut associated with +E
br
to be a straight line [E
br
;+1 i),





. The integration contour C
E
in (7.42) is dened so as to enclose the branch cut
[E
br
;+1  i) in a clock-wise direction,
C
E
: +1  i(+ )!M

(X)    i(+ )
!M

(X)  + i(  )! +1+ i(  );
where 0 <  < .
Continuing to the negativeM
2

























; (1   i)]  [(1   i);+1  i). The integration contour C
E
is
deformed accordingly. We assume that hN
()
(X ; E)i is analytic in the region











   < ImE <   :






























  i; +1  i):
The integration contour C
E
is deformed accordingly.
























































































































































































As mentioned at the beginning of this subsection, Im 
phys
(X) causes the perturbative instability, which in turn
leads to formation of a domain structure. In most cases analyzed so far in the literature, imaginary part appears in































(x) is taken at the nal stage, we see that (7.49)
describes small uctuations. In the present case, (7.5) shows that Im  under consideration is not of the form (7.49)
and describes \large" uctuations.
3
Here, for dealing with Im 
phys
, we follow a standard procedure [38], which starts






















































































































































(X)  ~'(X) may be interpreted as the local eective action, from which







(X) = 0: (7.54)
Thus, the auxiliary elds
~





Taking the functional derivatives of (7.52) with respect to ~' and then setting ~' = 0, we obtain the relations:
3























































































































































(X   U) 
4
(V   Y )
4







































































etc. As mentioned in Section I, the macroscopic spacetime coordinates are the indices that labels the spacetime cells,
whose size is L


















(no summation over );
where i




















































































where the rst term on the RHS stands for \connected" part and the second term stands for \disconnected" part. It
is convenient to introduce a generating functional














































































It is worth mentioning here the equation of motion for type-2 or unphysical condensate elds. From (7.5), it is










This means that (7.55) and (7.56), etc., change sign. Recalling again that the type-2 eld \lives" in the \time-reversed
world," we see that the random forces that statistically upsetting the system act in completely opposite way in the
time-reversed world.
1. \High-temperature" expansion






(X)  0, one can obtain a \high-temperature" expansion of

phys








































































































(X) < 0). It is also worth mentioning that the following \direct






















































which is valid forM
2

 0. At this stage, let us naively changeM
2















































































































































































































































































































































































(X   U) 
4
(V   Y )
4










































































(X) > 0 andM
2





















Then, the condition (7.51) is met.
2. Low-temperature limit
We consider locally thermal equilibrium system, which is characterized by (7.35), and obtain 
()
phys
(X) in the low-
temperature limit, T (X) <<  M
2

(X). The function (7.35) satisfy the assumption made above after (7.43), we can




over others. Changing the integration variable from z to  through z = ( M
2




















































































































































Incidentally, (7.61) is directly obtained from (7.39) through an analytic continuation,M
2









The form of 
()
phys













(X) ( = ; )) to the leading one-loop order. Main task is to compute 
R











) be an one-loop diagram contributing to 
R






































Including the contributions coming from L
rc
in (6.10), we write 
R
(X ;R), with obvious notation, in the form

R

























































































= 1 and d










(X)) = 0 ( = ; ): (7.64)
This is the gap equation, which serves as determining M
2

(X) ( = ; ).




























































in (6.42) yields higher-order contribu-
tion to 
R









































































(X ;P ): (7.67)
The O() contribution to I

(X) has already been computed in the above subsections.




Here we compute the leading O(
2



























































(X) [(N   1)J
































(X ;R) + J
()











































































































































































































































































































































is obtained from (7.68) through simple analytic continuation.


























































































































































































As seen in (7.64), we need Re
()
R





(X). As to J
()

(X ;R), following [10], we compute it at
R = 0 for simplicity. The dierence between J
()

(X ;R = 0) and J
()




























































































































































































































































































































































































































































































































































(X) is as in (7.11) or (7.12). Expressions (7.70), (7.71), and (7.72) do not diverge at M
2





(X) = 0. Equations (7.73) and (7.74) are valid forM
2


























(X ; z) i; (7.75)
where the integration contour C
0
is as in (7.44).
52
3. Gap equation







































(X) ( = ; ):
(7.76)





















































































































































































































In the above equations, I
()

(X) is as in (7.12) forM
2

(X)  0 and as in (7.75) forM
2






















































































, which contributes at next to the leading order, cancels the diverging contribution (7.82).
Equation (7.77) is the gap equation, by which M
2










(X) in hand, one can judge ifM
2

(X) in (6.29) is positive or negative.
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4. \High-temperature" expansion
\High-temperature" expansion of I
()











































































(X) is negligibly small.
5. \Low-temperature" expansion

































(X) < 0, computation may be carried out as in subsection B. The result agrees with that obtained from (7.84)
































(X) < 0): (7.85)







































































VIII. APPLICATION | EARLY STAGE OF PHASE TRANSITION
There are few cases, for which approximate analytic calculations yield reliable results. In this section, for the
purpose of illustrating how the formalism constructed above works, we apply it to very simple cases, in which the
system of coupled equations obtained in the previous section can approximately be solved analytically.
A. Spatially uniform system
In this subsection, we apply the formalism to a spatially uniform system. We suppose the following situation. At
the initial time X
0
= 0, i) the system is in a \highly super-cooled state" with ~'(X
0
= 0) ' 0 and ii) the temperature















We are only interested in the small time interval, during which iii) the high-temperature expansion is applicable, so




) remains small in the sense stated below. As mentioned above, our formalism applies to the system away from
the critical region, which is the reason to include i) into the list.































































































where F is an arbitrary function. For simplicity of presentation, we take ~'(X
0







= 0 in the
sequel. In the case of ~'(X
0







6= 0, no new feature arises, as long as they are small.



















































)) in the propagator.




), Eq. (7.9). Computation goes in a similar manner as































































































































































































































































































































































































) ( = ; ), Eq. (7.77). As mentioned above, we ignore the










































































































(0)j, which will be
justied a posteriori.




























































(0)j ), g = 4.

































































































It should be emphasized that 
0
< . Above equations are valid for T < O(!) (cf. the setup i) at the beginning of
this subsection). The equation of motion for ~'(X
0













































































































(0) (> 0) is quite large. The setup iv) means that we are interested in the time




















is the size of the time-direction of the spacetime cell (cf. Section I).] Above observation allows












































































































) is as in (8.15). More accurate solution may be obtained by further iterations.






























































































































where V is the (large) volume of the system.
We are now in a position to compute the -averaged \connected" correlation functions (7.58). From the zeroth-order
























































































































































































































Equation (8.21) shows that, as X
0



























) is large and our approximation does not








































































in the second term prevents jh~'(X
0
)ij to become large, while the other term expedites it. The former can easily be











































































2. Two-point -correlation function




) causes a negative

















), is absent, (8.15) or (8.16) with
~










































































Using the improved solution (8.16), we may compute the improved -averaged two-point correlation function. Up to






































































































































































) consists of two terms. The term being proportional to 1=V
2
comes from (the square of) (8.19) while the term being proportional to 1=V
3
comes from (8.20).
Here we summarize the characteristic features of (8.28) - (8.30).









































) is not diagonal in N -dimensional vector space, which means that





































































































> 0) is positive denite, so that the four-point correlation (8.31) is of negative.
For !X
0
<< 1 and !X
0






















4. Features of the distribution function (8.4)


























































































































































































Let us summarize distinctive features of our results when compared to (8.33) - (8.38).
 Change in , ! 
0
[Eq. (8.11)], does not occur in (8.33) - (8.38). We emphasize again that 
0
< .








(8.31) are one-half of the corresponding formulae with the reference distribution (8.32).

























































































we see that, as ~'(X
0
) is \rolling down" the potential hill, the temperature \decreases," and thus the system
\cools."






































































































are the unstable modes in (8.42) and thus the \number" of unstable modes in the latter are larger than that in













, (8.43) shows that the eective temperature increases
when compared to the reference distribution (8.32). This temperature increase is interpreted as follows. As
seen above, while ~'(X
0
) becomes large, the potential V becomes small and the energy of the condensate elds
~'(X
0








)j, (8.43) shows that the eective temperature decreases when compared to the
reference distribution (8.32). These unstable modes yield negative contribution to Re I
()

in (8.6). All the eects
mentioned above compete and Re I
()

turns out to be smaller than the reference-distribution counterpart.
B. Nonuniform system
In this subsection, we briey analyze the spatially nonuniform system under the similar situation as in the last













The determining equation for f
()


















where X and p are as in (5.43) with T
in
= 0. Substitution of the initial data (8.45) into (8.46) shows that F is
independent of X and p and N
()
(X ;P ) becomes (8.4):
N
()














At the initial time X
0
= 0, j~'j and j@~'=@X







= 0;X) '  !
2
( = ; );



















































(V   Y ): (8.48)











































































. In (8.49), ~'
(0)
pure










under a given initial data.
1. Two-point -correlation function





















































































































































































































































































































, which means that the correlation does
















































This shows that the correlation is negative. For xed jXj and jYj, the correlation is maximum at the smallest jX Yj,








; jXj + jYj).





~'=6, in the evolution equation has been ignored. The condition that the ignored term is small restrict





























































































































































our whole approximations in this section cease to hold.


























2. Four-point -correlation function







































































































































(8.56) in the limit, !X
0



























































































































It should be emphasized that, if we use the reference distribution (8.32), we obtain two times (8.57).
IX. CONCLUDING REMARKS
In this paper, two related subjects are dealt with:
A) Deduction from rst principles of the perturbative framework for dealing with out-of-equilibrium relativistic
complex-scalar-eld systems.
B) Deduction from rst principles of the perturbative-loop-expansion framework for studying an O(N) linear 
model.
We have assumed the existence of two dierent spacetime scales, the microscopic and macroscopic. The rst small
scale characterizes the microscopic correlations and the second large scale is inherent in the relaxation phenomena.
Besides this setup, in principle, we have not made use of any further approximations. Let us summarize what has
been added and what has been claried in this paper. Some additional comments are also given.
64
3. On the issue A)
(1) The assumption that is necessary for the propagator to take the standard form has been singled out. In most
available work, among 2n-point initial correlation functions W
2n
(n  1), Eq. (3.13), W
2n
(n  2) are dropped
and only W
2
is kept into the propagator. This is so done as an approximation or by assuming some specic
form for the density matrix. In this paper, we have seen that, to what extent, W
2n
(n  2) may be discarded.
Whenever necessary, one can incorporate them into the perturbative framework (cf. [2]).
(2) We have emphasized that the perturbative framework is eective only when the inverse size of a spacetime cell
is much smaller than the infrared scale in the microscopic sector of the theory. In the present complex-scalar-







P ( = 0; 1; 2; 3) with  the coupling constant and P the typical
parameter(s) (of mass dimension) of the system.
(3) We have proposed mutually equivalent two perturbative schemes. Both of them lead to a generalized relativistic
kinetic or Boltzmann equation. Derivation of it has proceeded in a physically transparent manner. In the
physical-f scheme, the equation is derived through the process of redenition of the number-density or relativistic
Wigner function, from the initial number-density function to the physically sensible one. Traditional derivation of
the equation proceeds [2,13] in a rather abstract way, using the Dyson equation. (For the case of nonrelativistic
many-body theory, see, e.g., [39].) As seen in Section V, the Dyson equation is the equation that serves as
determining the full propagator in terms of the self-energy part. In other word, the Dyson equation simply
serves as an ecient way of resumming the self-energy part. Then, by referring to the full propagator thus
obtained, one introduces [2,13,39] a redened distribution function. It is this function that subjects to the
relativistic Boltzmann equation.
(4) In massless theories, divergence due to infrared and/or mass (or collinear) singularities appear in some amplitudes.
This occurs as a result of an interplay of bare massless propagators. By performing resummations of the self-
energy part for such propagators (cf. (5.11)), one can get rid of this divergence disaster (cf., e.g., [2,40]. For a
dierent calculational scheme, in which no divergence emerges, see [25].
4. On the issue B)
(1) Through introducing eective masses, which depend on the macroscopic spacetime coordinates, we have derived
self-consistent gap equation for them. Together with the generalized relativistic Boltzmann equation (cf. item
(3) above) and the equation of motion for the condensate elds, this constitutes the system of coupled equations,
which describes how the phase transition proceeds. It should be emphasized, however, that, as for other work
of this sort, the present scheme applies only for the systems away from the critical region.
(2) The negative curvature region of the \potential" has been dealt with by introducing random-force elds. To
leading one-loop order, this leads to negative correlation between the condensate elds.


















contains a derivative with respect to the








is not. This means that,









account, rediagonalization of the propagator in the (~; )-space is necessary, which leads to \physical" ~ and .
Finally, we mention two related works [4,15,30]. In the theories developed there, a \generalized mass (function)" is
introduced, which is 22 matrix in the \complex-time plane" and matrix elements are complex functions of spacetime.
Due to the last fact, the theories provide for a treatment of dissipative eects. The \generalized mass (function)" is
determined self consistently through renormalization [4,15] or through some optimization procedure [30]. Through
this process, the Boltzmann equation emerges. As applied to the O(N) linear  model, the part of the hat-Lagrangian
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APPENDIX A: MASS-DERIVATIVE FORMULA
Here an argument for necessity of adopting the jp
0






 to the Lagrangian
















































































(X ;P ) ' m
2
^
(X ;P ) ^
3
^
(X ;P ): (A2)
It is to be noted that (A2) is valid to the gradient approximation, i.e., the term with rst derivative (with respect to
X) is absent in (A2).
Substituting (4.28), we nally obtain

^





























If we adopt the jp
0
j prescription, f = f(X ;P ) is independent of m
2
(cf. (4.30)), so that 
^



































 in (A3) cannot be written in the \mass-derivative form" (A4).
We have conrmed the consistency between the mass-derivative formula and the jp
0
j prescription at least up to the
terms with second-order derivative with respect to X .
APPENDIX B: PROPERTIES OF THE SELF-ENERGY PART















) be a contribution from a loop diagram to the self-energy part in conguration space, where x




are those of internal vertices. Here an external














Let us rst show that, when one of the internal vertices, say z
i0
















































On the other hand, as can be easily be seen from (2.3), all the propagators in 
l





















































































































= 0 for the complex-scalar eld theory analyzed in Sections III-V and for the
O(N) linear  model in the the symmetric phase (cf. Section VIIA). This is not the case for the broken-symmetric
phase (cf. Section VIIB). As a matter of fact, in the region, where the curvature of the \potential" is negative,

























in studying this region, one should take this fact into account.




(x; y) (Eq. (4.42)) that comes from the counter Lagrangian does not invalidate the above












(x; y) (see (5.1)). From













also appears as an internal vertex of 
l
's. Using the form (4.42), we can readily see that the similar argument as
above after (B1) holds, so that (B3) and (B4) hold.
This completes the proof.
B.2. Proof of 
A




From the denition of G's, Eq. (2.3), it can easily be shown that
iG
11















This shows that, by taking a complex conjugate of iG
jl
(x; y), the index j [l] at the end point x [y] changes; j = 1





































































, etc., the index j changes; j = 1 (respect 2) ! 2 (respect 1). For




































































































: pure imaginary. (B9)
Using this in (5.4), we obtain 
A

















v A(x; u)B(u; v)C(v; y): (C1)
We wish to express this quantity using the macroscopic coordinate X = (x + y)=2 up to the rst order with respect
to the X dependence. To this end, we expand A as
A(x; u) = A((x + u)=2;x  u)






B and C may be expanded similarly. Substituting these into (C1) and Fourier transforming with respect to the
relative coordinates, we obtain

































where A = A(X ;P ), etc.











v f(x)A(x; u)B(u; v)C(v; y)g(y); (C3)
where f(x) and g(y) depend weakly on x. In a similar manner as above, we obtain
















































where f = f(X) and g = g(X).
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APPENDIX D: RENORMALIZABILITY OF OF THE THEORY BASED ON (5.46)
Let us call the perturbation theory based on (3.3) [(5.46)] the theory I [II]. We rst observe that, in theory II,












, theory II reduces to theory I, which is UV-
renormalizable. As stated in Section VE, the dierence between theory I and theory II lies in the fact that, in theory
II, (x)
y














be a renormalized and then nite Green function evaluated in theory I. In (D1), X is the center-of-mass coordinates of
the \reaction" described by   and irrelevant arguments have been dropped. If we are making a traditional perturbative
expansion,  
(l)
stands for the O(
l
) contribution and, if we are making a loop or  expansion,  
(l)
stands for the




; X) has come from various sources. Among those, the relevant one
to the following argument is the distribution function (in theory I), which we write f
I





written as a sum of integrals over momenta P 's, whose integrands contain f
I




, etc. In order to



































As stated in Section VE, in theory II, (x) is one-order higher thanM
2
(x). More precisely, in traditional perturbative
expansion, (x) = O() and, in loop expansion, (x) = O(). Then, we write (D3) as










































is of (l + l
0
)th order.
The distribution functions in theory I and in theory II are dierent. The UV-divergence issue is foreign to them.


























































(X)g = O() [O()]. Substituting (D3) - (D5) into (D2), we obtain a new series. Truncating this series
at the nth order, we obtain a perturbation series in theory II. It is obvious from the above argument that this series
is free from UV divergences.


































































































































and ! should be understood to be ! + i ( = 0
+
).



























































is the closed contour in a complex-p plane:
C
 
= 0 ! R !  iR ! 0 (R ! 1):
Here the contour segment (0 ! R) is on the real axis, (R !  iR) is on Re
 i
( = 0! =2), and ( iR ! 0) is on
the imaginary axis. The contribution from the contour segment (R !  iR) to (E4) vanishes in the limit R ! 1.
The contribution from ( iR! 0) is pure imaginary. Then, f(r; Z
0
) in (E3) is pure imaginary. Since (E2) is pure real,
when (E3) is used in (E2), (E3) should be canceled by other contribution(s), so that we can regard (E3) as vanishing.
In the complex-p plane, the integrand of (E3) has a branch point at p = ! + i. We take the branch cut to be a

































= 0! R! iR! i( + 0
+
)! i( + 0
+
) + !   
! i(   0
+
) + !   ! i(   0
+
)! 0 (R!1):
Here, (R ! iR) is on Re
i
( = 0 ! =2) and (i( + 0
+
) + !    ! i(   0
+
) + !   ) is on a circle of radius ,
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