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Abstract
In this paper we prove that the problem x′(t) = f (x(t)) + h(t), x(0) = 0, where f and h are non-
negative, f is finite a.e. and 1
f
, h are Lebesgue integrable, has an absolutely continuous solution.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
In this paper the following problem
x′(t) = f (x(t))+ h(t) a.e. in t ∈ [0, τ ],
x(0) = 0
is considered, where f and h are non-negative, f is finite a.e. and 1
f
, h are Lebesgue
integrable. The problem arises as a natural extension of a similar problem considered in [1].
See also [2, Corollary 7, p. 641].
Main result of our paper is presented in Section 2, supported by necessary definitions
and auxiliary lemmas given in Section 1. Section 3 contains examples and finals remarks.
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will be denoted by µ. For each τ > 0 we denote by C[0, τ ] the space of all continuous
functions x : [0, τ ] → R with the norm
‖x‖ = max
t∈[0,τ ]
∣∣x(t)∣∣.
Let us fix any a > 0 and suppose f : [0, a] → [0,∞] is measurable, finite a.e. in [0, a]
and such that
a∫
0
du
f (u)
< ∞.
Define g− : [0, a] → [0,∞), g+ : [0, a] → [0,∞),
g−(y) =
y∫
0
du
min{1, f (u)} , g+(y) =
y∫
0
du
1 + f (u) .
Suppose h : [0,∞) → [0,∞] is locally integrable and define H : [0,∞) → [0,∞),
H(t) = t +
t∫
0
h(s) ds.
Since f is non-negative and finite almost everywhere in [0, a], the functions g−, g+ are
strictly increasing. H is also strictly increasing, so we can define
τ = H−1(g+(a)). (1)
Observe that
τ  g+(a) g−(a)
and define z− : [0, τ ] → [0, a], z+ : [0, τ ] → [0, a],
z−(t) = g−1− (t), z+(t) = g−1+
(
H(t)
)
.
Lemma 1. The functions g−, g+, H,g−1− , g−1+ , H−1, z−, z−1− , z+, z−1+ are absolutely
continuous.
Proof. Clearly, g−, g+, z−1− , H are absolutely continuous. Since H ′(t)  1, a.e. in
[0,∞), H−1 is absolutely continuous and, analogously, so are g−1− , z−, z−1+ . It follows
from [1, proof of Theorem 4.1, p. 188], that g−1+ is absolutely continuous. And finally,
z+ = g−1+ ◦ H is also absolutely continuous. 
Let us denote by Z the set of all continuous functions x : [0, τ ] → [0, a] with the fol-
lowing properties:
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(b) for all s, t ∈ [0, τ ], s  t :
t − s  z−1−
(
x(t)
)− z−1− (x(s)) and
z−1+
(
x(t)
)− z−1+ (x(s))H(t) − H(s).
Lemma 2. If x ∈ Z, then both x and x−1 are strictly increasing and absolutely continu-
ous. Moreover, all the functions belonging to Z are absolutely equicontinuous and Z is a
compact subset of C[0, τ ].
Proof. 1. Since z−1− is strictly increasing, for 0 s < t  τ we have
z−1−
(
x(t)
)− z−1− (x(s)) t − s > 0,
which in turn implies that x and x−1 are strictly increasing.
2. z−1− is absolutely continuous, so x−1 is absolutely continuous as well, because, for
all α,β ∈ x[0, τ ], α  β , we have
x−1(β) − x−1(α) z−1−
(
x
(
x−1(β)
))− z−1− (x(x−1(α)))
= z−1− (β) − z−1− (α).
3. All the functions from Z are absolutely equicontinuous, i.e., for any ε > 0 there exists
δ > 0 such that for all y ∈ Z and any A ⊂ [0, τ ] the inequality µ(A) δ implies
µ
(
y(A)
)
< ε.
The proof of this fact is straightforward.
4. Clearly, Z is a closed subset of C[0, τ ]. For all y ∈ Z and all t ∈ [0, τ ], we have
z−(t) y(t) (z+ ◦ H)(t). It follows from 3 that functions belonging to Z are equicon-
tinuous, so Z is a compact set. 
2. Main result
Theorem 3. Given measurable f : [0, a] → [0,∞] and locally integrable h : [0,∞) →
[0,∞]. If f is finite almost everywhere in [0, a] and
a∫
0
du
f (u)
< ∞,
then there exists an absolutely continuous solution to the Cauchy Problem
x′(t) = f (x(t))+ h(t) a.e. in t ∈ [0, τ ],
x(0) = 0,where τ is given by (1).
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fn(x) = min
{
n,max
{
1
n
,f (x)
}}
, x ∈ [0, a],
hn(t) = min
{
n,h(t)
}
, t  0.
It follows from [2, Corollary 7] that the Cauchy Problem
x′(t) = fn
(
x(t)
)+ hn(t), t ∈ [0, τ ],
x(0) = 0,
has an absolutely continuous solution xn. We claim that xn ∈ Z.
For each t ∈ [0, τ ] we have
z′−(t) =
(
g−1−
)′
(t) = min{1, f (z−(t))},
z′+(t) =
(
g−1+ ◦ H
)′
(t) = [1 + f (z+(t))] · [1 + h(t)].
If t, s ∈ [0, τ ], t  s, then
z−1−
(
xn(t)
)− z−1− (xn(s))= g−(xn(t))− g−(xn(s))
=
xn(t)∫
xn(s)
du
min{1, f (u)}
=
t∫
s
x′n(v) dv
min{1, f (xn(v))} 
t∫
s
fn(xn(v)) dv
min{1, f (xn(v))}

t∫
s
dv = t − s,
and
z−1+
(
xn(t)
)− z−1+ (xn(s))=
xn(t)∫
xn(s)
du
[1 + f (u)] · [1 + h(z−1+ (u))]

t∫
s
[fn(xn(v)) + hn(v)]dv
1 + f (xn(v))

t∫
s
dv +
t∫
s
h(v) dv = H(t) − H(s).
Thus xn ∈ Z.
2. Since Z is compact, we denote by x ∈ Z the limit of a uniformly convergent subse-
quence of xn, n ∈ N. (For simplicity, in the following, the convergent subsequence of xn
will also be denoted by xn.) The functions fn ◦ xn, f ◦ xn, n ∈ N, and f ◦ x are measurable
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to f ◦ x in measure.
Let κ > 0 and ε > 0. For each z ∈ Z (see part 2 of the proof of Lemma 2),
(z−1)′(y)
(
z−1−
)′
(y), a.e. in y ∈ z[0, τ ],
so there exists η > 0 such that for every n ∈ N,
max
{
µ
(
x−1n (A)
)
,µ
(
x−1(A)
)}
<
κ
8
,
whenever µ(A) < η, A ⊂ [0, a].
By Luzin’s theorem, there exists a compact K ⊂ [0, a] such that f|K is continuous and
µ([0, a] \ K) < η.
Since f|K is uniformly continuous, there exists δ > 0 such that |u − v| < δ, u,v ∈ K ,
implies |f (u) − f (v)| < ε.
The sequence xn, n ∈ N, converges uniformly to x, so there exists n1 such that for each
n > n1, n ∈ N, we have
max
t∈[0,τ ]
∣∣xn(t) − x(t)∣∣< δ.
For each n ∈ N, define
Bn =
{
u ∈ [0, a]: f (u) < 1
n
}
, Cn =
{
u ∈ [0, a]: f (u) > n},
En = Bn ∪ Cn.
Obviously, because f is finite a.e. in [0, a] and ∫ a0 duf (u) < ∞, there exists n2 such that
for each n > n2, n ∈ N, we have
µ(Bn) <
η
2
, µ(Cn) <
η
2
and, consequently,
µ(En) µ(Bn) + µ(Cn) < η.
Suppose n > max{n1, n2} and define
Fn = x−1(K \ En) ∩ x−1n (K \ En).
We have∣∣fn(xn(t))− f (xn(t))∣∣= 0
for each t ∈ [0, τ ] \ x−1n (En), and∣∣f (xn(t))− f (x(t))∣∣< ε
for each t ∈ Fn. It is easy to verify that
µ
([0, τ ] \ Fn) µ(x−1([0, a] \ K))+ µ(x−1(En))
+ µ(x−1n ([0, a] \ K))+ µ(x−1n (En))
κ κ< 4 ·
8
=
2
.
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µ
({
t ∈ [0, τ ]: ∣∣fn(xn(t))− f (x(t))∣∣ ε})
 µ
({
t ∈ [0, τ ]: ∣∣fn(xn(t))− f (xn(t))∣∣ = 0})
+ µ({t ∈ [0, τ ]: ∣∣f (xn(t))− f (x(t))∣∣ ε})
<
κ
2
+ κ
2
= κ,
which means that fn ◦ xn converges to f ◦ x in measure.
3. Let f ◦ x be the limit of a subsequence of fn ◦ xn, n ∈ N, convergent a.e. in [0, τ ].
(For simplicity, in the following the subsequence will also be denoted by fn ◦xn.) We claim
that f ◦ x is integrable over [0, τ ] and for all t ∈ [0, τ ],
x(t) =
t∫
0
f
(
x(s)
)
ds +
t∫
0
h(s) ds. (2)
Fatou lemma yields the integrability of f ◦ x:
τ∫
0
f
(
x(s)
)
ds =
τ∫
0
lim inf
n→∞ fn
(
xn(s)
)
ds  lim inf
n→∞
τ∫
0
fn
(
xn(s)
)
< +∞.
If t = 0, then (2) holds. Take ε > 0 and t ∈ (0, τ ]. There exists n1, such that for each
n > n1, n ∈ N, we have∣∣xn(t) − x(t)∣∣< ε3 .
For each n ∈ N define
Fn =
{
s ∈ [0, τ ]: ∣∣fn(xn(s))− f (x(s))∣∣ ε9t
}
,
Hn =
{
s ∈ [0, τ ]: h(s) > n}.
By Lemma 2, there exists δ > 0, such that for any measurable set A ⊂ [0, τ ], µ(A) < δ,
we have∫
A
fn
(
xn(s)
)
ds 
∫
A
fn
(
xn(s)
)
ds +
∫
A
hn(s) ds =
∫
A
x′n(s) ds <
ε
9
,
and moreover,∫
A
f
(
x(s)
)
ds <
ε
9
,
∫
A
h(s) ds <
ε
6
.
Since fn ◦ xn converges to f ◦ x in measure and h is integrable over [0, τ ], there ex-
ists n2, such that for each n > n2, n ∈ N,µ(Fn) < δ, µ(Hn) < δ.
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Fn
fn
(
xn(s)
)
ds <
ε
9
,
∫
Fn
f
(
x(s)
)
ds <
ε
9
,
∫
Hn
h(s) ds <
ε
6
.
Fix n > max{n1, n2} and observe that
∣∣∣∣∣
t∫
0
[
fn
(
xn(s)
)− f (x(s))]ds
∣∣∣∣∣
∫
[0,t]∩Fn
fn
(
xn(s)
)+
∫
[0,t]∩Fn
f
(
x(s)
)
ds
+
∫
[0,t]\Fn
∣∣fn(xn(s))− f (x(s))∣∣ds
 ε
9
+ ε
9
+ t · ε
9t
= ε
3
and
∣∣∣∣∣
t∫
0
[
hn(s) − h(s)
]
ds
∣∣∣∣∣=
∣∣∣∣∣
t∫
0
[
min
{
n,h(s)
}− h(s)]ds
∣∣∣∣∣
=
∣∣∣∣
∫
Hn
[
n − h(s)]ds
∣∣∣∣ 2
∫
Hn
h(s) ds <
ε
3
.
Finally, we obtain
∣∣∣∣∣x(t) −
t∫
0
f
(
x(s)
)
ds −
t∫
0
h(s) ds
∣∣∣∣∣

∣∣x(t) − xn(t)∣∣+
∣∣∣∣∣
t∫
0
[
fn
(
xn(s)
)− f (x(s))]ds
∣∣∣∣∣+
∣∣∣∣∣
t∫
0
[
hn(s) − h(s)
]
ds
∣∣∣∣∣
<
ε
3
+ ε
3
+ ε
3
= ε. 
3. Examples and final remarks
Example 4. Let [0,1] =⋃∞n=1 An =⋃∞n=1 Bn, where An, Bn, n ∈ N, are measurable and
pair-wise disjoint. Let us take an > 0, bn  0, n ∈ N, such that
∞∑
n=1
µ(An)
an
< ∞ and
∞∑
n=1
bnµ(Bn) < ∞
and define f : [0,1] × [0,1] → [0,∞) by the formula
f (x, t) = an + bm, (x, t) ∈ An × Bm.
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x′(t) = f (x, t) a.e. in (x, t) ∈ [0,1] × [0,1],
x(0) = 0
has a solution.
Example 5. The function h(t) = 1
t
, t ∈ [0,∞) is not locally integrable and the problem
x′(t) = 1 + 1
t
a.e. in t ∈ [0,1],
x(0) = 0
has no solution.
Example 6. The problem
x′(t) =√x(t) a.e. in t ∈ [0,1],
x(0) = 0
has two solutions: x1(t) = 0, t ∈ [0,1], and x2(t) = 14 t2, t ∈ [0,1].
While considering differential equations, the main questions to be answered are ques-
tions about existence, uniqueness and continuous dependence of solutions. In this paper we
presented an answer to the existence question about the equation x′ = f ◦ x +h. Although
continuous dependence conditions can be established, since we deal with discontinuous
differential equations here, there is no reason to expect any connection between unique-
ness and continuous dependence.
The uniqueness problem for the autonomous equation x′ = f ◦ x was solved by Bind-
ing [1]. Adding a t-dependent element to the right-hand side causes the problem be more
difficult—and therefore the uniqueness problem for the equation x′ = f ◦ x + h still re-
mains open.
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