Abstract-It is shown that lattice codes can achieve capacity on the additive white Gaussian noise channel. More precisely, for any rate R less than capacity and > 0, there exists a lattice code with rate no less than R and average error probability upper-bounded by : These lattice codes include all points of the (translated) lattice within the spherical bounding region (not just the ones inside a thin spherical shell).
I. INTRODUCTION
Consider the additive white Gaussian noise (AWGN) channel with peak signal-power constraint S, i.e., each codeword x of an n-dimensional code for this channel must satisfy where jj 1 jj is the Euclidean norm. It is well known [1] that the capacity of this channel is argument and, hence, codes that achieve capacity may exhibit little or no structure, making them ill-suited for practical applications. It is, hence, of interest to investigate the maximal reliable transmission rates achievable by structured ensembles of codes. An important class of structured codes is the class of lattice codes. For the purpose of this correspondence we define a lattice code Cn as the intersection of a (possibly translated) n-dimensional full-rank lattice 3n with a region Bn of bounded support. What is the maximal reliable transmission rate achievable by means of lattice codes?
To take full advantage of the underlying lattice structure we would like to neglect the effects of the bounding region B n and simply decode to the nearest lattice point (which may or may not be a code point). This decoding procedure is often referred to as lattice decoding. The optimum decoding procedure, on the other hand, is minimum-distance decoding which maps the received point into the closest code point. Lattice decoding is, in general, significantly less complex and it results in a uniform probability of error among all codewords, i.e., the average and the maximum probability of error are equal. Minimum-distance decoding, on the other hand, minimizes the average probability of error but a "good" code with respect to an average probability of error criterion may contain some "bad" codewords.
The known facts about lattice codes for the AWGN channel can be summarized as follows.
1) For any rate R < 1 2 log 2 (S=N); there exists a lattice code Cn with arbitrarily small (maximum) probability of error when used with lattice decoding [2] . Moreover, the bounding region B n can be chosen to be the n-dimensional ball of radius p nS:
2) By choosing B n to be a "thin" spherical shell centered at the origin, rates up to capacity can be achieved with arbitrarily low average probability of error using a minimum distance decoder [3] , [4] . To prove the first result, de Buda used the Minkowski-Hlawka Theorem. Loeliger [5] , [6] derived the same result using a standard averaging argument for linear codes applied to lattices. He also conjectured that 1 2 log 2 (S=N) is indeed the highest achievable rate under lattice decoding. Regarding the second result, in [4] it was pointed out that because of the "thin" spherical bounding region these codes loose most of their structure and resemble more "random" codes.
In this correspondence we will use [3] and [4] to close one of the remaining gaps by showing that lattice codes with a bounding region equal to an n-dimensional ball as opposed to a spherical shell also achieve capacity under minimum-distance decoding. Compared to the codes used in [3] and [4] , these codes exhibit more structure which should facilitate their encoding and decoding process. Given the already known results this result is not surprising since in high dimensions most of the volume within a ball lies in a thin spherical shell and, hence, one might expect that most code points also lie in this spherical shell. This intuitive idea is made precise in Lemmas 1 and 3.
The main result of this correspondence is summarized by has rate lower-bounded by R and average probability of error of a minimum-distance decoder upper-bounded by : Although the techniques applied in our proof are drawn from the ones used in [3] and [4] , we introduce a simpler decoding rule which significantly simplifies the proof.
There are still several open questions concerning lattice codes. First, a proof of the conjecture that 1 2 log 2 S N is the capacity of lattice codes under lattice decoding is still missing. Secondly, as stated above, minimum-distance decoding leads, in general, to a nonuniform probability of error for individual codewords. Loeliger pointed out that the usual approach of deleting the worst half of all codewords is not applicable to lattice codes as this procedure destroys the structure of these codes. Hence, it still remains to be seen if lattice codes under a maximum probability of error condition do exist for rates close to 1 2 log 2 1 + S N : Both questions will be settled if one can prove that there exist a lattice code that achieves 1 2 log 2 1 + S N with a lattice decoder. Forney [7] has conjectured that this is the case if one interprets S as the average rather than the peak power constraint.
To make this correspondence self-contained, the MinkowskiHlawka Theorem and Blichfeldt's principle are stated in Appendix I.
II. THE PROOF
Let S be the peak signal energy per dimension and N be the noise variance. Let R be given such that
There exist numbers R 0 and S 0 such that
Let Tn be the n-dimensional closed ball of radius be the cardinalities of these codes, respectively. In the sequel we will also sometimes require a particular point x0 with coordinates Proof: For x 2 C n , let P C (x) be the probability of error of a minimum-distance decoder for Cn given that x was transmitted.
Denote byP C the probability of error of the suboptimum decoder which maps the received point into the nearest point within C 1 n : Then
Mn x2CP Lemma 2 [4, p. 737 ]:
Proof: LetP C be the average probability of error of a code C subject to a "minimum-angle" decision scheme defined as follows. If y is the received point then the decoder decides for For a minimum-angle decoder the decoding region associated to codeword x does not change if x is multiplied by an arbitrary positive constant. Let x 0 = (x); x 2 C 1 n : The minimum-angle 1 We do not worry about ties since they are elements of a set of zero probability. and, hence, C (x + Z) = x: This shows that
which together with (1) and (2) proves the claim.
Together with Lemma 1 this shows that
Next, we will bound P (C ) by defining a suitable suboptimum decoder.
For y 2 n nf0g and 0 < < =2, let B (y) be the n-dimensional In words, the decoding region for a codeword consists of those parts of its associated cone which do not overlap with any cone associated to another codeword. To completely specify the decoding function, we declare a decoding error whenever the received word is 
where a) follows from (4) Combining (3) and (5) we get 
Inserting (8) and (7) into (6) 
This shows that for every n 2 ; d n 2 + ; and ; 0 < < =2;
there exists a lattice code Cn(3 3 n ; s
3 ) with probability of error upperbounded by (10) where for the last inequality we used (9) . Choose d n = 2 0nR V 1 n and sin = 2 0R : We can think of the left-hand side as a Rieman sum with samples taken at the lattice points (excluding the origin).
APPENDIX II
A LEMMA CONCERNING P 3 n Lemma 3 Let 3 n be a lattice with fundamental region P n and determinant det (3n) and define 3 3 n with determinant det (3 3 n ) = dn such that
Let P 3 n (3 3 n ) be as defined in Lemma 3, i.e., 
We have ) n02 dx [11, p. 131] , and finally, j) is a consequence of Lemma 3 proved in Appendix II which states that V 1 n 2 s P M 1 n (3 3 n ; s) dV (s): The claim now follows since P 3 n has nonzero measure (see Lemma 3) .
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I. INTRODUCTION
We present an asymptotic analysis of multiple description scalar quantizers (MDSQ's), introduced in [1] for rth-power difference distortion measures and general source densities. A multiple description Manuscript received October 11, 1996 quantizer is designed for a communication system that connects the source to the destination via two (or more) channels. It is assumed that either of the two channels may be broken and that this information is known to the decoder but not the encoder. The objective is to design the encoder and decoder so as to minimize the average distortion when both channels work (referred to as the average central distortion) subject to constraints on the average distortion when only one of the channels works (referred to as the average side distortion). An achievable rate region for the multiple description source coding problem was given by El Gamal and Cover [3] , 1 for a memoryless source and a single-letter fidelity criterion. Ozarow [2] constructed the rate-distortion region for the special case of a memoryless Gaussian source and the squared-error distortion criterion. The binary-symmetric memoryless source with an error frequency distortion criterion has been studied by Berger and Zhang [4] , [5] , Ahlswede [6] , Witsenhausen and Wyner [7] , Wolf, Wyner, and Ziv [8] . It was conjectured that the achievable rate region given in [3] coincided with the rate-distortion region in cases other than the Gaussian memoryless source and the squared-error distortion criterion. However, this conjecture was disproved in [5] . There have been no results to date exactly characterizing the entire rate-distortion region for non-Gaussian sources and for sources with memory. An important special case of the multiple description problem is the problem of successive refinement of information [9] . In [9] , a necessary and sufficient condition for a rate distortion problem to be successively refinable is derived.
The design of MDSQ's was addressed in [1] and [10] , respectively. Vector quantizer design for the multiple description problem was addressed in [11] . Applications of multiple description source codes that have been explored so far are to speech transmission over packet-switched networks and to communication over correlated Rayleigh fading channels. Speech transmission over packet-switched networks was considered in [12] - [14] . In [15] , it was shown that for transmitting information from a memoryless Gaussian source over a Rayleigh fading channel, the multiple description approach results in good performance at low interleaving delays as compared to standard channel coding approaches. This conclusion was extended to sources with memory in [16] where, on an equal interleaving delay basis, significant performance improvements are obtained over channel codes for speech transmission over Rayleigh fading channels. Applications of multiple description codes to image and video transmission over lossy packet networks are considered in [17] .
The asymptotic analysis of single-channel quantizers is very relevant to the work presented here. Bennett [18] derived an asymptotic formula for the mean-squared error using a companding approach. This was extended to rth-power difference distortions by Algazi [19] . Panter and Dite [20] derived the optimum MSE performance of a level-constrained quantizer and Gish and Pierce [21] derived the performance of optimum entropy-constrained quantizers and showed that uniform threshold quantizers were optimum for this purpose in the limit of high level density. Bucklew and Wise [22] presented a sufficient condition under which Bennett's approximation is accurate.
The contribution of this correspondence is a derivation of the asymptotic performance of multiple description quantizers. Specifically, we derive expressions for the average side and central distortions and for the entropy when the number of quantization levels is large. We show that the optimum companding functions for the
