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Abstract
We consider generic properties of Lagrangians. Our main result is the
Theorem of Kupka-Smale, in the Lagrangian setting, claiming that, for a
convex and superlinear Lagrangian defined in a compact surface, for each
k ∈ R, generically, in Man˜e´’s sense, the energy level, k, is regular and all
periodic orbits, in this level, are nondegenerate at all orders, that is, the
linearized Poincare´ map, restricted to this energy level, does not have roots of
the unity as eigenvalues. Moreover, all heteroclinic intersections in this level
are transversal. All the results that we present here are true in dimension
n ≥ 2, except one (Theorem 18), whose proof we are able to obtain just for
dimension 2.
1 Introduction
Our main purpose here is to obtain generic properties, in the sense of Man˜e´
(see [8], [13]), for a convex and superlinear Lagrangian, in a fixed smooth
and compact surface M without boundary.
Our main result is the Kupka-Smale Theorem , claiming that, for each,
k ∈ R, generically, this level is regular, all periodic orbits in this level are
nondegenerate at all orders and all heteroclinic intersections in this level are
transversal. Where, Nondegeneracy of order m, means that, the linearized
Poincare´ map, restricted to this energy level, does not have m-roots of the
unity as eigenvalues.
In the proof of the Kupka-Smale Theorem , we will use the Nonde-
generacy Lemma (Lemma 4) and a Perturbation Lemma (Lemma 9) for
∗Supported by CAPES, scholarship.
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2Lagrangian submanifolds in order to get the transversality of heteroclinic
intersections.
The Kupka-Smale Theorem , in this formulation, resembles the Bumpy
Metrics Theorem, for geodesic flows, formulated by R. Abraham in 1968,
and proved by D. V. Anosov in 1983 (Anosov, [4]).
The work of W. Klingenberg and F. Takens [12] in the Bumpy Met-
rics Theorem proof was corrected by Anosov [4] using an induction method
similar to the one used by M. Peixoto [16] in the proof of the classical
Kupka-Smale Theorem.
In this work, we will employ the same techniques used by Anosov [4],
adapted to perturbations by potentials. In order to apply to the case of
perturbation by potentials, it is necessary to introduce a modification of the
standard argument in the Control Theory for differential equations, initially
used by Klingenberg [11], for geodesic flow perturbation setting, by J. A.
Miranda [14] for magnetic flows on surfaces and by Contreras [7] for the
proof of Franks’ Lemma for geodesic flows. In this case we do not have
especial coordinates, like Fermi coordinates, as in [11], [14] and [7], thus
we introduce a new method without the use of tubular neighborhoods, that
solves this trouble. In the beginning of the proof we use an argument similar
to the one used by Robinson [17], Lemma 19, Pg. 592, but the proof is quite
different.
Observe that the generic properties in Man˜e´’s sense cannot be obtained
from the pioneering work of Robinson in the general Hamiltonian setting
(see [17] and [18]) because the set of all Hamiltonians is bigger than the set
of all potentials in M .
The transversality is the easy part. Here we follow the approach of
Contreras & Paternain [9], Lemma 2.6 or J.A. Miranda [14], Lemma 3.9.
The problem in this case is to construct an explicit potential that represents
the perturbation.
The main obstacle in the proof of the Kupka-Smale Theorem in dimen-
sion n > 2 is the nature of the perturbation constructed. As in Contreras [7],
Lemma 7.3 and 7.4, we need to solve a matrix equation in the Lie algebra of
the symplectic group Sp(n) = {Symplectic matrices 2n×2n}. The solubility
of this equation is strongly related with the existence of repeated eigenval-
ues of the matrix Hpp in local coordinates. The problem is that we can not
change this characteristic by adding a potential. Moreover, the equation
involved is very complex too.
However, we point out that the Kupka-Smale Theorem in dimension 2 is
a strong result in the study of generic Lagrangians because it works below
the critical level. More than that, it can be combined with other results on
the structure of Aubry-Mather sets in surfaces, like Haeflinger theorem for
Mather measures with rational homology in an orientable surface, claiming
that such measures are supported in periodic orbits, and results on the
nonexistence of conjugated points in the Aubry-Mather sets from Contreras
3and Iturriaga [6], in order to guarantee the hyperbolicity of the periodic
orbits in this set.
2 The Kupka-Smale Theorem
We consider (M ; g) a, n- dimensional, smooth and compact, Riemannian
manifold without boundary, L : TM → R, a Lagrangian in M , convex
and fiberwise superlinear (see [8] to definitions) and H : T ∗M → R the
associated Hamiltonian obtained by Legendre transform.
In the study of generic properties of Lagrangians we use the concept
of genericity due to Man˜e´. The idea is that, the properties studied in the
Aubry-Mather theory become much more strongest in this generic setting.
For more details and applications see [6], [8], [14] and [13].
We will say that a property P is generic, in Man˜e´’s sense, for L, if there
exists a generic set O ⊂ C∞(M ;R), in C∞ topology, such that, for all f ∈ O,
L+ f has the property P.
Consider EL(x, v) =
∂L
∂v (x, v) · v−L(x, v) the energy function associated
to L and εkL = {(x, v) ∈ TM | EL(x, v) = k} the set of all points in the
energy level k.
Let θ ∈ TM be a periodic point of positive period, Tmin of the Euler-
Lagrange flow φLt : TM → TM . Fixed a local section transversal to this
flow, Σ contained in the energy level of θ, there exists a smooth function
τ : U ⊂ Σ → R, such that, τ(θ) = Tmin which is the time of first return to
Σ, such that the map P (Σ, θ) : U → Σ given by
P (Σ, θ)(θ) = φLτ(θ)(θ)
is a local diffeomorphism and θ is a fix point of P (Σ, θ). This map is called
Poincare´ first return map. We will say that θ (or the orbit of θ) is a nonde-
generate orbit of order m ≥ 1 for L if
Ker((dθP (Σ, θ))
m − Id) = 0.
The property of Nondegeneracy of order m means that dθP (Σ, θ) does not
have m-roots of the unity as eigenvalues.
If we are interested in the Hamiltonian viewpoint of the described La-
grangian dynamics, then we consider the Hamiltonian H associated to L by
the Legendre transform in the speed, that is,
H(x, p) = max
v∈TxM
{pv − L(x, v)}.
Let XH be the Hamiltonian field, which is the unique field XH in T ∗M
such that ωϑ(X
H(ϑ), ξ) = dϑHξ for all ξ ∈ TϑT
∗M . In the local coordi-
nates (x, p), XH = Hp
∂
∂x − Hx
∂
∂p . We denote by ψ
H
t : T
∗M → T ∗M the
4flow in T ∗M associated with the Hamiltonian field XH : T ∗M → TT ∗M .
This flow preserves the canonical symplectic form ω. Since L is a convex
and superlinear Lagrangian we have that H is a convex and superlinear
Hamiltonian. Using the Legendre transform
p = Lv(x, v) and v = Hp(x, p),
we have that, Hpp(x, p) is positive defined in T
∗
xM , uniformly in x ∈ M .
Observe that the Legendre transform associates the energy level εLk with the
level set H−1(k) of H. From the conjugation property between Lagrangian
and Hamiltonian viewpoint, the nondegeneracy of an orbit is equivalent in
both senses.
One can prove that the restriction of the symplectic form ω to TϑΣ
is nondegenerate and closed form, therefore the Poincare´ map is symplec-
tic.Moreover,
dϑψ
H
Tmin(ξ) = −dϑτ(ξ)X
H + dϑP (Σ, ϑ)(ξ), ∀ξ ∈ TϑΣ.
Therefore we have that
dϑψ
H
Tmin
|TϑH−1(k)=
[
1 dϑτ
0 dϑP (Σ, ϑ)
]
,
in general for T = mTmin
dϑψ
H
T (ξ) = −dϑτ(
∑M−1
i=0 dϑP (Σ, ϑ)
i)(ξ)XH + dϑP (Σ, ϑ)
m(ξ), ∀ξ ∈ TϑΣ.
So, the condition of that ϑ is nondegenerate of order m ≥ 1 is equivalent
to say that the algebraic multiplicity of λ = 1 as eigenvalue of dϑψ
H
T |TϑH−1(k)
is equal to 1, because the characteristic polynomials are related by pdϑψHT
(λ) =
(1− λ) · pdϑP (Σ,ϑ)m(λ).
Our main result is the Kupka-Smale Theorem that relies the Bumpy
Metrics Theorem proved by Anosov [4], but here for the Lagrangian setting.
We state our main result just when dim(M) = 2 because we do not know
the proof for Theorem 18 when dim(M) = n ≥ 3. This problem remains an
open question.
Theorem 1. (Kupka-Smale Theorem) Suppose dim(M) = 2. Let L :
TM → R, be a Lagrangian in M , convex and fiberwise superlinear. Then,
for each k ∈ R, the property
i) εkL is regular;
ii) Any periodic orbit in the level εkL is nondegenerate for all orders;
iii) All heteroclinic intersections, in this level, are transversal.
is generic for L.
3 Proofs of the main results
Given k ∈ R, we define the set of the regular potentials for k, as being
R(k) = { f ∈ C∞(M ;R) | εkf := (H + f)
−1(k) is regular },
5where H is the associated Hamiltonian.
Lemma 2. Consider k ∈ R and f0 ∈ C
∞(M ;R). For each sequence fn →
f0 in C
∞(M ;R) topology and points ϑn = (xn, pn) ∈ ε
k
fn
there exists a
subsequence ϑni → ϑ0 ∈ ε
k
f0
.
In fact, this lemma is an easy consequence of the compactness of the
energy level.
Theorem 3. (Regularity of the energy level) Given k ∈ R, the subset R(k)
is open and dense in C∞(M ;R).
Proof. The openness of the set R(k) follows directly of the Lemma 2. In
order to obtain the density of R(k) in C∞(M ;R), consider f0 ∈ C
∞(M ;R)
and U , a neighborhood that contains a ball of radius ε > 0, and center, f0.
We claim that U ∩ R(k) 6= ∅. In fact, if it is not the case, we can achieve
a contradiction by considering the Hamiltonian Hδ := H + (f0 + δ), with
δ ∈ (0, ε). 
The Nondegeneracy Lemma
Given k ∈ R and 0 < a ≤ b ∈ R, we define the set Ga,bk ⊆ R(k) as
Ga,bk = {f ∈ R(k) | all periodic points ϑ ∈ (H + f)
−1(k), with Tmin(ϑ) ≤ a
are nondegenerate of order m for H + f , ∀m ≤ bTmin }. Observe that,
if we have a, a′, b, b′ ∈ R, such that, 0 < a, a′ < ∞, a ≤ a′ and b ≤ b′,
then Ga
′,b′
k ⊆ G
a,b
k . We define G(k) =
+∞⋂
n=1
Gn,nk . Then G(k) is the set of all
potentials f ∈ R(k) such that, all periodic orbits with positive period in the
energy level (H + f)−1(k) are nondegenerate of all orders for H + f .
Lemma 4. (Nondegeneracy Lemma) Given k ∈ R and 0 < c ∈ R, the set
Gc,ck is open and dense in C
∞(M ;R).
If Gk is generic, then generically in L, the energy level k is regular and
all periodic orbits in this level are nondegenerate of all orders for H + f .
Thus, we must to prove that Gc,ck is open in C
∞(M ;R) , ∀c ∈ R+ and dense
in R(k), since Theorem 3, implies that R(k) is dense in C∞(M ;R). The
proof of this lemma requires a sequence of technical constructions.
Lemma 5. Given k ∈ R and f0 ∈ R(k) there exists a neighborhood, U , of
f0 in C
∞(M ;R) and 0 < α := α(U , f0) such that, for all f ∈ U , the period
of all periodic orbits of H + f , in the level (H + f)−1(k) , is bounded below
by α.
6Proof. If we suppose that our claiming is false, we get the existence of
sequences, U ∋ fn → f0, Tn > 0 with Tn → 0 and ϑn ∈ (H + fn)
−1(k) such
that ψH+fnTn (ϑn) = ϑn.
From Lemma 2, we can choose a subsequence such that
dT ∗M (ψ
H+fn
t (ϑ0), ϑ0) = 0, ∀t > 0
, that is, ϑ0 ∈ (H + f0)
−1(k) which is a fix point, contradicting the fact of
f0 ∈ R(k). 
Lemma 6. Given k ∈ R, a, b ∈ R with 0 < a ≤ b <∞, the set Ga,bk is open
in C∞(M ;R).
Proof. If, Ga,bk 6= ∅, take f0 ∈ G
a,b
k . If f0 is not an interior point we
get the existence of a sequence fn → f0 where fn 6∈ G
a,b
k . Therefore, there
exists ϑn ∈ (H + fn)
−1(k), Tn = Tmin(ϑn) ∈ (0; a] and natural numbers
ℓn ≥ 1 such that, ℓnTn ≤ b, ψ
H+fn
ℓnTn
(ϑn) = ϑn and dϑnψ
H+fn
ℓnTn
do not have
1 as eigenvalue with algebraic multiplicity bigger than 1. Consider U0 and
0 < α := α(U0, f0) < a as in Lemma 5. Choosing a subsequence we can
assume that fn ∈ U0 and therefore Tn ∈ [α; a], with ϑn → ϑ0 ∈ ε
k
f0
, Tn → T0,
ℓn = ℓ0, 0 < α ≤ T0 ≤ a and ℓ0T0 ≤ b. Then ψ
L+f0
ℓ0T0
(ϑ0) = ϑ0, and
dϑ0ψ
H+f0
ℓ0T0
has 1 as eigenvalue with algebraic multiplicity bigger than 1, that
is, ϑ0 is a periodic orbit with minimal period ≤ a, degenerate of order
ℓ0 ≤
b
T0
, contradicting the fact of f0 ∈ G
a,b
k . 
In order to prove that Gc,ck is dense in C
∞(M ;R) , ∀c ∈ R+, we observe
that is enough show that, Gc,ck is dense in R(k). So, we can reduce this proof
to a local approach. More precisely, the claim is a direct consequence of the
following Reduction Lemma, whose proof we will present in the Section 4.
Lemma 7. (Reduction Lemma) For each c ∈ R+, and any f0 ∈ R(k), there
exists an open neighborhood Uf0 of f0, such that, G
c,c
k ∩ Uf0 is dense in Uf0.
Thus the Nondegeneracy Lemma is proven.
Proof of the Kupka-Smale Theorem
Consider a periodic orbit γ = {φLt (θ0), 0 ≤ t ≤ T} ⊆ H
−1(k), in T ∗M ,
where H is the Hamiltonian associated to L by the Legendre transform. We
will say that this orbit is hyperbolic if the Poincare´ map associated does
not have eigenvalue of norm 1. It is clear that the hyperbolicity implies
in the nondegeneracy property. The converse is not true. There exists
nondegenerate orbits such that all eigenvalues has norm 1. Such orbits will
7be called elliptic orbits. We define the strong stable and strong unstable
manifolds, of γ in θ0 = γ(0), as
W ss(θ0) = {θ ∈ H
−1(k) | lim
t→+∞
d(φLt (θ0), φ
L
t (θ)) = 0}
and
W us(θ0) = {θ ∈ H
−1(k) | lim
t→−∞
d(φLt (θ0), φ
L
t (θ)) = 0}.
Respectively we define the stable and unstable manifolds (weak) of γ as
W s(γ) =
⋃
t∈R
φLt (W
ss(θ0)) and W
u(γ) =
⋃
t∈R
φLt (W
us(θ0)).
From the general theory of the Lagrangians systems we know that, W s(γ),
W u(γ) ⊂ H−1(k) are Lagrangians submanifolds of TM , with the symplectic
twist form, given by ω(ξ, ζ) = 〈(ξh, ξv)
∗, J(ζh, ζv)〉 in local coordinates.
A point θ ∈ H−1(k), is heteroclinic if θ ∈ W s(γ1) ∩ W
u(γ2). where
γ1, γ2 ⊂ H
−1(k) are hyperbolic periodic orbits. Additionally, if TθW
s(γ1)
+TθW
s(γ2) = TθH
−1(k), that is, if W s(γ1) ⋔θ W
u(γ2) then θ will be called
a transversal heteroclinic point, same thing for homoclinics.
A fundamental domain for W s(γ) (or W u(γ)) is a compact subset D ⊂
W s(γ), such that, all orbits in W s(γ) intercepts D in one point, at least.
One can show that there exists fundamental domains arbitrarily small and
arbitrarily close to γ. Fixed a > 0 we define the local stable and local
unstable submanifolds of γ as being
W sa (γ) = {θ ∈W
ss(γ) | dW ss(γ)(θ, γ) < a}
and
W ua (γ) = {θ ∈W
us(γ) | dWus(γ)(θ, γ) < a}.
They are Lagrangians submanifolds of TM .
In order to prove the Kupka-Smale Theorem , we define Kak = {f ∈ G
a,a
k |
∀γ1, γ2 ⊂ (H + f)
−1(k), hyperbolic periodic orbits
for L+ f , with period ≤ a we have W sa (γ1) ⋔W
u
a (γ2)} and K(k) =
⋂
n∈N
Knk .
It is clear that the properties (i), (ii) and (iii) of the Kupka-Smale Theo-
rem are valid for all f ∈ K(k). Thus, in order to prove the Kupka-Smale
Theorem , we must to show that K(k) is generic, or equivalent, that each,
Knk is an open and dense set (in C
∞ topology). Since, the local stable and
unstable manifolds depends C1 continuously on compact parts, of the La-
grangian field, we get the openness of Knk , because the transversality is an
open property.
The next lemma can be found in Paternain [15], Proposition 2.11, Pg.34,
for the geodesic case, but here we present a Lagrangian version.
8Lemma 8. (Twist Property of the vertical bundle) Let L be a smooth,
convex and superlinear, Lagrangian in M , θ ∈ TM and F ⊂ TθTM an
Lagrangian subspace for the twist form in T ∗M . Then, the set,
ZF = {t ∈ R | dθφ
L
t (E) ∩ V (φ
L
t (θ)) 6= ∅}
is discrete, where V is the vertical bundle in M .
The next lemma allow us to make a local perturbation of a potential f
in such way that the correspondent stable and unstable manifolds become
transversal in a certain heteroclinic point θ. The density of Kak follows from
Lemma 10.
Lemma 9. Let L be a Lagrangian, and f ∈ C∞(M,R). Given γ1, γ2 ⊂
(H − f)−1(k) hyperbolic periodic orbits with period ≤ a and θ ∈ W ua (γ2),
such that, the canonic projection π |Wua (γ2) is a local diffeomorphism in θ
and U, V , are neighborhoods of θ in TM such that θ ∈ V ⊂ V¯ ⊂ U . Then,
there exists f¯ ∈ C∞(M,R), such that,
i) f¯ is C∞ close to f ;
ii) supp(f − f¯) ⊂ π(U);
iii) γ1, γ2 ⊂ (H − f¯)
−1(k) are hyperbolic periodic orbits to f¯ , with the same
period as to f ;
iv) The connected component of W ua (γ2) ∩ V that contains θ is transversal
to W s(γ1).
Proof. Initially we consider the Hamiltonian H − f associated to the La-
grangian L+ f by the Legendre transform L:
H − f(x, p) = sup
v∈TxM
{p(v)− (L+ f)(x, v)}
with the canonic symplectic form of T ∗M , ω =
∑
dxi ∧ dpi.
We know, from the general theory of the Hamiltonian systems, that
γ1, γ2 are in correspondence, by Legendre transform with hyperbolic periodic
orbits of same period, γ˜1, γ˜2 ⊂ (H−f)
−1(k) for the Hamiltonian flow ψH−ft .
Consider W˜ u(γ˜2) and W˜
s(γ˜1), respectively, the invariant submanifolds, they
will be Lagrangian submanifolds of T ∗M , and ϑ = L(θ) ∈ W˜ u(γ˜2). If
π : TM → M and π∗ : T ∗M → M are the canonic projections, then
dϑπ
∗ = dθπ ◦ (dθL)
−1. Therefore the canonic projection π∗ |W˜u(γ˜2) is a local
diffeomorphism in ϑ. Moreover, XH−f (ϑ) = dθL ◦X
L+f (θ) 6= 0. Thus we
can prove the lemma in the Hamiltonian setting. By [9], Lemma A3, we
can find a neighborhood U of ϑ, and V ⊂ U , such that, V ⊂ V¯ ⊂ U , and
a Lagrangian submanifold, N , C∞ close to W˜ u(γ˜2), satisfying the following
conditions
1) ϑ ∈ {U\V¯ }
92) N ∩ {U\V¯ } = W˜ u(γ˜2) ∩ {U\V¯ } ⊂ (H − f)
−1(k);
3) N ∩ V¯ ⋔ W˜ s(γ˜1) ∩ V¯ .
As, N is C∞ close to W˜ u(γ˜2), we have that the canonic projection π
∗ |N
is a local diffeomorphism in ϑ. If U is small enough, thenN∩U = {(x, p(x)) |
x ∈ π∗(u)} that is, N |U is a C
∞(M,R) graph. We define the following
potential, f¯ ∈ C∞(M,R),
f¯(x) =
{
f(x) if x ∈ π∗(U)C
H(x, p(x)) − k if x ∈ π∗(U)
Observe that, supp(f − f¯) ⊂ π∗(U) and ϑ 6∈ supp(f − f¯), moreover,
choosing U small enough, we will have that π∗(U)∩{γ˜1, γ˜2} = ∅ and there-
fore γ˜1, γ˜2 still, hyperbolic periodic orbits of same period for the Hamiltonian
flow ψH−f¯t , contained in (H − f¯)
−1(k). We denote W¯ u(γ˜2) and W¯
s(γ˜1), the
invariant manifolds for the new flow ψH−f¯t . Clearly (H − f¯)(N ) = k. By
[9], Lemma A1, we have that N is ψH−f¯t invariant. Since, W¯
u(γ˜2) depends
only of the negative times and, the connected component of W¯ u(γ˜2) ∩ U
that contains ϑ and N are coincident in a neighborhood of γ˜2 disjoint of
supp(f − f¯), we have N = W¯ u(γ˜2). On the other hand, as W¯
s(γ˜1) depends
only of the positive times and f = f¯ in {U\V¯ }, we have W¯ s(γ˜1) = W˜
s(γ˜1).
Since N ∩ V¯ ⋔ W˜ s(γ˜1) ∩ V¯ , we have W¯
u(γ˜2) ∩ V¯ ⋔ W˜
s(γ˜1) ∩ V¯ . From the
initial considerations we choose L+ f¯ . The lemma is proven. 
Lemma 10. The set Knk , is dense in C
∞(M,R), for all n ∈ N.
Proof. Take f0 ∈ C
∞(M,R), by the Nondegeneracy Lemma we can find f0
arbitrarily close to f ′ ∈ Gn,nk , which is open and dense. Thus, is enough to
find f arbitrarily close to f ′, such that, for any γ1, γ2 ⊂ (H−f)
−1(k), hyper-
bolic periodic orbits of period ≤ n, is validW sn(γ1) ⋔W
u
n (γ2). Then, f ∈ K
n
k
and f is arbitrarily close to f0. Given γ1, γ2 ⊂ (H + f
′)−1(k) hyperbolic pe-
riodic orbits of period ≤ n, in order to conclude that W sn(γ1) ⋔ W
u
n (γ2) we
should to prove that W sn(γ1) ⋔D W
u
n (γ2) where D is a fundamental domain
ofW u(γ2) , because ifW
s(γ1) ⋔θ W
u(γ2) thenW
s(γ1) ⋔φL+f
′
t (θ)
W u(γ2), ∀t.
Take D a fundamental domain ofW u(γ2) and θ ∈ D. By the inverse function
theorem we know that π|Wu(γ2) is a local diffeomorphism in θ if, and only
if, TθW
u(γ2) ∩ Kerdθπ = 0. As W
u(γ2) is a Lagrangian submanifold we
have, from Lemma 8, that {t ∈ R | dθφ
L
t (TθW
u(γ2)) ∩Ker dφL+f
′
t (θ)
π 6= ∅},
is discrete. Then there exists t(θ) arbitrarily close to 0, such that, π|Wu(γ2)
is a local diffeomorphism in θ˜ = φL+f
′
t(θ) (θ). As, f
′ ∈ Gn,nk , we can choose,
t(θ), such that, π(θ˜) does not intercept any periodic orbit of period ≤ n.
Fix a neighborhood U , of θ˜, arbitrarily small, such that, π(U) does not in-
tercept any periodic orbit of period ≤ n. Taking V , a neighborhood of θ˜,
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such that, V ⊂ V¯ ⊂ U , from Lemma 9, we can find f1 = f
′ in π(U)C , such
that, the connected component of W un (γ2) ∩ V¯ (to the new flow) contain
θ˜, and is transversal to W s(γ1) (to the new flow). Taking V¯1 = φ
L+f1
t′ (V¯ )
we will have that W un (γ2) ⋔ W
s(γ1). We can cover the fundamental do-
main D with a finite number of neighborhoods like V¯1, that is, W1, ...,Ws.
Since the transversality is an open condition and the local stable (unstable)
manifold depends continuously on compact parts, we can choose succes-
sively Wi+1 such that the transversality in Wj, j ≤ i, is preserved. Thus,
W un (γ2) ⋔W
s
n(γ1). 
4 Proof of the Reduction Lemma
For the proof of the Reduction Lemma (Lemma 7) we will use an induction
method similar to the one used by Anosov [4], using transversality arguments
as described in Abraham [1] and [2]. In this way, we remember a usefull
theorem, the Parametric Transversality Theorem of Abraham.
Remember that, if X is a topological space. A subset R ⊆ X is said
generic if R is a countable intersection of open and dense sets. The space X
will be a Baire Space if all generic subsets are dense. For additional results
and definitions of Differential Topology, see [2], [3] or [5].
Theorem 11. ([2], pg. 48, Abraham’s Parametric Transversality Theorem)
Consider X a submanifold finite dimensional (with boundary or boundary-
less), Y a boundaryless manifold and S ⊆ Y a submanifold with finite codi-
mension. Consider B boundaryless manifold, ρ : B → C∞(X;Y) a smooth
representation and your evaluation evρ : B × X → Y. If X and B are Baire
spaces and evρ ⋔ S then the set R = {ϕ ∈ B | ρϕ ⋔ S} is a generic subset
(and obviously dense) of B.
Given a Hamiltonian H we define the normal field associated, as be-
ing the gradient field, Y H = ∇H = Hx
∂
∂x + Hp
∂
∂p in T
∗M . Observe
that JY H = XH , where J is the canonic sympletic matrix. We denote
ψH
⊥
s : T
∗M × (−ε, ε) → T ∗M the flow in T ∗M generated by the normal
field. Let us briefly describe the properties of the normal field. Initially
observe that ωϑ(Y
H ,XH) = H2x + H
2
p , ∀ϑ ∈ T
∗M . If XH(ϑ) 6= 0 then
0 6= Y H(ϑ) 6∈ TϑH
−1(k) where k = H(ϑ), that is Y H points to the outside
of the energy level. From the compactness of the energy level H−1(k) we
have that the flow of the normal field, restricted to H−1(k) is defined in
H−1(k) × (−ε(H), ε(H)) where ε(H) > 0 is uniformly defined in H−1(k).
Then the flow of the normal field is defined in a neighborhood of the energy
level H−1(k). The action of the differential of the normal flow through an
orbit is given by {
Z˙H(s) = H(γ(s))ZH(s)
ZH(0) = Y H(ϑ)
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whereH is the hessian matrix of H. The main property of Y H is to establish
a sympletic decomposition of TϑT
∗M given by the next proposition.
Proposition 12. Consider the normal field Y H associated to H in the reg-
ular energy level, H−1(k). Then, for each ϑ ∈ H−1(k), periodic of period
T > 0, there exists a symplectic base {u1, ..., un, u
∗
1, ..., u
∗
n} of TϑT
∗M veri-
fying
(i) u1 = X
H and u∗1 = −
1
H2x+H
2
p
Y H ;
(ii) W1 = 〈u1, u
∗
1〉
⊥ ⊂ TϑH
−1(k) in particular, TϑH
−1(k) = 〈u1〉 ⊕W1;
(iii) If Σ ⊂ H−1(k) is a section transversal to the flow, such that, TϑΣ =W1,
we have that dϑP (Σ, ϑ)W1 ⊆ W1;
(iv) If T = mTmin(ϑ), then dϑψ
H
T u1 = u1 and dϑψ
H
T u
∗
1 = cu1 + u
∗
1 + ξ,
ξ ∈ W1. In particular, (dϑψ
H
T − Id)(TϑT
∗M) ⊆ 〈u1〉 ⊕W1 = TϑH
−1(k).
(v) There exists, ε > 0 uniform in ϑ ∈ H−1(k), such that, the map eϑ :
(−ε, ε)→ R given by eϑ(s) = H ◦ ψ
H⊥
s (ϑ) is injective with eϑ(0) = k.
Using the normal field we are able to construct an representation, in
order to apply the Parametric Transversality Theorem.
Proposition 13. Given k ∈ R, 0 < a < b < +∞, and f0 ∈ R(k), consider
the normal field Y H+f0 as described before, ε = ε(H + f0) > 0 as in the
Proposition 12, (v), and the sets, Uf0 ⊂ R(k) a C
∞ neighborhood of f0,
α = α(Uf0) > 0 as in Lemma 5, X = T
∗M × (a, b) × (−ε, ε) and Y =
T ∗M × T ∗M × R. Then the map ρ : Uf0 → C
∞(X;Y) given by ρ(f) := ρf ,
where
ρf (ϑ, t, s) = (ψ
H+f⊥
s (ϑ), ψ
H+f
t (ϑ), (H + f)(ϑ)− k)
is an injective representation (see [1] or [2]).
Proof. Initially we point out that ρ is well defined, therefore Y has the struc-
ture of a product manifold. Writing ρf = (ρ
1
f , ρ
2
f , ρ
3
f ), where ρ
1
f (ϑ, t, s) =
ψH+f
⊥
s (ϑ), ρ2f (ϑ, t, s) = ψ
L+f
t (ϑ), ρ
3
f (ϑ, t, s) = (H + f)(ϑ) − k, we can see
that each coordinate is a smooth function. Thus ρf ∈ C
∞(X;Y). Observe
that ρ is injective. Indeed, if ρf1 = ρf2 then (H+f1)(ϑ)−k = (H+f2)(ϑ)−k,
for all ϑ ∈ T ∗M , so f1(x) = f2(x), for all x ∈ M . Thus f1 = f2. We must
to verify that evρ : Uf0×X→ Y is smooth. Since Uf0×X have the structure
of product manifold , we can write
d(f,x)evρ :=
∂evρ
∂f
(f, x) +
∂evρ
∂x
(f, x), ∀(f, x) ∈ Uf0 × X
It is clear that
∂evρ
∂x (f, x) is always defined as
∂evρ
∂x (f, x) = dxρf . More pre-
cisely, given (ξ, t˙, s˙) ∈ Tx=(ϑ,T,S)X we have
∂evρ
∂x
(f, x)(ξ, t˙, s˙) = dxρf (ξ, t˙, s˙) =
d
dr
ρf (ϑ(r), t(r), s(r)) |r=0=
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=
d
dr
(ψH+f
⊥
s(r) (ϑ(r)), ψ
H+f
t(r) (ϑ(r)), (H + f)(ϑ(r))− k) |r=0=
(dϑψ
H+f⊥
S (ξ) + s˙Y
H+f (ψH+f
⊥
S (ϑ)), dϑψ
H+f
T (ξ) + t˙X
H+f (ψH+fS (ϑ)),
dϑ(H + f)(ξ)).
Observe that, if S = 0 and ψH+fS (ϑ) = ϑ, then
∂evρ
∂x
(f, x)(ξ, t˙, s˙) = (ξ + s˙Y H+f (ϑ), dϑψ
H+f
T (ξ) + t˙X
H+f (ϑ),
dϑ(H + f)(ξ)).
However we must to show that
∂evρ
∂f (f, x) is always defined. By the structure
of C∞(M ;R) we know that this fact is equivalent to show that there exists
d
drψ
H+f+rh⊥
S (ϑ) |r=0 ,
d
drψ
H+f+rh
T (ϑ) |r=0 and
d
dr (H + f + rh)(ϑ) |r=0
for any h ∈ C∞(M ;R) and x = (ϑ, T, S) ∈ X. From some straightforward
calculations (see [10], pg.46), we get
d
dr (H + f + rh)(ϑ) |r=0= h ◦ π(ϑ),
d
drψ
H+f+rh
T (ϑ) |r=0= Zh(T ) = dϑψ
H+f
T
∫ T
0 (dϑψ
H+f
t )
−1bh(t)dt and
d
drψ
H+f+rh⊥
S (ϑ) |r=0= Z
h(S) = dϑψ
H+f⊥
S
∫ S
0 (dϑψ
H+f⊥
s )−1bh(s)ds.
Thus
∂evρ
∂f
(f, x)(h) =
(dϑψ
H+f⊥
S
∫ S
0
(dϑψ
H+f⊥
s )
−1bh(s)ds , dϑψ
H+f
T
∫ T
0
(dϑψ
H+f
t )
−1bh(t)dt ,
h ◦ π(ϑ)).
If S = 0 and ψH+fT (ϑ) = ϑ, then
∂evρ
∂f
(f, x)(h) = (0, dϑψ
H+f
T
∫ T
0
(dϑψ
H+f
t )
−1bh(t)dt , h ◦ π(ϑ)).
Thus evρ is smooth and therefore ρ is a representation. 
Define the null diagonal ∆0 ⊆ Y given by ∆0 = {(ϑ, ϑ, 0) | ϑ ∈ T
∗M}.
Combining, Propositions 12 and 13 we get
Lemma 14. With the same notations of the Proposition 13, we have that,
∀f ∈ Uf0 , with T ∈ (a, b) and S ∈ (−ε, ε),
i) If ϑ is a periodic orbit of positive period T for H + f in the level
(H + f)−1(k) then, ρf (ϑ, T, 0) ∈ ∆0. Reciprocally, if ρf (ϑ, T, S) ∈ ∆0
then, S = 0 and ϑ is a periodic orbit of positive period T for H + f in
the level (H + f)−1(k).
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ii) If ϑ is a periodic orbit of positive period, for H + f in the level (H +
f)−1(k). Then, ϑ is nondegenerate of order m = TTmin(ϑ) if, and only
if, ρf ⋔(ϑ,T,0) ∆0.
The next corollary it is an easy consequence of the Lemma 14.
Corollary 15. With the same notations of the Lemma 14 we have that,
given f ∈ Uf0 , all periodic orbits ϑ, with positive period, Tmin(ϑ) ∈ (a, b), in
(H + f)−1(k), are nondegenerate for H + f of order m, ∀m ≤ bTmin if, and
only if, ρf ⋔ ∆0.
The previous corollary shows that, the nondegeneracy of the periodic
orbits of positive period in an interval (a, b), for a given energy level (H +
f)−1(k), is equivalent to the transversality of the map ρf in relation to the
diagonal ∆0. The key element for the proof of the Lemma 7 is the nest
lemma.
Lemma 16. Consider the representation ρ as in the Proposition 13 and
its evaluation in Uf0, that is, ev : Uf0 × X → Y, given by ev(f, ϑ, t, s) =
ρf (ϑ, t, s). Suppose that ev(f, ϑ, T, S) ∈ ∆0 then,
i) If ϑ is nondegenerate of order m = TTmin for H + f then ev ⋔(f,ϑ,T,S)
∆0;
ii) If T = Tmin(ϑ) then, ev ⋔(f,ϑ,T,S) ∆0.
Proof.
i) We know that ev(f, ϑ, T, S) = ρf (ϑ, T, S) therefore ρf (ϑ, T, S) ∈ ∆0,
and S = 0. If ϑ is nondegenerate of order m = TTmin for H + f , then, from
the Lemma 14 (ii), ρf ⋔(ϑ,T,0) ∆0, in particular ev ⋔(f,ϑ,T,0) ∆0.
ii) As ev(f, ϑ, T, S) ∈ ∆0 we must to show that
d(f,ϑ,T,0)evT(f,ϑ,T,0)(Uf0 × X) + T(ϑ,ϑ,0)∆0 = T(ϑ,ϑ,0)Y.
Take any (u, v, w) ∈ T(ϑ,ϑ,0)Y, (ζ, ζ, 0) ∈ T(ϑ,ϑ,0)∆0 and
(h, ξ, t˙, s˙) ∈ T(f,ϑ,T,0)(Uf0 × X). From Proposition 13 we have that
d(f,ϑ,T,0)evρ(h, ξ, t˙, s˙) =
= (0, dϑψ
H+f
T
∫ T
0 (dϑψ
H+f
t )
−1bh(t)dt , h ◦ π(ϑ)) +
(ξ + s˙Y H+f (ϑ), dϑψ
H+f
T (ξ) + t˙X
H+f (ϑ), dϑ(H + f)(ξ))
= (ξ+s˙Y H+f (ϑ), dϑψ
H+f
T (ξ)+ t˙X
H+f (ϑ)+dϑψ
H+f
T
∫ T
0 (dϑψ
H+f
t )
−1bh(t)dt ,
h ◦ π(ϑ) + dϑ(H + f)(ξ))
Therefore evρ ⋔(f,ϑ,T,0) ∆0, if and only if, the system

u = ξ + s˙Y H+f (ϑ) + ζ (1)
v = dϑψ
H+f
T (ξ) + t˙X
H+f (ϑ) + dϑψ
H+f
T
∫ T
0 (dϑψ
H+f
t )
−1bh(t)dt+ ζ (2)
w = h ◦ π(ϑ) + dϑ(H + f)(ξ) (3)
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has a solution.Using the coordinates of the Proposition 12 and taking ζ =
u− ξ − s˙Y H+f (ϑ) we have that the equation (2) restricted to the set of the
solutions of (3),
Vw =
{
h ∈ C∞(M,R), ξ = aXH+f (ϑ) + b0Y
H+f (ϑ) + U
}
where b0 =
w−h◦π(ϑ)
dϑ(H+f)(Y H+f (ϑ))
, will have the expression
(t˙+ b0c+ τ0)X
H+f (ϑ) + (c∗ − s˙)Y H+f (ϑ) + (dϑP (Σ, ϑ)− Id)(U) + b0U0 +
dϑψ
H+f
T
∫ T
0 (dϑψ
H+f
t )
−1bh(t)dt = a˜X
L+f (ϑ) + b˜Y H+f (ϑ) + U¯ , where
v − u = a˜XL+f (ϑ) + b˜Y H+f (ϑ) + U¯ ,
(dϑψ
H+f
T − id)(Y
H+f (ϑ)) = cXH+f (ϑ) + c∗Y H+f (ϑ) + U0
and
(dϑψ
H+f
T − id)(U) = τ0X
H+f (ϑ) + (dϑP (Σ, ϑ)− Id)(U).
That is, the system always has a solution, if the expression,
(t˙+ b0c+ τ0)X
H+f (ϑ) + (c∗ − s˙)Y H+f (ϑ) + (dϑP (Σ, ϑ)− Id)(U) + b0U0 +
dϑψ
H+f
T
∫ T
0 (dϑψ
H+f
t )
−1bh(t)dt
is surjective in TϑT
∗M . So, we must to show that
dϑψ
H+f
T
∫ T
0
(dϑψ
H+f
t )
−1bh(t)dt
generates a 2n−2 dimensional space complementary to the space generated
by XH+f (ϑ) and Y H+f (ϑ), in TϑT
∗M , which is the claim of the next lemma.

Lemma 17. With the same notations as in Lemma 16, the map B : C∞(M ;R)
→ TϑT
∗M ,
B(h) = −dϑψ
H+f
T
∫ T
0
(dϑψ
H+f
t )
−1bh(t)dt
generates a space complementary to 〈XH+f (ϑ), Y H+f (ϑ)〉.
Proof. In order to prove this claim is enough to restrict the map B to a
subspace chosen in C∞(M ;R). Consider t0 ∈ (0, T ), ε > 0, and denote At0 ,
the subspace of the smooth functions
At0 = {α : R→ R
n−1 | α(t) = (a1(t), ..., an−1(t)) 6= 0, ∀t ∈ (t0 − ε, t0 + ε)}.
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We assume that, x(t) = π(γ(t)), where γ(t) = ψH+ft (ϑ), does not con-
tain autointersections for t ∈ (t0 − ε, t0 + ε), that is, that Hp(γ(t)) =
dπXH+f (γ(t)) 6= 0. Then there exists a system of tubular coordinates V, in
a neighborhood of π(γ(t0)), F : V → R
n, such that,
i) F (x) = (t, z1, ..., zn−1);
ii) F (x(t)) = (t, 0, ..., 0).
Observe that, by construction, dx(t)FHp(γ(t)) = (1, 0, ...0). Consider a
bump function σ : M → R, such that, supp(σ) ⊂ V, σ |V0≡ 1, with
x(t0) ∈ V0 ⊂ V. Define the perturbation space Ft0 ⊂ C
∞(M ;R) as be-
ing
Ft0 = {hα,β(x) = h˜α,β(x) · σ(x) | α, β ∈ At0}
where, h˜α,β(x) = 〈α(t)δt0(t)+β(t)δ˙t0(t) , z〉, F (x) = (t, z) and δt0 is a smooth
approximation of the delta of Dirac in the point t = t0. Given hα,β ∈ Ft0
we get dxhα,β = dxh˜α,β · σ(x) + h˜α,β · dxσ(x). On the other hand
dxh˜α,β = (〈
d
dt
(α(t)δt0(t) + β(t)δ˙t0(t)), z〉, α(t)δt0 (t) + β(t)δ˙t0(t))dxF
Evaluating x(t) and using that hα,β(x(t)) = 0 and σ(x(t)) = 1, we get
dx(t)hα,β = (0, α(t)δt0 (t) + β(t)δ˙t0(t))dx(t)F.
In particular,
dx(t)hα,βHp(γ(t)) = (0, 〈α(t)δt0 (t) + β(t)δ˙t0(t))dx(t)FHp(γ(t)) = 0
for any, hα,β ∈ Ft0 .
We claim that,
1) B(Ft0) ⊂ T (H + f)
−1(k);
2) XH+f (ϑ) 6∈ B(Ft0);
3) dim(B(Ft0)) = 2n− 2;
4) In particular, B(Ft0) generates a space complementary to 〈X
H+f (ϑ),
Y H+f (ϑ)〉.
In order to get (1) consider, α0 = dx(t)hα,0 = (0, α(t)δt0 (t))dx(t)F = α1δt0(t)
and β0 = dx(t)h0,β = (0, β(t)δ˙t0(t))dx(t)F = β1δ˙t0(t), then,
B(hα) = dϑψ
H+f
T
∫ T
0
(dϑψ
H+f
t )
−1
[
0
α0
]
dt
and
B(hβ) = dϑψ
H+f
T
∫ T
0
(dϑψ
H+f
t )
−1
[
0
β0
]
dt.
Observe that, ω(
[
0
α0
]
,XH+f (γ(t))) = α0Hp(γ(t)) = 0, and
ω(
[
0
β0
]
,XH+f (γ(t))) = β0Hp(γ(t)) = 0, therefore
[
0
α0
]
and
[
0
β0
]
are in
T (H + f)−1(k). Thus, B(Ft0) ⊂ T (H + f)
−1(k).
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In order to get (2), we will make δt0 → δDirac and will write B(hα) and
B(hβ) as
B(hα) = dϑψ
H+f
T (dϑψ
H+f
t0 )
−1
[
0
α1(t0)
]
.
Analogously,
B(hβ) = dϑψ
H+f
T (dϑψ
H+f
t0 )
−1
{
JHH+f (t0)
[
0
β1(t0)
]
−
[
0
β˙1(t0)
]}
.
If we assume, by contradiction, that XH+f (γ(t)) = B(hα) + B(hβ) then
XH+f (γ(t0)) =
{[
0
α1(t0)
]
+ JHH+f (t0)
[
0
β1(t0)
]
−
[
0
β˙1(t0)
]}
.
From this equality we have Hp(γ(t0)) = Hpp(γ(t0))β1(t0). SinceHp(γ(t0)) 6=
0 we have n − 1 choices, linearly independent, for β1(t0). Indeed, dF
is an isomorphism and for all β(t0) ∈ R
n−1 we have β1(t0)Hp(γ(t0)) =
(0, β(t0))dFHp(γ(t0)) = 0. Thus, 0 = β1(t0)Hp(γ(t0)) = β1(t0)Hpp(γ(t0))β1(t0),
contradicting the superlinearity of H. For (3) observe that, in (2) we got
the limit representation
B(hα) + B(hβ) = dϑψ
H+f
T (dϑψ
H+f
t0 )
−1
{[
0 Hpp(γ(t0))
In −Hxp(γ(t0))
] [
α1(t0)
β1(t0)
]
−
[
0
β˙1(t0)
]}
.
From this equation we get dim({B(hα) + B(hβ)}) = dim({α1(t0), β1(t0)} =
2n− 2, since
[
0 Hpp(γ(t0))
In −Hxp(γ(t0))
]
is an isomorphism.
Finally, we observe that, the claim (1) is true independently of the ap-
proximation δt0 of the delta of Dirac in the point t = t0. Moreover the claims
(2) and (3) still true for δt0 , close enough to the delta of Dirac. 
The next theorem allow us to make a local perturbation of a periodic
orbit nondegenerate of order ≤ m in such way that it becomes nondegenerate
of order ≤ 2m. The proof is just for dimension 2 and the n-dimensional
case is still open. Almost all th parts of the argument are true in the n-
dimensional case, but we do not know how to show the surjectivity of the
representation in this case.
Theorem 18. (Local perturbation of periodic orbits) Let dim(M) = 2,
H : T ∗M → R be a smooth, convex and superlinear Hamiltonian and γ =
{ψHt (ϑ0) | 0 ≤ t ≤ T} ⊆ H
−1(k), where H−1(k) is a regular energy level, T is
the minimal period of γ, and γ is isolated in this energy level, nondegenerate
of order ≤ m ∈ N. Then there exists a potential f0 ∈ C
∞(M,R) arbitrarily
close to zero, with supp(f0) ⊂ U ⊂M such that, γ is nondegenerate of order
≤ 2m to H+ f0. More over, U can be chosen arbitrarily small.
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Proof. Choose t0 ∈ (0, T ) and E(0) = {e1(0), e2(0), e
∗
1(0), e
∗
2(0)} a sym-
plectic frame in γ(t0) with e1(0) = X
H(γ(t0)). Consider
E(t) = {e1(t), e2(t), e
∗
1(t), e
∗
2(t)}
, where ξ(t) = dγ(t0)ψ
H
−tξ, ∀ξ ∈ E(0), for t ∈ (0, r) with r > 0 arbitrarily
small.
Then we can decompose the matrix of the differential of the flow, in
the base E(0), [dγ(t0)ψ
H
T ]
E(0)
E(0) ∈ Sp(2), as [dγ(t0)ψ
H
T ]
E(0)
E(0) = [dγ(t0−r)ψ
H
r ]
E(r)
E(0) ·
[dγ(t0)ψ
H
T−r]
E(0)
E(r). By construction we have that [dγ(t0−r)ψ
H
r ]
E(r)
E(0) = I4, there-
fore
[dγ(t0)ψ
H
T ]
E(0)
E(0) = [dγ(t0)ψ
H
T−r]
E(0)
E(r). (1)
Consider U an arbitrarily small neighborhood of γ(t0) in T
∗M and r small
enough, in such way that, γˆ = {ψHt (ϑ0) | t ∈ (t0 − r, t0)} ⊆ H
−1(k)∩U . Fix
t1 ∈ (t0 − r, t0) and V a neighborhood of γ(t1) in T
∗M , small enough, in
such way that, V ⊂ U and that γ(t0), γ(t0 − r) 6∈ V . Suppose that we have
H˜ : T ∗M → R a smooth Hamiltonian representing a smooth perturbation
of H, such that, supp(H˜ − H) ⊂ V and that jet1(H˜) |γ(t)= jet1(H) |γ(t),
and [dγ(t0)ψ
H˜
T ]
E(0)
E(0) = [dγ(t0−r)ψ
H˜
r ]
E(r)
E(0) · [dγ(t0)ψ
H˜
T−r]
E(0)
E(r). Since supp(H˜−H) ⊂
V , we have [dγ(t0)ψ
H˜
T−r]
E(0)
E(r) = [dγ(t0)ψ
H
T−r]
E(0)
E(r). By (1), [dγ(t0)ψ
H
T−r]
E(0)
E(r) =
[dγ(t0)ψ
H
T ]
E(0)
E(0), so
[dγ(t0)ψ
H˜
T ]
E(0)
E(0) = [dγ(t0−r)ψ
H˜
r ]
E(r)
E(0) · [dγ(t0)ψ
H
T ]
E(0)
E(0) (2)
From the construction of the perturbation described above we have that
[dγ(t0)ψ
H˜
T ]
E(0)
E(0) has the expression
[dγ(t0)ψ
H˜
T ]
E(0)
E(0) =


1 α σ β
0 A αˆ B
0 0 1 0
0 C βˆ D

 ∈ Sp(2),
because, the energy level in γ(t0) and γ(t0 − r) is the same for H˜ and H.
Thus it is invariant by the action of the flow of both Hamiltonians. Let
ˆSp(2) be the following subgroup of Sp(2),
ˆSp(2) =




1 α σ β
0 A αˆ B
0 0 1 0
0 C βˆ D

 ∈ SL(4)
∣∣∣∣
[
αˆ
βˆ
]
=
[
A B
C D
]
J
[
α β
]∗


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and consider the projection π : ˆSp(2)→ Sp(1) given by
π




1 α σ β
0 A αˆ B
0 0 1 0
0 C βˆ D



 =
[
A B
C D
]
,
which is a homomorphism of Lie groups. Observe that
[dγ(t0−r)ψ
H˜
r ]
E(r)
E(0)
, [dγ(t0)ψ
H
T ]
E(0)
E(0)
∈ ˆSp(2)
and det([dγ(t0)ψ
H˜
T ]
E(0)
E(0)−λI4) = (λ− 1)
2 det(π([dγ(t0)ψ
H˜
T ]
E(0)
E(0))−λI2). Thus γ
will be a nondegenerate orbit of order ≤ 2m, to the perturbed Hamiltonian,
if π([dγ(t0)ψ
H˜
T ]
E(0)
E(0)) does not have roots of the unity of order ≤ 2m as
eigenvalues. Since, the symplectic matrices that are 2m-elementary 1 (in
particular, does not have roots of the unity of order ≤ 2m as eigenvalues),
forms an open and dense subset of Sp(1), we must to show that, for a choice
of the perturbation space , the correspondence H˜→ π([dγ(t0)ψ
H˜
T ]
E(0)
E(0)) applied
to a neighborhood of H, generate an open neighborhood of π([dγ(t0)ψ
H˜
T ]
E(0)
E(0))
in Sp(1). Using the homomorphism property
π([dγ(t0)ψ
H˜
T ]
E(0)
E(0)) = π([dγ(t0−r)ψ
H˜
r ]
E(r)
E(0)) · π([dγ(t0)ψ
H
T ]
E(0)
E(0)).
We define X0 = π([dγ(t0)ψ
H
T ]
E(0)
E(0)) and Sˆ(H˜) = π([dγ(t0−r)ψ
H˜
r ]
E(r)
E(0)). Since the
translation X → X · X0 is an isomorphism of the of the Lie group Sp(1),
we need to show that the map H˜ → Sˆ(H˜) applied to a neighborhood of H
generates an open neighborhood of I2 in Sp(1). Inorder to construct the
perturbation space we will consider N ⊂ H−1(k) a local Lagrangian sub-
manifold in γ(t0). We can reduce, if necessary, the size of the neighborhood
U of γ(t0) chosen previously in such way that U admits the parameterization
(x = (x1, x2), p = (p1, p2)) : U → R
2+2 as in [9], Lemma A3, that is,
a) N ∩ U = {(x, 0)};
b) ω = dx ∧ dp;
c) XH|N∩U = 1
∂
∂x1
.
In these coordinates we can see that γˆ = {(t, 0, 0, 0) | t ∈ (t0 − r, t0)}.
Consider, the perturbation space,
Fˆ = {f : T ∗M → R | supp(f) ⊂ Wˆ ⊂W}
where W = N ∩ V and Wˆ is a compact set contained in W that contains
γ(t1) in its interior. Observe that, Fˆ can be identified with C
∞(Wˆ ,R),
1A symplectic matrix is N-elementary if its principal eigenvalues (the eigenvalues λ
such that ‖λ‖ < 1 or Re(λ) ≥ 0) are multiplicatively independent over the integer, that
is, if Πλpii = 1, where
P
pi = N then pi = 0, ∀i.
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therefore we can think Fˆ as a vectorial space. Consider the following finite
dimensional subspace F ⊂ Fˆ
F = {f | f(x, p) = η(x)(aδt1(x1) + bδ
′
t1(x1) + cδ
′′
t1(x1))
1
2
x22, a, b, c ∈ R}
where η is a fix function with supp(η) ⊂ Wˆ and η ≡ 1 in some neighborhood
of γ(t1), in N . Moreover, δt1 is a smooth approximation of the delta of Dirac
in the point t1. Now we are able to define the differentiable map S : F →
Sp(1) given by S(f) = Sˆ(H + f) = π([dγ(t0−r)ψ
H+f
r ]
E(r)
E(0)). Observe that
dim(F) = 3 = dim(Sp(1)) and S(0) = Sˆ(H + 0) = π([dγ(t0−r)ψ
H+0
r ]
E(r)
E(0)) =
I2. Thus we must to show that,
d0F : T0F ∼= F → TId2×2Sp(1)
∼= sp(1)
is surjective. Given h ∈ F we have d0F(h) = π(
d
dl [dγ(t0−r)ψ
H+lh
r ]
E(r)
E(0)|l=0).
Consider ξ ∈ Tγ(t0−r)T
∗M , where t ∈ (0, r) and define
ξ(t, l) = dγ(t0−r)ψ
H+lh
t ξ.
For a fix l we define a field through γ that verifies the equation
{
ξ˙(t, l) = JHess(H+ lh)(γ(t))ξ(t, l)
ξ(0, l) = ξ.
Taking the derivative of the equation above with respect to l and using the
commutativity of the derivatives we get
d
dt
(
d
dl
ξ(t, l)|l=0) = JHess(h)ξ(t, l)|l=0 + JHess(H)
d
dl
ξ(t, l)|l=0
Denote H = Hess(H), ξ(t) = ξ(t, l)|l=0 e Y(t) =
d
dlξ(t, l)|l=0, then{
Y˙(t) = JHY(t) + JHess(h)ξ(t)
Y(0) = 0.
Applying the method of variation of constants and using
{
ξ˙(t) = JH(γ(t))ξ(t)
ξ(0) = ξ,
we get
Y(t) = dγ(t0−r)ψ
H
r
∫ r
0
dγ(t0−r)ψ
H
−tJHess(h)dγ(t0−r)ψ
H
t ξdt.
Remember that Y(r) = ddlξ(r, l)|l=0 =
d
dldγ(t0−r)ψ
H+lh
r (ξ)|l=0, so
d
dl
dγ(t0−r)ψ
H+lh
r |l=0 = dγ(t0−r)ψ
H
r
∫ r
0
dγ(t0−r)ψ
H
−tJHess(h)dγ(t0−r)ψ
H
t dt.
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From this calculation
d0F(h) = π
(
[dγ(t0−r)ψ
H
r
∫ r
0
dγ(t0−r)ψ
H
−tJHess(h)dγ(t0−r)ψ
H
t dt]
E(r)
E(0)
)
. (3)
In order to obtain the expression (3) we need to calculate JHess(h). All the
integrals will be calculated with the delta of Dirac and not with the approx-
imations, however the same conclusions are true for an approximation, good
enough. Consider h˜(x) = (aδt1(x1) + bδ
′
t1(x1) + cδ
′′
t1(x1))
1
2x
2
2 and h(x) =
η(x)h˜(x) then dh = ηdh˜+ h˜dη and d2h = ηd2h˜+ dh˜∗dη+ dη∗dh˜+ h˜d2η. As,
Hess(h)(γ) = d2γh and jet1(h)|γ = 0 we have that Hess(h)(γ) = η(γ)d
2
γ h˜.
On the other hand, (d2γ h˜)ij = aδt1(t0−r+t)+bδ
′
t1(t0−r+t)+cδ
′′
t1(t0−r+t)
if ij = 22 and, and equal to 0 otherwise. Taking the x1-support of δt1 small
enough, we can assume that JHess(h)(γ) = Aˆδt1(t0− r+ t)+ Bˆδ
′
t1(t0− r+
t) + Cˆδ′′t1(t0 − r + t) where (Aˆ)ij = −a if ij = 42, and equal to 0 otherwise,
(Bˆ)ij = −b if ij = 42, and equal to 0 otherwise and (Cˆ)ij = −c if ij = 42,
and equal to 0 otherwise.
Denote,
Iˆ1 = dγ(t0−r)ψ
H
r
∫ r
0
dγ(t0−r)ψ
H
−t Aˆ dγ(t0−r)ψ
H
t δt1(t0 − r + t)dt,
Iˆ2 = dγ(t0−r)ψ
H
r
∫ r
0
dγ(t0−r)ψ
H
−t Bˆ dγ(t0−r)ψ
H
t δ
′
t1(t0 − r + t)dt,
Iˆ3 = dγ(t0−r)ψ
H
r
∫ r
0
dγ(t0−r)ψ
H
−t Cˆ dγ(t0−r)ψ
H
t δ
′′
t1(t0 − r + t)dt.
Thus
Iˆ1 = dγ(t0−r)ψ
H
r dγ(t0−r)ψ
H
−(t1−t0+r)
Aˆ dγ(t0−r)ψ
H
(t1−t0+r)
,
Iˆ2 = −dγ(t0−r)ψ
H
r dγ(t0−r)ψ
H
−(t1−t0+r)
[Bˆ, JH] dγ(t0−r)ψ
H
(t1−t0+r)
,
and
Iˆ3 = dγ(t0−r)ψ
H
r dγ(t0−r)ψ
H
−(t1−t0+r)
([[Cˆ, JH], JH] + [Cˆ, JH˙])
dγ(t0−r)ψ
H
(t1−t0+r)
.
Define Z = Aˆ− [Bˆ, JH] + [Cˆ, JH˙] + [[Cˆ, JH], JH]. Then,
d0F(h) = π
(
[dγ(t0−r)ψ
H
r dγ(t0−r)ψ
H
−(t1−t0+r)
Z dγ(t0−r)ψ
H
(t1−t0+r)
]
E(r)
E(0)
)
.
Writing this matrix in the bases E(0) and E(r), in each point of the curve,
we get,
[dγ(t0−r)ψ
H
r dγ(t0−r)ψ
H
−(t1−t0+r)
Z dγ(t0−r)ψ
H
(t1−t0+r)
]
E(r)
E(0) =
= [dγ(t0−r)ψ
H
r ]
E(r)
E(0) [dγ(t0−r)ψ
H
−(t1−t0+r)
]
E(t0−t1)
E(r) [Z]
E(t0−t1)
E(t0−t1)
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[dγ(t0−r)ψ
H
(t1−t0+r)
]
E(r)
E(t0−t1)
.
Moreover [dγ(t0−r)ψ
H
r ]
E(r)
E(0) = I4 and there exists a symplectic conjugation
G ∈ Sp(2) between the base E(t0 − t1) and the canonic symplectic base,{
∂
∂x1
(γ(t1)),
∂
∂x2
(γ(t1)),
∂
∂p1
(γ(t1)),
∂
∂p2
(γ(t1))
}
such that,
[Z]
E(t0−t1)
E(t0−t1)
= G−1ZG. Thus d0F(h) =
π
(
G[dγ(t0−r)ψ
H
(t1−t0+r)
]
E(t0−t1)
E(r)
)−1
π (Z) π
(
G[dγ(t0−r)ψ
H
(t1−t0+r)
]
E(t0−t1)
E(r)
)
that is, we need to show that π(Z) is surjective in sp(1). A simple calcula-
tion shows that, π(Z) =
[
z11 z12
z21 z22
]
where,
z11 = −bHp2p2 + 2cHp2p2Hx2p2 + H˙p2p2
z12 = 2c(Hp2p2)
2
z21 = −a+ 2bHx2p2 + 2cHp1p2Hx1x2 + 2cHp2p2Hx2x2 − 2cHx2p1Hx1p2
− 4c(Hx2p2)
2 − 2cH˙x2p2
z22 = bHp2p2 − 2cHp2p2Hx2p2 − H˙p2p2
Remember that, sp(1) =
{[
B C
A −B
]
|A,B,C,D ∈ R,
}
and Hp2p2 6=
0, thus we have the surjectivity. In order to conclude the proof we must
to find a potential in M adapted to this perturbation. Consider f ∈ F
arbitrarily close to zero such that π([dγ(t0)ψ
H+f
T ]
E(0)
E(0)) is nondegenerate of
order ≤ 2m. Let us remember that the x-support of f is contained in W
which is an arbitrarily small neighborhood of γ(t1) in N . Consider (xˆ, pˆ)
the canonic symplectic coordinates in γ(t1), and πˆ : T
∗M → R given by
πˆ(xˆ, pˆ) = xˆ. As we are free to dislocate the point t1 by a ε arbitrarily small,
we can use the twist property of the vertical fiber bundle as in Lemma 8 to
conclude that πˆ|N is a local diffeomorphism in γ(t1). Take a diffeomorphism
q : W ⊂ N → M given by q(x) = xˆ, where (x, 0) ≡ (xˆ, pˆ) in N . Choose
the potential
f0(xˆ) =
{
f(q−1(xˆ)) x ∈ πˆ(W )
0 x 6∈ πˆ(W ),
by construction, H(xˆ, pˆ) + f0(xˆ) has the desired property. The lemma is
proven. 
Conjecture:
If dim(M) = n then π(Z) is surjective in sp(n− 1).
The main obstruction to prove this conjecture is that if Z = Aˆ−[Bˆ, JH]+
[Cˆ, JH˙]+[[Cˆ, JH], JH] then we need to solve equations like UX+XU = D,
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in the space of simetric n−1×n−1. But it is well known (see [7]) that, in our
case, the solving of this type of equations requires additional hypothesis on
the eigenvalues of Hpp, which are not generic in Man˜e´’s sense. On the other
hand, our approach it is essentially the only way to construct perturbations
by potentials, thus we hope that in the future, we will be capable to solve
this equation in higer dimensions.
Lemma 19. Given k ∈ R, f0 ∈ R(k), Uf0 ⊆ R a C
∞ neighborhood of f0,
α = α(Uf0) > 0, as in the Lemma 5, a ∈ R such that 0 < a < ∞ and
Ga,ak ∩ Uf0 6= ∅, we have that G
a,2a
k ∩ Uf0 is dense in G
a,a
k ∩ Uf0.
Proof. Take f ∈ Ga,ak ∩ Uf0 and U an arbitrary neighborhood of f . We
must show that U ∩ (Ga,2ak ∩ Uf0) 6= ∅. From the definition of G
a,a
k we have
that all periodic orbits of H + f in the level k with minimal period ≤ a
are nondegenerate of order m ≤ aTmin . Take ρf : T
∗M × (0, a) × (−ε, ε) →
T ∗M × T ∗M × R. From Corollary 15 we have that ρf ⋔ ∆0. Moreover, by
Lemma 14, (i),
ρ−1f (∆0) = {(ϑ, T, 0) | ϑ ∈ (H + f)
−1(k), T ∈ (0, a), ψH+fT (ϑ) = ϑ}
Observe that ρ−1f (∆0) ⊂ (H + f)
−1(k) × [0, a] × {0} which is a compact
set. As ∆0 is closed we have that ρ
−1
f (∆0) is a submanifold of dimension 1,
with a finite number of connected components. Since each periodic orbit,
{ψH+ft (ϑ) | t ∈ [0, T ], (ϑ, T, 0) ∈ ρ
−1
f (∆0)} ⊂ ρ
−1
f (∆0), is a connected
component of dimension 1,the number of periodic orbits for H + f in the
level k with minimal period ≤ a, distinct, is finite. Denote, {ψH+ft (ϑi) |
t ∈ [0, Ti = Tmin(ϑi)], (ϑi, Ti, 0) ∈ ρ
−1
f (∆0)}, for i = 1, ..N , the N periodic
orbits for H + f in the level k, with its respective minimal periods. From
Theorem 18 we can find a sum of N potentials f0 = f1+ ...+ fN arbitrarily
close to 0, such that, all orbits are nondegenerate of order ≤ 2m for (H +
f) + f0. The claim is proven because f + f0 ∈ U ∩ (G
a,2a
k ∩ Uf0). 
Lemma 20. With the same notation of the Lemma 19, if Ga,ak ∩ Uf0 6= ∅,
then evρ : G
a,2a
k ∩ Uf0 × T
∗M × (0, 2a) × (−ε, ε) → T ∗M × T ∗M × R is
transversal to ∆0.
Proof. Indeed, given (f, ϑ, T, S) ∈ Ga,2ak ∩ Uf0 × T
∗M × (0, 2a) × (−ε, ε),
if ev(f, ϑ, T, S) 6∈ ∆0, is done. So we can assume that ev(f, ϑ, T, S) ∈ ∆0,
that is, ϑ is a periodic orbit of H + f in the level k with minimal period,
Tmin = Tmin(ϑ) and S = 0.
If T = Tmin then ev ⋔(f,ϑ,T,0) ∆0 by Lemma 16, (ii). On the other hand,
if T = mTmin, m ≥ 2 we have that m ≤ 2a/Tmin, that is, Tmin ≤ 2a/m ≤ a
so ϑ is nondegenerate of order m, becausef ∈ Ga,2ak ∩Uf0. Thus ev ⋔(f,ϑ,T,S)
∆0 by Lemma 16, (i). 
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Lemma 21. With the same notation of the Lemma 19, if Ga,ak ∩ Uf0 6= ∅,
then (G
3a/2,3a/2
k ∩ Uf0) ∩ (G
a,2a
k ∩ Uf0) is dense in G
a,2a
k ∩ Uf0.
Proof. Consider B = Ga,2ak ∩ Uf0 , which is a submanifold of C
∞(M ;R)
because it is open. From the Lemma 20 we have that evρ : G
a,2a
k ∩ Uf0 ×
T ∗M × (0, 2a) × (−ε, ε) → T ∗M × T ∗M × R is transversal to ∆0. Then,
Theorem 11 implies that R = {f ∈ Ga,2ak | ρf ⋔ ∆0} is a generic subset
of Ga,2ak ∩ Uf0 . In particular R is dense in G
a,2a
k ∩ Uf0 . We claim that
R ⊂ (G
3a/2,3a/2
k ∩Uf0)∩(G
a,2a
k ∩Uf0). Indeed, take f ∈ R, from Corollary 15,
all periodic orbits of the flow defined by H + f in the energy level k, with
minimal period Tmin are nondegenerate of order m ≤
2a
Tmin
because ρf ⋔
∆0. If we have a periodic orbit for H + f in the level k, with minimal
period Tmin ≤ 3a/2 take m
′ ≤ 3a/2Tmin =
2a
4/3Tmin
≤ 2aTmin then this orbit is
nondegenerate of order m′ in particular f ∈ G
3a/2,3a/2
k ∩ Uf0 . Therefore
(G
3a/2,3a/2
k ∩ Uf0) ∩ (G
a,2a
k ∩ Uf0) is dense in G
a,2a
k ∩ Uf0 . 
Lemma 22. With the same notation of the Lemma 19, if Ga,ak ∩ Uf0 6= ∅,
we have that (G
3a/2,3a/2
k ∩ Uf0) is dense in G
a,a
k ∩ Uf0 .
Proof. From Lemma 21 we have that (G
3a/2,3a/2
k ∩ Uf0) ∩ (G
a,2a
k ∩ Uf0) is
dense in Ga,2ak ∩ Uf0 and from Lemma 19, G
a,2a
k ∩ Uf0 is dense in G
a,a
k ∩ Uf0
therefore G
3a/2,3a/2
k ∩ Uf0 is dense in G
a,a
k ∩ Uf0 . 
Proof of the Lemma 7:
Proof. Given k ∈ R, f0 ∈ R(k), Uf0 ⊆ R a C
∞ neighborhood of f0,
α = α(Uf0) > 0 as in Lemma 5. Take c ∈ R+, if c < α then G
c,c
k ∩Uf0 = Uf0
by Lemma 5. So we can assume that c ∈ R+, with c ≥ α > a > 0.
We claim that, G
( 3
2
)ℓa,( 3
2
)ℓa
k ∩Uf0 is dense in G
a,a
k ∩Uf0 , ∀ℓ ∈ N. The proof
is by induction in ℓ.
For ℓ = 1 observe that, Ga,ak ∩ Uf0 = Uf0 6= ∅, because α > a > 0.
Therefore G
3
2
a, 3
2
a
k ∩ Uf0 is dense in G
a,a
k ∩ Uf0 by Lemma 22.
Suppose that, G
( 3
2
)ℓa,( 3
2
)ℓa
k ∩ Uf0 is dense in G
a,a
k ∩ Uf0 , with ℓ ≥ 1. Then
G
( 3
2
)ℓa,( 3
2
)ℓa
k ∩Uf0 6= ∅, from the density, and taking a
′ = (32 )
ℓa, we will have
that G
3
2
a′, 3
2
a′
k ∩Uf0 is dense in G
a′,a′
k ∩Uf0 by Lemma 22. So G
( 3
2
)ℓ+1a,( 3
2
)ℓ+1a
k ∩
Uf0 is dense in G
a,a
k ∩ Uf0 concluding the proof of the claim.
Consider ℓ0, such that, (
3
2 )
ℓ0a > c. Then, G
( 3
2
)ℓ0a,( 3
2
)ℓ0a
k ∩ Uf0 ⊂ G
c,c
k ∩
Uf0 ⊂ G
a,a
k ∩ Uf0 = Uf0 . Since G
( 3
2
)ℓ0a,( 3
2
)ℓ0a
k ∩ Uf0 is dense in G
a,a
k ∩ Uf0 , we
conclude that Gc,ck ∩ Uf0 is dense in Uf0 . The lemma is proven. 
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