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Abstract of the Dissertation
Visualizing the Invisible in Functioning
Nanoelectronic Devices
by
William Arthur Hubbard, Jr.
Doctor of Philosophy in Physics
University of California, Los Angeles, 2017
Professor B. C. Regan, Chair
Transmission electron microscopy (TEM) is one of the few techniques capable of
imaging nanoscale systems in situ. We developed in situ TEM device architectures
that allow for TEM imaging without sacrificing device function in order to study
novel nanoelectronic devices. Our slant-vertical device architecture enabled us to
observe resistive memory switching cycles for the first time. While TEM is capable
of unparalleled spatial resolution, conventional TEM contrast is determined only
by the physical structure of samples; TEM contrast is blind to the electronic
structure of devices. We developed novel scanning TEM electron beam-induced
current (STEM EBIC) imaging modes and, for the first time, demonstrated its use
for qualitative thermal and connectivity mapping as well as quantitative potential
and thickness measurements. We demonstrated these STEM EBIC modes with
sub-nanometer spatial resolution.
We used conventional TEM imaging along with STEM EBIC to observe func-
tioning conducting bridge (CBRAM) and valence change (VCM) resistive mem-
ory elements as well as the metal-insulator transition in NbO2. We also used a
nanoscale electron energy loss spectroscopy (EELS) thermometry technique we
developed to demonstrate cooling in 2D Bi2Te3/Sb2Te3 thermoelectric coolers
(TECs). The fabrication and imaging techniques reported here are broadly ap-
ii
plicable and can be used to study virtually any nanoelectronic device in which
operation alters its thermal or electronic state.
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CHAPTER 1
Introduction
The study of micro- and nanoscale systems is central to new frontiers in science.
Many open problems in solid state physics involve nanoscale dynamics and tech-
nology drives the search for smaller, faster, and more efficient devices. Direct ob-
servation of nanoscale processes can often provide more intricate details than can
be obtained via modeling and indirect measurement. Transmission electron mi-
croscopy (TEM), which provides non-destructive atomic-resolution imaging with
a variety of contrast mechanisms, is one of the most powerful tools available for
nanoscale analysis. in situ TEM, or the study of systems functioning under TEM
observation, provides an excellent platform for studying nanoscale devices.
Conventional TEM imaging modes measure coherent and incoherent scatter-
ing of beam electrons that interact with a sample. Most TEM contrast can be
attributed the atomic number and position of a samples’ constituent atoms. While
much can be learned by observing structural changes during in situ experiments,
the bulk of interesting physics lies in a device’s thermal and electronic structure.
We have developed in situ techniques that push the bounds of TEM imaging be-
yond physical structure, enabling nanoscale mapping of the electronic and thermal
effects typically inaccessible to TEM imaging.
This dissertation will describe a several in situ TEM experiments on a variety
of systems. While each experiment involves traditional TEM imaging, most are
complemented by imaging modes we have developed to also map electronic or
thermal signals. We will begin with an overview of TEM imaging in both TEM
1
and scanning TEM (STEM) modes along with a description of devices we have de-
veloped for in situ experimentation. Next we will demonstrate the use of electron
diffraction and dark-field TEM to probe the structure of graphene.
The remainder of the dissertation will focus on in situ STEM experiments and
complementary imaging modes. We used STEM to observe conductive bridge
(CBRAM) and valence change (VCM) resistive memory switching. Cycling of
these memory elements in the microscope is made possible by our slant-vertical
device architecture. Unlike the transport of metal atoms, which forms the memory
bit in CBRAM, the oxygen migration-based switching in VCM devices is very
difficult to detect with TEM imaging. For the VCM experiment we supplement
conventional imaging with STEM electron beam-induced current imaging (STEM
EBIC) which can map the electrical connectivity in these memory elements.
Next we study STEM EBIC and a number of STEM EBIC signals we have
identified in the course of our in situ experimentation. We compare and con-
trast STEM EBIC with the more conventional SEM EBIC and then demonstrate
EBIC mapping of secondary electron emission, field, and temperature. We then
propose a method for high-resolution thickness determination by detecting capac-
itive currents in our substrate. We use what we have learned about STEM EBIC
to map the thermal- and bias-induced metal-insulator transition (MIT) in thin
film NbO2 devices. As with VCM, the NbO2 switching process shows no clear
signal in conventional imaging modes. Finally we fabricate 2D, single crystal,
thin-film Bi2Te3/Sb2Te3 thermoelectric coolers (TECs) and measure cooling with
an electron energy loss (EELS) thermometry technique we have developed called
plasmon energy expansion thermometry (PEET).
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Figure 1.1: Diagram of TEM imaging modes. Schematic cartoons for bright–
field TEM, diffraction, and STEM imaging modes. Each mode is distinguished
by the shape of the incident beam (parallel or converging), the plane being im-
aged (image or back-focal), and how the signal is detected (camera or single-pixel
detector).
1.1 Imaging modes in Transmission Electron Microscopy
The high-resolution characteristic of TEM imaging is largely due to the small
wavelength of relativistic electrons (e.g. 1.8 pm for accelerated at 300 keV). TEM
resolution is therefore limited by beam aberration rather than the diffraction limit.
TEM imaging modes can be broadly separated into two different categories: imag-
ing with a parallel, wave-like beam (traditional TEM) and with a convergent,
point-like beam (STEM). The diagram in Figure 1.1 shows the basic characteris-
tics of bright-field and diffraction mode in TEM and STEM. In bright-field TEM,
a plane wave of electrons is incident on a sample and forms an image on a camera
in the image plane. In diffraction mode the lenses below the sample project the
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back-focal plane on the camera forming a reciprocal-space image of the illuminated
area. The selected area electron diffraction pattern (SAEDP) is an indispensable
tool for crystallography, especially of small single-crystal regions. In STEM the
beam, which is condensed to a point, rasters across the sample and an image is
formed by measuring the electrons scattered into a given detector for each pixel.
Convergent beam electron diffraction (CBED) patterns, the convergent-beam ana-
log to SAEDP, may also be acquired on the image plane camera if the beam path
is not obstructed by other detectors. In recent years, high-speed electron cameras
have been used in lieu of traditional detectors to collect entire CBED patterns at
every point as the beam rasters. This technique allows for electrons scattering
into any range of angles, or any arbitrary feature in the CBED pattern, to be
mapped in post-processing.
TEM produces striking imaging contrast, especially in crystalline samples, and
SAEDP can be used for quantitative analysis, as will be discussed later in this
chapter. In this chapter we will also demonstrate dark-field TEM mapping of
subtle crystallographic features. Despite the utility of these TEM techniques all
subsequent chapters will focus on STEM, where we can collect external signals
pixel-by-pixel along with signals from electron detectors.
STEM images are formed by rastering a convergent electron beam on a sample
and measuring the electrons scattered into single-pixel detectors, as shown in
Figure 1.1, as the beam dwells at each point. The scattering angle at which each
detector collects determines the contrast measured; high angle scattering is largely
incoherent, depending mostly on thickness, atomic number, and some diffraction
contrast, whereas lower angle scattering is more coherent, producing phase and
diffraction contrast. Our TEM has four different STEM detectors, and example
images of Pt nanoparticles acquired simultaneously from each of them are shown
in Fig. 1.2.
The collection angle of all detectors can be changed by varying the ”camera
4
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Figure 1.2: STEM images of Pt nanoparticles acquired in four detectors,
CBED pattern, and detector diagram. The four STEM images, acquired
simultaneously, show signal from a bright-field detector (BF), two annular dark
field (ADF1 and ADF2) detectors, and a high-angle ADF (HAADF) detector.
The CBED pattern is marked to show the range of scattering angles collected by
each detector and the diagram shows the detector order along the optical axis.
length,” which is a measure of the effective distance between the sample and the
detectors. The detectors are fixed in the TEM column, so no actual change in
length occurs, instead projection lenses below the sample condense or expand the
beam. In analogy to a video projector, the farther the projector (sample) is from
the screen (detector) the more magnified the image. Thus for smaller camera
lengths the CBED pattern shrinks and higher scattering angles can be collected
on a given detector. For a longer camera length lower scattering angles can be
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observed on the same detector.
Electrons scattered into the central disc in the CBED pattern undergo little
scattering and make up the bright-field signal. In Figure 1.2 the camera length
(130 mm) is chosen so that the BF detector, with ADF1 acting as an aperture,
only collects electrons which are not deflected by the sample, and thus have ap-
proximately the same energy, i.e. are coherent. Though STEM is a convergent
beam technique, a STEM image formed by a coherent electron signal will itself
be coherent, by reciprocity, and exhibit phase contrast similar to wave-like bright
field TEM. The ”coherent bright-field” STEM image from the BF detector in Fig-
ure 1.2 shows phase contrast from the Pt lattice. The high-angle scattering in
the HAADF detector in Figure 1.2, on the other hand, is due to Rutherford scat-
tering and lattice features are completely absent; thickness and atomic number
determine contrast. ADF1 and ADF2 each have characteristics similar to either
BF and HAADF as well as some signal from the other discs in the CBED pattern
(diffraction contrast).
For our purposes, STEM has a number of advantages over TEM. STEM imag-
ing is often less damaging to samples by virtue of (typically) lower beam currents
and irradiation of only a single point at any given time. By carefully arranging the
STEM detectors and camera length we can observe a signal sensitive to multiple
contrast mechanisms simultaneously. Perhaps most importantly, by exchanging a
detector signal for an external voltage signal in the TEM’s analog-to-digital con-
verters, STEM provides time synchronization of beam position and non-detector
signals. For example, we can obtain electron beam-induced current (EBIC) im-
ages by mapping the signal from a current meter connected to our sample. We
will discuss this technique at length in later chapters.
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1.2 in situ TEM Samples and Experimentation
Contrast in TEM is generated by collection electrons that are transmitted through
the sample, thus TEM samples are necessarily thin to the point of electron-
transparency. Smaller samples (nanotubes, nanoparticles, proteins, cells, etc.)
can often be suspended on an electron-transparent TEM grid. For larger sam-
ples, thinned cross-sections can be extracted from the bulk. For in situ device
manipulation sample preparation is often much more complicated, as the system
of interest must be made electron transparent without sacrificing functionality.
TEM-compatible devices are typically produced by one of 3 methods: milling
of an as-made device, forming a device in situ, or fabrication, from the bottom-
up, of a thin device on an electron-transparent substrate. Milling of devices, most
commonly via Ga ion bombardment, often results in open interfaces and metal
implantation which can compromise device function. Recently, focused ion beam
microscopes have been developed which use non-metallic ions (e.g. He, Ne, Xe)
which may mitigate some of these issues. Devices can be formed in situ using a
sample holder equipped with a nano-manipulator. The nano-manipulator probe is
pressed against a thin target substrate and a ”device” is formed at this interface.
This process produces devices which are irregular and the physical strain generated
by the probe can alter device function.
All devices discussed in this dissertation are fabricated on our TEM biasing
chips (see Fig. 1.3) and are designed from the bottom-up specifically for TEM
imaging. The specifics of device fabrication will be covered in the context of each
experiment in later chapters, but in general devices are fabricated with minimal
open interfaces between electrodes and are as topologically similar as possible to
native device architectures. This ensures that the observations made during our in
situ experiments are demonstrative of the dynamics in ”as-made” devices studied
elsewhere.
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Ti/Pt (5/25 nm) Ti/Pt (5/25 nm)
Si (200 µm)
SiO2 (800 nm)
Si3N4
(15 nm)
thick wafer
Ti/Pt electrodes
membrane
50 µm 
Figure 1.3: Schematic and optical image of TEM biasing chip. Our devices
all begin as a chip with an electron-transparent membrane on which electrodes
are patterned. In the optical image Pt/Al2O3/Cu resistive memory devices, which
are the subject of chapter 2, have been fabricated on the membrane of a TEM
biasing chip.
Our TEM biasing chips are made ”in-house” and feature electrodes patterned
over a thin (15 nm), electron-transparent Si3N4 membrane. Our substrates begin
with a 200 um thick <100> Si wafer, polished on both sides, coated in 800 nm of
SiO2, on which we grow 15 nm of Si3N4. We etch through the oxide and nitride
on one side of the wafer via reactive ion etching and perform anisotropic KOH
etching to reveal SiO2/Si3N4 windows on the other side of the wafer. We pattern
Ti/Pt (5/25 nm) electrodes on the window-side of the chip via optical lithography
and electron beam evaporation. Chips are then further processed in accordance
with the specific experiment. Just prior to imaging, each chip is held over a small
volume of hydrofluoric acid and the remaining SiO2 is etched away leaving only
the 15 nm Si3N4 to support the final device. To protect the device on top of the
window, the HF etching is performed with the chip sitting on a teflon holder with
a viton O-ring sandwiched between the chip’s top surface and a glass slide. This
allows for an extremely thin resultant device that can survive aggressive processing
prior to the HF etch. Finished samples are loaded into a biasing TEM holder,
made by Hummingbird Scientific, and unless otherwise specified all experiments
were performed in an FEI Titan 80-300 TEM. The biasing holder and customized
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chips carriers, sample clamps, and switch boxes allow electrical contact to our
devices for performing biasing experiments in situ.
1.2.1 Heating/biasing TEM chips
Several in situ heating experiments are described in this dissertation. Heating
experiments in TEM are typically performed using dedicated heating holders in
which macroscopic heaters raise the temperature of the entire sample. Heat-
ing samples globally in this manner typically involves long heating and cooling
times. Heating holders are also extremely susceptible to thermal stage drift that
often makes imaging the same region over a range of different temperatures pro-
hibitively time consuming. In order to avoid these experimental hurdles we fab-
ricated micrometer-size Pt heaters on our chips via electron beam lithography.
These heaters can locally produce temperatures approaching 1500 K with ex-
tremely short thermal time constants. A device can be heated or cooled nearly
instantaneously, and the localization of the temperature change on the membrane
eliminates thermal stage drift. These chips can also be equipped with additional
probes, electrically isolated from the heater, which can be used to measure trans-
port in subsequently-deposited materials.
The heating/biasing chips were designed to prevent leakage from the heater
to other devices on the membrane. We pattern Ti/Pt (5/25 nm) heaters on our
TEM biasing chips and then deposit a 20 nm film of Al2O3 via atomic layer
deposition to conformally coat the heater. We then selectively remove the Al2O3
over the optically patterned electrodes far from the membrane and pattern Ti/Pt
electrodes on top of the Al2O3 near the heater. A schematic of a completed device
is shown in Fig. 1.4. We are able to heat in excess of 1000 K by applying a few
V of bias without succumbing to pathological leakage currents.
We initially designed two different heaters geometries: one to produce a large
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Al2O3
Pt probes
Pt heater
Si3N4
Figure 1.4: Heating/biasing chip schematic, STEM images for 3 differ-
ent heater designs and temperature simulations. A schematic of a heat-
ing/biasing device is shown in the upper-right. The dark-field STEM images to
the left show two different designs. The colored image to the right of each STEM
image shows the simulated temperature profile within the probes. The position of
probes in the simulations is shown in black above each simulation. A temperature
scale for the simulations is shown to the right. The bright field STEM image in
the lower right shows a third heater design which combines features of the other
two (the device is covered with NbO2 in this image). Scale bar is 1 µm in each
STEM image.
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temperature gradient along the probes (upper-left design in Figure 1.4) and an-
other to produce a more gradual temperature gradient along the probes (lower-left
design). Prior to fabrication each heater/probe design was simulated to determine
the temperature profile between the probes. This was performed in Mathematica
by solving the two-dimensional heat equation via the ”relaxation” method under
the requirement that thermal flux is conserved via Fourier’s Law. The black and
white plots in Fig. 1.4 show where the thermal conductivity of Pt (black) and alu-
mina (white) were assigned in each simulation. We made the simplification that
devices consist of only Pt and Al2O3 of similar thicknesses. A 1300 K boundary
condition is applied to the left side of the simulation field in the large gradient
simulation and to all but the right of the field in the gradual gradient simulation.
These boundary conditions represent the adjacent and re-entrant heater designs,
respectively.
Each heater/probed design produced temperature gradients similar to those
predicted by the simulations (see section 5.3.1). In the large gradient device the
hottest region is a few µm from the probes and the temperature drops rapidly
over the probe tips. In the gradual gradient design the hottest region falls on the
probe tips and decreases slowly along the probes. We fabricated a third design
(lower-right of Figure 1.4), which achieves a high temperature gradient along the
probes but also places the probe tips in the hottest region, combining desired
features of the two initial designs.
1.3 TEM graphene experiments
The remainder of this chapter will discuss experiments in which TEM and diffrac-
tion are used to study graphene. The first is an example of graphene stacking
order determination via diffraction and dark-field TEM. The second is a mea-
surement of the Debye-Waller factor from the diffraction pattern of Joule-heated
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graphene, which can be used to estimate local temperature.
1.3.1 Determination of stacking order in graphene using dark-field
TEM
single-layer graphene AB stacking
hexagonal latticeABC stacking
Figure 1.5: Diagram of the honeycomb lattice, ABA stacking, ABC
stacking, and the hexagonal lattice. The black and red honeycomb lat-
tices represent the A and B layers, respectively, in AB stacking. The blue lattice
represents C in the less common ABC stacking order.
The simple structure of graphene provides facile demonstration of crystallo-
graphic analysis in TEM. The honeycomb lattice of graphene results in a diffrac-
tion pattern with six-fold rotational symmetry and the position and intensity
of diffraction peaks can be readily calculated[1]. Typically multi-layer graphene
stacks in an AB pattern, as shown in black and red in Figure 1.5, however in
some cases the third layer in the stacking order will be offset with respect two
the first two (blue lattice in 1.5) resulting in ABC stacking. AB stacking leaves
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peak positions in the graphene diffraction pattern unchanged (peak intensities,
however, do change[1]), as the material still has distinct a- and b-site atoms in
each primitive cell. ABC stacked graphene does not have this two-site distinction
and the ABC lattice becomes nearly indistinguishable from a hexagonal lattice
with 2 carbon atoms at each vertex. Accordingly, the diffraction pattern of ABC
stacked graphene is distinct from AB stacked graphene.
ABC stacked region ABA stacked region
ABA stacked
ABC stacked
2nd order peak 1st order peak
1 µm
Figure 1.6: Bright-field TEM, dark-field TEM, and diffraction images of
ABA-ABC stacking boundary in trilayer graphene. The dark-field images
were acquired in the red region of the left bright-field image. The dark-field
images was formed using only electrons which scatter into the peaks circled in
the diffraction patterns (color coded to each dark-field image). The diffraction
pattern on the left was taken in the lower ABC stacked region and the pattern on
the right was taken in the upper ABA stacked region.
Trilayer graphene with ABA-ABC stacking in the same flake, as confirmed
by Raman spectroscopy, was transferred to one of our chips using a wet transfer
technique[2] and imaged in TEM. In Figure 1.6, dark field images were acquired by
placing an aperture in the back-focal plane to form an image using only electrons
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that scatter through a small region in reciprocal space centered on a diffraction
peak. The image bordered in blue shows a dark-field image produced using only
electrons which scatter into the second-order peak circled in blue in the accom-
panying diffraction images. In this image the trilayer region appears uniform.
In the green-bordered image, formed with electrons scattered into the diffraction
peak circled in green, the ABC stacked region appears much dimmer than the
ABA-stacked region. In the diffraction pattern of the ABC region, the first-order
peaks are heavily suppressed, as are several higher-order peaks. ABC stacked
graphene, which resembles a hexagonal lattice, has a hexagonal diffraction pat-
tern and smaller lattice vectors than that of graphene. The first order graphene
peaks are associated with a large lattice spacing that is not present in ABC stacked
graphene, which results in the suppression of these peaks in the ABC graphene
diffraction patter.
While performing similar analysis on a different trilayer graphene sample we
noticed some unusual features in the dark-field images of a bi-layer region, shown
in Fig. 1.7. In the left two images, acquired from opposite diffraction peaks,
the upper image shows a contrast difference between the BC and AB regions,
but these regions are uniform in the lower image. We see a similar, however
more subtle, effect in the right images. In the middle images a light line appears
between the AB and BC regions. This line also appears to follow the ABA-ABC
trilayer boundary. Although the SAEDP of ”AB” and ”BC” graphene should be
indistinguishable from one another, there is clearly a distinction between these
two bilayer regions. Furthermore, we in general expect peaks within the same
diffraction order, and certainly opposing peaks, to have the same intensity. This
effect is still mysterious, however it may be possible to identify the source of this
contrast following the structure factor calculation in [1].
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Figure 1.7: Dark-field TEM images generated from all 6 first-order
diffraction peaks in ABA and ABC stacked graphene. Each dark-field
TEM image was generated with electrons scattered into the diffraction peak in-
dicated in the red circle in each inset SAEDP. The bi- and trilayer regions, along
with stacking, are labeled in white. The arrows indicate features which differ
in opposing peaks (yellow) and which only appears in a particular pair of peaks
(blue).
1.3.2 Temperature dependence of the Debye-Waller factor in single-
layer graphene
A plane wave of electrons incident on a single layer of graphene will only scatter a
very small fraction of the beam, thus scattering in graphene can be treated in the
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Figure 1.8: Diffraction pattern for graphene and plot of diffraction peak
intensities vs. reciprocal space distance. In the single-layer graphene diffrac-
tion pattern (contrast inverted), acquired at room temperature, ”strong” (red) and
”weak” (blue) diffraction orders are marked. The intensity of strong and weak
peaks are plotted to the right in blue and red, along with the expected intensity
for a static lattice, at lattice at T = 0, and a fit for room temperature based on
the calculation in [1], all as a function of the reciprocal lattice vector, G.
Born approximation[1]. For a static lattice, the atomic form factor is given by:
1
(µ2 +G2)2
where µ is the inverse screening length for carbon and G is the reciprocal lattice
vector. As shown in the Fig. 1.8 plot, the peak intensities calculated for a static
lattice does not agree with our measurement. If we take into consideration thermal
vibrations in the lattice the atomic form factor becomes:
1
(µ2 +G2)2
e−G
2u2
where the exponential term is known as the Debye-Waller factor. We find the
expresson for the mean-squared displacement[1]:
u2 ≈ ~
kDMvs
+
2kBT
k2DMv
2
s
ln(
kBT
~vsks
)
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where vs is the speed of sound in graphene, kD is the Debye wavevector, and ks
is the smallest wavevector supported (2pi/crystal size). The first term is the zero
temperature contribution and the second is a temperature-dependent term. For
a 10 µm sample at room temperature this calculation gives u2 = 44 pm2, or 5%
of the carbon-carbon bond length L. The Lindemann parameter for melting[3],
15% of L, gives an estimate of the melting temperature of graphene at 3800 K;
the best estimate for the true melting point is 4000 K.
Based on this calculation we expect u2 ∝ T ln(aT ), where a is a constant. In
Figure 1.9, a single-layer sheet of graphene has been transferred to one of our
biasing chips. The sheet is Joule-heated in situ until the a ”hot spot” forms
in the center of the window as the Si3N4 membrane sublimates at 1500 K. We
then acquire diffraction patterns from the ”hot spot” while heating at lower bias
values (to prevent thermal runaway that comes with further sublimation of the
membrane). The red circles in the Fig. 1.9 diffraction pattern indicates one of
many high-order peaks that dims at high temperature due to increased thermal
motion of the carbon atoms.
Diffraction patterns were acquired for a range of Joule-heating powers in a
1.75 µm wide region over the ”hot spot” in Fig. 1.9. All peaks in each diffrac-
tion pattern were used to obtain a single fit value for u2. Measured u2 values for
different heater powers are plotted in the left plot in Fig. 1.10. For room temper-
ature we measure u2 = 56 pm2, 25% larger than our calculation, which is possibly
due to defects and contamination in the ”hot spot.” Using the room temperature
measurement of u2 we can estimate the temperature for each heating power. The
temperature is roughly linear with power, which we expect from primarily conduc-
tive cooling[4], and we reach a maximum temperature of 700 K. This temperature
is reasonable given that these measurements were taken for heating significantly
below the sublimation point of the membrane (1500 K). Independent temperature
measurement was not performed to confirm the temperature estimates. Similar
17
 Figure 1.9: TEM image of Joule-heated single-layer graphene with
diffraction patterns acquired at room temperature and while hot.
Bright-field TEM image (left) of single-layer graphene transferred to a biasing
chip, covering nearly all of the window. The hot spot in the center (higher mag-
nification in the inset) formed when the Si3N4 membrane sublimated while the
graphene was Joule heated. SAED patterns acquired from the ”hot spot” with
and without the graphene under bias are shown to the right. The same peak is
encircled in red in each pattern to highlight the attenuation of higher-order peaks
upon heating.
results were later reported using a heating TEM holder[5] which supported our
calculation.
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Figure 1.10: Plots of mean-squared displacement and corresponding tem-
perature estimates for Joule-heated graphene. The plot on the left shows
mean-square displacement as a function of Joule-heating power for the device in
Figure 1.9. Each point in the plot represents a single fit to all peaks in a given
diffraction pattern. The inset is a screenshot from the code we developed to fit
each peak. The plot on the right gives an estimate for temperature based on the
values in the plot to the left, calibrated to room temperature.
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CHAPTER 2
Nanofilament formation and regeneration during
Cu/Al2O3 and Ti/HfO2 resistive memory
switching
In this chapter we will describe STEM imaging of switching in nanoscale resis-
tive memory devices. Resistive random access memory (ReRAM) is a leading
candidate to supersede FLASH memory, but poor understanding of its switching
process impedes widespread implementation. The underlying physics and basic,
unresolved issues such as the connecting filaments growth direction can be re-
vealed with direct imaging, but the nanoscale target region is completely encased
and thus difficult to access with real-time, high-resolution probes. Here we study
Pt/Al2O3/Cu ReRAM devices designed with a slant-vertical architecture that
allows good scanning transmission electron microscopy (STEM) imaging access
without sacrificing the native device topology. We observe the copper filaments
growing backwards from the inert, platinum electrode to form tunneling contacts
over many switching cycles. The ion currents visualized, which move some thou-
sands of atoms, are a negligible fraction of the already small, 50 nA total current.
Switching in these devices is the result of Cu atom translocation. Since heavy
atoms are highly visible in ADF STEM we performed these experiments with
only a single ADF detector (also, we did not have the other detectors at that
time).
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2.1 Introduction
Resistive random access memory (ReRAM) represents an emerging paradigm for
fast, non-volatile computer memory, where bits are flipped by moving atoms,
not electrons[6]. In conductive bridge memory (CBRAM), which is among the
most promising types of ReRAM[7], metal atoms make or break a filamentary
connection between two separated electrodes, thereby flipping a bit. The chemi-
cal reactions, field-assisted diffusion, Joule-heating, and mechanical stresses that
dictate these switching processes have crucial, and in some cases unknown interre-
lationships over length scales varying from atomic to micrometer, and times scales
spanning picoseconds to years[8, 9]. Basic facts indicative of the governing physics,
such as the connecting filaments growth direction, are still controversial[10, 11, 12,
13, 14, 15]. Here we show that the filament grows backwards towards the source
metal electrode in realistic Pt/Al2O3/Cu ReRAM devices. Time-resolved imag-
ing reveals distinct, nucleation- and potential-limited no-growth periods occurring
before and after a connection is made respectively. Our results corroborate the
standard electrochemical metalization model of CBRAM operation[16, 17]. They
further reveal that sizable electronic current precedes the ionic current that forms
the filament, with analogy to the leader of a lightning strike[18]. The slant-vertical
device architecture employed for this study allows high-resolution, real-time elec-
tron microscopy of the fully encased ReRAM switching volume. We anticipate
that it will provide a key link between experiment and simulation in the further
development of dense, low-power computer memory.
In their pristine, as-fabricated state, CBRAM devices consist of an active
electrode separated from an inactive electrode by an insulating layer. According to
the standard picture[16, 17], applying a positive voltage bias to the active electrode
ionizes active metal atoms (e.g. Cu or Ag) and drives them through the insulator
to be reduced at the inactive metal electrode. With continuing mass transport
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these displaced atoms form a conducting filament that grows backwards towards
the active metal electrode, eventually bridging the two electrodes (ON state).
Applying negative bias reverses the growth and eventually breaks the filament
(OFF state). However, refining this simple, qualitative picture of CBRAM into a
detailed model[16, 19] is not straightforward, and many uncertainties remain.
To gain insight into the governing physics, the mechanical evolution of CBRAM
devices is observed with transmission electron microscopy (TEM), which has un-
paralleled ability to achieve real-time, atomic resolution in bulk material. Three
main approaches have been adopted, each of which strikes a different balance be-
tween the incompatible goals of good TEM imaging access and realistic CBRAM
device architecture. The first approach deploys electrolyte-coated wires or wedges[20,
21] in a manipulation stage to form devices in situ. These devices are irregular,
with stress and field gradients that affect the switching dynamics[22]. The second
approach, cutting cross sections from vertical stacks[23, 24, 25, 26, 27], begins
with a more realistic initial geometry. However, the necessary sample preparation
with a focused ion beam (FIB)[23, 24], ion mill[25, 27], or chemical-mechanical
polishing[26] introduces damage, contamination, and exposed interfaces that are
not present in a deployed ReRAM device[28]. The third approach microfabricates
horizontal devices specifically for TEM measurements[21] to avoid such post-
processing, but these devices have an unrealistic, exposed interface connecting
the electrodes which is vulnerable to surface migration[29, 30] and environmental
effects[31]. These three architectures have produced various results, with only a
few sharing video documenting real-time observations[20, 21, 27]. Among these
CBRAM results [20, 21, 23, 24, 25, 26, 27], most [20, 21, 23, 24, 27] report con-
ducting bridges that grow from the active towards the inert electrode, a result that
contradicts the standard model[16, 17] and has led to debate[10, 11, 12, 13, 14, 15]
about the root mechanisms.
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Pt (25 nm)Cu (30 nm)
Ti (5 nm)
Si3N4 (15 nm)
Al2O3 (7 nm)
Al2O3 (7 nm)(a)
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Cu Pt
Al2O3
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50 nm
Cu Pt
Figure 2.1: CBRAM device schematic, STEM image, and difference im-
age showing a filament in device in the ON state. (a) Slant-vertical device
schematic, side view. The first ALD layer separates the electrodes and the second
protects the Cu electrode from oxidation and surface migration. (b) STEM image
of a completed device with 100 nm wide-electrodes prior to biasing, plan view.
(c) The result of subtracting (b) from an image of the device after a filament (pic-
tured in the schematic inset) formed (Fig. 2.3). Bright/dark regions correspond
to gain/loss of signal.
Our slant-vertical architecture allows for high-quality, real time TEM imag-
ing without compromising the native ReRAM topology. The device fabrication
follows the usual deposition order of bottom electrode, electrolyte, and top elec-
trode, but introduces a horizontal offset between the bottom and top electrodes
(Fig. 2.1a). This tilted version of the standard, vertical ReRAM stack allows a
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clear line-of-sight through the switching region. It also gives clean, regular, mi-
crofabricated device geometries that can be reproduced on a wafer scale, while
avoiding problematic post-processing and spurious interfaces. The amorphous,
conformal ALD coating, deposited after the Pt but before the Cu electrode, pre-
cludes an interface connecting the inactive and active electrodes (Fig. 2.2); any
conducting path between the electrodes must penetrate the insulating layer, as in
a vertically-stacked device. Finally, the horizontal offset can be lithographically
adjusted from positive to negative (overlapping) values, which enables exploration
of the continuum between good imaging access and a true vertical stack.
2.2 Methods
The devices were fabricated on a 200 m thick <100> Si wafer coated with 800
nm of SiO2 and 12 nm of Si3N4. The wafer was anisotropically etched in KOH to
reveal a thin, suspended, insulating membrane. Ti/Pt electrodes (5/25 nm) were
patterned around the membrane via optical lithography. Smaller Ti/Pt (5/25 nm)
electrodes contacting the larger Ti/Pt electrodes were patterned on the membrane
via electron beam lithography. (All metals were deposited in a CHA electron beam
evaporator.) The sample as then coated with 63 cycles of atomic layer deposition
(ALD) Al2O3 using a Cambridge Nanotech Fiji ALD system. Each ALD cycle
produces a 1.1 -thick coating, for a nominal total film thickness of 7 nm. A cycle
consisted of a 0.06 s pulse of trimethylaluminum (TMA), a purge period, a 0.06 s
pulse of water vapor, and another purge period. The deposition occurred at 200oC
with purge periods of 10 s. The ALD was removed over a portion of the optically
defined electrodes via photoresist masking (AZ-5214E) and a 10s dip in BOE (1:6
in DI water). Cu electrodes (30 nm) were then patterned with electron beam
lithography and covered with a capping layer of 7 nm of ALD Al2O3. This second
ALD step used a recipe identical to that of the first, except that the deposition
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PtCu
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Al2O3
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(a) (b)
Figure 2.2: STEM image of slant-vertical device cross-sections. (a), This
STEM image shows a 60 nm-thick cross section cut from a pristine, large-gap
device using a Ga FIB. To make features in the oxide and nitride visible, this ADF
image was formed with a longer camera length, i.e. using electrons scattered to
smaller angles. As a result the contrast relationship between the electrode metals
is reversed here relative to the other STEM images: the Pt appears darker than
the Cu. The materials labeled in white facilitate the lamellas fabrication and
handling and are not present in biased devices. The electrode gap in this device,
30 nm, is larger than that of the devices reported in the main text. The space in
the alumina between the electrode faces seen here is thus absent in those devices.
Because the ALD coating is conformal, devices with a gap smaller than 20 nm have
alumina filling the entire space between the vertical faces of the electrodes. This
cross section was imaged within 36 hours of FIB processing. b, A STEM image of
a device that is similar but has a negative-gap shows that with the slant-vertical
architecture the ALD layer separates the electrodes even if they overlap when
viewed in projection. After FIB extraction, this 50 nm thick cross-section was
stored for 3 months in ambient conditions, and, immediately prior to imaging,
cleaned with oxygen plasma. Copper from the active electrode migrated onto
the Si3N4 and SiO2, demonstrating a problematic aspect of exposed interfaces.
Such material migration does not occur in intact devices with the slant-vertical
architecture.
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temperature was lowered to 90oC and the purge time was increased from 10 s to
30 s. The lower deposition temperature was intended to mitigate oxidation and
surface migration of the top (Cu) electrode. The Ti/Pt contact pads for each
device were revealed by removing portions of the second ALD layer with a second
BOE dip. Prior to imaging, the back side of the silicon substrate was exposed
to HF vapor, removing the SiO2 and leaving a 12 nm-thick, electron-transparent
membrane of Si3N4 beneath the devices.
Cross-sectional samples of slant-vertical CBRAM devices were produced us-
ing an FEI Nova 600 DualBeam scanning electron microscope/focused ion beam
(SEM/FIB), or a Zeiss Auriga CrossBeam SEM/FIB.
STEM images, unless otherwise noted, were acquired in an FEI Titan 80-300
TEM in annular dark field (ADF) scanning-TEM (STEM) mode. The images in
Figs. 2.1 and 2.4 and video S1 were acquired with a 300 kV accelerating potential
and a 150 pA beam current. The images in Figs. 2.9, 2.2a, 2.11, 2.10, and video
S2 are at higher-magnification, and were acquired with a 35 pA current and an
80 kV accelerating potential to minimize dose effects. The image in figure 2.2b
was acquired in a JEOL JEM-2100F with a 200 kV accelerating potential and a
100 pA beam current. Bias voltage and current were provided by a Keithley 6430
sub-femtoammeter, which was connected to the sample via a TEM sample biasing
holder manufactured by Hummingbird Scientific. A buffered voltage signal from
the Keithley was connected to a microscope analog-to-digital input port to be
digitized in parallel with the signal from the STEM detector, allowing pixel-by-
pixel temporal correlation of the electrical transport and image data.
2.3 Results
Figure 2.1b shows an annular dark-field (ADF) STEM image of a slant-vertical
device before any cycling. Ramping the potential bias on the Cu electrode rela-
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Figure 2.3: Transport data for Fig. 2.1 device. This plot shows the bias
voltage and conductance vs. time for the device shown in Figs. 2.1b-c. Contiguous
regions shaded in gray denote frames that were averaged to give a single image
with reduced noise. The frames from the first gray region were averaged to give
Fig. 2.1b, an image showing the device in the low conductance (OFF) state. That
image was subtracted from the average of the frames from the second Grey region,
which has the device in the high conductance (ON) state, to give the difference
image (ON-OFF) shown in Fig. 2.1c.
tive to the (grounded) Pt electrode gave little current until the device impedance
abruptly dropped by several orders of magnitude at 4.4 V (see Fig. 2.3). At this
point the electronic transport became limited by the programmed current compli-
ance of 50 nA and the applied voltage dropped to 1-2 V, for a device impedance of
20-40 MΩ. This condition represents the successful creation of a tunneling junc-
tion between the electrodes[19], and is defined to be the ON or low resistance state
(LRS). Smaller device impedances are easily arranged by increasing the compli-
ance current[16]. This device switched a half dozen times, and the electrical data
gives no indication that such cycling could not have continued (Fig. 2.3).
Concurrent with the abrupt impedance change in the device of Fig. 2.1b, a
structure appeared in the gap between the electrodes. To reveal this subtle struc-
ture we aligned and subtracted images acquired before and after, and rescaled the
resultant images intensity to better fill the available dynamic range. The resultant
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difference image Fig. 2.1c shows the appearance of a single filament connecting
the electrodes, and the disappearance of material from the Cu electrode. On the
side nearer the Cu electrode, the filament terminates in the semi-circular region
with the most dramatic material loss (Fig. 2.1c inset).
(a)
0 s50 fS<
Pt
Cu
(b)
8.4 nS 28.4 s
(c)
14.2 nS 34.1 s
(d)
16.5 nS 39.8 s
(e)
24.7 nS 46.6 s 51.1 s41.1 nS
20 nm(f)
Figure 2.4: Time-resolved CBRAM filament growth. STEM images of a
device before (a) and after (f) filament formation, generated by averaging over
several frames of video S1 to reduce noise. The electrodes in this device are
nominally 50 nm wide. The filament spanning the gap is clearly visible in (f)
without differencing. Subtracting a from frames 24, 29, 34, and 41 gives the
difference images shown in (b–e), respectively. As material disappears from the
active electrode, a filament grows backwards from the inert electrode to bridge
the gap. The frames used to generate (a–f) are indicated in gray in Fig. 2.5.
Video and transport data from a similar device (Figs. 2.4 and 2.5, supple-
mentary video S1) reveal the time-resolved dynamics of filament formation and
cycling. In the pristine device of Fig. 2.4a, as with the device of Fig. 2.1b-c,
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steadily ramping the voltage bias from zero gave small current increases initially.
Once above 4.6 V the current jumped to the compliance limit of 50 nA. At this
constant current level the voltage dropped steadily from 4 to 1 V over the next
22 s. The device resistance stabilized below 25 MΩ (Fig. 2.8), with an OFF/ON
resistance ratio of more than 103.
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Figure 2.5: Transport and image data for the CBRAM switching se-
quence FORM/RESET/SET/RESET/SET/READ applied to the de-
vice of Fig 2.4. (top) Current and voltage vs. time. (bottom) Digital analysis
of the simultaneously-acquired video S1. Shown are the average intensity in ROIs
(Fig. 2.3) encompassing the entire final filament (purple), the edge of the copper
electrode (orange), and the filament termination (green). The gap (blue) between
the filament tip and the Cu electrode is also shown (Fig. 2.7). Gray bands indi-
cate the frames that generate Fig. 2.4a-f. Every filament completion is preceded
by the jump to current compliance (marked by the b band and the gray dashed
lines).
The difference images 2.4b through 2.4e, constructed with identical contrast
scales using 2.4a as the reference image, provide snapshots of the devices morpho-
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20 nm electrode edge
filament
filament tip
Figure 2.6: Regions of interest analyzed in Fig. 2.5. The regions of interest
(ROIs) corresponding to the curves in the lower plot in Fig. 2.5 are indicated
here on a copy of the Fig. 2.4e difference image. For each frame of the difference
image stack generated from video S1, Fig. 2.5 plots the mean intensity within
each of these ROIs. The colors of the ROI boundaries here match the colors of
the corresponding traces in Fig. 2.5. For an initial stack S consisting of N frames
Sn = S1, S2, ..., SN , the difference image stack D consists of the N frames Dn =
Sn−S1. Signal gain and loss appear lighter and darker, respectively.
logical evolution during this voltage drop. While material was disappearing from
the Cu electrode, a filament grew from the Pt electrode until it reached the Cu
electrode. Thus copper was leaving the anode, migrating unseen across the gap,
and depositing on the cathode to form a filament that eventually grew back to the
anode. Taken together with the electrical data, these images corroborate the main
features of the standard electrochemical metalization model[16, 17]. To provide
a static summary of the entire video, including the switches occurring after the
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Figure 2.7: Measuring the gap between the filament tip and Cu electrode.
To determine the position of the filament tip (Fig. 2.5, blue curve, neighboring
frames from video S1 were subtracted and a line profile was taken on each result-
ing image. Panel a shows an example difference image, frame 39 minus frame 38
in video S1. At this point the filament was growing. A line profile [averaged over
a width of 50 pixels (11 nm)] was acquired from the region indicated by the light
blue rectangle. Panel b, a copy of Fig. 2.4f, shows the position of the rectan-
gle relative to the device electrodes and the filament. Panel c shows the profile
from a (blue) and the corresponding Gaussian fit (red). The leading edge of the
filament was taken to be located at the center position plus the Gaussian width.
This definition and the choice of a Gaussian fitting function are not rigorously
motivated, and were chosen only to provide a convenient, consistent metric for a
relative determination of the gap size. Difference images in which no Gaussian
peak could be discerned were considered to show zero change in the gap size. The
filament gap was measured relative to the position of the filament tip when the
device was in a high conductance state, with this position defined to be zero gap.
31
-4
-2
0
2
4
10 -11
10 -8
10 -12
10 -10
10 -9
10 -7
-4
-2
0
2
4
0 20 40 60 80 100 120 140
-60
-40
-20
0
20
40
60
80
frame number (1.1 s/frame)
b
ia
s
 ( V
)
b
ia
s
 (V
)
c
u
rr
e
n
t 
(A
)
c
o
n
d
u
c
ta
n
c
e
 (
n
S
)
OFF ON
OFF ON ON-OFF
(a)
(d)
(c)(b)20
 
nm
Figure 2.8: OFF and ON state STEM image differences with electronic
transport data. For the device from video S1 this figure shows difference im-
ages relating the third OFF state (a) and the subsequent ON state (b) to the
initial state shown in Fig 2.4a. The difference between these two averaged STEM
images (c, with contrast adjusted) shows how switching to the ON state causes
the filament tip to grow and the Cu electrode to lose material. Here the area
with material gain (brighter) is more localized than the area with material loss
(darker), which again emphasizes the geometric asymmetry between the copper
filaments tip and the broad copper electrode. The bright region corresponds to
the closing of the third, 5-nm gap shown in the blue plot in Fig. 2.5. The bias
voltage, current, and conductance as a function of time are plotted in panel d.
These current data are identical to that of Fig. 2.5, but are displayed here on a
logarithmic scale, with positive current values in dark red and negative current
values in light red. The frames shaded in blue were averaged to generate a-c, and
those shaded in gray generated Fig. 2.4a-f.
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forming just described, in Fig. 2.5b we plot the average STEM intensity in three
regions of interest (ROI): the eventual location of the complete filament, the edge
of the Cu electrode, and the area where the filament terminates over the Cu elec-
trode (Fig. 2.3). Also shown is a digital determination of the gap in the filament
(Fig. 2.7). During forming the intensity in the copper ROI decreased while the in-
tensity in the filament ROI increased, reflecting the net relocation of copper from
the active electrode to the filament. The subsequent (switching) mass transport
was relatively minor. However, in the third, much smaller filament-termination
ROI the video intensity manifested a clear square-wave synchronous with the elec-
trical switching signals seen directly above; additional material appeared during
the ON half-cycle, and disappeared during the OFF half-cycle. The gap also cy-
cled synchronously with the electrical transport data, decreasing to zero during
forming, and opening and closing 5-10 nm as the device switched (Fig. 2.8). Thus
the video signal shows that moving just a few thousand atoms (crystalline coppers
number density is 85 nm−3) toggles the resistance state between ON and OFF.
Figures 2.4 and 2.5 (or the more complete video S1) give a rich, time-resolved
view of the switching dynamics. Three distinct transport regimes are observed in
every OFF to ON half cycle. The initial phase has no detectable growth, very
little current, and is evidently nucleation limited. The first frame showing growth
is coincident with the jump to current compliance. Surprisingly, the electrical
current is fully developed before the switch closes, implying the transient existence
of an undetected conduction path. With positive feedback from field concentration
and Joule heating, this leader path likely determines the subsequent filament
geometry. In an analogy with lightning propagation[18], electrons traveling in one
direction set up the more visible return stroke going the other way. (Compare
Fig. 6 of ref[8] and Fig. 1.3 of ref[18].) After the nucleation event the growth
phase occurs, with the voltage decreasing and the electric field increasing as the
gap closes under constant current. In every case the filament enters a final, zero-
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Figure 2.9: Imaging and transport data for 10 CBRAM switching cycles.
(a) STEM image of a devices ON state averaged over ten cycles, with schematic
(b). (c) The corresponding average OFF state, with schematic (d). (e) Difference
image OFF-ON, i.e. c-a. f, Conductance, current, and device bias vs. time during
the period spanned by (a, c, and e). See Figs. 2.11, Fig. 2.10, and video S2.
growth phase, which can only be voltage limited (at ∼1 V) since the electric field
across the near-zero gap is maximal.
The RESET shrinkage rates are comparable to the SET growth rates. In con-
trast to SET, the final stages of the RESET are electric field-limited (or, equiv-
alently, the required overpotential is a function of the filament geometry), since
the filament ceases to shrink while the voltage is held constant at -4V. The RE-
SET process evidently electropolishes the filament tip, ridding it of growth sites,
since a nucleation overpotential is again required to reinitiate growth during the
subsequent SET. Without the RESET, applying a 1 V READ voltage after the
third cycle in Fig. 2.5 takes the device immediately into compliance, confirming
that the contact is non-volatile. With repeated cycling the filaments in these de-
vices grow consistently toward the active electrode during SET, and reproducibly
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Figure 2.10: Line profiles of individual switches of the Fig. 2.9 device.
(a) The color plots are the line profiles shown in Fig. 2.11, divided into ON-OFF
and OFF-ON plots, with the average of each set of plots shown with a dashed
black line. Orange shading indicates the region which lies over the Cu electrode.
Movement of material was consistent across each set of 10 switches to within 1
nm, with the Cu electrode gaining material during an OFF switch and losing
material during an ON switch. b, The average without in-frame binning (same
as Fig. 2.9e) of all of the OFF-ON images in Fig. 2.11. The box and arrow in
light blue indicate the region and direction of the line profiles plotted in a. c, An
average (same as Fig. 2.9c) of all of the STEM image frames shaded in purple
(OFF) in the plot in Fig. 2.11. The light blue box indicates the same cross section
region as in b.
form tunneling electrical contacts. Cycling another device similar to those of
Figs. 2.1-2.5 gave the video and transport data summarized in Fig. 2.9. Over
the course of 10 cycles, a few thousand Cu atoms moved back and forth in a 3
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nm junction region at the end of the filament nearest the active electrode (video
S2, Fig. 2.10). The materials rearrangement was slightly asymmetrical, occurring
in a more concentrated region on the filament than the electrode (Figs. 2.9e,
2.8, 2.11). The geometric asymmetry between the electrode and filament, which
is invoked to explain the switching bipolarity[19, 32], thus also appeared in this
redistribution. As with the devices in Figs. 2.1-2.5, the evident hysteresis in the
IV relationship here, with currents at ∼1 V higher after a SET than before the
SET, is characteristic of ReRAM (or memristor[33]) behavior.
2.4 Conclusion
For this study, using small compliance currents gave filament growth times of
many seconds, allowing for detailed imaging of the growth process. The time-
resolved, approximately constant growth rates showed no sign of thermal run-
away. With ∼200 nW switching power and ALD aluminas thermal conductiv-
ity κ = 1.5 W/K·m[34], the implied temperature rise inside a device is ∆T '
130 K(nm/d) where d is of order 1-10 nm. Thus switching with such low currents
kept these devices near ambient temperature and reduced confounding thermal
effects. Working with larger compliance currents we saw very different dynamics,
with sudden changes, a wider variety of filament geometries, and evidence of an-
nealing. The microampere currents used in other studies[14, 20, 23, 24, 27] likely
places them in a different temperature regime, with correspondingly different fil-
ament morphologies.
For ReRAM in general, smaller compliance currents give larger, highly-non-
linear ON-state resistances, minimize irreversible effects that are detrimental to
endurance, and more closely approach the minimal dissipation condition desired
for dense, low-power memory[35]. As small as they are, however, these currents are
still far larger than the electrochemical ideal. Filaments such as those imaged here
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are formed with a time-integrated oxidation/reduction current of order 104e =
1.6 fC. The charge transported during forming and switching is more than 106
times larger, demonstrating that, of the contributions to the total cell current
Icell = Iion + Iel, the ion current Iion is negligible in comparison to the collateral
electron current Iel (ref. 14). Minimizing the energy dissipated per bit switch in
deployed ReRAM will require bettering this figure of merit.
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Figure 2.11: Transport data, difference images showing individual
switches, and difference image line profiles for the Fig. 2.9 device.
Caption on next page.
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Figure 2.11: Transport data, difference images showing individual
switches, and difference image line profiles for the Fig. 2.9 device. This
figure shows how material moves consistently back and forth between the filament
tip and the active electrode during 10 full switching cycles. The plot at the top
shows the same data as Fig. 2.9f (voltage, conductance, and current vs. STEM
image frame number) with frames determined to represent OFF and ON states
highlighted in purple and pink, respectively. Frames which are not highlighted
were omitted from this analysis because they show sudden image shifts. These
image shifts were caused by the rapid voltage changes that accompany switching.
Thus, in addition to being difficult to align, the dropped images show the device
in an ambiguous state. Each ON and OFF state is indexed by the n value above
the plot. Figure 2.9e is generated by averaging all of the frames in pink (ON) and
subtracting them from the average of the frames in purple (OFF). After averaging
each individual set of OFF and ON frames, we subtracted the average image of
each state from that of the following state and binned 33 pixels to produce the 20
difference images shown. The function at the top of each column indicates how
the difference images in that column are produced. The plot on the left of each
row shows an 18 pixel (2.8 nm) wide line profile taken on each image in the row
(see Fig. 2.10), with the curve color indicating the column. The line profile was
measured in the region shown in black in the top-left difference image; the same
region is indicated in the STEM image in Fig. 2.10c.
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CHAPTER 3
Mapping valence change ReRAM switching with
STEM EBIC
In the previous chapter we imaged the formation of conducting paths composed
of Cu atoms in nanoscale CBRAM devices via ADF STEM imaging. Many nano-
electronic devices function via manipulation of electrons or lighter atoms, such as
oxygen. While observing the translocation of heavy metallic atoms in STEM is
fairly straightforward, mapping changes in lighter atoms and a device’s electronic
structure is often much more difficult, if not impossible. Using slant-vertical de-
vices similar to those used to study CBRAM switching in the previous chapter we
will observe switching in valence change ReRAM devices in situ. In these devices
the conducting filament is thought to consist of oxygen vacancies in the insulating
layer. While little evidence of the switching process can be seen in the STEM
images, we see significant changes in devices during the SET and RESET process
when imaging with STEM EBIC.
3.1 Introduction
Resistive memory (ReRAM) is one of the most promising candidates for next-
generation non-volatile memory technologies. In a ReRAM memory element an
insulating layer separates two conducting terminals and ”1” and ”0” states are
denoted by the presence and absence, respectively, of a conducting path between
the conductors. ReRAM architectures are often divided into two main categories:
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conducting bridge memory (CBRAM), in which a metallic filament forms the con-
ducting path, and valence change memory (VCM), in which the conducting path
is comprised of oxygen vacancies in the insulator. For each of these architectures,
one of the major obstacles to optimization is understanding switching process. In
the previous chapter we used in situ TEM to directly observe the formation and
dissolution of nanoscale Cu filaments in CBRAM devices[36] via scanning TEM
(STEM) imaging. The transport of Cu atoms is readily detected in annular dark
field (ADF) imaging as high Z metallic atoms scatter the beam effectively. For
valence change memory, however, the transport of oxygen atoms produces much
more subtle signal changes, and little insight into this switching process can be
gained from conventional imaging. Here we employ electron beam-induced current
imaging in STEM (STEM EBIC) to map changes to the electronic and chemical
structure of slant-vertical Ti/HfO2/Pt VCM devices.
In the VCM SET process, a positive bias applied to the Ti electrode effectively
causes controlled dielectric breakdown of the HfO2 layer which evolves oxygen
and becomes conducting. The oxygen atoms are driven to the Ti electrode and
form a layer of TiOx on the surface of the Ti electrode. Upon reversing the bias
oxygen is driven back into the HfOx layer where it reforms HfO2, breaking the
connection[37, 38, 39].
3.2 Methods
VCM devices are fabricated in a slant-vertical geometry[36], resulting in electron-
transparent functional VCM elements that are topologically similar to vertically-
stacked devices. The device (schematic in Figure 3.1) begins with a thin Si3N4
membrane on which Ti/Pt (5/25 nm) electrodes have been patterned via optical
lithography. 30 nm Ti electrodes are patterned via electron beam lithography. An
8 nm layer of ALD HfO2 is then deposited, followed by electron beam-patterned
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30 nm Pt electrodes. This deposition order results in a conformal layer of oxide
between the two electrodes, ensuring that any conductivity measured is the result
of a conducting path through the HfO2, precluding electromigration at layer in-
terfaces. A capping layer of 8 nm thick ALD HfO2 is deposited to prevent surface
migration. After each ALD layer some regions of the HfO2 far from the electron-
transparent membrane are etched via reactive ion etching to allow contact between
the optically-defined Ti/Pt leads and the Pt and Ti electrodes that extend over
the membrane.
bright-field annular dark-field dark-field
20 nm
Pt
Ti
HfO
2
Figure 3.1: Schematic and STEM images of a slant-vertical VCM device.
The VCM device, fabricated on our TEM biasing chip, consists of a Ti electrode,
ALD HfO2, Pt electrode, and a capping layer of HfO2. The BF, ABF, and ADF
images show a pristine device before switching in the TEM.
Imaging is performed on an FEI Titan 80-300 TEM in STEM mode. All im-
ages were acquired at 80 kV accelerating voltage to minimize beam damage and
promote secondary electron (SE) production. STEM EBIC images are acquired
simultaneously with the other STEM signals by attaching a transimpedance cur-
rent amplifier to the sample and measuring current as a function of beam position.
STEM EBIC is sensitive to a number of signals in a sample depending on the cir-
cuit being probed. By connecting directly to an electrode in the VCM device
we can measure the emission (positive current/brighter) and collection (negative
current/darker) of secondary electrons. A more detailed treatment of SE STEM
EBIC contrast is given in section 4.2.
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3.3 Results
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Figure 3.2: IV plot of the VCM switching sequence
FORM/READ/RESET/READ, acquired in situ. Each step in the
switching sequence is color coded to a portion of the plot. After the forming step
the device reads ON and after RESET the device reads OFF. The device was
held at zero bias for several imaging frames before the first (ON) read.
The STEM images in Figure 3.1 show a completed device, in plan view, prior
to cycling. As a positive bias is applied to the Ti electrode a large jump in current
occurs, at which point the device is in a low resistance state (LRS) which persists
after the device is then held at zero bias for many seconds. After applying a
negative bias to the Ti the device returns to a high resistance state (HRS). While
the transport data (Fig. 3.2) confirms that the device switches ON, no change
is observed in STEM images acquired during the switching process (see video
S3). The device appears unchanged in STEM images even after 10’s of switching
cycles. This supports the supposition that the switching process is not due to
translocation of either the Ti or Pt atoms, as such changes would be readily
detected in the ADF STEM signal.
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Figure 3.3: BF, ADF, and EBIC images of a VCM device in the OFF
and ON states with difference images. A VCM device in the OFF (upper
row), ON (middle row), and the difference (lower row) are shown in BF STEM
(left column), ADF STEM (middle column), and STEM EBIC (right column).
In Fig. 3.3, which shows STEM and EBIC images of a pristine device and
after switching ON (following several switching cycles), the STEM channels show
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virtually no change during the switch. Here the current meter is attached to the
Pt electrode and the Ti electrode is left floating. The EBIC images, however, show
significant signal gain on the Ti electrode in the ON state. In each EBIC image the
Pt electrode appears bright as SE are ejected by the electron beam and positive
charge is collected by the current meter. In the OFF image, when the beam is
over the Ti electrode the signal is dark (current negative), indicating that SE
ejected from the Ti electrode are being collected in the Pt electrode. The regions
which appear light in the ON EBIC image are also emitting SE and are well-
connected to the Pt electrode. We suspect that these bright regions correspond
to the conducting HfOx formed during the switching process.
While we are confident that the device is in the ON state during this EBIC
image (for reasons we will discuss later) the Ti electrode does not appear bright.
When an EBIC image is acquired with the current meter connected to the Ti
electrode (not shown) a significant SE emission current is observed. We believe
the dark Ti electrode in the Fig. 3.3 ON EBIC image indicates a non-Ohmic
contact to the Ti. In the ON state no current flows for a READ bias below ∼1
V (see the red curve in Fig. 3.2). Despite the device being in the ON state,
this built-in ”threshold” switch prevents Ohmic transport throughout the device.
Since the Pt and HfOx appear bright in EBIC we conclude that the non-linear
contact is occurring at the Ti electrode surface. One possible explanation is that
the Ti/TiOx/HfOx forms a tunnel junction.
The IV plot in Fig. 3.2 shows the switching sequence ON/READ/OFF/READ,
where the device is held at zero bias for several imaging frames before each read
to confirm that the beam does not significantly interfere with the programmed
device state. We have observed, however, that prolonged beam exposure increases
device resistance at a rate proportional to the beam current. Following an EBIC
scan, which requires relatively high beam dose, a device whose transport initially
indicated it to be in the ON state will have resistance comparable to that of a
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Figure 3.4: EBIC and ADF images of a VCM device, initially in the
ON state, partially and then fully imaged at high current, eventually
inducing a beam reset. The images were acquired in order from left to right.
The ADF images show where the beam was blanked along the Ti electrode during
the first two scans. The device was imaged fully during the last two scans. The
current meter is connected to the Pt electrode and the Ti electrode is left floating.
pristine device. In Fig. 3.4, the device is initially in the ON state, indicated by
bright features on the Ti electrode edges and what appears to be noise in the
EBIC scan. This noise is likely due to charging of the floating Ti electrode in
the beam, which discharges periodically (similar features can be seen in ”higher”
resistance states of the Fig. 3.3 device in Fig. 3.7). During the first two scans
only the Ti electrode is exposed to the beam, as the beam is blanked part-way
through the scan. Between the first and second scans the noise reduces a bit,
indicating the beam may have some effect on the Ti electrode, however between
the second and third scans there appears to be little change. In the fourth scan
there is very little noise in the EBIC signal and most of the light features on the
Ti electrode have disappeared. Based on this, we believe that the beam reset is
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not caused by the interaction of the beam and the Ti electrode (i.e. beam reset
either occurs in the gap between the electrodes or at the Pt electrode edge).
Ti
Pt50 nm
BF ABF DF EBIC
Figure 3.5: STEM and current images of a VCM device switched OFF
by the electron beam. During this 180 s scan the device is initially ON and 4
V is held on the Ti electrode throughout the scan. The left 3 images are STEM
images and the rightmost shows current measured on the Pt electrode as the beam
scans top-to-bottom.
In Fig. 3.5 a device is switched ON and a bias of 4 V is held on the Ti
electrode and current is measured on the Pt electrode as an image is acquired
over 180 s. The rightmost image shows the current through the Pt electrode as
the beam scans (brighter contrast indicates higher current), and the beam scans
left to right, top to bottom. Initially the current meter is mostly saturated as the
4 V bias is sufficient to drive current through the device. As the beam approaches
the edge of the Pt electrode the current becomes very low for several scan lines.
The current is comparatively low for the remainder of the scan, comparable to the
∼1 pA EBIC current that can be seen on the Pt electrode. While a large positive
bias on the Pt electrode would cause the device to switch into the LRS, the bias
generated by the beam interaction on a grounded electrode is negligent (on the
order of nV). Based on Figs. 3.4 and 3.5, one possible cause of this beam-induced
reset is emission of SE from the Pt edge into the conducting region between the
electrodes. Electrons ejected from the Pt may locally passivate the HfOx, breaking
the conducting filament at the Pt/HfOx interface. We are still unsure of the exact
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mechanism of the beam reset but we are confident that for all EBIC images shown
(Ti electrode on top) the device is in its programmed state at least until the Pt
electrode edge is scanned. For each EBIC image the device is first programmed
and the EBIC scan is then performed with as little beam exposure to the Pt
electrode as possible prior to the scan.
Figure 3.6: EBIC images of the device in Fig. 3.3 in the pristine and ON
states and after a beam reset, and the ON-beam reset difference along
with diagrams. The pristine and ON EBIC images are reproduced from Fig. 3.3,
and the beam reset image was acquired immediately after the ON EBIC image.
Subtracting the middle two images produces the difference image which, as the
diagrams demonstrates, highlights the conducting paths formed while switching
the device ON.
While troublesome experimentally, the beam reset effect also enables us to
highlight conducting paths in the EBIC channel that appear when a device is in
the ON state. EBIC images of the Fig. 3.3 device in the pristine and ON states
are reproduced in Fig. 3.6, along with an image taken immediately after the ON
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state in which the bright conducting channels have disappeared. As the beam reset
seems to sever these conducting channels at the Pt interface, and conductors tend
to generate more SE than insulators (see chapter 4), these conducting channels
appear dark in the EBIC image of the beam reset device. Note that the dark Ti
electrode appears slightly larger in the EBIC image of the beam reset device than
in that of the pristine device. While the conducting channels formed in the ON
state turn dark after the beam reset, the signal from the Pt, Ti, and HfO2 regions
do not change much. The result of subtracting the beam reset EBIC image from
the ON EBIC image highlights the conducting channels produced while switching
(right image in Fig. 3.6).
The difference image in Fig. 3.6 shows the conducting channels formed by
programming the VCM device into the ON state. The switch appears to produce
conducting pathways along the surface of the Ti electrode which extend out 10-20
nm from the electrode edge. While it is difficult to image the region between
the electrodes due to the device’s beam sensitivity there does not appear to be a
significantly stronger EBIC signal near the tip of the Ti electrode than anywhere
else along the electrode (it is in fact strongest in some regions far from the gap).
This may suggest that the switching process is driven by voltage rather than field,
as we would expect a larger field at the Ti electrode edge closest to the Pt. In
this model the switching process forms a percolative conducting network all over
the Ti electrode which swells until it makes contact to the Pt electrode, at which
point the device is said to be in the ON state.
Our VCM devices switch from ON to OFF when a negative bias is applied to
the Ti electrode and the magnitude of the RESET bias is proportional to the resis-
tance of the resulting OFF state, as is shown in the Fig. 3.7 plot. Corresponding
difference EBIC images show a more complete erasure of the conducting HfOx
pathways at the Ti/HfOx interface with a larger reset bias magnitude. While the
-5 V RESET only results in a subtle decrease in bright signal on the Ti, the bright
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Figure 3.7: IV plot showing read biases for the Figs. 3.3 and 3.6 device in
the ON state and after reseting with -5 V and -10 V with corresponding
difference EBIC images. For each different colored curve in the plot, the device
was first switched ON by applying a positive bias of ∼10 V and then read after
ramping the bias to 0 V (black), -5 V (red), and -10 V (blue). The color of the
label in each of the EBIC difference images (which were processed similarly to the
difference image in Fig. 3.6) indicates the programmed state the device was in
immediately before the EBIC image was acquired.
regions disappear almost completely for a -10 V RESET. This suggests that the
RESET process occurs at the Ti/HfOx interface, and that a larger RESET bias
magnitude more-effectively returns HfOx into an insulating state. If the RESET
occurred instead at the HfOx/Pt interface we would not observe a shrinking of
the bright EBIC (HfOx) during RESETs but rather a sudden disappearance of
the entire conducting HfOx network (as we see after beam resets). Also note that
while the device is beam reset during each EBIC image similar features appear
in, for example, the ON and -5V RESET EBIC images in Fig. 3.7. This supports
our conclusion that the beam reset severs the connection between the Pt electrode
and the HfOx, leaving the HfOx structures at the Ti/HfOx interface intact until
the devices is reset by applying a bias.
We can summarize our EBIC observations in the cartoon in Fig. 3.8. When
the device is switched into the ON state, oxygen from the HfO2 layer is driven to
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Figure 3.8: Model diagrams for a VCM device in the pristine, ON, and
OFF states based on our EBIC observations. In this cartoon, oxygen atoms
evolved from the HfO2 layer collect at the Ti interface, leaving behind a conducting
network of HfOx. A tunnel junction forms at the Ti/TiOx/HfOx, and the RESET
process occurs near this interface.
the edge of the Ti electrode, leaving behind a conducting network of HfOx along
the entire electrode edge (rather than a single filament). While the HfOx network
is well-connected to the Pt electrode, there is a tunnel junction between the Ti
electrode and HfOx network formed by the TiOx layer. Upon applying a negative
RESET bias, oxygen atoms at the Ti electrode edge are driven back into HfOx,
reducing the conductance of the HfOx network.
3.4 Conclusion
Using STEM EBIC to probe the electronic structure of devices, we imaged the
oxygen vacancy-driven SET and RESET switching processes in VCM devices.
While the electron beam can alter the state of devices we show that STEM EBIC
images of an as-programmed state can be obtained over at least the Ti electrode.
We have developed a possible model, based on our EBIC observations, for the
switching process which explains non-linearity in the ON state IV and the RESET
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voltage-dependence of the HRS resistance.
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CHAPTER 4
Novel EBIC imaging modes in STEM
In the previous chapter we introduced STEM EBIC and used it to measure sec-
ondary electron emission/collection in nanoscale VCM elements to map connec-
tivity. Here we will discuss STEM EBIC in depth, comparing it to the more
common SEM EBIC and demonstrating different of contrast mechanisms. We
show that STEM EBIC can map electron emission/collection, temperature, field,
and thickness. We hope to establish STEM EBIC as a thermal and electronic
complement to physical structure-based TEM imaging.
4.1 Introduction
The study of nanoscale phenomena is integral to modern solid state physics
and next-generation technology, leading in situ transmission electron microscopy
(TEM) to become an important microanalysis platform. While the bulk of the in-
teresting dynamics in nanoscale devices are electronic or thermal in nature, TEM
imaging contrast is primarily related to the physical structure of a sample. TEM
images mostly provide a measure of coherent scattering (diffraction and phase
contrast) and incoherent scattering (Z and thickness contrast) of primary beam
electrons. While each of these imaging modes can be powerful analysis tools the
information they provide is limited to the position and composition of a sample’s
constituent atoms. Local electric and magnetic fields can be mapped in TEM via
Lorentz imaging with focal stack reconstruction, as well as with electron holog-
raphy (requiring a biprism) and, more recently, via pixel-by-pixel acquisition of
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complete CBED patterns in STEM. Electron energy loss spectroscopy (EELS) can
map a number of device properties, including temperature [40] and band struc-
ture in more sophisticated instruments, however most spectrum features are a
convolution of numerous effects that are difficult to decouple.
Here we report on several STEM electron beam induced current (STEM EBIC)
experiments in which we simultaneously probe the electronic and physical struc-
ture of devices. In EBIC the interaction between the electron beam and sample
is measured by a current meter at each beam position. EBIC is traditionally
deployed in SEM, however in STEM EBIC the higher spatial resolution, more en-
ergetic beam electrons, and electron-transparent samples result in very different
EBIC contrast. Here we propose STEM EBIC as a method for mapping electronic
and thermal effects in devices during in situ experimentation.
In EBIC, a decades old technique[41, 42], current is measured pixel by pixel as
an electron beam rasters across a sample. EBIC has been used extensively to map
intrinsic electric fields in materials, such as those in Si dislocation defects[43, 44,
45]. For these experiments, electron-hole pairs produced by the primary beam are
separated by an electric field between the current meter and ground. In electron
beam absorbed current (EBAC) measurements, often used as a failure analysis
technique, an ammeter placed between a network of interconnects and ground
measures the beam current absorbed in the interconnects, providing a map of
connectivity[46]. In a similar configuration to EBAC, mapping the decay in EBIC
signal with distance from a collector electrode gives a direct measure of carrier
diffusion length[47]. Most EBIC studies have been conducted in a scanning elec-
tron microscope (SEM)[42, 44], however similar experiments have been extended
to scanning transmission electron microscopes (STEM) to take advantage of the
improved resolution while mapping intrinsic fields [48, 49, 2].
The interaction between beam and sample in an SEM is drastically different
than in a TEM, where the electron beam is typically higher energy and samples
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are electron-transparent. In SEM, the primary beam generates the majority of
SE; however, most of these SE are re-absorbed by the sample. The SE detected
while imaging are mostly generated by back-scattered electrons (BSE)[50]. In
this context, the secondary electron yield for a material is not a measure of SE
produced by primary beam interaction but rather the SE that escape the surface
being scanned. In SEM, SE detection produces images that are sensitive to the
sample surface, while BSE detection and EBIC can probe deeper into the sample.
The multitude of backscattering and multiple-scattering events in the SEM inter-
action volume limits SEM EBIC resolution to lower than that of SEM imaging.
These interactions obscure the nature of the primary beam interaction in SEM
EBIC, thus this technique maps where electrons are separated from holes but not
necessarily where the initial beam interaction occurred.
For TEM, current balance is given by[51]:
IB − It + VS/RS = IBη(t) + IBδ(VS)
where IB is the primary beam current, It is the transmitted beam current, VS and
RS are the (beam-induced) sample potential and effective resistance to ground,
respectively, and η and δ are the portion of the primary beam that produces
backscattered and secondary electrons, respectively. In TEM a negligible amount
of the high energy beam electrons are absorbed by the sample[51, 52] and samples
are too thin for significant backscattering to occur. The main source of charging
in TEM is SE generation by the primary beam. In the absence of an external
field, a SE produced with sufficient energy to escape the sample will leave behind
a positive charge. If this charge is produced within the carrier diffusion length
from a conductor connected to a current meter it will be measured as positive
EBIC current (given by VS/RS in the equation above).
Production and detection of SE depends on four factors[53]: the rate of SE
generation by the beam, the fraction of these SE that make it to the sample
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surface, the escape probability once at the surface, and the portion of escaped
electrons which make it to the detector. While higher energy beam electrons
produce less SE overall, they produce a higher portion of high energy SE[54]
which can travel farther through a given material and are more likely to escape
the surface[55]. If a current meter is connected to a conducting region of sample
in STEM, all of the secondary electrons which escape that region will be detected.
The shape of the power spectrum for SE is given by[55, 50]
dN
dE
∝ 1
EP
ESE
(ESE + φW )4
where ESE = E − EF − Φ, the SE energy above the conduction band and work
function, and EP is the primary beam energy. The mean free path (MFP) for
a SE in a material depends on the SE energy and the electron density of the
material[55]. For low energy electrons the MFP decreases with increasing energy,
however above an energy of about 100 eV the trend reverses; SE will have a
longer MFP in a given material for increasing energy[56]. For beam energies
used in TEM, typically 80-300 keV, a significant portion of SE are above 800 eV
[54]. In general the SE MFP is shorter in materials with larger conductivities[55],
with metals and insulators exhibiting SE MFPs of a few nanometers and 10’s of
nanometers, respectively[57, 58].
4.2 Secondary electron emission in STEM EBIC
In the STEM EBIC image in Fig. 4.1(a) the average EBIC on the upper electrode,
which is connected to a current meter, is 1.71 pA and -0.6 pA for the lower
electrode (for a 32 pA beam current of 80 keV electrons). The positive current
corresponds to SE being ejected from the upper ”detector” electrode, while SE
ejected from the lower electrode are detected as negative current. In Figure 4.1(b)
there is a line running between and parallel to the probes, which are both held at
ground, which shows charge in Al2O3 preferentially returning to ground via the
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Figure 4.1: EBIC and STEM images of Pt electrodes on a Si3N4/Al2O3
membrane. This device consists of Ti/Pt (5/25 nm) probes patterned on a
Si3N4/Al2O3 (15/20 nm) membrane. In the EBIC image in (a) the upper Pt
”detector” probe is connected to ground via a transimpedance current amplifier
and the lower probe is grounded. Scale bar is 1µm.(b) shows a higher magnification
of the region in blue in (a). Scale bar is 300 nm. The red region in (a) shows where
the bright-field (BF) (c), annular dark-field (ADF) (d), and EBIC (e) images were
simultaneously acquired. Scale bar is 30 nm for (c).
shortest path.
The images in 4.1(c-e) show BF and ADF STEM images along with a con-
currently acquired EBIC image. The average current in Figure 4.1(e) is 1.21 pA.
Holes between the Pt grains appear as white in (c) and black in (d) and (e),
however there are numerous subtle features in the EBIC that do not map to any
contrast in the STEM images. These STEM EBIC features may represent changes
to the Ti and Pt work functions and SE emission with surface topography and
contamination, which alters the energy distribution of SE created by the beam
(but not the mean free path within the Pt).
The plot in Fig. 4.2 shows the average EBIC in the red and blue regions of the
Ti/Pt and Al electrodes, respectively, in the Fig. 4.2 EBIC image. These elec-
trodes are connected to a transimpedance current amplifier and a bias is applied
to the electrodes through the amplifier. SE emission is suppressed with a positive
bias and promoted with a negative bias, which supports our supposition that the
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Figure 4.2: ADF and STEM EBIC images of connected Ti/Pt and Al
electrodes and plot of average EBIC in each material vs. electrode bias.
The plot shows average EBIC of the bright electrode on the right of the EBIC
image inset, which also includes three grounded electrodes on the same membrane.
The inset also shows a schematic diagram of the bias EBIC circuit. Scale bar is 2
µm.
contrast is due to electron emission. A +9 V bias results in ∼1/3 SE emission
EBIC relative to zero bias in each material, therefore the majority of SE produced
seem to be ≤9 eV. Applying a negative bias to the electrode reduces the effective
work function and promotes electron emission, with the emission saturating below
negative a few eV as the magnitude of the bias exceeds the work function. With
some automation in the amplifier bias (with which our apparatus is not equipped),
one could more finely increment the bias over a number of EBIC scans and fit to
extract the work function. By performing this analysis pixel-by-pixel for a stack
of aligned EBIC images this technique could be used to map work function.
Unlike in SEM SE imaging, STEM EBIC detects SE emitted from the top
(beam incident) surface of the sample as well as the bottom (beam exit) surface.
While it has been reported[59] that more SE are produced on the exit (bottom)
surface of thin metallic films slightly more recent results suggest similar SE pro-
duction on both the incident and exit surfaces[60]. The dark-field contrast in Fig.
4.1(d) is dominated by Z and thickness contrast, and signal is therefore domi-
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Figure 4.3: EBIC and STEM images of a Ti/Pt electron on a Si3N4 mem-
brane. BF, ADF, and EBIC images acquired on a Ti/Pt (5/25 nm) electrode
patterned on a 15 nm Si3N4 membrane.
nated by the Pt in the Ti/Pt electrode. Many features in (e), however, do not
obviously map to features in (d). We see a similar discrepancy in Fig. 4.3, which
was acquired under very similar conditions for a Ti/Pt electrode patterned on 15
nm of Si3N4 (no Al2O3). Here multiple small grains (comparable in size to the 5
nm thickness of the Ti layer) appear in the EBIC contrast within regions of large
continuous Pt grains in the ADF image. The grains in the Fig. 4.3 EBIC im-
ages appear more well-defined than those in Fig. 4.1, perhaps due to the thinner
underlying membrane, allowing more SE to escape the bottom surface. The SE
yield in Pt is one of the highest of any element, and significantly higher than that
of Ti[57]. Since the STEM EBIC image is not wholly dominated by the Pt signal
this suggests that the SE emission is stronger on the exit surface than the incident
surface.
We observe that the magnitude of EBIC for a number of materials is thickness
invariant, at least for samples < 100 nm thick. Fig. 4.4 shows ADF and EBIC of
four different types of electrodes (Ti/Pt, amorphous carbon, graphene, and NbO2)
which at least double in thickness in frame. The thickness changes are obvious in
the ADF images but not observed at all in the EBIC signal. This suggests that
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Figure 4.4: ADF and EBIC images with line profiles for four materials
with thickness changes. The ADF and EBIC images show regions of Ti/Pt,
amorphous carbon, graphene, and NbO2 which change thickness by a factor of two
or more within the field of view. Each line profile is labeled with the thickness of
each region. In each case the current meter is attached to the material of interest.
SE STEM EBIC is mostly a surface effect, with SE only escaping from within a
few nanometers of a conducting surface.
Fig. 4.5 shows partially overlapped materials in STEM EBIC, where the EBIC
contrast for the overlapped materials takes on a value between that of either
material on its own. The overlapped material should not have a significant effect
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on the SE emission from the bottom (exit) surface, thus most of the change comes
from altering emission from the top surface. Since Pt has significantly higher SE
yield than carbon[57], or most other materials for that matter, the addition of
a non-Pt layer to the top of the electrode decreases the SE yield, as shown in
the right image in 4.5. Similarly, in the left image, graphene has a stronger SE
EBIC signal that amorphous carbon and the signal is lower for a graphene/carbon
stack. Carbon generates more SE than Ti[57], and graphene more than carbon.
If STEM EBIC only probed the graphene surface in the right Fig. 4.5 image we
would expect the overlapped region to show darker contrast than the graphene
film alone. Instead, the contrast in the overlapped region is between that the
Ti/Pt and graphene. This indicates that some of the SE EBIC in this image
originates in the Pt, below the graphene surface.
Figure 4.5: STEM EBIC images of amorphous carbon, graphene, and
Ti/Pt overlapping. The left EBIC image shows graphene on few nm-thick
amorphous carbon which has been deposited via organometallic deposition. The
right EBIC image shows a few-layer graphene sheet transferred to a Ti/Pt elec-
trode. EBIC signal for the overlapped regions take on a value between that of
either material alone. Scale bars are 1 µm.
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4.3 Thermal effects in STEM EBIC
Figure 4.6: Schematic of heating/biasing device and EBIC experiment.
The heater is electrically isolated from the Pt probes by a 20 nm thick layer of
ALD Al2O3. As the heater is energized we measure the EBIC on the probes.
In this section we will discuss thermal effects in SE emission and electron-
hole pair separation in STEM EBIC. While there have been numerous previous
temperature-dependent SEM EBIC studies[61, 62, 63, 64, 65, 66], these have been
mainly concerned with thermal effects in mapping Si dislocations. Here we will
look at systems in which we control electric field and temperature in situ. A
schematic of our heating/biasing device and EBIC circuit are shown in Figure4.6
and devices are described in detail in section 1.2.1. All thermal effects reported
are reversible (i.e. do not persist at room temperature), so we are confident these
effects are not the result of dielectric breakdown or other forms of current leakage.
We will first discuss thermal effects in SE STEM EBIC and then in electron-hole
pair separation (field mapping).
STEM and EBIC images for a Ti/Pt electrode adjacent to a heater are shown
for zero heater power in the upper row of Fig. 4.7, with the EBIC on a color scale
to obviate more subtle contrast. In the lower row the heater is energized with 140
µW of power, which results in an increase in probe EBIC close to the heater (left
62
Figure 4.7: STEM and EBIC images of Ti/Pt probes adjacent to a heater.
BF, ADF, and EBIC images (left to right) of a heater device with zero (top) and
140µW heater power. The red box indicates the region (in a similar device) where
the data shown in red in Figure 4.8 was measured. The color scale for both EBIC
images is in the bottom right and is measured relative to a region of membrane
far from the heater and probes. The edge of the heater can be seen along the left
side of the images. The scale bar is 2 µm.
edge of the image). Average EBIC at the electrode tip and beam-independent
current, measured on a similar device, are plotted as a function of signed heater
power in Fig. 4.8. The raw EBIC at elevated temperature is dominated by beam-
independent effects (see the black plot in Fig. 4.8) which are, by definition, not
EBIC. Each EBIC value in 4.8 represents the difference between raw EBIC and
EBIC on the membrane far from the heater. The resulting ”true” EBIC signal
only measures beam-dependent contrast.
The lower EBIC image in Figure 4.7 shows an obvious gradient from the edge of
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Figure 4.8: EBIC vs. heater power plot. The plot in black shows EBIC mea-
sured when the beam is blanked (not scanning) for each heater power, indicating
beam-independent electron emission. The red plot shows the average EBIC for
the region indicated by the red box in the inset (which shows a similar device), for
each heater power. In the red plot beam independent effects have been subtracted
from the data.
the probes nearest the heater to the right side of the window (room temperature).
The average true EBIC signal for the region the red box in the figure (for a similar
device) is shown in Figure 4.8. The magnitude of this signal is independent of the
heater bias, and is even in the signed heater power, so we conclude it is thermal
in nature.
The beam independent current (black in 4.8) is always negative, indicating
that electrons are emitted from the sample and collected in the probe circuit.
This is likely thermionic emission from the hot, Al2O3-covered Pt heater (Al2O3
has been shown to improve the emissive properties of some metals [67]), as the
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field between the heater and the probes (∼1µV/m), is too small for significant
Schottky emission to occur [68]. A positive heater bias also seems to suppress this
emission, similar to the scenario in Fig. 4.2.
The beam-dependent current (red in 4.8) is always positive, indicating en-
hanced emission of electrons from the probe tips upon heating, and appears to
be quadratic in the power. This could be analogous to Richardson’s expression
for thermionic emission[69], where the emission of electrons from a hot surface in-
creases quadratically with temperature. Independent temperature measurement
is necessary to obtain quantitative information, but this technique appears to at
least qualitatively map temperature.
The device in figure 4.9 is a heating/biasing chip with 30 nm of amorphous
carbon deposited on top that is electrically isolated from the heater but connected
to the probes. The region in the red bracket is effectively a capacitor in cross
section (Pt/Al2O3/C). A plot of the average EBIC signal in this region when the
heater is held at constant potential, with no current flowing (blue plot in Fig 4.9),
shows a linear dependence on voltage, mapping electron-hole pair recombination
caused by the electric field within the capacitor.
A plot of the EBIC signal when one side of the heater is held at ground,
energizing the heater, is shown for this same region in the red curve, as well as
current measured and while the beam is blanked (black) while heating. With the
beam blanked electrons still flow between the heater and probes (black curve in
Fig. 4.9). In this configuration the field between the carbon and Pt is on the
order to 108 V/m, which lies in the intermediate field range between Schottky
and Field emission, which can be treated in the manner described by Murphy and
Good[69]. While emission in the regime is fairly complicated, it is small and beam
independent, so we can subtract it from the raw EBIC signal, as we did in Fig.
4.8, to obtain the true, beam-dependent EBIC signal.
For lower heater power the red plot in Fig. 4.9 is still linear in the bias but
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Figure 4.9: Plots of EBIC signal and beam-independent current for a
cold and hot Pt/Al2O3/C capacitor with device image and schematic
insets. Each plot shows the average EBIC (relative to the zero bias EBIC) in
the 2µm wide region of lower heater leg indicated by the red bracket in the ADF
image of the heater (upper left inset). For the plot in blue, the same bias was
applied to both heater terminals (no current or heating). In the red plot the upper
leg is held at ground. The lower right inset shows a schematic of the device. The
probes and carbon sheet are connected to the ammeter and held at ground.
is smaller in magnitude than the blue plot, consistent with the potential drop in
the ∼700 ω lead resistance on the chip. As heater power is increased the EBIC
signal becomes nonlinear. Note that the negative heater polarity results in a
slightly stronger thermal response. The strength of EBIC signal in an electric field
depends on the rate of electron-hole pair production and the strength of the field.
We do not expect temperature to effect the field, so the bulk of the increased EBIC
signal must be the result of thermally-enhanced electron-hole pair production. The
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asymmetry with bias polarity in the red plot also suggests a beam-induced electron
emission from the heater electrode (SE are more easily emitted for negative bias),
however this signal is not nearly as strong. While independent thermometry
may help quantify this signal, we will use these qualitative results (temperature
enhances EBIC signal from electric fields) in chapter 5.
.
4.4 STEM EBIC thickness measurement
In the previous two sections we used STEM EBIC to maps DC currents produced
within devices. In this chapter we will use capacitive currents measured in our
EBIC circuit to measure thickness of sample features. We are able to achieve
thickness resolution comparable to that of AFM with the spatial resolution of
TEM.
4.4.1 Introduction
TEM is capable of atomic spatial resolution, with corrected instruments easily
visualizing individual atoms of low Z elements[70], however comparable resolution
in quantitative thickness mapping has been elusive. While coherent contrast is too
convoluted to measure thickness reliably, quantitative HAADF STEM has been
demonstrated[71]. EELS spectrum mapping can be used to generate thickness
maps[72] but requires long integration times. Currently atomic force microscopy
(AFM) is the best means for high-precision height mapping, but spatial resolution
is significantly lower than that of TEM. Highly-specialized atomic force micro-
scopes have been used to map organic molecules with subatomic precision[73, 74],
however this technique is impractical for broad application. Here we present a
method for obtaining thickness maps using STEM EBIC which provides high spa-
tial resolution in all three dimensions and can be readily employed in virtually
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any microscope with in situ capabilities.
As discussed in chapter 4, STEM EBIC is sensitive to a number of signals that
are otherwise inaccessible to TEM imaging, including SE emission, electric fields,
and temperature. In a typical EBIC experiment, a current meter is connected
to the device of interest and current produced by the beam-device interaction is
mapped as a function of beam position. In this case, current is either generated
by separation of electron-hole pairs (due to a local electric field) or by electron
emission (due to beam interaction alone or assisted by bias or temperature). Here,
rather than measuring current that originates directly from the beam interaction,
we measure the current generated in our underlying Si substrate, using the entire
sample as a detector.
4.4.2 Methods
Device fabrication begins with a 200 m thick <100> Si wafer (highly p-doped
probably) which is coated with 800 nm of SiO2 and 15 nm of SiN. One side of the
wafer is patterned and the Si3N4 and SiO2 is penetrated by plasma etching. The
entire wafer is then anisotropically etched in hot KOH revealing a thin electron-
transparent membrane on the opposite side of the wafer. Electrodes of Ti/Pt
(5/25 nm) are patterned onto the wafer via optical lithography. These substrates
(schematic in Figure 4.10) serve as the platform for all experiments discussed,
and all imaging was performed in an FEI Titan 80-300 FEG TEM using a biasing
holder manufactured by Hummingbird Scientific. EBIC is measured with a Femto
DLPCA low-noise transimpedance amplifier.
The transimpedance current amplifier is connected to the sample via a cus-
tom clamp which makes contact to large electrodes patterned on the sample sur-
face. While these electrodes are insulated from the underlying Si substrate by the
SiO2/Si3N4 layer, the Si is still capacitively coupled to the current amplifier. The
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Figure 4.10: Diagram of device and circuit for EBIC thickness measure-
ment. A schematic for our chip-based detector, including sketches for the paths
of x-ray and primary and secondary electrons. The chip can be modeled by the
circuit diagram where the top electrode, attached to the current amplifier (Iout),
makes up the right hand side of the diagram and the Si layer in the chip the left
side. We believe Iout is electron current resulting from x-ray photoemission of
electrons.
circuit diagram in 4.10 is an approximation of our apparatus; the top electrode
and current amplifier act as the right side of the capacitor and Iout, respectively,
while the remainder of the circuit represents the Si chip, which is grounded on
the bottom as it sits in the sample holder. This circuit forms a high pass filter
and acts as a passive differentiator[75], returning the derivative of the current
generated in the Si layer.
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4.4.3 Results
In Rutherford scattering the number of electrons scattered into an angle θ is
proportional to tZ2cot2 θ
2
, thus beam electrons rarely scatter higher than 100 mrad
(hence the low signal-to-noise characteristic of HAADF imaging). KOH etching
of <100> Si produces a rectangular pit in the wafer which tapers at 54.7o relative
to the wafer surface. The resulting collection angle of the substrate (600 mrad) is
far too large to collect a significant number of deflected beam electrons. Emitted
secondary electrons can generate a negative current in the Si by direct absorption,
and X-rays incident on the Si can produce a positive current via photo-emission of
electrons, similar to commercially-produced x-ray detectors. For reasons we will
discuss later, we believe the capacitive substrate current we measure is primarily
due to X-ray photoemission of electrons.
Figure 4.11 shows three STEM and an EBIC image of a Ti/Pt (5/25 nm)
feature that is isolated on an electron-transparent membrane, i.e. it is not elec-
trically connected to the current meter. The electron beam scans left to right,
top to bottom, dwelling at each pixel for ∼2.5 ms. When the beam scans from
the membrane onto the metallic feature a -4 pA overshoot occurs in the EBIC
current (left of the gray box), and a wider, +2 pA overshoot occurs as the beam
returns to the membrane (right of the gray box), followed by a few pixel-wide
decay. An integrated image of the EBIC signal in 4.11 is shown in Fig. 4.12 and
was generated by adding each pixel value in the EBIC image to a running total
(moving from left to right) for each line in the EBIC image. Simple leveling and
streak-reduction was also performed in open-source AFM software (Gwyddion).
Pt grain boundaries matching those in the STEM images can be seen clearly,
however the integrated EBIC contrast of individual grains does not clearly map
to contrast in any of the imaging channels.
Taking this signal to be linear with thickness, we can roughly calibrate the
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Figure 4.11: STEM and EBIC images of an isolated Ti/Pt (5/25 nm)
structure and EBIC line profile. Bright-field (BF), annular bright-field
(ABF), and annular dark-field (ADF) STEM images and an EBIC image of a
Ti/Pt feature isolated on an electron-transparent membrane. The red box repre-
sents the regions shown in higher magnification in Fig. 4.13. A single pixel-wide
line profile, acquired along the blue line in the EBIC image, is plotted to the right.
The gray region in the plot marks the width of the metallic feature in the middle
third of the STEM images. The EBIC is measured relative to the signal obtained
on the adjacent membrane, which is set to zero.
image in Fig. 4.12 to the 30 nm height of the Ti/Pt feature and produce a
thickness map. Note that the Ti has much lower Z than Pt, so even for a linear
relation between integrated EBIC and sample thickness this calibration is still
little more than a rough estimate. The integrated EBIC image of the Fig. 4.11
red region, shown in Fig. 4.13, was calibrated to similarly to the profile 4.12.
Based on this rough calibration, we seem to be capable of measuring nanometer
thickness differences with sub-nanometer lateral resolution. Comparing AFM and
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Figure 4.12: Integration of Fig. 4.11 EBIC image and line profile. The
image on the left was produced by integrating the EBIC image in Figure 4.11,
line by line, and then flattening in AFM data processing software. The line profile
was acquired along the black line in the image and thickness is calibrated to the
30 nm step from the membrane to the Ti/Pt feature. Scale can be seen in the
Fig. 4.11 line profile.
integrated EBIC images acquired on the same region in 4.14 also suggests we can
resolve subnanometer thickness changes in similar samples.
This technique has been demonstrated on features isolated on the membrane,
thus no direct connection to a film is necessary to map its thickness. For example,
as shown in 4.15, we can map thickness of individual, isolated Sn nanoparticles.
The lower-left in Fig. 4.16 shows positive SE emission contrast on the right
electrode, which is connected to the current amplifier, while the other 3 electrodes
show only an overshoot signal (as well as a small negative signal from emitted SE).
As shown in the images of a Cr/Au (5/25 nm) electrode in Fig. 4.16, we can obtain
both types of EBIC contrast on the same elctrode by measuring current from and
electrode within (”local,” blue) and far from (”remote,” red) the field of view. For
films of the same thickness and composition, we see an overshoot effect of equal
magnitude whether the region is grounded (as in the dark electrodes in Figs. 4.1
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Figure 4.13: STEM images and EBIC image acquired in the red region
in Figure 4.11. The four images on the left (BF, ABF, ADF, and EBIC) were
acquired simultaneously. The image to the right is an integrated EBIC image and
the thickness scale is calibrated from the plot in Figure 4.12 (need to say that
better).
and 4.16) or electrically isolated (like the region in Fig. 4.11). The electrode from
which we collect remote EBIC is not directly attached to the electrode within the
field of view, however it is capacitively coupled the Si substrate. We believe that
this overshoot signal maps to changes in the current generated in the Si substrate.
The integrated remote EBIC signal in Fig. 4.16 shows bright and dark features
within the Cr/Au electrode which do not appear in the local EBIC signal, thus we
can conclude that the contrast in the integrated signal is not due to SE collection
in the Si. When film thickness changes, such as in Fig. 4.4, the SE EBIC signal
does not change, however a capacitive overshoot is present, which also suggests the
overshoot is independent SE emission. Similarly, though some dark regions in the
DF signal also appear in the integrated remote EBIC image, most of the contrast
in one does not directly map to the other. Based on this, and the scattering angle
considerations discussed earlier, we do not believe this signal is due to scattered
beam electrons.
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Figure 4.14: Integrated EBIC and AFM images of a Ti/Pt electrode. The
integrated EBIC and AFM images were acquired on the same Ti/Pt electrode,
and line profiles taken over the same features are plotted.
To directly measure the current generated in the substrate we made ohmic
contact to the Si by milling through an electrode to the Si layer, filling with
organometallic FIB Pt (see Fig. 4.17), and annealing at 600o C in a Ar/H2 flow
(500 sccm each) in a 1.25 inch diameter tube furnace for 20 minutes. This process
resulted in a ∼1 kΩ contact from the electrode to the Si. Based on the current
values in the yellow boxes in Fig. 4.17 it appears that most of the electrons which
leave the electrode are recaptured in the Si. Similarly, the lower electrode appears
to have zero net current, as most of the SE that are emitted are then re-captured
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Figure 4.15: BF, ADF, raw EBIC, and Integrated EBIC image of Sn
nanoparticles. The lower right image was formed by integrating the lower left
EBIC image. To the right of the image is a Ti/Pt electrode and to the left are Sn
nanoparticles, most with a thin oxide layer.
in the circuit via the Si.
Despite having contact to the Si, which enables us to measure DC currents in
the substrate, there still appears to be a capacitive, rather than DC, substrate
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Figure 4.16: STEM, EBIC, and integrated EBIC images of a Cr/Au
electrode and diagram showing current meter connection. The BF, DF,
and EBIC images of a Cr/Au (5/25 nm) electrode were acquired simultaneously.
”Local” EBIC contrast, acquired by collecting current from the electrode within
the field of view, is labeled in blue and ”remote” contrast, measured from an
electrode far from the field of view, is shown in red, along with the integrated
signal. The lower left EBIC image demonstrates ”local” (bright electrode) and
”remote” EBIC contrast within the same field of view.
signal in each EBIC image. Furthermore, while the capacitive effect is positive to
negative (while going left to right over an electrode) in the right image, the polarity
in the left image is reversed, i.e. the overshoot corresponds to a positive current
in the Si. In other words, it appears that this signal originates from emission
of electrons from the substrate, rather than electron absorption. Since we have
ohmic contact to the Si, yet still see what looks like a capacitive effect, we suspect
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Figure 4.17: EBIC signal collected from an electrode connected to, and
isolated from, the Si substrate with a schematic inset. The left image
shows EBIC signal from the lower electrode, which is connected to the substrate
via FIB milling and deposition of Pt (shown in schematic), followed by anneal-
ing. The right image shows EBIC signal collected simultaneously from the right
electrode. The average current measured in each yellow box, relative to the mem-
brane, is also displayed.
the overshoot is due to a charging effect in the substrate, rather than steady
currents. One possible explanation is that when beam interaction-generated x-
rays are incident on the KOH-etched pit they eject electrons via photoemission,
leaving behind a positive charge. The ∼10 nm native oxide layer on Si this could
explain why we do not observe a DC current from this effect.
To assess the accuracy of assuming the integrated EBIC signal is linear with
thickness over a wide range of thicknesses we measured the same region of a Sb3Te3
flake with this technique and with AFM. The flake is well-suited for this purpose
as it is single-crystal, has atomically-sharp height changes, and is of a uniform
composition (i.e. no adhesion layer) with heavy constituent atoms. The single-
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Figure 4.18: AFM and integrated EBIC images of a Sb2Te3 flake with
line profiles. The upper left AFM and upper middle integrated EBIC images
were taken in the same region. The color-coded line profiles below plots the signal
on the line drawn in each image, using the AFM data to calibrate thickness in
the EBIC images. The right EBIC image was acquired in center of the middle
image, and both are on the same contrast scale. The red cross section is overlaid
onto the AFM signal from the gray region in the left plot. The region in green is
magnified in Fig. 4.20.
crystal flake was transferred to our substrate using the ”dry transfer” process
described in chapter 6. The AFM (upper-left) and integrated EBIC (upper-right)
images in Fig. 4.18 were acquired in the same region at the edge of a Sb3Te3
sheet. The cross sections below show the height measured along the correspond-
ingly colored lines in each image and the blue curve was calibrated by scaling the
integrated EBIC data to match the AFM-determined ∼160 nm flake thickness
78
and setting the membrane to zero thickness. While the high and low values for
each cross section agree by definition, the intermediate height steps also seem to
match roughly in this profile, with a delay in measuring height steps which we
may ascribe to the time constant of the capacitive circuit. The lower-right plot
shows the red profile from the region in the red box/upper-right image, and here
the similarly-calibrated EBIC data matches the AFM data much more closely.
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Figure 4.19: Raw EBIC from which the integrated images in Fig. 4.18
were made with line profiles. The raw EBIC signals are on the same contrast
scale and line profiles were taken in the same region and overlaid, with the line
color in each image correlating to a curve in the plot.
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The two EBIC images in Fig. 4.18 were acquired with the same pixel dwell
time but at different magnifications. For each peak in the capacitive signal there
is a decay in signal over a few pixels. In Fig. 4.19 there is a bright decay feature
at the left side of each image, which is a ringdown from when the beam moves
from the thick region of the flake (right) back to the membrane (left). It should
also be noted that this ringdown, lasts for the same number of pixels (i.e. same
time for a given pixel dwell time) regardless of magnification. In the Fig. 4.19 line
profiles, which were taken over the same features at different magnifications, the
lower-magnification (red) profile has significantly longer decay then the higher-
magnification (green) profile when the beam scans over a features. Integrating
over the decay will result in sharp edges being ”smeared”, hence steps in the
AFM signal tends to lead the integrated EBIC signal in the left plot in Fig. 4.18.
Similarly, this may explain why we see better agreement between the profiles in
the right plot in Fig. 4.18 and why the atomically-sharp height steps in both Figs.
4.18 and 4.20 all appear to be blurred by the same number of pixels in each image.
4.5 Conclusions
We have demonstrated the utility of STEM EBIC beyond improving resolution
of SEM EBIC experiments. We have used EBIC as maximally efficient secondary
electron detector to map connectivity in this chapter as well as in chapter 3.
We showed enhanced SE emission in the presence of bias and heat, the latter of
which has potential for high resolution temperature mapping. We have also shown
increased electron-hole pair production in the presence of heat, which manifests
as what appears to be exaggerated fields. We will use the enhanced field signal
to identify hot regions of devices in the next chapter. Finally, we demonstrated a
technique, using the entire substrate as a detector, for measuring thickness using
EBIC. While we have yet to establish a robust model for the mechanism, we have
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Figure 4.20: High-magnification BF, ADF, EBIC, and integrated EBIC
images of a thin Sb2Te3 flake. Bright-field, annular dark-field, EBIC, and
integrated EBIC images were taken in the region in green in Fig. 4.18. The
integrated EBIC image was calibrated from the AFM image by matching the
thickest region of the flake within the field of view and setting the membrane to
zero. Based on this calibration the triangular region at the left of the sheet is 10
nm thick.
shown at least empirically that we can use this technique to obtain quantitative
thickness information.
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CHAPTER 5
STEM EBIC of the Metal-insulator Transition
in NbO2
In this chapter we will use STEM EBIC to map a sudden, drastic change to
the electronic structure of NbO2 due to a metal-insulator transition. Though
there is immense interest in the nature of metal-insulator transitions there are
few effective means of mapping the effect, especially in nanoscale devices. The
transition exhibits striking contrast in STEM EBIC, which provides a unique
opportunity to study this effect in situ.
5.1 Introduction
Above a characteristic temperature, some insulating materials, typically metal
oxides[76], undergo a reversible transition into a low resistivity phase. Such metal-
insulator transition (MIT) materials are being studied for possible applications in
electronic devices, as this transition can be triggered locally by applying a bias.
Among the known MIT materials, NbO2 is of particular interest because it has
a high transition temperature (∼ 1080 K)[77, 78, 79], which is above typical
operating temperatures for semiconductor electronics applications. While this
high transition temperature is an advantage for NbO2 applications it often renders
the study of the heating- and bias-driven transitions in the same sample difficult,
if not impossible.
In bulk NbO2 a thermally-induced MIT occurs due to a crystallographic trans-
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formation between a rutile and a distorted rutile structure above and below the
transition temperature, respectively [80]. Similar switching has been demon-
strated in thin film NbO2 devices under bias. Bias switching of NbO2[81], which
has been demonstrated at high speeds[82], produces a volatile low-resistance state
above a threshold voltage. This threshold switching is being considered as a so-
lution to ”sneak currents” in cross-bar resistive memory arrays [83, 84, 85, 86].
While the thermally-driven transition in bulk has been well studied[87, 79] the
mechanism behind the bias-driven transition is not as well understood. While
some studies[88, 89] suggest bias switching is also thermal in nature, due to local
Joule heating, others[90, 91] suggest that field triggers the transition.
Here we will use in situ TEM techniques to observe both the thermal- and
bias-induced MIT in NbO2. As we will show later, physical changes in the NbO2
associated with the MIT are too subtle to map effectively in TEM, so we will also
employ electron-beam induced current imaging in scanning TEM mode (STEM
EBIC). To measure EBIC, a transimpedence current amplifier connected to our
device measures the current at each pixel as the electron beam scans across the
sample, generating conventional STEM images and EBIC images simultaneously.
Since a number of processes can generate current while imaging, we can map a
variety of phenomena in EBIC depending on the circuit we are measuring, as
shown in chapter 4. For this experiment we will be using STEM EBIC to map
electric fields and electron emission in our devices.
5.2 Methods
Figure 5.1 shows a schematic of our heating/biasing thin film NbO2 device. As
described in section 1.2.1, the Ti/Pt (5/25 nm) heater is deposited on an electron-
transparent membrane and covered with a conformal film of Al2O3, which insulates
the heater from other conducting structures on the substrate. Ti/Pt (5/25 nm)
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Figure 5.1: Schematic of heating/biasing NbO2 device and thermally-in-
duced MIT EBIC experiment. Our device consists of a Ti/Pt (5/25 nm)
heater on a 15 nm Si3N4 membrane, covered in 20 nm of ALD Al2O3, on which
Ti/Pt probes are patterned and the device is coated with NbO2. In the EBIC ex-
periment, power is applied to the heater and current on the probes (and therefore
the entire NbO2 layer) is measured as a function of beam position.
probes are patterned on the Al2O3, which is then coated with 30 nm of NbO2.
The NbO2 was deposited via pulsed laser deposition[89] at 700
oC substrate tem-
perature in 2 mTorr Ar + O2 growth atmosphere with 1% O2 content using NbO2
ceramic target (AJA International.). Film quality and thickness were assessed
with x-ray photoelectron spectroscopy, x-ray diffraction, and x-ray reflectometry,
confirming the major NbO2 phase, which forms with an additional top Nb2O5
layer of a few nm due to air exposure. Deploying the heater and probes on an
electron-transparent membrane limits heating to the thin membrane itself. These
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devices therefore have a very short thermal time constant and heating experiments
can be performed without having to wait long periods of time for the sample to
stabilize thermally.
Figure 5.2: Schematic of carbon top electrode NbO2 biasing device for
EBIC The carbon top electrode will map electron-hole separation in the presence
of electric fields, as indicated in the diagram. Note that the top electrode shares
an electrode with one of the heater leads.
To map the thermally-induced MIT in EBIC, the probes, and thereby the en-
tire NbO2 layer, are connected to a transimpedance current amplifier as a current
is driven through the heater (see Fig. 5.1 schematic). In this configuration we
believe we are measuring electron emission through different layers within our sam-
ple. In order to probe bias-induced switching we add a conducting top-electrode,
electrically isolated from the NbO2 via 20 nm of ALD alumina. We then either
deposit carbon, patterned lithographically, to act as an EBIC electrode (as shown
in Fig. 5.2) or transfer a sheet of few-layer graphene, via a previously-reported
wet transfer process [92], to act as a heat sink. During biasing experiments, the
transimpedance current amplifier is attached to the top electrode and is sensitive
to field and temperature (see section 4.3). Etching of the graphene to reduce
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thermal conductivity is performed in a Gatan Solarus plasma reactor. An RF
power of 50 W is applied to a partial pressure of 400 mTorr of oxygen to form the
plasma.
5.3 Results
5.3.1 The thermally-induced metal-insulator transition in NbO2
Fig. 5.3 shows three STEM imaging channels along with an EBIC image for a
heating/biasing NbO2 device at room temperature, with 706 µW (negative bias)
on the heater, and their difference. In this image the upper heater leg is held at
ground and the lower is biased (we will maintain this convention for all heater
devices). The STEM images show few changes between room and high tempera-
ture, mostly due to warping of the membrane with to thermal expansion. Similar
changes occur in the far reaches of the membrane which are much closer to room
temperature. The EBIC signal, which is fairly featureless at room temperature
aside from the heater, shows a large dark (negative current) patch centered on the
heater when the device is hot.
The plot to the left in Figure 5.4 shows the raw, average current measured by
the transimpedance current amplifier when the STEM electron beam scans the
regions in blue (near the heater) and red (far from the heater) indicated in Figure
5.3. These curves are dominated by a beam-position-independent current that is
present even when the beam is blanked. We attribute this signal to thermally-
assisted field emission between the Pt heater and NbO2 film through the 20 nm
Al2O3 film. As this signal persists regardless of beam position, resulting in an
offset of the current measured everywhere, it is, by definition, not an EBIC. The
true EBIC signal is taken to be the difference between the two raw signals, and
is shown in black in the right plot in Fig. 5.4. This signal is always negative,
indicating that the NbO2 layer is collecting electrons, regardless of heater bias
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Figure 5.3: BF, ABF, ADF, and EBIC images of NbO2 device at room
and high temperature, with difference images. The upper row of images
were acquired with no heater bias and the middle row were acquired as the MIT
was induced with 706 µW (negative bias) applied through the heater (leads on
the left side of the each image). The lower row of images are difference between
the two images above them. The red and blue region in the upper right image
were used to generate the red and blue plots in Figure 5.4.
polarity. While the resistance drop between the probes appears coincident with
the change in EBIC contrast it is difficult to say whether one causes the other or
if they are each independently due to heating.
Figure 5.5 shows a NbO2 device fabricated on different style of heater (see
section 1.2.1) with 757 µW heater power and a positive bias. You can clearly
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Figure 5.4: Plots showing resistance and raw EBIC current for a NbO2
device over a range of heater powers. The left plot shows the average current
measured for a region inside (blue) and outside (red) the heater as indicated in
the EBIC image in Figure 5.3. The difference between the red and blue plots
(the ”true” EBIC) is shown in the right plot, in black, along with the resistance
measured between the probes, in green.
see the electric field (potential) drop along the heater due to the separation of
electron-hole pairs in the region of beam interaction (the positively biased heater
attracts electrons and the holes are measured by the current meter). Despite the
heater field being stronger near the lower heater leg the dark spot is symmetric
and centered on the heater. This suggests that the mechanism responsible for the
EBIC contrast is not dependent on the magnitude of heater field.
The same device from Figure 5.5 is shown at slightly higher magnification in
Figure 5.6, along with horizontal line profiles for 5 different bias values (0 V, ± 2
V, ± 2.4V). In each profile under bias, the profile is flat in the center of the heater.
From Figure 5.4 it is apparent that increasing temperature results in larger current
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Figure 5.5: EBIC image of a NbO2 device under positive heater bias and
vertical line profile. The EBIC image acquired under 757 µW heater power
(+2.4 V bias). The line profile was taken from bottom to top (note the taller
spike over the brighter heater leg) in the region indicated by the teal box.
within the dark region. This suggests that the region in the center of the heater is
of uniform temperature. This might be explained by the Wiedemann-Franz law,
which predicts a large increase in the thermal conductivity along with the increase
in electrical conductivity during the MIT.
Somewhat at odds with the symmetry observed in the vertical line profile (Fig-
ure 5.5), the magnitude of the negative EBIC current seen at high temperatures
seems to depend heavily on the heater bias polarity (but not on the magnitude
of the field). As discussed earlier, the dark region in EBIC indicates electrons
are being absorbed and for a net current to be measured these electrons must
originate from a layer electrically isolated from the current meter. We are still
not sure what the electron source is, or if the contrast is due to higher emission
or a lower mean free path in theNbO2 in its metallic phase.
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Figure 5.6: EBIC image of NbO2 device with positive heater bias and
horizontal line profiles taken in the same region at different heater bias.
The EBIC image on the left is a higher magnification version of the EBIC image
in Figure 5.5. The line profiles to the right were acquired under different heater
bias values as indicated. Note the scale on the lower plot has a larger range. The
region in the red circle indicates a global offset in each higher-bias profiles.
5.3.2 Bias-induced threshold switching in NbO2
Fig. 5.7 shows a current-voltage plot for bias-induced switching of a NbO2 device.
The first or ”forming” cycle, in black, shows a sudden drop in device resistance at
3 V bias, at which point the current jumps to the 200 µA current compliance. The
bias is reduced until the device returns of the HRS, at which point the compliance
current is raised to 1 mW and the device is cycled three times with the sequence -
3V/0/+3V/0 (in purple). The forming cycle requires higher bias to switch into the
LRS, while all subsequent cycles exhibit nearly identical transport. The OFF/ON
resistance ratio is nearly 100 for this device geometry and switching behavior is
repeatable for dozens of cycles.
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Figure 5.7: Probe current vs. probe bias for a NbO2 device. The plot
shows a forming cycle (black) and 3 subsequent biasing cycles in both polarities
(purple) for a total of 7 bias-induced MIT cycles. Examples of VTh, the threshold
switching voltage, and Vmin, the minimum hysteresis voltage, for one of the cycles
are shown in red and blue, respectively.
Figure 5.7 shows examples of the threshold switching voltage, VTh, and mini-
mum hysteresis voltage, Vmin in red and blue, respectively. Here we define VTh as
the bias at which device resistance suddenly drops and Vmin as the lowest bias for
which the device remains in the LRS. As the heater is energized VTh gets propor-
tionately lower, which suggests the switching into the LRS is thermally-triggered.
All values here were obtained for a positive heater bias, however VTh and Vmin
seem to be independent of heater bias polarity.
Graphene has anomalously high thermal conductivity [93], so the presence of
a graphene top electrode will alter thermal management in the device, lowering
91
0 1 2 3 4 5 6
1.0
1.5
2.0
3.0
0 50 100 150 200 250 300 350
1.0
1.5
2.0
2.5
3.0
VTh
V
min VMin
heater power (µW) etch time (min)
)V(
 s
aib
 
eb
orp
)V(
 s
aib
 
eb
orpa
0 1 2 3 4 5
2
2.
3.
3.5
4.
etch ti e ( in)
)
V(
s
ai
b
e
b
or
p b
fo
rm
in
g
VTh
V
min
Figure 5.8: Plots showing thermal dependence of bias-induced switching
in NbO2. Bias-induced MIT switching parameters VTh and Vmin are plotted as a
function of heater power (a) and of oxygen plasma etch time (b) for NbO2 devices
with few-layer graphene top electrodes. The leftmost data in (b) represent the
forming switch device, and all other data points represent the average VTh and
Vmin for multiple switching cycles.
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Figure 5.9: Resistance of few-layer graphene sheets during O2 plasma
cleaning. Plot of resistance of two different few-layer graphene sheets, trans-
ferred between two Ti/Pt electrodes, while being etched with oxygen plasma.
The dashed lines indicates time periods when the plasma is turned off.
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the temperature produced for a given probe or heater power. To tune the thermal
conductance of the device we induce defects in the graphene via oxygen plasma
cleaning[94]. To test the etch rate we transfer a sheet of few-layer graphene to
span two Ti/Pt contacts on a chip mounted in our TEM biasing holder. We
expose the test sample to oxygen plasma while applying a 100 mV test bias to
monitor resistance (see Fig. 5.9). While resistance increases varied from 5- to
2-fold for 6 and 8 minutes of etching, respectively, we established that etching on
the order of minutes should not be enough to completely etch away the graphene.
Immediately after these tests, we mount a heating/biasing NbO2 sample with a
few-layer graphene top electrode into our TEM biasing holder and insert it into
the plasma cleaner. We cycle the devices several times in between etching the
graphene in one minute increments.
Fig. 5.8b shows VTh and Vmin for bias switching after etching in oxygen plasma
for different time intervals. (VTh) decreases with increasing etch time (decreasing
thermal conductance of the device), again suggesting that the bias-induced MIT is
triggered thermally. The integrity of the alumina between the NbO2 and graphene
is tested by biasing between them after each etch, and also confirmed by the lack of
Johnson noise (to sub-femtoAmp precision) in subsequent EBIC images acquired
using the graphene as a top electrode.
Surprisingly, Vmin does not change proportionately to VTh in either experiment.
The width of the IV hysteresis seems to shrink with VTh, reaching a point in Fig.
5.8b where VTh = Vmin where there ceases to be a hysteresis. While our data
suggests that switching into the LRS is thermally triggered it is possible that
electric field may be able to maintain the LRS below the thermal threshold in
samples which exhibit hysteresis. Thus the bias-induced switching may involve
both thermal and field components.
To observe the bias-induced transition with EBIC we employ the device ar-
chitecture shown in Fig. 5.2. Since the top electrode and current meter will be
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Figure 5.10: BF, ABF, ADF, and top electrode EBIC images of a lateral
NbO2 device with no bias, 3V bias in the HRS, and in the LRS Each
row shows simultaneously acquired BF, ABF, ADF, and EBIC images for a lateral
Pt/NbO2/Pt device with no bias (upper row), 3V bias in the HRS (middle row),
and in the LRS (lower row). In each case the bias is applied to the upper electrode
and the lower electrode is held at ground.
held at ground, an electric field will exist anywhere there is nonzero potential in
our lateral Pt/NbO2/Pt device. Separation of electron-hole pairs generated in the
beam will generate EBIC, producing bright contrast for a positive electric field. In
the Fig. 5.10 STEM images there are no obvious changes when biasing, however
bright EBIC signal (positive current/field) appears in the upper electrode and
adjacent NbO2, mapping areas of high potential.
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Figure 5.11: EBIC difference images of HRS leakage and line profiles.
EBIC images with 3V applied to the upper and lower electrodes in the HRS,
with the zero bias image subtracted, along with 150 pixel-wide line profiles taken
between the electrodes in the direction indicated by the arrows. The EBIC on
each electrode is indicated near each line profile.
EBIC images of two lateral devices in the HRS with bias applied to the upper
and lower electrodes, with the zero bias EBIC images subtracted, are shown in
Fig. 5.11. These images associate a linear potential drop between electrodes with
the HRS current ”leakage.” This indicates that the NbO2 film leaks uniformly, i.e.
current does not appear to flow preferentially along a filamentary path or grain
boundary.
When the device enters the HRS there is a high chance of leakage between
the NbO2 film and the carbon top electrode which results in significantly more
noise than signal in the EBIC image. This leakage is presumably due to the high
field and temperature that coincide with switching. To prevent failure we switch
into the LRS with a low compliance current of 50 µA (compare to a few µA as
seen during leakage with a few V of bias). This also necessitates a low-pass filter
to remove the noise from the current-limited power supply, which complicates
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Figure 5.12: IV plot, difference EBIC image, and line profiles for a lateral
device switched into the LRS. The plot to the left shows the IV for a lateral
NbO2 device just before the EBIC image at the upper right was taken. The red
dot in the plot shows the approximate current and voltage of the device while the
EBIC image was acquired. The difference EBIC image is produced by subtracting
the upper from the lower EBIC image in Fig. 5.10 and cropping. 10 pixel-wide line
profiles over (green) and far from (red) the bright feature between the electrodes
are plotted to the right. Currents for two lines in the plot are indicated in black.
transport measurements while acquiring EBIC.
Just before taking the LRS EBIC image portrayed in Figs. 5.10 and 5.12
the device was biased to 4.5 V (with no filter) at which point the resistance
changed suddenly and the 50 µA current limit brought the bias to 2.8 V, with a
OFF/ON ration of 50 compared to the same bias in the HRS. This switching cycle,
shown in the IV plot in Fig. 5.12, was repeatable over several cycles. While the
EBIC image was acquired (with a filter) the same 50 µA current limit was used,
however the applied bias was ∼4.4 V. We are unsure if the discrepancy in bias
indicates a change in the device or if this is a byproduct of our biasing setup (we
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have observed, for example, a strong dependence of device resistance on the bias
setpoint when switching devices to the LRS under similar conditions). Comparing
the EBIC images in Fig. 5.13, it seems likely that a higher bias was applied to the
electrode in the LRS than in the HRS. In either case, we are confident that the
device was in a low resistance state while this EBIC image was acquired, thus we
conclude that the bright region in the LRS EBIC image resulted from bias-induced
threshold switching.
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Figure 5.13: EBIC difference images with horizontal line profiles along
the Pt electrode at high potential. The lower two EBIC images from Fig.
5.10, with the upper image subtracted, are cropped and shown on the same con-
trast scale on the left. The 10 pixel-wide horizontal line profiles plotted on the
right were taken in the regions indicated by the arrows in each EBIC image. The
approximate average EBIC for the regions of the profiles indicated in brackets are
displayed in the plot.
The LRS EBIC image in Fig. 5.12 shows a bright feature appearing between
the Pt electrodes, which we attribute to low resistance current path. Line profiles
taken far from this current path (red in Fig. 5.12) indicate a linear potential
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drop, similar to the leakage shown in Fig. 5.11. Over the current path (green
in Fig. 5.12), however, the NbO2 region closest the upper Pt electrode is much
brighter and the potential drop appears exponential. Based on previous EBIC
heater experiments (see section 4.3, specifically Fig. 4.9), we have observed that
high temperature promotes generation of electron-hole pairs and increases EBIC
from a given electric field. Since this current path is the brightest feature in the
image we conclude that it must be at high temperature. The EBIC images and line
profiles in Fig. 5.13, taken along the Pt electrode, also show larger EBIC signal in
the upper Pt electrode adjacent to the LRS conducting channel, indicating that
the Pt electrode is also getting hot near this region.
5.4 Conclusion
We were able to map the thermally-induced MIT and bias-induced threshold
switching in thin film NbO2 samples using STEM EBIC. Based on biasing ex-
periments, in which we changed local temperature and thermal conductance, we
conclude that switching into the LRS is a thermal process, and EBIC observations
support this conclusion. We however observe that the transition from the LRS
back to the HRS seems to not be thermally determined, indicating field may play
a role in maintaining the LRS below the temperature threshold.
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CHAPTER 6
TEM thermometry of thin film thermoelectric
coolers
6.1 Plasmon Energy Expansion Thermometry (PEET)
Electron energy loss spectroscopy (EELS), typically employed in a TEM, measures
the energy lost by beam electrons after interacting with a sample. One common
use is plasmon spectroscopy, in which beam electrons lose characteristic amounts
of energy due to scattering off a plasmon of that energy. Plasmon energy changes
with electron density, which depends on the physical density of a material. As
in Fahrenheit’s mercury thermometer, the correlation between thermal expansion
and density in a material can be used as a temperature measurement. Thus,
EELS mapping, which maps plasmon energy pixel-by-pixel, can serve as a non-
destructive, nanoscale thermal imaging technique which we call plasmon energy
expansion thermometry (PEET)[40]. This technique is best suited to materials
with strong, narrow plasmon peaks, as they are easier to fit, however in theory
it can be applied to any material with a measurable plasmon and high enough
spectral resolution. With this technique device components can serve as their own
thermometers, providing measurement of arbitrary temperatures on the nanoscale
without altering the temperature of the system.
PEET is the highest spatial-resolution temperature mapping technique cur-
rently available. We demonstrated PEET temperature mapping in small Al
heaters, using the Al in the heaters as thermometers, with sub-nanometer spa-
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tial resolution and a temperature resolution of a few K[40]. Being able to map
temperatures locally also means small, localized heaters can be used for in situ
heating experiments, eliminating the long wait times necessary with the thermal
drift associated with many TEM heating holders. We have also demonstrated the
use of nanoparticles (Al, Si, Ni) as local thermometers. The following section will
discuss the use of In nanoparticles as thermometers for single-crystal, thin-film
thermoelectric cooling devices.
6.2 Thermometry in Telluride-based Nanoscale Thermo-
electric Coolers
6.2.1 Introduction
A voltage applied to the junction of two materials may produce a temperature
gradient in a phenomenon known as the the Peltier effect, or inversely the See-
beck effect[95]. The strength of this effect (the temperature change for potential
applied) can be quantified by the Seebeck coefficient in units of V/K, which is
positive for p-type and negative for n-type conductors. Thermoelectric coolers
(TECs) can be made by applying a bias to a junction of two materials which have
large but opposite Seebeck coefficients. TECs are commonly used in a variety of
applications, ranging from high-sensitivity detectors (CCDs, e.g.) to portable bev-
erage coolers. While TECs are the best choice for cooling in a few applications,
they are currently less efficient than conventional, compression-based refrigera-
tion. A system that performs well as a thermoelectric cooler will also perform
well as a thermoelectric generator, thus highly-efficient thermoelectrics have also
been proposed as a method for harvesting electricity from excess heat produced
in conventional electrical generators.
The ability of a thermoelectric system to produce cooling power is given by
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the dimensionless figure of merit ZT. A ZT of 3 has been proposed[96] as the
point at which TEC will be competitive with compression-based cooler efficiency.
While ZT as high as 2.6 has been demonstrated in SnSe[97], such high ZT values
are typically only observed at temperatures too large for any practical application
(923 K in the case of SnSe). Commercially available TECs, used for cooling near
room temperature, typically have a ZT of ∼1, and are made from materials such
as Bi2Te3, PbTe, and SiGe[98].
ZT can be expressed as[95]:
ZT =
(Sp − Sn)2T
[(ρnκn)1/2 + (ρpκp)1/2]2
where the subscripts denote the p-type and n-type conductors. In order to maxi-
mize cooling in a TEC materials must have high electrical conductivity (to mini-
mize Joule heating), low thermal conductivity (to maintain a high thermal gradi-
ent), and a high Seebeck coefficient, however these quantities are typically coupled.
It has been proposed[99], and more recently demonstrated[100] that low dimen-
sional materials may break this coupling. According to reference [99], while the
electronic contribution to thermal conductivity in a material cannot be decoupled
from electrical conductivity, the phononic thermal conductivity can be reduced in
a two-dimensional structure (as compared to bulk) without effecting the electrical
conductivity. Prior to the recent development of PEET there were few, if any,
thermometry techniques which provided the lateral and temperature resolution
required to measure the performance of nanoscale TECs. Here we will demon-
strate cooling in a nanoscale TEC comprised of thin, single crystal semiconductor
junctions. We use PEET to measure the temperature in In nanoparticles adja-
cent to a thermoelectric junction comprised of thin, exfoliated single-crystals of
bismuth telluride and antimony telluride.
Bi2Te3 is one of the most commonly used materials in commercially-available
TECs as it has a low thermal and high electrical conductivities[101] and See-
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beck coefficients in excess of 200 µV/K have been measured in Bi2Te3 near room
temperature[102]. As a van der Waals material, capable of being mechanically
exfoliated into single quintuple-layer crystals[103], Bi2Te3 is an ideal candidate to
demonstrate anomalous cooling in a 2-dimensional crystal.
6.2.2 Methods
ADF In Te
Sb Bi
p-type
n-type
Figure 6.1: STEM and EDS images of a thin film Bi2Te3/Sb2Te3 TEC
and In nanoparticles. The ADF STEM image on the left shows a p-type Sb2Te3
flake (left) overlapping an n-type Bi2Te3 flake (right). The four EDS maps on the
right show the elemental composition of the flakes and In nanoparticles. The In
provides a thermometric material for PEET while leaving the device electrically
and thermally isolated. All scale bars are 1 µm.
We obtained mm-sized blocks of n-type Bi2Te3 and a p-type SbTe3 from a
manufacturer of commercial TECs (Custom Thermoelectric). While we performed
EDS to confirm the composition of each material, as shown in Fig. 6.1, it is pos-
sible that the p-type material contains a small fraction of Bi2Tec3 to improve its
thermoelectric properties. We broke these blocks into smaller flakes with tweezer
and deposited thin, single crystals of each material via micromechanical exfolia-
tion using scotch tape[102] onto Si/SiO2 (90 nm) wafers. Flakes which optically
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appeared thin were characterized with AFM and found to typically be in the
range of 30-100 nm thick. After identifying long, thin flakes of Sb2Te3 via op-
tical contrast, we used a PDMS dry-transfer technique[104] to deposit this flake
to overlap a n-type flake of comparable dimensions. The entire junction was
then transferred, via the same dry transfer process, to Ti electrodes patterned on
electron-transparent substrates. Finally, In is deposited via electron beam evapo-
ration with a nominal thickness of 8 nm, which produces a uniform density of ∼50
nm wide nanoparticles across the entire sample. A completed device, including
the In nanoparticles, is shown in Figure 6.1, along with EDS spectra confirming
the elemental composition of the flakes and the In nanoparticles. The chip was
mounted into a biasing holder manufactured by Hummingbird Scientific and all
experiments were performed in a JEOL 2100F TEM at 80 kV.
6.2.3 Results
For each junction current value we acquired an EELS spectrum image of an In
nanoparticle adjacent to (within 100 nm) the cooling junction. For the device in
Fig. 6.1, we used the nanoparticle indicated in blue in Fig. 6.2, which shows a
higher magnification image of the red region in Fig. 6.1. At each point in the
spectrum image (upper right inset in Fig. 6.2) a complete EELS spectrum is
acquired. The average of all spectra within the teal box in the Fig. 6.2 inset is
shown in the upper-right plot of the figure. The taller zero-loss peak is fitted and
used to calibrate the spectrum at each pixel to zero energy loss and the shorter In
peak is fitted to give a value for peak center. When the temperature decreases the
position of this peak center shifts to higher energy (towards the right), as can be
seen in the lower plot of Fig. 6.2. For In, whose coefficient of thermal expansion is
3×10−5K−1, a +1 meV peak shift corresponds to a ∼-2.2 K temperature shift[40].
The data in red in Fig. 6.3 shows In plasmon peak center energy in two
different TECs as a function of current applied through the p-type flake while the
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Figure 6.2: STEM ADF and spectrum images and EELS spectra from an
In nanoparticle near a Bi2Te3/Sb2Te3 TEC. The upper-right ADF STEM
image shows the region in red in Fig. 6.1 at higher-magnification. The spectrum
image in the upper right inset was taken in the blue region in the ADF image
and was displays the number of counts in a narrow window around 11.5 eV (the
In peak) for the spectrum acquired at each pixel. The upper-right plot shows the
sum of spectra acquired within the teal region in the spectrum image; the tall
peak to the left is the ”zero loss peak” and the shorter peak on the right is the In
plasmon. The lower plot shows the In plasmon for a device at room temperature
(green) and while cooling (red).
n-type flake is grounded). The blue curve represents temperature change and is
generated by fitting a parabola to the peak shifts, relative to the zero-bias value,
and plotting the corresponding temperature shifts relative to room temperature
(21oC). The device in the upper plot (the same one shown in Fig. 6.1) cools
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Figure 6.3: Plots of EELS peak center and corresponding fit temperature
as a function of current for two Bi2Te3/Sb2Te3 TECs. The plasmon peak
center for an In nanoparticle near the junction in each device is plotted in red.
The temperature in blue are calculated by fitting to the data in red and converting
peak shifts to temperature shifts. The device in the upper plot is the same as is
shown in Figs. 6.1 and 6.2. Error in the temperature measurement is at least ±
5 K.
significantly, while the device in the lower plot hardly cools at all. Note that in
each case the lowest temperature occurs at nonzero current values. Cooling power,
q, is given by[95]
q = (Sp − Sn)IT1 − (T2 − T1)(κp + κn)− I2(Rp +Rn)/2
where T1 and T2 are the temperature of the heat source (TEC junction) and
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sink (electrodes), respectively. The first term is the thermoelectric cooling, the
middle term conductive heat loss, and the right term Joule heating. The current
of maximum cooling is given by[95]
Imaxcooling =
(Sp − Sn)T1
Rp +Rn
The device from the lower plot in Fig. 6.3 has a higher device resistance
(∼3 times larger) than the device in the upper plot, thus the Joule heating term
in the cooling power equation dominates the power at lower current and very
little cooling occurs. Accordingly, the current at which minimum temperature
was achieved for the high resistance device is lower than than that of the low
resistance device by approximately the same ratio as their resistances. Since the
flakes in all devices were comparable in size we are unsure of the origin of the
larger resistance. We believe the resistance is likely due to poor connection either
between the overlapped flakes or between the flakes and Ti contacts, rather than
defects in the flakes themselves, based on analysis of numerous failed devices.
To determine expected temperature changes we modeled our system in COM-
SOL multiphysics software package using the thermoelectric physics set. We mod-
eled the semiconductor flakes as 15µm×3µm×100 nm rectangles overlapped by 2
µm spanning a 28 µm gap between Ti electrodes sitting on a free-standing 15 nm
thick Si3N4 membrane. Simulations predict that thicker and wider flakes will cool
slightly more, compensating for the thermal mass of the membrane. In the devices
we measured flakes are typically less than 1µm wide and closer to 50 nm thick, so
by modeling larger flakes we are exaggerating the cooling power compared to the
true device.
The thermal conductivities used for the Bi2Te3, Sb2Te3, and Si3N4 were 1.2,
1, and 2.1 W/mK, respectively. The Seebeck coefficient for Bi2Te3 and Sb2Te3
were -200 and 90 µV/K and the thermal conductivities were 1100 and 1100 S/m,
respectively. A room temperature boundary condition was set on the perimeter
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Figure 6.4: COMSOL simulation of a
Bi2Te3/Sb2Te3thermoelectriccoolingdevice · A COMSOL simula-
tion of thermoelectric cooling using geometry similar to our device,
book value for Seebeck coefficients, and a conservative thermal con-
ductivity of the membrane. The simulation predicts a temperature
change of ∼ -18 K.
of the membrane and optimal cooling was found to occur with a potential of 80
mV across the device in reverse-bias.
For the above parameters the simulation predicts ∆T = -24 K at the junction.
For our most efficient cooler we found ∆T =∼ -28 K, however there is an error of at
least ± 5 K in the temperature measurement. Device contamination while imaging
seems to be a major contributor to this error, however there is also some statistical
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error in the values extracted from our In nanoparticle EELS maps. As we have
not explicitly measured the various electronic and thermoelectric properties of
our materials we are relying on the literature for all values used in the simulation.
For each value used we tended to err on the side of parameters which would
overestimate cooling in the simulation.
6.2.4 Conclusion
Cooling in our thin film TECs, as measured with PEET, agree with our simulated
results. While we can not say for certain that we measured anomalous cooling we
are confident that we did measure significant cooling in these devices. We have
also shown that PEET is a viable technique for measuring cooling and,to our
knowledge, it is the only technique with which this measurement can be made.
With more knowledge of the specific parameters of materials and thinner, perhaps
suspended devices, the methods reported here could be used to show anomalous
cooling in 2D thermoelectric coolers.
108
CHAPTER 7
Conclusion
In this dissertation we have described a variety of TEM experimentation tech-
niques. Following an introduction to TEM contrast mechanisms and sample
preparation we observed anomalous diffraction contrast in dark-field TEM im-
ages of bilayer graphene. We probed temperature in a suspended, Joule-heated
single-layer graphene region by obtaining its Debye-Waller factor from diffraction
pattern measurements. These experiments exemplify straightforward TEM mea-
surements, where little to no correlation between imaging and in situ dynamics
is necessary. In chapter 2 we used direct imaging to observe the CBRAM switch-
ing process. Careful synchronization between video imaging and transport data
provided rich detail about numerous aspects of the switching process, including
conclusive evidence of the filament growth direction and RESET mechanism. The
slant-vertical device geometry was critical for successful device operation while
imaging. This experiment, while requiring a more complex coupling of imaging
and device transport, only required annular dark-field STEM imaging to observe
device dynamics.
By contrast, in chapter 3 we performed a similar experiment on a memory
device with a different switching mechanism, using multiple STEM detectors, and
observed no measurable difference in device morphology despite cycling numerous
devices dozens of times. Similarly, in chapter 5, we were unable to conclusively
map either the thermally- or bias-induced MIT in NbO2 via STEM imaging despite
multiple detectors and various device geometries.
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We reported on two different systems, which are being widely studied for
use in next-generation technologies, for which imaging alone was blind to the
dynamics which constitute their very function. All of the interesting activity was
thermal, electronic, or chemical in nature. In chapter 6, we used EELS to map
temperature changes in single-crystal thin film thermoelectric coolers. Cooling
enhancement at lower dimensions is theoretically predicted, and TECs are being
sought for both efficient cooling and thermal heat generation applications. While
we were able to measure cooling in single-crystal, thin film TECs using PEET, no
other temperature mapping technique exists with sufficient spatial resolution to
probe these effects. These results highlight the need for the development of TEM
mapping beyond the conventional, structurally-determined contrast mechanisms.
To this end, in addition to PEET, we have developed STEM EBIC as a micro-
and nano-analysis tool to probe device physics beyond structure.
In section 4.2 we described SE detection/collection STEM EBIC contrast and
showed it can be used to assess device connectivity, topography, and surface char-
acteristics. We used this mode of EBIC to identify the active regions in VCM
devices during different stages of the switching process and to identify the effect
of the electron beam on device programming. We also identified a temperature-
dependent component of the SE STEM EBIC signal which could potentially pro-
vide a nanoscale temperature mapping technique alternative to PEET. We also
used STEM EBIC to map electric fields in section 4.3 and chapter 5. While in-
trinsic field mapping is a decades-old EBIC application, we mapped electric fields
produced during device function. We also observed enhancement of electron-hole
separation (field) EBIC in the presence of heat. Combining these two concepts
we were able to map potential and temperature during the MIT in NbO2. In
addition to identifying potential drops across our devices, we were able to con-
firm that the region under transition also gets very hot, providing support for a
thermally-induced transition due to Joule heating during bias-induced threshold
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switch.
In chapter 4.4 we used capacitive coupling between our device electrodes and
substrate to use our entire sample as a detector. The contrast obtained from this
STEM EBIC mode is distinct from other EBIC and imaging modes and appears to
map to thickness. Comparison with AFM scans of identical regions suggests that
we can obtain maps with thickness resolution comparable to AFM with lateral
TEM resolution, thus providing sub-nanometer resolution in three dimensions.
This EBIC mode can be readily employed alongside other EBIC imaging modes,
and perhaps may lead to more sophisticated substrate-based detectors.
Each STEM EBIC mode described here is in very early stages of utilization;
to our knowledge this dissertation contains the bulk of STEM EBIC results which
do not involve mapping of intrinsic electric fields. Each mode can be expanded to
a variety of materials and device geometries, and there are assuredly many STEM
EBIC applications and contrast modes which have yet to be realized. Despite
the versatility of STEM EBIC and its limited implementation it requires a fairly
straightforward and inexpensive apparatus. The basic setup consists of a TEM
holder with electrical feedthroughs, a current meter, and access to digitization of
the current signal at the TEM. Aside from that, only careful attention to device
fabrication and the circuit being probed is necessary to reproduced most of the
STEM EBIC experiments reported in this dissertation. We hope that our results
will motivate others in the field to expand on the STEM EBIC modes we have
described here to establish STEM EBIC as a complement to traditional imaging
in in situ experimentation.
111
References
[1] Brian Shevitski, Matthew Mecklenburg, William A. Hubbard, E. R. White,
Ben Dawson, M. S. Lodge, Masa Ishigami, and B. C. Regan. Dark-field
transmission electron microscopy and the Debye-Waller factor of graphene.
Physical Review B, 87(4):045417, January 2013.
[2] E. R. White, Alex Kerelsky, Grant Jasmin, William A. Hubbard, Matthew
Mecklenburg, and B. C. Regan. STEM EBIC to Study 2d Materials. Mi-
croscopy and Microanalysis, 20(S3):172–173, August 2014.
[3] Charusita Chakravarty, Pablo G. Debenedetti, and Frank H. Stillinger. Lin-
demann measures for the solid-liquid phase transition. The Journal of
Chemical Physics, 126(20):204508, May 2007.
[4] S. B. Singer, Matthew Mecklenburg, E. R. White, and B. C. Regan. Single-
color pyrometry of individual incandescent multiwalled carbon nanotubes.
Physical Review B, 84(19):195468, November 2011.
[5] Christopher S. Allen, Emanuela Liberti, Judy S. Kim, Qiang Xu, Ye Fan,
Kuang He, Alex W. Robertson, Henny W. Zandbergen, Jamie H. Warner,
and Angus I. Kirkland. Temperature dependence of atomic vibrations in
mono-layer graphene. Journal of Applied Physics, 118(7):074302, August
2015.
[6] G. I. Meijer. Who wins the nonvolatile memory race? Science,
319(5870):1625–1626, 2008.
[7] Emerging research devices, 2013.
[8] Rainer Waser, Regina Dittmann, Georgi Staikov, and Kristof Szot. Redox-
based resistive switching memories - nanoionic mechanisms, prospects, and
challenges. Advanced Materials, 21(25-26):2632–2663, 2009.
[9] Yoshihisa Fujisaki. Review of emerging new solid-state non-volatile memo-
ries. Japanese Journal of Applied Physics, 52(4R):040001, 2013.
[10] Ilia Valov and Rainer Waser. Comment on “dynamic processes of resistive
switching in metallic filament-based organic memory devices”. The Journal
of Physical Chemistry C, 117(22):11878–11880, 2013.
[11] Shuang Gao, Cheng Song, Chao Chen, Fei Zeng, and Feng Pan. Reply to
“comment on ‘dynamic processes of resistive switching in metallic filament-
based organic memory devices”’. The Journal of Physical Chemistry C,
117(22):11881–11882, 2013.
112
[12] Ilia Valov and Rainer Waser. Comment on real-time observation on dy-
namic growth/dissolution of conductive filaments in oxide-electrolyte- based
ReRAM. Advanced Materials, 25(2):162–164, 2013.
[13] Qi Liu, Sun Jun, Hangbing Lv, Shibing Long, Ling Li, Kuibo Yin, Neng
Wan, Yingtao Li, Litao Sun, and Ming Liu. Response to “comment on real-
time observation on dynamic growth/dissolution of conductive filaments in
oxide-electrolyte-based ReRAM”. Advanced Materials, 25(2):165–167, 2013.
[14] Umberto Celano, Ludovic Goux, Attilio Belmonte, Karl Opsomer, Alexis
Franquet, Andreas Schulze, Christophe Detavernier, Olivier Richard, Hugo
Bender, Malgorzata Jurczak, and Wilfried Vandervorst. Three-dimensional
observation of the conductive filament in nanoscaled resistive memory de-
vices. Nano Letters, 14(5):2401–2406, 2014.
[15] Sergiu Clima, Kiroubanand Sankaran, Yang Yin Chen, Andrea Fantini, Um-
berto Celano, Attilio Belmonte, Leqi Zhang, Ludovic Goux, Bogdan Gov-
oreanu, Robin Degraeve, Dirk J. Wouters, Malgorzata Jurczak, Wilfried
Vandervorst, Stefan De Gendt, and Geoffrey Pourtois. RRAMs based on
anionic and cationic switching: a short overview. physica status solidi (RRL)
– Rapid Research Letters, 8(6):501–511, 2014.
[16] Shimeng Yu and H. S P Wong. Compact modeling of conducting-bridge
random-access memory (CBRAM). IEEE Transactions on Electron Devices,
58(5):1352–1360, 2011.
[17] Ilia Valov, Rainer Waser, John R. Jameson, and Michael N. Kozicki. Elec-
trochemical metallization memories—fundamentals, applications, prospects.
Nanotechnology, 22(25):254003, 2011.
[18] Joseph R. Dwyer and Martin A. Uman. The physics of lightning. Physics
Reports, 534(4):147–241, 2014.
[19] Stephan Menzel, Stefan Tappertzhofen, Rainer Waser, and Ilia Valov.
Switching kinetics of electrochemical metallization memory cells. Physical
Chemistry Chemical Physics, 15(18):6945, 2013.
[20] Zhi Xu, Yoshio Bando, Wenlong Wang, Xuedong Bai, and Dmitri Golberg.
Real-time in situ HRTEM-resolved resistance switching of ag2s nanoscale
ionic conductor. ACS Nano, 4(5):2515–2522, 2010.
[21] J. Joshua Yang, Dmitri B. Strukov, and Duncan R. Stewart. Memristive
devices for computing. Nature Nanotechnology, 8(1):13–24, 2012.
[22] Gyeong-Su Park, Young Bae Kim, Seong Yong Park, Xiang Shu Li, Sung
Heo, Myoung-Jae Lee, Man Chang, Ji Hwan Kwon, M. Kim, U.-In Chung,
Regina Dittmann, Rainer Waser, and Kinam Kim. In situ observation of
113
filamentary conducting channels in an asymmetric ta2o5-x/TaO2-x bilayer
structure. Nature Communications, 4, 2013.
[23] Qi Liu, Jun Sun, Hangbing Lv, Shibing Long, Kuibo Yin, Neng Wan,
Yingtao Li, Litao Sun, and Ming Liu. Real-time observation on dy-
namic growth/dissolution of conductive filaments in oxide-electrolyte-based
ReRAM. Advanced Materials, 24(14):1844–1849, 2012.
[24] Jun Sun, Qi Liu, Hongwei Xie, Xing Wu, Feng Xu, Tao Xu, Shibing Long,
Hangbing Lv, Yingtao Li, Litao Sun, and Ming Liu. In situ observation
of nickel as an oxidizable electrode material for the solid-electrolyte-based
resistive random access memory. Applied Physics Letters, 102(5):053502,
2013.
[25] Masaki Kudo, Masashi Arita, Yuuki Ohno, Takashi Fujii, Kouichi Hamada,
and Yasuo Takahashi. Preparation of resistance random access memory
samples for in situ transmission electron microscopy experiments. Thin
Solid Films, 533:48–53, 2013.
[26] Sang-Jun Choi, Gyeong-Su Park, Ki-Hong Kim, Soohaeng Cho, Woo-Young
Yang, Xiang-Shu Li, Jung-Hwan Moon, Kyung-Jin Lee, and Kinam Kim.
In situ observation of voltage-induced multilevel resistive switching in solid
electrolyte memory. Advanced Materials, 23(29):3272–3277, 2011.
[27] Xuezeng Tian, Lifen Wang, Jiake Wei, Shize Yang, Wenlong Wang, Zhi
Xu, and Xuedong Bai. Filament growth dynamics in solid electrolyte-based
resistive memories revealed by in situ TEM. Nano Research, 7(7):1065–1072,
2014.
[28] Joachim Mayer, Lucille A. Giannuzzi, Takeo Kamino, and Joseph Michael.
Tem sample preparation and FIB-induced damage. MRS Bulletin, 32, 2007.
[29] Klaus Peppler, Christian Reitz, and Ju¨rgen Janek. Field-driven migration
of bipolar metal particles on solid electrolytes. Applied Physics Letters,
93(7):074104, 2008.
[30] Ilia Valov. Redox-based resistive switching memories (ReRAMs): Electro-
chemical systems at the atomic scale. ChemElectroChem, 1(1):26–36, 2014.
[31] Chung-Nan Peng, Chun-Wen Wang, Tsung-Cheng Chan, Wen-Yuan Chang,
Yi-Chung Wang, Hung-Wei Tsai, Wen-Wei Wu, Lih-Juann Chen, and Yu-
Lun Chueh. Resistive switching of au/ZnO/au resistive memory: an in situ
observation of conductive bridge formation. Nanoscale Research Letters,
7(1):1–6, 2012.
[32] C. Schindler, S.C.P. Thermadam, R. Waser, and M.N. Kozicki. Bipolar
and unipolar resistive switching in cu-doped SiO2. IEEE Transactions on
Electron Devices, 54(10):2762–2768, 2007.
114
[33] Dmitri B. Strukov, Gregory S. Snider, Duncan R. Stewart, and R. Stanley
Williams. The missing memristor found. Nature, 453(7191):80–83, 2008.
[34] Andrea Cappella, Jean-Luc Battaglia, Vincent Schick, Andrzej Kusiak,
Alessio Lamperti, Claudia Wiemer, and Bruno Hay. High temperature ther-
mal conductivity of amorphous al2o3 thin films grown by low temperature
ALD. Advanced Engineering Materials, 15(11):1046–1050, 2013.
[35] C. Schindler, M. Weides, M. N. Kozicki, and R. Waser. Low current resistive
switching in cu–sio2 cells. Applied Physics Letters, 92(12):122910, 2008.
[36] William A. Hubbard, Alexander Kerelsky, Grant Jasmin, E. R. White, Jared
Lodico, Matthew Mecklenburg, and B. C. Regan. Nanofilament Formation
and Regeneration During Cu/Al2o3 Resistive Memory Switching. Nano
Letters, April 2015.
[37] Y. S. Lin, F. Zeng, S. G. Tang, H. Y. Liu, C. Chen, S. Gao, Y. G. Wang,
and F. Pan. Resistive switching mechanisms relating to oxygen vacancies
migration in both interfaces in Ti/HfOx/Pt memory devices. Journal of
Applied Physics, 113(6):064510, February 2013.
[38] A. Padovani, L. Larcher, P. Padovani, C. Cagli, and B. De Salvo. Under-
standing the Role of the Ti Metal Electrode on the Forming of HfO2-Based
RRAMs. In Memory Workshop (IMW), 2012 4th IEEE International, pages
1–4, May 2012.
[39] Ch Walczyk, Ch Wenger, D. Walczyk, M. Lukosius, I. Costina, M. Fraschke,
J. Dabrowski, A. Fox, D. Wolansky, S. Thiess, E. Miranda, B. Tillack,
and T. Schroeder. On the role of Ti adlayers for resistive switching in
HfO2-based metal-insulator-metal structures: Top versus bottom electrode
integration. Journal of Vacuum Science & Technology B, 29(1):01AD02,
January 2011.
[40] Matthew Mecklenburg, William A. Hubbard, E. R. White, Rohan Dhall,
Stephen B. Cronin, Shaul Aloni, and B. C. Regan. Nanoscale temperature
mapping in operating microelectronic devices. Science, 347(6222):629–632,
February 2015.
[41] T. E. Everhart, O. C. Wells, and R. K. Matta. A novel method of semicon-
ductor device measurements. 52(12):1642–1647.
[42] H. J. Leamy. Charge collection scanning electron microscopy. 53(6):R51–
R80.
[43] K. V. Ravi, C. J. Varker, and C. E. Volk. Electrically active stacking faults
in silicon. 120(4):533–541.
115
[44] J I Hanoka and {and} R. O. Bell. Electron-beam-induced currents in semi-
conductors. 11(1):353–380.
[45] L. Pasemann, H. Blumtritt, and R. Gleichmann. Interpretation of the EBIC
contrast of dislocations in silicon. 70(1):197–209.
[46] Wen Pin Lin and Hsiu Ju Chang. Physical failure analysis cases by Electron
Beam Absorbed Current amp; Electron Beam Induced Current detection on
nano-probing SEM system. In 2010 17th IEEE International Symposium
on the Physical and Failure Analysis of Integrated Circuits, pages 1–4, July
2010.
[47] D. S. H. Chan, V. K. S. Ong, and J. C. H. Phang. A direct method for
the extraction of diffusion length and surface recombination velocity from
an EBIC line scan: planar junction configuration. IEEE Transactions on
Electron Devices, 42(5):963–968, May 1995.
[48] V. E. Cosslett, D. Fathy, T. G. Sparrow, and U. Valdr. Investigation of
Semiconductor Materials and Devices by High Voltage STEM Techniques.
Kristall und Technik, 14(10):1177–1184, January 1979.
[49] Kristin L. Bunker, Juan Carlos Gonzalez, Dale Batchelor, Terrence J. Stark,
and Phillip E. Russell. Development of a High Lateral Resolution Electron
Beam Induced Current Technique for Electrical Characterization of InGaN-
Based Quantum Well Light Emitting Diodes. MRS Online Proceedings Li-
brary Archive, 743, January 2002.
[50] Ludwig Reimer. Scanning electron microscopy: physics of image formation
and microanalysis. OCLC: 883383680.
[51] R. F. Egerton, P. Li, and M. Malac. Radiation damage in the TEM and
SEM. Micron, 35(6):399–409, August 2004.
[52] Ludwig Reimer and H. Kohl. Transmission electron microscopy: physics of
image formation. Number 36 in Springer series in optical sciences. Springer,
New York, NY, 5th ed edition, 2008.
[53] H. Inada, D. Su, R.F. Egerton, M. Konno, L. Wu, J. Ciston, J. Wall, and
Y. Zhu. Atomic imaging using secondary electrons in a scanning transmis-
sion electron microscope: Experimental observations and possible mecha-
nisms. 111(7):865–876.
[54] J. G. Trump and R. J. Van de Graaff. The Secondary Emission of Electrons
by High Energy Electrons. Physical Review, 75(1):44–45, January 1949.
[55] M. S. Chung and T. E. Everhart. Simple calculation of energy distribu-
tion of low-energy secondary electrons emitted from metals under electron
bombardment. Journal of Applied Physics, 45(2):707–709, 1974.
116
[56] M. P. Seah and W. A. Dench. Quantitative electron spectroscopy of surfaces:
A standard data base for electron inelastic mean free paths in solids. 1(1):2–
11.
[57] H Seiler. Secondary electron emission in the scanning electron microscope.
54(11):R1–R18.
[58] Jacques Cazaux. Some considerations on the secondary electron emission, ,
from e irradiated insulators. 85(2):1137–1147.
[59] V. N. E. Robinson. The dependence of emitted secondary electrons upon
the direction of travel of the exciting electron. 8(5):L74.
[60] L. Reimer and H. Drescher. Secondary electron emission of 10-100 keV
electrons from transparent films of al and au. 10(5):805.
[61] A. Ourmazd, P. R. Wilshaw, and G. R. Booker. The Temperature Depen-
dence of EBIC Contrast from Individual Dislocations in Silicon. Le Journal
de Physique Colloques, 44(C4):C4–289, 1983.
[62] M. Kittler, W. Seifert, and K.-W. Schrder. Temperature-Dependent
EBIC Diffusion-Length Measurements in Silicon. physica status solidi (a),
93(1):K101–K104, January 1986.
[63] A. Jakubowicz, U. H. Habermeier, A. Eisenbeiss, and D. Kss. Electron
Beam Induced Current Versus Temperature Investigations of Localized Dis-
locations in Heat-Treated Czochralski Silicon. physica status solidi (a),
104(2):635–641, December 1987.
[64] T. Sekiguchi, S. Kusanagi, Y. Miyamura, and K. Sumino. Temperature
dependent electron beam induced current study of defects in silicon. ACTA
PHYSICA POLONICA SERIES A, 83:71–71, 1993.
[65] Tz Arguirov, W. Seifert, M. Kittler, and J. Reif. Temperature behaviour
of photoluminescence and electron-beam-induced current recombination be-
haviour of extended defects in solar grade silicon. Journal of Physics: Con-
densed Matter, 14(48):13169, 2002.
[66] O. V. Feklisova, E. B. Yakimov, N. Yarykin, and B. Pichaud. Tempera-
ture dependence of electron beam induced current contrast of deformation-
induced defects in silicon. Journal of Physics: Condensed Matter,
16(2):S201, 2004.
[67] Yu. I. Semov. Work Function of Oxidized Metal Surfaces and Estima-
tion of Al2o3 Film Band Structure Parameters. physica status solidi (b),
32(1):K41–K44, January 1969.
117
[68] P. R. Emtage and W. Tantraporn. Schottky Emission Through Thin Insu-
lating Films. Physical Review Letters, 8(7):267–268, April 1962.
[69] E. L. Murphy and R. H. Good. Thermionic Emission, Field Emission, and
the Transition Region. Physical Review, 102(6):1464–1473, June 1956.
[70] Chunxiao Cong, Kun Li, Xi Xiang Zhang, and Ting Yu. Visualization of
arrangements of carbon atoms in graphene layers by Raman mapping and
atomic-resolution TEM. Scientific Reports, 3:1195, February 2013.
[71] James M. LeBeau, Scott D. Findlay, Leslie J. Allen, and Susanne Stem-
mer. Quantitative Atomic Resolution Scanning Transmission Electron Mi-
croscopy. Physical Review Letters, 100(20), May 2008.
[72] T. Malis, S. C. Cheng, and R. F. Egerton. EELS log-ratio technique for
specimen-thickness measurement in the TEM. Journal of Electron Mi-
croscopy Technique, 8(2):193–200, February 1988.
[73] Leo Gross, Fabian Mohn, Nikolaj Moll, Peter Liljeroth, and Gerhard Meyer.
The Chemical Structure of a Molecule Resolved by Atomic Force Mi-
croscopy. Science, 325(5944):1110–1114, August 2009.
[74] Leo Gross, Fabian Mohn, Nikolaj Moll, Gerhard Meyer, Rainer Ebel,
Wael M. Abdel-Mageed, and Marcel Jaspars. Organic structure determina-
tion using atomic-resolution scanning probe microscopy. Nature Chemistry,
2(10):821–825, October 2010.
[75] Paul Horowitz and Winfield Hill. The art of electronics. Cambridge Uni-
versity Press, Cambridge [England] ; New York, 2nd ed edition, 1989.
[76] Zheng Yang, Changhyun Ko, and Shriram Ramanathan. Oxide Electronics
Utilizing Ultrafast Metal-Insulator Transitions. Annual Review of Materials
Research, 41(1):337–367, August 2011.
[77] R. F. Janninck and D. H. Whitmore. Electrical conductivity and thermo-
electric power of niobium dioxide. Journal of Physics and Chemistry of
Solids, 27(6):1183–1187, June 1966.
[78] R. Pynn and J. D. Axe. Unusual critical crossover behaviour at a structural
phase transformation. Journal of Physics C: Solid State Physics, 9(8):L199,
1976.
[79] Katsuo Seta and Keiji Naito. Calorimetric study of the phase transition in
NbO2. The Journal of Chemical Thermodynamics, 14(10):921–935, October
1982.
118
[80] Adrian A. Bolzan, Celesta Fong, Brendan J. Kennedy, and Christopher J.
Howard. A Powder Neutron Diffraction Study of Semiconducting and
Metallic Niobium Dioxide. Journal of Solid State Chemistry, 113(1):9–14,
November 1994.
[81] W. R. Hiatt and T. W. Hickmott. Bistable switching in niobium oxide
diodes. 6(6):106–108.
[82] S. H. Shin, T. Halpern, and P. M. Raccah. Highspeed highcurrent field
switching of NbO2. Journal of Applied Physics, 48(7):3150–3153, July 1977.
[83] Seonghyun Kim, Xinjun Liu, Jubong Park, Seungjae Jung, Wootae Lee,
Jiyong Woo, Jungho Shin, Godeuni Choi, Chumhum Cho, Sangsu Park,
Daeseok Lee, Eui-jun Cha, Byoung-Hun Lee, Hyung Dong Lee, Soo Gil
Kim, Suock Chung, and Hyunsang Hwang. Ultrathin ( amp;lt;10nm)
Nb2o5/NbO2 hybrid memory with both memory and selector character-
istics for high density 3d vertically stackable RRAM applications. In 2012
Symposium on VLSI Technology (VLSIT), pages 155–156, June 2012.
[84] Seonghyun Kim, Jubong Park, Jiyong Woo, Chunhum Cho, Wootae Lee,
Jungho Shin, Godeuni Choi, Sangsu Park, Daeseok Lee, Byoung Hun Lee,
and Hyunsang Hwang. Threshold-switching characteristics of a nanothin-
NbO2-layer-based Pt/NbO2/Pt stack for use in cross-point-type resistive
memories. Microelectronic Engineering, 107:33–36, July 2013.
[85] Sanjoy Kumar Nandi, Xinjun Liu, Dinesh Kumar Venkatachalam, and
Robert Glen Elliman. Threshold current reduction for the metalinsulator
transition in NbO 2 x -selector devices: the effect of ReRAM integration.
Journal of Physics D: Applied Physics, 48(19):195105, March 2015.
[86] Toyanath Joshi, Pavel Borisov, and David Lederman. The role of defects in
the electrical properties of NbO2 thin film vertical devices. AIP Advances,
6(12):125006, December 2016.
[87] T. Sakata, K. Sakata, and I. Nishida. Study of Phase Transition in NbO2.
physica status solidi (b), 20(2):K155–K157, January 1967.
[88] Jiajun Li, Camille Aron, Gabriel Kotliar, and Jong E. Han. Microscopic
theory of resistive switching in ordered insulators: Electronic versus thermal
mechanisms.
[89] Toyanath Joshi, Tess R Senty, Pavel Borisov, Alan D Bristow, and David Le-
derman. Preparation, characterization, and electrical properties of epitaxial
NbO 2 thin film lateral devices. Journal of Physics D: Applied Physics,
48(33):335308, August 2015.
119
[90] Carsten Funck, Stephan Menzel, Nabeel Aslam, Hehe Zhang, Alexander
Hardtdegen, Rainer Waser, and Susanne Hoffmann-Eifert. Multidimen-
sional Simulation of Threshold Switching in NbO 2 Based on an Electric
Field Triggered Thermal Runaway Model. Advanced Electronic Materials,
2(7):1600169, July 2016.
[91] F. A. Chudnovskii, L. L. Odynets, A. L. Pergament, and G. B. Stefanovich.
Electroforming and Switching in Oxides of Transition Metals: The Role of
MetalInsulator Transition in the Switching Mechanism. Journal of Solid
State Chemistry, 122(1):95–99, February 1996.
[92] E. R. White, Alexander Kerelsky, William A. Hubbard, Rohan Dhall,
Stephen B. Cronin, Matthew Mecklenburg, and B. C. Regan. Imaging inter-
facial electrical transport in grapheneMoS 2 heterostructures with electron-
beam-induced-currents. Applied Physics Letters, 107(22):223104, November
2015.
[93] Alexander A. Balandin, Suchismita Ghosh, Wenzhong Bao, Irene Calizo,
Desalegne Teweldebrhan, Feng Miao, and Chun Ning Lau. Superior Ther-
mal Conductivity of Single-Layer Graphene. Nano Letters, 8(3):902–907,
March 2008.
[94] Weiwei Zhao, Yanlei Wang, Zhangting Wu, Wenhui Wang, Kedong Bi,
Zheng Liang, Juekuan Yang, Yunfei Chen, Zhiping Xu, and Zhenhua Ni.
Defect-Engineered Heat Transport in Graphene: A Route to High Efficient
Thermal Rectification. Scientific Reports, 5, July 2015.
[95] H. Julian Goldsmid. Introduction to Thermoelectricity, volume 121 of
Springer Series in Materials Science. Springer Berlin Heidelberg, Berlin,
Heidelberg, 2010.
[96] Gerald Mahan, Brian Sales, and Jeff Sharp. Thermoelectric Materials: New
Approaches to an Old Problem. Physics Today, 50(3):42–47, March 1997.
[97] Hao Zhang and Dmitri V. Talapin. Thermoelectric Tin Selenide:
The Beauty of Simplicity. Angewandte Chemie International Edition,
53(35):9126–9127, August 2014.
[98] Terry M. Tritt and M. A. Subramanian. Thermoelectric Materials, Phenom-
ena, and Applications: A Bird’s Eye View. MRS Bulletin, 31(3):188–198,
March 2006.
[99] L. D. Hicks and M. S. Dresselhaus. Effect of quantum-well structures on
the thermoelectric figure of merit. Physical Review B, 47(19):12727–12731,
May 1993.
120
[100] Sangwook Lee, Kedar Hippalgaonkar, Fan Yang, Jiawang Hong, Changhyun
Ko, Joonki Suh, Kai Liu, Kevin Wang, Jeffrey J. Urban, Xiang Zhang,
and others. Anomalously low electronic thermal conductivity in metallic
vanadium dioxide. Science, 355(6323):371–374, 2017.
[101] H. J. Goldsmid. The Thermal Conductivity of Bismuth Telluride. Proceed-
ings of the Physical Society. Section B, 69(2):203, February 1956.
[102] J. Tan, K. Kalantar-zadeh, W. Wlodarski, S. Bhargava, D. Akolekar, A. Hol-
land, and G. Rosengarten. Thermoelectric properties of bismuth telluride
thin films deposited by radio frequency magnetron sputtering. volume 5836,
pages 711–718, 2005.
[103] Desalegne Teweldebrhan, Vivek Goyal, and Alexander A. Balandin. Exfoli-
ation and Characterization of Bismuth Telluride Atomic Quintuples and
Quasi-Two-Dimensional Crystals. Nano Letters, 10(4):1209–1218, April
2010.
[104] Andres Castellanos-Gomez, Michele Buscema, Rianda Molenaar, Vibhor
Singh, Laurens Janssen, Herre S J van der Zant, and Gary A Steele. Deter-
ministic transfer of two-dimensional materials by all-dry viscoelastic stamp-
ing. 2D Materials, 1(1):011002, April 2014.
121
