In recent years, the number of negotiations related to the activities in the financial sector, especially in equities and money markets have grown considerably. With the development of information systems, more people are involved in negotiations with financial instruments, particularly in the form of electronic trading. Financial markets have become a source of high-frequency data. To understand and predict future market developments, the use of high-frequency data has required greater attention and research, both in academia, and financial institutions. The models 1574
Introduction
High-frequency trading extends negotiations to programs that are usually executed by computational algorithms molding a set of trading orders at high speeds and increasing market liquidity. In other words, liquidity can be defined as the instantaneous ability of buying or selling a big amount of stocks on a market with minimum significant impacts over its price [13] . Liquidity represents the process of quickly converting a financial asset in cash, or vice-versa. The term high-frequency implies the increase of market liquidity compared to manual negotiations. As an intensifier of liquidity, high-frequency trading operations can use sophisticated algorithms to analyze multiple markets and execute multiple orders arbitrage strategies. There are four advantages in a high-frequency trading system: computer algorithms; increase on market liquidity, a set of orders, and higher speed than manual executions. Among these elements, computer algorithms and increase on market liquidity are the necessary conditions to the creation of a high-frequency trading operation [1] . Computer algorithms are programs designed by financial engineers or software engineers to automate commercial activities or quantitative models that are usually carried out by operators. Some algorithms are based on mathematical models and others are not. For example, a computer algorithm able to calculate the risk using Monte Carlo simulation is based on statistical models. On the other hand, a computer algorithm designed to obtain real-time quotation of an Internet title does not require support from statistics or mathematics. A set of orders refers to a group of sale or purchase orders, usually used in arbitrage operations that, for example, seek to profit with divergences in values and prices in a short period of time (See Instruction CVM n º 387, from April, 28 th , 2003) . Another example is the hedge strategy, in which a trader can use computer algorithms to combine an already defined position of an underlying asset (stocks or obligations) and however, cover the risks of losing money by purchasing a selling option over this asset. As a result, a set of orders (purchase of the asset and of its option) turns into a part of the automated negotiation strategy. The speed advantage was the main item for the success of operations in the beginning of high-frequency outcry. It was possible due to a recent development of computational technology and sophisticated computational algorithms. For instance, Goldman Sachs and IBM contributed to high-frequency trading by operating with the divergence in milliseconds of purchase and sale orders, which brought forth a significant profit in the first semester of 2009 when the US was still in the middle of the subprime crisis. In general, high-frequency operations are well welcomed by financial market professionals once the executions speed of an order can put traders in a setting from which they can obtain better profit chances. To make these operations come true, financial enterprises try putting their own computers as close as possible to the equipments that perform exchanges and matching -ideally in the same data center -which actually came to be known as co-location [19] . The co-location principle demands that the servers of the negotiation be located as close as possible to the switch equipments especially in high-frequency transactions. However, the execution speed is not a necessary condition to a high-frequency negotiation system because instead it can make use of advanced computational algorithms to overcome peers [35] . The main innovation that divides the high-frequency negotiation from the low frequency one is the high capital turnover in high-speed computer-generated answers based on market changes. Negotiation strategies of high-frequency are characterized by a larger number of business and operation with lower average profits. Many managers from traditional funds can keep their business positioning for weeks or even months, causing some percentage returns for each trade. In comparison, the high-frequency managers execute multiple operations each day, earning a fraction of percentage points in return for each transaction. High-frequency trading has also advantages. High-frequency strategies have few or almost any interconnection with traditional long-term strategies, which turns them into valuable means of diversification of portfolios in a long period. High-frequency strategies also require shorter terms of evaluation due to its own statistical properties [25] . Among the benefits obtained from high-frequency social strategies the following can be noticed: increase in market efficiency and liquidity, advance in computational technology and stabilization of market systems. High-frequency strategies can find opportunities and negotiate operations, moving away market temporary inefficiencies and making fast use of information regarding pricing. Many high-frequency strategies give market liquidity, improving its operation and minimizing the friction costs to the investors. High-frequency trading encourages computational technology innovation of financial transactions and enables possible new solutions to be created in order to decrease Internet communication bottlenecks among market agents. Nowadays, four groups of negotiation strategies are popular in the high-frequency category: provision of automated liquidity, market microstructure negotiation, events negotiation and detour arbitrage. The first challenge in the high-frequency trading development is to deal with a large amount of intraday data. Despite the use of diary data by multiple traditional investment analysis, intraday data constitutes a huge volume of information and can be irregularly sparse requiring new tools and methodologies. The second challenge is the signal precision (or transmissions). Since the gains can easily become losses if a signal misalignment occurs, a signal must be precise enough to trigger operations in a fraction of second. Execution speed is the third challenge [32] . In a high-frequency landscape, orders via traditional telephony system are not sustainable. The only reliable way to reach necessary speed is automated generation and execution through computers (More details about types of orders and negotiations "on line" can be obtained at CMV in http://www.cvm.gov.br/port/protinv/caderno5.asp.). High-frequency computer systems programming requires advanced knowledge in software development. Execution time mistakes can be expensive and therefore human supervision is still essentially required on negotiations to guarantee that the system keeps functioning inside the risk-borders pre-specified. Financial markets are high-frequency data source. The original form of pricing is given tick-by-tick: every "tick" is a unity of logical information, as a quotation or a transaction cost. By nature these data are irregularly spaced in time. Liquid markets create hundreds or thousands of ticks per workday. This way, high-frequency data must be the main object of investigation for those who are interested in comprehending financial markets. Most recently, the availability of intraday financial databases had a big impact over the applied econometrics research and financial market microstructure theory. These tick-by-tick intraday databases are now available to most stock markets as New York Stock Exchange (NYSE), Bourse de Paris, Frankfurt Stock Exchange and Bolsa de Valores de São Paulo. In applied econometrics literature, the availability of new database originated the high-frequency models, which try to describe the process of pricing (e.g. the volatility or negotiation intensity) in an intraday basis. Firstly, the extensions of the standard serial weather model (GARCH, for instance) which handle data in regularly spaced time and focus on the volatility process during the day [2, 3, 4, 11, 12, 13, 14, 17, 36, 37] Due to the irregularly spaced tick-by-tick data, time changes become necessary to convert original irregularly time-spaced data in regularly time-spaced ones. This usually involves collecting data in a specific frequency. Once collected the data and intraday seasonality has been taken into account, standard GARCH models may be applied [27, 29] . Secondly, the so-called high-frequency models follow concepts of autoregressive conditional duration models (ACD) created by [22] . The ACD model is a duration model with temporal series characteristics because it combines technical features of duration models with ARCH type temporal series specifications [15, 16] . 
High-Frequency Data Analysis
The following are the theoretical basis on the use and high-frequency data analysis. This type of modeling takes some considerable amount of time when performed in personal computers. The reading of some CDs containing high-frequency data obtained from BM&FBOVESPA requires a specific software to access its data. In this case, we used the LTF (Large Text File) Viewer 5.2u software. This study will be conducted using active high-frequency data from PETROBRAS ON which receives the code PETR3 within the database.
Trade and Quote Type Database
Trade and Quote type of database, also known as TAQ, provides information on the intraday process of pricing and trading stocks quotations. Although databases containing financial information have existed for a long time, intraday databases providing open information became available only on the early 90s. In our times most stock markets turn public to academic community the complete (or almost complete) record of its intraday activities. The TAQ database from New York Stock Exchange contains data on all trading and share quotations of its own, of American Stock Exchange (AMEX) and of National Association of Securities Dealers Automated Quotation (Nasdaq). 
Realized Volatility
Beyond the GARCH volatility estimators among the most popular volatility measurements is intra-period volatility, known as "realized volatility". The realized volatility according to Andersen, Bollerslev, Diebold e Labys (2003) is calculated as the sum of squares of the intra-period returns obtained from the "break" of time into n small increments of equal duration. . Let T be the number of days of the sample. Next there will be a total amount of mT observations on each asset i = 1, ..., n [13] . The intraday return continuously composed over the i asset from t time to t  is defined as:
, , RCOV matrix which dimension nn  will be positive and defined when nm  ; i.e. when the number of assets is smaller than the intraday observations [34] . The interconnection between the i asset and the j asset is calculated as the following: 
Figure- 
Intraday Seasonality of Durations
In regular economic conditions, the transactions reveal a daily seasonality factor. It seems that the number of transactions is larger right after the opening of the business than when the session is ended (when the time intervals between operations are shorter) and significantly minor during the mid-day, i.e. in the middle of the session (a so-called "lunch effect" when the duration between operations are also longer). Therefore, there is a certain repetitious pattern of transactions intensity for each day. This is called "intraday seasonality of durations". Consequently, [21] recommend the decomposition of the durations in a i (t )  deterministic component that may vary depending on the i t starting momentum of a specific duration, and a ˆî x stochastic component that is free from the effects of seasonality and that molds process dynamics. The pertinent literature [21] recommends that data be transformed as such:  is interpreted as an average duration of each time unity in which data observations were made (most of time denoting the average duration of each second). The diagram that illustrates the intraday seasonality pattern, also known as diurnal mode, or hour-of-the-day function usually has the shape of an inverted U. In many situations the researchers do not have enough information to completely specify an intraday seasonality parametric function. Even though intraday cyclicality does not represent a key issue of most studies, it cannot be ignored and often can be included in analysis [12] . Thus the hour-of-the-day function can be estimated by selecting non-parametrical statistic methods as such splines, Fourier series, neural networks, wavelet analysis or kernel methods. In most works on duration modeling, cubic splines can be found or estimates can be done via kernel [18] . The method using splines allows to soften the average duration between events on subsequent periods. In first place, all average values of durations are obtained during the subsequent hours of the sessions on each day. Then a cubic spline with knots for each full hour of session is determined. These knots correspond to the previously determined average duration. This daily period factor approximation version was lectured by [21] . Aiming to guarantee more elasticity the authors added a knot in the half an hour of the last hour of the session to catch the quick increase of trading activities before the end of the stock market shift. A lightly unlike approach to the cubic spline approximation can be seen in [6] and in [31] .
In the first 5 days of analysis, the diurnal effect over the average durations that presents the shape of an inverted U, especially due to the market operation with no negative trading news was observed. However, the picture in which the last 5 days are displayed it appears that the inverted U pattern does not occur. To contemplate this condition it is important to apply the [30] model because of the shape of the duration diurnal curve. [8] observe that the intraday seasonality factor may vary from a week to another, i.e. the periodic factor shape of Monday can be different from that was foreseen for Tuesday, etc. Consequently the estimates intraday seasonality function was performed separately for each day of the week to allow the identification a potential seasonality during the week. Figure-6 shows durations data of the first 5 days of analysis. Figures 7 and 8 points the diurnal effect on the PETR3 average durations during the 10 days of analysis, 2010-09-01 to 2010-09-15.
ACD Models
Duration models refer to time intervals between negotiations. Longer durations point toward lack of trading activities, which means a period of new information. The duration dynamics therefore contains useful information about intraday market activities. The time interval between successive operations brings information about the potential liquidity effects. This effect differs from the commonly studied pricing impacts that determine how far a trade goes without affecting the prices. Inter negotiations duration is an indication of the ability to trade at any price. It is already known that inter negotiations duration presents persistence and temporal groupings which led to the development of autoregressive conditional duration (ACD) models by [20] and [22] and future developments by [6] , [33] and [10] . Duration clashes may be caused by the arrival of new information may have longer term, but not permanent effects on the future durations [15] . In classic econometric techniques the temporal series are frequently taken as data sequences apart by regular time intervals. Opting for increasingly higher frequencies was the search for better or fuller information [23, 6] . Both techniques data frequency and modeling were developed at the same pace of information technologies advance, essential for record keeping and processing dozens of involved information pieces. However, with the advent of database transactions and quotations, researchers have run into a problem that required a new type of modeling [9] .
The Standard ACD Model
The ACD model introduced by [22] can be conceived as a marginal duration model i x . Consider the expected conditional duration as:
The main supposition of the ACD model is that the standard durations
Being so, every single temporal dependence of the process of duration is captured by the expected conditional duration. The basic ACD model as proposed by [22] is based on a parametrization of (3) 
The ACD(1,1) Model
The supposition introduced by [22] is that the dependence can be assumed in durations in conditionals hopes
ii Ex     , as so that
x E x     is independent and identically distributed. 
ACD Variant Models
If assumed that
and that the standard duration density is an exponential distribution with parameter 1, we make use of exponential distribution because it presents a monotonous risk function which makes it particularly easy to work with. The problem of an "flat" conditional intensity have already been analyzed by [22] as not having a good adjustment with semi-parametric estimates to the risk function, then it was proposed an EACD model extension, generalizing the exponential density of the standard duration to a Weibull density (1,  ). Therefore to achieve greater flexibility [22] used the Weibull standard distribution as a parameter equal in shape to  and a parameter equal in scale to 1. The resultant model is called WACD. [26] proposed the use of generalized gamma distribution which takes to the GACD model. [33] , as well as [31] also used the generalized gamma distribution to characterize de standard durations because it can obtain risk functions in U and inverted U shapes. Either Burr distribution or the generalized gamma distribution allow that risk functions without pre-defined shapes (both depends on two parameters) describe situations in which for short durations, the risk function increases and for long durations the risk function decreases. A single parameter 1   the conditional inverse duration controls the shape and location of the conditional density to the EACD duration models. The WACD model offers greater flexibility by the introduction of an additional parameter to be estimate, the Weibull's  which affects the location and the shape of the conditional density, distribution and transactions duration costs function. The EACD is the limit of WACD if Weibull's  estimate approaches the unity.
Although provides greater flexibility than the EACD specification, the Weibull-ACD model can't be flexible enough to model the stylized fact that features the shape of transaction duration distributions. Plotting Weibull's density to different Weibull-γ, can be verified a sharp decrease on the histogram of transactions duration that can't be taken in account by the Weibull distribution. Consequently, modeling the empirical evidence that the mass of the transactions duration distributions is clearly focused in shorter durations and that longer durations do exist but are rarer and also restrict in the WACD specification. Therefore, to model financial transactions process a more flexible tool than WACD is desirable. [38] proposed an alternative ACD specification which is capable of provide more flexibility to the WACD specification and has the EACD model as special case. The constructed model about the Burr distribution and is called Burr-ACD or BACD. 
The Burr distribution is not usually applied in statistics and econometrics and it is just like a mix Weibull Gamma distributions [24] . The Burr distribution contains the Log-logistic, the Weibull and the Exponential distribution as special cases [24] . The greater the flexibility of Bull distribution over Weibull's can be seen on Figure- Estimation procedures were performed in the R software, rely on the work of [39] on ACD models to data irregularly spaced in time. Table-4 shows the estimated parameters of the Burr-ACD model for PETR3 series. It can be seen that the sum of the parameters  and  is less than one on the estimated model. 
Conclusion
Until two decades ago, most of the empirical finance studies habitually used daily data obtained from the first and the last observation of the day as an variable of interest (i.e. the closing price), neglecting all intraday events. However, due to increasingly automation of financial markets and the quick evolution on the increase of computational power, more and more exchanges and trades created intraday databases to record each transaction as well as its characteristics (such as price, volume, etc.) The availability of those intraday data groupings at low costs boosted the development of a new area of financial research: the high-frequency data analysis. Pulling together finances, econometrics and statistics of temporal series, the high-frequency data analysis quickly emerged as a promising way of research, making it easier to understand more profoundly market activities. Curiously, this evolution has not been limited to academic works but also has affected today's commercial environment. In the last years, the trading speed has increased consistently. One-day trades once exclusive territory of stock market traders, are now available to all investors. High-frequency hedge-funds appeared as a new and well succeeded class of hedge fund. The intrinsic limit of high-frequency data is represented by the transaction or tick-by-tick data in which the events are registered one by one as they arise. Consequently, the distinctive feature of this kind of data is that the observations are irregularly time-spaced. This feature has challenged researchers and, as shown in the last couple years, turned traditional econometrics techniques into not directly applicable anymore. Besides, the newest models of market microstructure literature reason that time can broadcast information and therefore must be modeled as well. Motivated by those considerations, Engle and Russel (1998) developed the Autoregressive Conditional Duration (ACD) model whose explicit goal is to model time and events. On the first five days of analysis of the PETR3 high-frequency data, it was verified the diurnal effect over the durations average that presents an inverted U shape, mainly because of the market operation with no negative trading news. However it was also verified on the last five days of analysis that the inverted U pattern didn't occur. To contemplate this scenario it is important to use a model proposed by Rooy (2006) due to the diurnal time curve duration shape. Since its introduction the ACD model and its multiples extensions became an essential tool on modeling the behavior of financial data irregularly time-spaced, opening a door to empirical and theoretical development. As proposed by Engle and Russel (1998) the ACD model shares many features with the GARCH model. This theoretical structure has been supporting most of econometrics techniques on high-frequency data. The results show that the Burr-ACD model contains the EACD and WACD models as special cases. Although in the Burr-ACD model may be necessary greater efforts to implement and evaluate of than in the standard ACD, the advantage is that the conditional density and the Burr-ACD model transactions duration survival function are less restrict and could assume more realistic forms.
