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Abstract
A Gaussian beam method is presented for the analysis of the energy of the
high frequency solution to the mixed problem of the scalar wave equation in an
open and convex subset Ω of Rn, with initial conditions compactly supported
in Ω, and Dirichlet or Neumann type boundary condition. The transport of
the microlocal energy density along the broken bicharacteristic flow at the high
frequency limit is proved through the use of Wigner measures. Our approach
consists first in computing explicitly the Wigner measures under an additional
control of the initial data allowing to approach the solution by a superposition
of first order Gaussian beams. The results are then generalized to standard
initial conditions.
Mathematics Subject Classification: 35L05, 35L20, 81S30.
Key words and phrases: wave equation, Gaussian beam summation,
Wigner measures, FBI transform, reflection.
1 Introduction
We are interested in the high frequency limit of the initial-boundary value problem
(IBVP) for the wave equation
Puε = ∂
2
t uε −
n∑
j=1
∂xj
(
c2(x)∂xjuε
)
= 0 in [0, T ]× Ω, (1.1a)
Buε = 0 in [0, T ]× ∂Ω, (1.1b)
uε|t=0 = uIε, ∂tuε|t=0 = vIε in Ω, (1.1c)
where B stands for a Dirichlet or Neumann type boundary operator.
Above, T > 0 is fixed, Ω is a bounded domain of Rn with a C∞ boundary and the
wave propagation velocity c is in C∞(Ω¯), though this assumption may be relaxed.
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The initial data depend on a small wavelength parameter ε > 0 and we assume that
uIε and v
I
ε are uniformly bounded w.r.t. ε respectively in H
1(Ω)
and L2(Ω). (H1)
We are interested in the description of the behavior of the local energy density
1
2 |∂tuε|2 + 12
n∑
j=1
c2|∂xjuε|2, at the high frequency limit ε → 0, in which case, it is
well known that this quantity can be computed through the use of Wigner measures.
The Wigner transform is a phase space distribution introduced by E. Wigner
[50] in 1932 to study quantum corrections to classical statistical mechanics. In
the 90’s, mathematicians became increasingly interested by these transforms and
related measures, see for example [29, 33, 34, 35] for the semiclassical limit of
Schro¨dinger equations. A general theory for their use in the homogenization of
energy densities of dispersive equations was laid out by Ge´rard et al. in [20], see
also [17, 16]. Wigner measures are also related to the H-measures and microlocal
defect measures introduced in [49] and [18], see also [6, 1]. Whereas there is no
notion of scale for the latter measures, Wigner transforms are associated to a small
parameter tending to zero. In quantum mechanics, this parameter is the rescaled
Planck constant, while it will be typically the distance between two points of the
medium’s periodic structure for homogenization problems.
The Wigner transform, at the scale ε, is defined for a given sequence (aε, bε) in
S ′(Rn)p × S ′(Rn)p as the tempered distribution
wε(aε, bε)(x, ξ) = (2π)
−n
∫
Rn
e−iv·ξaε(x+
ε
2
v)b∗ε(x−
ε
2
v)dv.
If aε is uniformly bounded w.r.t. ε in L
2(Rn)p, then wε[aε] := wε(aε, aε) converges
as ε goes to 0 inMp
(
S ′(Rnx × Rnξ )
)
to a positive hermitian matrix measure (modulo
the extraction of a subsequence), which is called a Wigner measure associated to
(aε) and denoted w[aε]. The Wigner measures associated to the solution of the
wave equation (and hyperbolic problems in general, see e.g. [20, 40]) are related
to the energy density in the high frequency limit. More precisely, under suitable
hypotheses (see Proposition 1.7 in [20]), the density of energy associated to the
solution uCε of the Cauchy problem for the scalar wave equation converges as ε→ 0
in the sense of measures to ∫
Rn
E (uCε (t, .)) (x, dξ),
where
E (uCε (t, .)) = 12w[∂tuCε (t, .)] + 12
n∑
j=1
w[c∂xju
C
ε (t, .)].
Moreover, E (uCε (t, .)) is the sum of two measures satisfying transport equations of
Liouville type (see e.g. [20]).
For the Dirichlet or Neumann initial boundary value problem connected with
the wave equation, we shall study the same quantity after extending ∂tuε(t, .) and
c∂xjuε(t, .), j = 1, . . . , n, to functions of L
2(Rn) by setting ∂tuε = 1Ω∂tuε, ∂xjuε =
2
1Ω∂xjuε and extending c outside Ω¯ in a smooth way. Hence, we call microlocal
energy density of uε the distribution
1
2
wε
[
∂tuε(t, .)
]
+
1
2
n∑
j=1
wε
[
c∂xjuε(t, .)
]
and its high frequency limit the measure
E (uε(t, .)) = 1
2
w
[
∂tuε(t, .)
]
+
1
2
n∑
j=1
w
[
c∂xjuε(t, .)
]
.
vIε = 1Ωv
I
ε and ∂xju
I
ε = 1Ω∂xju
I
ε (j = 1, . . . , n) will satisfy the usual assump-
tions needed in the general context of the study of Wigner measures: their Wigner
measures are supposed unique and
vIε and ∂xju
I
ε, j = 1, . . . , n, are ε-oscillatory (see (3.23) and (3.24)), (H2)
the Wigner measures of
(
vIε
)
and
(
∂xju
I
ε
)
, j = 1, . . . , n, do not charge the set
Rn × {ξ = 0}. (H3)
Our present study will be restricted to the case where the rays starting from the
support of the initial data do not face diffraction on the boundary, nor do they glide
along ∂Ω. Therefore, we also assume that
uIε and v
I
ε have supports contained in a fixed compact set of Ω independent of ε,
(H4)
Ω is convex with respect to the bicharacteristics of the wave operator, that is
every ray originating from Ω hits the boundary twice and transversally,
and
the boundary has no dead-end trajectories, that is infinite number of successive
reflections cannot occur in a finite time.
These geometric hypotheses insure that the only phenomena occurring at the bound-
ary is the reflection according to the geometrical optics laws.
Wigner measures for the wave equation in presence of a boundary or an interface
have been studied by Miller [37] who proved refraction results for sharp interfaces
and Burq [5] who described their support for a Dirichlet boundary condition. Sim-
ilar results have been established for other problems [8, 13, 15], in particular the
eigenfunctions for the Dirichlet problem [52, 19] and for the Neumann and Robin
problems [7]. All these works are based on pseudo-differential calculus, and in
particular the use of a tangential pseudo differential calculus.
In this paper, we present an approach to compute Wigner measures based on
the Gaussian beam formalism. Therefore, we avoid any use of adapted pseudo-
differential calculus. Though a Gaussian beam technic requires much more work,
compared to the above mentioned papers, one advantage is that we are able to give
asymptotic estimates for remainders terms, which could be useful for numerical
purposes for instance.
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Let us recall that Gaussian beams (or the related coherent states) are waves
with a Gaussian shape at any instant, localized near a single ray [3, 44]. They
play the role of a basis of fundamental solutions of wave motion and furthermore
can be used to study general solutions of partial differential equations (PDEs). For
example, they can help for the understanging of propagation of singularities [44], to
prove lack of observability [32] and to study semiclassical measures [41] and trace
formulas [51, 12].
To describe non localized solutions of PDEs, one can use the Gaussian beam
summation method [24, 10, 25]. The initial field is expanded as a sum of Gaussian
beams. Each individual beam is computed and the solution is then obtained at an
observation point by superposing a selection of Gaussian beams. The summation
strategies are numerous. The sum can be discrete [38, 47, 2] or continuous [30, 31],
the selection of the beams to be superposed can be done according to several criteria.
In [4], a weighted integral of Gaussian beams was designed to build an approximate
solution of the IBVP (1.1) under an additional assumption (H5) on the initial data
(see p.9). See also [27, 28, 43] for recent numerical implementations related to this
method.
Gaussian beams seem to be very well suited for the study of Wigner measures.
Indeed, the Wigner transform of two different beams vanishes when ε goes to zero.
Even better, the Wigner measure of one individual beam is a Dirac mass localized
on the corresponding bicharacteristic. Thus Gaussian beams act as an orthogo-
nal family for the Wigner measure. Using these elementary solutions for studying
Wigner measures is not new, see for example in the whole space domain the work
by Robinson [45] for the Schro¨dinger equation, and more recently the paper by
Castella [9] who used a coherent states approach for the Helmholtz equation.
As the microlocal energy density of one individual beam is concentrated near
its associated bicharacteristic, one would expect that the Wigner measure of a
summation of weighted Gaussian beams will yield easily that the associated weights
are transported along the broken bicharacteristic flow (see p.8 for the construction
of reflected flows and p.29 for the definition of the broken flow). Unfortunately this
result is not immediate as even different beams become infinitely close to each other.
However, we shall show by elementary computations that this intuition is indeed
true and that the microlocal energy density of the considered approximate solution
is transported at the high frequency limit along the broken bicharacterisitic flow.
Since the asymptotic solution is close to the exact solution uε, we may deduce the
same consequence for E (uε(t, .)).
The additional hypothesis (H5) consists in assuming that in the frequency space,
the initial data are supported in a compact that does not contain 0 (modulo infinitely
small residues). When studying Wigner measures by the pseudo-differential calculus
techniques, the frequency behavior of the initial conditions is only controlled by the
less restrictive hypotheses (H2) and (H3). Hence, the assumption (H5) is artificial
(though not for numerical purposes) and is required only by the Gaussian beam
summation method we have chosen. However, for ε-oscillatory initial data with
Wigner measures not charging the set Rn×{ξ = 0}, a truncation of their frequency
support at infinity and at zero does not affect the energy density of the solution as
ε→ 0. By achieving such a truncation, we succeed to derive the transport property
of the energy density under the traditional hypotheses (H2) and (H3):
Theorem 1.1 Assume the hypotheses (H1)-(H4) on the initial conditions hold true.
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Let E± = 12w
[
vIε ± ic|D|uIε
]
and denote by ϕtb the broken bicharacteristic flow as-
sociated to −i∂t − c|D| obtained after successive reflections on the boundary ∂Ω.
Then
E (uε(t, .)) = 1
2
(E+ o (ϕ−tb )−1 + E− o (ϕtb)−1) in Ω× (Rn\{0}).
As mentioned already in our Introduction, this result is well known. But our
method of proof is able to give more precise estimations than those stated above for
the Wigner measures. In particular, we have estimations on the Wigner transforms
of the solutions.
The rest of the paper is organized as follows. In Section 2, we recall the con-
struction of first order Gaussian beams and the structure of the asymptotic solutions
obtained as an infinite sum of such beams. The derivatives of the asymptotic solu-
tions are then expressed using Gaussian type integrals. We simplify the expression
of the Wigner transform of such integrals in Section 3, following initial computations
of [45] in the Schro¨dinger case. We then compute the microlocal energy density of
the asymptotic solution by exploiting the expressions of the beams phases and am-
plitudes and using the dominated convergence theorem. We prove the propagation
along the broken flow of E (uε(t, .) at the high frequency limit, with the help of
assumptions (H2) and (H3) on the initial data. Some complementary results are
collected in an Appendix, Section 4.
Let us end this Introduction with a few notations which will be used hereafter.
A vector x ∈ Rd will be denoted by (x1, . . . , xd), the inner product of two vectors
a, b ∈ Rd by a · b, and the transpose of a matrix A by AT . If E is a subset of Rd,
we denote Ec its complementary and 1E its characteristic function. For a function
f ∈ L2(Ω), we let f = 1Ωf . For r > 0, χr denotes a cut-off function in C∞0 (Rn, [0, 1])
such that
χr(x) = 1 if |x| ≤ r/2 and χr(x) = 0 if |x| ≥ r.
We use the following definition of the Fourier transform
Fxu(ξ) =
∫
Rd
u(x)e−ix·ξdx for u ∈ L2(Rd).
If no confusion is possible, we shall omit the reference to the lower index x.
We keep the standard multi-index notations. For a scalar function f ∈ C∞(Rdx,C),
∂xf will denote its gradient vector (∂xjf)1≤j≤d and ∂
2
xf will denote its Hessian
matrix (∂xj∂xkf)1≤j,k≤d. For a vector function g ∈ C∞(Rd,Cp), the notation Dg is
used for its Jacobian matrix (Dg)j,k = ∂xkgj . If g is a function in C∞(Rny ×Rnη ,Cp),
we denote (Dyg)j,k = ∂ykgj and (Dηg)j,k = ∂ηkgj . We use the letter C to denote a
(possible different at each occurence) positive constant.
For (yε) and (zε) sequences of R+ with ε ∈]0, ε0], we use the notation yε . zε if
there exists C > 0 independent of ε such that yε ≤ Czε for ε small enough. We
write yε . ε
∞ or yε = O(ε∞) if for any s ≥ 0 there exists Cs > 0 s.t. for ε small
enough yε ≤ Csεs.
Finally, if E is in an open subset of R2n and νε, ν
′
ε are two distributions s.t.
lim
ε→0
(νε − ν′ε) = 0 in E,
we shall write
νε ≈ ν′ε in E.
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2 Tool-box and construction of the asymptotic so-
lution
We recall the construction made in [4] of an asymptotic solution as a superposition
of Gaussian beams and give the expression of its time and spatial derivatives with
the help of so called Gaussian integrals.
2.1 First order Gaussian beams
2.1.1 Beams in the whole space
Let h+(x, ξ) = c(x)|ξ| and (xt, ξt) be a Hamiltonian flow for h+, that is a solution
of the system
d
dt
xt = ∂ξh+(x
t, ξt) = c(xt)
ξt
|ξt| ,
d
dt
ξt = −∂xh+(xt, ξt) = −∂xc(xt)|ξt|.
The curves (t, x±t) of Rn+1 are called the rays of P .
An individual first order (Gaussian) beam for the wave equation associated to
a ray (t, xt) has the form
ωε(t, x) = a0(t, x)e
iψ(t,x)/ε,
with a complex phase function ψ real-valued on (t, xt), an amplitude function a0
null outside a neighborhood of (t, xt), and such that
sup
t∈[0,T ]
‖Pωε(t, .)‖L2(Ω) = O(εm),
for some m > 0.
The construction of such a beam is achieved by making the amplitudes of Pωε
vanish on the ray up to fixed suitable orders [44, 23, 32]
Pωε =
(
ε−2p(x, ∂tψ, ∂xψ)a0+ε−1i
(
2∂tψ∂ta0 − 2c2∂xψ∂xa0 + Pψa0
)
+h.o.t.
)
eiψ/ε,
(2.1)
where p(x, τ, ξ) = c2(x)|ξ|2 − τ2 is the principal symbol of P and h.o.t. denotes
higher order terms. The first equation is then the eikonal equation
p (x, ∂tψ(t, x), ∂xψ(t, x)) = 0 (2.2)
on x = xt up to order 2 (see Remark 2.1 in [4] for an explanation of the choice of
this specific order), which means
∂αx [p (x, ∂tψ(t, x), ∂xψ(t, x))] |x=xt = 0 for |α| ≤ 2.
Orders 0 and 1 of the previous equation are fulfilled on the ray by setting
∂tψ(t, x
t) = −h+(xt, ξt) and ∂xψ(t, xt) = ξt. (2.3)
Choosing ψ(0, x0) as a real quantity, it follows that
ψ(t, xt) is real. (2.4)
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Order 2 of eikonal (2.2) on the ray may be written as a Riccati equation
d
dt
(
∂2xψ(t, x
t)
)
+H21(x
t, ξt)∂2xψ(t, x
t) + ∂2xψ(t, x
t)H12(x
t, ξt)
+ ∂2xψ(t, x
t)H22(x
t, ξt)∂2xψ(t, x
t) +H11(x
t, ξt) = 0,
(2.5)
where H =
(
H11 H12
H21 H22
)
is the Hessian matrix of h+. This nonlinear Riccati
equation has a unique global symmetric solution which satisfies the fundamental
property
Im ∂2xψ
(
t, xt
)
is positive definite, (2.6)
given an initial symmetric matrix ∂2xψ
(
0, x0
)
with a positive definite imaginary part
(see the proof of Lemma 2.56 p.101 in [23]).
The phase is defined beyond the ray as a polynomial of order 2 w.r.t. (x − xt)
[48]
ψ(t, x) = ψ(t, xt) + ξt · (x− xt) + 1
2
(x − xt) · ∂2xψ(t, xt)(x − xt). (2.7)
Next, we make the term associated to the power ε−1 in the expansion (2.1) vanish
on (t, xt)
2∂tψ∂ta0 − 2c2∂xψ∂xa0 + Pψa0 = 0 on (t, xt), (2.8)
which leads to a linear ordinary differential equation (ODE) on a0(t, x
t). The
amplitude is then chosen under the form
a0(t, x) = χd(x− xt)a0(t, xt),
where d is a positive parameter. The constructed beams are thus defined for all
(t, x) ∈ Rn+1 and they satisfy the estimate
‖ε−n4+1Pωε(t, .)‖L2(Ω) = O(
√
ε) uniformly w.r.t. t ∈ [0, T ].
Note that Gaussian beams for P associated to the ray (t, x−t) are ωε(−t, x).
2.1.2 Incident and reflected beams in a convex domain
Assume that c(x) is constant for dist(x, Ω¯) larger than some constant C > 0. Given
a point (y, η) in the phase space
o
T ∗Rn, where
o
T ∗U denotes U × (Rn\{0}) if U is
an open set of Rn, the Hamiltonian flow ϕt0(y, η) = (x
t
0(y, η), ξ
t
0(y, η)) satisfying:
d
dt
xt0 = c(x
t
0)
ξt0
|ξt0|
,
d
dt
ξt0 = −∂xc(xt0)|ξt0|,
xt0|t=0 = y, ξt0|t=0 = η, η 6= 0,
is called incident flow. A beam associated to the incident ray (t, xt0) is denoted ω
0
ε
and called an incident beam. Since we have dependence w.r.t. the initial conditions
(y, η), we write the incident beam as
ω0ε(t, x, y, η) = a0(t, x, y, η)e
iψ0(t,x,y,η)/ε.
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Let R be the reflection involution
R :
o
T ∗Rn|∂Ω →
o
T ∗Rn|∂Ω
(X,Ξ) 7→ (X, (Id− 2ν(X)ν(X)T )Ξ) , (2.9)
where ν denotes the exterior normal field to ∂Ω. We shall only consider initial
points (y, η) ∈ B = ∪t∈Rϕt0(
o
T ∗Ω) giving rise to rays that enter the domain Ω at
some instant. Each associated flow ϕt0(y, η) hits the boundary twice. Reflection of
ϕt0(y, η) at the exit time t = T1(y, η) s.t.
x
T1(y,η)
0 (y, η) ∈ ∂Ω and x˙T1(y,η)0 (y, η) · ν
(
x
T1(y,η)
0 (y, η)
)
> 0
gives birth to the reflected flow ϕt1(y, η) = (x
t
1(y, η), ξ
t
1(y, η)) defined by the condi-
tion
ϕ
T1(y,η)
1 (y, η) = R oϕT1(y,η)0 (y, η).
Similarly, we also define the reflection time T−1(y, η) and the flow ϕt−1(y, η) by
reflecting ϕt0(y, η) as follows
x
T−1(y,η)
0 (y, η) ∈ ∂Ω and x˙T−1(y,η)0 (y, η) · ν
(
x
T−1(y,η)
0 (y, η)
)
< 0,
ϕ
T−1(y,η)
−1 (y, η) = R oϕT−1(y,η)0 (y, η).
We denote, for k = ±1, the reflected beams by
ωkε (t, x, y, η) = a
k
0(t, x, y, η)e
iψk(t,x,y,η)/ε.
These beams are associated to the reflected bicharacteristics ϕtk. Let us introduce,
for k = 0,±1, the boundary amplitudes dk−mB+j s.t.
Bωkε =
mB∑
j=0
ε−mB+jdk−mB+je
iψk/ε.
Above,mB denotes the order of B (mB = 0 for Dirichlet andmB = 1 for Neumann).
The construction of the reflected phases and amplitudes is achieved by imposing
that
1. the time and tangential derivatives of ψk equal at (Tk, x
Tk
0 ) those of ψ0 up to
order 2,
2.
(
d0−mB + d
k
−mB
)
(Tk, x
Tk
0 ) = 0,
for k = ±1. These constraints uniquely determine the reflected phases and ampli-
tudes, once the incident ones are fixed [44]. If T is sufficiently small, at most one
reflection occurs in the interval [0, T ] and in the interval [−T, 0] for a fixed starting
position and vector speed (y, η) ∈
o
T ∗Ω, and the following boundary estimates are
satisfied [44]
‖B (ε−n4+1ω0ε(., y, η) + ε−n4+1ω1ε(., y, η)) ‖Hs([0,T ]×∂Ω) = O(ε−mB−s+ 32 ),
and ‖B (ε−n4+1ω0ε(., y, η) + ε−n4+1ω−1ε (., y, η)) ‖Hs([−T,0]×∂Ω) = O(ε−mB−s+ 32 ),
for s ≥ 0.
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2.2 Gaussian beam summation
The construction of asymptotic solutions to the IBVP (1.1a)-(1.1b) with initial con-
ditions (1.1c’) having a suitable frequency support (see below) is recalled, through
the Gaussian beam summation introduced in [4]. We focus on a superposition of
first order beams, for which exact expressions of the phases and amplitudes are dis-
played in Subsection 2.2.2. These beams lead to a first order approximate solution,
close to the exact one up to
√
ε. Then, the derivatives of the first order solution
will be approximated by some Gaussian type integrals.
2.2.1 Construction of the approximate solution
In [4], we have constructed a family of asymptotic solutions to the IBVP for the
wave equation for initial data satisfying (H1), (H4) and an additional hypothesis
(H5) concerning their FBI transforms.
Let us recall here that the FBI transform (see [36]) is, for a given scale ε, the
operator Tε : L
2(Rn)→ L2(R2n) defined by
Tε(a)(y, η) = cnε
− 3n
4
∫
Rn
a(x)eiη·(y−x)/ε−(y−x)
2/(2ε)dx, cn = 2
−n
2 π−
3n
4 , a ∈ L2(Rn),
(2.10)
with adjoint operator given by
T ∗ε (f)(x) = cnε
− 3n
4
∫
R2n
f(y, η)eiη·(x−y)/ε−(x−y)
2/(2ε)dydη, f ∈ L2(R2n).
As the Fourier transform, the FBI transform is an isometry, satisfying T ∗ε Tε = Id.
The extra assumption on the initial data needed in [4] is
‖TεuIε‖L2(Rn×Rcη) = O(ε∞) and ‖TεvIε‖L2(Rn×Rcη) = O(ε∞), (H5)
where Rcη denotes the complementary in R
n of some ring Rη = {η ∈ Rn, r0 ≤ |η| ≤
r∞}, 0 < r0 ≪ r∞.
In general, this assumption may be not satisfied.
Therefore, we construct a family of initial data (uIε,r0,r∞ , v
I
ε,r0,r∞) close to
(uIε, v
I
ε ), satisfying the same assumptions as (H1), (H4) and having FBI transforms
small in L2(Rn × Rcη). Letting r0 go to 0 and r∞ go to +∞ makes these data
approach (uIε, v
I
ε ) in a sense that will be specified in Section 3.3. In any case, the
needed convergence is weaker than a L2 convergence since we are interested in the
study of Wigner measures.
Let us first truncate Tεu
I
ε and Tεv
I
ε outside Rη by multiplying them by a cut-off
γr0,r∞ ∈ C∞0 (Rn, [0, 1]) supported in the interior of Rη
γr0,r∞ = χr∞/2(1− χ4r0). (2.11)
Lemma 4.5 from the Appendix (Section 4) yields
‖TεT ∗ε γr0,r∞(η)TεuIε‖L2(Rn×Rcη) = O(ε∞),
and ‖TεT ∗ε γr0,r∞(η)TεvIε‖L2(Rn×Rcη) = O(ε∞).
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In order to have data supported in fixed compact sets of Ω independent of ε, we mul-
tiply
(
T ∗ε γr0,r∞(η)Tεu
I
ε, T
∗
ε γr0,r∞(η)Tεv
I
ε
)
by a cut-off ρ ∈ C∞0 (Rn, [0, 1]) supported
in Ω, and consider
uIε,r0,r∞ = ρT
∗
ε γr0,r∞(η)Tεu
I
ε and v
I
ε,r0,r∞ = ρT
∗
ε γr0,r∞(η)Tεv
I
ε . (1.1c’)
It is assumed that ρ(x) = 1 if dist(x, suppuIε ∪ suppvIε ) ≤ C for some C > 0. The
required estimates
‖TεuIε,r0,r∞‖L2(Rn×Rcη) = O(ε∞) and ‖TεvIε,r0,r∞‖L2(Rn×Rcη) = O(ε∞) (H5’)
are fulfilled since Lemma 4.4 from the Appendix implies that
‖(1− ρ)T ∗ε γr0,r∞(η)TεuIε‖L2x . e−C/ε and ‖(1− ρ)T ∗ε γr0,r∞(η)TεvIε‖L2x . e−C/ε.
(2.12)
Using the boundedness of the operator T ∗ε γr0,r∞Tε from L
2(Rn) to L2(Rn) and the
relations
∂yjTε = Tε∂xj , ∂xjT
∗
ε = T
∗
ε ∂yj , (2.13)
obtained by integrations by parts in the expressions of Tε and T
∗
ε , one can show
that the new initial data (uIε,r0,r∞ , v
I
ε,r0,r∞) is also uniformly bounded w.r.t. ε in
H1(Ω)× L2(Ω).
Let ρ′ be a cut-off of C∞0 (Rn, [0, 1]) supported in a compact Ky ⊂ Ω and satis-
fying
ρ′(y) = 1 if dist(y, suppρ) < C for some C > 0,
and γ′ a cut-off of C∞0 (Rn, [0, 1]) supported in Kη ⊂ Rn\{0} s.t. γ′ ≡ 1 on Rη.
Without loss of generality, we assume that either the incident ray or the reflected
one propagating in the positive sense is in the interior of the domain at the instant T
(xT0 (y, η) ∈ Ω or xT1 (y, η) ∈ Ω) when y varies in Ky and η in Rn\{0}. This is always
possible upon reducing T because the number of reflections for initial position and
vector speed varying in Ky × (Rn\{0}) is uniformly bounded (see Section 2.3 of
[4] for similar arguments). And similarly for the instant −T for rays propagating
in the negative sense. Then, the IBVP (1.1a)-(1.1b) with initial conditions (1.1c’)
has a family of approximate solutions uapprε,r0,r∞ in C0([0, T ], H1(Ω))∩C1([0, T ], L2(Ω))
obtained as a summation of first order beams. A general result using a superposition
of beams of any order was proven in [4], and it reads for first order beams as follows:
Proposition 1 ([4], Theorem 1.1). Denote for t ∈ [0, T ] and x ∈ Rn the following
superposition of Gaussian beams
uapprε,r0,r∞(t, x)
=
1
2
ε−
3n
4
+1cn
∫
R2n
ρ′(y)γ′(η)TεvIε,r0,r∞(y, η)
( ∑
k=0,1
ωkε
′
(t, x, y, η)
−
∑
k=0,−1
ωkε
′
(−t, x, y, η)
)
dydη
+
1
2
ε−
3n
4
+1cn
∫
R2n
ρ′(y)γ′(η)ε−1TεuIε,r0,r∞(y, η)
( ∑
k=0,1
ωkε (t, x, y, η)
+
∑
k=0,−1
ωkε (−t, x, y, η)
)
dydη.
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Above, ω0ε , ω
0
ε
′
are incident Gaussian beams with the same phase ψ0 satisfying at
t = 0
ψ0(0, x, y, η) = η · (x− y) + i
2
(x− y)2 (2.14)
and different amplitudes a00, a
0
0
′
satisfying
a00(0, x, y, η) = χd(x− y),
(
i∂tψ0a
0
0
′)
(0, x, y, η) = χd(x− y) +O(|x − y|). (2.15)
ω±1ε and ω
±1
ε
′
denote the associated reflected beams. Then uapprε,r0,r∞ is asymptotic
to uε,r0,r∞ the exact solution of the problem (1.1a)-(1.1b) with initial conditions
(1.1c’) in the sense that
sup
t∈[0,T ]
‖uε,r0,r∞ − uapprε,r0,r∞‖H1(Ω) ≤ C(r0, r∞,Ω, T )
√
ε,
and sup
t∈[0,T ]
‖∂tuε,r0,r∞ − ∂tuapprε,r0,r∞‖L2(Ω) ≤ C(r0, r∞,Ω, T )
√
ε.
We refer to [4] for further details, and just mention that the proof relies on the
use of a family of approximate operators acting from L2(R2n) to L2(Rn). A simple
version of the estimate of these operators norms is recalled in Section 4.2 of the
Appendix.
2.2.2 Expression of the phases and amplitudes
In order to compute the first order beams, we begin by analyzing the relationship
between the incident phase and amplitudes, and the Jacobian matrix of the incident
flow. A similar relationship involving the reflected phases and amplitudes and the
reflected flows will be also given.
The requirement (2.3) for the incident phase implies that
d
dt
(
ψ0(t, x
t
0)
)
= ∂tψ0(t, x
t
0) + ∂xψ0(t, x
t
0) · x˙0t = 0.
Taking into account the initial null value ψ0(0, y) = 0 chosen in (2.14), one gets a
null phase on the ray
ψ0(t, x
t
0) = 0.
With the aim of computing ∂2xψ0(t, x
t
0), we note that the Jacobian matrix of the
bicharacteristic F t0 = Dϕ
t
0 satisfies the linear ordinary differential system{
d
dtF
t
0 = JH(x
t
0, ξ
t
0)F
t
0 ,
F 00 = Id,
where J =
(
0 Id
−Id 0
)
is the standard symplectic matrix. Writing F t0 as
F t0 =
(
Dyx
t
0 Dηx
t
0
Dyξ
t
0 Dηξ
t
0
)
leads to the following ordinary differential system on (U t0, V
t
0 ) = (Dyx
t
0 + iDηx
t
0,
Dyξ
t
0 + iDηξ
t
0)
d
dt
U t0 = H21(x
t
0, ξ
t
0)U
t
0 +H22(x
t
0, ξ
t
0)V
t
0 , (2.16)
d
dt
V t0 = −H11(xt0, ξt0)U t0 −H12(xt0, ξt0)V t0 . (2.17)
11
Note that F t0 is a symplectic matrix, i.e.
(F t0)
T JF t0 = J.
Using the symmetry of the following matrices
(Dyx
t
0)
TDyξ
t
0, (Dηx
t
0)
TDηξ
t
0, Dyx
t
0(Dηx
t
0)
T , and Dyξ
t
0(Dηξ
t
0)
T
and the relations
(Dyx
t
0)
TDηξ
t
0 − (Dyξt0)TDηxt0 = Id and Dyxt0(Dηξt0)T −Dηxt0(Dyξt0)T = Id,
one has
(U t0)
TV t0 = (V
t
0 )
TU t0, (V
t
0 )
T U¯ t0 − (U t0)T V¯ t0 = 2iId and U t0 is invertible. (2.18)
Putting together (2.16), (2.17) and (2.18) shows that V t0 (U
t
0)
−1 is a symmetric
matrix with a positive definite imaginary part and fulfills the Riccati equation (2.5)
with initial value iId. Since this is the initial condition for ∂2xψ0(t, x
t
0) given in
(2.14), it follows that
∂2xψ0(t, x
t
0) = V
t
0 (U
t
0)
−1. (2.19)
The incident beams amplitudes are computed as follows. Using (2.3) and the Hamil-
tonian system satisfied by (xt0, ξ
t
0), the equation (2.8) at order zero yields the fol-
lowing transport equation for the value of the amplitude on the ray [23]
d
dt
(
a00
(′)
(t, xt0)
)
+
1
2
Tr
(
H21(x
t
0, ξ
t
0) +H22(x
t
0, ξ
t
0)∂
2
xψ0(t, x
t
0)
)
a00
(′)
(t, xt0) = 0,
(2.20)
which may be written using the matrices U t0 and V
t
0 as
d
dt
(
a00
(′)
(t, xt0)
)
+
1
2
Tr
[(
H21(x
t
0, ξ
t
0)U
t
0 +H22(x
t
0, ξ
t
0)V
t
0
)
(U t0)
−1] a00(′)(t, xt0) = 0.
The time evolution for U t0, see (2.16), combined with the choice of the initial values
a00(0, y) = 1 and a
0
0
′
(0, y) = (−ic(y)|η|)−1 from (2.15), yields
a00(t, x
t
0) =
(
detU t0
)− 1
2 and a00
′
(t, xt0) = i(c(y)|η|)−1
(
detU t0
)− 1
2 .
Above the square root is defined by continuity in t from 1 at t = 0.
The expression of the reflected phases ψk, k = ±1, is similar to the incident
phase. In fact, since ddt (ψk(t, x
t
k)) = 0 and ψk(Tk, x
Tk
0 ) = ψ0(Tk, x
Tk
0 ) because of
the requirement 1 p.8, we get
ψk(t, x
t
k) = 0.
We then apply the general relation between incident and reflected beams phases
given in Lemma 4.1 from the Appendix, to compute the Hessian matrices of ψ±1 on
the rays. As far as we know, the result stated in this Lemma is particularly simple
enough so that we stated it in the Appendix 4.1. The matrices ∂2xψ±1(t, x
±t
±1) can
also be computed by solving the Riccati equations with the proper values at the
instants of reflections t = T±1 (see eg. [39, 47]). One gets (see Appendix 4.1)
∂2xψk(t, x
t
k) = V
t
k (U
t
k)
−1 where U tk = Dyx
t
k + iDηx
t
k and V
t
k = Dyξ
t
k + iDηξ
t
k.
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As ϕtk is symplectic, (U
t
k, V
t
k ) share the same properties (2.18) as (U
t
0, V
t
0 )
(U tk)
TV tk = (V
t
k )
TU tk, (V
t
k )
T U¯ tk − (U tk)T V¯ tk = 2iId and U tk is invertible. (2.21)
The reflected amplitudes evaluated on the rays have an expression similar to the
incident amplitudes (see Appendix 4.1)
ak0(t, x
t
k) = −si
(
detU tk
)− 1
2 and ak0
′
(t, xtk) = s(c(y)|η|)−1
(
detU tk
)− 1
2 for k = ±1,
where the square root is defined by continuity from i
(
detUTk0
)− 1
2
at t = Tk, s = −1
for the Dirichlet boundary condition and s = 1 for the Neumann condition.
We summarize the previous form of the beams in the following result:
Lemma 2.1 For k = 0,±1, the incident and reflected beams ωkε have the form
ωkε
(′)
(t, x) = βkχd(x− xtk)a(
′)
k (t)e
iψk/ε,
with
β0 = 1, β1 = β−1 = −si,
ak(t) = [detU
t
k]
− 1
2 , a′k(t) = i(c(y)|η|)−1[detU tk]−
1
2 ,
ψk = ξ
t
k · (x− xtk) +
i
2
(x− xtk) · Λk(t)(x− xtk), and Λk(t) = −iV tk (U tk)−1.
2.2.3 Gaussian integrals
It follows that the approximate solution uapprε,r0,r∞ has the form (recall the dependence
of Gaussian beams w.r.t. variables (y, η))
uapprε,r0,r∞(t, x)
=
1
2
ε−
3n
4
+1cn
∫
R2n
ρ′(y)γ′(η)
∑
k=0,1
χd(x− xtk)βkpε,k(t, y, η)eiψk(t,x,y,η)/εdydη
+
1
2
ε−
3n
4
+1cn
∫
R2n
ρ′(y)γ′(η)
∑
k=0,−1
χd(x− x−tk )βkqε,k(−t, y, η)
eiψk(−t,x,y,η)/εdydη,
with
pε,k(t, y, η) = ak(t, y, η)ε
−1TεuIε,r0,r∞(y, η) + a
′
k(t, y, η)Tεv
I
ε,r0,r∞(y, η),
and qε,k(t, y, η) = ak(t, y, η)ε
−1TεuIε,r0,r∞(y, η)− a′k(t, y, η)TεvIε,r0,r∞(y, η).
Because of the phases expression given in (2.7), time and spatial derivatives of
uapprε,r0,r∞ may be written as a sum of integrals of the form
ε−
3n
4
∫
R2n
ρ′(y)γ′(η)fε(y, η)εj(x− xtk)αrkj,α(t, x, y, η)
eiψk(t,x,y,η)/εdydη, j, k = 0, 1, |α| ≤ 2,
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arising from differentiation of ω0ε(t, .) and ω
1
ε(t, .). Other terms of the same form
originate from derivatives of ω0ε(−t, .) and ω−1ε (−t, .). fε stands for ε−1TεuIε,r0,r∞
or Tεv
I
ε,r0,r∞ and r
k
j,α are smooth functions vanishing for |x− xtk| ≥ d.
For a function f depending on (t, x, z, θ) ∈ Rn+1 × B and k = 0,±1, let
f˜k(t, x, z, θ) = f(t, x,
(
ϕtk
)−1
(z, θ)).
Set Kkz,θ(t) = ϕ
t
k(Ky ×Kη). Let Πk(t) be a cut-off of C∞0 (R2n, [0, 1]) supported in
B and satisfying Πk(t) ≡ 1 on Kkz,θ(t). The volume preserving change of variables
(z, θ) = ϕtk(y, η)
transforms the previous integrals as
ε−
3n
4
∫
R2n
Πk(t)ρ˜′ ⊗ γ′
k
f˜ε
k
εj(x− z)α(˜rkj,α)keiψ˜kk(t,x,z,θ)/εdzdθ, j, k = 0, 1, |α| ≤ 2.
(2.22)
We can write the leading terms obtained for j = 0 and α = 0 using Gaussian type
integrals Iε(h,Φ) defined as
Iε(h,Φ)(t, x) = ε
− 3n
4 cn
∫
R2n
h(t, z, θ)eiΦ(t,x,z,θ)/εdzdθ,
for a given phase function Φ ∈ C∞(Rn+1t,x ×B,C) polynomial of order 2 in x− z and
satisfying, for t ∈ [0, T ] and (z, θ) ∈ B
Φ(t, z, z, θ) is real, ∂xΦ(t, z, z, θ) = θ, Im ∂
2
xΦ(t, z, z, θ) is positive definite, (2.23)
and a given amplitude function h ∈ C0([0, T ], L2(R2nz,θ)) supported for every fixed
t ∈ [0, T ] in a compact of B. By Proposition 3 in the Appendix, one has
‖
∫
R2n
h(t, z, θ)χ(x− z)eiΦ(t,x,z,θ)/εdzdθ‖L2x . ‖h(t, .)‖L2z,θ .
Noticing that eiΦ/ε is exponentially decreasing for |x − z| ≥ 1, one can use the
following crude estimate
‖
∫
|x−z|≥a
h(t, z, θ)eiΦ(t,x,z,θ)/εdzdθ‖L2x . e−C/ε‖h(t, .)‖L2z,θ for a > 0 (2.24)
to deduce that Iε(h,Φ)(t, .) is uniformly bounded w.r.t. ε in L
2
x. The same notation
Iε(h,Φ) will be also used for a vector valued function h.
The contribution of the terms (2.22) with j = 1 or |α| ≥ 1 to the derivatives
of uapprε,r0,r∞ is of order
√
ε as stated in the following Lemma, whose proof is given
Appendix 4.2 and relies on the approximation operators defined therein.
Lemma 2.2 ∂tu
appr
ε,r0,r∞(t, .) is uniformly bounded w.r.t. ε in L
2(Rn) and satisfies
∂tu
appr
ε,r0,r∞(t, x) =
1
2
(
v+t,ε(t, x)− v−t,ε(−t, x)
)
+ O(
√
ε) in L2(Rn) uniformly w.r.t. t ∈ [0, T ],
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where (v+t,ε) and (v
−
t,ε) are sequences of L
2(Rn) uniformly bounded w.r.t. ε given by
v+t,ε =
∑
k=0,1
βkIε(−ic(z)|θ|Πkρ˜′ ⊗ γ′
k
p˜ε,k
k
, ψ˜k
k
),
v−t,ε =
∑
k=0,−1
βkIε(−ic(z)|θ|Πkρ˜′ ⊗ γ′
k
q˜ε,k
k
, ψ˜k
k
).
Likewise, ∂xu
appr
ε,r0,r∞(t, .) is uniformly bounded w.r.t. ε in L
2(Rn)n and satisfies
∂xu
appr
ε,r0,r∞(t, x) =
1
2
(
v+x,ε(t, x) + v
−
x,ε(−t, x)
)
+O(
√
ε) in L2(Rn)n uniformly w.r.t. t ∈ [0, T ],
where (v+x,ε) and (v
−
x,ε) are sequences of L
2(Rn)n uniformly bounded w.r.t. ε given
by
v+x,ε =
∑
k=0,1
βkIε(iθΠkρ˜′ ⊗ γ′
k
p˜ε,k
k
, ψ˜k
k
),
v−x,ε =
∑
k=0,−1
βkIε(iθΠkρ˜′ ⊗ γ′
k
q˜ε,k
k
, ψ˜k
k
).
3 Wigner transforms and measures
We now compute the scalar measures associated to the sequences
(
∂tu
appr
ε,r0,r∞(t, .)
)
and
(
c∂xu
appr
ε,r0,r∞(t, .)
)
. As |βk| = 1, the Wigner transform associated to
(
v+t,ε(t, .)
)
is a finite sum of terms of the form
wε
(
Iε(f
k
t,ε,Φk)(t, .), Iε(f
l
t,ε,Φl)(t, .)
)
,
where k, l = 0, 1, fkt,ε = c|θ|Πkρ˜′ ⊗ γ′
k
p˜ε,k
k
and Φk = ψ˜k
k
. As regards the Wigner
transforms associated to
(
cv+x,ε(t, .)
)
, since c is uniformly continuous on Rn, one has
by a classical result ([20], p.8)
wε
(
cv+x,ε(t, .), cv
+
x,ε(t, .)
) ≈ c2wε (v+x,ε(t, .), v+x,ε(t, .)) in R2n, (3.1)
and therefore the involved quantities have the form
c2wε
(
Iε(f
k
x,ε,Φk)(t, .), Iε(f
l
x,ε,Φl)(t, .)
)
,
with fkx,ε = θΠkρ˜
′ ⊗ γ′kp˜ε,kk.
Similarly, we define for k = 0,−1 the sequences gkt,ε = c|θ|Πk ρ˜′ ⊗ γ′
k
q˜ε,k
k, which
are needed when considering the Wigner transform associated with
(
cv−t,ε(−t, .)
)
and the cross Wigner transform between
(
cv+t,ε(t, .)
)
and
(
cv−t,ε(−t, .)
)
, as well as
gkx,ε = θΠk ρ˜
′ ⊗ γ′k q˜ε,kk. Then, forgetting the powers of ε factors, all the previous
Wigner transforms tested on cut-off functions have the form∫
R6n
T˜εκε
k
(z, θ)T˜ετε
l
(z′, θ′)bk,l1 (z, θ, z
′, θ′, x, v)eiΨ
k,l
1
(z,θ,z′,θ′,x,v)/εdzdθdz′dθ′dxdv,
(3.2)
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with κε, τε = ε
−1uIε,r0,r∞ , v
I
ε,r0,r∞ and k, l = 0,±1, or after expanding the FBI
transforms∫
R8n
κε(w)τ¯ε(w
′)bk,l2 (z, θ, z
′, θ′, x, v)eiΨ
k,l
2
(w,w′,z,θ,z′,θ′,x,v)/εdwdw′dzdθdz′dθ′dxdv.
(3.3)
This type of oscillating integrals is traditionally estimated by the stationary phase
theorem. For example, this method was successfully used in [9] for the computation
of a Wigner measure for smooth data. There the phase was complex and its Hessian
matrix restricted to the stationary set was assumed to be non-degenerate in the
normal direction to this set. However, in our case, the amplitude is not smooth as
no such assumption was made on uIε and v
I
ε , and we cannot estimate immediately
the global integral (3.3) by the same techniques. One possibility of solving this issue
would be to resort to the stationary phase theorem with a complex phase depending
on parameters for estimating∫
R6n
b2(z, θ, z
′, θ′, x, v)eiΨ2(w,w
′,z,θ,z′,θ′,x,v)/εdzdθdz′dθ′dxdv,
and then study the whole integral involving κε(w)τ¯ε(w
′).
An alternative method was used in [45], where an integral of the form (3.2)
associated to the Wigner transform for the Schro¨dinger equation with a WKB initial
condition was simplified by elementary computations into an integral over R4n.
Though the method therein faced difficulties in deducing the exact relation be-
tween the Wigner measure of the solution and of the initial data, we adapt the
result of [45] to our problem in Section 3.1 and complete the analysis to prove the
propagation along the flow of the microlocal energy density of uapprε,r0,r∞ as ε→ 0 in
Section 3.2. The proof is simple and elementary and the computations are made in
an explicit way. Section 3.3 is devoted to the Wigner measures associated to the
derivatives of uε the exact solution of (1.1).
3.1 Wigner transform for Gaussian integrals
The sequences (fkt,ε), (f
k
x,ε), (g
l
t,ε) and (g
l
x,ε) are uniformly bounded w.r.t. ε in
L2(R2n) and their supports are contained in a fixed compact independent of ε.
Slight modifications of the computations of [45] lead to the following more general
result:
Lemma 3.1 Let (fε) and (gε) be sequences uniformly bounded in L
2(R2n) and
having their supports contained in a fixed compact independent of ε. Let F be an
open set containing suppfε∪ suppgε and Φ, Ψ be phase functions in C∞(Rnx ×F,C)
satisfying
Φ(x, z, θ) = rΦ(z, θ) + θ · (x− z) + i
2
(x− z) ·HΦ(z, θ)(x− z),
Ψ(x, z′, θ′) = rΨ(z′, θ′) + θ′ · (x− z′) + i
2
(x− z′) ·HΨ(z′, θ′)(x − z′),
for x ∈ Rn and (z, θ), (z′, θ′) ∈ F , with rΦ, rΨ ∈ C∞(F,R) and the matrices
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HΦ, HΨ ∈ C∞(F,Mn(C)) having positive definite real parts. Then for φ ∈ C∞0 (F,R)
< wε (Iε(fε,Φ), Iε(gε,Ψ)) , φ >
=
∫
R4n
φ(s, σ)fε(s+
√
εr, σ +
√
εδ)g∗ε (s−
√
εr, σ −√εδ)
A(Φ,Ψ)(s, σ)eiΘε(Φ,Ψ)(s,σ,r,δ)drdδdsdσ + o(1),
where
A(Φ,Ψ)(s, σ) = c2n2
5n
2 π
n
2
[
det
(
HΦ(s, σ) +HΨ(s, σ)
)]− 1
2 ,
and
Θε(Φ,Ψ)(s, σ, r, δ) =rΦ(s+
√
εr, σ +
√
εδ)/ε− rΨ(s−
√
εr, σ −√εδ)/ε
− 2σ · r/√ε+ i(r, δ) ·Q (HΦ(s, σ), HΨ(s, σ)) (r, δ).
The matrix Q
(
HΦ(s, σ), HΨ(s, σ)
)
and the square root are defined in Lemma 3.2.
Proof: It consists in two steps. Firstly, the Fourier transform of a Gaussian type
function is computed explicitly. Then, a Gaussian approximation is used for several
smooth functions appearing in the Wigner transform integral.
For simplicity we denote u(x, z, θ) by u and u(x, z′, θ′) by u′ when integrating
w.r.t. z, θ, z′, θ′. We also omit the index ε in the notation of fε and gε.
Step 1. Fourier transform. We note that the Wigner transform at point (x, ξ) ∈
R2n may be written as
wε (Iε(f,Φ), Iε(g,Ψ)) (x, ξ)
=π−nc2nε
− 5n
2
∫
R5n
fg∗′eirΦ/ε−ir
′
Ψ/ε+ix·(θ−θ′)/ε+i(θ′·z′−θ·z)/ε
Fv
(
e−(v+x−z)·HΦ(v+x−z)/(2ε)
× e−(v−x+z′)·HΨ′(v−x+z′)/(2ε)) ((2ξ − θ − θ′)/ε)
dvdzdz′dθdθ′.
The Fourier transform of a Gaussian functions product is given by the following
Lemma, whose proof is postponed to the end of this Section:
Lemma 3.2 Let a, b ∈ Rd and M,N ∈ Md(C) symmetric matrices with positive
definite real parts, then
Fx
(
e−(x−a)·M(x−a)/2e−(x−b)·N(x−b)/2
)
(ξ)
=(2π)
d
2 (det(M +N))−
1
2 e−iξ·(b+a)/2−(b−a,ξ)·Q(M,N)(b−a,ξ)/4,
where Q(M,N) is the symmetric symplectic matrix given by
Q(M,N) =
(
2M(M +N)−1N i(N −M)(M +N)−1
i(M +N)−1(N −M) 2(M +N)−1
)
,
and the square root is defined as explained in Section 3.4 of [21].
Moreover, Q(M,N)A(M,N) = B(M,N) with A(M,N) =
(
Id Id
−iN iM
)
and
B(M,N) =
(
N M
−iId iId
)
, and Q(M,N) has a positive definite real part
ReQ(M,N) = 2A(M,N)∗−1
(
ReN 0
0 ReM
)
A(M,N)−1.
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Hence
wε (Iε(f,Φ), Iε(g,Ψ)) (x, ξ)
=c2n2
n
2 π−
n
2 ε−2n
∫
R4n
fg∗′
(
det(HΦ +HΨ
′
)
)− 1
2
eirΦ/ε−ir
′
Ψ/ε
ei(θ+θ
′−2ξ)·(z−z′)/(2ε)+i(θ−θ′)·x/ε+i(θ′·z′−θ·z)/ε
e−(2x−z−z
′,2ξ−θ−θ′)·Q(HΦ,HΨ′)(2x−z−z′,2ξ−θ−θ′)/(4ε)dzdz′dθdθ′.
Making the changes of variables
(z, z′) = (s+
√
ǫr, s−√ǫr), (θ, θ′) = (σ +√ǫδ, σ −√ǫδ),
and writing f+ for f(s+
√
εr, σ +
√
εδ) and g− for g(s−√εr, σ −√εδ) leads to
wε (Iε(f,Φ), Iε(g,Ψ)) (x, ξ)
=c2n2
5n
2 π−
n
2 ε−n
∫
R4n
f+g
∗
−
(
det(HΦ+ + H¯Ψ −)
)− 1
2 eirΦ+/ε−irΨ−/ε+2iδ·(x−s)/
√
ε
e−2iξ·r/
√
ε−(x−s,ξ−σ)·Q(HΦ+,HΨ−)(x−s,ξ−σ)/εdrdδdsdσ.
Step 2. Gaussian approximations. Taking the duality product of the Wigner
transform with a test function φ ∈ C∞0 (F,R), and after setting (x′, ξ′) = (x − s,
ξ − σ)/√ε, one has
< wε (Iε(f,Φ), Iε(g,Ψ)) , φ >
=c2n2
5n
2 π−
n
2
∫
R6n
φ(s+
√
εx′, σ +
√
εξ′)f+g∗−
(
det(HΦ+ +HΨ−)
)− 1
2 eirΦ+/ε−irΨ−/ε
e−2iσ·r/
√
ε+2i(x′,ξ′)·(δ,−r)−(x′,ξ′)·Q(HΦ+,HΨ−)(x′,ξ′)dx′dξ′drdδdsdσ.
(3.4)
Let ρ′f and ρ
′
g be cut-off functions supported in F s.t. ρ
′
f ≡ 1 on a fixed compact
containing suppf and ρ′g ≡ 1 on a fixed compact containing suppg, and consider
bε : (x
′, ξ′, s, σ, r, δ) 7→ (φ(s+√εx′, σ +√εξ′)
− φ(s, σ))ρ′f+ρ′g−e−(x′,ξ′)·Q(HΦ+,HΨ−)(x′,ξ′).
The r.h.s. of (3.4) may be written as
< wε (Iε(f,Φ), Iε(g,Ψ)) , φ >
=c2n2
5n
2 π−
n
2
∫
R6n
φ(s, σ)f+g
∗
−
(
det(HΦ+ +HΨ−)
)− 1
2 eirΦ+/ε−irΨ−/ε−2iσ·r/
√
ε
e2i(x
′,ξ′)·(δ,−r)−(x′,ξ′)·Q(HΦ+,HΨ−)(x′,ξ′)dx′dξ′drdδdsdσ
+ c2n2
5n
2 π−
n
2
∫
R4n
(
det(HΦ+ +HΨ−)
)− 1
2 f+g
∗
−e
irΦ+/ε−irΨ−/ε−2iσ·r/
√
ε
F(x′,ξ′)bε(−2δ, 2r, s, σ, r, δ)drdδdsdσ.
(3.5)
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Leibnitz formula yields for a multiindex α
∂αx′,ξ′bε(x
′, ξ′, s, σ, r, δ)
=ρ′f+ρ
′
g−
(
φ(s+
√
εx′, σ +
√
εξ′)− φ(s, σ)) ∂αx′,ξ′ (e−(x′,ξ′)·Q(HΦ+,HΨ−)(x′,ξ′))
+ ρ′f+ρ
′
g−
∑
β+γ=α,β 6=0
C(β, γ)ε
|β|
2 ∂βx′,ξ′
(
φ(s+
√
εx′, σ +
√
εξ′)
)
× ∂γx′,ξ′
(
e−(x
′,ξ′)·Q(HΦ+,HΨ−)(x′,ξ′)
)
.
As (s+
√
εr, σ+
√
εδ) varies in suppρ′f and (s−
√
εr, σ−√εδ) varies in suppρ′g, one
can find by continuity a constant C > 0 s.t.
ReQ(HΦ+, HΨ−) ≥ CId on supp(ρ′f+ρ′g−).
Since
(s, σ) and
√
ε(r, δ) are bounded on supp(ρ′f+ρ
′
g−), (3.6)
it follows that there exists a constant C′ > 0 s.t.
|∂αx′,ξ′bε(x′, ξ′, s, σ, r, δ)| .
√
εe−C
′(x′,ξ′)2 for all (x′, ξ′, s, σ, r, δ),
which leads to
|F(x′,ξ′)bε(−2δ, 2r, s, σ, r, δ)| .
√
ε(1 + (r, δ)2)−n−1 for all (s, σ, r, δ).
The second integral in the r.h.s. of (3.5) is then dominated by
√
ε
∫
R4n
|f+||g−|(1 + (r, δ)2)−n−1drdδdsdσ.
We deduce by Cauchy-Schwartz inequality w.r.t. s, σ that∣∣∣ < wε (Iε(f,Φ), Iε(g,Ψ)) , φ >
− c2n2
5n
2 π
n
2
∫
R4n
φ(s, σ)
(
det(HΦ+ +HΨ−)
)− 1
2 f+g
∗
−e
irΦ+/ε−irΨ−/ε−2iσ.r/
√
ε
e−(δ,−r)·Q(HΦ+,HΨ−)
−1(δ,−r)drdδdsdσ
∣∣∣ . √ε‖f‖L2‖g‖L2,
where we used detQ(HΦ+, HΨ−) = 1 since Q(HΦ+, HΨ−) is symplectic.
Next, we extend HΦ and HΨ outside F as λHΦ+(1−λ)Id and λHΨ+(1−λ)Id
by using a cut-off λ ∈ C∞0 (R2n, [0, 1]) supported in F s.t. λ ≡ 1 on the compact set
suppρ′f ∪ suppρ′g ∪ suppφ, the extended matrices having positive definite real parts.
The smoothness of these matrices implies by the mean value theorem and (3.6) that∣∣∣(det(HΦ+ +HΨ−))− 12 − [det (HΦ(s, σ) +HΨ(s, σ))]− 12 ∣∣∣
.
√
ε|(r, δ)| on supp(φf+g∗−).
By symplecticity and symmetry of Q(HΦ+, HΨ−), its inverse is −JQ(HΦ+, HΨ−)J .
Thus the quantity∣∣∣e−(δ,−r)·Q(HΦ+,HΨ−)−1(δ,−r) − e−(r,δ)·Q(HΦ(s,σ),HΨ(s,σ))(r,δ)∣∣∣
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is dominated by∣∣∣(r, δ) · [Q(HΦ+, HΨ−)−Q (HΦ(s, σ), HΨ(s, σ)) ](r, δ)∣∣∣
× sup
u∈[0,1]
∣∣∣e−u(r,δ)·Q(HΦ+,HΨ−)(r,δ)−(1−u)(r,δ)·Q(HΦ(s,σ),HΨ(s,σ))(r,δ)∣∣∣.
The positivity of ReQ(HΦ+, HΨ−) and ReQ
(
HΦ(s, σ), HΨ(s, σ)
)
and the mean
value theorem for the matrix function Q
(
λHΦ + (1− λ)Id, λHΨ + (1− λ)Id
)
give
by (3.6)∣∣∣e−(δ,−r)·Q(HΦ+,HΨ−)−1(δ,−r)−e−(r,δ)·Q(HΦ(s,σ),HΨ(s,σ))(r,δ)∣∣∣ . √ε|(r, δ)|3e−C(r,δ)2
for (s, σ) ∈ suppφ, (s+√εr, σ +√εδ) ∈ suppρ′f and (s−
√
εr, σ −√εδ) ∈ suppρ′g.
It follows that∣∣∣ < wε (Iε(f,Φ), Iε(g,Ψ)) , φ >
− c2n2
5n
2 π
n
2
∫
R4n
φ(s, σ)(det[HΦ +HΨ])
− 1
2 (s, σ)f+g
∗
−e
irΦ+/ε−irΨ−/ε−2iσ·r/
√
ǫ
e−(r,δ)·Q(HΦ,HΨ)(s,σ)(r,δ)drdδdsdσ
∣∣∣ . √ε‖f‖L2‖g‖L2.
✷
Proof: [Proof of Lemma 3.2] The matrix M + N has a positive definite real part
and is thus non-singular. By elementary calculus we have
(x− a) ·M(x− a) + (x− b) ·N(x− b)
=(b− a) ·M(M +N)−1N(b − a)
+
(
x− (M +N)−1(Ma+Nb)) · (M +N) (x− (M +N)−1(Ma+Nb)) .
Using the value of the Fourier transform of a Gaussian function (see Theorem 7.6.1
of [21]), it follows that
Fx
(
e−(x−a)·M(x−a)/2e−(x−b)·N(x−b)/2
)
(ξ)
=(2π)
d
2 (det[M +N ])−
1
2 e−(b−a)·M(M+N)
−1N(b−a)/2
e−iξ·(M+N)
−1(Ma+Nb)−ξ·(M+N)−1ξ/2.
Writing M = 1/2(M +N) + 1/2(M −N) and N = 1/2(M +N)− 1/2(M −N), we
get the expression with the matrix Q(M,N) and the relation
Q(M,N)A(M,N) = B(M,N).
One can easily show that
B(M,N)T JB(M,N) =
(
0 i(M +N)
−i(M +N) 0
)
= A(M,N)T JA(M,N),
from which follows the symplecticity of Q(M,N). Then write
Q(M,N) +Q(M,N)
=A(M,N)∗−1 (A(M,N)∗B(M,N) +B(M,N)∗A(M,N))A(M,N)−1
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to obtain the value of ReQ(M,N). ✷
From now on, we drop the index ε in the notation of v±t,ε, v
±
x,ε, f
k
t,ε etc. for
simplicity. We fix t ∈ [0, T ] and apply Lemma 3.1 with F = B on the sequences
(fkt ), (f
l
t ) (respectively (f
k
x ), (f
l
x)) and the phase functions Φk,Φl for the Wigner
transforms associated to
(
v+t (t, .)
)
(respectively (v+x (t, .))). To evaluate the cross
Wigner transforms between
(
v+t (t, .)
)
and
(
v−t (−t, .)
)
(respectively (v+x (t, .)) and
(v−x (−t, .))) , we use this Lemma on the sequences (fkt ), (glt) (respectively (fkx ), (glx)).
3.2 Wigner measures for superposed Gaussian beams
We shall prove that the cross Wigner transforms
wε
(
v+t (t, .), v
−
t (−t, .)
)
, wε
(
v+x (t, .), v
−
x (−t, .)
)
and
wε
(
Iε(f
k
t,x,Φk), Iε(f
l
t,x,Φl)
)
, wε
(
Iε(g
k
t,x,Φk), Iε(g
l
t,x,Φl)
)
with k 6= l do not contribute to the microlocal energy density limit E (uapprε,r0,r∞(t, .))
in
o
T ∗Ω. We compute Θε(Φk,Φk) and A(Φk,Φk) and analyze the transported FBI
transforms at points (s±√εr, σ±√εδ), which will complete the study of the Wigner
measures for superposed Gaussian beams.
Firstly, we note that ‖(1 − ρ′ ⊗ γ′)Πkpε,k‖L2y,η = O(ε∞) for k = 0,±1. Indeed,
γ′ ≡ 1 on Rη so one gets from (H5’) that TεuIε,r0,r∞ , TεvIε,r0,r∞ have infinitely small
contributions in L2(Rn × supp(1− γ′)).
On the other hand, dist
(
supp(1− ρ′), suppuIε,r0,r∞ ∪ suppvIε,r0,r∞
)
> C. Then,
Lemma 4.3 implies that Tεu
I
ε,r0,r∞ , Tεv
I
ε,r0,r∞ have infinitely small contributions in
L2(supp(1− ρ′)× Rn). Therefore
wε
(
Iε(f
k
t ,Φk), Iε(f
l
t ,Φl)
)
≈A(Φk,Φl)
∫
R2n
(
c|σ|Πk p˜ε,kk
)
+
(
c|σ|Πl ˜¯pε,ll)− eiΘε(Φk,Φl)drdδ in oT ∗Ω,
and a similar relation holds true for wε
(
Iε(f
k
x ,Φk), Iε(f
l
x,Φl)
)
.
We start by approaching (c(s)|σ|)+ (c(s)|σ|)− by c(s)2|σ|2 in the previous integral
wε
(
Iε(f
k
t ,Φk), Iε(f
l
t ,Φl)
)
≈A(Φk,Φl)c(s)2|σ|2
∫
R2n
(
Πkp˜ε,k
k
)
+
(
Πl ˜¯pε,ll)− eiΘε(Φk,Φl)drdδ in oT ∗Ω, (3.7)
and σ+σ
∗
− by σσ
∗ in the integral giving wε
(
Iε(f
k
x ,Φk), Iε(f
l
x,Φl)
)
wε
(
Iε(f
k
x ,Φk), Iε(f
l
x,Φl)
)
≈A(Φk,Φl)σσ∗
∫
R2n
(
Πkp˜ε,k
k
)
+
(
Πl ˜¯pε,ll)− eiΘε(Φk,Φl)drdδ in oT ∗Ω. (3.8)
Indeed, these approximations are proved with the help of the following Lemma
Lemma 3.3 Let (fε), (gε) and Φ,Ψ satisfy the hypotheses of Lemma 3.1. If α and
β are in C1(F,C) then
wε (Iε(αfε,Φ), Iε(βgε,Ψ)) ≈ αβ¯wε (Iε(fε,Φ), Iε(gε,Ψ)) in F.
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Proof: The proof relies on the use of Taylor’s formula on ρ′fα and ρ
′
gβ¯, where ρ
′
f
and ρ′g are the cut-offs used in the proof of Lemma 3.1 (supported in F and equal
to 1 on suppfε and suppgε respectively). ✷
It follows by using (3.7) and (3.8) that
c2Trwε
(
Iε(f
k
x ,Φk), Iε(f
l
x,Φl)
) ≈ wε (Iε(fkt ,Φk), Iε(f lt ,Φl)) in oT ∗Ω,
which leads to
wε
(
v+t (t, .), v
+
t (t, .)
) ≈ c2Trwε (v+x (t, .), v+x (t, .)) in oT ∗Ω.
Similarly
wε
(
v−t (−t, .), v−t (−t, .)
) ≈ c2Trwε (v−x (−t, .), v−x (−t, .)) in oT ∗Ω,
and wε
(
v+t (t, .), v
−
t (−t, .)
) ≈ c2Trwε (v+x (t, .), v−x (−t, .)) in oT ∗Ω. (3.9)
The approximations linking the derivatives of uapprε,r0,r∞ to v
±
t,x given in Lemma 2.2
and equation (3.1) lead to
4E (uapprε,r0,r∞(t, .))
≈wε[v+t (t, .)] + c2Trwε[v+x (t, .)] + wε[v−t (−t, .)] + c2Trwε[v−x (−t, .)]
− wε
(
v+t (t, .), v
−
t (−t, .)
)
+ c2Trwε
(
v+x (t, .), v
−
x (−t, .)
)
− wε
(
v−t (−t, .), v+t (t, .)
)
+ c2Trwε
(
v−x (−t, .), v+x (t, .)
)
in R2n
by using the standard estimate (see Proposition 1.1 in [20])
| < wε(aε, bε), φ > | . ‖aε‖L2(Rn)‖bε‖L2(Rn), (3.10)
for sequences (aε), (bε) in L
2(Rn) and φ ∈ C∞0 (R2n,R). The cross terms between
v+t,x and v
−
t,x cancel in
o
T ∗Ω by using (3.9), leading to
E (uapprε,r0,r∞(t, .)) ≈ 12wε[v+t (t, .)] + 12wε[v−t (−t, .)] in oT ∗Ω. (3.11)
Thus, we are left with the computation of the Wigner measure associated to (v+t ),
computations being similar for (v−t ). One has
wε[v
+
t ]
≈
∑
k,l=0,1
c(s)2|σ|2A(Φk,Φl)
∫
R2n
(
Πk p˜ε,k
k
)
+
(
Πl ˜¯pε,ll)− eiΘε(Φk,Φl)drdδ in oT ∗Ω.
(3.12)
Moreover the inverse of the reflected/incident flow in
o
T ∗Ω is a reflected/incident
flow
{ϕtk}−1 = ϕ−t−k, k = 0, 1.
Thus, for (s, σ) ∈
o
T ∗Ω, at most one of the points x−t−k(s, σ) and x
−t
−l(s, σ) is in Ω.
Consequently, the contribution of cross terms between different Gaussian beams in
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(3.12) vanishes in
o
T ∗Ω, and we need to compute only the limits when ε goes to zero
of the following two distributions:
µtε,k = c(s)
2|σ|2wε[Iε(Πkp˜ε,kk,Φk)], k = 0, 1. (3.13)
Remember that p˜ε,k
k = a˜k
kε−1 ˜TεuIε,r0,r∞
k
+ a˜′k
k
˜TεvIε,r0,r∞
k
, so µtε,k may be written
as
µtε,k
=c2(s)|σ|2wε
[
Iε(Πk a˜k
kε−1 ˜TεuIε,r0,r∞
k
,Φk)
]
+ wε
[
Iε(Πk a˜k
k ˜TεvIε,r0,r∞
k
,Φk)
]
− ic(s)|σ|wε
(
Iε(Πk a˜k
k
ε−1 ˜TεuIε,r0,r∞
k
,Φk), Iε(Πka˜k
k ˜TεvIε,r0,r∞
k
,Φk)
)
+ ic(s)|σ|wε
(
Iε(Πk a˜k
k ˜TεvIε,r0,r∞
k
,Φk), Iε(Πka˜k
k
ε−1 ˜TεuIε,r0,r∞
k
,Φk)
)
.
(3.14)
In the remainder of this Section we prove the following Proposition, compute µtε,k
and the limit when ε→ 0 of the microlocal energy density of uapprε,r0,r∞ .
Proposition 2 Let (κε), (τε) be uniformly bounded sequences in L
2(Rn). Then
wε
(
Iε(Πk a˜k
k
T˜εκε
k
,Φk), Iε(Πk a˜k
k
T˜ετε
k
,Φk)
)
≈ Π2kwε(κε, τε) o
(
ϕtk
)−1
in
o
T ∗Ω.
Above ϕtk is extended outside B as the identity.
Proof: We simplify the integral
A(Φk,Φk)
∫
R2n
(
Πk T˜εκε
k
)
+
(
Πk T˜ετε
k
)
−
eiΘε(Φk,Φk)drdδ
obtained when applying Lemma 3.1 in
o
T ∗Ω by firstly computing the phase Θε and
the amplitude A and then analyzing the transported FBI transforms. Computa-
tion of Θε(Φk,Φk) and A(Φk,Φk). We consider (s, σ) ∈
o
T ∗Ω and start from
Θε(Φk,Φk)(s, σ, r, δ) = −2σ · r/
√
ε+ i(r, δ) ·Q
(
Λ˜k
k
(t, s, σ), ˜¯Λkk(t, s, σ)) (r, δ).
The particular form of Λk(t) = −iV tk (U tk)−1, see Lemma 2.1, induces a similar form
for the matrix Q
(
Λ˜k
k
(t), ˜¯Λkk(t))
Q
(
Λ˜k
k
(t), ˜¯Λkk(t)) Y tk = −iZtk,
where Y tk and Z
t
k are the 2n× 2n matrices
Y tk =
 ˜¯U tkk U˜ tkk˜¯V tk k V˜ tk k
 and Ztk =
 −˜¯V tk k V˜ tk k˜¯U tkk −U˜ tkk
 .
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Replacing U tk and V
t
k by their definitions links Y
t
k and Z
t
k to the Jacobian matrix
F tk
Y tk = −iF˜ tk
k
J
( −Id Id
iId iId
)
and Ztk = JF˜
t
k
k
( −Id Id
iId iId
)
,
so that
Q
(
Λ˜k
k
(t), ˜¯Λkk(t)) = −JF˜ tkkJ (F˜ tkk)−1 .
As ϕtk o ϕ
−t
−k = Id, one has
F˜ tk
k
F−t−k = Id.
Combining this relation with the symplecticity of F tk, one gets the following relation
for the matrix Q
(
Λ˜k
k
(t), ˜¯Λkk(t))
Q
(
Λ˜k
k
(t), ˜¯Λkk(t)) = (F−t−k)TF−t−k.
Therefore
Θε(Φk,Φk)(s, σ, r, δ) = −2σ · r/
√
ε+ i
(
F−t−k(s, σ)(r, δ)
)2
.
Moving to the amplitude A(Φk,Φk) = c
2
n2
5n
2 π
n
2
(
det(Λ˜k
k
+ ˜¯Λkk))− 12 , one gets by
using (2.18) and (2.21)
Λk(t) + Λ¯k(t) = 2
(
(U¯ tk)
−1)T (U tk)−1.
Hence
A(Φk,Φk) = c
2
n2
2nπ
n
2
∣∣∣∣det U˜ tkk∣∣∣∣ .
Plugging the form of the incident and reflected amplitudes in Lemma 2.1 and using
the C1 smoothness of a(′)k on B yields by Lemmas 3.1 and 3.3
wε
(
Iε(Πk a˜k
k
T˜εκε
k
,Φk), Iε(Πk a˜k
k
T˜ετε
k
,Φk)
)
≈c2n22nπ
n
2
∫
R2n
(
ΠkT˜εκε
k
)
+
(
ΠkT˜ετε
k
)
−
e−i2σ·r/
√
ε−(F−t−k(r,δ))
2
drdδ
=:J tε,k(κε, τε).
Analysis of the transported FBI transforms. It remains to analyze the most
difficult terms in the amplitude, which involve transported FBI transforms(
ΠkT˜εκε
k
)
+
=
(
Πk Tεκε oϕ
−t
−k
)
(s+
√
εr, σ +
√
εδ),
and
(
ΠkT˜ετε
k
)
−
=
(
Πk Tετε oϕ
−t
−k
)
(s−√εr, σ −√εδ).
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Let φ be a test function in C∞0 (
o
T ∗Ω,R) and ϑ−t−k a map of C∞0 (R2n,R2n) that
coincides with ϕ−t−k on K
k
z,θ(t)∪ suppφ (see Theorem 1.4.1 of [21]). We use Taylor’s
formula for this map to get for (s±√εr, σ ±√εδ) ∈ Kkz,θ(t) and (s, σ) ∈ suppφ(
x−t−k
)
± = x
−t
−k ±
√
εDyx
−t
−k r ±
√
εDηx
−t
−k δ + εr
x±
ε ,(
ξ−t−k
)
± = ξ
−t
−k ±
√
εDyξ
−t
−k r ±
√
εDηξ
−t
−k δ + εr
ξ±
ε ,
with
rx±ε (s, σ, r, δ) =
∑
|α|=2
2
α!
(r, δ)α
∫ 1
0
(1− u)∂αy ϑ−t−k
(
(s, σ)± u√ε (r, δ)) du,
rξ±ε (s, σ, r, δ) =
∑
|α|=2
2
α!
(r, δ)α
∫ 1
0
(1− u)∂αη ϑ−t−k
(
(s, σ)± u√ε (r, δ)) du.
The change of variables (r′, δ′) = F−t−k(s, σ)(r, δ) in J
t
ε,k(κε, τε)(s, σ) is thus appro-
priate. Notice that for (s, σ) ∈
o
T ∗Ω one has the following relations [26]
Dyx
−u
−k(s, σ)
T ξ−u−k (s, σ)− σ = 0 and Dηx−u−k(s, σ)T ξ−u−k (s, σ) = 0 for u ∈ R.
In fact, one can show that the derivatives of the previous equations w.r.t. u are
zero. Besides, the equalities clearly hold true at u = 0 for k = 0, and at u = Tk(s, σ)
for k = ±1, as a consequence of (4.9). Hence, it follows that
σ · r = ξ−t−k(s, σ) ·
(
Dyx
−t
−k(s, σ)r +Dηx
−t
−k(s, σ)δ
)
= ξ−t−k(s, σ) · r′,
which leads in
o
T ∗Ω to
J tε,k(κε, τε)
=c2n2
2nπ
n
2
∫
R2n
(Πk)+Tεκε(x
−t
−k +
√
εr′ + εrx+ε
′
, ξ−t−k +
√
εδ′ + εrξ+ε
′
)
(Πk)−Tετε(x−t−k −
√
εr′ + εrx−ε
′
, ξ−t−k −
√
εδ′ + εrξ−ε
′
)
e−2iξ
−t
−k
·r′/√ε−r′2−δ′2dr′dδ′,
where
(rxε
′, rξε
′
)(s, σ, r′, δ′) = (rxε , r
ξ
ε)(s, σ, r, δ).
In order to use the change of variables (s, σ) = ϕtk(y, η) for < J
t
ε,k(κε, τε), φ >, we
extend ϕtk outside B by the identity and still denote it ϕtk, making ϕtk a one to one
map from R2n to ϕtk(R
2n). Then Πk oϕ
t
k and φ oϕ
t
k belong to C∞0 (R2n,R) and are
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supported in B. Expanding the FBI transforms gives
< J tε,k(κε, τε), φ >
=c4n2
2nπ
n
2 ε−
3n
2
∫
R6n
φ oϕtk(y, η)κε(z)τ¯ε(z
′)
(Πk oϕ
t
k)(y +
√
εr′ + εRx+ε , η +
√
εδ′ + εRξ+ε )
(Πk oϕ
t
k)(y −
√
εr′ + εRx−ε , η −
√
εδ′ + εRξ−ε )
eiη·(2
√
εr′+εRx+ε −εRx−ε −z+z′)/ε+iδ′·(2y−z−z′+εRx+ε +εRx−ε )/
√
ε
eiR
ξ+
ε ·(y+
√
εr′+εRx+ε −z)−iRξ−ε ·(y−
√
εr′+εRx−ε −z′)
e−(y+
√
εr′+εRx+ε −z)2/(2ε)−(y−
√
εr′+εRx−ε −z′)2/(2ε)
e−2iη·r
′/
√
ε−r′2−δ′2dr′dδ′dzdz′dydη,
where
(Rxε , R
ξ
ε)(y, η, r
′, δ′) = (rxε
′, rξε
′
)(s, σ, r′, δ′).
We perform the changes of variables
(x, u) = (
z + z′
2
,
z − z′
ε
) and y′ = (y − z + z
′
2
)/
√
ε
to obtain
< J tε,k(κε, τε), φ >
=c4n2
2nπ
n
2
∫
R6n
κε(x+
ε
2
u)τ¯ε(x− ε
2
u)dεe
iγε−iη·udr′dδ′dxdudy′dη,
where
dε(x, y
′, η, r′, δ′)
=φ oϕtk(x+
√
εy′, η)(Πk oϕtk)(x+
√
εy′ +
√
εr′ + εRx+ε
′
, η +
√
εδ′ + εRξ+ε
′
)
(Πk oϕ
t
k)(x+
√
εy′ −√εr′ + εRx−ε ′, η −
√
εδ′ + εRξ−ε
′
),
γε(x, y
′, η, r′, δ′, u)
=η · (Rx+ε ′ −Rx−ε ′) + δ′ · (2y′ +
√
εRx+ε
′
+
√
εRx−ε
′
)
+
√
εRξ+ε
′ · (y′ + r′ +√εRx+ε ′ −
√
ε
u
2
)
−√εRξ−ε
′ · (y′ − r′ +√εRx−ε ′ +
√
ε
u
2
) + ir′2 + iδ′2
+ i(y′ + r′ +
√
εRx+ε
′ −√εu/2)2/2 + i(y′ − r′ +√εRx−ε ′ +
√
εu/2)2/2,
and
(Rxε
′, Rξε
′
)(x, y′, η, r′, δ′) = (Rxε , R
ξ
ε)(x +
√
εy′, η, r′, δ′).
Notice that dε(x, y
′, η, r′, δ′) converges when ε→ 0 to
d0(x, η) = φ oϕ
t
k(x, η)(Πk oϕ
t
k)
2(x, η).
On the other hand, since εr±x are the remainder terms in the Taylor expansions of
x−t−k(s±
√
εr, σ ±√εδ) at order 2, rx+ε − rx−ε is of order
√
ε and so is Rx+ε
′ −Rx−ε ′,
leading to
γε(x, y
′, η, r′, δ′, u) →
ε→0
γ0(y
′, r′, δ′) = 2δ′ · y′ + iy′2 + 2ir′2 + iδ′2.
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One has∣∣∣ < J tε,k(κε, τε), φ >
− c4n22nπ
n
2
∫
R6n
κε(x+
ε
2
u)τ¯ε(x− ε
2
u)d0e
iγ0e−iη·udr′dδ′dudy′dxdη
∣∣∣
.
∫
R4n
[∫
Rn
|κε|(x+ ε
2
u)|τε|(x− ε
2
u)dx
]
sup
x
∣∣Fη(dεeiγε − d0eiγ0)(x, y′, u, r′, δ′, u)∣∣ dr′dδ′dudy′.
(3.15)
Cauchy-Schwartz inequality w.r.t. dx insures that the bracket integral is less than
‖κε‖L2‖τε‖L2. Let us examine the term∫
R4n
sup
x
∣∣Fη(dεeiγε − d0eiγ0)(x, y′, u, r′, δ′, u)∣∣dr′dδ′dudy′.
For fixed y′, r′, δ′ the functions dε and d0 are compactly supported w.r.t. (x, η) so
sup
x
∣∣Fη(dεeiγε − d0eiγ0)(x, y′, u, r′, δ′, u)∣∣
. sup
(x,η)
∣∣(dεeiγε − d0eiγ0) (x, y′, η, r′, δ′, u)∣∣ .
Note that
∣∣dεeiγε − d0eiγ0∣∣ is dominated by |dε − d0|+ |d0| ∣∣eiγε−iγ0 − 1∣∣. The con-
vergence of dε when ε → 0 to its limit d0 is uniform w.r.t. (x, η) and so is the
convergence of γε to γ0 on the support of d0. Thus dεe
iγε converges to d0e
iγ0
uniformly w.r.t. (x, η). It follows that
sup
x
∣∣Fη(dεeiγε − d0eiγ0)(x, y′, u, r′, δ′, u)∣∣ →
ε→0
0 for every y′, u, r′, δ′.
On the other hand, successive integrations by parts give∫
Rn
dεe
iγεe−iη·udη = (1 + u2)−n
∫
Rn
L
(
dεe
iγε
)
e−iη·udη,
with L a differential operator w.r.t. η, of order 2n. Thus,
sup
x
∣∣Fη(dεeiγε)(x, y′, u, r′, δ′, u)∣∣
.(1 + u2)−n sup
(x,η)
max
|α|≤2n
∣∣∂αη (dεeiγε) (x, y′, η, r′, δ′, u)∣∣ , (3.16)
for every y′, r′, δ′, u. The quantities (x +
√
εy′, η) and
√
ε(r′, δ′) are bounded on
the support of dε, so R
x±
ε
′
, Rξ±ε
′
and their derivatives w.r.t. η are dominated by
(r′, δ′)2. Hence for a given multiindex α, there exists C > 0 s.t.∣∣∂αη dε∣∣ ≤C,∣∣∂αη γε∣∣ ≤C|(r′, δ′)|(|(r′, δ′)|+ |y′ + r′ +√εRx+ε ′ −√εu/2|
+ |y′ − r′ +√εRx−ε ′ −
√
εu/2|) if |α| ≥ 1,
for all (x, y′, η, r′, δ′) ∈ suppdε and u ∈ Rn. Thus, there exists C, C′ > 0 s.t.∣∣∂αη (dεeiγε)∣∣ ≤ Ce−C′(y′+r′+√εRx+ε ′−√εu/2)2−C′(y′−r′+√εRx−ε ′+√εu/2)2−C′r′2−C′δ′2
≤ Ce−C′(2y′+
√
εRx+ε
′
+
√
εRx−ε
′
)2−C′r′2−C′δ′2 ,
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for all (x, y′, η, r′, δ′) ∈ suppdε and u ∈ Rn. On the support of dε, √εRx±ε ′ are
dominated by |(r′, δ′)|, which implies for some C0 > 0 that
(2y′ +
√
εRx+ε
′
+
√
εRx−ε
′
)2 ≥ 4y′2 − C0|(r′, δ′)||y′|.
Hence, if |y′| ≥ C0|(r′, δ′)|, e−C′(2y′+
√
εRx+ε
′
+
√
εRx−ε
′
)2 ≤ e−C′′y′2 . Otherwise,
e−C
′r′2−C′δ′2 ≤ e−C′′y′2−C′′r′2−C′′δ′2 . In all cases, there exists C′, C′′ > 0 s.t.∣∣∂αη (dεeiγε)∣∣ ≤ C′e−C′′y′2−C′′r′2−C′′δ′2 ,
for every x, y′, η, r′, δ′, u and ε ∈]0, ε0] with some ε0 > 0. Using this in (3.16) leads
to
sup
x
∣∣Fη(dεeiγε)(x, y′, u, r′, δ′, u)∣∣ . (1 + u2)−ne−Cy′2−Cr′2−Cδ′2 ,
and repeating the same arguments for sup
x
∣∣Fη (d0eiγ0)∣∣ gives
sup
x
∣∣Fη(dεeiγε − d0eiγ0)(x, y′, u, r′, δ′, u)∣∣ . (1 + u2)−ne−Cy′2−Cr′2−Cδ′2 ,
for every y′, u, r′, δ′ and ε ∈]0, ε0]. By the dominated convergence theorem, one
obtains ∫
R4n
sup
x
|Fη
(
dεe
iγε − d0eiγ0
)
(x, y′, u, r′, δ′, u)|dy′dudr′dδ′ →
ε→0
0.
From the inequality (3.15) concerning the distribution J tε,k(κε, τε), one finally has
by plugging the expressions of d0 and γ0
< J tε,k(κε, τε), φ >= c
4
n2
2nπ
n
2
∫
R6n
κε(x +
ε
2
u)τ¯ε(x− ε
2
u)
e2iδ
′·y′−y′2−2r′2−δ′2e−iη·udr′dδ′dxdudy′dη + o(1).
Integration w.r.t. r′, δ′, y′, η yields
< J tε,k(κε, τε), φ >
=(2π)−n
∫
R2n
Fη
(
Π2k oϕ
t
kφ oϕ
t
k
)
(x, u)κε(x+
ε
2
u)τ¯ε(x − ε
2
u)dxdu + o(1).
The integral in the r.h.s. is exactly the Wigner transform of (κε, τε) tested on
Π2k oϕ
t
k φ oϕ
t
k. ✷
We are now able to compute the measure µtε,k given in (3.14) by using the
previous Proposition and the Lemma 4.7
µtε,k ≈ Π2k
(
wε
[
vIε,r0,r∞ − ic|D|uIε,r0,r∞
])
o
(
ϕtk
)−1
in
o
T ∗Ω.
Recalling the relation between the Wigner measure and the FBI transform (see
Proposition 1.4 of [19]) ∫
R2n
|Tεaε|2θdydη →
ε→0
< w[aε], θ >, (3.17)
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for θ ∈ C∞0 (R2n,R) and (aε) a uniformly bounded sequence in L2(Rn), it follows
that wε
[
vIε,r0,r∞ − ic|D|uIε,r0,r∞
] ≈ 0 in (Ky ×Kη)c or equivalently
wε
[
vIε,r0,r∞ − ic|D|uIε,r0,r∞
]
o
(
ϕtk
)−1 ≈ 0 in (Kkz,θ(t))c.
Since Πk ≡ 1 on Kkz,θ(t), one deduces
µtε,k ≈ wε
[
vIε,r0,r∞ − ic|D|uIε,r0,r∞
]
o
(
ϕtk
)−1
in
o
T ∗Ω.
By summing over k = 0, 1 and letting ε→ 0, we get
w[v+t (t, .)] =
∑
k=0,1
w
[
vIε,r0,r∞ − ic|D|uIε,r0,r∞
]
o
(
ϕtk
)−1
in
o
T ∗Ω.
For u ∈ [−T, T ] and (y, η) ∈ Ky × (Rn\{0}), the incident and reflected flows are
related to the broken bicharacteristic flow associated to −i∂t − c|D| as follows:
ϕub (y, η) =

ϕu−1(y, η) if u < T−1(y, η),
ϕu0 (y, η) if T−1(y, η) < u < T1(y, η),
ϕu1 (y, η) if u > T1(y, η).
We extend ϕub at times of reflections arbitrary. We define ϕ
u
b in (Ω\Ky)× (Rn\{0})
by successively reflecting the rays at the boundary.As only one incident/reflected
ray can be in the interior of the domain at a fixed time t ∈ [−T, T ]
φ oϕtb =
∑
k=0,1
φ oϕtk in Ky × Rn\{0}.
It follows that
w[v+t (t, .)] = w
[
vIε,r0,r∞ − ic|D|uIε,r0,r∞
]
o
(
ϕtb
)−1
in
o
T ∗Ω.
The computations for v−t are similar. One has just to replace the index k = 1
by k = −1 and p˜ε,kk by q˜ε,kk in (3.13) and to repeat the same techniques. If we
denote Υ±ε,r0,r∞ = v
I
ε,r0,r∞ ± ic|D|uIε,r0,r∞ , then one gets
w[v−t (−t, .)] = w
[
Υ+ε,r0,r∞
]
o
(
ϕ−tb
)−1
in
o
T ∗Ω.
Using these results in (3.11) as ε→ 0 leads to
E (uapprε,r0,r∞(t, .)) = 12w [Υ+ε,r0,r∞] o (ϕ−tb )−1 + 12w [Υ−ε,r0,r∞] o (ϕtb)−1 in oT ∗Ω.
(3.18)
3.3 Proof of the main Theorem
A consequence of the estimate (3.10) is
| < w(aε, bε), θ > | . lim sup
ε→0
‖aε‖L2(Ω)lim sup
ε→0
‖bε‖L2(Ω), (3.19)
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for (aε), (bε) uniformly bounded sequences in L
2(Rn) and θ ∈ C∞0 (
o
T ∗Ω,R). Apply-
ing this estimate to the difference between the derivatives of the exact and approxi-
mate solutions of the IBVP (1.1a)-(1.1b) with initial conditions (1.1c’), one deduces
the measures associated to
(
∂tuε,r0,r∞
)
and
(
∂xuε,r0,r∞
)
and gets by (3.18)
E (uε,r0,r∞(t, .)) =
1
2
w
[
Υ+ε,r0,r∞
]
o
(
ϕ−tb
)−1
+
1
2
[
Υ−ε,r0,r∞
]
o
(
ϕtb
)−1
in
o
T ∗Ω.
Remark 1 Gaussian beam summation of first order beams allows to compute the
microlocal energy density of the solution of the IBVP (1.1) as ε → 0, under the
hypotheses (H1),(H4) and (H5) on initial conditions. Summation of higher order
beams may imply asymptotic formulas for the Wigner transforms and thus for the
energy density. Higher order terms in the expansion of the Wigner transform were
studied for instance in [14] and [42] for WKB initial data.
Let us now study the microlocal energy density for the problem (1.1) when ε→ 0,
by making the data (uIε,r0,r∞ , v
I
ε,r0,r∞) approach (u
I
ε, v
I
ε ). The contribution of the
sets {η ∈ Rn, |η| ≥ r∞/4} and {η ∈ Rn, |η| ≤ 4r0} where γr0,r∞ 6≡ 1 (remember
the definition of γr0,r∞ in (2.11)) to Tεu
I
ε, Tεv
I
ε is controlled asymptotically by the
assumptions (H2) and (H3).
Set Υ±ε = v
I
ε ± ic|D|uIε and denote φt = φoϕtb. Then φt ∈ C∞0 (R2n,R) and one has∣∣∣∣< E (uε(t, .)) , φ > −12 < w [Υ+ε ] , φ−t > −12 < w [Υ−ε ] , φt >
∣∣∣∣
≤1
2
∣∣< w [Υ+ε,r0,r∞]− w [Υ+ε ] , φ−t >∣∣+ 12 ∣∣< w [Υ−ε,r0,r∞]− w [Υ−ε ] , φt >∣∣
+
∣∣∣< w [∂tuε(t, .)] − w [∂tuε,r0,r∞(t, .)] , φ >∣∣∣
+
n∑
j=1
∣∣∣< w [c∂xjuε(t, .)]− w [c∂xjuε,r0,r∞(t, .)] , φ >∣∣∣
+
∣∣∣∣< E (uε,r0,r∞(t, .)) , φ > −12 < w [Υ+ε,r0,r∞] , φ−t > −12 < w [Υ−ε,r0,r∞] , φt >
∣∣∣∣ .
(3.20)
We use (3.10) to get
| < w [Υ+ε,r0,r∞]− w [Υ+ε ] , φ−t > |
.lim sup
ε→0
‖Υ+ε,r0,r∞ −Υ+ε ‖L2(Rn)lim sup
ε→0
(‖Υ+ε,r0,r∞‖L2(Rn) + ‖Υ+ε ‖L2(Rn))
.lim sup
ε→0
‖vIε − vIε,r0,r∞‖L2(Ω) + lim sup
ε→0
‖uIε − uIε,r0,r∞‖H1(Ω).
Similarly, by (3.19)∣∣∣ < w [∂tuε(t, .)] − w [∂tuε,r0,r∞(t, .)] , φ > ∣∣∣
.lim sup
ε→0
‖∂tuε(t, .)− ∂tuε,r0,r∞(t, .)‖L2(Ω)(
lim sup
ε→0
‖∂tuε(t, .)‖L2(Ω) + lim sup
ε→0
‖∂tuε,r0,r∞(t, .)‖L2(Ω)
)
,
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and for j = 1, . . . , n∣∣∣ < w [∂xjuε(t, .)]− w [∂xjuε,r0,r∞(t, .)] , φ > ∣∣∣
.lim sup
ε→0
‖∂xjuε(t, .)− ∂xjuε,r0,r∞(t, .)‖L2(Ω)(
lim sup
ε→0
‖∂xjuε(t, .)‖L2(Ω) + lim sup
ε→0
‖∂xjuε,r0,r∞(t, .)‖L2(Ω)
)
.
The solution of the IBVP for the wave equation is given by a continuous unitary
evolution group on the space H1(Ω, dx) × L2(Ω, dx). Hence
‖∂tuε(t, .)− ∂tuε,r0,r∞(t, .)‖L2(Ω) . ‖vIε − vIε,r0,r∞‖L2(Ω) + ‖uIε − uIε,r0,r∞‖H1(Ω),
‖∂xjuε(t, .)− ∂xjuε,r0,r∞(t, .)‖L2(Ω) . ‖vIε − vIε,r0,r∞‖L2(Ω) + ‖uIε − uIε,r0,r∞‖H1(Ω),
for j = 1, . . . , n. Finally, by using (3.18), the estimate (3.20) is simplified into
| < E (uε(t, .)) , φ > −1
2
< w
[
Υ+ε
]
, φ−t > −1
2
< w
[
Υ−ε
]
, φt > |
.lim sup
ε→0
‖vIε − vIε,r0,r∞‖L2(Ω) + lim sup
ε→0
‖uIε − uIε,r0,r∞‖H1(Ω).
(3.21)
We therefore need to estimate the difference between initial data (1.1c) and (1.1c’).
We start by the initial speed. By the exponential decrease of T ∗ε γr0,r∞Tεv
I
ε on the
support of 1− ρ (see (2.12)), one has
‖vIε − vIε,r0,r∞‖L2(Ω) . ε∞ + ‖vIε − T ∗ε γr0,r∞TεvIε‖L2(Ω).
Because T ∗ε is bounded on L
2(R2n)→ L2(Rn) and T ∗ε Tε = Id
‖vIε − T ∗ε γTεvIε‖L2(Rn) ≤ ‖(1− χr∞/2)TεvIε‖L2(R2n)
①
+ ‖χr∞/2χ4r0TεvIε‖L2(R2n)
②
.
Firstly, Lemma 4.2 yields
(①)2 = ‖cn(2π)−n2 ε−n4
(
1− χr∞/2(η)
) ∫
R2n
FvIε (ξ)eiξ·y−(η−εξ)
2/(2ε)dξ‖2L2(R2ny,η).
It follows by Parseval equality that
(①)2 = c2nε−
n
2
∫
|εξ|≤r∞/8
(
1− χr∞/2(η)
)2|FvIε (ξ)|2e−(η−εξ)2/εdξdη
+c2nε
−n
2
∫
|εξ|≥r∞/8
(
1− χr∞/2(η)
)2|FvIε (ξ)|2e−(η−εξ)2/εdξdη.
The first integral in the r.h.s. is exponentially decreasing, which leads to
lim sup
ε→0
① . lim sup
ε→0
(∫
|εξ|≥r∞/8
|FvIε (ξ)|2dξ
) 1
2
.
Secondly, as dist
(
suppvIε , supp(1− ρ)
)
> 0, one gets ‖(1− ρ)TεvIε‖L2(R2n) ≤ e−C/ε
by Lemma 4.3 and thus
lim sup
ε→0
( ②)2 = lim sup
ε→0
‖ρ(y)χr∞/2(η)χ4r0(η)TεvIε‖2L2(R2n).
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It results from the relation (3.17) applied with aε = v
I
ε that
(②)2 →
ε→0
< w
[
vIε
]
, ρ2 ⊗ χ2r∞/2χ24r0 > .
Because w
[
vIε
]
is a regular measure, assumption (H3) yields
∀α > 0, ∃l0(α) > 0 s.t. w
[
vIε
]
({|ξ| ≤ l0(α)}) ≤ α.
One deduces, for 4r0 ≤ l0(α), that
lim sup
ε→0
② .
√
α,
which leads to
lim sup
ε→0
‖vIε − vIε,r0,r∞‖L2(Ω) . lim sup
ε→0
(∫
|εξ|≥r∞/8
|FvIε (ξ)|2dξ
) 1
2
+
√
α.
For the analysis of uIε − uIε,r0,r∞ in H1(Ω), we begin by estimating the spatial
derivatives of the difference. It follows by using the relation (2.13) when differenti-
ating the inverse FBI transform that
∂xju
I
ε − ∂xjuIε,r0,r∞ = ∂xjuIε − (∂xjρ)T ∗ε γr0,r∞TεuIε − ρT ∗ε γr0,r∞∂yjTεuIε.
The term involving the derivative of ρ is exponentially decreasing by Lemma 4.4.
Since the FBI transform of a derivative is the derivative of the FBI transform by
(2.13), one has to estimate ‖∂xjuIε − ρT ∗ε γr0,r∞Tε∂xjuIε‖L2(Ω). Employing the same
previous techniques yields for j = 1, . . . , n
lim sup
ε→0
‖∂xjuIε−∂xjuIε,r0,r∞‖L2(Ω) . lim sup
ε→0
(∫
|εξ|≥r∞/8
|F
(
∂xju
I
ε(ξ)
)
|2dξ
) 1
2
+
√
α,
if 4r0 ≤ lj(α) and w
[
∂xju
I
ε
]
({|ξ| ≤ lj(α)}) ≤ α. Set r0 = 14 min0≤j≤nlj(α), then the
Poincare´ inequality yields the same bound for lim sup
ε→0
‖uIε − uIε,r0,r∞‖L2(Ω).
Coming back to (3.21) we deduce that∣∣∣ < E (uε(t, .)) , φ > −1
2
< w
[
Υ+ε
]
, φ−t > −1
2
< w
[
Υ−ε
]
, φt >
∣∣∣
.
√
α+
(
lim sup
ε→0
∫
ε|ξ|≥r∞/8
|F
(
vIε
)
(ξ)|2dξ
) 1
2
+
n∑
j=1
(
lim sup
ε→0
∫
ε|ξ|≥r∞/8
|F
(
∂xju
I
ε
)
(ξ)|2dξ
) 1
2
.
(3.22)
The assumption (H2) of ε−oscillation means by definition that
lim sup
ε→0
∫
ε|ξ|≥R
|F
(
vIε
)
(ξ)|2dξ →
R→+∞
0, (3.23)
lim sup
ε→0
∫
ε|ξ|≥R
|F
(
∂xju
I
ε
)
(ξ)|2dξ →
R→+∞
0 for j = 1, . . . , n. (3.24)
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Since the l.h.s. of the estimate (3.22) does not depend on α nor r∞, one deduces
by taking the limits α→ 0 and r∞ →∞ that
E (uε(t, .)) = 1
2
w
[
Υ+ε
]
o
(
ϕ−tb
)−1
+
1
2
w
[
Υ−ε
]
o
(
ϕtb
)−1
in
o
T ∗Ω.
4 Appendix
4.1 Reflected first order and higher order beams
4.1.1 Higher order beams
Higher order beams, possibly with more than one amplitude, can be constructed to
satisfy better interior and boundary estimates. In this case, the eikonal equation
(2.2) must be satisfied up to order R ≥ 2 on the rays. If r ≥ 3, the equations
∂αx (p(x, ∂tψ, ∂xψ)) (t, x
t) = 0, |α| = r, (4.1)
give systems of linear ODEs of order 1 on (∂αxψ(t, x
t))|α|=r with second members
involving lower order spatial derivatives of the phase. In fact, the key observation
is the equality
∂τp(ϕ
t)∂t∂
α
xψ(t, x
t) + ∂ξp(ϕ
t) · ∂x∂αxψ(t, xt)
=2c(xt)|ξt|∂t∂αxψ(t, xt) + 2c2(xt)ξt · ∂x∂αxψ(t, xt)
=2c(xt)|ξt| d
dt
(
∂αxψ(t, x
t)
)
,
used for |α| = r to eliminate the r + 1-th order derivatives of ψ in equation (4.1).
To summarize, the requirements
∂tψ(t, x
t) = −c(xt)|ξt|, ∂xψ(t, xt) = ξt,
p (x, ∂tψ(t, x), ∂xψ(t, x)) = 0 on x = x
t up to order R,
uniquely determine the spatial derivatives of ψ on the ray up to the order R under
the knowledge of their initial values on (0, x0). We refer to [44] for further details.
4.1.2 A general relation between incident and reflected beams phases
By (2.19), the Hessian matrix of the incident beam’s phase is related to the Jacobian
matrix of the incident flow. One can prove that its higher order derivatives are also
related to the higher order derivatives of the incident flow. Computations exhibiting
such relations can be found for instance in the Appendix of [39]. We shall give a
nice relation between an incident phase ψinc and the associated reflected phase ψref
for beams of any order. This relation is intuitive true on geometrical grounds and
it provides with the derivatives of the reflected phase up to order R, which might
be useful in applications of Gaussian beams.
Consider the following auxiliary function linking ϕt1 to ϕ
t
0 for any fixed time t
s1 : B → B
(x, ξ) 7→ ϕ−T1(x,ξ)0 oR oϕT1(x,ξ)0 (x, ξ).
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For a given point (x, ξ) ∈ B, s1(x, ξ) is its ”image by the mirror” ∂Ω. For in-
stance, Chazarain used this type of auxiliary functions in [11] to show propagation
of regularity for wave type equations in a convex domain.
By the Implicit functions theorem, T1 is C∞ on the open set B and so is s1.
Since ϕt0 o s1 satisfies the same Hamiltonian equations as ϕ
t
1 and ϕ
T1(x,ξ)
1 (x, ξ) =
ϕ
T1(x,ξ)
0 o s1(x, ξ) for (x, ξ) ∈ B, one has
ϕt1 = ϕ
t
0 o s1.
Besides, noticing that T1(ϕ
t
0) = T1 − t, one has also
ϕt1 = s1 o ϕ
t
0. (4.2)
ϕt0 and ϕ
t
1 are symplectic C∞ diffeomorphisms from B to B [22], and so is s1. One
can define a similar auxiliary function s−1 : B → B s.t. ϕt−1 = ϕt0 o s−1 and
ϕt−1 = s−1 o ϕ
t
0 for t ∈ R.
Let us introduce the components of s1 as
s1 = (r, λ).
For m ∈ N, f , g functions in C∞
(
Rnu × (Rnξ \{0}),Cp
)
, u0 ∈ Rn a fixed point and
V ∈ C∞(Rnu,Cnξ ) a phase function s.t. V (u0) ∈ Rnξ \{0}, we introduce the notation
f (u, V (u))
m≍
u=u0
g (u, V (u)) ,
to denote that the formal partial derivatives of f (u, V (u)) and g (u, V (u)) up to the
order m coincide on u0. The differentiation here is viewed formally, since V may
be complex valued out of u0, which makes f(u, V (u)) and g(u, V (u)) not defined
for u 6= u0. However, on the exact point u0, one can always use the formula of
composite functions derivatives to get a formal expression of the derivatives. We
will use the same notation
f (t, x, V (t, x))
m≍
x=xt
g (t, x, V (t, x)) ,
for functions f, g ∈ C∞
(
Rt × Rnx × (Rnξ \{0}),Cp
)
and phase function V ∈ C∞(Rt×
Rnx ,C
n
ξ ) s.t. for t ∈ R, V (t, xt) ∈ Rnξ \{0} to denote that the formal partial deriva-
tives of f (t, x, V (t, x)) and g (t, x, V (t, x)) w.r.t. x up to order m coincide on (t, xt)
for all t ∈ R. We will be sloppy with respect to the notation of the dependence of
the phase V on its variables.
Consider an integer R ≥ 2 and an incident phase ψinc satisfying
∂tψinc(t, x
t
0) = −c(xt0)|ξt0|, ∂xψinc(t, xt0) = ξt0 and p(x, ∂tψinc, ∂xψinc)
R≍
x=xt
0
0.
As a particular case, the phase ψ0 is obtained by setting R = 2 and choosing its
initial value on the ray as zero and its initial Hessian matrix on the ray as iId.
Let ψref ∈ C∞(Rt × Rnx ,C) be the reflected phase associated to ψinc, that is the
phase satisfying
∂tψref(t, x
t
1) = −c(xt1)|ξt1|, ∂xψref(t, xt1) = ξt1 and p(x, ∂tψref, ∂xψref)
R≍
x=xt
1
0,
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and having the same time and tangential derivatives as ψinc at the instant and the
point of reflection (T1, x
T1
0 ) up to the order R.
Since ϕt0 and the reflection R conserve c(x)|ξ| (see (2.9)), one has for every
(x, ξ) ∈ B and τ ∈ R∗
p (r(x, ξ), τ, λ(x, ξ)) = p(x, τ, ξ).
Thus
p (r(x, ∂xψinc), ∂tψinc, λ(x, ∂xψinc))
∞≍
x=xt
0
p(x, ∂tψinc, ∂xψinc),
which implies, by construction of ψinc
p (r(x, ∂xψinc), ∂tψinc, λ(x, ∂xψinc))
R≍
x=xt
0
0. (4.3)
Compare this with the equation
p (r(x, ∂xψinc), ∂tψref (t, r(x, ∂xψinc)) , ∂xψref (t, r(x, ∂xψinc)))
R≍
x=xt
0
0
resulting from the construction of ψref and (4.2). This suggests the following Lemma
Lemma 4.1
∂tψref (t, r(x, ∂xψinc))
R−1≍
x=xt
0
∂tψinc and ∂xψref (t, r(x, ∂xψinc))
R−1≍
x=xt
0
λ(x, ∂xψinc).
A similar result linking the reflected phase associated to the ray (t, x−t−1) to ψinc can
be established.
Proof: The strategy of the proof is the following: we consider a phase function
θ satisfying the relations announced in Lemma 4.1 and we prove that θ fulfills the
eikonal equation on the reflected ray up to order R and has the correct derivatives
at the instant and point of reflection. This proves that θ coincides with the reflected
phase on the reflected ray up to the order R.
Denote r (x, ∂xψinc(t, x)) by ̺(t, x) or simply by ̺ if no confusion arises and let
us first verify that for a fixed k ≥ 1 there exists a phase function θ ∈ C∞(Rt×Rnx ,C)
s.t.
∂xθ(t, ̺)
k≍
x=xt
0
λ(x, ∂xψinc). (4.4)
Let A(t, x, ξ) = Dxr(x, ξ) + Dξr(x, ξ)∂
2
xψinc(t, x) and B(t, x, ξ) = Dxλ(x, ξ) +
Dξλ(x, ξ)∂
2
xψinc(t, x). Then Dx̺(t, x) = A(t, x, ∂xψinc), Dx[λ(x, ∂xψinc(t, x))] =
B(t, x, ∂xψinc) and for v ∈ C∞(Rt × Rnx ,Cp) one has
Dx (v(t, ̺))
∞≍
x=xt
0
Dxv(t, ̺)A(t, x, ∂xψinc).
Hence, θ exists if A(t, xt0, ξ
t
0) is non singular and
B(t, x, ∂xψinc)A(t, x, ∂xψinc)
−1 k−1≍
x=xt
0
(
A(t, x, ∂xψinc)
T
)−1
B(t, x, ∂xψinc)
T . (4.5)
From (4.2) one gets
A(t, xt0, ξ
t
0)(Dyx
t
0 + iDηx
t
0) = Dyx
t
1 + iDηx
t
1.
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Since ϕt1 is symplectic, the matrix
(
Dyx
t
1 Dηx
t
1
Dyξ
t
1 Dηξ
t
1
)
is symplectic. This implies in
particular the relation
Dηξ
t
1(Dyx
t
1)
T −Dyξt1(Dηxt1)T = Id
and the symmetry of Dyx
t
1(Dηx
t
1)
T . Thus, ker(Dηx
t
1)
T ∩ ker(Dyxt1)T = {0} and at
the same time,
(Dyx
t
1 + iDηx
t
1)(Dyx
t
1 + iDηx
t
1)
∗ = Dyxt1(Dyx
t
1)
T +Dηx
t
1(Dηx
t
1)
T .
This proves that Dyx
t
1 + iDηx
t
1 is invertible and so is A(t, x
t
0, ξ
t
0). On the other
hand, (
A
B
)
=
(
Dxr Dξr
Dxλ Dξλ
)(
Id
∂2xψinc
)
.
Let M(x, ξ) =
(
Dxr(x, ξ) Dξr(x, ξ)
Dxλ(x, ξ) Dξλ(x, ξ)
)
. Then
[ATB −BTA] =
(
Id
∂2xψinc
)T
MTJM
(
Id
∂2xψinc
)
.
Since MTJM = DsT1 JDs1, the symplecticity of s1 leads to
MTJM = J.
Hence
[ATB −BTA] =
(
Id
∂2xψinc
)T
J
(
Id
∂2xψinc
)
= 0
and the requirement (4.5) is fulfilled.
The relation (4.4) fixes the derivatives of ∂t∂xθ on (t, x
t
1) up to order k − 1.
Indeed, using the compatibility condition
d
dt
[
f (t, x, ∂xψinc(t, x)) |x=xt
0
]
=∂t [f (t, x, ∂xψinc(t, x))] |x=xt
0
+ ∂x [f (t, x, ∂xψinc(t, x))] |x=xt
0
· x˙t0
on the maps (t, x, ξ) 7→ ∂xθ (t, r(x, ξ)), (x, ξ) 7→ λ(x, ξ) and their derivatives yields
recursively by (4.4)
∂t [∂xθ(t, ̺)]
k−1≍
x=xt
0
Dξλ(x, ∂xψinc)∂t∂xψinc.
Thus
∂t∂xθ(t, ̺) + ∂
2
xθ(t, ̺)Dξr(x, ∂xψinc)∂t∂xψinc
k−1≍
x=xt
0
Dξλ(x, ∂xψinc)∂t∂xψinc.
Using the relations ∂2xθ(t, ̺)
k−1≍
x=xt
0
(
BA−1
)
(t, x, ∂xψinc) and (4.5) in the previous
equation yields
∂t∂xθ(t, ̺)
k−1≍
x=xt
0
[
Dξλ(x, ∂xψinc)−
((
AT
)−1
BT
)
(t, x, ∂xψinc)Dξr(x, ∂xψinc)
]
∂t∂xψinc.
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Since
ATDξλ−BTDξr =
(
Id
∂2xψinc
)T
MTJM
(
0
Id
)
= Id,
it follows that A(t, x, ∂xψinc)
T ∂t∂xθ(t, ̺)
k−1≍
x=xt
0
∂t∂xψinc. Note that
∂x (u(t, ̺))
∞≍
x=xt
0
A(t, x, ∂xψinc)
T∂xu(t, ̺) for u ∈ C∞(Rt × Rnx ,C), (4.6)
so one gets
∂x (∂tθ(t, ̺))
k−1≍
x=xt
0
∂t∂xψinc.
Setting ∂tθ(t, x
t
1) = ∂tψinc(t, x
t
0) implies then that
∂tθ(t, ̺)
k≍
x=xt
0
∂tψinc. (4.7)
Putting together (4.3), (4.4) and (4.7) shows that the phase θ satisfies
p (̺, ∂tθ(t, ̺), ∂xθ(t, ̺))
R≍
x=xt
0
0
under the further assumption k ≥ R.
Let π(t, x) = p (x, ∂tθ(t, x), ∂xθ(t, x)). Since ∂x (π(t, ̺)) (t, x
t
0) = 0 and
A(t, xt0, ξ
t
0) is non singular, it follows by (4.6) that ∂xπ(t, x
t
1) is zero. More generally,
for m ≥ 1, the formula of composite functions’ high derivatives yields
∂xi1 . . . ∂xim [π (t, ̺(t, x))] (t, x
t
0) =
n∑
j1,...,jm=1
∂xj1 . . . ∂xjmπ(t, x
t
1)
n∏
k=1
Ajkik(t, x
t
0, ξ
t
0)
+ zi1...im(t),
where zi1...im depends on derivatives of π on (t, x
t
1) of order lower than m. For
m ≤ R, the l.h.s. is zero so one can show recursively on |β| ≤ R that ∂βxπ(t, xt1) = 0.
One thus has the following eikonal equation on θ
p(x, ∂tθ, ∂xθ)
R≍
x=xt
1
0.
To compare the time and tangential derivatives of θ and ψinc at (T1, x
T1
0 ), let us
introduce a C∞ parametrization of a neighborhood U of xT10 in ∂Ω
σ : N → Rn,
where N is an open subset of Rn−1, σ(N ) = U and σ is a diffeomorphism from N
to U . For x ∈ Rn close to xT10 , we may write x = σ(vˆ) + vnν (σ(vˆ)) , with vˆ ∈ N
and vn ∈ R. Denote σ(vˆ1) = xT10 and set θb(t, vˆ) = θ (t, σ(vˆ)) and (ψinc)b (t, vˆ) =
ψinc (t, σ(vˆ)) the phases at the boundary near x
T1
0 . Since r(X,Ξ) = X for (X,Ξ) ∈
o
T ∗Rn|∂Ω, it follows that
̺ (t, σ(vˆ))
∞≍
(t,vˆ)=(T1,vˆ1)
σ(vˆ),
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which implies by (4.7) that
∂tθb
k≍
(t,vˆ)=(T1,vˆ1)
∂t (ψinc)b .
Similarly λ(X,Ξ) = Ξ− 2 (Ξ · ν(X)) ν(X) for (X,Ξ) ∈
o
T ∗Rn|∂Ω, leading to
Dσ(vˆ)Tλ (σ(vˆ), ∂xψinc (t, σ(vˆ)))
∞≍
(t,vˆ)=(T1,vˆ1)
Dσ(vˆ)T∂xψinc (t, σ(vˆ)) . (4.8)
Since ∂vˆθb(t, vˆ) = Dσ(vˆ)
T ∂xθ (t, σ(vˆ)) and a similar relation holds true for ∂vˆ (ψinc)b,
one gets from (4.4) and (4.8) that ∂vˆθb
k≍
(t,vˆ)=(T1,vˆ1)
∂vˆ (ψinc)b . Hence θb and (ψinc)b
have the same time and tangential derivatives at (T1, vˆ1) from the order 1 to the
order k + 1.
If we assume that θ(T1, x
T1
0 ) = ψinc(T1, x
T1
0 ), then
θb
k+1≍
(t,vˆ)=(T1,vˆ1)
(ψinc)b ,
and θ satisfies all the requirements that determine the reflected phase associated to
ψinc and concentrated on (t, x
t
1). The phases θ and ψref are thus equal on (t, x
t
1) up
to the order R. ✷
4.1.3 First order reflected beams’ phases and amplitudes
Lemma 4.1 gives at order one
∂2xψ1(t, x
t
1)
(
Dxr(x
t
0, ξ
t
0) +Dξr(x
t
0, ξ
t
0)∂
2
xψ0(t, x
t
0)
)
=Dxλ(x
t
0, ξ
t
0) +Dξλ(x
t
0, ξ
t
0)∂
2
xψ0(t, x
t
0).
One obtains by plugging the expression (2.19) of ∂2xψ0(t, x
t
0)
∂2xψ1(t, x
t
1)
(
Dxr(x
t
0, ξ
t
0)U
t
0 +Dξr(x
t
0, ξ
t
0)V
t
0
)
= Dxλ(x
t
0, ξ
t
0)U
t
0 +Dξλ(x
t
0, ξ
t
0)V
t
0 .
From (4.2), it follows that
∂2xψk(t, x
t
k) = V
t
k (U
t
k)
−1 where U tk = Dyx
t
k + iDηx
t
k and V
t
k = Dyξ
t
k + iDηξ
t
k,
and a similar relation holds true for ∂2xψ−1(t, x
t
−1).
The reflected amplitudes evaluated on the associated rays satisfy transport equa-
tions which are similar to (2.20) and may be written as
d
dt
(
ak0
(′)
(t, xtk)
)
+
1
2
Tr
[(
H21(x
t
k, ξ
t
k)U
t
k +H22(x
t
k, ξ
t
k)V
t
k
)
(U tk)
−1] ak0(′)(t, xtk) = 0.
One can obtain a similar equation to (2.16) on U tk involving H21(x
t
k, ξ
t
k) and
H22(x
t
k, ξ
t
k), by using the relation ϕ
t
k = ϕ
t
0 o sk. On the whole
ak0
(′)
(t, xtk) = a
k
0
(′)
(Tk, x
Tk
0 )
(
detU tk
detUTkk
)− 1
2
, k = ±1,
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where the square root is obtained by continuity from 1 at t = Tk.
On the other hand, for k = ±1
d0−mB + d
k
−mB = b(x, ∂xψ0)a
0
0 + b(x, ∂xψk)a
k
0 ,
where b denotes the principal symbol ofB. Thus, the condition 2 p.8 required for the
construction of the reflected amplitudes implies that ak0
(′)
(Tk, x
Tk
0 ) = sa
0
0
(′)
(Tk, x
Tk
0 ),
with s = −1 for Dirichlet condition and s = 1 for Neumann condition.
In order to find the relationship between UTkk and U
Tk
0 for k = ±1, we differen-
tiate the equality xTkk = x
Tk
0
Dy,ηx
Tk
k + x˙
Tk
k (∂y,ηTk)
T = Dy,ηx
Tk
0 + x˙
Tk
0 (∂y,ηTk)
T ,
and compute the derivatives of Tk from the condition x
Tk
0 ∈ ∂Ω
∂y,ηTk = − 1(
x˙0
Tk · ν(xTk0 )
) (Dy,ηxTk0 )T ν(xTk0 )
to get after elementary computations
UTkk =
(
Id− 2ν(xTk0 )ν(xTk0 )T
)
UTk0 . (4.9)
Hence
ak0(t, x
t
k) = −si
(
detU tk
)− 1
2 and ak0
′
(t, xtk) = s(c(y)|η|)−1
(
detU tk
)− 1
2 for k = ±1,
where the square root is defined by continuity from i[detUTk0 ]
− 1
2 at t = Tk.
4.2 Approximation operators
We briefly recall a simple version of the integral operators with complex phases
used in [4] and the estimates established therein. We then use these results to prove
Lemma 2.2.
For t ∈ [0, T ], let Kz,θ(t) be a compact of R2n and consider the set
E1 = {(t, x, z, θ) ∈ [0, T ]× R3n, (z, θ) ∈ Kz,θ(t), |x− z| ≤ 1},
which we assume compact. Let Φ be a phase function smooth on an open set
containing E1 and satisfying (2.23) for t ∈ [0, T ] and (z, θ) ∈ Kz,θ(t). Then there
exists r[Φ] ∈]0, 1] s.t.
ImΦ(t, x, z, θ) ≥ C(x − z)2 for t ∈ [0, T ], (z, θ) ∈ Kz,θ(t) and |x− z| ≤ r[Φ].
Let lε ∈ C∞([0, T ]× R3n,C) satisfying
for t ∈ [0, T ], lε(t, x, z, θ) = 0 if (z, θ) /∈ Kz,θ(t) or |x− z| > r[Φ],
ε
k
2 ∂kxj lε is uniformly bounded in L
∞([0, T ]× R3n) for every 1 ≤ j ≤ n and k ∈ N.
(4.10)
If Oα (lε(t, .),Φ(t, .)/ε) denotes, for a given multiindex α and t ∈ [0, T ], the operator
[Oα (lε(t, .),Φ(t, .)/ε)h] (x)
=
∫
R2n
h(z, θ)lε(t, x, z, θ)(x − z)αeiΦ(t,x,z,θ)/εdzdθ, h ∈ L2(R2n),
then, under the previous hypotheses on Φ and lε, we have the following estimate:
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Proposition 3 ([4], Lemma 3.3)
‖Oα (lε(t, .),Φ(t, .)/ε) ‖L2(R2n)→L2(Rn) . ε 3n4 +
|α|
2 uniformly w.r.t. t ∈ [0, T ].
This estimate allows to prove Lemma 2.2.
Proof: [Proof of Lemma 2.2] Consider the integrals (2.22) giving the derivatives
of uapprε,r0,r∞ and fix j, k and α. The transported phase ψ˜k
k
is smooth and satisfies
by (2.3), (2.4) and (2.6) the properties (2.23) for t ∈ [0, T ] and (z, θ) ∈ Kkz,θ(t).
We fix some r[ψ˜k
k
] ∈]0, 1] so that Im ψ˜k
k
(t, x, z, θ) ≥ C(x − z)2 for t ∈ [0, T ],
(z, θ) ∈ Kkz,θ(t) and |x− z| ≤ r[ψ˜k
k
].
For t ∈ [0, T ], Πkρ˜′ ⊗ γ′
k
(t, z, θ)
(˜
rkj,α
)k
(t, x, z, θ) depends smoothly on its variables
and vanishes for |x − z| > d or (z, θ) /∈ Kkz,θ(t). Hence, upon choosing d ≤ r[ψ˜k
k
],
the amplitude Πkρ˜′ ⊗ γ′
k (˜
rkj,α
)k
satisfies the properties formulated in (4.10). Let us
check if 1Bf˜ε
k
= 1B ˜TεvIε,r0,r∞
k
,1Bε−1 ˜TεuIε,r0,r∞
k
is uniformly bounded in L2(R2n).
Clearly Tεv
I
ε,r0,r∞ is, and the property holds true for ε
−1TεuIε,r0,r∞ by Lemma 4.6.
One can then use the approximation operators Oα to write the integral (2.22) as
ε−
3n
4
+j
∫
R2n
Πkρ˜′ ⊗ γ′
k
f˜ε
k
(˜rkj,α)
k
(x − z)αeiψ˜k
k
/εdzdθ
=ε−
3n
4
+jOα
(
Πkρ˜′ ⊗ γ′
k
(˜rkj,α)
k
(t, .), ψ˜k
k
(t, .)/ε
)
1Bf˜ε
k
.
The estimate established in Proposition 3 yields
‖ε− 3n4 +j
∫
R2n
Πk ρ˜′ ⊗ γ′
k
f˜ε
k
(˜rkj,α)
k
(x− z)αeiψ˜k
k
/εdzdθ‖L2x . ε
|α|
2
+j .
Hence, only (˜rk0,0)
k
contributes to ∂t,xu
appr
ε,r0,r∞ , the residue being of order
√
ε. One
has
rk0,0(t, x, y, η) =
i
2
cnβk∂t,xψk(t, x
t
k)χd(x− xtk)a(
′)
k (t, y, η),
and by (2.3)
∂tψk(t, x
t
k) = −c(xtk)|ξtk|, ∂xψk(t, xtk) = ξtk.
It follows that
∂tu
appr
ε,r0,r∞(t, x)
=
1
2
ε−
3n
4 cn
∫
R2n
∑
k=0,1
(−i)βkc(z)|θ|χd(x− z)Πk(t, z, θ)ρ˜′ ⊗ γ′
k
(t, z, θ)
p˜ε,k
k
(t, z, θ)eiψ˜k
k
(t,x,z,θ)/εdzdθ
+
1
2
ε−
3n
4 cn
∫
R2n
∑
k=0,−1
iβkc(z)|θ|χd(x− z)Πk(−t, z, θ)ρ˜′ ⊗ γ′
k
(−t, z, θ)
q˜ε,k
k(−t, z, θ)eiψ˜kk(−t,x,z,θ)/ε)dzdθ
+O(
√
ε)
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in L2(Rn), uniformly for t ∈ [0, T ] and
∂xju
appr
ε,r0,r∞(t, x)
=
1
2
ε−
3n
4 cn
∫
R2n
∑
k=0,1
iβkθjχd(x − z)Πk(t, z, θ)ρ˜′ ⊗ γ′
k
(t, z, θ)
p˜ε,k
k
(t, z, θ)eiψ˜k
k
(t,x,z,θ)/εdzdθ
+
1
2
ε−
3n
4 cn
∫
R2n
∑
k=0,−1
iβkθjχd(x− z)Πk(−t, z, θ)ρ˜′ ⊗ γ′
k
(−t, z, θ)
q˜ε,k
k
(−t, z, θ)eiψ˜k
k
(−t,x,z,θ)/εdzdθ
+O(
√
ε)
in L2(Rn), uniformly w.r.t. t ∈ [0, T ].
One can get rid of the cut-off χd(x− z) appearing in ∂tuapprε,r0,r∞(t, x)
and ∂xju
appr
ε,r0,r∞(t, x) by using the estimate (2.24). ✷
4.3 Results related to the FBI and the Wigner transforms
Lemma 4.2 For u in L2(Rn)
Tεu(y, η) = cn(2π)
−n
2 ε−
n
4
∫
Rn
Fu(ξ)e−(η−εξ)2/(2ε)eiξ·ydξ.
Proof: The equality is proven by Parseval formula. ✷
Lemma 4.3 ([4], Lemma 2.4) Let a be a positive real, E a measurable subset of Rn
and K ⊂ Rn a compact set s.t. dist(K,E) ≥ a. If u ∈ L2(Rnx) is supported in K
then
‖Tεu‖L2(E×Rnη ) = cnε−
n
4 ‖1E(y)u(x)e−(x−y)2/(2ε)‖L2y,x . e−a
2/(4ε)‖u‖L2x.
Proof: The proof consists of writing the FBI transform as the Fourier transform
w.r.t. x of some auxiliary function and using Parseval equality. ✷
Lemma 4.4 Let θ be a cut-off of C∞0 (Rnη ,R), E a measurable subset of Rn and
K ⊂ Rn a compact set s.t. dist(K,E) > 0. If u ∈ L2(Rn) is supported in K then
‖T ∗ε θ(η)Tεu‖L2(E) . e−C/ε‖u‖L2(Rn).
Proof: The kernel of 1ET
∗
ε θ(η)Tε1K : L
2(Rnx) 7→ L2(Rnw) is
kε(w, x) = ε
− 3n
2 c2n1E(w)1K(x)
∫
R2n
θ(η)eiη·(w−x)/ε−(y−x)
2/(2ε)−(w−y)2/(2ε)dydη
= 1E(w)1K(x)ε
−n(2π)−nFθ(x− w
ε
)e−(x−w)
2/(4ε).
For w ∈ Rn, one has by Cauchy-Schwartz inequality∫
Rn
|kε(w, x)|dx ≤ ‖Fθ‖L2(Rn)(2π)−nε−n2
(∫
Rn
1E(w)1K(x)e
−(x−w)2/(2ε)dx
) 1
2
. e−C/ε.
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Similarly,
∫
Rn
|kε(w, x)|dw is dominated by e−C/ε, so one gets by Schur’s Lemma
‖T ∗ε θ(η)Tεu‖L2(Ew) . e−C/ε‖u‖L2(Rnx).
✷
Lemma 4.5 Let E be a measurable subset of Rn and K ⊂ Rn a compact set s.t.
dist(K,E) > 0. If θ is a cut-off of C∞0 (Rnη ,R) supported in K then
‖TεT ∗ε θ(η)Tε‖L2(Rn)→L2(Rn×E) . e−C/ε.
Proof: Consider the operator Hε : L
2(R2ny,η)→ L2(R2nx,ξ) defined by
Hεf(x, ξ) = 1E(ξ)TεT
∗
ε (1K(η)f(y, η)) (x, ξ).
It is easy to compute its kernel hε
hε(x, ξ, y, η) = c
2
nπ
n
2 ε−n1E(ξ)1K(η)ei(ξ+η)·(x−y)/(2ε)−(x−y)
2/(4ε)−(ξ−η)2/(4ε).
Hence,
∫
R2n
|hε(x, ξ, y, η)|dxdξ . e−C/ε and
∫
R2n
|hε(x, ξ, y, η)|dydη . e−C/ε. For
u ∈ L2(Rn) , it follows by Schur’s Lemma that
‖HεTεu‖L2(R2n
x,ξ
) = ‖TεT ∗ε θ(η)Tεu‖L2(Rnx×Eξ) . e−C/ε‖Tεu‖L2(R2ny,η)
. e−C/ε‖u‖L2(Rn).
✷
Lemma 4.6 ([4], Lemma 3.4) ‖ε−1TεuIε,r0,r∞‖L2(R2n) . 1.
Proof: Differentiating (2.10) w.r.t. yj, 0 ≤ j ≤ n, yields
ε
1
2 ∂yj (Tεu
I
ε,r0,r∞) = iηjε
− 1
2 Tεu
I
ε,r0,r∞ − cnε−
3n
4
∫
Rn
uIε,r0,r∞(x)ε
− 1
2 (yj − xj)
eiη·(y−x)/ε−(y−x)
2/(2ε)dx.
The l.h.s. is bounded in L2y,η because ∂yj (Tεu
I
ε,r0,r∞) = Tε(∂xju
I
ε,r0,r∞). The second
term of the r.h.s. is the Fourier transform of a bounded function in L2x, thus it can
be estimated using Parseval equality. One gets
‖ε− 3n4
∫
Rn
uIε,r0,r∞(x)ε
− 1
2 (yj − xj) eiη·(y−x)/ε−(y−x)2/(2ε)dx‖L2y,η . ‖uIε,r0,r∞‖L2x .
Thus ‖ε− 12 ηjTεuIε,r0,r∞‖L2y,η . 1 and consequently by (H5’)
‖ε− 12TεuIε,r0,r∞‖L2y,η . 1.
Hence ‖uIε,r0,r∞‖L2 .
√
ε. Reproducing the same arguments on the equality
∂yj (Tεu
I
ε,r0,r∞) = iηjε
−1TεuIε,r0,r∞ − cnε−
3n
4
∫
Rn
(
ε−
1
2uIε,r0,r∞
)
(x)ε−
1
2 (yj − xj)
eiη·(y−x)/ε−(y−x)
2/(2ε)dx
leads to ‖uIε,r0,r∞‖L2(Rn) . ε. ✷
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Lemma 4.7 Let (aε) and (bε) be two sequences uniformly bounded in L
2(Rn) and
H1(Rn) respectively. If ε−1bε is uniformly bounded in L2(Rn), then
wε(aε, |D|bε) ≈ |ξ|wε(aε, ε−1bε) on Rn × (Rn\{0}).
Proof: Let φ be a test function in C∞0 (Rn × (Rn\{0}),R) and denote cε = |D|bε.
We use another expression of < wε(aε, cε), φ > exhibiting the Fourier transform of
cε:
< wε(aε, cε), φ >= (2π)
−n
∫
R2n
Fξφ(x − ε
2
v, v)aε(x)c¯ε(x− εv)dvdx.
Since Fξφ is rapidly decreasing
sup
x
∣∣∣Fξφ(x − ε
2
v, v)−Fξφ(x, v)
∣∣∣ . ε(1 + v2)−n−1.
By Cauchy-Schwartz inequality w.r.t. dx∫
R2n
|
(
Fξφ(x − ε
2
v, v) −Fξφ(x, v)
)
aε(x)c¯ε(x − εv)|dvdx . ε‖aε‖L2‖cε‖L2 .
It follows that
< wε(aε, cε), φ >= (2π)
−n
∫
R3n
φ(x, ξ)e−iv·ξaε(x)c¯ε(x− εv)dvdxdξ + o(1).
Integrating w.r.t. v leads to
< wε(aε, cε), φ >= (2π)
−nε−n
∫
R2n
φ(x, ξ)e−ix·ξ/εaε(x)Fcε(ξ/ε)dxdξ + o(1),
and replacing Fcε(ξ/ε) by ε−1|ξ|Fbε(ξ/ε) ends the proof. ✷
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