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DESCRIPTION OF RESEARCH DURING CURRENT PROJECT PERIOD 1.2.1 Development and evaluation of quantitative reconstruction methods for SPECT imaging of
radioIabeled MAbs This area of our research has seen progress along three lines: (1) three-dimensional iterative reconstruction methods, (2) new filtered backprojection reconstruction methods, and (3) improved transmission computed tomography (TCT) acquisition for nonuniform attenuation compensation. Development of three-dimensional (30) iterative reconstruction methods. The objective of our initial work in this area [2] was to develop and evaluate an iterative reconstruction algorithm for SPECT that models in 3D the effects of uniform attenuation and detector response. The algorithm was 3D in the sense that it modeled both in-plane and cross-plane effects. The model was incorporated within the ML-EM reconstruction method and was compared with the filtered backprojection method (FBP) with Metz filter and Chang attenuation compensation in terms of quantitative accuracy and image noise. The methods were tested on Monte Carlo simulated data of the 3D Hoffman brain phantom. The simulation incorporated the effects of attenuation and distance-dependent detector response. Bias and standard deviation of reconstructed voxel intensities were measured in the gray and white matter regions. The results with the 3D iterative method showed that in both the gray and white matter regions as the number of iterations increased, bias decreased and standard deviation increased (Fig. 4 in [2] ). Similar results were observed with FBP as the Metz filter power increased. In both regions, the iterative method had smaller standard deviation than FBP for a given bias. Reconstruction times for the ML-EM method were greatly reduced through efficient coding, limiting the source support region, and by computing attenuation factors only along rays perpendicular to the detector.
Subsequent to this work, refinements were made in the 3D iterative reconstruction algorithm that allowed more accurate physical modeling as well as greater computational efficiency [SI. The refinements included the incorporation of non-uniform attenuation modeling based on reconstructed transmission computed tomography (TCT) data. Also aiding in the efficiency and overall accuracy of the model was a technique termed region dependent reconstruction (RDR). With RDR, the FBP method is used to reconstruct areas of the image of minimal clinical importance, and the result is used to supplement the iterative reconstruction of the clinically important areas of the image. The 3D iterative reconstruction method was tested in three experimental phantom studies, a point source (a uniform cylinder, and an anthropomorphic thorax) and a patient Tc-99m labeled Sestamibi cardiac perfusion study. The point source data demonstrated the improvement in resolution with iteration ( Fig. 3 in [SI) . Images of the uniform cylinder allowed investigation of the edge and noise artifacts inherent in the algorithm (Figs. 4 and 5 in [SI) . It was demonstrated with the patient data that the RDR technique produces essentially the ML-EM estimate in the cardiac region with substantial computational time savings (Figs. 11 and 12 in [SI).
We have recently developed an efficient 3D iterative reconstruction method that allows the incorporation of scatter into the reconstruction kernel in addition to detector response and attenuation. The inclusion of scatter effects in the kernel, or matrix, decreases the sparcity of the matrix and increases the program memory requirement if all non-zero matrix elements are to be retained in memory during program execution. For example, for a 643 image matrix and a 643 projection matrix, the fully 3D reconstruction matrix requires approximately 275 Gbytes of memory (assuming 4 bytedelement). If only 50% of this reconstruction matrix contains non-zero elements, the task is still impractical.
An approach that we have been investigating proposes that instead of storing all non-zero elements, store only those not "close to" zero. The essential innovation of this approach is that the "close to" zero cut-off threshold is determined independently for each image voxel, and for each image voxel the sum of its elements above the threshold value is a fixed percentage of the sum of all of its elements. This can be expressed as:
where Cij is the kernel element for voxel j and projection bin i, Tj is the computed threshold value, and X% is the pre-determined threshold criterion. Note that i indexes projection bins over all projection angles. In implementing this approach, the reconstruction matrix is inspected before the first iteration to determine for each image voxel first Tj and then the extent of the projection space over which the matrix elements are equal or above threshold. Indices defining this supra-threshold region in the projection space are recorded for each voxei.
We have evaluated this approach to 3D iterative reconstruction using simulated phantom data. The phantom consisted of an 1 1.1 cm radius cylinder containing two spheres, both 1.7 cm in radius. One sphere contained water with no activity and the other contained activity in a 5:l ratio with the activity in the remainder of the cylinder. Projection data were generated using a kernel that was obtained from analytical solutions to the photon transport equation for point sources in an attenuating medium (Riauka and Gortel 1994). Poisson noise was then added to the projection data after scaling the data to a maximum count per projection bin of 150. The data were reconstructed using the ML-EM algorithm and pre-determined threshold criteria including loo%, 98%, 90%, and 80%. In order to minimize the effect of inaccuracies in the reconstruction kernel, the same kernel that was used to generate the data was also used for the reconstlruction. Although this is an unrealistic simplification, it does allow study of the effects due to the thresholding of the reconstruction kernel. The images and profiles from this study are shown in Figs. 1 and  2 , respectively. The images have been displayed using the same gray scale mapping. The profile is oriented vertically in the images, is one voxel wide, and intersects the centers of the spheres. Note that as the threshold criterion is lowered, the absolute activity level increases, and the region of the cold sphere moves farther from zero intensity. Differences between the 100% and 98% images and profiles are difficult to visualize. Sphere contrast was measured in these images considering a range of iteration stopping points up to 200
iterations. Sphere contrast was defined as the absolute value of (average sphere count density -average background count density)/(average background count density). The average sphere count density was obtained using an ROI equal to the known size of the sphere and at the known sphere location. The average background count density was obtained using a large ROI placed in the uniform background region. (While the true contrast should be measured in the absence of noise effects, the size of these ROI's likely minimizes noise effects.) The results are shown in Table 1 for the hot sphere and Table 2 for the cold sphere. One can see from these tables the decrease in contrast with decrease in the threshold criterion. However, the decrease in contrast from 100% to 98% is relatively small. The computer memory requirement and execution time per iteration (Digital Equipment Corp. Model 3000/800) are shown in Table 3 . Note that because the 100% case required an immactical amount of memory (approximately 275 Gbytes), the entire reconstruction kernel could not be tetained in program memory (-750 Mbytes) throughout execution. Instead, the kernel for one angle was retained in memory and kernel elements for all other angles were re-computed every iteration by interpolation. This is reflected in the decrease in memory reauirement shown in Table 3 (356 Mbvtes) for the 100% case. The large increase in execution time for the 100% case is due mainly to the larger reconstruction kernel and, to-a lesser extent, the required interpolation. It is possible that a threshold of 90-95% may be acceptable for many imaging situations.
Development of new filtered backprojection reconstruction methods. A new method of FBP
reconstruction that is applicable to converging geometry has recently been proposed [16] . The method is aimed at improving the noise characteristics in the reconstructed image by making more efficient use of the measured converging projection data. A conventional method of implementing FBP for converging beam geometries utilizes a "pixel driven" approach wherein the backprojection proceeds by successively stepping through a series of equally spaced grid points in the image space. The grid points are usually taken to represent the centers of an array of square pixels. The reconstructed value for each grid point is determined by summing backprojection contributions to the grid point from each angular view. The backprojection contribution for a given grid point at a given angular view is determined by mapping the grid point to the filtered projection space and appropriately interpolating a value of the filtered projection about the mapped grid point location. The interpolation is typically performed using a two or four bin linear scheme.
With converging beam geometries, however, this type of pixel driven approach using equal size image pixels and projection bins may not perform satisfactorily, in terms of image noise, when reconstructing data with limited counting statistics (e.g. typical SPECT data). This is because the relationship between image grid point spacing and projection bin spacing with convergent geometry is not constant due to magnification. In fact, adjacent grid points near the focal point will map to the projection space over a region of several projection bins (Fig. 2 in [16] ). To overcome this limitation, we have proposed a pixel driven algorithm that effectively utilizes all projection data for every backprojection row by explicitly considering the effect of magnification on the mapping of adjacent grid points (pixels) to the projection space. The algorithm creates an "effective" projection bin whose size is position dependent. We have shown using a simulated phantom, experimental "Cold Rod" and line source phantoms, and patient data, that the new FBP algorithm which uses a position-dependent effective projection bin length can result in an improvement in image noise with very little resolution degradation compared with conventional pixel driven methods for fan beam data (Figs. 4-7 in [16] ).
Development of improved TCT acquisition for nonuniform attenuation compensation
The objective of this work was to develop and evaluate a new acquisition system to obtain gamma transmission computed tomography (TCT) data for determining attenuation maps to compensate SPECT emission scans [5]. The system consists of a Tc-99m line source placed near the focal line of a 114 cm focal length fan beam collimator which is mounted on one detector of a triple-camera SPECT system ( Fig. 1 in  [5] ). Surrounding the line source is a rotatable air-copper-lead cylinder that is used to provide varying degrees of TCT beam attenuation. During the emission scan, the cylinder can be dialed to the lead sector to effectively "turn off' the TCT beam and thus eliminate contamination of the emission data. A stacked lead foil ("miultislat") collimator is positioned adjacent to the cylinder and provides collimation of the TCT beam in the axial direction for the reduction of detected scatter events ( Fig. 2 in [5] ). This system design has been issued ar U.S. Patent (Number 52890080).
The TCT data were acquired of plastic rod and anthropomorphic thorax phantoms to investigate the capabilj ty of the line source and rotatable air-copper-lead attenuators to determine attenuation maps. The phantoms were also scanned using a curved transmission slab source mounted to a parallel-hole collimator. In an effort to find a radionuclide with improved characteristics for a gamma TCT source, we investigated the use of a tellurium-l23m line source to determine attenuation maps for SPECT reconstruction [15] . Tellurium-123m has a primary photon energy of 159 keV which is ideal for detection by conventional gamma cameras. The half life of Te-123m is 119.7 days which gives it an important advanta,ge over Tc-99m in terms of the frequency with which the source must be replenished. For the prototype line source, the Te-l23m was produced at the High Flux Isotope Reactor and fabricated into a line source at the Radiochemical Engineering Development Center at the Department of Energy's Oak Ridge National Laboratory (ORNL). The line source is housed in a double-wall, welded stainless steel tube for radiation safety and is composed of a compact stack of 41 aluminum-tellurium pellets, each with a diameter of 2 mmi and a length of 2 mm.
The experimental evaluation of the Te-123m TCT line source was performed with both anthropomorphic phantom and patient data using the acquisition system described above. For both phantom and patients studies, a 20 minute long scan and a 2 minute short scan were acquired with an energy window centered at 159 keV and 15% width. At the time of the study the activity of the line source was estimated to be 1,443 MBq (39 mCi). In the reconstructed phantom TCT images ( Fig. 2 in [lS] ), the attenuation coefficients were found to be within 5% of the narrow beam values in the soft tissue, lung, and bone regions ( Table 11 in [l5]). The reconstructed patient TCT images ( Fig. 3 in [15] ) showed high resolution, low noise quality and the sternum, spine and ribs were clearly visible. The average attenuation coefficient in the heart region was found to be 0.146 cm-1 which is close to the narrow beam value for soft tissue at 159 keV. This first prototype Te-123m source was relatively expensive ($15,700) because of the cost of the enriched Te-122 used as the target material, the sophisticated wet radiochemistry had to be performed in special hot chemistry hoods, and because of the extra care that was used in making the Te pellets. We are collabor,ating with Oak Ridge personnel (C. Alexander) to investigate innovative approaches to reduce to manufacturing costs. Since only a very small fraction (~0.02%) of the Te-122 is converted to Te-123m during neutron activation, the source may be reprocessed, at a modest additional cost (perhaps less than four or five thousand dollars), after initial decay of the Te-123m. Therefore, the pro-rated cost of the Te-123m source over several years, may be clinically acceptable. We are comparing the Te-123m source with a Gd-153 source which emits 100 keV photons. Although the Gd-153 source is less expensive, there will be more contamination from Tc-99m photons that have downscattered into the Gd-153 photopeak. A correction for these contaminating photons must be performed.
The itransmission computed tomography project was supported approximately equally by this DOE grant (DE-FG(35-89ER60894) and by a grant from the NIH (CA33541). The Te-123m line source ($15,700), rotatable holder ($5,000), and the long focal length fan beam collimator ($7,000) were developed and built with funds provided by the DOE grant, while most of the TCT software (including clinical applications such as myocardial imaging, etc.) were supported by the NIH grant.
Determining the accuracy of SPECT to quantify 1-123 and At-211
Substantial progress has been made in this area during the last project period and is summarized in the first section below. While our initial aim was to compare SPECT quantification of 1-123 with PET quantification of 1-124, due to the funding cut-back, this goal could not be achieved. However, we were able to develop important image registration tools that will facilitate attaining this goal in the future. A summar]j of our development and evaluation of image registration techniques is included the second section.
SPECT quanti3cation of 1-123 distribution. Considerable progress has been made during the previous project period on developing and evaluating SPECT methods for the quantification of I-123 distribution. Three studies in this area are described here.
The goals of the initial study [9] were to investigate the effect of septal penetration on 1-123 SPECT activity quantification using low energy, high resolution collimators, and to evaluate a semi-automatic method for measuring volume and activity of 1-123 distribution with SPECT. The results have implications for radiolabeled monoclonal antibody imaging and in dosimetry determination for cancer treatment. Data were acquired of experimental phantoms containing spheres filled with high purity I-123 solution. The penetration study compared the reconstructed activity of a 3.4 cm diameter sphere with and without the presence of surrounding activity (Fig. 2 in [9] ). In the study of volume and activity quantification, three different size spheres (diameters of 1.8 cm, 2.8 cm, and 3.4 cm) were imaged in three different sphere:background (S:B) I-123 concentration ratios (2.5, 5, and 10) with low energy collimators. The filtered backprojection reconstruction method was used with compensation for scatter, attenuation, and detector response. Volume and activity measurements were obtained from the SPECT image using a semiautomatic gradient technique which estimates the location of the spherehackground boundary in three dimensions.
With the low energy collimator, there was only a small (less than 2%) increase in the measured activity of the sphere when surrounding activity was present. The measured volume for the two largest spheres was within 5% of the true volume for all S:B ratios ( Table 1 in [9] ). The activity measurement of these spheres was consistently underestimated by 20-25% but suggested that the accuracy could be improved with calibration. For the smallest sphere, the volume was grossly overestimated and only at the 1O:l (S:B) ratio was the activity measured reasonably accurately (~20%). We concluded from this study that these low energy collimators are suitable for quantitative I-123 SPECT. Also, accurate SPECT volume and activity quantification of 1-123 distribution can be achieved by semi-automatic means at clinical count densities for objects as small as 2.8 cm in diameter and reasonable activity quantification is possible for smaller objects with an S:B ratio of at least 10.
The second Sand biological half-life of theion of 1-123 distribution [ 121 employed a model-based approach to estimate intratumor activity from quantitative filtered backprojection SPECT reconstructions. Tumor activity in a SPECT image is modeled as a blurred version of uniform activity in concentric spherical shells. The shell activities are estimated by a least squares procedure using an estimate of the blurring function. This method was evaluated using Monte Carlo simulated data of 1.25 and 2.0 cm radius tumors which were uniform or consisted of a lower activity core and a higher activity shell. The tumors were located in a water-filled cylinder with shel1:background and shel1:core activity ratios of 4: 1. Projection data at clinical count levels were simulated and images were reconstructed by filtered backprojection with compensation for attenuation, scatter and detector response.
For the 2.0 cm radius tumors, shell activity was recovered to within about 25% and core activity to within about 50% (Tables 2-6 in [12]). For the 1.25 cm radius tumors, shell activity was estimated to within about 50% but core activity estimates were unreliable. Factors contributing to errors in intratumor activity estimates were limited SPECT spatial resolution compared with the small tumor sizes, image noise due to limited projection counts, and the anisotropic and spatially-varying character of the SPECT point source response function. We have concluded that a model-based approach is superior to not using a model-based approach. We intend to investigate these approaches and compare them with formal Bayesian methods during the next project period.
The final study in this area evaluated 1-123 SPECT volume and activity quantification in terms of accuracy and precision using an ensemble of experimental phantom data [ 131. Two reconstruction methods were considered: the filtered backprojection (FBP) method with 2D Metz pre-filtering and single iteration Chang attenuation compensation, and an iterative ML-EM method that used Gaussian post-filtering and incorporated the 3D divergent detector response and attenuation in the detection kernel. Both methods were examined over a range of resolution and noise characteristics. An ensemble of 21 SPECT data sets were acquired of a cylindrical phantom that contained spheres of size 21.4, 12.0, and 5.7 ml, filled with high purity 1-123 in a uniform background (5: 1 uptake ratio). Each data set was reconstructed by both methods, and sphere volume and activity measurements were obtained from reconstructions using a semi-automatic method that defines the region-of-interest based on the intensity gradient in the area of increased 1-123 concentration. The mean and standard deviation of the 2 1 measurements provided accuracy and precision indices, respectively.
For the 21.4 ml sphere, the measured volume with either reconstruction method was accurate to within 5% of the true volume with a standard deviation of approximately 8% of the true volume. For the 12.0 ml sphere the measured volume with the iterative method exhibited substantially smaller standard deviation for equal accuracy compared with the FBP method. Sphere activity was underestimated with both methods due to spatial resolution effects. The 5.7 ml sphere was generally below the size limit for volume and activity quantifiication by these methods. SPECT quantification of At-211 distribution. Our initial efforts directed toward the ultimate goal of using pinhole collimation to image brain tumors with radiolabeled therapeutic MAbs focused on SPECT quantification with At-21 1 using medium energy parallel hole collimators. These studies are described in the next section below. The initial use of the parallel hole collimators provided a reference upon which future results with pinhole collimators could be evaluated. The objective of this first study using At-21 1 [3] was to investigate the capability of standard SPECT techniques to quantitatively and qualitatively image this radionuclide. The At-2 1 1 was produced on the Duke University Medical Center CS-30 cyclotron using the Bi-209( a,2n)At-211 reaction by bombarding a natural bismuth metal target with 28 MeV a particles. Four small glass vials were filled with increasing volumetrically measured activities in the ratio 1:2:3:4. Vial activities were measured in a dose calibrator then allowed to decay to reach levels of 0.126, 0.270, 0.396, and 0.522 MBq (3.4,7.3, 10.7, 14.1 pCi). These vials were placed in a cylindrical Lucite phantom, and the phantom was scanned both empty (vials only) and water-filled. An additional cold rod SPECT phantom was sc,anned for qualitative evaluation. The SPECT data were reconstructed by FBP using Chang multiplication attenuation compensation (water-filled phantom only) with a measured linear attenuation coefficient and dual window scatter subtraction using a scatter energy window 35% in width located below the photopeak energy window.
The results from the quantitative study showed that the ratio of the measured vial activity from the SPECT image agreed closely with the dose calibrator ( Table 2 in [3] ). In addition, the attenuation and scatter corrections put the in-water measurements in very close agreement with the in-air measurements. With thle cold rod phantom, the largest rods (12.7 mm separation) were visible.
The objective of the second study [ 1 11 of At-21 1 SPECT quantification was to evaluate SPECT and two planar imaging methods, geometric mean (GM) and buildup factor (BF), for their potential to quantify in vivo At-21 1 distributions in rat spinal subarachnoid spaces using phantom studies. A potential application is the intrathecal administration of At-2 1 1 -labeled radiopharmaceuticals for the treatment of neoplastic meningitis, a particularly devastating malignancy spread along the surface of the spinal cord. A rat spinal canal phantom (Fig. 1 in [ 1 11) consisted of a 5 cm 0.d. (3 mm wall) x 15 cm long acrylic cylinder "body" with a "spinal canal" insert made from a 9 cm length of 1 ml polystyrene pipette having a 3 mm i.d. Activity quantification of structures this small poses significant difficulties. The canal: background activity ratios that were considered included 1:0, 15: 1, 20: 1, 50: 1, and 100: 1. The absolute activity used in the canals ranged from 0.56-1.11 MBq (15 to 30 pCi). Medium energy collimators were used along with standard acquisition parameters. Because of the effects of spatial resolution and small canal size, accurate quantification of intracanal activity requires a region of interest much larger than the canal diameter. A detailed description of the region of interest methods can be found in [ 1 11 .
The results of the activity quantification for canakbackground ratios of 50:l and 1OO:l showed systematic errors within 10% for SPECT and BF but were as large as 3 1 % for GM (Table 1 in [ 111). Errors increased to 23,25 and 45% for SPECT, BF, and GM, respectively, for the 15: 1 configuration. All methods were within 10% for the no background case. Corrected SPECT activities based on the known canal size (3 mm diameter) and estimated background level showed that the systematic errors were reduced to less than 10% in all cases (Table 2 in [ll]). We conclude that reasonable quantification accuracy of intracanal At-21 1 distributions is possible using standard gamma camera planar or SPECT imaging methods along with the region of interest approach presented here.
Development of image registration methods
Two studies were performed in the area of image registration. The objective of the first study [4] was to measure: the accuracy of a surface-fitting algorithm for three-dimensional image registration of SPECT, PET, mid MR images. In order to provide an ideal case in which underlying surface structures matched identically, a three-dimensional brain phantom was scanned using the three modalities, and the surfacefitting technique was applied. Fiducial markers attached to the outside of the phantom were used to measure error in the registration. Since registration quality depends on surface definition, an edge determination method was used which leads to improved surface matching and re uires little o erator interaction.
were filled with 0.16 M CuSO4 solution. For SPECT, the phantom contained 1100 MBq (30 mCi) Tc-99m solution and the markers each contained 0.7 MBq (19 pCi). For PET, the phantom was filled with 220 MBq (6 mCi) F-18-2-fluoro-2 deoxyglucose (FDG) solution and the fiducial markers contained 0.11 MBq (3 pci) FDG. For each modality the phantom was scanned using standard acquisition parameters. The method of
The phantom was filled with agents appropriate for each stu 8 y. For Md the phantom and markers edge determination for each data set is described in detail in [4] . The surface fit technique developed by Pelizzari et al. (Pelizzari et al. 1989 ) was used to match each PET and SPECT surface to the MR surface.
The results indicated that overall translational errors were less than 2 mm for most regions and rotational errors less than 2 degrees in all cases (Table 4 in [4] ). Errors for specific internal regions were also determined to be less than 2 mm for most regions, with only a few fits resulting in errors greater than 3 mm for some cortical regions. We conclude that surface fitting is sufficiently accurate for visual comparison of registered images and for enhanced SPECT and PET region of interest determination and image reconstruction.
In the second image registration study [lo] , the accuracy of the surface-fitting image registration technique described above was investigated for matching F-18-FDG and 0-15-H20 PET brain images with MR images in patients. The use of partial brain surfaces (a single hemisphere or a limited number of slices) was investigated to simulate cases in which severe brain defects or limited axial field of view would preclude using the entire brain surface. Three F-18-FDG and three 0-15-H20 scans were performed on five volunteers, in addition to volume MR studies. Standard PET acquisition parameters were used, and the FDG dose was 366 MBq (10 mCi). Both T1 and T2 weighted volume protocol acquisitions were used for MR. Simple thresholding was used to determine edges for the MR data, and a first derivative maximum criterion described in detail in [lo] was used for the PET data. Fiducial markers were placed on the subjects' scalps to provide references for registration accuracy.
The surface-fitting technique worked well in all cases, with only 1% scaling necessary for the best fit.
Errors in fiducial marker positions between MR and transformed PET were less than 2 mm in the transverse directions and less than 4.5 mm in the axial direction (Table 4 in [lo]). Also, fits based on the partial surfaces worked well and gave results very similar to the full brain fits (Table 5 in [lo]). We conclude that the surface-fitting technique is accurate for F'DG and H20 PET studies, even when part of the brain surface cannot be used.
Investigating SPECT imaging of radiolabeled MAbs using pinhole collimation
SPECT quantification using pinhole collimation. The objective of this initial investigation using pinhole SPECT [7] was to evaluate small field-of-view, ultra-high resolution pinhole collimation for a rotating camera SPECT system that could be used to image small laboratory animals. Since geometric efficiency increases markedly for points close to the pinhole, small-diameter and high magnification pinhole geometries may be useful for selected imaging tasks when used with large field-of-view scintillation cameras. The use of large magnifications can minimize the loss of system resolution caused by the intrinsic resolution of the scintillation camera. A pinhole collimator was designed and built that can be mounted on one of the scintillation cameras of a triple-head SPECT system. Three pinhole inserts with approximate aperture diameters of 0.6, 1.2, and 2.0 mm were built and can be mounted individually on the collimator housing ( Figs. 1 and 2 in [7] ).
Planar system efficiency and spatial resolution were measured using small point and line sources, respectively. The results with the pinhole collimators were compared to high energy, parallel hole collimators. In order to evaluate SPECT image quality with the pinhole collimators, a "micro-cold rod" phantom was used which contained six sets of solid plastic rods having diameters of 1.2, 1.6, 2.4, 3.2, 4.0 and 4.8 mm. The center-to-center spacing between the adjacent rods is twice the rod diameter. The Tc-99m radionuclide was used for all phantom studies. Two female rats were also imaged with the pinhole collimator. One rat (325 g) was used to acquire a bone scan using Tc-99m-labeled MDP, the other rat (315 g) was used to acquire a liver scan using Tc-99m-labeled sulfur colloid. SPECT data were reconstructed using both a 3D FBP algorithm and an iterative ML-EM algorithm.
The results of the measured planar resolution (Fig. 5 in [7] ) showed better resolution for all three pinhole collimators compared with the parallel hole collimator. The efficiency (Fig. 6 in [7] ) for the pinhole collimators decreased with distance from the camera. Reconstructed SPECT resolutions (near the AOR) for the 0.6, 1.2, and 2.0 mm pinhole apertures were equal to 1.5, 1.9, and 2.8 mm, respectively, at an ROR of 4 cm. In the SPECT reconstructions of the pinhole data, the FBP and ML-EM algorithms both clearly visualized the 1.6 mm diameter rods of the micro-cold-rod phantom (Fig. 7 in [7] ). In the pinhole SPECT bone scans of the first rat (Fig. 9 in [7] ), the bones in the skull and mandible were visualized. In the liver scan of the second rat (Fig. 10 in [7] ), the hepatic anatomy was well visualized with areas of absent activity secondary to vascular structures. We conclude that ultra-high resolution pinhole SPECT is an effective and practical method for imaging small animals and can be readily used with existing rotating camera SPEC" systems.
The objective of the second set of experiments was to experimentally investigate the potential capability of ultra-high pinhole (1 mm dia. aperture) SPECT to quantify compartmentally administered brain tumor activities. In this initial study Tc-99m was used to obtain baseline data which has not been affected by high energy photon penetration through the aperture edges. These data would be useful for evaluating the effectiveness of the proposed approaches that will be implemented to reduce the effect of penetration.
Two experiments were performed. The first study was a high count density scan of a micro-cold rod phantoim (rod dia.: 1.2, 1.6, 2.4, 3.2, 4.0, and 4.8 mm) placed at 11 cm from the pinhole aperture. SPECT data were acquired using linear and angular sampling intervals of 1.0 mm (at the AOR) and 2 deg., respectively. A ramp filter was used to reconstruct the SPECT image, and a first order Chang attenuation compensation was performed (Fig. 3) . Four sectors are visualized in the image. We believe that the increased count density observed in the center of the image results from absorption of Tc-99m pertechnetate onto thle surface of the single 6.4 mm nylon bolt that was used to secure the rod insert to the cylinder. The next experiment consisted of SPECT pinhole scans of a small spherical shelVcore phantom (Fig. 4) placed iin a water-filled, brain-sized cylinder. This phantom was used to simulate the activity distribution of an intratumorally administered agent. The phantom is made of 2.3 cm 0.d. hollow polycarbonate sphere positionled within a 3.3 cm 0.d. polycarbonate hollow sphere. The wall thickness of the plastic spheres is about 1 mm, the core diameter is 2.1 cm, and the shell thickness is 4 mm. Three different shel1:core activity ratios (5: 1,3:1, 1.5: 1) were used. The core/shell phantom was filled with thirty to 45 mCi of Tc-99m, which is similar to the amount of 1-131 that might be used for radioimmunotherapy. The phantom was scanned for 15 minutes using the 1 mm pinhole mounted on a single head of a triple camera SPECT system. A ramp filter was used to reconstruct the SPECT images, and a first order Chang attenuation compensation was performed. Scatter compensation was performed using a dual window scatter subtraction method (Jaszczak et al. 1984) . The scatter data was reconstructed using a Hann filter (cutoff = Nyquist freq.), and a value of k = 0.45 (determined by scanning a point source in air and in water) was used for the scatter subtraction constant. Centrally located transaxial images and profiles are shown in Fig. 4 . The 1 mm thick plastic wall of the inner sphere is visualized in the image and profiles of the 1.5: 1 ratio scan. Region of interest (ROI) analysis was used to quantitatively determine absolute activities and concentrations (Tables 4-6). A point source containing a known amount of activity was imaged in air at the AOR to calibrate system sensitivity. The measured activities within the shellkore phantom and the measured concentrations within the core are within 3% of the true activities. The measured concentrations within the shell are about 17% less than the true concentrations because of the effect of finite spatial resolution and object size. These results demonstrate the potential effectiveness of pinhole SPECT to determine quantitative biodistribution data of intratumorally administered radiolabeled agents. An objective of this proposal is to demonstrate this capability using the clinically appropriate radionuclide 1-13 1. The objective of the third investigation using pinhole SPECT [ 141 was to compare the use of pinhole collimation relative to medium energy, parallel hole collimation for SPECT imaging of the head with In-111. Two pinhole inserts adaptable to the collimator housing were designed and built with aperture diameters of 4.5 and 6.0 mm. The collimator focal length was 15.0 cm and the acceptance angle was 114 degrees. Planar and SPECT sensitivity and resolution measurements were performed using point and line sources filled with aqueous In-1 11 solution. Measurements were made with both pinhole inserts as well as the medium energy collimator. A cold rod SPECT phantom was used for a qualitative comparison between pinhole SPECT images and those obtained with medium energy collimation. A hot sphere phantom was used to evaluate the quantitative capabilities of pinhole SPECT using Chang attenuation correction and scatter subtraction compensation. This phantom consisted of 4 hot spheres of various sizes contained in a 20 cm diameter cylinder with a uniform background activity and a 2.2: 1 sphere:background uptake ratio. All SPECT images were reconstructed using a 3D pinhole FBP method. The results of the measured planar spatial resolution and sensitivity (Figs. 8 and 9 in [14]) and SPECT resolution and sensitivity (Figs. 10 and 12 in [14] ) for the pinhole and medium energy collimators showed that for scans of In-1 11 in the head, pinhole collimation can offer advantages in spatial resolution and/or sensitivity compared with medium energy collimation. Transaxial slices (1.1 cm thickness) of the cold rod phantom reconstructed from 4.5 mm pinhole data and medium energy collimator data (Fig. 12 in [14] ) show clearly improved quality with pinhole collimation. More and smaller rods can be visualized and rod to background contrast is higher in the pinhole images. The results with the hot sphere phantom data likewise demonstrate superior quality with pinhole collimation (Fig. 13 in [14] ). The quantitative results of sphere activity ( Table 1 in [ 141) indicated an accuracy within 15% was possible for measurement of total activity for all spheres. Activity concentration was significantly underestimated in these spheres due to spatial resolution effects. We conclude from this study that pinhole SPECT can be a useful approach for imaging medium-energy radionuclides in the head. 131 distribution with SPECT is challenging due to the 364 keV primary photon emission (82% abundance) and the: accompanying high energy gamma rays at 637 keV (6.5%) and 723 keV (1.7%). This study investigated the use of pinhole collimation for 1-131 SPECT and compared the results with medium and high energy parallel hole collimation in terms of SPECT image quality and quantitative accuracy with experimental phantom data.
A prototype pinhole collimator was constructed of lead with a 3.0 mm hole diameter, a 16 cm focal length (aperture to crystal distance), and 100 degree acceptance angle. The medium energy, parallel hole collimator (MEPAR) had 3.25 mm hole diameter, 59.0 mm hole length, and 1.17 mm septal thickness. The respective parameters for the high energy, parallel hole collimator (HEPAR) were 3.8 mm, 78 mm, 1.8 mm.
Point and line 1-131 sources were used to measure sensitivity and resolution, respectively, and a simple head phantom was used to evaluate reconstructed image quality and quantitative accuracy. The head phantom consisted of 5 cylindrical glass vials of varying size and 1-13 1 concentration (Fig. 5, Table 7 ). The vials were pllaced inside a 20.2 cm diameter water-filled cylinder. The pinhole and MEPAR data were each acquireld on a single head of a triple-camera SPECT system, and the HEPAR data were acquired on one head of a dual-camera SPECT system (Trionix Research Laboratories Inc.). The primary energy window was 364 keV k 9%, and for the head phantom a secondary energy window (282 keV k 18%) was acquired for scatter compensation. The scan time for the head phantom acquisition with each collimator was one hour. 'The measured point source sensitivity (cnts-sec-l-pCi-l) at 13.5 cm distance was 0.705 for MEPAR, 0.442 for HEPAR, and 0.850 for pinhole. The planar resolution (FWHM) at this distance was 12.5 mm for MEPAR, 12.5 mm for HEPAR, and 12.0 mm for pinhole. The on-axis SPECT resolution (13.5 cm radius of rotation) was 14.3 mm for MEPAR, 13.1 mm for HEPAR, and 13.1 mm for pinhole. The 8 cm off-axis SPECT resolution in a radial profile was 14.3 mm for MEPAR, 13.4 mm for HEPAR, and 6.7 mm for pinhole. The same in a tangential profile was 1 1.7 mm for MEPAR, 10.1 mm for HEPAR, and 1 1.8 mm for pinhole, .All reconstructions used the filtered backprojection method (FF3P) using a ramp filter with cutoff at the Nyquist frequency. For the pinhole data, a 3D FBP algorithm based on the method of Feldkamp (Feldkamp et al. 1984 ) was used. The head phantom data were smoothed prior to reconstruction using a 2D Hann window with cutoff at the Nyquist. Multiplicative Chang attenuation compensation (Chang 1978) was used with this data, assuming a linear attenuation coefficient (for 364 keV photons) of O.ll/cm, and Jaszczalk scatter compensation (Jaszczak et ai. 1984) was performed with the k factor equal to 0.5. The k factor was obtained from evaluation of point source images in air and in water. Total activity was measured for each vial in the SPECT images using a threshold of 10% of the peak counts within an ROI. A point source calibration factor (cnts. sec-l-pCi-l) was determined for each collimator. The SPECT-measured activities were compared to well-counter results of solution samples.
The reconstructed images from the three collimators are shown in Fig. 6 . Figure 7 shows the horizontal and vertical profiles through the reconstructed vial activity in these images. The profiles show the effects of septal penetration in the MEPAR image as an elevated activity level between the vials and a reduced contrast. The vertical profiles reveal that relative to the parallel hole images the pinhole image gives a more accurate activity concentration in the two smaller, off-axis vials. However, in the pinhole image tlhe activity concentration of the larger, on-axis vial is slightly below the true concentration (see Table  7 ). The quantitative analysis is illustrated in Table 8 . All three collimators provided reasonable quantitative accuracy (less than 12% error). For the smallest vial, the pinhole collimator had slightly improved accuracy relative to the parallel hole collimators. The su&ary and conclusions from this study are the following:
1. The pinhole collimator demonstrated superior resolutiodsensitivity trade-off relative to the medium and high energy parallel hole collimators over source-to-collimator distances relevant in head imaging. 2. The medium energy collimator exhibited substantial septal penetration effects that reduced the contrast of the reconstructed vial activity although it did not greatly affect the SPECT-measured vial activity. 3. The SPECT-measured total activity was comparable for all collimators. Profiles showed the reconstructed activity with the pinhole collimator was more accurate for the smaller, off-axis vials and less accurate for the larger, on-axis vial.
Monte Carlo modeling of penetration effects for iodine-131 pinhole imaging. The objective of this study was to account for penetration of high energy photons near the edges of a pinhole aperture. At 364 keV, the effective hole size is no longer accurate for determining the performance of a pinhole collimator including resolution and efficiency in collimator design. The inaccuracy is due to marked penetration at the knife edge of the pinhole. We have modified our existing Monte Carlo program (Wang et ai. 1993) to model the penetration effect. Forced detection is employed for sampling of the emission direction of a primary photon to increase simulation efficiency (Fig. 8 ). An experiment using a lead pinhole was performed to validate the Monte Carlo modeling (Fig. 9) . The pinhole had a physical hole size of 1.5 mm, and a span (cone) angle of
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the knife edge of 100 degrees. A point source was located at 3 and 18 cm on the principal ray from the pinhole aperture for data acquisition. The comparison between simulated and experimentally acquired data demonstrates the accuracy of our Monte Carlo modeling (Fig. 10) . We propose to use this Monte Carlo model to design and evaluate new geometries for pinhole collimation. In addition, the model will be useful for the development and evaluation of algorithms to compensate for photon penetration in reconstructed SPECT images. 
