In statistical modeling contexts, the use of one-step-ahead prediction errors for testing hypotheses on the forecasting ability of an assumed model has been widely considered. Quite often, the testing procedure requires independence in a sequence of recursive standardized prediction errors, which cannot always be readily deduced particularly in the case of econometric modeling. In this paper, the results of a series of Monte Carlo simulations reveal that independence can be assumed to hold.
I. INTRODUCTION
Defining a standardized prediction error criterion (SPEC), Degiannakis and Xekalaki (2005a) proposed a model selection algorithm for ARCH models. The algorithm allows switching from the model used at time 1  t for forecasting volatility to another model for use at time t and, in particular, to the model with the minimum value of the average squared standardized prediction error. As indicated by the results obtained by Degiannakis and Xekalaki (2005b) , the SPEC model selection procedure appears to have a satisfactory performance in selecting the model that generates better volatility predictions. Moreover, the SPEC algorithm exhibited a satisfactory performance on a simulated options market (Xekalaki and Degiannakis 2005) as well as on trading S&P500 options on a daily basis (Degiannakis and Xekalaki 2001) . The general finding is that the prediction performance improves if one switches models over time. In particular, switching from one model to another governed by the SPEC model selection rule appears to lead to a superior predictive performance. The reason might be traced in that jumping from one model to the other according to SPEC reflects a sort of a procedure adapting to the changes of the marketplace. However, model selection procedures based on standardized one-step-ahead prediction errors often require independence in a sequence of recursive standardized prediction errors, which cannot always be readily deduced particularly in the case of econometric modeling.
In this paper, on the basis of the results of a series of Monte Carlo simulations, it is conjectured that independence holds. A theoretical justification can be found in Degiannakis and Xekalaki (2005a) .
II. THE ARCH PROCESS
An ARCH process, t  , is presented as: 
The most commonly used conditional variance function is the GARCH(1,1) model:
A wide range of proposed ARCH models is covered in surveys such as Bollerslev et al. (1994) and Degiannakis and Xekalaki (2004 
, generate a martingale difference sequence. These shocks are neither serially independent nor identically distributed. According to the Brock et al.'s (1996) BDS test for independence only the process defined by t z is independently distributed. The test is presented for two correlated dimensions but it has been computed for higher values and the results are qualitatively unchanged. Panel A of Figure 2 presents the autocorrelation of transformations of the processes defined by t z , t v , t  . The halflength of the 95% confidence interval for the estimated sample autocorrelation equals
, in the case of a process with independently and identically normally distributed components. On the other hand, the processes defined by t v and t  are autocorrelated in half of the cases. Ding and Ganger (1996) give the autocorrelation function of the squared errors for the GARCH(1,1) process and Karanasos (1999) extends the results to the GARCH(p,q) model. He and Teräsvirta (1999) derive the autocorrelation function of the squared and absolute errors for a family of first order ARCH processes.
Estimate the parameters of the AR(1)GARCH(1,1) model 
The AR(1)GARCH(1,1) model is applied, for the data produced from the AR(1)GARCH(1,1) process. Dropping out the first 1000 data, maximum likelihood estimates of the parameters are obtained by numerical maximization of the log-likelihood function, using a rolling sample of constant size equal to 1000. At each of a sequence of points in time, the maximum likelihood parameter vector,
, is being estimated in order to compute the conditional mean and variance:
3.
Compute the standardized one-step-ahead prediction errors,
According to Degiannakis and Xekalaki (2005a) , under the assumption of constancy of
, the estimated standardized one-step-ahead prediction errors
are asymptotically independently standard normally distributed.

The one-step-ahead estimated processes are presented in Panel B of Figure 1 , while Panel B of Table 1 presents the relevant descriptive statistics. According to the tests of normality and independence, the one-step-ahead standardized prediction error process,
should be chi-square distributed with T degrees of freedom, and mean and variance:
According to Table 2 
IV. SIMULATION OF THE GARCH, EGARCH AND TARCH PROCESSES
In the sequel, the assumption that the standardized one-step-ahead prediction errors are independently and identically distributed is investigated for higher order of autoregressive processes for the conditional mean and conditional variance functions of the following types:
The GARCH(p,q) model, Bollerslev (1986) 
The EGARCH(p,q) model, Nelson (1991) :
The TARCH(p,q) model, Glosten et al. (1993) :
where
, and
The procedure followed is comprised of the following steps:
1.
Eight processes have been generated with coefficients presented in 
The GARCH(1,q) model:
The EGARCH(1,1) model:
The TARCH(1,q) model:
3.
Compute the standardized one-step-ahead prediction errors
Due to space limitations all the relative information for each of the eight generated processes are available upon request. The evidence from our findings is in support of the hypothesis of independently and identically distributed standardized one-step-ahead prediction errors in this case too.
Finally, one more set of GARCH(1,1) processes is simulated in order to investigate if changes in the coefficients affect the distribution of 
