The inference in probit models relies on the assumption of normality. However, tests of this assumption are not implemented in standard econometric software. Therefore, the paper presents a simple representation of the Bera-Jarque-Lee test, that does not require any matrix algebra. Furthermore, the representation is used to compare the Bera-Jarque-Lee test with the RESET-type test proposed by Papke and Wooldridge (1996) .
Introduction
Probit models are often applied without testing the normality assumption. This is rather problematic because the standard maximum likelihood estimator of the probit model is mostly biased for nonnormal disturbances (cf. Greene 2003, p. 673) . One reason might be that suitable tests are not implemented in standard econometric software. Therefore, the paper presents a simple representation of the test of Bera, Jarque, and Lee (1984) . It only requires the estimation of a probit model and some standard transformations. Bera, Jarque, and Lee test the assumption of normality against a rather general alternative, whereas other authors assume more specific distributions (e.g. Silva 2001 ).
The representation is based on an artificial regression which was suggested by Davidson and MacKinnon (1984) for a similar test on homoscedastic errors. The dependent variable is the so-called standardized residual of the probit estimation (cf. Wooldridge 2002, p. 462 ). An alternative artificial regression is based on a regressand of ones. However, the small sample properties are rather poor (cf. Davidson and MacKinnon 1993, p. 477 ). Hence, the paper does not consider this alternative.
The artificial regression of the Bera-Jarque-Lee test can be transformed into the artificial regression of the RESET-type test proposed by Papke and Wooldridge (1996) . Although two regressors are numerically changed by the transformation, the explained sums of squares of both regressions and thus the test statistics are identical. Therefore, without additional information the distributional form of the disturbances is not distinguishable from the functional form of the mean of the latent variable.
Section 2 summarizes the ideas of Bera, Jarque and Lee in a slightly different notation which makes it easy to present the results in Section 3. In Section 3 the simple representation of the test will be derived and interpreted. Section 4 concludes with a comparison of the two tests. * I thank an anonyomous referee for rather useful comments. The usual disclaimer applies. 
x i being a (K×1)-vector of exogenous variables, β a vector of unknown parameters, y i * a latent tendency, y i an observed indicator, and u i a stochastic error term, which is stochastically independent of the exogenous variables. They derive a Lagrangemultiplier test of the null hypothesis of normally distributed error terms. Under the alternative hypothesis BJL assume the Pearson family of distributions. Implying a mean of zero, the density function f(u) of this family is characterized by the following differential equation (BJL 1984, p. 565 
The normal distribution is a special case of (2) with c 0 =σ 2 and c 1 =c 2 =0. Hence, the following hypotheses are tested:
H 0 : c 1 =c 2 =0 against H 1 : c 1 ≠0 and/ or c 2 ≠0.
"c 1 ≠0" implies a skew distribution, "c 2 ≠0" a kurtosis different from 3 (given the distribution is symmetric) (cf. Johnson, Kotz and Balakrishnan 1994, p. 22 ). The variance σ 2 is normalized to 1 as usual (BJL 1984, p. 566) . Therefore, the vector θ of the remaining unknown parameters is equal to (β, c 1 , c 2 ).
The Pearson family of distributions contains many common distributions as special cases, for instance the t-distribution or the gamma distribution (Johnson, Kotz and Balakrishnan 1994, pp. 18 and 21) . Nevertheless, the alternative hypothesis is not as general as that of the well established Jarque-Bera test in the linear regression model (BJL 1984, p. 564 , and r β the probit maximum likelihood estimator of β. 
It is asymptotically χ 2 (2) distributed. 
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Using (5) and (6) the statistic (4) can be written as follows:
(7)
Defining the artificial regression
and letting δ be the ordinary least squares estimator of δ (7) is equivalent to
i.e. the LM statistic is the explained sum of squares of (8).
Based on (7)-(9) LM statistic and artificial regression can be interpreted as follows: The test rejects the hypothesis of normally distributed errors if the variables on the right hand side of (8) "explain" the standardized residuals of the probit model. The products of those variables with the dependent variable are already equal to the gradient of the loglikelihood function under H 1 (cf. (3) and (4)). The first K components of this vector are equal again to the gradient of the log-likelihood function of a standard probit model (cf. Greene 2003, p. 671) . Hence, the first K regressors of the artificial regression are orthogonal to the dependent variable.
Furthermore, in case the null hypothesis is valid r θ is close to the unrestricted maximum likelihood estimate. Therefore, the derivates with respect to c 1 and c 2 are close to zero, i.e. the last two regressors of the artificial regression are almost orthogonal to the dependent variable. Thus, no regressor explains the dependent variable, and the LM statistic becomes small. However, in case of skewness or a kurtosis unequal to 3 r θ might be rather different from the unrestricted maximum likelihood estimate. Then, the IWH __________________________________________________________________ IWH-Diskussionspapiere 13/2007 8 last two regressors are not orthogonal to the vector of the standardized residuals, and the LM statistic becomes large.
Concerning a sample unit regression and defining ( )
Using (10) all variables of the artificial regression can be calculated easily without matrix algebra. Merely standard forecasts of a probit estimation are needed. Afterwards, the LM statistic is computed via (9) and compared with the critical value of a χ 2 (2) distribution. The LIMDEP code of the complete procedure can be found in the appendix.
