The returns of many financial assets show significant skewness, but in the literature this issue is only marginally dealt with. Our conjecture is that this distributional asymmetry may be due to two different dynamics in positive and negative returns.
In this paper we propose a process that allows the simultaneous modelling of skewed conditional returns and different dynamics in their conditional second moments. The main stochastic properties of the model are analyzed and necessary and sufficient conditions for weak and strict stationarity are derived.
An application to the daily returns on the principal index of the London Stock Exchange supports our model when compared to other frequently used GARCH-type models, which are nested into ours.
INTRODUCTION
It is quite common for financial assets returns to show conditional heteroskedasticity, leptokurtosis and skewness. The first two properties are usually dealt with GARCH or Stochastic Volatility models, possibly with fat-tailed distributions. However, skewness has received much less attention in the literature and is usually obtained as a byproduct of GARCH-in-mean models (Engle, Lilien, and Robins, 1987) with leverage effects such as the Exponential GARCH (Nelson, 1991) and the GJR-GARCH (Glosten, Jagannathan, and Runkle, 1993) . Indeed, while the unconditional distribution of an asymmetric GARCH driven by symmetric shocks is symmetric, nonzero skewness is generated when the conditional variance enters the conditional mean as in GARCH-in-mean models (GARCH-M) (cf. Arvanitis and Demos, 2004, Theorem 2) . 1 Still, the standardized residuals of these models show significant skewness. Table 1 reports the sample skewness and its significance for the daily percentage returns of the FTSE100 index and for the standardized residuals with respect to two classes of asymmetric GARCH-M models: the significance of the skewness coefficient appears even enhanced in the standardized residuals. Similarly, the absolute values of the minima are circa twice as large as the maxima, evidencing a significantly fatter negative tail. On some stock returns like ENEL, 2 the skewness coefficient gets even larger after passing the EGARCH and GJR-GARCH filters. Some authors have modelled skewness by using GARCH-type processes with conditional skewed distributions (Harris, Küçüközmen, and Yilmaz, 2004 , Lambert and Laurent, 2001 , 2002 , Miettinen, 2005 , Saikkonen and Lanne, 2004 , and in the OxMetrics package G@rch 5 by Laurent and Peters 3 the skewed Student's t distribution may be used for modelling conditional returns. Some other authors have 1 I thank the Associate Editor for pointing out an error in the first version of this article. 2 ENEL is Italy's largest power company (the privatized former public monopolist) and Europe's third largest listed utility.
3 To the best of our knowledge, this is the only mainstream software package that allows for skewed conditional distributions in GARCH modelling. We used this package for estimating the EGARCH and GJR-GARCH models of Table 1. built GARCH type models for the conditional skewness (Hansen, 1994, Harvey and Siddique, 1999) .
In this paper we pursue an alternative approach. We argue that the dynamics of negative returns may differ from that of positive returns and propose a class of processes that may be used to model this asymmetric behaviour. 4 More precisely, we allow the conditional second moments of positive returns (good volatility) to evolve differently from the conditional second moments of negative returns (bad volatility).
The plan of the rest of the article is as follows. In Section 2 we define the process in terms of its conditional distribution. The main stochastic properties of the process, such as the conditional moments and the conditions for the existence of weakly and strictly stationary solutions are analyzed in Section 3. Section 4 contains an application of the process to the main index of the London Stock Exchange (FTSE100), which demonstrates that the dynamics of real data may be captured by our model better than by other frequently used GARCH type processes. Finally, we give some concluding remarks in Section 5. Two appendices at the very end of the article report the density and the moments of the Half Generalized Error Distribution used throughout the paper and some eigenvalues and matrix norms necessary for assessing the stationarity of the process.
THE MODEL
Let r t be the time series of returns. Define the series of positive and negative returns as r 
Thus, p and q are the probabilities of, respectively, positive and negative returns, and will be assumed constant throughout the paper.
The conditional second moments evolve according to the following bivariate difference equation
with ω (2 × 1) non-negative vector, A and B (2 × 2) matrices with non-negative elements. The non-negativity conditions are sufficient and necessary for the nonnegativity of the conditional second moments. The matrix B will be taken diagonal, so that each element of h t depends only on the same element in h t−1 . This will avoid collinearity problems, since we expect the two components of h t to be highly correlated in real-world applications (see Figure 1 in Section 4). The model proposed nests the popular GARCH and GJR-GARCH processes as special cases. Indeed, the GJR-GARCH process is obtained when the following restrictions hold:
where ω i , a i, j and b i, j represent the elements of the matrices, respectively, ω, A and B. As a result h + t = h − t for all t, and the parameters a 1,1 and a 1,2 are responsible of transferring the effect of, respectively, positive and negative shocks on the variance h t (where we dropped the now useless + and − from the notation). If we further impose a i, j = a i, j for i, j = 1, 2, then the model reduces to a standard GARCH. Notice that if the same distribution D(h t ) is given to positive and (minus) negative conditional returns, then the GARCH and GJR-GARCH processes are conditionally symmetric, while when the specification (2.1) holds, the process we obtain is conditionally skewed and close to the approach of Lambert and Laurent (2001) .
By modelling second moments we propose a process that is adherent to the spirit of the original GARCH class and results in a generalization of it. On the contrary, El Babsiri and Zakoian (2001) base their model on first moments, and the only process their model nests is the GTARCH (Zakoïan, 1994) , which is much less popular in empirical applications. Moreover, El Babsiri and Zakoian (2001) use a symmetric distribution for the i.i.d. shocks ξ t (Z t in their notation), thus forcing the skewness to be captured only through the asymmetric dynamics of the volatilities (contemporaneous asymmetry in their terminology). In our model and in the application we use asymmetric distributions, allowing for two type of sources of skewness: skewed distributions for the shocks and asymmetry in the volatility dynamics. By doing so, we can test for the need of asymmetric volatility dynamics against the simpler (and nested) skewed GARCH and GJR-GARCH models.
STOCHASTIC PROPERTIES OF THE MODEL
From equations (2.2) and (2.3) we have the following representation of the square of positive and negative returns:
Notice that X t is an i.i.d. sequence of nonnegative random matrices.
CONDITIONAL MOMENTS
It is easy to see that the return process r t is not a martingale difference (MD) sequence. In fact, if we model r + t and r − t using two independent distributions, the conditional expectation may be easily obtained as
where µ + := E (ξ t |ξ t ≥ 0) and µ − := E (ξ t |ξ t < 0).
Using the Half-GED described in Appendix A, we have
If the MD property is considered an essential feature, it may be obtained by subtracting the conditional mean from the process r t :
The k-step ahead prediction (conditional expectation) of r t is nontrivial since it involves conditional expectations of the process √ h t . Probably the easiest way to get approximations is by means of a Taylor expansion.
The equations for forecasting the volatilities are easily obtained by the law of iterated expectations:
As for the conditional variance, since h t is F t−1 -measurable, we have E [r 2 t |F t−1 ] = h t , and after some easy but tedious algebra we obtain
(3.7)
The third conditional central moment, necessary for computing the conditional skewness, is given by
where µ + 3 and µ − 3 are the third moments of the distributions of ξ t |ξ ≥ 0 and ξ t |ξ < 0, respectively (refer to Appendix A for the moments of the HGED).
Dividing equation (3.8) by equation (3.7) raised to the power of 3/2 , we obtain the formula for the conditional skewness:
WEAK STATIONARITY AND SECOND MOMENTS
By taking expectations of both sides of equation (3.5), we get
where we have seth t := E [h t ] and
It is well-known that a necessary and sufficient condition forh t to converge to an equilibrium, sayh, which does not depend on initial conditions is
where ρ(·) denotes the spectral radius. 5 When this condition holds the long run volatilities are given byh
is invertible, and
The same results may be obtained from the VARMA representation of the square of positive and negative returns, that can be built in analogy to the classical GARCH case by exploiting the martingale-difference sequence 6
We summarize these results in the following proposition. For notational brevity's sake put G t := AX t + B.
Proposition 1. The process r t is weakly stationary if and only if
Under this condition, we havē
An approximation to the unconditional expectation of r t may be obtained by Taylor expansion.
STRICT STATIONARITY AND ERGODICITY
For the generalization of the results of Nelson (1990) we rely on the literature on strong law of large numbers and weak convergence for products of i.i.d. random matrices originated by the articles of Bellman (1954) , Furstenberg and Kesten (1960) and Kesten and Spitzer (1984) . In fact, by iterating equation (3.5) for the times 1, 2, . . .,t we can write 12) where G t = AX t + B and h 0 is strictly positive and finite with probability one and independent of G 0 , G 1 , . . .. For notational convenience put
In order to make this paper as much self-contained as possible, we summarize theorems 1 and 2 by Furstenberg and Kesten (1960) , theorem 5 by (Kingman, 1973) and theorem 2 by Hennion (1997) in the following Theorem 1.
In the rest of the paper we use the following notation: let x be a q-vector and X a q × q matrix,
and the relational operators (<, >, =) applied to vectors and matrices are to be intended elementwise (i.e. X > Y is true iff every element of X is greater than the corresponding element of Y .). 13) and for the products Y n = X n · · ·X 1
Pr{Y n > 0} > 0 for some n, holds, then Proof. See Hennion (1997) sections 5-7. Now, paralleling Nelson (1990) , we are able to prove the following propositions. Let λ be the greatest Lyapunov exponent relative to the matrix product H t and suppose that the assumptions of Theorem 1 hold for the sequence of matrices G i .
Proposition 2. Let ω = 0, as t → ∞:
b) if λ = 0, then h t is tight in R + 2 and has a limit distribution which depends on h 0 and for some h 0 is concentrated on strictly positive vectors;
Proof. Let (Ω, F , µ) be the probability space on which G i , for i = 1, 2, . . ., are defined. By Theorem 1 point d) and the definition of almost sure convergence, there is a F -measurable M, such that for t > M and λ = 0
from which e
a.s. Now, for λ > 0 the (almost sure) limit of the above expression is +∞, while for λ < 0 the limit is 0. When λ = 0, we have to relay on the results of Kesten and Spitzer (1984) . Since G 0 is non-negative and, when β ii > 0 for i = {1, 2}, Pr{G 0 has a zero row or column} = 0, then assumptions H 1 and H 2 of Kesten and Spitzer (1984) are fulfilled and by their Theorem 1 C I : {H t is tight with limit distribution concentrated on positive matrices}
By Theorem 2 of Kesten and Spitzer (1984) , under assumptions H 1 , H 2 and H 3 C IV ⇔ C I . Therefore, if H 1 , H 2 and E [G 0 ] i j < ∞ hold, the condition λ = 0 is necessary and sufficient for H t to be tight and converge in probability to a nonzero random matrix. This implies that for arbitrary positive h 0 < ∞ the random vector h t = H t h 0 is tight and its limiting distribution depends on h 0 , and, apart from possible subspaces of R + 2 with zero Lebesgue measure, where h t may converge to 0 almost surely, h t converges weakly to a distribution with positive support.
Proposition 3. Let ω > 0, as t → ∞:
a) if λ ≥ 0, then h t → +∞ a.s.; b) if λ < 0, then h t
is asymptotically strictly stationary and ergodic.
Proof. Part a) is a trivial consequence of Proposition 2a). As for part b), we have already proven that the second addend of equation (3.12) converges almost surely to zero when λ < 0. In the proof of Proposition 3 we have shown that the rate of ˜ã lmost sure convergence to zero of all the elements of H t is O(e tλ /2 ), which assures the convergence of the partial sums of matrix products in (3.12). Now consider the process
By Stout (1974, Th. 3.5.8) h t is asymptotically stationary and ergodic if
is measurable. Now, take the process
R k t involves only sums and products of measurable functions and therefore is measurable for any finite k. Since R k t is increasing in k we have sup k R k t = R ∞ t , which is measurable. Thus,h t = R ∞ t ω is stationary and ergodic. Now we have to show that h t converges almost surely toh t as t diverges. Consider the difference
We have proven in Proposition 2 that if λ < 0 the first addend on the right hand side converges almost surely to zero as t increases. Under the same condition, also the second addend converges almost surely to zero, since each element of the infinite sum converges almost surely to zero at exponential rate as t increases. This proves the asymptotic stationarity and ergodicity of the process h t when λ < 0.
Remarks i) Lyapunov exponents are usually very hard to compute, but under the conditions of Theorem 1 it is easy to see that ρ( E (G 0 )) < 1 implies λ < 0 (i.e. weak stationarity is sufficient for strict stationarity), in fact by equation (1.4) in Kesten and Spitzer (1984) 
ii) Exploiting the submultiplicativity of any operator norm · , another sufficient condition for strict stationarity could be derived using the inequality
If the right hand side is smaller than zero, the strict stationarity condition holds. But since by a well known result of matrix algebra ρ(
, the bound of the previous remark is tighter.
APPLICATION
The model 8 has been applied to the daily returns on the FTSE100 index, and the estimated good and bad volatilities are depicted in log-scale in Figure 1 . As expected, the positive and negative volatilities are highly correlated, but negative volatility seems more reactive to shocks than positive volatility. In order to enhance the times in which negative and positive volatilities tend to diverge, 9 in the bottom part of the graphs of Figure 1 the conditional skewness series is depicted as well. By observing Table 2 it emerges that negative returns tend to raise both volatilities much more than positive shocks. This feature, known as leverage effect, is well documented in the literature and can be captured using EGARCH and or GJR-GARCH processes. What these classes of process are not able to model is the case in which negative volatility is not driven by positive shocks, which however have significant effects on positive volatility. This fact is a clear feature of our data, as it appears from the second line of Table 2 . Since our model nests the simple GARCH and the GJR-GARCH both skewed and symmetric, it is possible to carry out one of the classic ML-based tests (Wald, LR, LM). Wald type statistics in the lower panel of Table 2 show that either hypothesis is rejected at any usual level.
In order to check the robustness of our results we estimated the model on different sub-samples.
Firstly, we excluded the exceptional event Black Monday '87, using the sample from observation 1200 (late 1988) on. The estimates 10 were close to the ones in Table 2 , and the Wald test for the skewed GJR-GARCH restrictions rejected the null (Stat = 10.5, p-value = 0.03).
Then, we split the sample in three sub-samples of equal length as in Figure 1 . The three NICs are depicted in Figure 3 and well summarize the evolution of the estimated parameters. The NIC of the first sub-sample is rather similar to the one of the whole sample (Figure 2) , while in the other two NICs the reaction of negative and positive volatilities to lagged shocks are comparable (the two lines are close). This result is confirmed by the Wald tests for skewed GJR-GARCH restrictions: in the first sub-sample the null is rejected, while for the other two sub-samples the restrictions are compatible with the data. On the contrary, the skewed GARCH restrictions were rejected in every sub-sample we used.
This apparent lack of robustness of the estimates is probably due to the fact that this class of models needs reasonably long time series to be estimated. Indeed, we are estimating four different GARCH-type models for the pairs r + -h + , r + -h − , r − -h + , r − -h − , and the 2,000 observations of each one-third-of-sample could not suffice.
CONCLUSION
We have proposed a novel approach to attack the issue of skewness in financial asset returns. The relevant literature dealing with this problem is still scarce and mostly relies on GARCH type processes with skewed conditional distributions (Harris et al., 2004 , Lambert and Laurent, 2001 , 2002 , Miettinen, 2005 , Saikkonen and Lanne, 2004 or with time-varying conditional skewness (Hansen, 1994, Harvey and Siddique, 1999) . Our approach consists in the asymmetrical modelling of second moments for positive and negative returns. The model we have developed nests the widespread GARCH and GJR-GARCH processes as special cases and this allows the use of ML-based tests for assessing the relevance of our process, when compared to these simpler ones.
The application of our model to the main index of the London Stock Exchange reveals that the second moments of positive and negative returns do show different dynamics. In fact, the restrictions corresponding to the skewed GARCH and GJR-GARCH models are strongly rejected by the data. Nonetheless, the unstable behaviour of the estimates on sub-samples of 2,000 daily returns suggests the need for relatively long time series for the estimation of the class of models proposed in this article. Practitioners should benefit from the application of our model, when evaluating the risk of holding an asset and for building efficient portfolios. Moreover, the asymmetric dynamics of positive and negative volatilities may be used for implementing option strategies 11 (e.g. portfolios of calls and puts).
APPENDICES

A. HALF GENERALIZED ERROR DISTRIBUTION
The half generalized error distribution (HGED) has positive support and in R + is proportional to the well known GED. Its density is 
