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Abstract
This thesis presents the experimental work on building a quantum gas microscope,
employing fermionic 40K atoms in an optical lattice, and precision control of the atoms
under the microscope. This system works as a natural simulator of the 2D Hubbard
model, which describes materials with strongly correlated electrons.
After preparing ultracold 40K atoms in an optical lattice and performing Ra-
man sideband cooling, single lattice site resolution was obtained. Metallic, Mott
insulating, and band insulating states were observed in situ and local moment was
directly accessed as a local observable with the site-resolved imaging. Performing
spin-selective imaging also gave access to spin, and spatial correlations of charge and
spin was measured with respect to doping. In this measurements, antiferromagnetic
correlations were observed in the spin sector. In the charge sector, we observed an
anti-bunching behavior at low fillings, as a result of the Pauli exclusion principle and
repulsive interactions. We also observed that doublon-hole bunching resulting from
the superexchange excitations dominates and causes the charges to bunch.
In order to increase the simulation capabilities, we updated the microscope with
arbitrary optical potential imprinting ability. Using a digital micromirror device
(DMD), a 2D box potential was created with the sharpness of a few lattice sites. A
homogenous 2D Hubbard system is created at half-filling in this box potential. Using
a magnetic gradient, different spin states were separated within a Mott insulator,
being an ideal starting point for performing spin transport measurements.
The lowest energy s-wave Feshbach resonance between 19/2, -7/2) and 19/2, -5/2)
states of 40K was characterized with an increased precision and established as an inter-
action varying knob of our quantum simulator. Interaction energy spectrum around
this resonance was measured. Confinement induced molecules on the attractive side
and deeply bound molecules on the repulsive side are observed in an optical lattice.
Thesis Supervisor: Martin W. Zwierlein
Title: Professor of Physics
3
To Bakiye and Mikail Okan, my dearest parents,
Merve, my beloved sister,
and Lee, my sweet love
4
Acknowledgments
I have had a very valuable and transforming experience, in many aspects, during my
PhD at MIT. I feel so lucky to say that there are many people I should thank who con-
tributed my intellectual development and supported me in various ways throughout
this challenging, and at the same time, rewarding time period.
I would like to start with my research advisor, Martin Zwierlein. He accepted
me to his research group, though I had almost no atomic physics background, and
guided me throughout the whole process with patience. Thanks to him, I have had the
opportunity to be part of the team who built one of the most complicated experiments
in the field of ultracold atoms. His intuitive and figurative approach to complicated
physics problems has always amazed me and taught me a lot. He has been more
of a friend than a boss to his students and I have very much enjoyed the family
atmosphere he created within the group. He has always been very supportive and
concerned about the unfortunate events in my home country, Turkey, and about the
updates in the US immigration law, affecting international students.
In my PhD, I also have had the great luck of having Wolfgang Ketterle as my
atomic physics teacher. As a student, I really enjoyed his intuitive teaching approach,
and then, I had the honor of being his teaching assistant in his world-famous atomic
physics class.
My gratitude also goes to my academic advisor , Nuh Gedik. He has been always
available and supportive whenever I needed his advice. I sought his advice regarding
my PhD life problems. Without his support, I might have not even completed my
PhD.
Next, I would like to thank to my teachers and friends in my lab. I was very lucky
to have Waseem Bakr as my mentor when I first started. He taught me how to do
things in the lab from scratch, as well as the basic theoretical knowledge I need to
know. He treated me as a brother, gave me courage when I need it. He was really a
live example of success for me. My next teacher in the lab was Lawrence Cheuk. He
boosted the speed of progress after he joined Fermi 2 and always amazed me with his
5
knowledge and skills. Having him in the lab as a senior graduate student always gave
us a feeling of security, because I have never seen him fail at fixing a problem that he
was working on. I have spent most of my time in the lab together with Matt Nichols.
It was a pleasure to have him as a teammate and as a friend. He has fascinated
me with his hardwork and his desire for perfection, even for mundane projects. His
calm and tedious approach to complicated problems has inspired me a lot. I worked
together with our great postdoc Hao Zhang in the last two years of my PhD. His
sharp and practical mind has been a great addition to Fermi 2. I enjoyed our soccer
chats during data taking. I also worked with Thomas Lompe, Katherine Lawrence,
Vinay Ramasesh, and Thomas Gersdorf throughout my PhD, and I learned a lot from
each of these great people. Finally, I wish the best of luck and great success to the
new members of Fermi 2, Enrique Mendez, and Thomas Hartke.
I would like to thank every past and current member of Zwierlein Group for being
my friend, and for their support whenever I needed it. I will definitely miss our tra-
dition of having lunch and getting coffee from Area 4 together. Special thanks go out
to Mark Ku, for his friendship and support. We have had a special relationship with
Ketterle group. I would like to thank them for being very friendly and collaborative
all the time.
It is now time to thank my precious friends outside of the work, who have made
my life happy, and meaningful in this period of my life. Ahmet, my dear comrade
at MIT Physics, has been with me from the day one until the end of my PhD. He
has been there with me whenever I needed him with his full sincere support. We
have improved ourselves and grew stronger together. Sukru, Erman, and Enes has
been my closest brothers who have shaped and significantly eased my journey. I have
been very lucky to have the invaluable friendship with Emre, Burak, Abdullah, and
Osman.
My deepest gratitude goes out to my dearest parents and my beloved sister. Their
unconditional love and support has been my main pillar, even though I have been far
away from them, and they couldn't know much about what I have done in the lab.
Finally, I would like to express my deep appreciation and gratitude to the woman
6
I love, Lee. She has brought so many colors and sweetness to my life. Her open-
hearted care and generous support has immensely improved both my personal and
professional life. I am especially thankful to her for editing this thesis, including
this paragraph, and my defense presentation, as well as editing my cover letters and
resumes for my job applications.
7
8
Contents
1 Overview
1.1 T hesis O utline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2 Ultracold Fermions in Optical Lattice
2.1 Optical Dipole Force . . . . . . . . . . . . . . . .
2.2 Non-Interacting Fermions in Optical Lattices . . .
2.3 The Fermi-Hubbard Model . . . . . . . . . . . . .
2.3.1 Attractive vs. Repulsive Interactions . . .
2.4 Tuning Interactions via Feshbach Resonances . . .
3 Quantum Gas Microscopy with 4'K
3.1 How to Make the Microscope Work: An Overview
3.1.1 Preparing Atoms for Microscopy . . . . . .
3.1.2 High Resolution Microscopy . . . . . . . .
3.1.3 Site-Resolved Florescence Imaging . . . . .
3.1.4 Spin-Sensitive Imaging . . . . . . . . . . .
3.1.5 Parity Imaging Problem . . . . . . . . . .
3.2 Initial Experiments with the Microscope . . . . .
3.2.1 Observation of Metals and Insulators . . .
3.2.2 Studying Charge and Spin Correlations . .
4 Imprinting Arbitrary Light Potentials onto Atoms
4.1 Different Ways of Imprinting Potentials . . . . . . . .
9
19
22
25
. . . . . . . . . . . 25
. . . . . . . . . . . 28
. . . . . . . . . . . 31
. . . . . . . . . . . 34
. . . . . . . . . . . 36
41
. . . . . . . . . . . 42
. . . . . . . . . . . 42
. . . . . . . . . . . 44
. . . . . . . . . . . 45
. . . . . . . . . . . 48
. . . . . . . . . . . 49
. . . . . . . . . . . 49
. . . . . . . . . . . 49
. . . . . . . . . . . 52
59
59
4.2 Digital Micromirror Device (DMD) . . . . . . . . . . . . . . . . . . .
4.2.1 Stopping the Flickering . . . . . . . . . . . . . . . . . . . . . .
4.2.2 Gray Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.4 R esults . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . .
5 Atoms in a 2D Square Box
5.1 Different States in a 2D Box . . . . . . . . . . . . . . . . . . . . . . .
5.2 Expansion within Walls . . . . . . . . . . . . . . . . . . . . . . . . . .
5.3 Tilting the Box with a Magnetic Gradient . . . . . . . . . . . . . . .
5.3.1 Oscillations at Low Filling . . . . . . . . . . . . . . . . . . . .
5.3.2 Separating the Spins . . . . . . . . . . . . . . . . . . . . . . .
6 Tuning Interactions via Feshbach Resonance
6.1 Spin Mixture Selection and Preparation . . . .
6.2 Characterization of the Feshbach Resonance .
6.2.1 Modulation Spectroscopy . . . . . . . .
6.2.2 Results . . . . . . . . . . . . . . . . . .
6.3 Probing Interactions around the Feshbach Res
6.3.1 Repulsive Side . . . . . . . . . . . . . .
6.3.2 Attractive Side . . . . . . . . . . . . .
6.3.3 R esults . . . . . . . . . . . . . . . . . .
onance
7 Summary and Outlook
A Avoiding surface potentials
B Quantum-Gas Microscope for Fermionic Atoms
C Observation of 2D Fermionic Mott Insulators of 40K with Single-Site
Resolution 111
10
62
64
66
67
69
73
73
75
77
78
81
85
. . . . . . . 86
. . . . . . . 88
. . . . . . . 88
. . . . . . . 88
. . . . . . . 91
. . . . . . . 91
. . . . . . . 94
. . . . . . . . . . . . 95
99
103
105
D Observation of Spatial Charge and Spin Correlations in the 2D
Fermi-Hubbard Model 117
11
12
List of Figures
2-1 Optical dipole potentials for red detuned and blue detuned beams. . 27
2-2 Band structure of a non-interacting fermion in a ID optical lattice . 30
2-3 Wannier functions for the lowest band with various lattice depths . 31
2-4 Phase diagram of cuprates . . . . . . . . . . . . . . . . . . . . . . . . 34
2-5 Mapping between attractive and repulsive Hubbard models . . . . . . 35
2-6 Description of a Feshbach resonance . . . . . . . . . . . . . . . . . . . 37
2-7 Scattering length and bound state around a Feshbach resonance . . . 38
2-8 Energy spectrum of two atoms in a 3D harmonic trap versus scattering
len gth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2-9 Two interacting atoms in a harmonic potential . . . . . . . . . . . . . 40
3-1 Transport diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3-2 Imaging with a solid immersion lens . . . . . . . . . . . . . . . . . . . 45
3-3 Raman cooling scheme . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3-4 Site-resolved images of 40K atoms . . . . . . . . . . . . . . . . . . . . 48
3-5 Site-resolved images of metallic, Mott insulating and band insulting
states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 1
3-6 Detected density profiles for different temperatures . . . . . . . . . . 52
3-7 Average moment, moment correlations and spin correlations of a 2D
atom ic cloud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3-8 Moment and spin correlations as a function of moment . . . . . . . . 55
3-9 Two-point correlation function g2 (1) for moments . . . . . . . . . . . 55
3-10 Two-point correlation function g2 (1) for anti-moments . . . . . . . . . 56
13
3-11 Moment and spin correlations as functions of distance and moment
4-1 Diagram of a liquid crystal on silicon (LCOS) spatial light modulator 60
4-2 Schematic of a micromirror in a DMD . . . . . . . . . . . . . . . . . 61
4-3 Digital micromirror device (DMD) at different scales. . . . . . . . . . 63
4-4 Image to pixel conversion on the DMD . . . . . . . . . . . . . . . . . 64
4-5 DMD mirror flickering signal imprinted on a reflected laser beam . . . 65
4-6 An example of 24-bit image containing different frames. . . . . . . . 66
4-7 An example of gray scaled image file to be uploaded and displayed on
the D M D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4-8 Schematic of the optics setup for spatial light modulation (upper bread-
b oard ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4-9 Schematic of the optics setup for spatial light modulation (lower bread-
b oard ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4-10 A square box in the intermediate image plane . . . . . . . . . . . . . 70
4-11 Example images of atoms created by the DMD. . . . . . . . . . . . . 71
4-12 Measuring the DMD wall sharpness . . . . . . . . . . . . . . . . . . . 72
5-1 Optimized beam ramps to obtain a Mott insulator a box . . . . . . . 74
5-2 Mott insulator, band insulator and metallic states in a square box . . 75
5-3 DMD walls used for expansion . . . . . . . . . . . . . . . . . . . . . . 76
5-4 Size measurement of an expanding atomic cloud . . . . . . . . . . . . 77
5-5 Atom in an optical lattice experiencing a magnetic gradient . . . . . . 77
5-6 Moment distribution in a box with magnetic gradient . . . . . . . . . 78
5-7 An example cycle of atoms oscillation in a box . . . . . . . . . . . . . 79
5-8 Effect of dimensionality on the relaxation . . . . . . . . . . . . . . . . 80
5-9 Effect of DMD light on the relaxation . . . . . . . . . . . . . . . . . . 81
5-10 Spin separation in a box. . . . . . . . . . . . . . . . . . . . . . . . . . 83
6-1 Feshbach resonances of 'K . . . . . . . . . . . . . . . . . . . . . . . . 87
6-2 Modulation spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . 89
14
57
6-3 Characterization of the Feshbach resonance . . . . . . . . . . . . . . . 90
6-4 Effect of band excitations on modulation spectroscopy . . . . . . . . . 92
6-5 Interaction energy spectrum on the repulsive side . . . . . . . . . . . 93
6-6 Schematic of the RF spectroscopy . . . . . . . . . . . . . . . . . . . . 94
6-7 Binding energy of the attractive pairs . . . . . . . . . . . . . . . . . . 96
6-8 Attractive and repulsive branches around the Feshbach resonance . . 97
A-1 Effect of surface contaminants on the trapping potential . . . . . . . 104
15
16
List of Tables
17
18
Chapter 1
Overview
If we take a hot and dilute gas of atoms and decrease its temperature so that the
de Broglie wavelength becomes comparable to the average interatomic distance, it
turns into a quantum gas. Behavior of quantum gases drastically change depending
on whether the constituent atoms are bosonic or fermionic. Multiple bosonic particles
are allowed to occupy one quantum state. This characteristic makes them accumu-
late in the lowest quantum state below a critical temperature, and form a coherent
many-body state, called Bose-Einstein condensate [7, 23]. On the other hand, Pauli
exclusion principle forbids identical fermions occupying the same quantum state. As
a consequence of this, at low temperatures, fermions become quantum degenerate
by populating available quantum states one by one from the lowest state to the Nth
excited state, where N is the total number of fermions. Various physical phenomena,
such as electronic structure of the atoms and stability of a neutron star, arise from
this fermionic character.
The field of ultracold atomic physics has first proven its ability to reach quantum
regimes by experimental realization of the Bose-Einstein condensate [1, 19j. Nature
of this coherent many-body state has been extensively studied since the day of its
discovery [2, 62, 68, 77, 86]. Shortly after this achievement, fermionic atoms were
also able to be cooled down to quantum degeneracy and degenerate fermi gases were
realized in various experiments around the world [20, 31, 36, 45, 75, 851. Having
these building blocks of the universe under control in a lab environment brought the
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exciting possibility of simulating nature.
The prospect of ultracold fermi gases as a simulation tool were greatly enhanced
with interaction tuning via Feshbach resonances [83, 43, 16, 151. The BCS regime
at attractive interactions, where atoms form loosely bound pairs, and flow without
friction, as well as the BEC regime at repulsive interactions, where atoms forms
tightly-bound pairs and condense, were both experimentally observed [70, 92, 33, 52].
Equation of state study of a fermi gas near the superfluid transition in the universal
regime shed light on thermodynamic properties of neutron stars [54].
Ultracold fermionic atoms have also gained the ability to simulate electrons' be-
havior in crystalline solids with implementation of optical lattices [25, 53]. With the
periodic potential provided by the optical lattice, a two component fermi gas can
simulate the Fermi Hubbard model, which explains strongly correlated condensed
matter systems [46, 741. This model captures the essential physics of novel materials
such as cuprate-based high temperature superconductors [17, 551. Even though it
only includes the nearest neighbor tunneling and on-site interaction in the first band,
an analytical solution has not been found for the Fermi-Hubbard model except for
certain special cases. Numerical solutions are limited by the system size since number
of variables scales exponentially with number of particles. For example, simulating
300 electrons would require 2300 variables, which is the approximate number for the
total proton number in the universe.
The advent of the quantum gas microscopes has made ultracold atoms ideal quan-
tum simulators of the Hubbard model in the way that Richard Feynman proposed
in 1982 [26]. The first quantum microscopes were built with bosonic Rb at Har-
vard and at MPQ in Munich [4, 76]. With their single lattice site resolution, these
microscopes have been studying the Bose-Hubbard model at the microscopic level
[3, 24, 10]. This development also sparked a significant experimental effort in the
ultracold atomic physics community to build fermionic versions of these microscopes,
and finally in 2015, five different experiments around the world reported single site
imaging with fermionic atoms [14, 37, 65, 61, 22].
'OK quantum gas microscope which is presented in this thesis and 6 Li microscope
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at Harvard are the only two among the existing fermi microscopes that are actively
studying the 2D Fermi-Hubbard model. Metallic, Mott insulating, and band insu-
lating states have been observed in 2D with these microscopes, and spatial spin and
charge correlations have been studied [14, 651. This thesis starts by describing the
working principles of our quantum gas microscope, followed by presention of the these
results. Antiferromagnetic correlations, observed at half-filling, indicate that the tem-
perature of those systems are not so far away from the temperatures at which the
superconducting phase is expected to appear in the Fermi Hubbard model.
In the rest of the thesis, we focus on the techniques to increase the simulation
capabilities of our quantum gas microscope. One important technique in this regard
is optical potential imprinting. Single-site resolution of quantum gas microscopes also
brings the possibility of single-site addressing [881. Using spatial light modulators
and high resolution imaging setup, arbitrary optical potentials can be imprinted onto
atoms. This allows addressing individual atoms to change their internal states, to
remove them selectively, and to create various spatial constraints and initial conditions
[44, 67, 50]. This technique can also be used for entropy redistribution to obtain
locally colder regions within an atomic sample [6, 41]. Following implementation of
this technique, we also present the preliminary experiments we perform in a 2D box.
The experiments include creation of a homogenous half-filled Fermi Hubbard system
in a box potential for the first time and spin separation in a Mott insulator created
in the box.
Being able to vary the interaction and tunneling energies independently is also an
important capability for simulating the phase diagram of the Fermi-Hubbard model.
In the last part of this thesis, we describe how we characterize a Feshbach resonance
in an optical lattice. We also present our measurements on the interaction energy
spectrum around the Feshbach resonance as well as the spectrum of the molecular
bound state formed in an optical lattice.
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1.1 Thesis Outline
This thesis is organized as follows.
Chapter 2 gives a basic theoretical background for the work presented in this
thesis. Optical dipole forces are described as they are used for optical trapping, evap-
oration and transport in the experiment as well as for optical potential imprinting. An
introduction to the Fermi-Hubbard model is also given, starting from non-interacting
fermions in optical lattices. The mapping between the attractive and the repulsive
Hubbard model is discussed. Finally, Feshbach resonances and how they effect atomic
interactions in an optical lattice is discussed.
In chapter 3, we describe the journey of the atoms starting as a hot gas at a hun-
dreds of kelvins and becoming a ultracold 2D fermi gas in an optical lattice, located
10 pm away from the glass surface. We also present how we employ Raman sideband
cooling for performing the florescence imaging without heating. Then, we present the
first in situ demonstrations of metallic, Mott insulating and band insulating states of
the 2D Hubbard model. Finally, we discuss our results on spin and charge correlations
in the 2D Hubbard model.
Chapter 4 describes the experimental techniques we follow for updating our exper-
iment with the ability of arbitrary optical potential imprinting. This chapter includes
discussions of spatial light modulators, how to use a digital micromirror device with-
out mirror flickering and how to implement gray scaling. Lastly, we present the optical
setup to incorporate the DMD light with our high resolution imaging system and the
final images we obtained.
In chapter 5, we present the experiments we performed in a 2D box potential
imprinted by the DMD. We demonstrate the metallic and band insulating states, and
a Mott insulator, as the first example of homogenous Fermi Hubbard system in a
2D box. Then, we share our preliminary results, including expansion of the atoms
released from a box, oscillations in a low-filled box. Finally, we show that we can
separate different spin states within a Mott insulator by applying a magnetic gradient,
which allows us to perform spin transport experiments in a Mott insulator.
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Chapter 6 describes the experimental way of establishing a Feshbach resonance
as an interaction varying knob in our 2D Hubbard system. We first present the
characterization of a 40K Feshbach resonance in optical lattice with an increased
precision. Then, we present the interaction spectrum around this Feshbach resonance
with confinement induced and deeply bound molecular states observed different sides
of the Feshbach resonance.
Chapter 7 concludes the thesis with a summary and outlook.
Appendices include a discussion of the surface potentials, caused by the atoms
which accumulates over time on the surface of our super-polished substrate, interfering
with the lattice potential and the system's homogeneity. The rest of the appendices
includes the publications that are directly relevant for the discussions in this thesis.
23
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Chapter 2
Ultracold Fermions in Optical Lattice
In this chapter, we describe basic principles of the theoretical models used for the work
in this thesis. Section 2.1 explains optical dipole potential as the main mechanism
of atom-light interaction in optical lattices and for imprinting arbitrary potentials.
Section 2.2 describes the behavior of fermions in optical lattices when no interaction
is present. Our goal, however, is to simulate strongly correlated materials, which
requires atoms to interact. Section 2.3, therefore, explains the Fermi-Hubbard model,
which is a simple yet powerful tool to study interacting fermions in a lattice in the
tight-binding limit. Tunability of atomic interactions via Feshbach resonances is an
important feature of our experiment to probe the Fermi-Hubbard physics. The last
section 2.4, therefore, discusses the Feshbach resonance and how it modifies the energy
spectra in an optical lattice.
2.1 Optical Dipole Force
A laser field produces both conservative and dissipative forces onto an atom. The
conservative part is known as optical dipole force. In this section, we will derive the
optical dipole force using a semiclassical approach.
Laser field is defined classically in this model as E = E0 cos(wt - kz) Bz. This field
induces a dipole moment of -er = coXE onto an atom, where EoX is polarizability of
the atom. Interaction energy of the dipole interacting with the electric field is given
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by
1 21U = coxE2 =-er -E. (2.1)2 2
A two level atom's reaction to this interaction can be derived from the optical bloch
equations. The induced dipole moment of the atom oscillates both in phase and in
quadrature with the oscillating electric field as following
e (r) = e (11 r 12) {ucos(wt - kz) - vsin(wt - kz)}, (2.2)
where u and v are equatorial components of the bloch vector. Therefore, the force
applied onto an atom by the light field is given by
F = -e (r) VE (2.3)
= -e (11 r 12) {ucos(wt - kz) - vsin(wt - kz)} {VEocos(wt - kz) + Eoksin(wt - kz)4.
(2.4)
Time averaging of this expression gives
- e (11 r 12)F 2) uVEo - vEoks}. (2.5)
Plugging in u and v and Rabi frequency, Q = e (1 r 12) Eo/h, we obtain two terms for
the force corresponding to dissipative and conservative forces as following
F Q2/2 M _ VI_12
F=hk- Z- (2.6)2 6 2 +Q 2/2+F 2/4 4 62 +Q 2 /2+r2/4'
Dissipative Force Conservative Force
where 6 = w-wo is the detuning between the laser frequency and the atomic resonance
and F is the radiative decay rate of the excited state. The second term in this
expression describes the optical dipole force. This force goes to zero on resonance
(6 = 0), and for high detunings (161 > F), it becomes the derivative of the a.c. Stark
26
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S S
6<0 6>0
Figure 2-1: Optical dipole potentials for red detuned and blue detuned beams. State
11) and 12) represents ground state and excited state of an atom, respectively. Red
and blue disk represents Gaussian beams which are responsible for the energy shifts.
shift given by
(hQ 2 \ hQ 2  h F I
Fdipole -V -46 Udipole =4 -8 'a'(2.7)
where I is light intensity and Isat is the saturation intensity. Note that these expres-
sions do not contain the counter-rotating term, assuming w + wo > w - wo . For
positive (blue) detunings, 6 > 0, dipole potential increases with the light intensity
and vice versa for negative (red) detunings, 6 < 0. Therefore, a tightly-focused laser
beam repels atoms if the detuning is positive, whereas it attracts if the detuning is
negative as shown in Figure 2-1. The former configuration is used in atomic physics
experiments as optical plug and for creating sheet potentials [18, 58], while the lat-
ter configuration is widely used for optical dipole trap (ODT) and optical tweezers
[34, 35, 48]. Optical lattices can use both configurations depending on the experiment.
The dissipative force, described in the first term of Equation 2.6 is also known as
the scattering force. It describes the force that an atom experiences while absorbing
photons. This force, decreasing away from resonance, is responsible for the heating
process in an optical dipole trap. Since the scattering rate is scaled as 1/62, whereas
the trapping potential is scaled as 1/6 (equation 2.6), ODTs usually operate at large
detuning and high laser power.
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An optical lattice is another application where the optical dipole force is the
dominant effect. Created by two counter-propagating beams of linearly polarized
light, an optical lattice is a standing wave. Its total electric field is given by
E = Eo{cos(wt - kz) + cos(wt + kz)} = 2Eocos(kz)cos(wt) . (2.8)
The dipole potential created by this electric field is
Udipole = Uocos 2 (kz), (2.9)
where U0 is the lattice depth. For a red detuned lattice, atoms are trapped at the
anti-nodes of this periodic potential, and vice versa for a blue detuned lattice.
2.2 Non-Interacting Fermions in Optical Lattices
When non-interacting fermions experience an optical lattice potential, their energy
dispersion curve and wavefunction get modified. In this section, we will describe this
problem for a 1D lattice. Generalization to a 2D square lattice or a 3D cubic lattice
is trivial since the three spatial axes are decoupled in this problem.
Hamiltonian of the system is given by
p2 h2
H = + V(x) = V2 + V(x) with V(x) = Vocos2 (kx). (2.10)2m 2m
According to Bloch's theorem, in the presence of periodic boundary conditions, eigen-
states can be expressed as
(X) = eiqx/hU n)(x), (2.11)
where u' is a periodic function with the same periodicity as the lattice (u n(x) = U"(X+
a)). They are labeled by the band index, n, the quasimomentum, q. Considering
un(x) has the same periodicity as the lattice and expressing it in Fourier basis, eigen
functions, #qn)(x) take the form of
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O5n)(x) = C(nq) ei(q/h+2sk)x (2.12)
S
This form implies a restriction for the quasimomentum to be -hk < q < hk. The
restricted region is also called the first Brillouin zone. Similarly, the potential energy,
V(x), can be expressed in Fourier basis as
V(x) = V cos2 (kx) ZVre 2 kx, (2.13)
r
with only non-vanishing components being V = V/2 and V 1 = V/4. Plugging
O5n) (x) and V(x) back into the Schrodinger equation and expressing the Hamiltonian
in a matrix form in the basis of ei 2skx, we have
(2s + q/hk)2 Erec + Vx/2 if Is - s'| = 0,
H ,ci'q) = E "(n) (nq) with Hss, = V/4 if Is - s'j = 1,
0 otherwise.
(2.14)
Erec = 0 is the recoil energy, a commonly used unit for lattice depth. This Hamil-
tonian can be diagonalized and the resulting band structure, with n being the band
index, and it can be plotted for various lattice depths.
As shown in Figure 2-2, when there is no lattice, band structure is just a free
particle dispersion reflecting off the boundaries of the first Brillouin zone. As the
lattice depth increases, the band gaps open up and the bandwidths get narrower. At
high lattice depths, the lowest bands flatten and they can be treated as harmonic
oscillator levels with the spacing of
hw= 4 - (2.15)
Erec Erec
Bloch wave functions describe the states with a particular quasimomentum and
a band index and they are maximally delocalized in position space. Atoms, on the
other hand, tend to localize in individual lattice sites at the typical lattice depths
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Figure 2-2: Band structure of a non-interacting fermion in a ID optical lattice. Dis-
persion relations are plotted in the range of +q/hk for 5 different lattice depths, 0 ER,
4 ER, 8 ER, 12 ER, 16 ER, from left to right. Energy values shown on y axes are nor-
malized by Erec. Blue, red and greed lines represent ground, first excited and second
excited bands, respectively.
we work. Therefore, it is convenient to switch to an orthonormal basis, where the
eigenfunctions are maximally localized. The eigenfunctions in this new basis are called
Wannier functions and, in terms of Bloch functions, they are defined as
wn(x - Xj) = > e-4xi# n)(x), (2.16)
q
where L is the total number of lattice sites, xi is the position of the ith lattice site
and the sum is over the first Brillouin zone. Figure 2-3 shows how Wannier functions
gets more localized with increasing lattice depth.
As lattice depth increases, Wannier functions converges to harmonic oscillator
wave functions. In this regime, the overlap between different Wannier orbitals at
different sites becomes negligible. If atoms are initially prepared in the lowest band,
the dynamics can be described by the lowest band Wannier functions in the neigh-
boring sites. With this tight-binding approximation, wave function of an atom can
be expanded as
TI(x, t) = (t)wo(x - Xi) (2.17)
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Figure 2-3: Wannier functions for the lowest band with various lattice depths. The
gray area illustrates the lattice potential. Different colors represent Wannier functions
at different lattice depths as specified in the legend.
The equation of motion then becomes
a
ihnb #(t) = -t (vi+1(t) + bi 1 (t)) + V(xi)v/i(t) + Eo'i(t), (2.18)
where Eo is the onsite energy shift and t is the nearest neighbor hopping amplitude,
given by
t = - dx w*(x) ( 2 + V(x) wO(x - xi 1 ).J_'0 1 * W 2m (2.19)
Combining equations 2.16, 2.17 and 2.18 the dispersion of the lowest band becomes
EO = -2tcos(ka), (2.20)
where a is the lattice spacing.
2.3 The Fermi-Hubbard Model
The tight-binding approximation and restricting the atoms to the lowest band are the
key assumptions of the Fermi-Hubbard model. The last ingredient to obtain the full
model is an interaction term to be added into the Hamiltonian. In ultracold atoms
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experiments, the dominant effect for the interations comes from the s-wave scattering.
This interaction can be approximated as a delta function, given by
4'jrh2a8V't(r) = 6(r), (2.21)
m
where as is the s-wave scattering length. The associated interaction energy term only
appears when there are two atoms in one lattice site. It is expressed in field operator
formalism as
Hint = - z d3r4(r),(r),P(r)?,(r), (2.22)2 m
where - denotes the spin. The field operators describe creation and annihilation of a
Wannier state with a given spin and position. A field operator for a single-band has
the form of
M
= w*(r - rj)8 , (2.23)
j=1
where Qja and 8! are fermionic annihilation and creation operators, respectively.
Combining the interaction term with the rest of the Hamiltonian and writing them
in the second quantization formalism, we obtain the Fermi-Hubbard Hamiltonian as
following
ft = -t at + i , - 3 . (2.24)
(i,j) ,, i,o' ia
ni, = lo-4-, gives the total number of atoms and pi, is the chemical potential for spin
state -at lattice site i. Since the optical lattice is formed by retro-reflected Gaussian
beams, they form an underlying harmonic potential along their radial directions.
In 2D, this changes the chemical potential of the sites radially. The local density
approximation is applied to include this harmonic confinement in the Hubbard model
and pi, becomes Ir, assuming the number of different spins are balanced.
Two critical parameters in the Fermi-Hubbard Hamiltonian are the tunneling ma-
trix element, t, and the interaction matrix element, U. Different relative strengths of
these parameters together with the chemical potential usually determines the char-
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acter of emerged many-body states in the system. The Tunneling matrix element,
given in Eq. 2.19, exponentially decreases with increasing lattice depth in the limit
of deep lattices. The interaction matrix element is given by
4wrh2a8U - 4 drIw(r)m (2.25)
For deep lattices, where the Wannier function can be approximated to the ground
state of a harmonic oscillator, U becomes proportional to (V/Erec)3 /4 . Therefore,
increasing U suppresses the probability of two atoms to be at the same lattice site.
Different behaviors arise out of the competition between U and t. For example, a
metallic state is observed when U < t and the chemical potential is within the first
band since the atoms are encouraged to tunnel without much penalty of being in the
same site. If the chemical potential increases above the first band, the sites get filled
and a band insulator state appears. When U > t, at half-filling and the chemical
potential is in the middle of the first band, atoms stop tunneling because of the high
on-site interaction even though the band is only half-filled. This interaction driven
insulating state is called the Mott insulator.
In order for a Mott insulator state to occur, thermal energy of the system has to
be smaller than U. At this regime, even though no charge tunneling occurs, spins
exchange can still happen via a second order tunneling process. Energy scale for this
process is proportional to t 2/U, and in order to observe a spin order, the temperature
should be kT ~ t 2/U. For repulsive interactions, U > 0, having an opposite spin in
neighboring sites lowers the energy, and therefore, an antiferromagnetic spin ordering
forms.
Even obtained after various simplifying assumptions, the Fermi-Hubbard model
still successfully captures the physics of various states we mentioned. Furthermore,
the Hubbard model is believed to capture is cuprate superconductors [55]. These
materials shows antiferromagnetic properties at half-filling, as the Hubbard model
predicts, and upon doping, a superconducting phase arise in low enough temperatures
as shown in Figure 2-4.
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Figure 2-4: Phase diagram of cuprates. Zero dopand concentration here corresponds
to half-filling point, where average particle per lattice site is 1. The asymmetry
between the right and left hand side arises from next-nearest neighbor interactions.
Figure adapted from [17]
2.3.1 Attractive vs. Repulsive Interactions
One of the interesting features of the Fermi-Hubbard model is the mapping between
the repulsive (U > 0) and the attractive (U < 0) intreactions. These two regimes
can be connected with a particle-hole transformation on a bipartite 2D lattice at
half-filling. This means the energy spectrums and the observed states can directly
be connected between U > 0 and U < 0. Before applying the transformation, let's
rewrite the Fermi-Hubbard Hamiltonian for spin t and 4 and with the chemical po-
tential is shifted, so that 1- = 0 corresponds to half-filling. In order to connect the
physical states between two regimes, a Zeeman energy, h, is also added. The new
form of Hamiltonian reads
H = -t Z T &i j+UZ (nit- -) (nj1 -) -Zi(njt+i4- 1) -hi Z(iiT-mi2
2ij, 2 i i
(2.26)
Then, the particle-hole transformation for 2D square lattice applies as
cT 4 cit, ci4 = casv ( (-1)ixivc, (2.27)
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Figure 2-5: Mapping between attractive and repulsive Hubbard models. Blue and red
color represent fermions with different spin states. The top row illustrates the particle-
hole transformation which connects the attractive and repulsive Hubbard models. The
following rows shows the mapping between selected states on the repulsive and the
attractive sides based on this transformation. Figure adapted from [40]
This transformation does not change the spin t while changing spin 4 as, nmj +-+ 1-ri4 .
As a result, U becomes -U, and pi and hi exchanges their roles. The transformed
attractive Hamiltonian reads
Htr t j nT- (j
2i
- i Z T ~( - nj) - hi Z(niT + n( 1)
(2.28)
Therefore, a half-filled Mott insulator on the repulsive site corresponds to a charge
density wave (CDW) on the attractive site. Depending on the spin ordering of Mott
insulator, corresponding CDW also forms order as shown in Figure 2-5.
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2.4 Tuning Interactions via Feshbach Resonances
Making use of Feshbach resonances, both signs and strengths of the interactions
can be modified in a highly controllable way. The theory and various applications
of Feshbach resonances have been extensively studied and a detailed review can be
found at [15]. In this section, we describe the basic picture when two atoms interact
through s-wave interactions and what happens when these atoms are in the same site
of an optical lattice.
Two nearby atoms modify each other's electronic wave functions and induce elec-
tric dipole moments on each other. From the interaction of these induce dipoles, Van
der Waals potential arises. The scattering length, as, describes the strength of the
interaction in this picture and it is directly related to how much phase shift wave
function of an atom acquires after each scattering process as k cot 6 ~ 1/as, where k
is the collisional momentum. A Feshbach resonance happens when the phase shift is
the odd multiples of 7r/2, where the scattering length goes to infinity.
The scattering length can be controlled via changing magnetic field. The way
this scheme works is shown in Figure 2-6. A molecular state, with a total magnetic
moment different than two colliding atoms' total magnetic moment, shifts relative to
the initial state at different magnetic fields. The resonance occurs when the molecular
bound state energy overlaps with energy of the initial state. The scattering length
diverges at this point. Change of the scattering length around a Feshbach resonance
with respect to magnetic field is given by
as(B) = aBG(1- BAB) (2.29)
where aBG is the background scattering length away from the resonance, B0 is the
position of the resonance and A is the width of the resonance (Figure 2-7).
On the repulsive side of the resonance (a, > 0), a molecular state becomes avail-
able. Energy of this state around the resonance is given by
Eb 1 2, (2.30)2p a'
36
Energy
Bound State
En argy
60 Magnec Fild
Interatomic Distance
Figure 2-6: Description of a Feshbach resonance. Red and blue curves represent
interatomic potentials of open channel (no bound state) and closed channel (with
bound state), respectively, for two interacting atoms. Red dotted lines shows the
total energy of the atoms. Blue dotted line show the energy of the bound state.
The distance between these states can be tuned with magnetic field since they have
different total magnetic moments. The inset shows how red and blue channels move
with magnetic field in this example. A Feshbach resonance happens at the magnetic
field where the energy of the bound state and the free atomic state overlaps. Figure
adapted from [52]
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Figure 2-7: Scattering length and bound state around a Feshbach resonance. 0 on
the x axis corresponds to the Feshbach resonance. Blue lines represent the scattering
length normalized the background scattering lenght. Red line shows the energy of the
bound state, normalized by the energy difference between the closed and the open
channels at A away from the resonance. Figure adapted from [89].
where y is the effective mass of colliding atoms. Away from the resonance, following
the reasoning shown in Figure 2-6, energy dependence goes back to Eb = 6A - B,
where 6p is the difference in magnetic moments of the bound state and the free
channel (Figure 2-7). This state can be accessed starting from the attractive side and
performing a Landau-Zener sweep across the resonance. The obtained loosely bound
pair is called a Feshbach molecule. Going further into the repulsive side tightens the
pairs and a BEC of molecules can be formed. Existence of the bound state also effects
the stability of free atoms on the repulsive side. The unbound atomic states become
unstable close to the resonance via the mechanism of decaying into the molecular
state and releasing the energy difference into kinetic energy.
Combining Feshbach resonances and optical lattice offers a great flexibility to
probe the Fermi-Hubbard model in various interactions. However, at low lattice
depths, different bands get mixed as the interaction energy increases, and the problem
exceeds the limits of single-band Hubbard model. At high lattice depths, where every
lattice site can be approximated as a harmonic potential, an analytical solution to
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Figure 2-8: Energy spectrum of two atoms in a 3D harmonic trap versus scattering
length. The energy axis is normalized by the harmonic oscillator level spacing, hw,
and the scattering length is by the background scattering length, ao. Figure adapted
from [9].
this problem exists. This problem of two atoms in a harmonic trap can be solved
analytically by modeling the interaction potential as a regularized delta function 191.
Solutions for the 1 = 0 energy eigenstates in a 3D harmonic trap with respect to
the scattering length is shown in Figure 2-8. Interaction energy, given in Eq. 2.25,
holds for small interaction strengths, where the interaction energy, U, is significantly
smaller than the band gap. As the scattering length gets larger, the interaction energy
starts deviating from the linear dependence, and finally, it saturates at the band gap
energy.
As an example of applying this result to an optical lattice, the energy spectrum of
40K atoms in a 3D lattice is shown in Figure 2-9 [891. As seen in Figure 2-9, if we start
with two atoms on the same site and sweep the magnetic field from the repulsive side
to the attractive side, atoms get transferred to the next higher band. This effect has
been observed in [53, 47]. Bound state is also modified in the presence of an optical
lattice. It appears at a higher magnetic field of BO + A as opposed BO, observed in
free space. This state is also called confinement induced bound state.
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Figure 2-9: Two interacting atoms in a 3D harmonic potential. The Feshbach res-
onance used in this figure is a 40K s-wave resonance of IF = 9/2, mF = 9/2) and
IF = 9/2, mF = 7/2) mixture at 202.1 G, shown in the inset. As going from, repul-
sive to attractive, repulsively bound pairs end up one higher band. As going from
attractive to repulsive, the first band turns into a confinement induced molecular
state, which then connects to a a deeply bound molecular state. Figure adapted from
[89].
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Chapter 3
Quantum Gas Microscopy with 40K
This chapter consists of two parts. Section 3.1 is an overview of how our quantum gas
microscope works, while section 3.2 explains what it is capable of by presenting the
initial results we obtained. Manipulation of the atoms under this quantum microscope
that we present later in this thesis is based on updates to what is described in this
chapter. Further details for the first part can be found in previous theses, [30, 69,
11], and the research presented in the second part can be found in the following
publications,
L. W. Cheuk, M. A. Nichols, M. Okan, T. Gersdorf, V. V. Ramasesh, W. S. Bakr,
T. Lompe, and M. W. Zwierlein, "Quantum-Gas Microscope for Fermionic Atoms",
Phys. Rev. Lett. 114, 193001 (2015). Included in Appendix B.
L. W. Cheuk, M. A. Nichols, K. R. Lawrence, M. Okan, H. Zhang, and M. W.
Zwierlein, "Observation of 2D Fermionic Mott Insulators of 40K with Single-Site
Resolution", Phys. Rev. Lett. 114, 193001 (2016). Included in Appendix C.
L. W. Cheuk, M. A. Nichols, K. R. Lawrence, M. Okan, H. Zhang, E. Khatami,
N. Trivedi, T. Paiva, M. Rigol, and M. W. Zwierlein, "Observation of Spatial Charge
and Spin Correlations in the 2D Fermi-Hubbard Model", Science 353, 1260 (2016).
Included in Appendix D.
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3.1 How to Make the Microscope Work: An Overview
3.1.1 Preparing Atoms for Microscopy
The experiment employs two atomic species, fermionic 40K and bosonic 23Na. [30].
40K is the main workhorse for our fermion microscope, whereas 23Na is used to sym-
pathetically cool 40K atoms.
Each experimental sequence starts with a dark-spot magneto-optical trap (MOT)
of 23Na atoms, loaded from a zeeman slower. 23Na atoms are optically pumped to
IF = 2, mF = 2) state after the MOT. Then, 40K MOT is loaded from a 2D MOT
again followed by an optical pumping, which pumps 40K atoms into the IF = 9/2, mF = 9/2)
state.
Atoms are transferred into a magnetic trap from MOT, followed by a horizontal
transport to the axis of the microscope objective by 12 mm and vertical transport by
9 mm upwards as shown in Figure 3-1.
At this position,we achieve sympathetic cooling in the magnetic trap with a re-
pulsive beam focused on to the middle of the trap to act as a plug. As a side note to
justify the optical pumping we have just described, in order for this cooling to work,
states of 23Na and 40K atoms have to satisfy two conditions, which are being mag-
netically trappable and being stable as a mixture. The only combination satisfying
both conditions are IF = 2, mF = 2) for 23Na and IF = 9/2, mF = 9/2) for 40K. The
cooling itself is done by an RF evoporation of 23Na atoms, leaving cold 40K atoms at
10 piK behind.
We transfer the remained 40K atoms into a crossed optical dipole trap (ODT).
Atoms are transferred into 19/2, -9/2) state at this point, and then, a spin mixture
of 19/2, -9/2) and 19/2, -7/2) is created for further evaporation. These spin states
also act as effective spin up and spin down states in optical lattice for the experiments
we describe later in this chapter.
Experimental sequence continues with a vertical optical transport for - 2 mm until
the atoms are ~ 100 pm away from the super-polished substrate, which is a part of
the solid immersion lens shown in Figure 3-1. This transport is done by moving both
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Figure 3-1: Transport diagram. This figure illustrates the atomic transport from the
MOT location to the single site imaging plane. Atoms are loaded into the MOT,
12 mm away from the objective axis horizontally. The vertical MOT beam is re-
flected from a combination of A/4 wave plate and a mirror, sitting on top of the
vacuum window and located right next to the hemisphere glass. Atoms are trans-
ported magnetically from MOT to the magnetic trap position before they are loaded
in into the ODT. The optical transport consists of two part. The first part is done by
moving the ODT beams simultaneously, which brings the atoms 100 Am away from
the super-polished substrate. Here, atoms are transferred into the accordion beam,
which is reflecting off the substrate at -1'. Finally, the transport scheme is com-
pleted by changing the angle of the accordion beam to 5.80, which brings the atoms
~ 10 pm for single site imaging.
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beams of crossed ODT simultaneously, using shear mode acousto-optic deflectors [11].
For the imaging, atoms have to be only ~ 10 pum away from the substrate and
populating only one vertical layer of optical lattice. Another transport scheme comes
into play at this stage since the further transport we need to do is less than the
ODT beam size. We used an accordion beam to do the last piece of transport for
us. This beam reflects of the substrate with a certain angle and form a lattice along
vertical direction. We dynamically tune the lattice spacing by changing the angle
of incidence, using a galvo mirror 'in the optical path (see [11]). Using this method,
atoms are brought to 10 pm away from the substrate, populating only one vertical
layer.
Before we load the atoms into the optical lattice, we transfer them to another
crossed ODT to do the final evaporation and to have a controlled transfer to optical
lattice. One of the beams forming the crossed ODT reflects off the substrate at 5.80,
providing the vertical confinement whereas the other beam is sent through the mi-
croscope objective, providing radial confinement. Those beams are named "5 degree"
and "dimple" beams, respectively.
This whole procedure prepares the atoms for any experiment to be performed in
an optical lattice. The optical lattice is formed by two perpendicular retro-reflecting
beams at 1064 nm. These beams also reflects of the surface at 10.8', forming 541 nm
lattice spacing in x - y plane and 3 pum spacing in vertical direction. After the
final evaporation, lattice beams are increased to a desired value for any experiment.
Finally, they are further increased to the "freezing" depth together with another
lattice beam in z direction to pin down the atoms in 3D and perform the single-site
imaging, which is described in the next section.
For more details on this section, please see Lawrence Cheuk's thesis [11].
3.1.2 High Resolution Microscopy
Site-resolved imaging of ultracold atoms in an optical lattice has two main challenges.
The first challenge is having a high enough optical resolution to resolve each lattice
site. Having the atoms in a vacuum with a vacuum window between the atoms and
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NA = 0.6 xt
Figure 3-2: Imaging with a solid immersion lens. This lens consists of three optically-
contacted pieces: a super-polished substrate on the vacuum side, the vacuum window,
and a spherical cap outside of vacuum. They add up to a complete hemisphere, which
increase the solid angle that the imaging system can capture, and therefore, increase
the numerical aperture from 0.6 to 0.87. Moreover, the substrate surface becomes the
reference point for the optical lattice phase since the lattice beams are reflecting off
the surface. The lattice beams are shown in red, and the raman and optical pumping
beams are shown in blue. The beams in y direction are not shown in this figure for
clarity. Figure adapted from 114].
microscope objective gives an additional source for abberation as well as putting a
constraint to the working distance.
We tackle this problem by making a solid immersion lens out of the vacuum
window by optically contacting two more glass pieces to it as shown in Figure 3-2.
This method not only minimizes the abberations due to the flat glass surface, it also
increases the numerical apperture from 0.6 to 0.87, giving a diffraction limit of ~
500 nm. This design also enables having a super-polished coating on the substrate
surface in the vacuum side, reflecting the lattice and ODT beams at 1064nm while
transmitting atoms' florescence and the dimple beam, below - 830 nm.
3.1.3 Site-Resolved Florescence Imaging
Solving the first challenge brings the next one, which is collecting enough florescence
from each atoms while keeping them pinned down to their lattice sites during imaging.
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We need -1000 photons per atom in order to have high enough signal to noise on
our camera. This requires -5000 spontaneous emission per atom, given that the
photon collection efficiency is 0.2 in our setup. This process happens in a deep lattice
in order to mitigate the recoil effect caused by spontaneous emission, which heats
up the atoms and makes them leave their sites. In our experiment, the depth is
1000 ER, where ER= 2 , a is the lattice spacing, and m is the mass of a "K
atom. In this regime, atoms can be treated as particles in isolated harmonic traps.
Even though the deep lattice significantly suppresses the heating effect, it still leaves
a finite chance for the atoms changing their motional states by An = 1 after each
spontaneous emission. Probability of this event happening is given by Lamb-Dicke
parameter squared, q2 = Ak2 a2 , where a = h is the harmonic oscillator length
and hAk is the momentum transfer due to the imaging beams. Given that 7 = 0.2 for
our lattice depth, ~500 spontaneous emission processes are enough to give An = 4
on average. Once the atoms are in higher motional states of their harmonic wells,
they start tunneling around and imaging fidelity decreases.
Therefore, atoms need to be cooled simultaneously during the imaging. In order
to tackle this problem, we employ 3D Raman sideband cooling while there are other
methods available, used by different quantum gas microscopes [37, 22]. The scheme
we use, shown in Figure 3-3, has two main parts. First part is a Raman transition low-
ering the motional state of atoms by An = -1 while changing the internal state from
IF = 9/2, mF = -9/2) to IF = 7/2, mF - 7/2). The second part is an optical pump-
ing process cycling the atoms back to 19/2, -9/2) state and creating spontaneously
emitted photon for the site-resolved imaging.
The Raman lasers are detuned by ~ -50 GHz from the D2 transition in order
to suppress the excited state population. The optical pumping is performed on DI
transition. This allows us to filter out the stray light produced by the Raman light
and going into the camera. There are two optical pumping light in the scheme,
both having o-- polarization. The first one is on F = 7/2 -+ F' = 9/2 transition,
completing the cooling cycle. The second one is on F = 9/2 - F' = 7/2, pumping
the atoms that decay to IF = 9/2, mF = -5/2) back to IF' = 7/2, m'F -7/2).
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Figure 3-3: Raman cooling scheme. Raman beams are shown in blue, optical pumping
beam is shown in green dashed line, and fiorescence photon is shown in green wavy
line. The lattice potential can be approximated as harmonic potential per lattice site
in this regime. Two harmonic potentials in the figure correspond to two different
internal states of 40K. Raman beams initiate a two photon transition, decreasing
the motional ground state by one quanta. Atoms are then recycled by the optical
pumping beam. Spontaneously emitted photons are collected for the site-resolved
imaging. Figure adapted from [14].
Detuning of the optical pumping lights is another important consideration in our
experiment. In the presence of the lattice potential, atoms experience an anti-trapping
potential in the excited state. In the case of 4 0 K and 1064 nm lattice, this anti-
trapping potential is - 5 times stronger than the trapping potential of the lattice in
the ground state. Therefore, both pumping lights are -80 MHz detuned from their
specified transitions in the previous paragraph.
As a result, in this scheme, we collect -5000 photons per atom in 1 second with
a -30 seconds lifetime. This is enough to give us site-resolved imaging as shown on
the left in Figure 3-4. We measure 640 nm FWHM of point spread function (PSF).
The raw images are then reconstructed for identification of atoms' position. This
procedure consists of lattice axis and lattice spacing identification, image deconvolu-
tion since the measure PSF is slightly larger than the lattice spacing, identification
of lattice phases, and identification of occupation, respectively [14]. Reconstruction
transforms the raw images to binarized images of lattice sites with occupation of 0 or
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Figure 3-4: Site-resolved images of 40K atoms in a 2D plane. The figure on the left
(right) shows a raw image (binarized image). Every yellow spot corresponds to one
atom. The camera collects -1000 photon per second per atom. The PSF is calculated
using the average profile of isolated atoms. Then, a deconvolution algorithm is ap-
plied to improve the resolution. Finally, the images are binarized with determined a
treshold between the average intensities of occupied and empty sites. Figure adapted
from [14].
1 as shown on the right in Figure 3-4.
To characterize the imaging fidelity, we take a series of pictures of the same sample
and identify the hopping rate and loss rate between each reconstructed frame. From
this, we estimate the imaging fidelity to be ~ 95%.
3.1.4 Spin-Sensitive Imaging
Even though we have two spin states, 19/2, -9/2) and |9/2, -7/2), to begin with,
the Raman imaging is not able to differentiate them. Therefore, for the experiments
where spin information is needed, we remove one of the spin states before the imaging.
We realize this by transferring one of the spin states to F=7/2 manifold selectively
with a microwave sweep, and blasting the remaining atoms away with a resonance
pulse. This method allows us to obtain statistical averages for each spin states over
many experimental runs and to study the physics of spins in addition to charges.
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3.1.5 Parity Imaging Problem
Having the atoms in a tightly confined lattice during the imaging has one drawback.
When two atoms are in the same lattice site, near resonant imaging light initiate a
decay into a molecular state. Energy difference between the bare atomic states and
the molecular state is converted into kinetic energy, which causes atoms to get lost.
This phenomenon is called ligt-assisted collisions in literature [79, 21]. Therefore, the
imaging process projects the initial number of atoms in a given lattice site into the
parity of this number.
One approach for imaging doubly occupied sites indirectly is turning them into
singles beforehand by resonantly blasting one of the atoms away [56]. This scheme is
still in progress in our experiment with 80% achieved imaging fidelity so far.
3.2 Initial Experiments with the Microscope
Having a quantum gas microscope with a site-resolved imaging provides unique ways
of performing measurements. In this section, we present the initial experiments with
those measurements. We start with observation of metallic and insulating states in
real space. Then, we continue with our next results on spin and charge correlations in
2D Fermi-Hubbard model, where the position as a directly accessed local observable
is studied.
3.2.1 Observation of Metals and Insulators
The first study performed with our microscope was observing metallic, Mott insulator
and band insulator states with single-site resolution. Following the realizations in
bosonic microscopes [3, 76], our experiment opened a new era for fermion microscopes
to study 2D Fermi-Hubbard model in interesting regimes together with the Lithium-6
microscope at Harvard [13, 32]. This observation not only verifies that our system
can simulate 2D Fermi-Hubbard model, it also provides insights for local observables
that we can access and experimental tools we can use to probe different regimes of
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the Fermi-Hubbard model by changing interaction energy, hopping energy, chemical
potential, and filling.
The Fermi-Hubbard hamiltonian we study in this experiment is following
H = -t ( ja + h.c.) + U injij +5 (Vi - [o)fli,
where a4, (4T) is the fermion annihilation (creation) operator for spin - = {t, 4}
on site i, ni, = aT ,, is the number operator on site i, and angle brackets indicate
summation over nearest neighbors.
The first term describes the hopping action between nearest-neighboring sites,
t being the hopping energy. The second term represents the interaction for two
atoms being in the same site, U being the on-site interaction energy. U and t can
be tuned by changing lattice depths as well as U can independently be tuned via
Feshbach resonances. The last term describes the local chemical potential modified
by the overall trapping potential, using local density approximation. po is the global
chemical potential and V is the on-site energy due to the overall trapping potential.
The overall potential is harmonic, created by the lattice beams and the dimple beam
and can be tuned by changing the light intensities. Therefore, the trapping potential
is approximated by Vi = lmw2d'a2 , where m is the atomic mass, W is the global
trapping frequency, di is the distance in lattice sites from the center of the trap, and
a is the lattice spacing.
In this system, at weak interactions (U/8t < 1), metallic behavior is observed as
long as the filling is lower than 2. When the chemical potential is large enough, a band
insulator with two opposite-spin atoms per site is observed. At strong interactions
(U/8t > 1) and at half-filling, Mott insulator with one atom per site appears. Note
that, in order to observe a unity-filled Mott insulator, temperature of the system
should be much lower than the interaction energy (kB/T < U).
Setting the right values of U/8t and the chemical potential experimentally, we
indeed directly observe all three states, described in the previous paragraph, as shown
in Figure 3-5.
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Figure 3-5: Site-resolved images of metallic, Mott insulating and band insulting states.
The first, second and third columns shows metallic, Mott insulating and Band insu-
lating states, respectively. The first (second) row shows raw (binarized) images. U/8t
values are 0.33, 12.3 and 2.6, from left to right. Figure adapted from [13].
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Figure 3-6: Detected density profiles for different temperatures. The different sets
of data points correspond different temperatures. High temperature series expansion
method is used to obtain the fitted curves. x axis is converted into u/U using local
density approximation to show the data in a trap independent way. Figure adapted
from [13].
This experiment also provides us a thermometry tool. We start with band-metal-
Mott-metal configuration, from inner to outer circles respectively. Then, we take
radial average of the cloud, assuming the overall potential is radially symmetric,
and calculate the average parity-projected filling with respect to the radius. This
configuration allows us to identify at what radius Mott insulator appears even without
having an exact unity filling. By fitting the radial profiles to numerically calculated
equation of state of the spin-balanced Hubbard model, we extract the temperature of
our system as shown in Figure 3-6.
3.2.2 Studying Charge and Spin Correlations
Having access to parity projected filling as a local observable enables studying spatial
charge and spin correlations in 2D Hubbard model with various U/t and filling. At
half-filling, antiferromagnetic spin correlations is expected to appear together with
doublon-hole bunching appearing in the charge sector. Investing the behavior of those
correlations away from half-filling is an important step towards understanding cuprate
high-temperature superconductivity. Studying these correlations in non-equilibrium
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could also shed light on the transport properties of strange metal phase and pseudo-
gap regime in the phase diagram of Hubbard model.
Parity-projected density we directly measure via the single-site imaging is given
by iidet(W = nit + nij - 2 ithi , which is equal to Mi- = - = ni - 2d
where hi = hT,i + h',i and di = fn,2 i4, z,i here is the local moment operator.
Another observable that can be measured via the spin-sensitive imaging is given by
r;n',i = kei - di. Based on these variables, the correlation signals that we can calculate
are following
m2) (i, j) (r nifn ,)
m (i ) ()
Then, we can calculate nearest-neighbor moment and spin correlators, Cm(1) and
C,(1) defined as
C 4(1) = Z Z5, -K$z2)Z
jEnni
where $2, 2 (ft,i - fq,i). In terms of the accessible observables, correlator (2,152,j
can be expressed as 1 E (rrpn,) - (r n,) [12].
After ~ 100 experimental realizations, we measure the average values of nearest-
neighbor moment correlator and nearest-neighbor spin correlator, as shown in Fig
3-7.
Having an underlying harmonic potential and applying local density approxima-
tion, we conveniently obtain the information of how moment and spin correlations
change with respect to the local moment. This gives us a direct access to Fermi-
Hubbard physics away from half-filling. Using the same information in Figure 3-7,
we plot the correlations as a function local moment in Figure 3-8.
In the spin sector, we observe negative antiferromagnetic spin correlations, reach-
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Figure 3-7: Average moment, moment correlations and spin correlations of a 2D
atomic cloud, from left to right. Blue (red) color corresponds to positive (negative)
correlations. The samples are intentionally prepared to have slightly over half-filling
in the center in order to identify the half-filled region. These images are averaged
over -100 individual shots taken at U/t=7.2. Figure adapted from [12].
ing -0.09. This value is ~ 30% of the maximum expected spin correlation for the
spin-1/2 Heisenberg model in 2D [64]. Moment correlations, on the other hand, start
at negative values at low fillings, indicating a repulsive character. Then, they cross
zero around the moment of 0.75 and become positive around half-filling, indicating a
bunching behavior.
Another way of representing correlations is two-point correlator. It indeed provides
a more clear picture in this case to understand the competition between bunching and
anti-bunching behavior. Two-point correlator, measuring the probability of finding
two moments at distance r from each other, is defined as
( h (r)fn2(0))92(r) = 2Z (3.1)( -2)2
This quantity is 1 when there is no correlation, larger than 1 for bunching behavior
and smaller than 1 for anti-bunching behavior. In this case, we focus on nearest-
neighbor correlations, so we are interested in 92(1). In Figure 3-9, we see 92(1) < 1
at low fillings as a result of Pauli suppression and repulsive interactions combined.
Consistently with Cm(1), we see a transition to a bunching behavior at high filling.
This bunching behavior can be seen in the inset picture of Figure 3-10. The appar-
ent bunching of zero moments as pairs in this picture leads to an indirect bunching
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Figure 3-8: Moment and spin correlations as a function of moment at U/t=7.2. The
green-shaded area (solid lines with triangles) correspond to NLCE (DQMC) fits for
the temperature range of T/t=0.89-1.22. Figure adapted from [12].
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Figure 3-9: Two-point correlation function g2 (1) for moments at U/t=7.2. Blue
circles are experimental data points. Blue line (gray triangles) is NLCE (DQMC) fits
at T/t=1.22. The dotted line shows the behavior of non-interacting gas. Zero doping
corresponds to the half-filling point and the doping increases away from half-filling.
Figure adapted from [12].
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Figure 3-10: Two-point correlation function g2 (1) for anti-moments at U/t=z7.2. Blue
circles are experimental data points. Blue line (gray triangles) is NLCE (DQMC)
fits at T/t=z1.22. Dotted line shows the behavior of non-interacting gas. Zero doping
corresponds to the half-filling point and the doping increases away from half-filling.
The inset is a typical image taken at half-filling and showing the bunching of anti-
moments. Figure adapted from [12].
of moment. In order to see this effect more clearly, we also look at g2 (1) of zero
moments, which are also called anti-moments. This quantity, shown in Figure 3-10 is
defined as:
((1 - ;in2(r)) (1 - ;ni2(0)))92 (r) = - 2 (3.2)(I - mn2)2
This effect can be explained by considering wave function of the system. When
U > t, the ground state is a spin-singlet and the doublon density is suppressed.
At intermediate interaction strengths, doublon-hole paired states are admixed to the
ground state with the amplitude of ~ t/U, causing anti-moment pairs we observed.
[11].
Extracting correlations over larger distances are also within the capability of our
site-resolved imaging. Figure 3-11 shows moment correlations, Cm(i, j), and spin
correlations, C,(i, j) for different filling (doping) values, over +2 sites.
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Figure 3-11: Moment and spin correlations as functions of distance and moment at
U/t=7.2. Top (bottom) row shows moment (spin) correlations. Blue (red) colors
corresponds to positive (negative) correlations. Figure adapted from [12].
We can see that spin and moment correlations beyond nearest-neigbor sites are
visible. C,(1, 1) is negative at half-filling, suggesting formation of an antiferromag-
netic checkerboard formation. It goes to negative as doping increases, where Pauli
blocking becomes the dominant effect.
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Chapter 4
Imprinting Arbitrary Light Potentials
onto Atoms
The achieved optical resolution, while allowing us to resolve individual lattice sites,
also implies the possibility of imprinting potentials at the same precision level. Im-
plementing this idea opens up new ways of Hamiltonian engineering and makes the
quantum gas microscopes better equipped as quantum simulators. Depending on
their specific designs, the new generation quantum gas microscopes, powered by this
feature, can have capabilities including single-site addressing, entropy redistribution,
creating various geometrical constraints for transport experiments, creating atom cir-
cuits, and producing spin dependent lattices. Some of those applications are already
realized in existing quantum gas microscopes [88, 44, 67, 50].
In this chapter, we describe the experimental details of imprinting light potentials
and manipulating atoms with these engineered potentials under our quantum gas
microscope.
4.1 Different Ways of Imprinting Potentials
Arbitrary precise potentials can be created in quantum gas microscopes by sending
the light through the microscope objective and making use of the ability to focus the
light down to the spot sizes on the order of a lattice spacing. The light used for this
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purpose is a far detuned laser light creating optical dipole force as explained in 2.1.
The detuning can be both positive (repulsive) and negative (attractive) depending
on the desired application.
Spatial light modulators (SLMs) are used to shape the wavefront of the light in
order to obtain the desired potential on the plane of the atoms. Two commercially
available technologies, being employed in ultracold atom experiments for this purpose,
are Liquid Crystal on Silicon (LCOS) and Digital Micromirror Device (DMD). Both
have their own advantages and disadvantages.
LCOS SLMs has parallel-aligned nematic liquid crystal layer to change the phase
of the reflected light as shown in Figure 4-1. The liquid crystal layer is sandwiched
between two electrodes, one transparent and one reflective. Voltages, applied to these
electrodes, can be control pixel by pixel. Created electric field changes the angle of
liquid crystal within a pixel and the angle modifies the refractive index of that pixel.
Reflected Incoming I
wavefront wavefront
Pixel A Pixel B Pixel C
Figure 4-1: Diagram of a Liquid Crystal on Silicon (LCOS) Spatial Light Modulator.
The elliptical shapes represents the liquid crystal within the SLM. Blue dashed (red
solid) lines corresponds to the incoming (reflected) wavefronts.
LCOS SLMs are very efficient at creating digital holograms with detailed struc-
tures. A successful application can be found in Alexander Lloyd Gaunt's thesis [29],
chapter 4). However, there are several concerns about them regarding their use in ul-
tracold atom experiments. One issue they have is pixel flickering. The liquid crystals
are controlled by an AC signal in order to minimize the charge leakage between the
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electrodes and this signal causes phase fluctuations on the reflected light. This tech-
nology is still in progress for minimizing the flickering [28, 90]. Typically, frequency
of this flickering changes between 30-300 Hz. This range corresponds to typical trap
frequencies and heats up atoms in trap. Another limitation is the response time of
crystals, at about tens of milliseconds. Therefore, the frame changing speed is limited
for dynamical applications. In addition, their cost is about $15-20k, making them
about ten times more expensive than their alternatives, DMDs.
DMD is the other solution for creating arbitrary potentials. A DMD is an mirror
array, consisting of more than a million micromirrors. Each micromirror, correspond-
ing to a pixel, sits on a torsion hinge as shown in Figure 4-2. Two electrodes on
each side of the hinge control the motion of the mirror and put micromirror into
"on-state" or "off-state." The information is stored with a CMOS underneath each
micromirror as 0 or 1, corresponding these two positions. The micromirrors update
to their position synchronically with a clock pulse, based on the information stored
in each CMOS.
asereminMr 0-- mior
Figure 4-2: Schematic of a micromirror in a DMD. The reflected light is split into
two directions depending on a micromirror is in on-state or off-state. Figure adapted
from [80].
DMDs can do both amplitude and phase modulation. If a DMD is placed in the
image plane of the imaging system, whatever shape on the device is directly imprinted
onto the atoms. Having convenience as an advantage, this configuration only allows
amplitude modulation. The gray scaling can be done by adjusting magnification such
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that more than one micromirror corresponds to a lattice site. This method works
better on larger scale potentials as opposed to applications using high intensities in
small areas since the light intensity created in one lattice site is limited by the light
intensity on the specific DMD area dedicated for this site. We use this particular
solution in our experiment to create walls and box potentials for the atoms.
If the DMD is positioned in a Fourier plane, then it can do both phase and
amplitude modulation. Atoms see the Fourier transform of the DMD pattern in this
configuration. This process starts by creating a grating pattern on the DMD. Then,
smaller regions are defined within this grating to modify. Changing the position
of each small piece of grating slit changes the phase of the light reflected off that
particular region, and changing the thickness controls the amplitude. More details
on this method can be found in Philip Zupancic's thesis [91]. Since this method
uses the first order diffraction of the created grating, it can theoretically use 1/7 2 of
the incident light at most. Therefore, for the Fourier plane applications, this make
DMDs less power efficient comparing to LCOSs. This method also creates a trade off
between the resolution of phase and amplitude modulation because the thickness of
a slit is limited by the spacing between each slit.
Like LCOSs, DMDs also have a flickering problem. The mirrors reset their position
with every clock pulse applied periodically and this gets imprinted on the reflected
light. However, there are ways to prevent this flickering from happening, which we
present in Section 4.2.1.
4.2 Digital Micromirror Device (DMD)
We use 0.45 WXGA DMD & Chipset by Texas Instruments together with FlexLight
LC4500 Controller from Keynote Photonics. This kit also has a plug-in BeagleBone
board allowing quick upload of static patterns. Texas Instruments also offers a kit
for the same DMD model, but it doesn't provide the fast upload option and the flex
cable is only a few centimeters, which makes the integration with the optics setup
tricky.
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top right image shows the DMD in action, displaying the 2D box potential we create.
The red plastic piece is mounted to fix the device mechanically. The bottom row
shows the pixel configuration of the DMD and the convention for labeling the pixels.
Figure adapted from [80].
The whole kit and the pixel configuration of DMD is shown in Figure 4-3. Each
micromirror is 10.8pm diagonally and they tilt in left-right direction by t12' for their
"on-state" and "off-state." Resolution of the chip is 912x1140. The reason horizontal
direction has less pixels, even though it is the wider direction, is the numbering
convention of the diamond array, shown in Figure 4-3. This configuration modifies
uploaded image's aspect ratio by 2:1, as shown in Figure 4-4.
Thue 4-3 Dia run by two different softwares, provided by the vendors. They
are Keynote Photonics (PEM) and Texas Instrument's Light Crafter (LC4500). We
use PEM in the "static image mode," where a static pattern is uploaded and shown
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Figure 4-4: Image to pixel conversion on the DMD. The top (bottom) row shows how
an image file, consisting of horizontal (vertical) lines gets imprinted on the DMD with
a diamond pixel configuration. Figure adapted from [811.
by the DMD without any wait time. This mode is ideal for aligning a static pattern
with the optical lattice before data taking. We cannot use this for the experiment
since the mirrors flicker in this mode.
We use the "pattern sequence mode" for data taking because the flickering can
be stopped using LC4500, as explained in the next section. In this mode, a series of
images are uploaded and shown. Exposure time for each pattern can be set and the
lowest exposure for an image can be 230ps. This mode can also be used with external
triggers for starting and stopping sequence and switching frames. Up to 64 of 24-bit
images can be uploaded and shown in this mode.
The last mode is the "video mode," where the DMD is used as a computer screen
via an HDMI connection.
4.2.1 Stopping the Flickering
The flickering on the DMD is caused by "DRC STROBE" pulse. It kicks in about
every 100-500 1ps depending on the exposure time and it lasts about 5-10ps. The
amplitude fluctuates close to 50% during a flicker. A photodiode signal looking at
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the reflected light is shown in Figure 4-5. One way to eliminate the flickering is
shorting the "DRCSTROBE" pulse [80]. Once this pulse is shorted, the DMD
screen freezes, flickering disappears. The shown frame cannot be updated until the
strobe pin is disconnected from the ground. Therefore, this operation has to be done
with a switch. This method is realized, using a different DMD model, in [42].
500 us
Figure 4-5: DMD mirror flickering signal imprinted on a reflected laser beam. The
DMD operates in the pattern sequence mode with internal trigger. The reflected laser
beam is sent into a photodiode for monitoring.
We currently use another way to freeze. The DMD screen can be frozen if it is
used in the pattern sequence mode with external trigger. We use TRIGIN1 (pin 1)
connection, responsible for incrementing the patterns. When the DMD is set in this
mode, it does not flicker, and it can still switch to the next pattern with the trigger
pulse. Since the PEM software does not work robustly with external trigger, we use
LC4500 for this application. It is also important to deactivate the "Clear DMD"
option, which clears the DMD after specified exposure time. Once this is done, a
frame stays without flicker until the next trigger pulse.
In this mode, two 24-bit bitmap images can be shown at most. Twenty-four 1-
bit images can be encoded into one 24-bit image using LC4500 software. Therefore,
this method allows showing 48 patterns without flickering. The image format for
this application should be 24-bit bitmap (bmp) file with 912x1140 resolution. The
software can create those images out of 1-bit images encoding them separately by
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assigning them 8 shades of red, green, and blue. As an example an image, containing
different geometrical shapes in different 1-bit planes and combined in one 24-bit file
is shown in Figure 4-6.
Figure 4-6: An example of 24-bit image containing different frames. The image
is created using LC4500 software. Different shapes included in this image can be
separately shown on the DMD screen and the frames can be switched during the
experiment using the external trigger. Up to 48 different frames can be loaded and
shown using this method.
4.2.2 Gray Scaling
Magnification in the optics setup is adjusted such that ~20 different shades can be
applied for one lattice site. Images are prepared as binarized arrays of 912x1140.
The image half-toning process starts with defining a continuous array with a desired
gradient. Every pixel has a value between 0 and 1 in this initial array. Then, a
binarized array is created out of this array based on a chosen a threshold value. The
final step is to apply the Floyd-Steinberg dithering [27]. This is an error diffusion
method, where the error is defined as the difference between the first array and the
binarized array. The error in a certain pixel is used to change the value of the
surrounding pixels, and after each modification, the binarization is updated. As an
example, a box potential with a repulsive gradient outside is shown in Figure 4-7.
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Figure 4-7: An example of gray scaled image file to be uploaded and displayed on
the DMD. This frame is inverted once uploaded, and black region gets exposed to a
repulsive light. Therefore, it creates a 2D square box potential. The gradient outside
of the box creates a repulsive gradient, preventing the atoms outside of the box leaking
into the box. The angle is adjusted such that the box is aligned with the lattice axes.
4.3 Experimental Setup
The light source has to be chosen carefully for this application. Three important
parameters to consider are power, wavelength, and spectral width.
Since we use the single-site imaging optical path for imprinting potentials, stray
reflections from optical surfaces, such as the hemisphere and objective lenses, create
interference fringes on the plane of atoms. In order to mitigate this effect, we use a
femtosecond laser oscillator, Gigajet 20C as the light source. This laser is pumped
by a green laser at 532 nm, Verdi V18, providing 5 Watts of power. The short pulses
created in time domain gives us a broadband light source with -1 nm of FWHM. We
choose the center wavelength to be 739 nm and this gives ~240 [um coherence length.
Even though we currently work with one DMD, the experimental setup is designed
to have three image planes, providing flexibility to work with three spatial light
modulators simultaneously. The laser oscillator outputs 220 mW of power. The light
is sent through an optical isolator and coupled to a fiber. We place a notch filter
with 3nm width before the fiber to make sure only a specific 3 nm window around
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739 nm can pass through. Output of this fiber is split into three paths, all having
acousto-optical modulators (AOM) for intensity control and stabilization. The AOM
frequencies are chosen differently, 80 MHz, 100 MHz, and 300 MHz, in order to avoid
the crosstalk between the paths.
Those three paths are coupled to three different fibers and sent into their paths
for spatial light modulation. Finally, all these paths are combined and sent in to the
microscope objective. The schematic of the optics setup is shown in Figure 4-8 and
Figure 4-9 . We name these paths as DMD, Mask 1, and Mask 2, since we currently
have masks in the image plane of other two paths, creating static patterns.
Mask I Fiber PBS A 4 Translation Periscope DMD Fiber
NPBS + * stage mirror
PD
fSDMD 
PPD
To lower
f=250mm breadboard
PD
Mask 1 + 
-250mm
f=250mm Mask 2
Figure 4-8: Schematic of the optics setup for spatial light modulation (upper bread-
board). The system has three paths for imprinting three different potentials simul-
taneously. Currently, one path has a DMD, while the others have masks. The DMD
and masks are placed in the image plane, directly imprinting the created patterns
onto the plane of the atoms. All three paths are combined and sent to the periscope
mirror, which connects this breadboard to the lower breadboard shown in 4-9.
In this setup, we can have as much as 10 mW of light power used by the full DMD
screen. For the center wavelength of 739 nm, this light power creates ~17 kHz of AC
Stark shift per lattice site. Given that typical interaction energy, U, we work with
is ~1 kHz and the band gap is -7 kHz, this provides us enough power for potential
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Figure 4-9: Schematic of the optics setup for spatial light modulation (lower bread-
board). The lower breadboard combines the DMD light with the dimple light, which
is combined with the microscope imaging path later on. A monitor camera and a
photodiode is placed in an intermediate image plane to monitor the light before the
microscope objective.
imprinting within the single band Hubbard regime.
We typically operate at -1/10 of the maximum power for the geometrical box
applications. The scattering rate caused by the DMD light at this power is -0.3 Hz,
which gives us more than a second to study the relevant time scales if we want to
operate in the "bright" region of the DMD pattern. The scattering rate is not directly
relevant in the experiments we have done so far since we operate in the "dark" region,
using a blue detuned (repulsive) light to push out the atoms and performing the
experiment where no DMD light is present.
4.4 Results
We place a camera on an intermediate imaging plane between the DMD and micro-
scope objective to monitor the light pattern before going into the objective. A square
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box of 22x22 lattice sites with a repulsive gradient outside, created by the DMD on
the camera is shown in Figure 4-10. When the walls are not saturated on the camera,
the roughness inside the box is very small. In order to get an estimate for the rough-
ness, we look at the same box with different camera exposure time and light power.
We estimate the roughness (roughness height/wall height) to be less than 2%. We
also find the wall sharpness to be -0.5 lattice site, where the sharpness defined as,
the distance where the wall height drops to 50%.
0.5- . . .~- -.
0.4 % 0.8-
0.3 0.6-
0.2- 0.4
0.1- - - 0.2-
0.0' 00
0 200 40 600 800 1000 0 200 400 600 800 1000
Figure 4-10: A square box in the intermediate image plane. Two pictures in the top
row show the intermediate plane camera images of the same DMD frame, taken with
different light intensities and different exposure times. The bottom row shows the 1D
exposure profiles of horizontal cuts. We obtain the wall height from the picture on
the left. Then, we increase the exposure time and light power to have a detectable
signal of the roughness, as seen on the right. We normalize the roughness by dividing
it into the factors of increase in exposure and light power. Finally, we take the ratio
of the normalized roughness to the wall height and measure the roughness to be less
than 2%.
After checking that we can create sharp features in the intermediate image plane,
we send the imprinting light onto atoms. Example images of 2D atomic cloud with
DMD light writing are shown in Figure 4-11. We describe the applications with a
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square box, created by the DMD in chapter 5.
Figure 4-11: Example images of atoms created by the DMD
In order to see the real sharpness with the atoms, we create two walls, as shown in
Figure 4-12. Seperation between the walls is chosen to be 9 sites to avoid the effects
of the underlying harmonic potential, created by the lattice beams. We repeat this
experiment many times and post-select for the low-filled chains with 4 and 5 atoms.
Averaged distribution profiles of the chains is shown in Figure 4-12. 4 atom chains are
averaged over 935 chains and 5 atom chains are averaged over 1260 chains. The wall
thickness, the distance where the wall height drops to 50%, is found to be 1 lattice
site from these profiles.
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Figure 4-12: Measuring the DMD wall sharpness. The left column shows the raw and
digitized image of the atoms between the walls. The left column shows the average
distribution in the chains having 4 and 5 atoms. The chains having 4 (5) atoms are
post selected and averaged over 935 (1260) chains. The wall sharpness is defined
where the average density in the middle decreases to its half value, and it is found to
be at -1 lattice site, shown with blue arrows.
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Chapter 5
Atoms in a 2D Square Box
In this chapter, we present the initial experiments performed in a square box, created
by the DMD. This allows us creating various initial conditions within the box by
applying magnetic gradient tilts. A square box is also a commonly used platform in
theoretical simulations, therefore, it creates a link between our work and theoretical
studies to benchmark in both ways [73, 5]. Note that the underlying harmonic con-
finement, created by the lattice beams is not compensated for any of the experiments
presented in this chapter.
5.1 Different States in a 2D Box
The first experiment we present with the 2D box is creating metallic, Mott insula-
tor and band insulator states in the box. Obtaining those states requires making
modifications in the final evaporation, as well as the way lattice beams are increased,
therefore, it provides a good optimization tool for any 2D box experiment to be
performed. For example, the average moment in a Mott insulator created in a box
provides a thermometry tool for the atoms in the box.
The physics of creating those states are explained in Section 2.3 and the realiza-
tions without the box are presented in Section 3.2.1. The local density approximation
still holds in this problem with the underlying slowly varying harmonic potential ex-
cept at the boundaries of the box.
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Figure 5-1: Optimized beam ramps to obtain a Mott insulator a box. This stage
tranfers the atoms from an optical dipole trap, consisting of 5 degree and dimple
beams, into the optical lattice potential shaped by the DMD light. Note that only
actively changing parameters during this stage are shown in this figure. Lattice
beam power is given in terms of the lattice recoil energy, while the other beams are
normalized by their maximum powers.
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Figure 5-2: Mott insulator, band insulator and metallic states in a square box, from
left to right. The lattice depths are 11.5 ER, 14.5 ER, and 3.6 ER, from left to right.
The DMD light power is increased simultaneously with the lattice beams, as shown
in Figure 5-1 in order to have a smooth redistribution of atoms. The final evaporation
before the lattice ramp is done in a 0.7 ER lattice. The lattice ramp starts with
increasing the lattice depth to 2.4 ER in 40 ms and the DMD to the full value in 100 ms.
Meanwhile, the two ODTs, 5 degree and dimple, are turned off between 50 ms - 150 ms
and 100 ms - 200 ms, respectively. Finally, the lattice depths are increased further to
their final values, which is 11.5 ER for having the Mott insulator shown in Figure 5-2.
U/t corresponds to 14.9 in this lattice depth.
This Mott insulator consists of IF = 9/2, mF = -3/2) and IF = 9/2, mF 1/2)
mixture. Increasing the initial atom number in the box gives a band insulator.
The band insulator, surrounded by a metallic region, shown in Figure 5-2 contains
19/2, -7/2) and 19/2, -5/2) mixture, and it is obtained at 14.3 ER. A metallic state
forms in the box with a lower lattice depth. The metallic state in the same figure is
formed at 3.6 ER and with 19/2, -9/2) and 19/2, -7/2) mixture.
5.2 Expansion within Walls
In this experiment, a Mott insulator in a box is released into a bigger box. The
boxes are separately shown in Figure 5-3. The underlying harmonic potential still
exists during the expansion. This means that atoms climb up through this potential
during the expansion and the final size depends on the initial temperature before the
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Figure 5-3: DMD walls used for expansion. The images are taken at the end of
different experimental runs to see the two wall potentials separately. In the expansion
experiment, the DMD starts with the frame on the right, and switches to the frame
on the left for expansion.
expansion. Therefore, this process itself provides another thermometry tool for atoms
in the box, which could work for any initial filling. The fact that the sample gets
diluted as it expands also allows counting the number of atoms in the box rather than
measuring the parity projected density. In addition, the expansion in the lattice with
various fillings and interactions can provide insights about the transport properties
of the Fermi-Hubbard model.
The experiment starts in a 15x15 box, as shown in Figure 5-3 with 6 ER lattice
depth. Then, the frame on the DMD is changed to the large circular wall and the
atoms start expanding. The expansion saturates as the atoms climbs up through the
harmonic potential. In Figure 5-4, expansion profiles with sample pictures are shown.
Atoms are prepared in 19/2, -9/2) and 19/2, -7/2) mixture.
This result is still preliminary and the asymmetry between the expansion speed
in different axis is likely caused by the potassium atoms accumulated on the surface
of the superpolished substrate, which is -7 pm away from the atoms. The details on
how to solve this problem are given in Appendix A.
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Figure 5-4: Size measurement of an expanding atomic cloud. Red (blue) data points
show the data for the expansion in x (y) direction. The cloud size is determined by
calculating the standard deviation in a spatial distribution of atoms. Red and blue
lines are the exponential fits for the expansion. Inset figure shows example shots at
different diffusion times.
AE = pB'a.
Figure 5-5: Atom in an optical lattice experiencing a magnetic gradient.
5.3 Tilting the Box with a Magnetic Gradient
Another exciting capability that comes with the box potential is creating non-equilibrium
states within the box and observe how they relax. Those states can be created by
"tilting" box, using a magnetic field gradient. This tilt creates a potential energy dif-
ference between the neighboring sites along the gradient axis, given by AE = pB'a,
where p is magnetic moment of the atom, B' is magnetic field gradient and a is the
lattice spacing. An illustration of this effect is shown in Figure 5-5.
The field gradient effectively breaks the symmetry of the tunneling process in the
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Figure 5-6: Moment distribution in a box with magnetic gradient for below half-filling,
half-filling, and above half-filling cases, from left to right. Each image is obtained by
averaging over 10 frames.
gradient axis, and as a result, atoms accumulate at one side of the box at low filling.
At half filling, where AE < U, the repulsive interaction energy freezes the moment
distribution at n=1. Above half filling, the sites with two atoms accumulate in the
field gradient direction while the rest stays at n=1. Averaged images for these three
fillings are shown in Figure 5-6.
We present two experiments using magnetic tilt in the rest of this chapter. The
first experiment focuses on the moment at low filling, while the second experiment
investigates the behavior of different spins in the presence of a magnetic tilt.
5.3.1 Oscillations at Low Filling
In this experiment, we start with pushing atoms to a side of the box via the magnetic
tilt. Then, we turn off the gradient and take snapshots of the atoms at various times
after the release. An example cycle of atoms' oscillation in a ID lattice is shown
in Figure 5-7. For this specific example, the lattice depths are 10 ER and 22 ER,
giving the tunnelling rates of 83 Hz and 7 Hz, respectively. We use 19/2, -7/2) and
19/2, -5/2) mixture in order to be able to tune the interactions smoothly. More details
about the state selection with the purpose of varying interactions are given in Section
6.1. All the samples presented in this experiment are prepared in a 25x25 box. The
total atom number inside the box is ~45, which corresponds to -7 % filling. Atoms'
movement between right and left half of the box is quantified by the "imbalance",
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Figure 5-7: An example cycle of atoms oscillation in a box. Each image is an example
frame for a different time in the oscillation.
defined as
ImbalanceLI = NLeft - NRight (5.1)
NLeft + NRight'
where NLeft and NRight are the atom numbers in left and right half of the box.
Our preliminary observations indicate that dimensionality changes the relaxation
behavior. Damping without oscillation is observed in 2D, while in ID, oscillations
with damping occur, as shown in Figure 5-8. Preperation of the samples in both
ID and 2D cases are identical for a fair comparison. The initial lattice depths are
10 ER on both axes and atom number inside the box is ~100, corresponding to ~16%
filling. For going to ID regime, one of the lattices' depth is quickly increased to 22 ER,
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Figure 5-8: Effect of dimensionality on the relaxation. Each point is average of three
shots. Red (blue) data points shows the behavior in 2D (ID). The data is fitted with
a sinusoidal function with a damping factor, which are the blue and red solid lines in
the figure.
within 1 ms. This step happens right after the initial lattice ramp, while the magnetic
gradient is being turned off.
Increasing one of the lattice beam's power to go to 1D also modifies the underlying
harmonic confinement in the oscillation's direction. At this point, the oscillation
frequency becomes very sensitive to relative alignment of the tightly confining lattice
beam and the box. For example, if the lattice beams are off to the right relative to the
box such that the lattice center is exactly at the right wall, atoms only spend time on
the right side of the box and effectively experience a half-harmonic potential, which
increases the oscillation frequency by factor of 2. Therefore, analyzing the oscillatory
behavior and separating the effects of the harmonic confinement from the interaction
effect is still in progress.
Another experimentally important parameter is the DMD power. Even though we
find the roughness within the box to be -2 % of the wall height, see Section 4.4, it still
modifies the dynamics within the box. A higher wall also creates higher roughness and
it increases the damping. The oscillations at two different DMD power are shown in
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Figure 5-9: Effect of DMD light on the relaxation. Each point is average of three
shots. Red (blue) data points shows the behavior with at DMD light intensities. The
fit function for both cases is a sinusoidal with a damping factor, which are shown as
the blue and red solid lines in the figure.
Figure 5-9. In both cases, the total atom number within the box is -45. The initial
imbalance for the two cases are different because, the DMD light is increased to
the full value before the lattice ramp in this experiment. Even though the magnetic
gradients are the same, the roughness in the box seems to be strong enough to modify
the initial distribution.
5.3.2 Separating the Spins
The last experiment we present in this chapter is spin separation in the box. In
the presence of a magnetic gradient, different spin states feel different forces since
their magnetic moments are not equal. This causes an imbalance of spin distribution
within the box.
We use a 19/2, -3/2) and 19/2,1/2) mixture. The experiment works at 150 G,
which yields -0.8 MHz/G and -0.3 MHz/G Zeeman gradients for the states of 19/2, -3/2)
and 19/2, 1/2), respectively. Even though these states feel the magnetic force in the
same direction, the difference in the magnitude still makes them accumulating at
opposite sides of the box.
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Experimental sequence is the same as described in Figure 5-1, except the magnetic
field gradient ramp. The gradient is increased linearly in time between 100 ms and
300 ms, where the lattices are at 2.4 ER and the DMD light is at full power. This
configuration allows the atoms to quickly rearrange in the box with fast tunneling
rates. Then, we perform both spin sensitive imaging and spin insensitive imaging to
confirm the initial filling and to see the spin imbalance in the box.
The averaged images for three different fillings and their integrated ID profiles are
shown in Figure 5-10. The final lattice depth is 9.8 ER in these images, corresponding
to U = 750 20 Hz, t = 85 12 Hz and U/t = 8.8. The applied gradient is 0.6 G/cm,
which creates 26.2 Hz and 9.8 Hz energy shifts between each neighboring lattice site for
the |9/2, -3/2) and 19/2, 1/2) states, respectively. Therefore, the differential energy
shift becomes 16.4 Hz ~ 0.2 t per lattice site.
Separated spins in a Mott insulator, seen in Figure 5-10, is an ideal platform to
study the spin transport properties of the Fermi-Hubbard model while the charge
sector is frozen. Alternatively, this problem can be studied by preparing the sam-
ples without a gradient first, and then, applying a gradient and measuring the time
response. This work is in progress while this thesis is being written.
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Figure 5-10: Three different fillings, belove, at, and above half-filling, are shown
in different rows. The first column shows integrated ID profiles for each filling,
containing charge and spin distributions. The second column shows averaged images
of charge distribution. The last two columns show the average distributions of two
spin states. Each image and ID profile is an average of 10 frames. The magnetic
field increases towards the left. In the first row, both spin states are in the same side
with different weights. The second row is a Mott Insulator, and different spin states
accumulates at opposite sides of the box. In the third row, above half-filling case,
moment distribution is the opposite of below half-filling case, since the sites with two
atoms accumulates on the left side.
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Chapter 6
Tuning Interactions via Feshbach
Resonance
In this chapter, we describe how to tune and characterize the atomic interactions
in an optical lattice. This adds a new tuning knob, interactions, into our Fermi-
Hubbard simulator. Tuning interactions allows studying the interaction effects in any
experiment to be performed under our quantum gas microscope, including the 2D
box experiments described in Chapter 5. It also provides a way of experimentally
connecting the attractive and repulsive Hubbard models, as described in Section 2.4.
The chapter starts with a discussion of how to select a good spin mixture and
a Feshbach resonance in order to tune the interactions smoothly. Characterization
of the chosen Feshbach resonance in an optical lattice follows this discussion in the
next section. Then, the interaction energy spectrum on both the repulsive and the
attractive side is presented. Techniques we use for this measurements are modula-
tion spectroscopy and RF spectroscopy, having their own advantages and limitations.
Discussions of each technique and the experimental procedures to employ them in
an optical lattice, so that a resonance signal is obtained, are also included in this
chapter.
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6.1 Spin Mixture Selection and Preparation
Feshbach resonances of atomic species are characterized by at what magnetic field
they occur, their widths, which spin states are involved, and what partial waves play
dominant role for the collisions. Resonances with dominant interactions of 1 = 0 and
1 = 1 partial waves are called s-wave and p-wave resonances, respectively.
Position and width are important parameters for a Feshbach resonance to evaluate
its experimental accessibility and usability. An experiment's ability for creation and
manipulation of strong magnetic fields puts an upper limit for the position. Reso-
nances at a very low magnetic fields (Bo < 1 G) are also hard to work with since
level spacings between the adjacent mF levels are too small, leaving them prone to
field instabilities and thermal excitations [15]. For example, |9/2, -7/2), |9/2, -5/2)
mixture at 50 G can get thermally excited to 19/2, -9/2), 19/2, -3/2) if the mixture
is hotter than -10 pK.
Resonance width is important for interaction tuning. Broad resonances offers
smooth tunabilities of scattering lengths and larger universal range, where where
scattering properties are solely controlled by the scattering length and mass. On the
other hand, narrow resonances allow faster ramps and lower atom losses when for the
sweeps across resonances [15].
Relevant Feshbach resonances of 'OK are shown in Figure 6-1. A detailed table
of this figure including individual states involved in each resonance is given in [11],
Appendix C. The resonance used in this experiment is the lowest channel s-wave
resonance between |9/2, -7/2) and 19/2, -5/2) states, which is circled in Figure 6-
1. Being at 174 G with a 7 G with, it is an easily accessible resonance. The mF
levels are also well resolved in at this magnetic field. Unlike the 19/2, -9/2) and
19/2, -7/2) resonance, at 202 G, being in the vicinity of 19/2, -7/2), 19/2, -7/2) p-
wave resonance, at 198 G, this resonance is well isolated from the possible p-wave
resonances of the 19/2, -7/2), 19/2, -5/2) mixture [71].
The mixture is created in the crossed optical dipole trap stage before optical move
up, which is described in Section 3.1.1. Atoms, being initially in 19/2, -9/2) state,
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Figure 6-1: Feshbach resonances of 'OK for MF < 0, where MF being the total
magnetic moment of the mixture with their position and width. The blue (red)
colors corresponds to the lowest channel s-wave (p-wave) resonances. The green color
corresponds to the second lowest channel p-wave resonances. The resonance we use
in this chapter is circled with the blue dotted line. Figure adapted from [11].
are transferred into 19/2, -7/2) state in 150 G with an RF sweep. Then, 19/2, -7/2),
19/2, -5/2) mixture is created by applying a series of 10 non-adiabatic sweeps on
19/2, -7/2) - 19/2, -5/2) transition. The rest of experimental sequence follows the
same procedure, and finally, interactions are varied by varying the magnetic field after
the lattice ramps.
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6.2 Characterization of the Feshbach Resonance
In this section, we present the characterization of 19/2, -7/2), 19/2, -5/2), previously
studied in [721, with an increased precision. The interaction energy, U, is measured
using modulation spectroscopy. U is proportional to the scattering length (Eq. 2.25)
when it is significantly smaller than the lattice bandgap. Therefore, the U measure-
ment at low interaction energies directly gives the information of resonance position
and width.
6.2.1 Modulation Spectroscopy
Modulation spectroscopy is performed by starting with a Mott insulator in an optical
lattice and applying amplitude modulation to one of the lattice beams. When the
modulation frequency corresponds to the interaction energy (U = hw), atoms get
excited and hop on top of each other. This process is detected as a drop in the
detected atom number signal because of parity imaging. Schematic of the modulation
spectroscopy together with an example curve is shown in 6-2.
For the measurement on the attractive side, the Mott insulator is prepared on the
repulsive side and the magnetic field jumps to the attractive side before the lattice
modulation. Even though the energy of the doubly occupied sites are lower, the
system cannot relax into lower energies since it is thermally isolated. The temperature
of this system turns out to be negative since lowering the energy of the the system
increases the entropy. Stability of such a negative temperature state is studied with
bosons in a 3D lattice in [8].
6.2.2 Results
Using this technique, we measure U for different interaction strength. Atoms are
loaded into the optical lattice at 13 ER and magnetic field is increased to the de-
sired value before the modulation. Lattice modulation is performed by sinusoidally
modulating the amplitude of the a lattice beam by 5-10% for 500 cycles.
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Figure 6-2: Modulation spectroscopy. The figure on top of the graph illustrates
how the modulation spectroscopy works. The graph shows an example modulation
spectroscopy measurement for 18 ER and 12 ER, shown as blue and red data points,
respectively. The vertical axis is the detected atom number, and a dip is observed on
resonance due to the parity imaging. One lattice beam is modulated by 10% (5%)
and for 1000 (500) cycles for the blue (red) curve. The data is fitted with a gaussian
distribution, shown as solid lines, and the resonance are found at 1350(50) Hz and
1007(40) Hz. Figure adapted from [13].
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Figure 6-3: Characterization of the Feshbach resonance. The vertical axis shows the
dip positions of modulation spectroscopy curves, corresponding the absolute value of
the interaction energy. Only the dark red data points are included in the fit. The fit
is shown as black solid lines and the fit function is given in the text.
Using Eq 2.25,
U = 47rh2 as J 3 d 4w(r)14,M I
(2.25)
measured U values can be converted into scattering length. Figure 6-3 shows
absolute value of the interaction energy, since modulation spectroscopy is not sensitive
to the sign, versus magnetic field, with the fit function,
U(B) = UBG(I - (B - Bo)(B - Bo)2 + -Y2
where B0 is the resonance position, A is the resonance width, UBG is the back-
ground interaction energy, and -y accounts for the finite temperature effect, causing
bound state decay [151.
As a result, the lowest channel s-wave resonance of 19/2, -7/2), 19/2, -5/2) mix-
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ture is measured at 174.3 0.1 G with a width of 7.7 0.5 G.
6.3 Probing Interactions around the Feshbach Reso-
nance
After characterizing the Feshbach resonance, we focus on effects of the modified in-
teractions on the atoms on both sides of the resonance. On the repulsive side, we use
modulation spectroscopy to obtain the interaction energy as explained in the previous
section. We also discuss the limitations of the modulation spectroscopy since it gener-
ates band excitations of single atoms, which creates "blind" regions on the interaction
spectrum. On the attractive side, we use RF spectroscopy and probe the spectrum of
the confinement induced bound state, which is smoothly connecting to the molecular
bound state on the repulsive side. A similar observation with heteronuclear molecules
in 3D optical lattice can be found in [63].
6.3.1 Repulsive Side
As magnetic field gets closer to the Feshbach resonance from the repulsive side, inter-
action energy increases and gets saturated at the band gap on the attractive side, as
seen in Figure 2.9. Population of higher bands is observed in [53, 47], when a sweep
is performed from repulsive to the attractive side.
There are several drawbacks when modulation spectroscopy is used for probing
this effect. First, wave function overlap between singly occupied and doubly occupied
sites decreases as magnetic field gets closer to the resonance. Therefore, modula-
tion strengths and number of cycles in this experiment are varied depending on the
magnetic field in order to get sufficiently strong signals.
Another problem which occurs close the resonance is atom losses, which limits the
total modulation time. We observe that the higher the lattice depth the later the
losses kick in. A possible explanation for this is that once the atoms tunnel and find
each other in a lattice site, they decay into molecular states and get lost. In depth
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Figure 6-4: Effect of band excitations on modulation spectroscopy. The circles show
measured filling values after lattice modulation and the solid line is a Gaussian fit for
the data before the band excitation region. The measurement is taken at 172.2 G with
14% modulation amplitude and 2000 cycle. The band excitations become significant
after 6.4kHz.
study of the loss mechanism is still in progress. As a result of this, the measurements
are taken at 19 ER, giving -500 ms tunneling time, in order to prevent losses during
the modulation.
Increasing the modulation amplitude in the vicinity of the resonance to make up
for the wave function overlap decrease has another side effect. At high modulation
amplitudes, atoms gets coupled to the first excited band. These band excitations,
centered around 8.1 kHz at 19 ER, also cause a dip on the detected atom number and
screen out the dip appearing at the interaction energy. Width of this feature can be
as large as 1.5 kHz at the modulation amplitudes required for a detectable signal. As
an example, the modulation spectrum that could be taken at the closest point to the
resonance (172.2 G) is shown in Figure 6-4.
With these limitations of the modulation spectroscopy, the interaction energy
spectrum taken on the repulsive side is shown in Figure 6-5. An alternative way
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Figure 6-5: Interaction energy spectrum on the repulsive side. The blue line is the
Feshbach resonance with the thick marks, corresponding to the error bar on the
position of the resonance. Above the black dotted line is the blind region for the
modulation spectroscopy due to the band excitations.
of taking this spectrum is performing RF spectroscopy, which is going to be ex-
plained in more detail in the next section. One could start with at band insula-
tor of 19/2, -9/2), 19/2, -5/2) mixture and then set the magnetic field close to the
19/2, -7/2), 19/2, -5/2) resonance . An RF transition is applied at this point on the
19/2, -9/2) -- 9/2, -7/2) transition. Then, the band insulator is released into a
larger area and 19/2, -7/2) atoms are counted with spin imaging. 19/2, -7/2) atoms
appear only if the applied RF frequency is on resonance. Interaction energy can be
extracted from this measurement by measuring the shift in the RF transition from
the bare resonance at the given field. This method also measures the sign of the in-
teraction energy in addition to the amplitude. However, this method has significantly
less precision comparing to modulation spectroscopy since an RF resonance can only
be located with 3-4kHz accuracy in the experiment.
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Figure 6-6: Schematic of the RF spectroscopy. 11), 12), and 13) states correspond to
19/2, -9/2), 19/2, -7/2), and 19/2, -5/2), respectively. The blue solid lines illustrate
how the RF resonance changes as the magnetic field changes on the horizontal axis.
6.3.2 Attractive Side
When no tight confinement is present, the close channel of a Feshbach resonance
forms a bound state, starting from the zero energy on the resonance and going deeper
into the repulsive side. However, this behavior changes in the presence of a tight
confinement and the bound state starts from the zero crossing of scattering length on
the attractive side instead. This state, appearing on the attractive side, is called called
confinement induced bound state [78], and it connects to the deeply bound molecular
state on the repulsive side. The energy dependence of this branch on magnetic field
starts with being proportional to the scattering length on the attractive side and it
becomes a linear dependence (Eb = -||mutotBI) in deeply bound molecule regime on
the repulsive side.
RF spectroscopy
We use RF spectroscopy to measure the energy spectrum of the attractive branch.
A schematic of the experimental procedure is shown in Figure 6-6. The system is
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prepared as a band insulator of 19/2, -9/2), 19/2, -5/2) mixture at 150 G. Then,
magnetic field is increased to a desired value around the resonance, followed by an
RF transition pulse on 19/2, -9/2) -+ 9/2, -7/2) transition. Because of the enhanced
interactions between 19/2, -7/2) and 19/2, -5/2) states, the RF transition occurs at
a frequency shifted from the bare resonance. This shift directly gives the bound state
energy. After the RF pulse, magnetic field is ramped back to 150 G, so that any
formed 19/2, -7/2), 19/2, -5/2) pair becomes a deeply bound molecule and remains
dark during the imaging. Then, the band insulator is expanded into a larger area
and imaging is performed. The RF resonance appears as a dip in the detected atom
number since 19/2, -7/2), 19/2, -5/2) molecules becomes hidden.
Magnetic field is calibrated by measuring 19/2, -9/2) - 17/2, -7/2) microwave
transition at a given setting. It is, then, plugged into the 'OK Breit-Rabi formula and
the bare 19/2, -9/2) - 19/2, -7/2) resonance is calculated for comparison with the
RF resonance modified by interactions.
6.3.3 Results
Energy spectrum of the attractive branch is shown in Figure 6-7. Both the con-
finement induced bound state on the attractive side and the deeply bound Feshbach
molecules on the repulsive are observed, similarly shown in [63]. Note that the shift
that comes from the difference in the background scattering lengths of 19/2, -7/2),
19/2, -5/2) and 19/2, -9/2), 19/2, -5/2) is not included here since it's effect is less
than the accuracy of the RF spectroscopy.
Finally, Figure 6-8 shows the energy spectrum of the attractive and the repulsive
branches combined. This works completes the characterization of the 19/2, -7/2),
19/2, -5/2) resonance to as an interaction varying knob for simulation of attractive
and repulsive Hubbard models. It also provides a convenient tool for creating Fesh-
bach molecules in our optical lattice, which can be used to hide the doubly occupied
sites from the imaging.
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Figure 6-7: Binding energy of the attractive pairs. The data points are the RF
resonances creating the attractively bound pairs of 12) and 13) states. The blue line is
the Feshbach resonance with the thick marks, corresponding to the error bar on the
position of the resonance.
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Figure 6-8: Attractive and repulsive branches around the Feshbach resonance. The
data shown in this figure taken with 19/2, -7/2), 19/2, -5/2) mixture. Red (blue)
data points are taken on the repulsive (attractive) side. Blue line represents the
19/2, -7/2), 19/2, -5/2) Feshbach resonance at 174.3 G.
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Chapter 7
Summary and Outlook
In this thesis, we presented working principles of our quantum gas microscope and the
experimental methods for making this microscope an effective simulation tool for the
Fermi-Hubbard model. Even though this model is obtained after various simplifying
assumptions, it is still powerful enough to capture the essence of novel materials such
as high-temperature superconductors [17, 55], and a general analytical solution still
does not exist. Numerical solutions are also limited to small system sizes because the
number of variables scale exponentially with the number of fermions in the system.
As one of the first example of the Fermi microscopes, this experiment provides a nat-
ural simulation platform for Fermi-Hubbard physics and realizes Richard Feynman's
quantum simulation idea [26].
We first described the experimental procedure for cooling the fermionic 'OK atoms
in order to get into the energy regime of the physical states we wanted to realize. Then,
we presented how to set up the imaging system and how to perform the florescence
imaging, in order to keep the atoms cold, as each of them were generating -5000
photons per second. The experimental technique we used for this purpose is called
Raman sideband cooling and it is used to cool other neutral atoms, ions and molecules
in optical lattices and optical tweezers [57, 38, 87, 51, 39, 59, 49, 66, 82]. This
technique allowed us to image the atoms with single site resolution.
After describing the single-site imaging, we demonstrated metallic, Mott insulator
and band insulator states forming in our system as the ratio between the interaction
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energy and the tunnelling energy (U/t) is modified [13]. This was the first insitu
observation of these states with fermionic atoms, together with the result of the
Fermi microscope at Harvard [32].
Having access to local observables is a very important characteristic of the quan-
tum gas microscopes, which forms a direct link between the experimental results and
theoretical simulation tools such as determinantal quantum Monte Carlo (DQMC)
and numerical linked-cluster expansion (NLCE). In this regard, we presented spin
and charge correlations measurements in this thesis, with the agreements of NLCE
and DQMC simulations. We observed antiferromagnetic correlations in the spin sec-
tor, and bunching and anti-bunching behavior depending on the moment value in the
charge sector. Observation of the antiferromagnetic order is an important stepping
stone for accessing the superconducting phase of the Fermi-Hubbard model. This
state is predicted to appear by doping the system once it is in the antiferromagnetic
state [17, 55].
After these promising results, we updated our microscope with arbitrary poten-
tial imprinting ability. Our existing high resolution imaging system and a digital
micromirror device provided the optical resolution of a few lattice sites for this pur-
pose. This update made our system a lot more flexible with the ability simulate
any imaginable spatial constraints and initial conditions in 2D. We created the first
homogenous Fermi-Hubbard system in a 2D box and obtained metallic and Mott in-
sulator states in the box using this technique. We also created non-equilibrium states
using magnetic gradients within a 2D box both at low and high fillings. At half filling,
we observed that spins with different magnetic moments spatially separate within a
Mott insulator in the presence of a magnetic gradient. These non-equilibrium states
are ideal initial conditions to study the transport properties of the Fermi-Hubbard
model. We showed the initial results of the oscillation of a low filled sample in this
thesis, and we are currently studying spin diffusion in a Mott insulator, using the
separated spins created by a magnetic gradient.
This technique can also help reach colder temperatures. After the sample is pre-
pared and isolated with a certain entropy, underlying potential can be modified using
100
DMD and entropy can be redistributed within the system. This can provide lower
entropy regions within the sample without changing the total entropy [6, 41].
Interaction energy is another important parameter in the parameter space of the
Fermi-Hubbard model, and in the last part of this thesis, we presented how to char-
acterize a Feshbach resonance as a knob to control the interactions in our quantum
simulator. Even though our exploration of the Fermi-Hubbard model 'has been on
the repulsive side so far, this work opens up the way for zeroing the interactions,
going into the attractive side, and studying the mapping between the two regimes.
Recently, experimental realization of the attractive Hubbard model has been done in
[56]. These observations in both regimes could shed light on each other since there is
a direct mapping between the repulsive and the attractive Hubbard models [40].
This versatile experimental setup is an ideal platform to study various proper-
ties of the Fermi Hubbard model. We are currently investigating the spin transport
properties in a Mott insulator, created in a 2D box potential. In this experiment,
different spin states are separated using a magnetic gradient, and we observe how
they diffuse into each other after removing the magnetic gradient. Using the same
method, moment transport properties can also be studied. Using the potential im-
printing ability, the samples can be cooled down further via entropy redistribution
techniques. Expanding a sample into a bigger size box in a controlled way would
give an access to the total atom number as an observable, and hence, the equation
of state of the Hubbard model could be extracted. Another exciting possibility is
to study higher spin systems. Starting with a stable mixture of 3 or more different
40K spin states in an optical lattice, SU(N) systems with N>2 can be studied. Using
the mapping between the attractive and the repulsive sides of the Hubbard model,
studying spin-polarized charge density wave on the attractive side could shed light
into the doped Mott insulator on the repulsive side, where the superconducting phase
is expected to appear.
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Appendix A
Avoiding surface potentials
40K atoms are positioned ~10 [Lm from the superpolished substrate for site-resolved
imaging (see Figure 3-1). Having this distance from a surface makes the atoms prone
to surface potentials. Atoms accumulate on the substrate surface over time. Once an
atom is adsorbed by the surface, its electronic structure changes in such a way that
the valence electron spends more time inside the surface. This creates an effective
electric dipole moment and causes perturbations to the trapping potential. This effect
has been studied with ultracold 87Rb atoms in [60).
This problem became significant in our experiment about two years after the first
microscope images are produced. An example image is shown in Figure A-1. The first
solution we tried was moving the atoms away from the surface. Instead of 7.1 Am, we
located the atoms 13 pm away from the surface, corresponding to another horizontal
layer formed by the lattice beams reflecting of the substrate. This only solved the
problem temporarily and surface potential became visible again in the new layer after
a few months.
A better solution is to remove the atoms on the surface. This can be done by
either heating the substrate so that the adsorbed atoms have enough thermal energy
to desorb from the surface, or shining a UV light source onto the surface, which atoms
on the surface absorb and then desorb from the surface. The latter method is called
light-induced atomic desorption and studied with ultracold 87Rb atoms in [841.
In our experiment, we use the light-induced atomic desorption technique by using
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Figure A-1: Effect of surface contaminants on the trapping potential. The shape
without the contaminants is supposed to be round.
a fiber-coupled LED source at 405nm (M405FP1 from Thorlabs), which provides
-20 mW of collimated UV light. We send this light to the substrate through the
bottom window of the experimental chamber. We expose the substrate with this UV
source for 1.5-2 hours everyday, before the experiment starts, and this allows us 6-7
hours of data taking without seeing any effects of the surface potentials.
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Appendix B
Quantum-Gas Microscope for
Fermionic Atoms
This appendix contains a reprint of the following paper [14]:
L. W. Cheuk, M. A. Nichols, M. Okan, T. Gersdorf, V. V. Ramasesh, W. S. Bakr,
T. Lompe, and M. W. Zwierlein, "Quantum-Gas Microscope for Fermionic Atoms",
Phys. Rev. Lett. 114, 193001 (2015).
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Quantum-Gas Microscope for Fermionic Atoms
Lawrence W. Cheuk, Matthew A. Nichols, Melih Okan, Thomas Gersdorf, Vinay V. Ramasesh,
Waseem S. Bakr, Thomas Lompe, and Martin W. Zwierlein
Department of Physics, MIT-Harvard Center for Ultracold Atoms and Research Laboratory of Electronics,
MIT, Cambridge, Massachusetts 02139, USA
(Received 30 March 2015; published 13 May 2015)
We realize a quantum-gas microscope for fermionic 40K atoms trapped in an optical lattice, which allows
one to probe strongly correlated fermions at the single-atom level. We combine 3D Raman sideband
cooling with high-resolution optics to simultaneously cool and image individual atoms with single-lattice-
site resolution at a detection fidelity above 95%. The imaging process leaves the atoms predominantly in
the 3D motional ground state of their respective lattice sites, inviting the implementation of a Maxwell's
demon to assemble low-entropy many-body states. Single-site-resolved imaging of fermions enables the
direct observation of magnetic order, time-resolved measurements of the spread of particle correlations, and
the detection of many-fermion entanglement.
DOI: 10.1 103/PhysRevLett. 114.193001
The collective behavior of fermionic particles governs
the structure of the elements, the workings of high-
temperature superconductors and colossal magnetoresist-
ance materials, and the properties of nuclear matter. Yet our
understanding of strongly interacting Fermi systems is
limited, due in part to the antisymmetry requirement on
the many-fermion wave function and the resulting "fermion
sign problem" [1]. In recent years, ultracold atomic
quantum gases have enabled quantitative experimental
tests of theories of strongly interacting fermions [2-5].
In particular, fermions trapped in optical lattices can
directly simulate the physics of electrons in a crystalline
solid, shedding light on novel physical phenomena in
materials with strong electron correlations. A major effort
is devoted to the realization of the Fermi-Hubbard model
at low entropies, believed to capture the essential aspects
of high-T, superconductivity [6-12]. For bosonic atoms, a
new set of experimental probes ideally suited for the
observation of magnetic order and correlations has become
available with the advent of quantum-gas microscopes
[13-15], enabling high-resolution imaging of Hubbard-
type lattice systems at the single-atom level. They allowed
the direct observation of spatial structures and ordering
in the Bose-Hubbard model [14,16] and of the intricate
correlations and dynamics in these systems [17,18]. A
longstanding goal has been to realize such a quantum-gas
microscope for fermionic atoms. This would enable the
direct probing and control at the single-lattice-site level
of strongly correlated fermion systems, in particular the
Fermi-Hubbard model, in regimes that cannot be described
by current theories. These prospects have sparked signifi-
cant experimental efforts to realize site-resolved, high-
fidelity imaging of ultracold fermions, but this goal has so
far remained elusive.
In the present work, we realize a quantum-gas micro-
scope for fermionic 40 K atoms by combining 3D Raman
PACS numbers: 37.10.De, 03.75.Ss, 37.10.Jk, 67.85.Lm
sideband cooling with a high-resolution imaging system.
The imaging setup incorporates a hemispherical solid
immersion lens optically contacted to the vacuum window
[Fig. 1(a)]. In combination with a microscope objective
with numerical aperture (NA) of 0.60, the system achieves
an enhanced NA of 0.87 while eliminating aberrations that
would arise from a planar vacuum window. In order to keep
the atoms localized while performing fluorescence imag-
ing, one must simultaneously cool them in order to mitigate
the heating from spontaneously emitted imaging photons.
Previous microscope experiments in Hubbard-type lattices
[13-15] cool via optical molasses. In contrast, we employ
3D Raman sideband cooling [19-27], in which Raman
transitions on vibration-lowering sidebands are combined
with optical pumping to provide cooling. Our method
therefore not only achieves site-resolved imaging, but also
a) z (b) (C) 4P/2
a2 c+ + or- D' D
a $1,/2 47/2)
19/2,-9/2)
FIG. I (color online). (a) High-resolution imaging setup.
A solid immersion lens is formed by a spherical cap and a
superpolished substrate contacted on either side of the vacuum
window. Using an objective with NA = 0.60, the system achieves
an effective NA = 0.87. The substrate reflects 1064-nm light
while transmitting D, and D2 light of 40K. The lattice beams are
shown in red; the optical pumping and x Raman beams are shown
in blue. (b) Top view of Raman beams (blue) and optical pumping
beam (green). (c) Raman cooling scheme. The Raman beams
detuned near the D2 line (solid blue) drive vibration-lowering
transitions. The optical F-pumping beam (dashed green) is tuned
to the D, line. Not shown is the mF-pumping beam.
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leaves a large fraction of the atoms [72(3)%] in the 3D
motional ground state of each lattice site. This opens up
prospects for the preparation of low-entropy many-body
states, by measuring the atoms' initial positions and
rearranging them into the desired configuration [28].
Raman sideband cooling has previously been used to
cool 87Rb and 133Cs atoms in lattices and in optical
tweezers to large ground-state populations [20-27].
Here, we realize continuous Raman sideband cooling of
40K using two states from the ground hyperfine manifolds,
Ia) = IF = 9/2, mF = -9/2) and Ib) = 17/2, -7/2),
which form an approximate two-level system. To make
1a) and 1b) nondegenerate with other hyperfine states, and
to provide a quantization axis for optical pumping, we
apply a bias field of 4.2 G along the x direction [Fig. 1(b)].
A pair of Raman beams collinear with x and y lattice
beams, but not retroreflected, drives vibration-lowering
Raman transitions from 1a) to 1b) [Fig. 1(c)]. The Raman
lasers are detuned -41 GHz from the D2 transition. The
optical pumping is performed on the D, transition, 3 nm
away from the D 2 line, allowing us to filter out stray Raman
light while transmitting atomic fluorescence. The optical
pumping light contains two frequencies, one to remove
atoms from the F = 7/2 manifold (F pumping), and the
other to remove atoms from all states IF = 9/2, mF) with
mF # -9/2 (mF pumping). By collecting the photons that
are spontaneously scattered during this optical pumping
process, we can image the atoms without using additional
resonant light.
To prepare a cold cloud of fermionic atoms under the
microscope, 40K is first sympathetically cooled with 23Na
in a plugged magnetic quadrupole trap [29], centered
~9 mm below a superpolished substrate that forms the
bottom of the solid immersion lens. After removal of 23Na,
the cloud of ~1 x 106 40 K atoms is magnetically trans-
ported to the substrate and trapped in a vertical lattice
formed by a 1064-nm laser beam reflected off the substrate
at an angle of 5.9*. A single layer 7.8 pm from the surface
can be selected using a radiofrequency sweep in a vertical
magnetic gradient followed by a resonant light pulse that
removes atoms in the remaining layers. Next, we prepare
a 50:50 mixture of 19/2, -9/2) and 19/2, -7/2) to allow
thermalization, and transfer the atoms to a vertical
(z direction) 1064-nm beam, forming a lattice along z with
a spacing of 532 nm [Fig. 1(a)]. After evaporating by
lowering the power of the z lattice, the z depth is increased
to 180 pK. We simultaneously ramp up two additional
1064-nm beams [Fig. 1(a)] reflected off the substrate at
10.80 and retroreflected. These form a lattice in the
horizontal plane with a spacing of 541 nm [30].
During imaging, the atoms are trapped in a deep lattice,
where the potential at each lattice site can be approximated
by a harmonic well with vibrational frequency w. At
our imaging depth, the vibrational frequencies for the
three axes are (o, w Wz) = 2r x (280, 300, 260) kHz,
corresponding to lattice depths of 220 pK, 250 pK, and
190 pK, respectively. The Rabi coupling for transitions that
change the vibrational number by 1 is proportional to the
Lamb-Dicke parameter, rj = Aka, where a = -h/2mw is
the harmonic oscillator length and hAk is the momentum
transfer due to the Raman beams. Along our lattice
directions, Ak, = 8.0 m-1 , Ak = 8.0 pm- 1, and Akz =
3.1 jm-1, yielding Lamb-Dicke parameters of 0.17 for x
and y, and 0.068 for z. The polarizations of both Raman
beams are linear and parallel to the substrate [Fig. 1(b)], in
order to avoid differential effective magnetic fields between
1a) and Ib) originating from vector light shifts that would
arise for circularly polarized light. The Raman beam along
the y axis contains a single frequency, whereas the Raman
beam along the x axis contains three frequencies, allowing
us to address the cooling sidebands of the three directions
simultaneously. The resulting two-photon detunings from
the bare Ia) -> Ib) transition are 400 kHz, 450 kHz, and
360 kHz for cooling along x, y, and z, respectively. These
frequencies compensate for differential Stark shifts that
arise in the presence of optical pumping light. The x Raman
beam intensities of the three frequency components are
0.79 W/cm 2, 0.47 W/cm 2 , and 0.49 W/cm 2, respectively;
the intensity of the y Raman beam is 2.0 W/cm2.
In addition to these Raman beams, optical pumping light
is present to complete the cooling cycle. During optical
pumping, atoms enter electronically excited states, and
preferentially decay into the desired state. Typically, the
excited states experience an antitrapping potential when
the ground-state experiences a trapping potential. For our
1064-nm lattice, the anti-trapping potential for the atoms in
the 4P1/ 2 states is 5.4 times stronger than the trapping
potential for atoms in the 4S1/2 states, due to the 4PI/ 2 ->
3D3/2 transition at 1169 nm. This strong antitrapping
would lead to heating and diffusion of atoms through
the lattice during imaging.
A solution to this problem is to detune the optical
pumping light away from resonance. This reduces the
population in the antitrapping states and favors transitions
into trapping states. To understand this, we model the
optical pumping process using a driven two-level system
whose excited state is coupled to a dark state ID) via
spontaneous emission. In this system, the bare states
experience spatially dependent light shifts due to the optical
lattice formed by the 1064-nm beams, as illustrated in
Fig. 2. The states dressed by the optical pumping light are
labeled Ig, N) and Ie, N), and are superpositions of the bare
electronic ground state with N photons and the bare excited
state with N - 1 photons [Fig. 2(a); see Supplemental
Material [31]]. In the presence of resonant pumping light,
neither of the dressed states is trapping [Fig. 2(b)], which
leads to heating.
However, at large detunings 6 >> Q, where L is the
Rabi frequency, one dressed state becomes trapping.
Furthermore, spontaneous decay among the dressed states
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FIG. 2 (color online). (a) Electronic ground (1g, N)) and excited
(|e, N)) states dressed by optical pumping photons. (b) On
resonance, all dressed states are equally populated and experience
an antitrapping potential. The four decay channels between the
dressed states are equal. (c) The dressed states with K/t = 0.175,
shown with the dark state ID). Only a small fraction L2/4 of the
steady-state population resides in antitrapping states. For the
atoms in the trapping state, the branching ratios between trapping
transitions (solid arrows) and antitrapping transitions (dashed
arrow) are shown.
favors population in the trapping states. Specifically, the
decay rates Fei Fee, Fgg, and Fge, defined in Fig. 2(b),
are proportional to 1, s, s, and s2 , respectively, where
s = 22/ (432). The ratio of the antitrapped population to
the trapped population is suppressed, because in steady
state, it is given by [ge/Feg, which scales as s 2. Another
benefit of large detunings involves the state ID) =
19/2, -9/2) into which atoms are optically pumped
[Fig. 2(c)]. This state is dark to the optical pumping light,
and hence has no excited state admixture; consequently, it
experiences a trapping potential. Atoms in trapping states
|g, N) decay preferentially into trapping states or ID), since
(a) (b)
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the ratio of antitrapping transitions to dark state transitions
scales as ['ge/Fgg = s, which is small at large 6.
In light of these considerations, we detune the
hyperfine-changing (F) pumping light -80 MHz from
the Stark-shifted F = 7/2 -+ F' = 9/2 transition and the
Zeeman-level (mF) pumping light -80 MHz from the
Stark-shifted F = 9/2 -) F' = 7/2 transition. The optical
pumping beam copropagates with the x Raman beam, and
has its polarization optimized for minimal a+ admixture.
The F and mF components have intensities of 5.8 mW/cm 2
and 1.6 mW/cm 2 , respectively; the Lamb-Dicke parame-
ters for optical pumping are -0.18 for all directions.
This Raman cooling scheme allows us to collect fluo-
rescence while keeping the atoms confined to their lattice
sites [Fig. 3(a)]. Furthermore, we find that atoms are cooled
predominantly into their motional ground state. Indeed,
Raman spectroscopy after cooling reveals vibrational
ground-state populations of 0.92(2), 0.92(2), and 0.85(2)
along x, y, and z, respectively [Fig. 3(b)]. This corresponds
to a 3D ground-state population of 72(3)%. Note that
parameters are optimized for imaging fidelity rather than
for a large ground-state population. We measure a fluo-
rescence rate of ~5000 photons/ (atoms) with a lifetime of
-30 s. With a photon collection and detection efficiency of
20%, about 1000 photons per atom can be collected in-an
exposure time of 1 s, which is sufficient to detect single
atoms with high fidelity. Since the system is in steady state,
the cooling rate is equal to the heating rate, which can be
estimated by the number of scattered photons and the
Lamb-Dicke parameter. This gives a cooling rate of
~2 uK/ms.
To verify that we can resolve individual lattice sites, we
measure the point spread function (PSF) of our imaging
system using isolated atoms from sparsely populated
images. The measured PSF has a full width half maximum
(FWHM) of 640 nm [Fig. 4(a)]. Images are deconvolved
x Y
z
-300 -200 -100 0 100 200
Two-photon Raman detuning (kHz)
300
FIG. 3 (color online). (a) Site-resolved imaging of fermonic atoms on a densely filled 541-nm-period optical lattice, with an exposure
time of 2 s; one can clearly discern the lattice structure and individual atoms. (b) Raman spectrum after cooling. The lattice depths are
chosen such that the vibrational sidebands are well resolved. The heating sidebands for the three lattice axes are labeled Z, X, and Y.
We observe a large sideband asymmetry, from which we extract a 3D ground-state occupation of 72(3)% [19].
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FIG. 4 (color online). (a) Radially averaged PSF extracted from isolated atoms; the FWHM is 640 nm. (b) Intensity histogram after
binning the deconvoluted images by lattice site. The threshold for reconstruction is shown by the dashed line. (c) Loss and hopping rates,
shown in red squares and blue circles, respectively, as extracted from 20 consecutive 1-s exposures. (d) Correlation measurement g(2) (r)
of a thermal cloud with filling of 0.19, showing the absence of distance-dependent loss. (e) Image of sparsely filled lattice with grid lines
showing lattice spacing and orientation. The exposure time is I s
identified.
with the PSF to achieve sublattice-site resolution. From
such images, we also extract the lattice axes and spacings
necessary to reconstruct the atomic distribution. Binning
the intensity of the deconvolved image by lattice site
reveals a clear bimodal distribution [Fig. 4(b)], which is
used to determine whether a site is filled [Figs. 4(e), 4(f),
4(g)]. This bimodality gives a reconstruction error of <1%.
An important aspect of quantum-gas microscopy is the
fidelity of the imaging process, which can be characterized
by hopping and loss rates. To this end, we take a series of
images of the same atomic cloud and observe changes in
the site occupations between images. Sites that are empty
but become occupied in a subsequent image are counted as
hopping events; sites that become empty are counted as loss
events. The Raman cooling parameters are optimized for
low hopping and loss rates while maintaining a fixed level
of fluorescence. For optimized parameters, we achieve loss
rates of <4.8 t 0.2% and hopping rates of <1.2 t 0.2%
for 1-s exposures of clouds with fillings between 0.10 and
0.20 [Fig. 4(c)]. These rates, which include reconstruction
errors, give a detection fidelity of >95% for sparse clouds.
At higher fillings, hopping events lead to loss of additional
atoms in doubly occupied sites due to light-assisted
collisions. However, even for unity filling, we estimate
the imaging fidelity to still be >94%, because of the low
hopping rate.
(f),(g) The same image after deconvolution and with the filled sites
To ensure that the imaging does not cause additional
losses for neighboring atoms, one can measure the 2-point
correlation function g(2)(r) = (n(x)n(x + r))/(n)2 of ther-
mal clouds, since distance-dependent loss will produce
anticorrelations at short distances. For a dilute thermal
cloud with a filling of 0.19, one 29 x 32 site image gives
g(2)(r) = 1.00(7) for distances from r = 1 to 10 lattice
spacings, indicating that the imaging does not cause
significant distance-dependent loss [Fig. 4(d)].
In conclusion, we have realized high-fidelity site-
resolved imaging of 40K fermionic atoms in a Hubbard-
type optical lattice by combining 3D Raman sideband
cooling with high-resolution photon collection. In contrast
to existing boson microscopes, the technique leaves atoms
predominantly in the absolute 3D ground state of a given
lattice site. This opens up new ways to assemble low-
entropy Fermi-Hubbard systems atom by atom [28,32,33].
Combining site-resolved imaging with on-site-manipula-
tion would allow one to deterministically create localized
excitations and follow their time evolution [18]. Finally,
the presence of 23Na in our system invites the realization
of a quantum-gas microscope for ultracold fermionic
NaK molecules [34], which have been proposed as a new
resource for quantum information processing and quantum
simulation of lattice models with long-range dipolar
interactions.
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Note added.-Recently, single-site-imaging for fermionic
atoms has also been reported for 4 0K and 6Li [35,36].
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Observation of 2D Fermionic Mott Insulators of 40K with Single-Site Resolution
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We report on the site-resolved observation of characteristic states of the two-dimensional repulsive
Fermi-Hubbard model, using ultracold 'OK atoms in an optical lattice. By varying the tunneling, interaction
strength, and external confinement, we realize metallic, Mott-insulating, and band-insulating states. We
directly measure the local moment, which quantifies the degree of on-site magnetization, as a function of
temperature and chemical potential. Entropies per particle as low as 0.99(6)kB indicate that nearest-
neighbor antiferromagnetic correlations should be detectable using spin-sensitive imaging.
DOI: 10.1103/PhysRevLett.l 16.235301
Strongly correlated fermions present a fundamental
challenge to many-body physics, as no general method
exists to predict what phenomena will emerge [1].
Ultracold gases of fermionic atoms have shown promise
as a clean, highly controllable platform for studying such
systems [2,3]. One prominent example is the realization of
strongly coupled fermionic superfluids, enabled by the
enhanced interactions that arise near a Feshbach resonance
[4,5]. Another class of strongly correlated systems well
suited for simulation with ultracold atoms is lattice models,
in which the kinetic and interaction energies can be set to
comparable strengths [3,6]. One such model is the Fermi-
Hubbard model, believed to capture the essential aspects of
high-temperature superconductivity [7,8].
The realization of the Fermi-Hubbard model at low
entropies has been a longstanding goal in ultracold atom
experiments. Mott-insulating behavior has been observed in
three dimensions (3D) via reduction of double occupancies
and compressibility [9-12]. Short-range antiferromagnetic
correlations above the Ndel temperature were observed via
Bragg scattering and dimerized lattices [13-15]. Recently,
the equation of state of the Fermi-Hubbard model has been
measured in two dimensions (2D) for spin 1/2 and in 3D for
higher spin values [16,17]. However, these experiments
relied on conventional imaging techniques that do not allow
site-resolved measurements of microscopic quantities.
Such microscopic measurements first became possible in
bosonic systems through the development of quantum gas
microscopes with single-site resolution, and have enabled
studies of ordering, spatial structures, and correlations in
the Bose-Hubbard model [18-21]. Recently, the ability to
perform single-site imaging has been extended to the two
workhorse fermionic isotopes of alkali atoms, 6Li and 40K
[22-26]. While 6Li has faster lattice dynamics due to its
smaller mass, 40 K features a larger fine structure splitting,
which is beneficial for implementing spin-dependent
potentials and spin-orbit coupling.
After initial demonstrations of site-resolved imaging of
nondegenerate Fermi gases, the goal has been to apply
these imaging techniques to low-entropy degenerate gases
in order to study quantum many-body phenomena. Within
the past few months, Pauli blocking was directly observed
in a spin-polarized gas of 6 Li [26], and the metallic, Mott-
insulating, and band-insulating states of the 2D Fermi-
Hubbard model have been directly detected, both in 6Li
[27], and, as reported in this paper, in 40 K. In this Letter, we
also demonstrate the formation of local moments at half
filling as the temperature is lowered.
Our system is described by the single-band 2D Hubbard
Hamiltonian with two spin states on a square lattice,
H=-t ( & +H.c.)+U h1 th; +Z(Vi -p)fl ,
where & , (4 ) is the fermion annihilation (creation)
operator for spin a {t, 4} on site i, ni, = ,, is
the number operator on site i, and angle brackets indicate
summation over nearest neighbors. U and t denote the
on-site interaction energy and nearest-neighbor hopping
amplitude, respectively, while po is the chemical potential
and Vi is the on-site energy due to the overall trapping
potential. The trapping potential is approximated by
Vi = 1 mw 2d a2 , where m is the atomic mass, o is the
global trapping frequency, di is the distance in lattice sites
from the center of the trap, and a is the lattice spacing.
Despite the simplicity of the Hamiltonian, this model is
theoretically intractable and has been solved only in special
cases. At weak interactions (U/8t < 1) or when the average
filling is well below unity, the system is metallic. If the
chemical potential is high enough to fill all available states,
the system becomes a band insulator, with two opposite-spin
atoms per site. At strong interactions (U/8t >> 1) and at half
filling, another insulating state, the Mott insulator, appears
when the temperature kB T < U. At temperatures well below
the superexchange scale of 4t2 / U, long-range antiferromag-
netic correlations arise. It is conjectured that d-wave super-
conductivity emerges upon doping a magnetically ordered
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: - FIG. 1. Metallic, Mott-insulating,
and band-insulating states under
- the quantum gas microscope: ob-
served fluorescence images, showing
a_ ikk (a) the metallic state, with po/h
280 (40) Hz, w = 2r x l 11 (3) Hz,
~p, L' n . ma7 and U/87 = 0.33 (4) with U/h
540 (60) Hz; (b) the Mott-insulatingbjI state, with po/h = 624 (22) Hz,
0 . M.. a = 2j x 115 (3) Hz, and U/87=
ur . .12.3 (8) with U/h = 1350 (50) Hz;
0 and (c) the band-insulating state,
with po/h = 1450 (40) Hz, w=
2zx181(3)Hz, and U/87=2.6
I .; 0 (1) with U/h=1007(40)Hz. [(d)-(f)]
". . Reconstructed detected site occupa-
... " tions corresponding to (a)-(c),
i respectively.
Mott insulator [7,8]. Within the local density approximation
(LDA), the overall harmonic confining potential leads to a
spatially varying local chemical potential, and thus metallic,
Mott-insulating, and band-insulating states can coexist
within the same sample [28,29].
To realize this model, we begin by sympathetically
cooling 40K atoms with 23Na atoms in a magnetic trap.
The 40K atoms are then transferred into an optical dipole
trap, and an equal mixture of hyperfine states IF =
9/2, mF = -9/2) and 19/2, -7/2) is created. After evapo-
ration and transport, we obtain a highly oblate layer of
~300 4 0K atoms in the x-y plane 7 pm underneath the
imaging system. Subsequently, we ramp up a square optical
lattice in the x-y plane, with lattice spacing a = 541 nm,
to a depth of either 6 ER, 1 2 ER, or 1 8 ER, where
ER - (h2 / 2m)(ra) 2. The laser beams that create the
x-y lattice also interfere to form a lattice along z with
3 pm spacing, where only one layer is populated. We use
the lattice depth to tune the Hubbard parameters t and U,
without utilizing any Feshbach resonances. For this work,
the magnetic field is set to 4.5 G, where the scattering
length is 170ao, ao being the Bohr radius. While the lattice
is ramped up, the radial confinement within the plane is
brought to the desired value. For imaging, the lattice depth
is quickly increased to 1 OOOER, while an additional lattice
along the z direction with spacing 532 nm is also applied.
We detect the occupation on each lattice site using Raman
sideband cooling, which cools the atoms while scattering
enough photons to produce a fluorescence image [22]. This
imaging technique, combined with an image reconstruction
algorithm, allows us to determine the occupation of a given
lattice site with a measured imaging fidelity of 95%. Because
pairs of atoms residing on the same site are lost during
imaging due to light-assisted collisions [30], only the parity
of the occupation is detected. Additionally, this imaging
method does not distinguish between the two spin states.
The average detected occupation at site i is thus given by
ndet(i) ( e t(i)), where hdet() - it + hif - 2hif hil.
We directly observe the metallic, Mott-insulating, and
band-insulating states using three configurations of lattice
depths and radial confinements. The three different samples
are prepared identically until the 2D lattice ramp, where both
the depth of the lattice and the radial confinement are
adjusted. In Fig. 1 we show the site-resolved fluorescence
images and the reconstructed detected site occupations. In
Fig. 2 we show profiles of the corresponding radially
averaged parity-projected densities ndet and their variances.
The Mott-insulating and band-insulating states are both
expected to show suppressed variance in ndet. In particular,
the variance is suppressed in Mott-insulating regions due to
the charge gap, which is U at half filling; in the band-
insulating regions, it is suppressed instead by Pauli blocking.
In the metallic regions the variance is not suppressed, and in
the case of half filling it equals 0.25, since a site is equally
likely to be empty, doubly occupied, or singly occupied by an
atom of either spin state. The variance can either be directly
measured, or obtained via (net) - (ndet) = ndet(1 - ndet).
This is due to the operator identity h? = ni for fermions,
which implies (ndet) =(det), and more generally all
moments of ndet can be found from ndet itself.
The metallic state, with peak occupation 0.7 and peak
variance -0.25, is shown in Figs. 1(a), 1(d), 2(a), and 2(d).
Here, the lattice depth is 6 ER and the radial confinement is
w = 2r x 111 (3) Hz. Thiscorresponds to U/81 = 0.33(4),
where I = VIT is the mean hopping amplitude, with t, (tv)
being the mean hopping amplitude along the x (y) direction
[39]. In order to observe the Mott insulator, shown in
Figs. 1(b), 1(e), 2(b), and 2(e), we increase the interaction
to U/87 = 12.3(8) by increasing the lattice depth to 1 8 ER
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FIG. 2. Radially averaged detected site occupation [(a)-(c)], variance [(d)-(f)], and entropy [(g)-(i)], with theoretical curves. [(a), (d),
and (g)] Metallic state, with po/h = 280 (40) Hz and kBT/U = 1.46(18); average entropy per particle S/N = 1.7 (1)kB- [(b), (e), and
(h)] Mott-insulating central region, with po/h = 624 (22) Hz and kBT/U = 0.09(1); S/N = 1.2 3( 6 )kB. [(c), (f), and (i)] Band-
insulating center and Mott-insulating annular region, with po/h = 1450 (40) Hz and kBT/U = 0.18(2); S/N = 0.99 (6 )kB. The
profiles were fitted to numerical linked cluster expansion (NLCE) data with U/7 = 3 for (a), (d), and (g) and to high-temperature series
expansion (HTSE) for (b), (e), and (h). For (c), (f), and (i), profiles were fitted to NLCE data with U/7 = 21, shown in solid.
and the trap confinement to o = 2jr x 115 (3) Hz. The
detected site occupation flattens to 0.98(2) at the trap center,
with a corresponding variance less than 0.03. To observe the
band insulator, shown in Figs. 1(c), 1(f), 2(c), and 2(f), we
increase the global chemical potential, by increasing the trap
confinement to o = 2z x 181 (3) Hz, while reducing the
interaction to U/81 2.6(1), by lowering the lattice depth to
1 2 ER. At the center the detected density is depleted and the
k9T/U = 0.18(2) kBT/U = 0.22(3) k.T/U = 0.31(4) kT/U = 0.55(8)
(b) 1.0 .
0.5 -
0.0.,
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FIG. 3. Heating of
Mott and band insulators.
(a) Site-resolved images,
(b) density profiles, and
(c) variances for temper-
atureskBT/U=0.18(2),
0.22(3),0.3l(4),0.55(8)
(left to right) at fixed
U/87 = 2.6(1) and o =
2r x 183 (3) Hz, with
fitted curves from HTSE
(solid). [(d) and (e)]
Radially averaged ob-
served filling and vari-
ance, respectively, for
all four temperature
values as a fuinction of
chemical potential, calcu-
lated from the fitted
global chemical potential.
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variance is suppressed, indicating a band-insulating region
with two atoms per site. Because of the varying local
chemical potential across the trap, a surrounding Mott-
insulating annular region is also visible. The metallic regions
that border the insulating regions are clearly evidenced by the
increased variance.
To characterize the atomic clouds, we fit the radially
averaged parity-projected density ndet to the equation of
state of the spin-balanced Hubbard model obtained either
through NLCE data [31], for U/87 = 0.33(4), 2.6(1), or
from the HTSE in 1/kBT [32], for U/87 = 12.3(8).
From these fits, we extract temperatures of kBT/U =
0.55(9), 0.09(1), 0.18(2) for the three configurations
shown in Figs. 2(a), 2(d), and 2(g); 2(b), 2(e), and 2(h);
and 2(c), 2(f), and 2(i), respectively. From the fits, we
deduce the local entropy per site, shown in Figs. 2(g)-2(i),
and the trap-averaged entropy per particle. These curves
illustrate redistribution of entropy between the different
regions of the trap. There is a local reduction of entropy in
the Mott and band-insulating regions, with a corresponding
increase of entropy in the metallic rings. Additionally, we
observe that the average entropy per particle is 1.7(1)kB,
1.2 3 (6 )kB, and 0.9 9 (6 )kB for the three configurations.
In order to explore the effects of temperature, we heat
samples at U/87 = 2.6(1) and confinement of w = 2;r x
181 (3) Hz by varying the hold time in the lattice up to 3 s. In
Fig. 3(a), we show the reconstructed site occupations for four
temperatures from kBT/U = 0.18(2) to 0.55(8). As the
temperature increases, singly occupied sites are created in
the band-insulating region as kBT approaches po, while
double occupancies and holes appear in the Mott-insulating
region as kBT approaches U. The radially averaged density
profiles, shown in Fig. 3(b), are fitted with HTSE to extract
the temperature and chemical potential. In Fig. 3(c), we show
the measured variance for the samples from Fig. 3(a). The
variance is suppressed in insulating regions at low temper-
atures, but approaches 0.25 throughout the sample at high
temperatures. To extract trap-independent properties, we use
the fitted value of Po and the trap frequency w to determine
the local chemical potential y = po - i mw 2dia2 . Under the
LDA, the local properties are equivalent to those of a
homogeneous system at the same chemical potential.
Radial profiles can then be converted to profiles with varying
p/U, as shown in Figs. 3(d) and 3(e) for the site occupation
and variance, respectively.
While the detected site occupation ndet does not allow one
to obtain the total density (h4 + h t) or the double occupancy
(hht) separately, it directly gives the local moment
(mZ) = ((hnt - h =)2 ) (ht + ht - 2htfh) = (^det) [33].
In the strong coupling limit U >> t and at half filling, as
the temperature is lowered below -U, the local moment is
expected to approach unity as the system enters the Mott-
insulating state. At even lower temperatures, near the
superexchange scale t2 /U, the moment is expected to
slightly decrease, signaling reduced localization as magnetic
1.0-
0.8-
0.6-
0.4-
0.2-
0.0-
0 2 4 6 8 10 12
kBT/t
FIG. 4. Local moment (mi) as a function of temperature at
U/87 = 2.6(1) for p/U = 0.5 (red squares) and p/U = -0.25
(blue circles). The local moments are extracted from 117 samples.
For each sample, the temperature and global chemical potential
are determined by fitting to HTSE in the outer regions where
ndet < 0.25. NLCE data at U/t = 21 with and without adjust-
ment for imaging fidelity are shown in solid and dotted lines,
respectively.
interactions become important [34]. The moment, directly
given by ndet, can thus show signatures of superexchange,
albeit at temperatures lower than those accessed in the current
work. In Fig. 4, we show the local moment at half filling
(p = U/2) as a function of temperatures for the same
parameters as in Fig. 3. To determine the half-filling point,
the detected occupation is fitted to HTSE in the outer regions
of the sample where ndet < 0.25, from which we extract the
temperature and global chemical potential po. At half filling,
a measurement of the local moment also yields the double
occupancy via (nth1 ) (1 - (m3 ))/2. We also show the
measured temperature dependence of the moment at
y = -U/4. Note that (mi) is symmetric about y = U/2,
a consequence of the particle-hole symmetry of the Fermi-
Hubbard model on a bipartite lattice. Thus, the behavior of
the moment versus temperature at p = - U/4 is representa-
tive of the metallic regions both below and above half filling.
After correction for imaging fidelity, the data for both values
of p are consistent with the NLCE predictions.
In summary, we have directly observed with single-site
resolution the Mott-insulating, band-insulating, and met-
allic states of the 2D Hubbard model using fermionic 4K in
an optical lattice. We measure entropies as low as
0.99( 6 )kB per particle, indicating that short-range antifer-
romagnetic spin correlations should be present [31,35,36].
The Mott insulator provides a well-controlled initial
state for further studies, such as the properties of one-
dimensional Hubbard chains and dynamics of magnetic
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polarons [8,37]. Additionally, the presence of 23Na in our
system, combined with the recently demonstrated creation
of ground state 23Na40K molecules [38], opens the pos-
sibility to study lattice models with long-range and aniso-
tropic interactions at the single-site level.
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Appendix D
Observation of Spatial Charge and
Spin Correlations in the 2D
Fermi-Hubbard Model
This appendix contains a reprint of the following paper [12]:
L. W. Cheuk, M. A. Nichols, K. R. Lawrence, M. Okan, H. Zhang, E. Khatami,
N. Trivedi, T. Paiva, M. Rigol, and M. W. Zwierlein, "Observation of Spatial Charge
and Spin Correlations in the 2D Fermi-Hubbard Model", Science 353, 1260 (2016).
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also in two dimensions. Realization of the paradig-
matic quantum phase transition from such an
artificial valence bond solid to a Heisenberg anti-
ferromagnet (41) therefore seems within reach
of present experiments.
Recently, we became aware of similar exper-
imental results in two dimensions (42,43).
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QUANTUM SIMULATION
Observation of spatial charge and
spin correlations in the 2D
Fermi-Hubbard model
Lawrence W. Cheuk,* Matthew A. Nichols,"* Katherine R. Lawrence," Melih Okan,'
Hao Zhang,l Ehsan Khatami,2 Nandini Trivedi,3 Thereza Paiva,4
Marcos Rigol,5 Martin W. Zwierlein't
Strong electron correlations lie at the origin of high-temperature superconductivity. Its
essence is believed to be captured by the Fermi-Hubbard model of repulsively interacting
fermions on a lattice. Here we report on the site-resolved observation of charge and spin
correlations in the two-dimensional (2D) Fermi-Hubbard model realized with ultracold
atoms. Antiferromagnetic spin correlations are maximal at half-filling and weaken
monotonically upon doping. At large doping, nearest-neighbor correlations between singly
charged sites are negative, revealing the formation of a correlation hole, the suppressed
probability of finding two fermions near each other. As the doping is reduced, the
correlations become positive, signaling strong bunching of doublons and holes, in
agreement with numerical calculations. The dynamics of the doublon-hole correlations
should play an important role for transport in the Fermi-Hubbard model.Acentral question in the study of cupratehigh-temperature superconductors is howspin and charge correlations give rise to
the wealth of observed phenomena. Antifer-
romagnetic order present in the absence of
doping quickly gives way to superconductivity
upon doping with holes or electrons (1), suggest-
ing the viewpoint of competing phases. On the
other hand, antiferromagnetic correlations can
also occur in the form of singlet bonds between
neighboring sites. In fact, it has been proposed (2)
that superconductivity could result, upon doping
a Mott insulator, from the condensation of such
resonating valence bonds. It has also been argued
(1) that the pseudogap and "strange metal" re-
gions are supported by a liquid of spin-singlets.
This argument has spurred the simultaneous ex-
amination of nearest-neighbor spin and charge
correlations, which might reveal the underlying
mechanisms of pairing and transport.
In recent years, ultracold atomic gases have
been established as pristine quantum simulators
of strongly correlated many-body systems (3-5).
The Fermi-Hubbard model is of special impor-
tance, thanks to its paradigmatic role for the
study of high-critical temperature cuprates. At
low temperatures and away from half-filling,
solving the Fermi-Hubbard model theoretically
is very challenging because of the fermion sign
problem. Central properties of Fermi-Hubbard
physics-from the reduction of double occupancy
(6, 7) and of compressibility (8, 9) as the repulsion
is increased, to short-range antiferromagnetic
correlations (10-12) and the equation of state
(9,13,14)-have been observed in ultracold atom
experiments. The recently developed Fermi gas
microscopes (13,15-19) have led to the direct ob-
servation of two-dimensional (2D) fermionic Mott
insulators, band insulators, and metals with single-
atom, single-site-resolved detection (20,21). The
strength of this technique, however, is on full dis-
play when single-site detection is used to direct-
ly measure correlations in the gas, as has been
achieved with bosons (22-24).
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In our study, we used a Fermi gas microscope
of "K atoms to directly observe charge and spin
correlations in the 2D Fermi-Hubbard model
(15, 21). Spin correlations displaying antiferro-
magnetic behavior have also been observed very
recently with fermionic 6Li in one (25) and two
(26) dimensions. We employ the local resolution
to simultaneously obtain correlations in the entire
range from zero doping (half-filling) to full doping
(zero filling), as the density varies in the under-
lying trapping potential. The microscope mea-
sures the parity-projected density on a given lattice
site-that is, doubly occupied sites (doublons) ap-
pear empty. For a two-spin mixture of fermions in
the lowest band of the optical lattice, the parity-
projected density is described by the magnetic
moment operator (21)i 2 = - A 2 ,where
A At AI A
n.- = c ci 0,i is the number operator and 4,,i
(c,) are fermion annihilation (creation) oper-
ators for spin a-= ,J Ion site i. Many repeated
measurements yield the average local moment on
each site (Fig. 1, A and D), which is a thermody-
namic quantity that quantifies the interaction
energy. This is evident when one rewrites the
interaction energy term n as 2 (n +A A 2i,i- mz,i). The Fermi-Hubbard Hamiltonian
can be written in terms of local moments as
H =-t E a ( C + h.c.) -2 . _
(Q,0 ,t
(1)E( + ,)
which is a form that highlights the particle-hole
symmetry of the Hamiltonian. Here, (i,j) denotes
nearest-neighbor sites i and j, t is the nearest-
neighbor hopping amplitude, U is the on-site
interaction energy, and p is the chemical poten-
tial. At moderate temperatures and depending
on the fillings ni = (nT,i + hj,i), this model can
yield metallic, band insulating, or Mott insulating
states. At half-filling (ni = 1) and at temperatures
below the superexchange scale 4t2 /U, quasi-long-
range antiferromagnetic correlations arise. For a
fixed temperature, these correlations are expected
to be maximal when U~ 8t, where the interac-
tion energy equals the single-particle bandwidth.
Upon doping, a pseudogap phase emerges; at even
lower temperatures, one expects a d-wave super-
conducting state (1). Although the superexchange
scale is about a factor of 2 lower than the tem-
peratures achieved here, site-resolved detection of
short-range correlations should already reveal pre-
cursory signs of physics at this energy scale.
Figure 1A shows a typical measurement of the
site-resolved average local magnetic moment from
-90 individual experimental realizations at Ult =
7.2(1). Atoms are confined in a radially symmetric
trapping potential. Under the local density appro-
ximation, this results in avarying local chemical
potential and, thus, a spatially varying filling n
throughout the sample. We prepared samples
where the maximum filling, which occurs in the
center of the trap, lies above n = 1. From radially
averaged profiles (Fig. ID), the half-filling point
is identified as the radial position where the mo-
ment reaches its maximum. This follows from the
particle-hole symmetry of the moment operator
A2
Mni, a property that holds for all of its averages
and cumulants (21).
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Because the local moment satisfies the operator
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identity (in2 1 ) = m.n, fluctuations of the local
moment do not yield additional information.
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Fig. 1. Local moment and nearest-neighbor charge and spin correlations. An ultracold atom
realization of the Fermi-Hubbard model for U/t = 7.2(1) is shown. (A to C) Local moment, nearest-neighbor
moment correlator, and nearest-neighbor spin correlator, respectively, as functions of position, averaged
over -90 shots. The spatial variations reflect the varying local doping due to the underlying trapping
potential. (D to F) Radial averages of (A), (B), and (C), respectively. The half-filling point is marked by
vertical dotted lines.
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Fig. 2. Spin and moment correlators as functions of doping and temperature for Ult = 7.2(1).
(A and B) Nearest-neighbor moment correlator [Cm(1)] (A) and spin correlator [C,(1)] (B) as functions of
the local moment, denoted by blue circles. Results from NLCE (and DQMC) for temperatures T/t = 0.89
and 1.22 are shown in green lines (and gray triangles), with the intermediate temperature range indicated
by green shading. (C) The maximum and minimum of the moment correlator as functions of temperature
are denoted by blue circles and red squares, respectively. Corresponding results are obtained from NLCE
(solid blue line and solid red line, respectively), for the noninteracting gas (black dashed and dotted lines,
respectively), and from DQMC for the correlator at half-filling (gray triangles). (D) Nearest-neighbor spin
correlator at half-filling as a function of temperature (blue circles). Solid blue line, NLCE results; gray
triangles, DQMC results; black dotted line, noninteracting gas. For all graphs, theory curves are not
adjusted for the experimental imaging fidelity of 95%.
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However, correlations of the moment between
different sites do (27). We experimentally mea-
sured the moment correlator at a separation of one
site, Cm(1), defined as
1 A 2 A 2 K 2 A 2j
CM (1) = 4. im -: MZ ma) M ;
(2)
where the sum is over all four nearest neighbors.
The locally resolved correlator Cm(l) at each site
i and its radial average are shown in Fig. 1, B
and E, respectively. Cm(1) displays nonmono-
tonic behavior, changing sign as the filling is
lowered.
The local moment correlator, however, is not
sensitive to the sign of the spin Si = (A. - A).
One important spin-sensitive correlator is
($54 Sj ), which can reveal antiferromagnetic or-
dering, expected to occur at half-filling and at
low temperatures. This correlator can be ex-
(A"' A" .1 A 2,i 2
pressed as p - .) (28),
wher , , - nTinli which we measured
by removing one spin state via resonant light,
before imaging. All terms can be obtained exper-
imentally in separate runs and are averaged
separately. Analogous to the nearest-neighbor
moment correlator Cm(l), we define the nearest-
neighbor spin correlator at site i
C,(1) = i ((sj, sa) -( ,)(S j)
S. S.lZ S
(3)
Figure 1, C and F, show the locally resolved
nearest-neighbor spin correlation C,(1) and its
corresponding radial average, respectively. The
fact that C,(1) is negative suggests antiferromag-
netic correlations, as expected (29-31). However,
even without interactions, Pauli-blocking of like
spins suppresses C,(1). One can see this by noting
A
1 0.8
Doping x
0.6 0.4 0.2 0
ni ~,~*
C"
0.9-
0.8-
0.7-
0.6
--
0.0 0.2 0.4 0.6
that C,(1) contains density correlations of either
spin species sepaMtely[((i 0 iAaj) - (Aia,)2],Which
are negative even for the noninteracting gas thanks
to Pauli suppression. For the lowest temperatures
reached, we observed a maximum absolute spin
correlation of about a factor of 2 larger than that
of a noninteracting Fermi gas.
Figure 2, A and B, show the nearest-neighbor
moment and spin correlations versus the mea-
sured local moment (&. ). This representa-
tion allows for comparison with theory under
minimal assumptions. As a thermodynamic quan-
tity, the moment can replace the role of the chem-
ical potential la. All thermodynamic variables
can then be viewed as functions of the local
moment, the spin correlation at half-filling, U,
and t. In fact, the local spin correlation at half-
filling is itself a thermometer that does not re-
quire any fit (32). Also shown in Fig. 2, A and B,
are numerical linked-cluster expansion (NLCE)
(33) and determinantal quantum Monte Carlo
(DQMC) (34) calculations (28), which display sim-
ilar behavior as the experimental data. Note that
there are no free parameters; the temperature
T/t = 1.16(16) is obtained from the spin correla-
tion at half-filling.
As expected, the antiferromagnetic spin corre-
lations are maximum at half-filling and decrease
in absolute value with increased doping. Moment
correlations instead are negative at low to inter-
mediate fillings, crossing zero around a moment
of 0.75 (doping ~0.21) before turning positive
toward half-filling. This implies that moments
change their character from effectively repulsive
(antibunching) to effectively attractive (bunching).
The antibunching and bunching behaviors in the
moments, as well as the antiferromagnetic spin
correlations, become more pronounced as the tem-
perature is lowered. Figure 2C shows the moment
B
1.
1.
1.
1.
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Fig. 3. Two-point correlation functions. g2 is the correlation function for moments and 92 for anti-
moments at a separation of one lattice site for Ult = 7.2(1). (A) g2(1) for moments. (B) k2 (1) for
antimoments. Blue circles, experimental data; blue solid line, NLCE theory; gray triangles, DQMC theory.
Both NLCE and DQMC calculations are performed at T/t = 1.22, and neither are adjusted for the
experimental imaging fidelity of 95%. Black dotted lines, noninteracting gas. The doping x as a function
of local moment is determined from NLCE theory at T/t = 1.22, without adjustment for imaging fidelity.
(Inset) Typical image showing neighboring antimoments (imaged holes) near half-filling.
correlation at half-filling (maximum positive value),
as well as its minimum value versus temperature.
The spin correlator athalf-filling (minimum value)
(Fig 2D) displays a similar temperature dependence,
reaching -0.09 at the lowest temperatures in
our experiment. This is about 30% of the max-
imum spin correlation expected for the spin- 2
Heisenberg model at zero temperature in two
dimensions (35).
To interpret the moment correlations, one
may recast them in terms of the two-point
correlator
(A2 )A2())g2 (r) = ( Z (r( (M )) (4)
which measures the probability of finding two
moments a distance r from each other. In the
absence of correlations, g2 = 1. At low filling,
for which the doublon density is negligible and
the moment (m) = (n) - 2(Ayi ) z n is essen-
tially the density, g2(r) measures density correla-
tions. These are nontrivial even for the spin-polarized
noninteracting Fermi gas, where fermion statis-
tics lead to anticorrelations at short distances,
reflecting the fact that two fermions cannot oc-
cupy the same site. This leads to Pauli suppres-
sion of g2 that persists to a distance on the order
of the average interparticle spacing, a feature
known as the Pauli hole. Although implications
of this fermion antibunching have been observed
in the suppression of density fluctuations (36,37)
and momentum space correlations (38, 39), the
real space suppressiong2(r) has not been observed
in situ before. In a noninteracting two-spin mix-
ture, the anticorrelations are halved, as only two
identical fermions experience the Pauli hole. How-
ever, repulsive interactions between opposite spins
also suppress g2(r), leading to a combined Pauli
and correlation hole.
In Fig. 3A, we show the directly measured g2 (1)
as a function of moment at an intermediate in-
teraction of Ut = 7.2. The strong suppression of
g2 (1) at low fillings (large interparticle spacing) is
observed and is stronger than Pauli suppression
alone, reflecting short-range anticorrelations due
to repulsive interactions. The data are well des-
cribed by NLCE and DQMC calculations (Fig. 3A).
Whereas g2(r) measures the probability of
finding two moments a distance r from each other,
near half-filling, where (A2) ~ 1, the correlations
arise mainly from sites where the moment is zero
(i.e., sites with holes and doublons). The number
of holes and doublons, which appear empty after
imaging, is given by (1- A ). The corresponding
two-point correlation function g 2 (r) of these anti-
moments is thus
A2 A'
((1 - ?(r))(1 - mr(0)))
52(r) 
- 2()( 
- A 2(0))
(5)
In Fig. 3B, we show that k 2 (1) is strongly en-
hanced near half-filling beyond the uncorrelated
value of 1-, 2 (1) thus reveals the strong bunching
of holes and doublons. There are three contributions
sciencemag.org SCIENCE
1262 16 SEPTEMBER 2016 - VOL 353 ISSUE 6305
++'
I i
5
RESEARCH I REPORTS
Fig. 4. Spin and A (h2)= .80 (Ah)=0.75 (,.i)=0.62 (&2)=0.55 (7h)=0.40
moment correlations as 2 0.03
functions of distance
and doping. (A) Moment 0 0.00
and spin correlations for -2 
-0.03
Ult = 7.2(1) are shown in 2 0.1
the top and bottom rows,
respectively, at various 0.0
values of the local 
-2 -- 0.1
moment. Correlation -2 0 2 -2 0 2 -2 0 2 -2 0 2 -2 0 2
values are averaged over I I i
symmetric points. The B X = 0.05 x= 0.140 x =0.2D x =0.273 x =0.566
moment correlator 2 0.03
Cm(0,1) changes sign 00
near a local moment of ,0 0.00
A2
mZ ~ 0.75. The anticorre- - -0.03
lation of spins Cs(0,1) is 2 0.1
observed to weaken upon .
increasing doping -'
(decreasing moment). In -2 -0.1
contrast, the next-nearest- -2 0 2 -2 0 2 -2 0 2 -2 0 2 -2 0 2
neighbor spin correlator
Cs(1,1) changes from positive at zero doping to negative at large doping. (B) Moment and spin correlations
obtained from DQMC theory for Ult = 7.2(1) and T/t = 1.00 are shown in the top and bottom rows,
respectively, at various values of doping x. The nonzero value of the moment and spin correlators at
distance (ij) = (0,0) are omitted for clarity. They are both local quantities determined by the value of the
moment. NLCE and DQMC results for the correlators at all distances shown are in good agreement (28).
to 92 (1): correlations between pairs of holes,
between pairs of doublons, and between holes
and doublons. One expects neighboring holes
and neighboring doublons to show negative cor-
relations due to Pauli suppression and strong
repulsion. Hence, the bunching behavior must
originate from positive correlations between
neighboring doublon-hole pairs. This expecta-
tion is confirmed by NLCE and DQMC calcu-
lations (28).
The strong doublon-hole correlation near half-
filling in the presence of antiferromagnetic cor-
relations can be qualitatively captured by a simple
two-site Hubbard model, experimentally realized
in (40). In the strongly interacting limit (U > t),
the doublon density vanishes and the ground state
is a spin singlet. However, at intermediate in-
teraction strengths, tunneling admixes a doublon-
hole pair into the ground state wave function,
with an amplitude -t/U. Thus, short-range sing-
let correlations at moderate Ult occur naturally
together with nearest-neighbor doublon-hole
correlations.
At a separation of one lattice site, we have re-
vealed the competition between the combined
Pauli- and interaction-driven repulsion of singly
occupied sites and the effective attraction of
doublons and holes, which manifests itself in a
sign change of the correlator. The ability of the
microscope to measure at a site-resolved level also
allows investigation of longer-distance correla-
tions. In Fig. 4, A and B, we show the moment
and spin correlations Cm(ij) and C(i,j), respec-
tively, as a function of separation distance ik + j.
Near half-filling, even at the temperatures of this
graph (Tt z 1.2), antiferromagnetic spin correla-
tions beyond the next neighbor are visible. With
increased doping, they give way to a more isotro-
pic negative spin correlation. For example, Cs(1,1)
changes sign from positive at half-filling to nega-
tive at large dopings. This resembles the effect of
Pauli suppression that is already present for non-
interacting fermions. For the moment correlator,
we clearly observe the sign change of Cm(1,0) at a
doping of x ~ 0.21 and that the correlations do
not extend substantially beyond one site.
The measurement of nonlocal moment cor-
relations also results in direct access to the as-
sociated potential energy fluctuations (AEp).
From the Fermi-Hubbard Hamiltonian in Eq. 1,
we find that
A, I A2 AE =U2((M ()2)
I U2E ( ^2i A2 A i(
4J (X,,g)(M,2j))
(6)
A A2
where M = Ej m,,i is the total moment ope-
rator. At half-filling, the contribution to the
fluctuations from the nearest-neighbor moment
correlations is thus U2Cm(1) = 0.8t2 for Tt z
1 and Ult = 7.2(1). This suggests that doublon-
hole correlations can arise from coherent tun-
neling of particles bound in spin singlets.
Away from half-filling, both NLCE and DQMC
calculations are currently limited to a temper-
ature range around T/t z 0.5, not far below what
is reached experimentally in this work. Further
reduction in experimental temperatures will pro-
vide a valuable benchmark for theoretical tech-
niques, especially away from half-filling, where
the sign problem arises. The clear importance
of doublon-hole correlations will prompt further
studies of their dynamics, especially away from
SCIENCE sciencemag.org
half-filling, which could elucidate their role for
the transport properties of a possible strange
metal phase and potential pseudogap behavior.
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