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We consider S = 1 triangular lattice Heisenberg antiferromagnets with a strong single-ion
anisotropy D that dominates over the nearest-neighbour antiferromagnetic exchange J . In this
limit of small J/D, we study low temperature (T ∼ J ≪ D) properties of such magnets by em-
ploying a low-energy description in terms of hard-core bosons with nearest neighbour repulsion
V ≈ 4J + J2/D and nearest neighbour unfrustrated hopping t ≈ J2/2D. Using a cluster Stochas-
tic Series Expansion (SSE) algorithm to perform sign-problem-free quantum Monte Carlo (QMC)
simulations of this effective model, we establish that the ground-state three-sublattice order of the
easy-axis spin-density Sz(~r) melts in zero field (B = 0) in a two-step manner via an intermediate
temperature phase characterized by power-law three-sublattice order with a temperature dependent
exponent η(T ) ∈ [ 1
9
, 1
4
]. For η(T ) < 2
9
in this phase, we find that the uniform easy-axis susceptibil-
ity of an L × L sample diverges as χL ∼ L
2−9η at B = 0, consistent with a recent prediction that
the thermodynamic susceptibility to a uniform field B along the easy axis diverges at small B as
χeasy−axis(B) ∼ B
−
4−18η
4−9η in this regime.
PACS numbers: 75.10.Jm
I. INTRODUCTION
Controlled and quantitatively accurate theoretical cal-
culations of the low temperature properties of geometri-
cally frustrated magnets represent a major challenge, in
part because it is difficult to devise analytical methods
that can reliably capture the competition between differ-
ent low-energy states1, and in part because most such
systems are not amenable to large-scale computations
using numerically exact and unbiased quantum Monte
Carlo (QMC) methods.2. The latter difficulty has its
origins in the presence of minus signs or phase factors
in the statistical weights of different configurations that
contribute to the partition function when it is sampled
by such methods.
Triangular lattice antiferromagnets with S = 1 mo-
ments at each site, with Hamiltonian
HAF = J
∑
〈~r~r′〉
~S~r · ~S~r −D
∑
~i
(Sz~r )
2 −B
∑
~r
Sz~r , (1)
in which the single-ion easy-axis anisotropy D is much
larger than the nearest-neighbour antiferromagnetic ex-
change J between the S = 1 moments ~Sr, provide an
example where interesting physics is accessible to con-
trolled theoretical treatments in spite of the strongly frus-
trated nature of antiferromagnetic interactions. This is
because the low-energy, low-temperature physics of HAF
in the T ∼ J ≪ D limit can be mapped3 on to that
of hard-core bosons on the triangular lattice with large
nearest-neighbour repulsion V and parametrically small,
unfrustrated boson hopping amplitude t. The low-energy
effective Hamiltonian is thus given by:
Hb = −t
∑
〈~r~r′〉
(b†~rb~r′ + b
†
~r′b~r)
+V
∑
〈~r~r′〉
(n~r − 1
2
)(n~r′ − 1
2
)− µ
∑
~r
n~r .
(2)
Here, µ is the chemical potential that controls deviations
of the density from the half-filling, n~r = 0, 1 is the bo-
son number at site ~r, and b~r is the corresponding boson
annihilation operator.
The crucial minus sign in front of the hopping term (t
is positive) renders the boson hopping unfrustrated and
ensures that matrix elements of the boson Hamiltonian
Hb can, by addition of a suitable constant to Eq. 2, be
made strictly negative in the boson occupation-number
basis. This implies that one can rewrite the partition
function Tre−βHb as a sum over configurations with posi-
tive weight in this basis. This representation can then be
used to perform large-scale numerically exact quantum
Monte Carlo studies2 of the boson Hamiltonian, Eq. 2,
on finite lattices, from which one may draw conclusions
about the low temperature physics of HAF.
In order to describe the low temperature physics of
HAF using this approach, one sets
3 µ = 2B, and
V ≈ 4J + J2/D, t ≈ J2/2D, n~r = (Sz~r + 1)/2, and
b~r ∼ (Sx~r − iSy~r )2/2. This places the corresponding bo-
son problem in a regime in which the frustrated nearest-
neighbour repulsion between hard-core bosons dominates
over the unfrustrated kinetic energy of these bosons. In
this limit of V ≫ t, the interplay of frustration and
quantum fluctuations is known to result in a “super-
solid” ground state forHb, in which superfluidity coexists
with three-sublattice (“
√
3×√3”) density-wave order at
2wavevector Q ≡ (2π3 , 2π3 )7–12. For the easy-axis magnet,
this implies3 an unusual co-existence of three-sublattice
spin-density order of Sz and spin nematic order4–6 for
the transverse spin components (〈(Sx , y)2〉 6= 0).
Here, our interest is in the zero field (B = 0) melting
of these coexisting low-temperature orders, which trans-
lates, in boson language, to the melting of supersolid or-
der at half-filling (µ = 0). In this boson language, which
we use here and henceforth to make contact with earlier
computational work on ground state properties of Hb
and other closely related bosonic systems, it is clear that
the superfluid order will be lost via a Kosterlitz-Thouless
transition at temperature TKT. In this article, we confirm
this expectation using detailed QMC computations that
map out this line of Kosterlitz-Thouless transitions in the
(T, V ) phase diagram of Hb. How does three-sublattice
density-wave order melt at µ = 0? Two very different an-
swers have been given earlier: In Ref. 13 Boninsegni and
Prokofiev have suggested that the melting proceeds even
at half-filling via a single continuous transition in the uni-
versality class of the two-dimensional three-state Potts
model. Guided by the analogy14,15 with the two dimen-
sional six-state clock model16–19, the present authors9
have instead argued that the melting will proceed at half-
filling via a two-step melting process characterized by an
intermediate phase exhibiting power-law three-sublattice
(
√
3×√3) order.
As was emphasized recently20, both scenarios in fact
represent entirely consistent and generic possibilities for
the melting of three-sublattice order in such systems.
Either possibility can arise without fine-tuning of sys-
tem parameters when the microscopic Hamiltonian has
particle-hole symmetry in boson language (which trans-
lates to the Ising symmetry that flips the sign of the
easy-axis component of the spin-density). Indeed, in the
general phase diagram of such systems (for instance, with
additional further-neighbour interactions), these two pos-
sibilities represent generic behaviours that are either sep-
arated from each other either by an intervening region of
first order transitions, or connected to each other via the
multicritical point whose universal properties were stud-
ied in Ref. 20. Thus, the
√
3×√3 ordered state of HAF
could, in principle, display any of these possibilities upon
heating.
In this article, we study this question using QMC sim-
ulations of the effective Hamiltonian Hb, and establish
that three-sublattice order melts on heating in a two-
step manner via an intermediate phase characterized by
power-law three-sublattice order with a temperature de-
pendent exponent η(T ) ∈ [ 19 , 14 ]. For η(T ) < 29 in this
phase, we find that the compressibility of an L×L sam-
ple diverges as κL ∼ L2−9η at µ = 0. This implies
that the uniform susceptibility of an L × L sample of
the easy-axis antiferromagnet HAF will diverge as χL ∼
L2−9η at B = 0, consistent with the prediction made
in Ref. 20. By standard finite-size scaling arguments20,
this in turn implies that the thermodynamic susceptibil-
ity to a uniform field B along the easy axis diverges at
small B as χeasy−axis(B) ∼ B−
4−18η
4−9η in the power-law
three-sublattice ordered phase of HAF. As emphasized
in Ref. 20, this provides an interesting thermodynamic
signature of the intermediate-temperature power-law or-
dered phase in such magnets.
The remainder of this article is organized as follows.
In Sec. II, we describe the actual computational strat-
egy used, as well as define the quantities that are mea-
sured in our QMC simulations. In Sec. III, we describe
the results of these simulations and analyze these using
standard finite-size scaling ideas. Finally, in Sec. IV, we
conclude with a brief discussion of the potential experi-
mental relevance of our results, and discuss some follow-
up calculations that appear to be natural extensions of
the work presented here.
II. MODEL AND METHODS
In our numerical work, we set kB = 2t = 1 and study
Hb at µ = 0 on L × L triangular lattices with periodic
boundary conditions, with L a multiple of 6 up to L = 96.
Using a customized “cluster” implementation9,21,22 of the
Stochastic Series Expansion (SSE)23–25 QMC method to
compute equilibrium averages 〈. . . 〉 at nonzero temper-
ature T > 0, we focus on the finite-temperature phase
diagram (Fig. 1) above the T = 0 supersolid state that
obtains for V > Vc ≈ 4.67–10,13. In our cluster9,21,22 im-
plementation, Hb is written as a sum Hb =
∑
∆,µH∆,µ
comprising terms living on elementary triangles ∆ of the
triangular lattice. Here the index µ = 0, 1, 2, 3 distin-
guishes between the µ = 0 diagonal (in the number ba-
sis) term on each triangle and the three different hopping
terms on the three links of each triangle. This cluster de-
composition of the Hamiltonian allows the algorithm to
distinguish between minimally frustrated triangular pla-
quettes (with total particle number 1 or 2 but not 0 or
3) and triangular plaquettes that pay a high interaction
energy cost by having 0 or 3 particles on them. This
turns out to be the key to obtaining reliable results at
large values of V , as was demonstrated in earlier work9
on ground-state properties of the same model.
We characterize superfluidity of the low-temperature
state by computing the superfluid stiffness ρs. In order
to characterize the three-sublattice density-wave order,
we focus on nQ, the component of the density operator
n~r at wavevector Q
nQ =
∑
~r
n~re
iQ·~r ,
and measure the equal-time correlation function 〈m2〉 =
〈|nQ|2〉/L2 as well as the corresponding fourth mo-
ment 〈m4〉 = 〈|nQ|4〉/L4. In addition, we measure
the static structure factor κQ = 〈|
∫ β
0
nQ(τ)|2〉/βL2,
where β = 1/T . We also measure the second mo-
ment E2κQ of the SSE estimator EκQ ,whose average EκQ
over the QMC run gives κQ. Although E2κQ is a basis-
3FIG. 1: (color online) Summary of quantum Monte Carlo
results for the phase boundaries T1(V ), T2(V ) and Tc(V ) dis-
cussed in text. Lines are guides to the eye, while points mark
the measured location of the corresponding phase transition
(symbol sizes have been chosen to be indicative of the residual
uncertainty in our determination of the corresponding tran-
sition temperature, and T and V are measured in units of 2t
as indicated in the main text).
dependent quantity, is expected to scale in the same way
as m4st = 〈|
∫ β
0
nQ(τ)|4〉/β2L4, whose computation in-
volves technical difficulties that we side-step by focusing
on E2κQ . Finally, we also measure the compressibility
κ = 〈∆N2tot〉/L2, where ∆Ntot =
∑
~r(n~r − 1/2).
III. ANALYSIS OF RESULTS
We expect superfluidity to be lost on heating via a
Kosterlitz-Thouless transition at Tc(V )
16,26,27. In the
vicinity of Tc(V ) for fixed V , we expect a finite-size scal-
ing form28
ρs =
2TAV (T )
π
(
1 +
1
2 log(L/lV (T ))
)
, (3)
where lV (T ) and AV (T ) are fitting parameters which de-
pends on temperature. At Tc(V ), we expect AV (Tc) =
116,27,28. Therefore, to pinpoint the critical point at each
V , we fit finite-size data for ρs to this form and identify
Tc(V ) with the temperature at which the best-fit gives
AV = 1
29 (see Fig. 2). Using this procedure, we map out
the superfluid transition Tc(V ) shown in Fig 1.
If three-sublattice density-wave order is lost via a sin-
gle continuous thermal phase transition at T = T ∗, one
expects the Binder cumulants gm = 1 − 〈m4〉/3〈m2〉2
and gκQ = 1 − E2κQ/3(EκQ)2 to tend to 1/3 deep in
the ordered phase, and rise monotonically to a value of
2/3 deep in the disordered phase. Additionally, in the
vicinity of the continuous transition, one expects them
to collapse on to scaling functions Fm,κQ(∆T
∗) where
FIG. 2: (color online) QMC results (error bars are smaller
than symbol size) for ρs(T ) for various sizes L at V = 7.0,
fit to the finite-size scaling form Eqn. 3 (lines). Inset: A(T )
extracted from this fit provides the estimate Tc(V ) ≈ 0.164(1)
(lines are a guide to the eye). In both the inset and the main
figure, T is measured in units of 2t as indicated in the main
text.
∆T ∗ ≡ (T − T ∗)L1/ν , and ν is the density-wave cor-
relation length exponent. Such a continuous transition
can therefore be located from either Binder cumulant by
looking for a crossing point of T -dependent curves cor-
responding to various sizes L. On the other hand, if
long-range density-wave order is lost upon heating via a
two-step melting process, with a power-law ordered inter-
mediate phase for T1 ≤ T ≤ T2, one expects gm and gκQ
to saturate at large L in this power-law ordered phase
to L-independent limiting values that define the univer-
sal functions Gm,κQ(T ) for T ∈ [T1, T2]. In other words,
if there is an intermediate power-law ordered phase, we
expect the Binder cumulant curves to stick over a finite
range of T rather than cross at one temperature.
With this in mind, we compare our QMC data for gκQ
and gm with these competing predictions for their L and
T dependence. We find clear evidence at all V > Vc that
the Binder cumulants stick rather than cross; a repre-
sentative example is shown in Fig 3. When the Binder
cumulants stick, we also find that κQ ∼ L2−η(T ), with
η(T ) increasing with temperature. An illustrative exam-
ple is shown in Fig. 4. On the basis of this evidence, we
conclude that three-sublattice density-wave order is lost
via a two-step melting process with an intermediate tem-
perature phase exhibiting power-law density-wave order.
It is not entirely straightforward to obtain the pre-
cise location of the upper and lower phase boundaries
of this power-law density-wave ordered phase directly
from the Binder cumulant data (for instance, the ex-
ample displayed in Fig 3). Therefore, we exploit the
fact that the long-distance correlations of
∫ β
0
nQ(τ) in
such a power-law ordered phase are expected9,14,15,20 to
correspond to the long-distance properties of the order-
parameter field ψ in the analogous power-law ordered
phase of the six-state clock model16–19, In such six-state
4FIG. 3: (color online) T dependence of the Binder cumulant
gκQ at V = 7 (error bars are smaller than symbol size, and
lines are a guide to the eye). Note that the curves for different
L stick to each other over a finite temperature range, rather
than cross at a single point. T and V are measured in units
of 2t as indicated in the main text.
FIG. 4: (color online) κQ/L
2 (error-bars are smaller than
symbol size) fit to a power-law ∼ L−η(T ) for T =
0.1515, 0.185, 0.215 (lines), with best-fit values η(T ) ≈
0.1114(2), 0.1370(3), 0.1602(3) respectively.
clock models, the long-distance correlations of ψ are con-
trolled, in renormalization group (RG) language, by a
line of fixed points16, characterized by effective free-
energy FKT =
∫
d2rFKT(~r) with βFKT =
1
4πg (∇θ)2,
where g ∈ [ 19 , 14 ], and θ(~r) is the phase of complex or-
der parameter field ψ(~r) that is subjected to a six-fold
anisotropy. This range of g corresponds to values of g for
which this fixed-line is stable to vortex excitations as well
as six-fold anisotropy16. For g in this range, FKT is char-
acterized by power-law correlators 〈ψ∗(~r)ψ(0)〉 ∼ 1/rη(g)
with η(g) = g. This implies that the power-law exponent
η(T ) in such a power-law ordered phase lies in the range
(1/9, 1/4)16.
Reasoning by this analogy, we therefore expect the
static structure factor κQ of an L × L system to obey
κQ ∼ L2−η(T ) , with η(T ) ∈ (1/9, 1/4) in the phase
with power-law three-sublattice order. With this in
mind, we determine the upper (lower) transition tem-
FIG. 5: (color online) Lη−2κQ (error-bars are smaller than
symbol size and lines are a guide to the eye) versus tempera-
ture for various L plotted in the vicinity of the upper (lower)
critical point with η = 1/4 (η = 1/9) yield the estimates
T2 ≈ 0.319(4), T1 ≈ 0.1515(5) for V = 7. T and V are
measured in units of 2t as indicated in the main text.
perature T2(V ) (T1(V )) at each V by plotting κQL
1
4
−2
(κQL
1
9
−2) against T for various L and looking for a cross-
ing point; a representative example is shown in Fig. 5.
Using this procedure, we are able to map out the V
dependence of the phase boundaries T2(V ) and T1(V )
(Fig 1), and conclusively establish a persistent interme-
diate phase with power-law three-sublattice density-wave
order for all V > Vc studied here. For V close to Vc,
power-law density-wave order co-exists with superfluid-
ity, while at larger values of V , this power-law ordered
phase lies entirely above the superfluid transition Tc(V ).
Our data gives no indication that the nature of the su-
perfluid transition at Tc(V ) is affected by the presence
of power-law density-wave order, nor does it give any in-
dication that the superfluidity affects the nature of the
power-law density-wave ordered phase or transitions out
of it. This may be understood by noting that the leading
biquadratic term that couples the square of the modulus
of the superfluid order parameter to the square of the
modulus of the density-wave order parameter (in a Lan-
dau theory description of the transitions) represents an
irrelevant perturbation of the decoupled critical points.
As is well-known, standard RG analysis16 also predicts
that 〈ψ∗(~r)ψ(0)〉 ∼ e−r/ξ for T > T2 in the six-state clock
model18, with ξ ∼ exp(a|t|−1/2) where t = (T − T2)/T2
and a is a dimensionless constant. For the static struc-
ture factor κQ in a L × L system just above T2, we
therefore expect18 the analogous finite-size scaling form
κQ = L
7/4FKT(exp(a|t|−1/2)/L) where FKT is a univer-
sal function and a is a constant. If we use the value of
T2(V ) deduced from our earlier analysis, this scaling form
has a single adjustible parameter a at each V , and the
corresponding scaling collapse of data represents a strin-
gent test of scaling; a representative example of such a
5FIG. 6: L and T dependence of κQ for T > T2 (error-bars
smaller than symbol sizes) shows scaling collapse consistent
with theoretical predictions. T and V are measured in units
of 2t as indicated in the main text, and t ≡ (T − T2)/T2.
FIG. 7: L dependence of compressibility κ (symbols) at V = 7
fit to the form a(T ) + b(T )L2−9η(T ) (lines), with η(T ) set
equal to the best-fit value extracted from fits of κQ at each
temperature to the power-law form c(T )L2−η(T ) in Fig. 3. T
and V are measured in units of 2t as indicated in the main
text.
scaling collapse is shown in Fig. 6. All of the forego-
ing provides clear evidence for the existence of an inter-
mediate phase with power-law three-sublattice order at
µ = 0, with properties consistent with RG predictions
and finite-size scaling16,18,28.
The analysis of Ref. 20 predicts that ρ(~r), the slowly-
varying (uniform) component of the density, will also
FIG. 8: T dependence of a(T ) and b(T ) (symbols) at V = 7.
T and V are measured in units of 2t as indicated in the main
text.
display power-law correlations in the phase with power-
law three-sublattice order: 〈ρ(~r)ρ(0)〉 ∼ 1/r9η(T ) . For
η(T ) < 29 , these correlations decay slowly enough that
they are predicted20 to lead to a divergent contribution
κsing. ∼ L2−9η(T ) to the finite-size compressibility κL of
an L × L system. To check this prediction20, we fit our
finite-size compressibility data in the power-law ordered
phase to the following form:
κL(T ) = a(T ) + b(T )L
2−9η(T ) (4)
for η(T ) ∈ [ 19 , 29 ). In these fits, the value of η(T ) is first
obtained from a separate fit of the L dependence of κQ to
a power-law form ∼ L2−η(T ) at each temperature T , and
the same value of η(T ) is used in fitting κL(T ) to Eq. 4.
An example of such fits is shown in Fig. 7, with the cor-
responding values of a(T ) and b(T ) displayed in Fig. 8.
Based on this evidence, we conclude that our numeri-
cal results are completely consistent with the prediction
made in Ref. 20.
As noted in Ref. 20, this result for a finite-size system
at µ = 0 is equivalent, via finite-size scaling, to the state-
ment that the thermodynamic compressibility at small
µ has the singular form: κsing.(µ) ∼ (ξ(µ))2−9η(T ) ∼
|µ|− 4−18η4−9η . Thus, the numerical results displayed here for
the finite-size scaling of κL, and the mapping between
Hb and HAF discussed in the introduction, together es-
tablish that the power-law three-sublattice ordered inter-
mediate temperature phase of HAF is characterized by a
divergent susceptibility to a uniform easy-axis field B:
χeasy−axis(B) ∼ |B|−
4−18η
4−9η for small |B|. As noted in
Ref. 20, this constitutes a striking thermodynamic signa-
ture of two-step melting of three-sublattice order in HAF,
which may be of potential experimental relevance.
6IV. CONCLUSION AND OUTLOOK
Our results thus conclusively establish that long-range
three-sublattice order, present at low temperature in the
phase diagram of Hb when V/2t > Vc/2t ≈ 4.5, melts
in a two-step manner, via an intermediate phase [for
T ∈ (T1, T2)] with power-law three-sublattice order. On
the other hand, superfluidity, present at low tempera-
ture in the phase diagram of Hb for all V/2t, is lost via a
transition at TKT in the Kosterlitz-Thouless universality
class. For very large values of V/2t, i.e. for V/2t & 7.5,
TKT emerges as the smallest of these three transition tem-
peratures. Conversely, for V/2t . 5.4, TKT is larger than
both T1 and T2, since these two transitions go rapidly to
zero as V approaches the threshold value of Vc at which
the ground state develops three-sublattice order. Finally,
for 5.4 . V/2t . 7.5, the Kosterlitz-Thouless transition
occurs within the phase with power-law three-sublattice
density-wave order.
Upon heating, frustrated magnets described by HAF
with large D/J (which map to Hb with V/(2t) ≈ 4D/J)
are thus expected to first undergo a Kosterlitz-Thouless
transition from a low-temperature state with co-existing
transverse spin-nematic order (〈~S2⊥〉 6= 0) and longitudi-
nal three-sublattice order (〈Sz(Q)〉 6= 0) to a state with
just longitudinal three-sublattice order of the easy-axis
spin density. A second phase transition is expected to
give rise to an intermediate state with power-law three-
sublattice order of the easy-axis spin density. Finally,
the system is expected to reaches a paramagnetic high-
temperature state after a third transition involving loss
of power-law three-sublattice order. In the intermediate
phase with power-law three-sublattice order, the suscep-
tibility χeasy−axis(B) to a uniform field B along the easy-
axis is predicted to diverge as |B|− 4−18η4−9η in the B → 0
limit, providing a thermodynamic signature of two-step
melting of three-sublattice order in such magnets. Thus,
this class of frustrated magnets is expected to exhibit
several interesting physical phenomena, and it would be
interesting to identify candidate materials whose mag-
netic properties are well-described by HAF.
This divergent uniform susceptibility χeasy−axis to a
field along the easy-axis is perhaps easier to rationalize
when the low-temperature three-sublattice ordered state
is of the ferrimagnetic kind, i.e. characterized by a net
easy-axis moment that accompanies spatial symmetry
breaking. This is indeed the case in the low-temperature
state of HAF, as is clear upon noting that the sponta-
neous deviation from half-filing identified in the low tem-
perature state of Hb in Ref. 9 maps to a net easy-axis
moment in the low-temperature state of HAF. However,
the arguments of Ref. 20 are independent of the nature
of three-sublattice ordering, and predict that χeasy−axis
would also diverge in the power-law three-sublattice or-
dered phase associated with the two-step melting of an-
tiferromagnetic three-sublattice order. A natural and in-
teresting follow-up to our work would therefore be to
test this stronger claim in other examples of easy-axis
magnets which exhibit two-step melting of antiferromag-
netic three-sublattice order. One such example is the
transverse field Ising antiferromagnet on the triangular
lattice,30 in which this physics could perhaps be studied
using a recently developed quantum cluster algorithm.31
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