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Abstract
Variants of the strong maximum principle are established for subsolutions to degenerate parabolic equa-
tions for which the standard version of the strong maximum principle does not hold. The results are
formulated for viscosity solutions.
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1. Introduction
The purpose of this paper is to investigate the validity of strong maximum principles for
viscosity subsolutions to the equation
ut + F
(
t,x, u,Dxu,D
2
xu
)= 0, (t,x) ∈ Ω ⊂Rd+1. (1)
The classical strong maximum principle (see [7] and e.g. [8] for time degenerate linear equations)
states that if a (sub)solution to the equation achieves a maximum at an interior point (t0,x0) of Ω
then the maximum is achieved on every curve in Ω with endpoint (t0,x0) along which the first
coordinate t is nondecreasing.
We formulate our results for equations of the form
G
(
t,x, u,ut ,Dxu,D
2
xu
)= 0, (t,x) ∈ Ω ⊂Rd+1, (2)
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remain the most important case.
In this paper we consider hypotheses under which only certain weaker versions of the classical
maximum principle hold, in particular, the maximum is only achieved at some point (t,x) with
t  t0 and |x − x0| = r for every sufficiently small r , or on some, not necessarily every, curve
in Ω with endpoint (t0,x0) along which the first coordinate t is nondecreasing. Some simple
examples show that one cannot expect to have very much better results in general. The crucial
point is that we consider nonlinear equations which may be degenerate. The validity of the strong
maximum principle for equations of this type has been studied in [5] but there the assumptions are
not the same but closely related to the ones used here. The main difference is that there a scaling
property of the form G(t,x, v, q, p, (I − γ (p ⊗ p)))  ϕ()G(t,x, v, q,p, I − γ (p ⊗ p))
with ϕ() > 0 when  > 0, is used extensively whereas here such an assumption is used only
in some of the results (that hence are very close to the ones in [5] and included mainly for
completeness). Furthermore, in [5] the equation may contain second derivatives with respect to
the t-variable as well.
In this paper we consider solutions in the viscosity sense, i.e., in order for u to be a solution
to (2) we require that it is both a sub- and a supersolution, and u is a subsolution in Ω provided u
is upper semicontinuous and
G
(
t0,x0, u(t0,x0), ϕt (t0,x0),Dxϕ(t0,x0),D
2
xϕ(t0,x0)
)
 0,
whenever ϕ is twice continuously differentiable and the function u − ϕ has a local maximum
at the point (t0,x0) ∈ Ω . A supersolution is defined analogously, for details see e.g. [4]. In all
of our results we assume that we have a subsolution and hence we do not in this paper consider
assumptions which guarantee that such a solution exists.
2. Statement of results
We let B(x0, ) = {x ∈ Rd | |x − x0| < } and B((t0,x0), ) = {(t,x) ∈ Rd+1 | |(t,x) −
(t0,x0)| < } where | · | denotes the Euclidean norm. Furthermore, S(d) denotes the set of all
d × d symmetric matrices, and for A and B ∈ S(d) we write A  B if 〈x, (A − B)x〉  0 for
all x ∈ Rd and A < B if 〈x, (A − B)x〉 < 0 for all x ∈Rd \ {0}, where 〈·,·〉 denotes the standard
inner product in Rd .
In our first result the assumptions are not very restrictive but the conclusion is much weaker
than in the classical case.
Theorem 1. Assume that
(i) Ω ⊂Rd+1 is open where d  1;
(ii) G :R×Rd ×R×R×Rd ×S(d) → [−∞,∞] is lower semicontinuous and nonincreasing
in its last argument;
(iii) there is a number v0 −∞ such that for each compact set K ⊂ Ω there is δ > 0 such that
G(t,x, v, q,p,X) > 0
for all (t,x) ∈ K , v > v0, q > 0, |p| < δ, and X < 0;
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G(t,x, u,ut ,Dxu,D
2
xu) = 0 in Ω ;
(v) (t0,x0) ∈ Ω , u(t0,x0) > v0, and there is a number r0 > 0 such that B((t0,x0), r0) ⊂ Ω and
u(t,x) u(t0,x0) for all (t,x) ∈ B((t0,x0), r0).
Then for each r ∈ [0, r0] there is a point (t,x) with |(t,x) − (t0,x0)| = r and t  t0 so that
u(t,x) = u(t0,x0).
With stronger assumptions on G we get more information about the set where the maximum
is achieved.
Theorem 2. Assume that (i), (ii), (iv), and (v) of Theorem 1 hold and assume that
(iii′) there is a number v0  −∞ such that for each compact set K ⊂ Ω and for each λ > 0
there are μ > 0 and δ > 0 such that
G
(
t,x, v, q,p, λ|p|I − μ|p|p ⊗ p
)
> 0
for all (t,x) ∈ K , v > v0, q  0, and 0 < |p| < δ.
Then for each w ∈ Rd with |w| = 1 there are continuous functions τ, ξ : [0,1] → R so that τ is
nondecreasing and ξ nonincreasing,
√
τ(0)2 + ξ(0)2 = r0, τ(1) = t0, ξ(1) = 0, and u(τ(s),x0 +
ξ(s)w) = u(t0,x0) for all s ∈ [0,1].
Note that the classical maximum principle is equivalent to the statement that the claim holds
for every, not just some, curve (τ (s),x0 + ξ(s)w) with the properties above.
The next result shows that if one cannot choose the curve so that ξ(s) = 0 for small s then one
must have τ(s) = t0. This result is also the main ingredient in the proof of Theorem 2.
Theorem 3. Let the assumptions of Theorem 2 hold and assume in addition that
(vi) there is a number σ0 ∈ (0, r0) such that u(t,x0) < u(t0,x0) for all t ∈ (t0 − σ0, t0).
Then there is a number r∗ ∈ (0, 12 r0] such that u(t,x) < u(t0,x0) for all (t,x) ∈ (t0 − r∗, t0) ×
B(x0, r∗) and u(t0,x) = u(t0,x0) for all x ∈ B(x0, r∗).
Observe that we do not claim that it follows from the assumptions of Theorem 2 that either
(vi) holds or u(t,x0) = u(t0,x0) for all t ∈ (t0 − σ0, t0) for some σ0 > 0.
The following example shows that assumption (vi) is crucial for the last claim of Theorem 3.
Example 4. Let d  1, Ω = (0,1) ×Rd , G(t,x, v, q,p,X) = q − 〈p,Xp〉 when (t,x) ∈ Ω and
−∞ otherwise, and u(t,x) = − |x|24√1−t for (t,x) ∈ Ω . Then Ω , G, and u satisfy the assumptions
of Theorem 2 (with μ > λ, and δ = ∞ in (iii′)) and the maximum of u is achieved in the points
(t,0), t ∈ (0,1), only.
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diction. This result, which uses assumptions that only slightly differ from those in [5, Proposi-
tion 2.1] is proved using an extension of the arguments in [6].
Theorem 5. Assume that (i), (ii), (iv), and (v) of Theorem 1 hold and assume that
(iii′′) there is a number v0 −∞ such that for each compact set K ⊂ Ω there is δ > 0 such that
G(t,x, v, , p, X) > 0
for all (t,x) ∈ K , v > v0, |p| < δ, ‖X‖ < δ, and  ∈ (0, δ).
Then for every r∗ > 0 there is a point (t,x) ∈ ((t0 − r∗, t0) × B(x0, r∗)) ∩ Ω such that u(t,x) =
u(t0,x0).
The next example shows that the assumptions of Theorem 2 do not imply the conclusion of
Theorem 5.
Example 6. Let d  1, Ω = (0,∞) × {x ∈ Rd | |x| < 1}, and assume that G(t,x, v, q,p,X) =
q − K(tr(X)) where K ∈ C([0,∞);R) is nondecreasing, K(0) = 0, K(s) > 0 when s > 0, and∫ 1
−1
1
|K(s)| ds < ∞. Let L(v) =
∫ v
0
1
K(s)
ds, v  0, and ψ(t) = L−1(L(1) − t), t  L(1), and
ψ(t) = 0 when t > L(1), and finally let u(t,x) = ψ(t)( 12d |x|2 − 1), (t,x) ∈ Ω . Then Ω , G, and
u satisfy the assumptions of Theorem 2, but if t0 = L(1), then u(t,x) = 0 when t  t0 and |x| < 1
and u(t,x) < 0 when 0 < t < t0 and |x| < 1.
As shown by Example 4 the fact that a local maximum is achieved at the point (t0,x0) does
not, under the assumptions of Theorem 2, guarantee that the same value is achieved at (t0,x)
for all x in a neighbourhood of x0, which is the case for the elliptic equation where G does not
depend on ut , see [3, Lemma 3.2] or [2]. Thus we need some extra assumptions if we want to
prove a result of this kind. The following result is very close to the ones found in [5].
Theorem 7. Assume that (i), (ii), (iv), and (v) of Theorem 1 hold and that
(iii′′′) there is a number v0  −∞ such that for each compact set K ⊂ Ω and for each λ > 0
and ν  0 there are μ > 0 and δ > 0 such that
G
(
t,x, v, q,p, λ|p|I − μ|p|p ⊗ p
)
> 0
for all (t,x) ∈ K , v > v0, |q| ν|p|, and 0 < |p| < δ.
Then u(t0,x) = u(t0,x0) for all x ∈ B(x0, r0).
Combining Theorems 3, 5, and 7 we get a result which is the classical maximum principle
formulated in another way.
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hold. Then u(t, x) = u(t0,x0) for all (t,x) ∈ B((t0,x0), r0) with t  t0.
In the proofs we need the following technical results. The first one considers the case where
there is a point in which the maximum is not achieved and one wants to find the nearest point
where the maximum is achieved and it states that it cannot be in point with larger t-coordinate
and different x-coordinates.
Lemma 9. Let the assumptions of Theorem 2 hold. Then there cannot be a point (t1,x1) ∈ Ω
and number r1 > 0 so that B((t1,x1), r1) ⊂ B((t0,x0), r0), u(t,x) < u(t0,x0) when (t,x) ∈
B((t1,x1), r1) and so that u(t2,x2) = u(t0,x0) for some (t2,x2) ∈ ∂B((t1,x1), r1) with t2 > t1
and x2 = x1.
The second technical result which deals with the existence of a certain circle below the graph
of a function is used to find points satisfying the assumptions of the previous lemma and thus to
derive a contradiction.
Lemma 10. Assume that a < b, h : [a, b) → (0,∞) is lower semicontinuous and h(t) < h(a) for
some t ∈ (a, b). Then there are (t1, y1) ∈ (a, b) × (0,∞) and r1 > 0 such that
{
(t, y)
∣∣ ∣∣(t, y) − (t1, y1)∣∣< r1}⊂ {(t, y) ∣∣ t ∈ (a, b), 0 < y < h(t)},
and there is a point t2 ∈ (t1, b) such that |(t2, h(t2)) − (t1, y1)| = r1 and y1 < h(t2) < h(a).
Finally we consider some examples, in particular the equations
ut − |Du|p−2u − (p − 2)|Du|p−4
〈
Du,D2uDu
〉= 0, p  1, (3)
ut −
〈
Du,D2uDu
〉= 0, (4)
ut − u + 〈Du,D
2uDu〉
1 + |Du|2 = 0, (5)
ut − u + 〈Du,D
2uDu〉
|Du|2 = 0. (6)
The first equation is related to the p-Laplacian, the second to the ∞-Laplacian and the last
two to the mean curvature operator for graphs and hypersurfaces, respectively. If 1  p < 2
in (3) we have to define G(t,x, v, q,0,X) so that G is lower semicontinuous, in particular we
can take G(t,x, v, q,0,X) = q if X < 0. Similarly for Eq. (6), we let G(t,x, v, q,0,X) = q −∑d
j=2 λj (X) where λ1(X) λ2(X) · · · λd(X) are the eigenvalues of X. (Note that in many
cases the term 〈Du,D2uDu〉 is written as tr((Du ⊗ Du)D2u).)
Hypothesis (iii) holds for all equations. Hypotheses (iii′) and (iii′′′) hold for Eq. (3) when
p > 1 but not when p = 1, for Eqs. (4) and (5), but not for Eq. (6). Hypothesis (iii′′) holds for all
equations except (3) with 1 p < 2.
G. Gripenberg / J. Differential Equations 242 (2007) 72–85 773. Proofs
3.1. Proof of Theorem 1
Suppose to the contrary that there is a number r ∈ (0, r0] so that u(t,x) < u(t0,x0) for all
(t,x) with |(t,x) − (t0,x0)| = r and t  t0.
Since u is upper semicontinuous there is a number β ∈ (0, u(t0,x0) − v0) so that
u(t,x) u(t0,x0) − β,
∣∣(t,x) − (t0,x0)∣∣= r, t  t0 + β. (7)
Let
ϕ(t,x) = αr
2
β
(t − t0) + e−α|x−x0|2 + u(t0,x0) − 1, (t,x) ∈ Ω,
where α is chosen so that
α
(
r3
β
+ r2
)
< β,
2αr < δ,
2αr2 < 1,
where δ is the number in (iii) related to B((t0,x0), r). If now |(t,x)− (t0,x0)| = r and t  t0 +β
it follows from (7) and the facts that t  t0 − r and 1 − e−α|x−x0|2  α|x − x0|2  αr2 that
u(t,x) − ϕ(t,x)−β + αr
3
β
+ αr2 < 0.
If, on the other hand, |(t,x) − (t0,x0)| = r and t > t0 + β then it follows from the fact that
u(t,x) u(t0,x0) that
u(t,x) − ϕ(t,x) < −αr
2
β
β + αr2 = 0.
Since u(t0,x0) − ϕ(t0,x0) = 0 we conclude that the maximum of the function u − ϕ in
B((t0,x0), r) is achieved in an interior point (t1,x1) which is thus a local maximum point in Ω .
Observe that the argument above can be used to show that u(t1,x1) u(t0,x0) − β > v0. Since
u is assumed to be a subsolution we have
G
(
t1,x1, u(t1,x1), ϕt (t1,x1),Dxϕ(t1,x1),D
2
xϕ(t1,x1)
)
 0. (8)
Now some straightforward calculations show that
ϕt (t1,x1) = αr
2
β
> 0,
Dxϕ(t1,x1) = −2αe−α|x1−x0|2(x1 − x0),
D2xϕ(t,x) = αe−α|x1−x0|
2(−2I + 4α(x1 − x0) ⊗ (x1 − x0)).
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form (iii) and (8). This completes the proof.
3.2. Proof of Lemma 10
Define
H(t) = inf
s∈[a,t]h(s), t ∈ [a, b).
It follows from the assumption that h is lower semicontinuous that H is also lower semicontinu-
ous. Suppose first that H is not concave. Then there are points a  s1 < s2 < b such that
H(t) −
(
s2 − t
s2 − s1 H(s1) +
t − s1
s2 − s1 H(s2)
)
< 0 (9)
for some t ∈ (s1, s2). But since H is lower semicontinuous there is a point t2 ∈ (s1, s2) where the
minimum of the function H(t) − ( s2−t
s2−s1 H(s1) +
t−s1
s2−s1 H(s2)) in [s1, s2] is achieved. It follows
that
H(t)H(t2) + (t − t2)H(s1) − H(s2)
s1 − s2 , t ∈ [s1, s2].
Since H(s1) > H(s2) (otherwise (9) could not hold) we have H(t2) = h(t2) < h(a). Now we let
θ = arctan( s2−s1
H(s1)−H(s2) ), choose
r1 ∈
(
0,min
{
t2 − s1
1 + cos(θ) ,
s2 − t2
1 − cos(θ) ,
h(t2)
1 + sin(θ)
})
and let
t1 = t2 − r1 cos(θ),
y1 = h(t2) − r1 sin(θ). (10)
Finally a straightforward calculation shows that the claim of the lemma holds.
Next, suppose that H is concave. By the assumption that h(t) < h(a) for some t ∈ (a, b) we
know that lims→b− H(s) < H(a) so H is not a constant. By a classical result of Aleksandrov,
see [1], H is twice differentiable almost everywhere and hence there must be a point t2 ∈ (a, b)
and numbers α < 0, β  0, and δ ∈ (0,min{b − t2, t2 − a}) such that
H(t)H(t2) + α(t − t2) + β(t − t2)2, |t − t2| δ.
Again we have H(t2) = h(t2) < h(a). Now we take θ = arctan(− 1α ), choose
r1 ∈
(
0,min
{
δ
1 + cos(θ) ,
h(t2)
1 + sin(θ) ,
1
−2β
})
and define (t1, y1) as in (10). Again, a straightforward calculation gives the claim.
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Suppose that there are such points (t1,x1) and (t2,x2). By assumption there exists a number
η > 0 so that B((t1,x1), r1 + η) ⊂ B((t0,x0), r0). We define
(t3,x3) = 12 (t1,x1) +
1
2
(t2,x2),
and if r3 ∈ ( 12 r1, 12 r1 + η) then B((t3,x3), r3) ⊂ B((t0,x0), r0).
We shall show that we can choose such r3 ∈ ( 12 r1, 12 r1 +η), and γ > 0 so that |x2 − x3| γ r3
and
K1
def= B((t3,x3), r3)∩ ({(t,x) ∣∣ t  t3}∪ (t,x) ∣∣ |x − x3| γ r3)⊂ B((t1,x1), r1). (11)
Clearly the first condition will be satisfied if we require that
0 < γ  |x2 − x1|
r1 + 2η . (12)
A straightforward calculation shows that
∣∣(t,x) − (t1,x1)∣∣2 = ∣∣(t,x) − (t3,x3) + (t3,x3) − (t1,x1)∣∣2

(
1
2
(t2 − t1) + (t − t3)
)2
+
(
1
2
|x2 − x1| + |x − x3|
)2
= 1
4
(t2 − t1)2 + (t2 − t1)(t − t3) + (t − t3)2
+ 1
4
|x2 − x1|2 + |x2 − x1||x − x3| + |x − x3|2. (13)
Suppose now that (t,x) is such that |(t,x) − (t3,x3)|  r3 and t  t3. Using the inequalities
t2 − t1 > 0, t  t3, |(t2,x2) − (t1,x1)| = r1, and |x − x3| r3 we see that
∣∣(t,x) − (t1,x1)∣∣2  14 r21 +
√
r21 − (t2 − t1)2r3 + r23
= r21 +
((
1
2
r1 + r3
)2
−
(
1
2
r1 + 12 r1
)2)
− r3
(
r1 −
√
r21 − (t2 − t1)2
)
.
By the fact that t2 = t1 we see that we can choose r3 so that
0 < r3 − 12 r1 < min
{ r1(r1 −
√
r21 − (t2 − t1)2 )
2(2r1 + η) , η
}
,
and then we get
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1
2
r1 + r3
)2
−
(
1
2
r1 + 12 r1
)2)
− r3
(
r1 −
√
r21 − (t2 − t1)2
)

(
r3 − 12 r1
)(
r1 + 12 r1 + r3
)
− 1
2
r1
(
r1 −
√
r21 − (t2 − t1)2
)
< 0,
that is, |(t,x) − (t1,x1)| < r1.
Next we consider the case where (t,x) is such that |(t,x) − (t3,x3)| r3 and |x − x3| γ r3
(and here we do not use the assumption that t2 > t1). We write
t2 − t1 = r1 cos(θ1),
|x2 − x1| = r1 sin(θ1),
t − t3 = ρ3 cos(θ3),
|x − x3| = ρ3 sin(θ3),
where we have 0 < θ1 < π because x2 = x1 and ρ3  r3. Then we get from (the first inequal-
ity in) (13) that
∣∣(t,x) − (t1,x1)∣∣2 
(
1
2
r1 cos(θ1) + ρ3 cos(θ3)
)2
+
(
1
2
r1 sin(θ1) + ρ3 sin(θ3)
)2
= 1
4
r21 + r1ρ3 cos(θ1 − θ3) + ρ23
= r21 +
((
1
2
r1 + r3
)2
−
(
1
2
r1 + 12 r1
)2)
− r1
(
r3 − ρ3 cos(θ1 − θ3)
)
. (14)
If now ρ3  12 r3 then
r1
(
r3 − ρ3 cos(θ1 − θ3)
)
 1
4
r21 ,
since r3  12 r1. If, on the other hand, ρ3 >
1
2 r3 then we have sin(θ3) < 2γ since ρ3 sin(θ3) γ r3.
Thus it follows that if we (in addition to (12)) require that γ  18 sin(θ1) then
r1
(
r3 − ρ3 cos(θ1 − θ3)
)
 r1
(
r3 − ρ3
∣∣cos(θ1)∣∣− ρ3 sin(θ1) sin(θ3))
 r1r3
(
1
2
sin(θ1)2 − sin(θ1) sin(θ3)
)
 1
8
r21 sin(θ1)
2.
Thus we see from (14) that if we choose r3 so that
0 < r3 − 12 r1 < min
{
r21 sin(θ1)
2
8(2r1 + η) , η
}
,
then |(t,x) − (t1,x1)|2 < r1.
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ϕ(t,x) = u(t0,x0) + e−αr23 − e−α((t−t3)2+|x−x3|2),
where α > 0. We have
ϕt (t,x) = 2αe−α((t−t3)2+|x−x3|2)(t − t3),
Dxϕ(t,x) = 2αe−α((t−t3)2+|x−x3|2)(x − x3),
and
D2xϕ(t,x) = αe−α((t−t3)
2+|x−x3|2)(2I − 4α(x − x3) ⊗ (x − x3)).
By (11) and the assumptions that u(t,x) < u(t0,x0) for all (t,x) ∈ B((t1,x1), r1) and that u
is upper semicontinuous we see that there is a number β ∈ (0, u(t0,x0) − v0) such that
u(t,x) u(t0,x0) − β, (t, x) ∈ K1. (15)
Now there is a number α0 such that
ϕ(t,x) u(t0,x0) − β, when |x − x3| γ r3, (16)
provided α  α0. Let K2 = B((t3,x3), r3) ∩ {(t,x) | |x − x3|  γ r3, t  t3}. Since u(t,x) −
ϕ(t,x) 0 when |(t,x) − (t3,x3)| = r3 or when (t,x) ∈ K1 ∩ K2, that is when (t,x) ∈ ∂K2 and
because u(t2,x2)− ϕ(t2,x2) > 0 and (t2,x2) ∈ K2 we conclude that the function u− ϕ achieves
its maximum at a point (t∗,x∗) in the interior of K2. Since |x∗ − x3|  γ r3 we have when we
write p∗ = Dxϕ(t∗,x∗)
D2xϕ(t∗,x∗)
|p∗|
γ r3
I − 2αγ r3|p∗| p∗ ⊗ p∗. (17)
Now we take λ = 1
γ r3
, let μ and δ be the numbers in (iii′) related to K2 and λ and choose
α > max{α0, μ2γ r3 } so large that |p∗| < δ. Since |x∗ −x3| γ r3 we have p∗ = 0 and since t∗  t3
we have ϕt (t∗,x∗) 0 so that we conclude from (iii′) that
G
(
t∗,x∗, u(t∗,x∗), ϕt (t∗,x∗),p∗,
|p∗|
γ r3
I − 2αγ r3|p∗| p∗ ⊗ p∗
)
> 0.
Now we have a contradiction in view of (ii) and (17), because the assumption that u is a subso-
lution implies that
G
(
t∗,x∗, u(t∗,x∗), ϕt (t∗,x∗),Dxϕ(t∗,x∗),D2xϕ(t∗,x∗)
)
 0.
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Let h0 <
√
r20 − σ 20 and define
h(t) = sup{ρ ∈ [0, h0] ∣∣ u(t,x) < u(t0,x0) when |x − x0| < ρ}
for t ∈ (t0 − σ0, t0). Since u is upper semicontinuous it follows that h is lower semicontin-
uous. Furthermore, by (vi) and the upper semicontinuity of u we know that h(t) > 0 for all
t ∈ (t0 − σ0, t0). We claim that
h is nondecreasing on (t0 − σ0, t0). (18)
If this is not the case, then we can apply Lemma 10. Let t2 be the point in the claim of that
lemma. By the definition of h and the upper semicontinuity of u there is a point x2 so that
u(t2,x2) = u(t0,x0) and |x2 − x0| = h(t2). Now we choose
x1 = x0 + y1
h(t2)
(x2 − x0)
(so that |x1 − x0| = y1) where y1 is the number appearing in Lemma 10 so that we know that
u(t,x) < u(t0,x0) when (t,x) ∈ B((t1,x1), r1). But we also know that t2 > t1 and x2 = x1 (be-
cause h(t2) > y1) and we may conclude from Lemmas 9 and 10 that we have a contradiction and
we have established (18).
Thus we have shown that if we take t3 ∈ (t0 − σ0, t0) and r∗ = min{t0 − t3, h(t3), 12 r0} then
u(t,x) < u(t0,x0) when (t,x) ∈ (t0 − r∗, t0) × B(x0, r∗).
It remains to show that u(t0,x) = u(t0,x0) when |x − x0| < r∗. Suppose that this is not the
case. Then there is a point z0 ∈ B(x0, r∗) such that u(t0, z0) < u(t0,x0). Now we may choose
r ∈ (0, |z0 − x0|] so that if we define
h(t) = sup{ρ ∈ [0, r∗ − r] ∣∣ u(t,x) < u(t0,x0) when ∣∣x − z(r)∣∣< ρ},
where z(r) = x0 + r|z0−x0| (z0 − x0), then 0 < h(t0) < r∗ − r . This choice of r implies of course
that u(t0, z(r)) < u(t0,x0) and hence it follows by the upper semicontinuity of u that there is a
number t4 ∈ (t0, t0 + r∗) so that h(t) > 0 for all t ∈ [t0, t4). By the results already proven above
we know that h(t) = r∗ − r for t ∈ (t0 − r∗, t0). But now we can use the same argument as above
to show that h is nondecreasing on (t0 − r∗, t0 + t4), which is a contradiction.
This completes the proof of Theorem 3.
3.5. Proof of Theorem 2
Let w ∈Rd with |w| = 1 and  ∈ (0, r0) be arbitrary. Assume that we have constructed distinct
points (τj,,xj,) ∈ B((t0,x0), r0) with xj, = x0 + ξj,w and u(τj,,xj,) = u(t0,x0) for j =
0, . . . , n so that τ0, = t0, ξ0, = 0, − < τj+1, − τj,  0 and 0  ξj+1, − ξj, <  for j =
0, . . . , n − 1.
Suppose that we cannot extend this sequence to j = n + 1 with a point (τn+1, ,xn+1,)
such that xn+1, = xn, . Then it follows that u(t, xn,) < u(t0,x0) when t ∈ (τn, − min{, r0 −
|(τn,,xn,) − (t0,x0)|}, τn,). From Theorem 3 we now conclude that there is a number r∗ > 0
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point (τn+1,,xn+1,) so that τn+1, = τn, and the induction step in the construction works.
If limj→∞ |(τj,,xj,) − (t0,x0)| < r0 then the sequences converge and (τ∞, ,x∞,) =
limj→∞(τj,,xj,) ∈ B((t0,x0), r0) and by the upper semicontinuity of u we have
u(τ∞,,x∞,) = u(t0,x0) and the construction can be restarted. Thus we may assume that
limj→∞ |(τj,,xj,) − (t0,x0)| = r0 and we can construct piecewise linear nondecreasing func-
tion τ and a piecewise linear nonincreasing function ξ going through the points τ,j and ξ,j ,
j = 0,1, . . . ,N , respectively, so that
√
τ(0)2 + ξ(0)2 > r0 − , τ(1) = t0, and ξ(1) = 0. If
we finally let  ↓ 0 we can pick a convergent subsequence from this sequence of functions and
using again the upper semicontinuity of u we get the desired conclusion.
3.6. Proof of Theorem 5
Suppose to the contrary that there is a number r∗ > 0 so that u(t,x) < u(t0,x0) when
x ∈ B(x0, r∗) and t0 − r∗ < t < t0 and (t0 − r∗, t0) × B(x0, r∗) ⊂ Ω .
Choose the number α so that
0 < α <
1
2
min
{
δ,
δ
r ∗
}
,
where δ is the number in (iii′′) related to (t0 − r∗, t0) × B(x0, r∗) and take
ϕ(t,x) = t − t0 + α|x − x0|2.
Choose σ0 so that 0 < σ0 < min{r∗, αr2∗ , 1δ (u(t0,x0) − v0)} and consider the set
K =
{
(t,x)
∣∣∣ t ∈ [t0 − σ0, t0], |x − x0|
√
1
α
(t0 − t)
}
.
By our choice of σ0 we know that K ⊂ (t0 − r∗, t0) × B(x0, r∗) ⊂ Ω . Furthermore, since u is
upper semicontinuous and u(t0 − σ0,x) < u(t0,x0) when (t0 − σ0,x) ∈ K we can choose  so
that
0 <  < min
{
δ,
1
σ0
inf
|x−x0|
√
1
α
σ0
(
u(t0,x0) − u(t0 − σ0,x)
)}
.
It follows from this choice and from the definition of K that we have u(t,x) u(t0,x0)+ϕ(t,x)
for all (t,x) ∈ ∂K . Now u(t,x) − ϕ(t,x) has a local maximum in K at (t∗,x∗). If u(t∗,x∗) −
ϕ(t∗,x∗) = u(t0,x0) we can choose (t∗,x∗) = (t0, x0) and otherwise (t∗,x∗) is an interior point
of K . Since ϕ(t, x)  0 when t  t0 or |x − x0| 
√
1
α
(t0 − t) and u has a local maximum at
(t0,x0), we conclude in both cases that (t∗,x∗) is a local maximum point of u(t,x) − ϕ(t,x)
in Ω . By the definition of a viscosity solution we now have
G
(
t∗,x∗, u(t∗,x∗), ,2α(x∗ − x0),2αI
)
 0. (19)
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and our choice of α we have |2α(x∗ − x0)| < δ and ‖2αI‖ < δ and hence inequality (19)
contradicts inequality (iii′′). This completes the proof.
3.7. Proof of Theorem 7
Suppose there is a point x1 with |x1 − x0| < r0 so that u(t0,x1) < u(t0,x0). Let xs =
x0 + s(x1 − x0) and h(s) = sup{ρ | u(t,x) < u(t0,x0) when |(t,x) − (t0,xs)| < ρ}. We may,
by choosing x1 sufficiently close to x0, assume that h(s) < r0 − s|x1 − x0|.
Next we show that there is a number s ∈ [0,1] such that h(s) > 0 and there is a point (t2,x2) ∈
∂B((t0,xs), h(s)) such that u(t2,x2) = u(t0,x0) and x2 = xs (but note that here we do not say
anything about the sign of t2 − t0 as in Lemma 9). Suppose that this is not the case. Let A =
{s ∈ [0,1] | h(s) > 12h(1) − 14h(1)(1 − s)}. Let s ∈A and assume that
0 <  min
{
h(1)2
16|x1 − x0|2 , s
}
.
By the definition of h(s) we know that u(t,xs−) < u(t0,x0) for all t ∈ (t0 −√
h(s)2 − 2|x1 − x0|2, t0 +
√
h(s)2 − 2|x1 − x0|2 ). Thus it follows from our assumption on
the nonexistence of a point (t2,x2) as specified above that
h(s − )
√
h(s)2 − 2|x1 − x0|2.
It follows from the definition of A, the assumption that s ∈A and the upper bound on  that
h(s − ) −
(
1
2
h(1) − 1
4
h(1)
(
1 − (s − ))
)
 h(s) −
(
1
2
h(1) − 1
4
h(1)(1 − s)
)
+ 1
4
h(1) +
√
h(s)2 − 2|x1 − x0|2 − h(s)
>
1
4
h(1) − 
2|x1 − x0|2√
h(s)2 − 2|x1 − x0|2 + h(s)
 1
4
h(1) − 
2|x1 − x0|2
h(s)
>
1
4
h(1) − 4
2|x1 − x0|2
h(1)
 0,
and it follows that s −  ∈A. But since 1 ∈A we get 0 ∈A which is a contradiction. We may,
without loss of generality, assume that the point (t2,x2) specified above can be found for s = 1.
Now we proceed almost in the same way as in the proof of Lemma 9 and note that we can
take r1 = h(1), choose a number η > 0 so that B((t1,x1), r1 + η) ⊂ B((t0,x0), r0), and de-
fine (t3,x3) = 12 (t1,x1) + 12 (t2,x2). In the proof of Lemma 9 it is shown that we can choose
r3 ∈ ( 12 r1, 12 r1 + η), and γ > 0 so that |x2 − x3| γ r3 and K1 ⊂ B((t1,x1), r1) where
K1 = B
(
(t3,x3), r3
)∩ {(t,x) ∣∣ |x − x3| γ r3}. (20)
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that (15) holds (and β < u(t0,x0) − v0) and α0 so that (16) holds for α  α0. In this case we
take K2 = B((t3,x3), r3)∩ {(t,x) | |x − x3| γ r3} and again we conclude that u− ϕ achieves a
local maximum at a point (t∗,x∗) in the interior of K2. We have (17) and since |t∗ − t3| r3 and
|x∗ − x3| γ r3 we have
∣∣ϕt (t∗,x∗)∣∣ |p∗|
γ
. (21)
Now we take λ = 1
γ r3
, ν = 1
γ
, let μ and δ be the numbers (iii′′′) related to K2, λ, and ν, and
choose α > max{α0, μ2γ r3 } so large that |p∗| < δ (but p∗ = 0 since |x∗ − x3|  γ r3) so that we
conclude from (iii′′′) that
G
(
t∗,x∗, u(t∗,x∗), q,p∗,
|p∗|
γ r3
− 2αγ r3|p∗| p∗ ⊗ p∗
)
> 0,
when |q|  ν|p∗|. Now we have a contradiction in view of (ii), (17), (21), and the fact that the
assumption that u is a subsolution implies that
G
(
t∗,x∗, u(t∗,x∗), ϕt (t∗,x∗),Dxϕ(t∗,x∗),D2xϕ(t∗,x∗)
)
 0.
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