Abstract. We compute the Hilbert series of the graded algebra of real regular functions on the symplectic quotient associated to an SU 2 -module and give an explicit expression for the first nonzero coefficient of the Laurent expansion of the Hilbert series at t = 1. Our expression for the Hilbert series indicates an algorithm to compute it, and we give the output of this algorithm for representations of dimension at most 10. Along the way, we compute the Hilbert series of the module of covariants of an arbitrary SL 2 -or SU 2 -module as well its first three Laurent coefficients.
Introduction
Let (M, ω) be a smooth symplectic manifold with an action of a compact Lie group G preserving the symplectic form ω. Assume that the G-action admits a G-equivariant moment map J : M → g * , where g * denotes the dual space of the Lie algebra g of G. In other words, the infinitesimal action of ξ ∈ g is given by the Hamiltonian vector field {J ξ , } of the function J ξ obtained by pairing J with ξ. If 0 ∈ g * is a regular value, the zero level Z := J −1 (0) is a closed submanifold of M and the symplectic quotient M 0 = Z/G (also known as Marsden-Weinstein quotient or Hamiltonian reduction) is a symplectic orbifold. Otherwise, as shown in [39] , Z has locally conical singularities and M 0 = Z/G is a stratified symplectic space. The strata (M 0 ) (H) of this stratification are indexed by conjugacy classes (H) of isotropy subgroups H ⊆ G and are given by the set of G-orbits of points whose isotropy group is in (H). The components of (M 0 ) (H) are smooth symplectic manifolds. The strata and their interrelationships can be recovered from the Poisson algebra of smooth functions C ∞ (M 0 ) = C ∞ (M ) G /I quotient in the sense defined above (see e.g. [23] ). For example, the moduli space of flat SU 2 -connections on a Riemann surface has local models that are a symplectic reductions at zero angular momentum [31, 12] . How to deal with the singularities is the subject of ongoing research, and the literature on the topic is extensive. It is well known since [1, 39] that the symplectic slice theorem can be employed to study the singularities locally. It is therefore natural and convenient to focus our attention on the case when (M, ω) is (C n , ω 0 ) with its standard Kähler structure and the action of G is a unitary representation. In this situation, the moment map is given by homogeneous quadratic polynomials, see Equation (2.1). Typically, invariant theory is used to describe the semialgebraic geometry of M 0 (see e.g. [33, 32, 18, 12] ). Closely related to M 0 is its real Zarisky closure M 0 z . It is the spectrum of the Noetherian R-algebra
This algebra comes with a canonical nonstandard Z + -grading and is a Poisson subalgebra of C ∞ (M 0 ). Versions of the complexification C[M 0 ] = R[M 0 ]⊗ R C have been intensely studied in geometric representation theory (see e.g. [35, 21, 15] ). For a more careful discussion of the subtleties of the definition of the complex symplectic quotient and the relation to the 2-large property, see [28] .
A fundamental question related to symplectic quotients is the symplectomorphism problem, i.e. classifying the singularities that arise in symplectic quotients up to symplectomorphism. The question of when a symplectic quotient is (graded regularly) symplectomorphic to a finite unitary quotient (i.e. a symplectic quotient with G a finite group) has been proposed in [18] and, to some extent, answered in [27] . Considering the symplectomorphism problem the following basic questions arise: (A) What are the general traits that all symplectic quotients have in common? (B) What are appropriate invariants suitable to distinguish them up to symplectomorphism? In progress towards answering both of these questions, the Hilbert series of the graded algebra of regular functions R[M 0 ] has been instrumental. For a general result addressing question (A), we refer the reader to [28] where it has been shown that symplectic quotients have symplectic singularities. In [29] the Hilbert series of the algebra R[M 0 ] of symplectic circle quotients M 0 has been examined, and implications for the graded regular symplectomorphism problem have been discussed. We emphasize that the Hilbert series is, in general, not invariant under regular symplectomorphism. Its main virtues are its accessiblility and that it encodes valuable information about the variety M 0 z (e.g. dimension, a-invariant, Gorensteinness). We mention that in recent years, Hilbert series calculations have gained considerable attention by people working in supersymmetric Yang-Mills theory as part of the plethystic program (see e.g. [19] ).
In this paper, we study the Hilbert series of the algebra of regular functions R[M 0 ] of the symplectic quotient of a (finite-dimensional) unitary representation V of the group G = SU 2 . Let r > 1 be an integer and let Γ := (Z + ) r be the semigroup of multi-indices n = (n 1 , n 2 , . . . , n r ). Recall that the Hilbert series of a Γ-graded vector space X = n∈Γ X n with X n finite-dimensional for all n ∈ Γ is the generating function Hilb X (t) = Hilb X (t 1 , t 2 , . . . , t r ) := n∈Γ dim(X n ) t n = ∞ n1,n2,...,nr=0 dim(X (n1,n2,...,nr) ) t If r = 1, we refer to Hilb X (t) as a univariate Hilbert series and set t := t 1 ; otherwise we say it is multivariate. A univariate Hilbert series corresponding to grading by total degree can be determined from a multivariate Hilbert series Hilb X (t) by specialization Hilb X (t) = Hilb X (t, t, . . . , t).
The Hilbert series of primary interest for us is the univariate Hilbert series
We refer to it as the on-shell Hilbert series. If the group G is understood we will write simply Hilb Here we can use the previous work [13] on the univariate Hilbert series
of polynomial invariants of a finite-dimensional SL 2 -representation W . In the Laurent expansion If G is an -dimensional torus T = (S 1 ) , the complexification G C is T C = (C × ) . It can be assumed without loss of generality that the representation (T C , V ) is stable and faithful. With this assumption, we have the simple relationship Hilb
If the group G is nonabelian, the relationship is more complicated. We instead systematize the method of [28, Subsection 6.3], i.e. we take the SU 2 -invariant part of the Koszul complex on the moment map. Recall that under mild assumptions (more precisely if (G C , V ) is 1-large), the Koszul complex is a resolution of the algebra of on-shell function [26] . This enables us to express Hilb on (SU2,V ) (t) as a linear combination of Hilb C[V ⊕V * ] SL 2 (t) and Hilb (C[V ⊕V * ]⊗V2) SL 2 (t) (see Proposition 2.1). Here V 2 is the irreducible SL 2 -representation given by binary forms of degree 2 (or in physics terminology, spin 1). The space (C[V ⊕V * ]⊗V 2 ) SL2 can be interpreted as the module of V 2 -covariants, i.e. the space of SL 2 -equivariant linear maps from C[V ⊕ V * ] to V 2 . The missing piece is the Hilbert series Hilb (C[W ]⊗V L ) SL 2 (t) of the module of covariants, and Section 3 is dedicated to elaborating formulas for it. We take the liberty of treating instead of binary forms V 2 of degree two the more general case of binary forms V L of degree L. If W can decomposed into irreducibles
SL2 carries a natural (Z + ) r -grading (see for example [8] ). This makes it possible to refine the analysis and look into the multivariate Hilbert series of the covariants
The first preparatory result is Proposition 3.1 that presents the multivariate Hilbert series in terms if sums over roots of unity and analytic continuation. Similar formulas have been found by Brion [7] for the algebra of SL 2 -invariant polynomial functions. For algorithms concerning the multivariate and unvariate Hilbert series and other approaches to the computation of the Hilbert series of covariants in some cases, see [3, 4, 5, 6] . In addition, Broer has considered the computation of the Hilbert series for SL 2 -covariants, see [10, 9] . In Subsection 3.2 we specialize to the univariate Hilbert series Hilb (C[W ]⊗V L ) SL 2 (t) and deduce a formula for it in Theorem 3.4. As a first consequence, we describe an algorithm that we have implemented to compute the covariants. Along with Proposition 2.1, this algorithm enables the computation of Hilb on (SU2,V ) (t), and we have produced a list of examples of in Table 1 of Appendix A. In Subsection 3.3 we use Theorem 3.4 to deduce formulas for the first three coefficients γ 0,L , γ 1,L and γ 2,L in the Laurent expansion of Hilb (C[W ]⊗V L ) SL 2 (t), see Theorems 3.7, 3.8 and 3.9.
Finally, in Section 4 we are able to derive our main result, Theorem 4.2, that expresses the leading coefficient γ on 0 (V ) of the Laurent expansion of Hilb on (SU2,V ) (t) in terms of the weights of the representation using Schur functions. The main difficulty in achieving this result is that there occur certain cancelations in the leading terms of the expansion; see Equation (4.2) and the discussion that follows. For this reason, we are forced to calculate the first three terms in the Laurent expansions of Hilb (C[W ]⊗V2) SL 2 (t) and Hilb C[V ⊕V * ] SL 2 (t). The latter calculation was done in the previous work [13] . From the graded Gorensteinness of R[M 0 ] and the Gorensteinnes of C[V ⊕ V * ] SL2 we deduce further relations among the Laurent coefficients. For the effects of Gorensteinness on the Laurent expansion of the Hilbert series see our previous article [25] .
We draw some empirical conclusions and suggest that γ on 0 (V ) can be seen as a measure of the degree of reducibility of the representation V . In Appendix A, we list Hilb The moment map associated to (G, V ) is the regular quadratic map
where (J(v), ξ) denotes the dual pairing of J(v) ∈ g * with ξ ∈ g, ·, · denotes the Hermitian scalar product, and ξ.v denotes the infinitesimal action. We let Z denote the G-invariant set J −1 (0) ⊂ V , informally called the shell, and let M 0 := Z/G denote the symplectic quotient. When G is not discrete, 0 ∈ g * is not a regular value of J so that Z is not a manifold. Instead, M 0 is stratified into symplectic manifolds and hence has the structure of a stratified symplectic space by [39] . Letting C ∞ (V ) denote the algebra of real-valued smooth functions on V , I Z denote the ideal of C ∞ (V ) consisting of those functions that vanish on Z, and I
G ∩ I Z the invariant part of I Z , the smooth structure of M 0 is defined to be the quotient The Poisson algebra of regular functions on Although our primary interest is the real symplectic quotient M 0 by the compact Lie group G and hence the real polynomial invariants, it is often helpful to consider the corresponding complexifications. The action of G on V extends to an action of the complexification G C on V . If (V, G C ) is 1-large (see [38] , [26] , or [28] for the definition), then by [26, Corollary 4.3] , the quadratic components of J generate a homogeneous real
Complexifying the underlying real vector space of V yields V ⊗ R C, which is isomorphic to V ⊕ V * as a G-module (or equivalently a G C -module); we refer to V ⊕ V * as the cotangent lift of V . We let µ = J ⊗ R C : V ⊕ V * → g * C denote the complexification of the moment map, where g * C is the Lie algebra of G C , and refer to the subscheme of V ⊕ V * associated to the ideal (µ) as the complex shell. The associated complex symplectic quotient is defined to be Spec R[M 0 ] ⊗ R C , which in the case of 1-large (V, G C ) coincides with the spectrum of
In particular, note that the Hilbert series of the graded algebras For the rest of the paper, we specialize to the case where G = SU 2 so that G C = SL 2 . Let V be a finitedimensional unitary SU 2 -module, or equivalently a finite-dimensional SL 2 -module, and assume for simplicity that V SU2 = {0}. We use V d to denote the unique irreducible SU 2 -module of dimension d+1 on binary forms of degree d. We assume that (V, SL 2 ) is 1-large, which by [26, Theorem 3.4 ] is true for all V not isomorphic to V 1 , 2V 1 , nor V 2 . Then by [26, Lemma 2.1(2)], the components of µ form a regular sequence in
so that the Koszul complex of µ is a free resolution of
, and then we have an exact sequence
where the elements of sl 2 are in degree 2, the elements of ∧ 2 sl 2 are in degree 4, and the elements of ∧ 3 sl 2 are in degree 6. As sl 2 and ∧ 2 sl 2 are isomorphic as SL 2 -(or SU 2 -)modules, this exact sequence can be rewritten as 0
Taking invariants, we have
denote the Hilbert series of the module of covariants, we have the following.
Proposition 2.1. Let V be a unitary SU 2 -representation with V SU2 = {0} and assume that V is not isomorphic to
Then the on-shell Hilbert series of the graded algebra of regular functions on the symplectic quotient M 0 is given by
Remark 2.2. Note that in each of the non-1-large cases, the symplectic quotients are isomorphic to quotients by finite groups, see [27, Section 5] or [1, 22] , and hence easily handled individually. Specifically, the symplectic quotient associated to V 1 is a point, while the (real) symplectic quotients associated to 2V 1 and V 2 are both isomorphic to C/ ± 1.
In Section 3, we will compute the Hilbert series Hilb (C[V ⊕V * ]⊗W ) SL 2 (t) of covariants in general as well as the first few Laurent coefficients of this series; note that the case of invariants, i.e. W = C, was treated in [13] . In Section 4, we will apply these results to a computation of the first nonzero Laurent coefficient of Hilb on V (t).
The Hilbert Series of the Module of Covariants
Let W and U be finite-dimensional unitary SU 2 -modules, equivalently finite-dimensional SL 2 -modules. In this section, we compute the Hilbert series Hilb (C[W ]⊗U ) SL 2 (t) of the module of covariants W → U as well as the first three Laurent coefficients of Hilb
We use the following notation from [13] . Let W = 
and then the coordinates of a Θ are the weights of the representation W . Similarly, let
let C := |Λ|, and let a := a k,i : (k, i) ∈ Λ ; then a lists the positive weights. When the representation W is not clear from the context, we will use the notation Θ W , Λ W , a W , etc.
The Hilbert series Hilb (C[W ]⊗U ) SL 2 (t) can be expressed as an integral over the Cartan torus T of SL 2 using the Molien-Weyl formula; see [9, 10] . That is,
where χ U is the character associated to U and µ(z) is a Haar measure on SU 2 such that T dµ = 1. By a minor modification of the proof to the Molien-Weyl formula, the multivariate Hilbert series can be expressed as
This has been used in [41, Equation (13)] for finite groups and [20, Section IV] for the decomposition of a real representation into holomorphic and antiholomorphic parts. It is an immediate consequence that if
and the same holds for the multivariate Hilbert series Hilb (C[W ]⊗U ) SL 2 (t 1 , . . . , t r ); for this reason, we restrict our attention to the case U = V L is irreducible with no loss of generality.
Identifying T with the circle S 1 ⊂ C, we have
so that, noting that W = W * in this case, we have
We define
and
. . , t r ). Using the notation established above, we can express
To compute the Hilbert series, we will evaluate the integrals in Equations (3.1) and (3.2) using the methods of [16, Section 4.6.1 and 4.6.4]. This was accomplished in [13] for invariants, i.e. the case V L = C is trivial. For arbitrary V L , we define the quantity [13] . We found the approach outlined and implemented here to be the most direct.
3.1. The Multivariate Hilbert Series. Our first goal is the computation of the Γ-graded Hilbert Series
. . , t r ) of the covariants W → V L by evaluating the integral in Equation (3.2). To understand the integrand at z = 0, we rewrite it as
.
Recalling that a k,i > 0 for each (k, i) ∈ Λ, it is clear that if = L + 2, then this expression is holomorphic at z = 0. Similarly, if = −L, then the numerator is equal to
so the integrand is holomorphic at z = 0 if and only if ν W,L ≤ 0. Assume each t k is fixed with |t k | < 1. As each a k,i > 0, the poles inside the unit disk away from z = 0 occur when the factors 1 − t k z −a k,i vanish. Hence, the poles are at points of the form z = ζt
where ζ is an a k,i th root of unity and t 1/a k,i k is defined using a fixed branch of the logarithm whose domain includes each of the finitely many points t k to which it is applied.
Fix a (K, I) ∈ Λ and an a K,I th root of unity ζ 0 , and then we express
Hence, we have a simple pole at z = τ := ζ 0 t 1/a K,I K , and the residue at z = τ is given by
Summing over each choice of (K, I) and ζ 0 , we have that when ν W,L ≤ 0.,
When ν W, > 0, we have in addition a pole at z = 0 in the integrand of Υ W,−L (t 1 , . . . , t r ),
The residue at z = 0 is given by
Using the Cauchy product formula for the Maclaurin series of 1
) and the series expansions 1
the residue is given by summing products of the form (k,i)∈Λ −t
where the I k,i + J k,i are coefficients of a linear combination of the a k,i that is equal to ν W, − 1 and the sum is over all such linear combinations. In other words, we can express this residue as
where S is the set of nonnegative integer solutions (
Combining the above observations and recalling that the Hilbert series Hilb
. . , t k ), we have the following.
If ν W,L > 0, the Hilbert series is given by
where S is defined in Equation (3.4).
Remark 3.2. Using the complete list Θ of weights and approximating a Θ with real parameters b Θ := b k,i : (k, i) ∈ Θ , one can express Equation (3.5) (and hence the first line of Equation (3.6)) more succinctly as (t 1 , . . . , t r ) = 0. This can also easily be concluded from Equations (3.5) and (3.6) by noting that in this case, the terms in the sum over ζ in Equation (3.5) occur in positive and negative pairs, and by a parity argument, the set S in Equation (3.6) is empty. 
. . , t) in Equations (3.5) and (3.6). However, in Equations (3.5), this yields
where e denotes the number of even d k . When two of the d k have the same parity, this expression fails to be defined; for example, for terms where ζ = 1 and a K,I = a k,i , we have 1−ζ −a k,i t (a K,I −a k,i )/a K,I = 0. However, it was explained in [13, Section 3.2] for the case L = 0 that the singularities that occur in these degenerate cases are removable; an identical procedure applies in this case and was also applied in [29, Section 3.2] and [14, Theorem 3.3] . Note that no such singularities arise in the additional terms in Equation (3.6).
Specifically, suppose a is a positive value of a i,j that occurs N times, and let Λ a := {(k, i) ∈ Λ | a k,i = a}. We choose x j for j = 1, . . . , N and x k,i for (k, i) ∈ Λ a to be distinct elements of the interior of the unit disk. One then considers the integral
, which can be computed as in Subsection 3.1. The singularities appear in the form of factors x p − x q in the denominator, and the sum of residues for a fixed ζ is divisible by the full Vandermonde determinant 1≤p<q≤N x p −x q . It is then easy to verify that the numerator is an alternating polynomial in the x j , implying that these singularities are removable. Therefore, approximating the a k,i with distinct real parameters b k,i and letting b := b k,i : (k, i) ∈ Λ , we can express Hilb (C[W ]⊗V L ) SL 2 (t) as the limit b → a as follows.
Remark 3.5. As in the case of Remark 3.2, we can express Equation (3.7) and the first line of Equation (3.8) more succinctly as
) .
As we will see below, expressing the Hilbert series Hilb (C[W ]⊗V L ) SL 2 (t) as a limit as in Theorem 3.4 will allow us to compute the first few Laurent coefficients in general. Moreover, the expressions in Theorem 3.4 can be used to determine an algorithm to compute the Hilbert series. In the generic case, i.e. when the weights a k,i are distinct (which implies that r ≤ 2 and, when r = 2, the d i have opposite parities), the limit is unnecessary. The algorithm is accomplished by using the operator U a on formal power series that assigns to
When F (t) is the power series of a rational function, it is easy to see that
so that U a can be used to compute the sums over roots of unity in Equations (3.7) and (3.8). In the degenerate case, where the a k,i are not distinct and so that the limit is required, a partial fraction decomposition can be used to remove the singularities before applying a similar procedure. This algorithm was described in detail for the case L = 0 in [13, Section 6]. The case of Equation (3.7) has only slight modifications, so we refer the reader to that reference for more details. For the case of Equation (3.8), one need only compute the second line, the residue at z = 0, which is easy to implement directly. We have implemented this algorithm on Mathematica [42] , and it is available from the authors upon request. 
The Laurent Coefficients of the Hilbert series. In this section, we compute the first three Laurent coefficients of the Hilbert series Hilb
(C[W ]⊗V L ) SL 2 (t)Hilb (C[W ]⊗V L ) SL 2 (t) = ∞ m=0 γ m,L (W )(1 − t) m−dim C[W ]
C[W ]
SL2 , which was also observed in [9] . In order to take advantage of the computations of the γ m in [13] , we use a slightly different formulation of the Hilbert series than that given in Theorem 3.4. Define the function
By telescoping the numerator in the sum over , it is easy to see that when ν W,L ≤ 0, the Hilbert series is given by
Note that H 0 W,K,I,ζ (b Θ , t) was denoted H W,K,I,ζ (b Θ , t) in [13] . Using this notation,
so that we can express the Hilbert series as
In particular, note that as t (2 −L)/b K,I is holomorphic at t = 1, the pole orders of the covariants are bounded by the pole orders of the invariants as noted above. Let γ m (W, K, I, ζ) denote the contribution to γ m of the term H W,K,I,ζ (b Θ , t), i.e. the coefficient of degree 3 − D + m.
Remark 3.6. The computation of the γ m,L for m ≤ 2 can be treated uniformly except for a handful of low-dimensional W , which can easily be computed individually using the algorithm described in Section 3.2. For the representations V 1 and V 2 , the pole order at t = 1 is not equal to D − 3; see [13, Table 1 ]. Other exceptions arise because a term H W,K,I,ζ (b Θ , t) with ζ = ±1 contributes to γ m,L for m ≤ 2, which only occurs in small dimensions, or because the terms H W,K,I,ζ (b Θ , t) fail to have enough factors in the denominator for the general arguments to apply. We refer the reader to [13, Section 4.1] for a careful discussion of the reason for each exception; as we use many of the computations from that reference, the reasoning remains the same. Here, we only summarize that the exceptions for the computation of 3 , and 2V 4 . For our primary interest in computing the first Laurent coefficient of Hilb on V (t), only five of these exceptions are relevant and given in Table 1 ; see Section 4. We may also ignore the additional sum that appears in Equation (3.8) . Note that this sum has a pole at t = 1 of order of e, and hence contributes to γ m,L if and only if D ≤ e + m + 3. For m ≤ 2, one easily checks that this sum contributes to γ m,L only in cases on the list of exceptions for γ m,L above; this is the reason we included 2V 2 on the exception list for γ 1,L , which was not an exception for γ 1 in [13, Theorem 1.1].
Using the series expansion
(
(1 − t) 5 + · · · and Equation (3.9), we can express Hilb (C[W ]⊗V L ) SL 2 (t) as the product
We will use this expression to compute the Laurent coefficients of Hilb (C[W ]⊗V L ) SL 2 (t) and express them in terms of Schur polynomials. For an integer partition ρ = (ρ 1 , . . . , ρ n ) ∈ Z n with ρ 1 ≥ ρ 2 ≥ · · · ρ n ≥ 0, let s ρ (x) denote the corresponding Schur polynomial in the variables x = (x 1 , . . . , x n ), i.e.
See [34, I.3] or [36, Section 4.6] for more details. Note that we will sometimes for convenience refer to s ρ (x) where the condition ρ 1 ≥ ρ 2 ≥ · · · ρ n ≥ 0 does not hold; these are defined in the same way but may yield Laurent-Schur polynomials or vanish. We will often use the shorthand s m (x) to denote the Schur polynomial s m,n−2,n−3,...,1,0 (x). 
Note in particular that when all d k are even and L is odd, γ 0,L = 0; in fact Hilb (C[W ]⊗V L ) SL 2 (t) = 0 in this case by Remark 3.3.
Proof. From Equation (3.9), we have
As explained in [ Hence, when at least one d k is odd,
The expressions for γ 0 in terms of Schur polynomials are given in [13, Theorem 1.1], completing the proof.
where ρ = (C − 3, C − 3, C − 3, C − 4, . . . , 1, 0) and δ = (C − 1, C − 2, . . . , 1, 0). If all d k are even, then
Proof. From Equation (3.10), we express
We consider three cases. Hence, 
again as L =0 L − 2 = 0. Case III: Assume d 1 = 1 and d k is even for k > 1. Then γ 0 (W, K, I, ζ) = 0 for ζ = 1, γ 1 (W, K, I, ζ) = 0 for ζ = ±1, but γ 1 (W, K, I, 1) and γ 1 (W, K, I, −1) are not necessarily equal. We compute
where ρ = (C − 3, C − 3, C − 3, C − 4, . . . , 1, 0), P 2 is the quadratic power sum, and a 1 denotes a with entry a 1,1 removed.
Proof. Again using Equation (3.10), we can express γ 2,L as
As explained in [13, Section 4.1], except for the listed exceptions, we have that γ 0 (W, K, I, ζ) = γ 1 (W, K, I, ζ) = γ 2 (W, K, I, ζ) = 0 unless ζ = ±1. We consider three cases. Case I: Assume that at least two d k are odd or one d k > 1 is odd. Then γ i (W, K, I, ζ) = 0 for i = 0, 1, 2 unless ζ = 1, so that
Therefore,
We are able to compute the sum over (K, I) ∈ Λ using the computations of [13] . First, using Proposition 4.2 of that reference,
Dividing each term by b 2 K,I and using the functions
Then by [13, Lemma 5.2], specifically Equations (34) and (35), we have
where P 1 denotes the power sum of degree 1, and we recall the shorthand s m (b) denotes s m,C−2,C−3,...,1,0 (b).
As the entries of b Θ are either 0 or occur in positive and negative pairs, P 1 (b Θ ) = 0; using this and the fact that D − e − C = C,
The non-standard Schur polynomial s C−5 (a) is defined in terms of the alternant associated to δ + (C − 
Hence γ 2,L is given by
This is identical to the previous case except for the 1 + (−1) L prefactor and the change to the coefficient of γ 2 , but the remaining argument is identical. 
. Combining these observations completes the proof.
Hilbert Series of the Graded Algebra of Regular Functions on SU 2 -Symplectic Quotients
In this section, we use the computation of the Laurent coefficients of the Hilbert series Hilb (C[V ⊕V * ]⊗V2) SL 2 (t) in the previous section, as well as the Laurent coefficients of Hilb C[V ⊕V * ] SL 2 (t) computed in [13] , to determine an explicit expression for the first nonzero Laurent coefficient γ (
where we recall that Θ V ⊕V * and Λ V ⊕V * denote the sets of weights (respectively positive weights) for the cotangent lifted representation V ⊕ V * .
Using Corollary 4.1, the algorithm described in Section 3. 
(4.4)
As the pole order of Hilb on V (t) is equal to the dimension of M 0 , the first two of these coefficients (4.2) are zero. One also checks using the expressions in Theorems 3.7 and 3.8 that this is the case, i.e. that
Let σ V = 2 if each d k is even and 1 otherwise, and note that σ V = σ V ⊕V * . Recall that a V ⊕V * denotes the vector of positive weights of the representation V ⊕ V * so that a V ⊕V * is two copies of a V concatenated. Let δ = (2C − 1, 2C − 2, . . . , 1, 0), ρ = (2C − 3, 2C − 3, 2C − 3, 2C − 4, . . . , 1, 0), and ρ = (2C − 3, 2C − 4, 2C − 4, 2C − 4, 2C − 5, . . . , 1, 0), i.e. the respective partitions δ, ρ, and ρ used in Section 3 corresponding to the representation V ⊕ V * . We have the following. 
Proof. Note that for all cases under consideration, (V, SL 2 ) is 1-large, and V ⊕ V * is not on the lists of low-dimensional cases excluded in Theorems 3.7, 3.8, and 3.9. We then have by these three theorems that
, and
The expression for γ
Equation (4.5) then follows using the expressions for the γ m (V ⊕ V * ) given in [13, Theorem 1.1].
Finally, we observe that the value of γ 3,2 (V ⊕V * ) is determined by Equation 
We conclude with some empirical observations. The data indicate that for fixed dimension of M 0 , the irreducible representation has the smallest or second smallest γ We also note that, with the exception of the non-1-large representations V 2 and 2V 1 , which correspond to graded regularly symplectomorphic symplectic quotients (see Remark 2.2), the γ on 0 (V ) are distinct for each V with dim R M 0 ≤ 38. This in particular implies that there are no graded regular symplectomorphisms among these cases. Whether this is the case in arbitrary dimension, and in particular whether γ on 0 (V ) determines V for 1-large V , will be considered in a future work.
Appendix A. Hilbert Series in Low Dimensions
For the benefit of those readers interested in explicit descriptions of the algebra R[M 0 ], we present in Table 1 the Hilbert series Hilb on V (t) of R[M 0 ] for symplectic quotients corresponding to SU 2 -modules of dimension at most 10. The first three cases V 1 , V 2 , and 2V 1 are determined using the identification of M 0 with orbifolds, see [27, Section 5] or [1, 22] . The other cases were computed using the algorithm based on Corollary 4.1 described in Section 4, which has been implemented on Mathematica [42] and is available from the authors upon request. The time to compute Hilb on V (t) a PC varies widely even for representations of the same dimension; the most time-consuming example presented here was 3V 1 ⊕ V 3 , which took 107 minutes, while V 9 was computed in 29 seconds and 5V 1 was computed in less than 2 seconds.
When space prohibits the ordinary expression of a rational function, we use the following abbreviated notation for the numerator. The expression {a 0 , a 1 , a 2 , . . . a k ; n} indicates the palindromic polynomial of total degree n that begins
Note that this could either refer to
this ambiguity is removed by indicating the value of n. Appendix B. Visualization of γ on 0 (V ) Here, we give three graphs of the values of γ on 0 (V ) to illustrate its dependence on the weights of V , the number of irreducible subrepresentations of V , and dimension of M 0 . In Figure 1 , the horizontal axis is the dimension of M 0 and the vertical axis is − log γ on 0 (V ). In Figure 2 , the horizontal axes are the dimension of M 0 and the sum of the positive weights in V , while the vertical axis is − log γ on 0 (V ). In Figure 3 , the horizontal axes are the dimension of M 0 and the number of irreducible subrepresentations of V , and the vertical axis is again − log γ 
