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Abstract
With the two most profound conceptual revolutions of XXth century physics, quantum mechanics
and relativity, which have culminated into relativistic spacetime geometry and quantum gauge
field theory as the principles for gravity and the three other known fundamental interactions, the
physicist of the XXIst century has inherited an unfinished symphony: the unification of the quantum
and the continuum. As an invitation to tomorrow’s quantum geometers who must design the new
rulers by which to size up the Universe at those scales where the smallest meets the largest, these
lectures review the basic principles of today’s conceptual framework, and highlight by way of simple
examples the interplay that presently exists between the quantum world of particle interactions and
the classical world of geometry and topology.
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1 Introduction
It is often said that the profound conceptual revolutions of XXth century physics may be ascribed to
three fundamental physical constants, namely Newton’s constant GN characteristic of the gravitational
interaction, light’s velocity in vacuum c displaying the relativistic character of physical reality, and
Planck’s constant ~ = h/2π as the hallmark for the quantum character of the physical universe. All
of these constants have incessantly been used much like light beacons with which to probe the as yet
unexplored territories beyond the known physical laws of our material world, grasping for this ever
unfulfilled dream of the ultimate unification of all of matter, radiation and their interactions.
Each of these three constants on its own has led to its separate conceptual revolution, even
beyond the confines of the scientific methods of physics, in ways that shall not be recalled here.
However, when considered in combination, these constants imply still further profound conceptual
revisions in our understanding of the physical world, which themselves stand out as the genuine
unfinished revolutions of XXth century physics. Indeed, even though the combinations of GN with c
on the one hand, and of c and ~ on the other hand, have each led to a profound new vision onto the
material universe through the physicist’s eye, the formulation of a conceptual framework in which all
three constants play an equally important role is the wide open problem that confronts physics in this
XXIst century.
As is well known, the marriage of GN and c leads to a curved spacetime whose geometry is
dynamical and is governed by the energy-matter distribution within it, a framework within which the
gravitational interaction is the physical manifestation of any curvature in space and in spacetime. The
most fascinating offsprings of this union are undoubtedly, on the one hand, the cosmological theory
of the history of our universe from its birth to its ultimate demise if ever, and on the other hand, the
prediction for regions of spacetime to be so much curled up by their energy-matter content that even
light can no longer escape from such black holes. For instance, the value
r0 = 2
GNM
c2
(1)
for the horizon of a neutral nonrotating black hole of mass M displays the combined contribution of
gravity and relativity. These examples are but two specific outcomes of classical general relativity,
a relativistic invariant theory of gravity whose construction is based on a simple geometrical thus
physical principle: the description of physical processes should be independent of the local spacetime
observer, namely, it should be independent of the choice of local spacetime coordinate parametrization.
The theory should be invariant under arbitrary local coordinate transformations in spacetime.1 In
other words, a gauge invariance principle is at work, leading to a description of the gravitational
interaction based on a simple but powerful symmetry and thus geometry principle.
On the other hand, the marriage of c and ~ leads naturally to the quantum field theory descrip-
tion of the elementary particles and their interactions, at the most intimate presently accessible scales
of space and energy, a fact made manifest by the value for their product,
~ c ≃ 197 MeV · fm . (2)
In fact, one offspring of this second union is the unification of matter and radiation, namely of particles
with their corpuscular propagating properties and fields with their wavelike propagating properties.
Particles, characterized through their energy, momentum and spin values in correspondence with the
Poincare´ symmetries of Minkowski spacetime in the absence of gravity, are nothing but the relativistic
energy-momentum quanta of a field, thereby implying a tremendous economy in the description of
1Einstein’s theory of general relativity has furthermore inscribed into it the equivalence principle between inertial and
gravitational mass.
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the physical universe, accounting for instance at once in terms of a single field filling all of space-
time for the indistinguishability of identical particles and their statistics. Furthermore, quantum
relativistic interactions are then understood simply as couplings between the various quantum fields
locally in spacetime, which translate in terms of particles as diverse exchanges of the associated
quanta. Such a picture lends itself most ideally to a pertubative understanding of the fundamen-
tal interactions, which has proved to be so powerful beginning with quantum electrodynamics, up
to the modern SU(3)C×SU(2)L×U(1)Y Standard Model of the strong and electroweak interactions.
Such a perturbative representation of processes requires a renormalization procedure of the basic field
parameters—their normalizations, masses and couplings—, and one has had to learn how to identify
theories for which this renormalization programme is feasable. In the course of time, a general class of
renormalizable field theories has been identified, all falling again under the general spell of the gauge
symmetry principle as did the gravitational interaction!
Even though the physical meaning ascribed to the renormalizability criterion has evolved in
such a manner that these theories are nowadays viewed rather as effective theories for some as yet
unknown more fundamental description becoming manifest and relevant at still higher energies,[1] the
fact remains that the gauge symmetry principle is again at work at the most intimate level of the
unification of the relativistic quantum. But this time, this invariance under local transformations in
spacetime applies to some “internal” space of degrees of freedom, that fields and their quanta carry
along and which are made physically manifest through the different charges and quantum numbers
that particles possess. Hence, through countless experiments performed at ever increasing energies
and with ever increased technical sophistication, three generations of quarks and leptons, the basic
building blocks of matter, each such generation being comprised of two quarks, one charged lepton
and its associated neutrino, have been identified, and their reality inscribed into the construction of
the Standard Model. All interactions among these six quarks and six leptons are governed by the
gauge symmetry principle, with SU(3)C×SU(2)L×U(1)Y symmetries acting within internal space and
independently, though in a continuous fashion, at each point of spacetime. This local realization of
the symmetry requires the existence of gauge bosons, as the carriers of the symmetry and thus of
the interactions from one spacetime point to the next. There are thus eight gluons for the strong
interaction, the charged and neutral massive electroweak gauge bosons W± and Z0 for the charged
and neutral current weak interactions, and finally the photon for the electromagnetic interaction.
Only one member of the Standard Model family has yet to be discovered experimentally, namely the
so-called higgs particle which should be responsible for a mechanism at the origin of the masses for
all quarks, leptons and massive gauge bosons. The higgs hunt is on at the most powerful particle
accelerators in the world, the last missing offspring of the union of c and ~.
Given the fundamental role played by symmetries, hence also geometry, in the unifications of
fundamental physics concepts achieved throughout the last century, it is fair to characterize XXth
century physics as the reign supreme of the symmetry principle, this principle being pushed into its
most extreme realizations possible through the gauge symmetry principle. This includes the possibility
of supersymmetry, a symmetry that relates bosonic and fermionic particles which, when rendered local
in spacetime, leads to theories of supergravity that must necessarily include a quantum gravitational
sector. But it also appears that this symmetry principle has finally unveiled all its hidden physical
secrets in the embodiement it has acquired within a field theory description of the universe, of its
matter content and of its fundamental interactions. Even though the symmetry principle seems to
have yielded all its potential, it proves not to be potent enough to bring order to a me´nage a` trois in
which all three fundamental constants GN , c and ~ would be living peacefully and happily together
on equal terms, to bear many news fruits of their ultimate union. As is well known, there does not
yet exist a commonly accepted theoretical formulation for a quantum theory of relativistic gravity
which would also include the other fundamental interactions and their matter fields, all consistently
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expressed within a quantum framework.
Looking back at the brief and superficial highlights recalled above, one realizes that the non-
quantum relativistic description available for the gravitational interaction is in fact the ideal realm
of the “relativistic continuum” reigning supreme, the utmost physical application as of today of the
notion of differentiable structures in geometry. Likewise, the other component of the same story,
namely the relativistic quantum field theory description of the elementary particles and their other
fundamental interactions, is in fact the ideal realm of the “relativistic quantum” reigning supreme, the
utmost physical outcome of the ideas of quantization and its associated abstract algebraic structures.
The fundamental problem that XXIst century physics is to confront is that of the final marriage of
the “continuum” and the “quantum”, namely of identifying a mathematical formulation of what is
referred to as “quantum geometry”, the new conceptualization of what the geometry of spacetime
ought to be when explored at the most extreme and smallest scales.
In terms of the three fundamental constants GN , c and ~, it is well known how the quantum
regime for relativistic gravity is characterized by Planck’s mass, length and time scales,
MPl =
√
~c
GN
≃ 1019 GeV/c2 , LPl = ~c
MPlc2
≃ 2× 10−35 m ,
τPl =
LPl
c
≃ 6× 10−44 s . (3)
Even though these values lie way beyond the reach of present day accelerators, as well as of present day
theories, processes at such scales must have taken place in the early universe, while from the conceptual
point of view, the fundamental conflit between the classical relativistic realm of the “continuum” for
gravity with the quantum relativistic realm of the “quantum” for particles and their other interactions,
cries out to the XXIst physicist for a new conceptual revolution that ought to resolve this basic mutual
inconsistency of present day physics principles. From that point of view, XXIst century physics will
be the search for the Quantum Geometry Principle, the inherited unfinished physics symphony of the
XXth century composed so far according to the rules of the Symmetry Principle.
With the advent of M-theory,[2] the nonperturbative embodiement of superstring theories,[3]
and possibly also with the loop gravity programme,[4] we are most probably already getting the
first glimpses of this quantum geometry waiting to be discovered by tomorrow’s bright young minds.
Such a pursuit in search of the possible ultimate unification, all at the same time, of matter and its
interactions, and of geometry and the quantum, belongs to the best of scientific traditions finding its
roots back in the earliest days of the human intellectual adventure. It should only be just that within
all peoples of the world, as much from developing as from developed countries, those whose calling
lies towards such an avenue should find an environment within which to contribute on equal terms
to this ultimate understanding of our physical universe and its history. A workshop of this type is
an opportunity to highlight some of the issues surrounding this unfulfilled quest, and hopefully entice
bright new minds to dedicate themselves to this adventure at the frontiers of physical concepts. The
education to critical and scientific thinking that such a research activity requires can only benefit any
society within which it is pursued, both in its human and intellectual aspirations as well as in its
educational, technological and economic development, bringing man always a little closer to the stars,
the eternal yearning of his soul. Countless examples over human history bear witness to this fact, and
many of us today benefit in so many ways from the fruits of this unswaying quest at the most abstract
level as it has been pursued over centuries past.
These lecture notes do not, of course, have any pretence to outline what quantum geometry
ought to be, which, after all, is the XXIst century quantum geometer’s task! Rather, these lectures
wish to present sort of a guided tour of the general principles of symmetry and quantum physics
that have led to the relativistic quantum field theory description of the elementary particles and their
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fundamental interactions, aiming at the end towards illustrations of the fact that beyond the gauge
symmetry principle which seems to govern all interactions, when it comes to geometry—namely the
“continuum” and gravity—and the “quantum”, topology is also called to play a vital role. In fact, one
is very much led to suggest that the problem of quantum gravity should find a resolution only when
considered together with all the other quantum matter and interacting fields, while pure quantum
gravity is oblivious actually to any geometry, and would be governed only by the rules of quantum
topology. Indeed, this is the programme that was launched[5, 6] with the discovery of topological
quantum field theories.[5, 6, 7] Finally, these notes concentrate on the quantum field theory side of the
above story, assuming that the reader is most familiar already with the views of classical continuum
geometry as applied within the physical context of the gravitational interaction and general relativity.
This is thus the spirit with which these notes are offered to the aspiring quantum geometers of the
XXIst century who are attending this Workshop.
Contents are organized as follows. Section 2 discusses the general rules of abstract canonical
quantization, based on the Hamiltonian formulation of a given dynamical system. These rules are
then applied to relativistic field theories in Section 3, to establish that such quantized theories provide
a natural description of quantum relativistic particles in Minkowski spacetime. Section 4 introduces
then to interacting quantum field theories and, as a general class of renormalizable theories in four
dimensions, to general Yang-Mills theories, possibly subjected to the Higgs mechanism of spontaneous
symmetry breaking. This discussion thus also serves as a motivation for Section 5 which addresses
the general problem of the quantization of systems subjected to constraints in phase space, which
include any gauge invariant system, following Dirac’s general analysis of this issue.[8] Rather than
introducing then the general methods of BRST quantization, the recent and most efficient approach
towards the quantization of constrained systems based on the physical projector[9] is also discussed.
As an example of its possible use, the quantization of 2+1-dimensional Chern-Simons theory is briefly
described in Section 6, which in fact is one of the simplest examples of a topological quantum field
theory. Finally, Sections 7 and 8 introduce to bosonic string theory and its toroidal compactification.
These last three sections serve as first witnesses to the necessity to develop a new mathematical
framework for quantum theories of gravity, whether they include matter degrees of freedom or not,
that should define the sought-for “quantum geometry” of the fundamental unification. Finally, further
comments are presented in the Conclusions.
Our conventions will be stated where appropriate. Notice also that all the discussion will be
confined to bosonic degrees of freedom only, but that similar developments exist of course for systems
combining both bosonic and fermionic degrees of freedom. Suggestions for some exercises are also
provided, some of which could in fact become PhD research topics on their own. Finally, no attempt
has been made at providing an exhaustive bibliography, for which we apologize to anyone who might
feel her/his work is being overlooked. Rather, we hope that references given would suffice to quickly
identify further relevant sources to any particular topic of interest.
2 Abstract Canonical Quantization
This section briefly reviews[10] the general rules of abstract canonical quantization, starting from some
action principle defining the actual dynamics of a given physical system. This discussion is elaborated
upon much further in Prof. S.T. Ali’s lectures in these Proceedings, dedicated to the general problem of
quantization. Prof. J.R. Klauder’s contribution is also directly related to some of the issues addressed
in this section. Furthermore, to illustrate explicitly the general discussion through the simplest of
nontrivial examples, most points of relevance are also discussed in the context of the one-dimensional
harmonic oscillator.
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2.1 Dynamics
Let us consider a given physical system of N real degrees of freedom qn(t) (n = 1, 2, · · · , N), whose
dynamics derives from the variational principle based on an action which is local in time and of the
form
S[qn] =
∫
dtL (qn, q˙n) , (4)
defined in terms of the Lagrange function L(qn, q˙n), where q˙n = dqn/dt. In the case of the one-
dimensional harmonic oscillator, one simply has N = 1 with
L(q, q˙) =
1
2
mq˙2 − 1
2
mω2q2 , ω,m > 0 . (5)
It is well known how the variational principle leads to the following Euler-Lagrange equations
of motion,
d
dt
∂L
∂q˙n
− ∂L
∂qn
= 0 , n = 1, 2, · · · , N . (6)
In general, any given variation of the action also includes surface term contributions—namely, total
time derivative contributions for a mechanical system—which one may also want to set to zero in
order to enforce the variational principle in a strong sense, namely such that the action is an exact
extremum for classical solutions. Depending on one’s choice of boundary conditions, as motivated by
specific physics considerations in order to solve the above equations of motion, such a requirement
may be too restrictive. Whatever the case, a complete set of boundary conditions must be specified
in order to determine a unique solution to the equations of motion of the system.
In the case of the simple harmonic oscillator, the Euler-Lagrange equation of motion reads
mq¨ = −mω2 q , (7)
whose general solution may be expressed as follows for later convenience,
q(t) =
1√
2mω
[
α e−iω(t−t0) + α∗ eiω(t−t0)
]
. (8)
Here, α and α∗ are complex integration constants (complex conjugates of one another) which may be
expressed in terms of whatever choice of boundary conditions that might be contemplated, and t0 is
some specific time reference possibly associated to the choice of boundary conditions.
2.2 Hamiltonian formulation
Since canonical quantization proceeds from the Hamiltonian formulation of a dynamical system, let
us now introduce the phase space description of a general system as represented in Section 2.1. Phase
space is thus spanned by the functions qn(t) and their conjugate momenta pn(t) defined as
pn =
∂L
∂q˙n
. (9)
As a matter of fact, phase space provides, within the Hamiltonian formulation, the space of states
which are accessible to the system throughout its history. In addition to its parametrization in terms of
the local coordinates (qn, pn), phase space also comes equipped with a geometric symplectic structure
which is related to the Poisson bracket algebra of observables or functions defined over phase space.
This Poisson bracket structure is defined at a fixed reference time t = t0, and Poisson brackets are to
be evaluated at equal time, namely for two observables defined at the same instant in time, t = t0.
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Given the algebraic properties of the Poisson bracket structure, its values are derived from those for
the elementary phase space degrees of freedom (qn, pn) of the system, given by
{qn(t0), pm(t0)} = δnm. (10)
More generally, the Poisson bracket of any two observables F (qn, pn) and G(q
n, pn) is given by
2
{F,G} = ∂F
∂qn
∂G
∂pn
− ∂F
∂pn
∂G
∂qn
. (11)
As is well known, Poisson brackets obey a series of important algebraic properties by which they are
characterized, among which their antisymmetry as well as the Jacobi identity. Furthermore, according
to Darboux’s theorem, there always exists a local choice of phase space parametrization for which the
Poisson brackets take the canonical form in (10), in which the associated coordinates are also referred
to as being canonical.
Finally, besides this kinematics information encoding specific properties of the system, its dy-
namics is generated through the Poisson bracket from a specific observable, namely the canonical
Hamiltonian defined through the Legendre transform of the Lagrange function,
H0(q
n, pn) = q˙
npn − L(qn, q˙n) . (12)
Usually at this point, it is said that this definition applies to those systems for which the relations
pn(q
n, q˙n) defining the conjugate momenta may all be inverted in a unique fashion in terms of the
generalized velocities q˙n(qn, pn), namely under the condition of a regular Hessian for L,
det
∂2L
∂q˙n1∂q˙n2
6= 0 . (13)
Systems for which this is feasible are called “regular”, or rather described by a “regular Lagrangian”,
and otherwise “singular” in the case of a singular Hessian.3 However, whether this latter condition is
met or not does not affect the fact that the quantity H0 introduced above is always[10] a function of
qn and pn, namely a function defined over phase space. Actually, the difference between a regular and
a singular Lagrangian is that in the latter case, there exist specific constraints among the phase space
degrees of freedom, which imply that time evolution of the system may be generated by a Hamiltonian
H(qn, pn) more general than simply the canonical one H0(q
n, pn). In the present section, we assume
the system to be regular, and thus to be free of any further constraint on the phase space degrees of
freedom.
Consequently, time evolution of any phase space observable F (qn, pn; t) is determined from the
Hamiltonian equation of motion
F˙ =
dF
dt
=
∂F
∂t
+ {F,H0} , (14)
while in particular for the phase space degrees of freedom one obtains the first-order Hamiltonian
equations of motion
q˙n =
∂H0
∂pn
, p˙n = −∂H0
∂qn
. (15)
When solving for the conjugate momenta pn in terms of the velocities q˙
n through the first set of these
equations, and then substituting these expressions for pn in the second set of equations, one recovers
the original Euler-Lagrange equations of motion of the Lagrangian formulation of the same dynamical
2Throughout these notes, implicit summation is understood for repeated indices.
3Singular systems are the topic of Section 4.
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system. Note that the Hamiltonian equations of motion also follow through the variational principle
from a first-order phase space action given by
S[qn, pn] =
∫
dt [q˙npn −H0(qn, pn)] , (16)
or some other expression differing from the present one by a total time derivative of an arbitrary
function of phase space.
In the particular case of the simple one-dimensional harmonic oscillator described by the La-
grange function (5), one finds for the conjugate momentum
p = mq˙ , (17)
with the canonical Poisson bracket structure
{q(t0), p(t0)} = 1 . (18)
The canonical Hamiltonian reads
H0 =
p2
2m
+
1
2
mω2q2 , (19)
leading to the Hamiltonian equations of motion
q˙ =
1
m
p , p˙ = −mω2q . (20)
Their general solution may again be given in the general parametrization used previously,
q(t) = 1√
2mω
[
α e−iω(t−t0) + α∗ eiω(t−t0)
]
,
p(t) = − imω√
2mω
[
α e−iω(t−t0) − α∗ eiω(t−t0)] . (21)
From this particular example, we may also extend a general remark. Clearly, there is a one-to-one
correspondence between specific solutions to the Hamiltonian equations of motion and the associated
integration constants, for instance in the present case between the solutions for q(t) and p(t) and the
complex integration constant α. Hence, rather than viewing the Poisson bracket structure as being
defined over phase space, namely the set of all functions (qn(t), pn(t)), one may equivalently view the
Poisson bracket structure as being defined on the space of integration constants for the associated
equations of motion. This alternative but equivalent point of view may in fact be quite relevant
and physically meaningfull. Indeed, as we shall see in the case of quantum field theories, energy-
momentum quanta that realize the quantum particle content of the theory correspond precisely to the
operators associated to the field integration constants, whose commutation relations are nothing but
the operator realization of the corresponding classical Poisson bracket structure defined on the space
of integration constants. In the simpler case of the harmonic oscillator, the same point of view implies
the following nontrivial Poisson bracket for the complex integration constants α and α∗,
{α,α∗} = −i , (22)
while the canonical Hamiltonian then acquires the expression,
H0 =
1
2
ω [α∗α+ αα∗] , (23)
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an expression in which care has been exercised not to commute quantities which at the quantum level
will correspond to noncommuting operators. Consequently, the Hamiltonian equations of motion for
these integration constants, or rather now variables, are
α˙ = −iω α , α˙∗ = iω α∗ , (24)
with the general solution
α(t) = α0e
−iω(t−t0) , α∗(t) = α∗0e
iω(t−t0) , (25)
which thus corresponds to the following representation for the general phase space solution in (21),
q(t) =
1√
2mω
[α(t) + α∗(t)] , p(t) = − imω√
2mω
[α(t)− α∗(t)] . (26)
Here, the initial values α0 and α
∗
0 at t = t0 stand for the values α and α
∗ of the integration constants
as they appear in the general phase space solution (21). At the quantum level, this correspondence
between the solutions to the equations of motion in phase space and the solutions on the space of
integration constants will translate into the Schro¨dinger and Heisenberg pictures for the quantized
system, in which in the first case states are time dependent while operators are time independent, and
vice-versa in the second case.
2.3 Canonical quantization
Canonical quantization simply proceeds through the correspondence principle. In the same manner
that the classical Hamiltonian formulation of any dynamical system is characterized by three struc-
tures, namely the space of states or phase space, the kinematical structure of that space as embodied
algebraically through its Poisson bracket structure, and finally its dynamics generated by the Hamil-
tonian, likewise any quantum system is characterized by three such structures, namely the space of
quantum states or Hilbert space, equipped with a series of algebraic structures providing a linear
representation space of the algebraic structure of commutation relations which are in direct corre-
spondence with the classical Poisson brackets, and finally a quantum Hamiltonian which generates
time evolution of states through the Schro¨dinger equation.
More specifically, the space of quantum states must be some complex vector space equipped
with an hermitean inner product denoted using Dirac’s bra-ket notation as < ϕ|ψ > for two states
|ϕ > and |ψ >. In the best of cases, this complex space ought to be a Hilbert space in the strict
mathematical sense, but often it is difficult to meet that stringent requirement, and one has to extend
somewhat the relevant complex vector space. Such issues are addressed in Prof. S.T. Ali’s lectures in
these Proceedings.
Furthermore, this “Hilbert” space must provide a linear representation space of the quantum
operator algebra of observables of the quantized system. Ideally, what one would wish is that associated
to any two classical observables A and B defined over phase space, there should exist two linear
quantum operators Aˆ and Bˆ whose commutator algebra is in correspondence with the Poisson bracket
of the classical observables through the rule
[Aˆ, Bˆ] = i~ Cˆ , (27)
where Cˆ stands for the operator to be associated to the result of the classical Poisson bracket {A,B} =
C. It is understood that this correspondence rule is to be considered at a fixed reference time t0, which
has not been displayed in the above relation. Furthermore, the choice of hermitean inner product ought
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to be such that the operators Aˆ and Bˆ associated to classical observables which are real under complex
conjugation, A∗ = A and B∗ = B, are themselves self-adjoint operators, Aˆ† = Aˆ and Bˆ† = Bˆ.
These requirements, which actually define what is precisely meant by “quantization”, are by
no means easily met, as is discussed in detail in Prof. S.T. Ali’s lectures. To understand part of the
difficulty, let us consider this requirement already for the elementary phase space degrees of freedom
(qn, pn), which ought thus to correspond to operators (qˆ
n, pˆn) obeying the Heisenberg algebra,
[ qˆn(t0), pˆm(t0) ] = i~ δ
n
m , (28)
as well as the following hermiticity properties on the space of quantum states,
(qˆn(t0))
† = qˆn(t0) , (pˆn(t0))† = pˆn(t0) . (29)
Since all other observables of the system are defined as composite operators built from these qˆn’s and
pˆn’s, clearly the fact that they no longer commute at the quantum level implies that a specific choice
has to be made as to the order in which they are multiplied with one another. A priori the only
restriction that should apply to this choice of “operator ordering” is that a given composite observable
real under complex conjugation should be associated to a self-adjoint operator. For some particular
observables related to symmetries that a given system may possess, namely the associated Noether
charges, further restrictions would follow from the requirement that these operators still generate
the corresponding symmetry for the quantized system. However, it is far from trivial that such a
construction is at all possible, and the fact of the matter is that it is indeed problematic, leading to
“the problem of quantization” as discussed in Prof. S.T. Ali’s lectures. Not all classical observables
may be put into correspondence with a self-adjoint quantum operator. When this is impossible for
a symmetry generator while at the same time preserving the symmetry algebra now at the quantum
level, one says that the symmetry has become anomalous or that it suffers a quantum anomaly, even
though a better term would be “quantum symmetry breaking” given that the symmetry is explicitly
broken at the quantum level, being no longer a symmetry of the quantized system.
In practical terms, given a classical system, there may thus exist more than one unitarily in-
equivalent quantum system that corresponds to it, since there may exist more than one choice of
operator ordering consistent with the above correspondence rules for a certain subset of all classical
observables[11]. It thus seems more appropriate to advocate the point of view that one has to define
some quantum system, having in the back of one’s mind some classical system, in terms of some alge-
bra of self-adjoint elementary and composite operators, which in the limit ~→ 0 is in correspondence
with some classical system. After all, the physical world is quantum mechanical, rather than being
that of classical mechanics whether relativistic or not. The fact that a given classical system may
correspond to more than one quantum system then becomes an issue to be resolved only through
experiment. For instance, there exists a discrete infinity of rotationally invariant quantum systems
labelled by the SU(2) spin value, which all correspond to the same classical system of a nonrelativistic
point-particle invariant under spatial rotations. Only an experiment can determine which of these
quantum representations is in fact realized in a specific physical system, whether the electron or a
heavy nucleus in some excited state, for example.
Finally, the last structure which defines the abstract canonical quantization of a classical system
is the Hamiltonian operator Hˆ0, which should be in correspondence with the classical Hamiltonian H0.
Since in general this observable is a composite quantity, the definition of the quantum Hamiltonian
Hˆ0 involves a specific choice of operator ordering such that Hˆ0 be self-adjoint given the hermitean
inner product of which the space of quantum states is equipped. This is a necessary requirement for
the quantum unitarity, hence the physical consistency, of the quantum system. Indeed, time evolution
of quantum states |ψ, t > is generated precisely through the quantum Hamiltonian and Schro¨dinger’s
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equation,
i~
d
dt
|ψ, t >= Hˆ0 |ψ, t > , (30)
whose formal solution is of the form
|ψ, t >= Uˆ(t, t0) |ψ, t0 > , (31)
where |ψ, t0 > is some boundary state at the initial time t0, while the quantum evolution operator or
“propagator” of the system is formally defined by the exponential operator
Uˆ(t2, t1) = e
− i
~
(t2−t1)Hˆ0 . (32)
Quantum unitarity of time evolution thus requires Uˆ(t2, t1) to be unitary and to obey the involution
property
Uˆ †(t2, t1) = Uˆ−1(t2, t1) = Uˆ(t1, t2) , Uˆ(t3, t2) Uˆ (t2, t1) = Uˆ(t3, t1) , (33)
which certainly requires Hˆ0 to be self-adjoint on the space of quantum states. The choice of operator
ordering should therefore be consistent with this basic property for Hˆ0.
Note that the entire discussion concerning the definition of the algebraic operator structure
defining the quantization of a given classical system is performed at a specific reference time t0,
namely all operators are regarded as having been defined at that reference time. Time dependency of
the dynamical quantum system is totally accounted for through the time dependency of quantum states
|ψ, t > as solutions to the Schro¨dinger equation. This formulation of a quantum system is referred to
as “the Schro¨dinger picture”, which is in correspondence with the classical phase space description of
the system in which the Poisson bracket structure is carried by the time dependent degrees of freedom
(qn(t), pn(t)). The fact that the quantum operator algebra is defined at a fixed reference time t0 raises
the question of whether the quantized system is dependent on that choice. However, two quantizations
defined at different reference times in the Schro¨dinger picture are unitarily equivalent through the
evolution operator Uˆ(t2, t1) associated to a specific choice of self-adjoint quantum Hamiltonian Hˆ0. In
other words, the quantum evolution operator defines the isomorphism between all unitarily equivalent
representations of the algebraic structures associated to different reference times. For this isomorphism
to be a unitary one, it is essential that the Hamiltonian Hˆ0 be self-adjoint. Later on, we shall discuss
briefly the “Heisenberg picture” for a quantum system, as an alternative to the Schro¨dinger one, which
will be seen to correspond at the classical level to the Poisson bracket structure being defined on the
space of integration constants for the Hamiltonian equations of motion as discussed previously.
As a specific simple illustration of the above general discussion, let us consider again the one-
dimensional harmonic oscillator. As a quantum system, its space of states should thus provide a linear
representation space of the Heisenberg algebra
[ qˆ, pˆ ] = i~ , (34)
equipped with an hermitean inner product for which these two operators be self-adjoint,
qˆ† = qˆ , pˆ† = pˆ . (35)
Alternatively, given the physical parameters m and ω carrying physical dimensions, it is possible to
represent in an equivalent way the same algebra in terms of the following combinations,
qˆ =
√
~
2mω
[
a+ a†
]
, pˆ = −i
√
~mω
2
[
a− a†
]
, (36)
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which are seen to be in direct correspondence with the classical solutions in (21), or equivalently,
a =
√
mω
2~
[
qˆ +
i
mω
pˆ
]
, a† =
√
mω
2~
[
qˆ − i
mω
pˆ
]
. (37)
The operators a and a† are simply the well known annihilation and creation operators of the harmonic
oscillator, obeying the Fock space algebra,
[a, a†] = 1 , (38)
with a and a† being the adjoint of one another. In other words, given a physical parameter with the
dimension of mω, the Heisenberg and Fock space algebras are equivalent. The quantum space of states
should thus provide a representation space of either algebra.
Finally, given the classical Hamiltonian H0 = p
2/(2m) +mω2q2/2, the quantum Hamiltonian
may be chosen to be
Hˆ0 =
pˆ2
2m
+
1
2
mω2qˆ2 =
1
2
~ω[a†a+ aa†] = ~ω
[
a†a+
1
2
]
. (39)
Note that in terms of qˆ and pˆ, Hˆ0 does not require some operator ordering prescription, which would
not be the case had one chosen to consider its definition in terms of the creation and annihilation
operators. Of course in the present case, the difference between the two possibilities amounts to
a constant shift in the energy eigenvalues without any physical consequence, corresponding to the
vacuum quantum fluctuation contribution. For more general systems however, such a difference may
not be as innocuous.
2.4 Representations of the Heisenberg algebra
Canonical quantization thus raises generally the issue of the classification of the representations of the
Heisenberg algebra. Such representations will be discussed here only in the simplest of cases, namely
a set of cartesian degrees of freedom qn, restricting the presentation to a single such degree of freedom,
N = 1, the general case being obtained through a straightforward tensor product over n = 1, 2, · · · , N .
A generalization to spaces of nontrivial geometry and/or topology, for curvilinear coordinates and
curved configurations spaces qn whose topology may be compact or not, is also possible, but shall not
be addressed here.[12, 13] In the case of cartesian phase space canonical coordinates (q, p), it is well
known that up to unitary equivalence, there exists only one representation of the Heisenberg algebra
defined in (34) and (35). We refrain here from discussing how this conclusion may be reached in terms
familiar to most physicists,[10, 12, 13] and only present the description of this representation in its
different realizations, namely the configuration space, the momentum space, the Fock space, and the
coherent state representations.
The configuration space representation
Given that the classical variable q may take all real values, one assumes that there exists a basis
of position qˆ-eigenstates |q > with eigenvalues q taking all possible real values, and normalized to
unity on the real line,
qˆ|q >= q|q > , < q|q′ >= δ(q − q′) , 1 =
∫ ∞
−∞
dq |q >< q| . (40)
This representation is known as “the configuration space representation” of the Heisenberg algebra,
leading to the configuration space wave function representation ψ(q) of any state |ψ > in the associated
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space of quantum states,
ψ(q) =< q|ψ > , |ψ >=
∫ ∞
−∞
dq |q > ψ(q) . (41)
This wave function ψ(q) thus provides the components of the state |ψ > in the configuration space
basis |q >. In particular, inner products of states are simply given by
< ϕ|ψ >=
∫ ∞
−∞
dq ϕ∗(q)ψ(q) , (42)
as follows directly from the above spectral decomposition of the unit operator 1 and the configuration
space decomposition of the states |ϕ > and |ψ >. Given this construction, it then follows that the
abstract position and momentum operators qˆ and pˆ possess the following configuration space repre-
sentations,
< q|qˆ|ψ >= q ψ(q) , < q|pˆ|ψ >= −i~ d
dq
ψ(q) . (43)
This, of course, is nothing but the most familiar wave function quantization of a single cartesian degree
of freedom system.
The momentum space representation
Likewise for the conjugate phase space degree of freedom, one has the momentum space repre-
sentation which is spanned by the momentum eigenstate basis |p >, which in the case of the real line
is associated to all possible real momentum eigenvalues p, and is normalized to unity,
pˆ|p >= p|p > , < p|p′ >= δ(p − p′) , 1 =
∫ ∞
−∞
dp |p >< p| . (44)
Correspondingly, arbitrary states are decomposed in that basis in terms of their momentum space
wave function,
ψ(p) =< p|ψ > , |ψ >=
∫ ∞
−∞
dp |p > ψ(p) , < ϕ|ψ >=
∫ ∞
−∞
dpϕ∗(p)ψ(p) . (45)
Finally, the elementary operators are represented as
< p|qˆ|ψ >= i~ d
dp
ψ(p) , < p|pˆ|ψ >= pψ(p) . (46)
These results are of course most familiar.
The Fock space representation
Given the fact that the Heisenberg algebra may alternatively be represented through the Fock
space algebra (38) (provided a parameter with the physical dimension of mω is available), one may
also consider the Fock space representation of the Heisenberg algebra in the case of the harmonic
oscillator. As is well known, a basis of this representation is constructed as follows. There exists a
vacuum state |0 > (not to be confused with either of the states |q = 0 > or |p = 0 >), normalized to
unity, and annihilated by the annihilation operator a,
a|0 >= 0 , < 0|0 >= 1 . (47)
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Applying then in succession powers of the creation operator a† onto the Fock vacuum |0 >, one obtains
a discrete infinite set of linearly independent orthonormalized states which span the representation
space, defined by
|n >= 1√
n!
(
a†
)n
|0 > , < n|m >= δn,m , (48)
thus leading to the spectral representation of the unit operator
1 =
∞∑
n=0
|n >< n| . (49)
Correspondingly, arbitrary states may be decomposed in that basis according to
ψn =< n|ψ > , |ψ >=
∞∑
n=0
|n > ψn , < ϕ|ψ >=
∞∑
n=0
ϕ∗n ψn . (50)
From the definition of the states |n >, one readily establishes that the annihilation and creation
operators possess the following representations,
a|n >= √n |n− 1 > , a†|n >= √n+ 1 |n > , a†a|n >= n|n > , (51)
from which the Heisenberg matrix representation for the position and momentum operators qˆ and pˆ
may be derived in terms of semi-infinite matrices.
The coherent state representation
Finally, an overcomplete set of basis vectors is provided by the holomorphic or phase space
coherent states defined by, respectively,[14]
|z >= e− 12 |z|2 eza† |0 > , |q, p >= e− i~ qpˆ e i~ pqˆ |0 > , (52)
z being an arbitrary complex number and (q, p) arbitrary real quantities in correspondence with the
classical phase space canonical degrees of freedom. These two sets of states are related as
|z >= e i2~ qp |q, p > , (53)
with
z =
√
mω
2~
[
q +
i
mω
p
]
, (54)
to be compared to the definitions for a and a† in (37). The spectral resolution of the unit operator is
then given by
1 =
∫
dz dz¯
π
|z >< z| =
∫
(∞)
dq dp
2π~
|q, p >< q, p| , (55)
while for matrix elements one finds for instance for the holomorphic coherent states (a similar expres-
sion may easily be established for the matrix element < q1, p1|q2, p2 >)
< z1|z2 >= e−
1
2
|z1|2 e−
1
2
|z2|2 ez¯1z2 . (56)
The interest of coherent states stems, among other reasons, from the fact that they provide quantum
states whose properties are the closest possible to classical states. This is made manifest for example
by the following action of the annihilation operator on holomorphic coherent states,
an|z >= zn|z > , (57)
13
making these states an ideal choice of basis to compute matrix elements of the creation and annihilation
operators of the Fock space algebra representation for the Heisenberg algebra.
Changes of bases
The fact that all these different realizations of the same basic algebraic structure, namely that
of the Heisenberg algebra, are unitarily equivalent, may be made explicit in different ways, such as for
example by specifying the matrix elements for the different changes of bases related to the different
representations described above. Thus, the relation between the configuration and momentum space
representations is provided by the matrix elements
< q|p >= 1√
2π~
e
i
~
qp , < p|q >= 1√
2π~
e−
i
~
qp , (58)
from which it should be clear that the relation between the configuration and momentum wave func-
tions ψ(q) and ψ(p) for a given state |ψ > is simply that of an ordinary Fourier transformation,
ψ(p) = < p|ψ >= ∫∞−∞ dq < p|q >< q|ψ >= ∫∞−∞ dq√2π~ e− i~ qp ψ(q) ,
ψ(q) = < q|ψ >= ∫∞−∞ dp < q|p >< p|ψ >= ∫∞−∞ dp√2π~ e i~ qp ψ(p) .
(59)
Likewise, the change of basis between the configuration space representation, say, and the Fock
space one, is provided by the following matrix elements,
< q|n >=
(mω
π~
)1/4 1√
2n n!
e−
mω
2~
q2 Hn
(
q
√
mω
~
)
, (60)
where Hn(x) is the usual Hermite polynomial of order n. Given this result, any quantity obtained
within any one of these representations may be transformed into its expression in any of the other
representations.
Finally, the change of basis to coherent states is best given in terms of the Fock space states, in
which the relevant matrix elements reduce to simple monomials of the complex variable z,
< n|z >= 1√
n!
zn e−
1
2
|z|2 . (61)
Given these different matrix elements expressing the changes of bases between all four representations
of the Heisenberg algebra, it is in principle possible to establish some result using one representation
in which this is most convenient, and then convert to any other representation in which to determine
some physical quantity.
For instance, in the case of the one-dimensional harmonic oscillator, the Hamiltonian Hˆ0 is most
readily diagonalized in the Fock space representation, since one has
Hˆ0 = ~ω
[
a†a+
1
2
]
, Hˆ0|n >= En|n > , En = ~ω(n+ 1
2
) , n = 0, 1, 2, · · · . (62)
Consequently, orthonormalized configuration space wave functions for energy eigenstates are simply
given as ψn(q) =< q|n > whose expressions are known, while the configuration space propagator of the
system, namely the matrix elements of the quantum evolution operator Uˆ(t2, t1) for external position
eigenstates |q1 > and |q2 >, possesses the following simple representation,
< q2|Uˆ (t2, t1)|q1 >=
∞∑
n=0
ψ∗n(q2) e
− i
~
(t2−t1)~ω(n+1/2) ψn(q1) , (63)
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given the spectral resolution of the evolution operator
Uˆ(t2, t1) =
∞∑
n=0
|n > e− i~ (t2−t1)En < n| . (64)
The Heisenberg picture
Finally, let us reconsider the issue of the Schro¨dinger and Heisenberg pictures for a quantum
system. Given that in the former picture, the matrix element of any operator Oˆ(t0) defined at the
reference time t0 for arbitrary time dependent external states is given by < ϕ, t|Oˆ(t0)|ψ, t >, using the
evolution operator as expressed in general terms in (32), and obeying the properties (33), the same
matrix element may be expressed as
< ϕ, t|Oˆ(t0)|ψ, t >=< ϕ, t0|Oˆ(t)|ψ, t0 > , (65)
where the time dependent operator Oˆ(t) is simply defined by
Oˆ(t) = Uˆ †(t, t0) Oˆ(t0) Uˆ(t, t0) . (66)
In other words, within the so-called Heisenberg picture, the same physical content as that of the
Schro¨dinger picture is provided by time independent quantum states |ψ, t0 > defined at the reference
time t0, while the whole time dependency of the system is now carried by the quantum operators O(t)
related to their definition in the Schro¨dinger picture at the reference time t0 by the above definition
in terms of the quantum evolution operator Uˆ(t2, t1). Thus, the Schro¨dinger equation that governs
time evolution of the system now applies to the operators rather than to the states, and is given by
i~
d
dt
Oˆ(t) =
[
Oˆ(t), Hˆ0(t)
]
, (67)
as follows directly from the definition of the Heisenberg picture in (66). Note how this quantum
operator equation of motion is again in direct correspondence with the associated classical one in
Hamiltonian form, namely
O˙ = {O,H0} . (68)
Furthermore, since the quantum Hamiltonian Hˆ0(t) commutes with itself, [Hˆ0(t), Hˆ0(t)] = 0, in fact
this operator is totally time independent, hence Hˆ0(t) = Hˆ0(t0), expressing a conservation law for the
system, which is that of the energy in the case that t parametrizes physical time, and not some other
possible evolution parameter for the system’s dynamics.
Once again turning to the one-dimensional harmonic oscillator in its Fock space representation,
the Heisenberg picture is thus defined in terms of time dependent creation and annihilation operators
a†(t) and a(t), whose solution to the operator Schro¨dinger equation i~a˙(t) = [a(t), Hˆ0] = ~ωa(t) is
a(t) = a(t0) e
−iω(t−t0) , a†(t) = a†(t0) eiω(t−t0) , (69)
thus leading to the following representation for the position operator qˆ(t), say, in the Heisenberg
picture,
qˆ(t) =
√
~
2mω
[
a(t) + a†(t)
]
=
√
~
2mω
[
a(t0) e
−iω(t−t0) + a†(t0) eiω(t−t0)
]
, (70)
an expression which ought to be compared to its classical counterparts in (21) and (26), and thus
justifying the comments made already at that stage of our discussion with respect to the Schro¨dinger
and Heisenberg pictures for a quantum system and the corresponding characterization of the Poisson
bracket structure either on phase space or on the space of integration constants for the classical
Hamiltonian equations of motion.
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2.5 Path integral quantization
It is well known that besides the canonical quantization path, there is another royal avenue towards
the quantization of a classical system whose dynamics is defined through some action and the vari-
ational principle, namely the so-called path integral or functional integral formulation of quantum
mechanics.[15] Here we shall discuss how, starting from the canonical quantization of any such system
following the approach outlined in the previous sections, it is possible to set up integral representations
for matrix elements of quantum operators, which acquire the interpretation of functional integrals over
phase space. When reducing from these integrals the conjugate momentum degrees of freedom, one
recovers a functional integral over configuration space in which the original classical action expressed
in terms of the Lagrange function plays again a central role. Further remarks as to quantization
directly through the functional integral are made at the end of this discussion. It should already be
clear that these two approaches are complementary, each with its own advantages and difficulties both
with respect to an intuitive understanding of the physics that they both encode as well as to the
calculational advantages of one compared to the other. However, when properly implemented, they
represent in complementary terms an identical physical content.
The procedure to construct an integral representation for matrix elements of operators, starting
from canonical quantization, follows essentially always the same avenue, based on the insertion of
complete sets of states in terms of which the unit operator possess a spectral resolution. Here, we shall
illustrate this feature for the configuration space representation of the Heisenberg algebra, even though
more general cases may be envisaged as well, for instance in terms of coherent states. Furthermore,
we shall consider configuration space matrix elements of the evolution operator for a given quantum
system, namely the propagator < qf |Uˆ (tf , ti)|qi > of the system (in configuration space). This operator
thus writes as
Uˆ(tf , ti) = e
− i
~
(tf−ti)Hˆ0 =
[
e−
i
~
ǫHˆ0
]N
= lim
N→∞
[
1− i
~
ǫHˆ0
]N
, (71)
with ǫ = (tf − ti)/N , while N is some arbitrary positive integer specifying an equally spaced slicing
of the finite time interval (tf − ti). In what follows, the n index for the degrees of freedom (qn, pn) is
suppressed, to keep expressions as transparent as possible. Given this time-sliced form of the evolution
operator, the idea now is to insert twice the spectral resolution of the unit operator 1 , once in terms
of the position eigenstates, and once in terms of the momentum eigenstates, and this in between each
of the N factors that appear in the above N -factorized form for Uˆ(tf , ti), as follows,
1 =
∫ ∞
−∞
dpα
∫ ∞
−∞
dqα+1 |qα+1 >< qα+1|pα >< pα| , α = 0, 1, 2, · · · , N − 2 . (72)
Setting then qf = qα=N and qi = qα=0, a straightforward substitution into the considered matrix
element leads to the expression (a substitution of the unit operator as 1 =
∫∞
−∞ dp|p >< p| is also
performed to the right of the external final state < qf |, leading to one more integration over the pα’s
than over the qα’s)
< qf |Uˆ (tf , ti)|qi >=
=
∫∞
−∞
∏N−1
α=1 dqα
∏N−1
α=0 dpα
∏N−1
α=0
[
< qα+1|pα >< pα|e− i~ ǫHˆ0 |qα >
]
.
(73)
Using then the value for the matrix element < q|p > given previously, this quantity finally reduces to
< qf |Uˆ(tf , ti)|qi >=
= limN→∞
∫∞
−∞
∏N−1
α=1 dqα
∏N−1
α=0
dpα
2π~ exp
{
i
~
∑N−1
α=0 ǫ
[
qα+1−qα
ǫ pα − hα
]}
,
(74)
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with the Hamiltonian matrix elements
hα =
< pα|Hˆ0|qα >
< pα|qα > . (75)
Clearly, the discretized integral representation (74) of the configuration space propagator corresponds
to a specific construction of the otherwise formal expression for the phase space path integral or
functional integral corresponding to that quantity, namely
< qf |Uˆ(tf , ti)|qi >=
∫ q(tf )=qf
q(ti)=qi
[
Dq Dp
2π~
]
e
i
~
S[q,p] , (76)
in which the phase space action is that of the first-order Hamiltonian formulation of the system given
in (16), namely
S[q, p] =
∫ tf
ti
dt [q˙p−H0(q, p)] , (77)
which is that associated to the choice of boundary conditions corresponding to the configuration
space propagator when imposing the variational principle in a strong sense, namely with the induced
boundary terms also required to vanish through the boundary conditions q(ti,f ) = qi,f . Note that
contrary to what the formal expression (76) may lead one to believe, the integration measure is not
quite the phase space Liouville measure, since in fact there is always one more pα integration than
the number of qα integrations. One should always keep this remark in mind when developing formal
arguments based on the formal expression (76) of the functional integral.
Considering the momentum space matrix elements of the same operator, a similar analysis leads
to an analogous specific discretized expression corresponding to the formal quantity
< pf |Uˆ(tf , ti)|pi >=
∫ p(tf )=pf
p(ti)=pi
[ Dq
2π~
Dp
]
e
i
~
S[q,p] , (78)
where the appropriate Hamiltonian first-order action now reads
S[q, p] =
∫ tf
ti
dt [−qp˙−H0(q, p)] , (79)
being this time associated to the choice of boundary conditions p(ti,f ) = pi,f as opposed to q(ti,f ) = qi,f
for the propagator in configuration space. Note that the same remark as above concerning the phase
space Liouville measure applies here as well.
In the particular situation that the Hamiltonian is such that the matrix elements hα are quadratic
in the momenta,
hα =
p2α
2m
+ V (qα) , (80)
the integration over momentum space may be completed explicitly in the above discretized expressions,
thereby leading to the configuration space functional integral representation,
< qf |Uˆ (tf , ti)|qi >= limN→∞
(
m
2iπ~ǫ
)N/2 ∫∞
−∞
∏N−1
α=1 dqα×
×exp
{
i
~
∑N−1
α=0 ǫ
[
1
2m
(
qα+1−qα
ǫ
)2
− V (qα)
]}
,
(81)
or at the formal level,
< qf |Uˆ(tf , ti)|qi >=
∫ q(tf )=qf
q(ti)=qi
[Dq] e i~ S[q] , (82)
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with
S[q] =
∫ tf
ti
dtL(q, q˙) , L(q, q˙) =
1
2
mq˙2 − V (q) . (83)
The above explicit discretized representation of this latter formal functional integral coincides exactly
with the explicit construction performed by Feynman.[15]
Hence, we have come back full circle. Starting from the action principle defined within the
Lagrangian formulation of dynamics, the canonical Hamiltonian formulation of the same dynamics on
phase space has been constructed, allowing for the canonical operator quantization of the associated
algebraic and geometric structures, for which operator matrix elements may be given a functional
integral representation on phase space or configuration space, in which the classical Hamiltonian or
Lagrangian action functionals reappear on equal terms. The concept which is central to this whole
construction is that of the action, through one of the many forms by which it contributes whether for
the classical or the quantum dynamics.
Having chosen to follow the operator quantization path, once a specific choice of operator order-
ing has been made, in principle the functional integral representations acquires a totally unambiguous
and well defined discretized expression, which defines in an exact manner otherwise ill defined formal
path integral expressions whose actual meaning always still needs to be specified properly. Nonetheless,
as we have indicated, difficulties lie at the operator level precisely in the choice of operator ordering
in order to obtain a consistent unitary quantum theory.
Had one taken the functional integral path towards quantization, whether from the Lagrangian
or Hamiltonian classical actions, the difficulty of a proper construction of the quantized system then lies
hidden in the necessity to give a precise definition and meaning, through some discretization procedure
or otherwise, to the formal and thus ill defined functional integrals such as those in (76), (78) and (82).
As a matter of fact, the arbitrariness which exists at this level in the choice of discretization procedure
and functional integration measure (whether over configuration, momentum or phase space) is in direct
correspondence with the arbitrariness which exists on the operator side of this relationship in terms
of the choice of operator ordering. Taking either path towards quantization, for appropriate choices
on both sides which are in correspondence, the same dynamical quantum system is being represented
in a complementary manner. It is extremely fruitful to constantly keep in one’s mind these equivalent
representations of a quantum dynamics when properly implemented, in particular in a manner that
should ensure its quantum unitarity.
3 Relativistic Quantum Particles and Field Theories
Starting with this section, we shall explicitly work in four-dimensional Minkowski spacetime with
coordinates xµ (µ = 0, 1, 2, 3) and a metric ηµν of signature (+ − −−). Furthermore as is customary
in quantum field theory, units such that ~ = 1 = c are also being used throughout, so that mass and
energy on the one hand, as well as time and space on the other, are each measured in the same units,
while energy and time, for instance, are of inverse dimensions. Hence, any mechanical quantity may
always be expressed in units of mass to some power.
3.1 Motivation
It is an experimental fact that there exist particles in nature, which behave both with relativistic and
quantum properties, have definite energy, momentum and thus invariant mass values, and may be
created or annihilated through different physical processes. Which type of mathematical framework
would be able to account for all these physical properties all at once?
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As we have recalled above, the quantization of the harmonic oscillator leads to such a framework.
Indeed, the operators a and a†, which obey the Fock algebra [a, a†] = 1, provide for the annihilation
and creation of energy quanta, each carrying an identical amount ~ω of energy. Furthermore, we also
know that associated to these operators, there exists some configuration space operator qˆ which in the
Heisenberg picture has a time dependency defined by (from now on, the choice of reference time will
be t0 = 0)
qˆ(t) =
√
~
2mω
[
a e−iωt + a† eiωt
]
, (84)
which, in the classical limit, thus defines the entire real line as the space of classical configurations of
the system. Hence, the configuration space quantum operator qˆ(t) in the Heisenberg picture obeys
the following equation [
d2
dt2
+ ω2
]
qˆ(t) = 0 , (85)
which also coincides with the classical equation of motion for the system, which derives from the
Lagrangian action
S[q] = m
∫
dt
[
1
2
(
dq
dt
)2
− 1
2
ω2q2
]
. (86)
Let us now try to extend this mathematical framework to spinless relativistic quantum particles
of definite energy-momentum kµ = (k0, ~k) and mass m such that k0 = (~k 2+m2)1/2 = ω(~k ), and which
may be created or annihilated in specific physical processes. Thus, for each of the possible momentum
values ~k, one should introduce a pair of creation and annihilation operators a†(~k ) and a(~k ) obeying
the Fock space algebra [
a(~k ), a†(~k′)
]
= (2π)3 2ω(~k ) δ3(~k − ~k′) , (87)
where, compared to the Fock algebra for the harmonic oscillator, the normalization of the operators
has been modified for a reason to be specified presently. Thus in particular, 1-particle quantum states
are obtained from the normalized Fock vacuum |0 > as
|~k >= a†(~k ) |0 > , < 0|0 >= 1 . (88)
Proceeding by analogy with the harmonic oscillator case, in order to identify the configuration space
for such a quantum system, let us also consider superpositions of these operators such as in (84).
However, since we wish to develop a formalism which is manifestly spacetime covariant under Lorentz
transformations, the product ωt appearing in the imaginary exponentials that multiply the operators
and which thus corresponds to the product of the energy value of a quantum by the time interval, must
be extended into the Minkowski invariant product ω(~k )t−~k ·~x = k·x, where the last expression denotes
the inner product of four-vectors with the four-dimensional Minkowski metric. Furthermore, since in
the present case we have an infinity of quantum operators labelled by the vector values ~k and which
are all on an equal footing, one should consider a general superposition of all such linear combinations
of the creation and annihilation operators with a ~k-independent weight. Hence finally, one is led to
consider the following operator, again in the Heisenberg picture, as the relativistic invariant extension
of (84),
φˆ(xµ) =
∫
(∞)
d3~k
(2π)32ω(~k )
[
a(~k )e−ik·x + a†(~k )eik·x
]
. (89)
Note that having rescaled the creation and annihilation operators by a factor (ω(~k ))1/2, the d3~k
integration measure includes the same dimensionful normalization factor as in (84) for the harmonic
oscillator. The choice of numerical factor (2π)3 is made for later convenience. As a matter of fact, the
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reason for the specific choice of normalization in (87) is that the integration measure in (89), namely
d3~k/2ω(~k ), is invariant under Lorentz transformations, as may easily be checked. In other words, this
parametrization of the operator φˆ(xµ) is manifestly Lorentz covariant.
Hence, associated to the algebra (87), one expects that the actual configurations of the corre-
sponding system is that of a real scalar field in spacetime! Indeed, in the classical limit, the combina-
tion (89) defines a real number φ(xµ) attached at each spacetime point. In other words, an arbitrary
collection of identical relativistic free quantum point-particles with causal and unitary propagation
corresponds to quanta of a single relativistic quantum field in Minkowski spacetime. Furthermore,
even though these particles display corpuscular properties by having definite energy-momentum val-
ues, their spacetime dynamical propagation also displays wavelike properties, since the field obeys the
following equation of motion, [
∂2
∂t2
− ~∇2 +m2
]
φˆ(xµ) = 0 , (90)
which is indeed a wave equation, known as the Klein-Gordon equation, and is nothing but the straight-
forward relativistic invariant extension of the equation of motion for the harmonic oscillator. Likewise,
the corresponding classical action principle thus reads, in a manifestly Lorentz invariant form,
S[φ] =
∫
dt
∫
(∞)
d3~x
[
1
2
(
∂
∂t
φ
)2
− 1
2
(
~∇φ
)2
− 1
2
m2φ2
]
. (91)
From this point of view, the configuration space that has been identified corresponds to an infinite
set of harmonic oscillators sitting all adjacent next to one another in the three dimensions of space,
and while they each oscillate away from their equilibrium position, the gradient term ~∇φ in the action
or in the equation of motion induces a coupling between adjacent oscillators, thereby leading to a
propagating wave behaviour of the system in space as a function of time. This term in ~∇φ is required
by Lorentz invariance from the similar term in ∂φ/∂t which is necessary for the time dependent
dynamics of the system.
In conclusion, having considered the possibility to describe an arbitrary collection of identical
relativistic free quantum spinless point-particles of definite energy-momentum and mass which may be
created and annihilated locally in Minkowski spacetime, we are naturally led to consider a formulation
which is that of a local real relativistic scalar field in spacetime with its dynamical wave properties,
whose action is real under complex conjugation (which guarantees quantum unitarity), Poincare´ in-
variant (necessary for causality, and also leading to states of definite energy-momentum and angular
momentum, which are the conserved Noether charges for the Poincare´ invariance group of Minkowski
spacetime), and finally local in spacetime (thus guaranteeing spacetime causality and locality of par-
ticle propagation, and later on also for their interactions). At this stage, given the algebra (87), one is
only describing interactionless particles, since the complete space of energy eigenstates is the simple
tensor product over all ~k values of a Fock space representation, without any nonvanishing matrix
element of the Hamiltonian between different factors of this tensor product, which would otherwise
indeed represent energy-momentum exchange, namely interactions.
3.2 The classical free relativistic real scalar field
Let us thus consider as a classical system a real scalar field φ(x) over spacetime, whose dynamics is
governed by the spacetime local action
S[φ] =
∫
d4xµL0(φ, ∂µφ) , (92)
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with the Lagrangian density
L0(φ, ∂µφ) = 1
2
ηµν∂µφ∂νφ− 1
2
m2φ2 =
1
2
(∂µφ)
2 − 1
2
m2φ2 . (93)
We shall apply to this system exactly the same procedure of canonical quantization as has been
described in Section 2, and establish that we have indeed a formulation of free relativistic quantum
spinless particles of mass m. The infinite number of degrees of freedom is parametrized by φ(x0, ~x ),
and is thus labelled by the values of the space vector ~x. Note that there is an abuse in our notation
for the parameter m in the above Lagrangian density. At the classical level, only a length scale κ may
be introduced, leading to a quadratic term of the form φ2/κ2 rather than m2φ2 above. However, at
the quantum level, it will found that the field quanta possess an invariant mass given by m = ~c/κ,
which explains our abuse of notation at the classical level already.
In their manifestly Lorentz covariant form, the Euler-Lagrange equations read
∂µ
∂L0
∂(∂µφ)
− ∂L0
∂φ
= 0 , (94)
or in the present case [
∂µ∂
µ +m2
]
φ = 0 , (95)
which is the Klein-Gordon equation. Through Fourier analysis, the general solution is readily estab-
lished, and may be expressed as
φ(xµ) =
∫
(∞)
d3~k
(2π)32ω(~k )
[
a(~k )e−ik·x + a∗(~k )eik·x
]
, (96)
a(~k ) and a∗(~k ) being complex integration constants, while in the plane wave contributions e∓ik·x the
value k0 = ω(~k ) is to be used.
In order to quantize the system, let us first consider its Hamiltonian formulation. By definition,
the momentum conjugate to the field φ(x0, ~x ) at each point ~x in space is
π(x0, ~x ) =
∂L0
∂(∂0φ(x0, ~x ))
= ∂0φ(x
0, ~x ) , (97)
while the phase space degrees of freedom (φ(x0, ~x ), π(x0, ~x )) possess a Poisson bracket structure
defined by the canonical brackets at equal time x0
{φ(x0, ~x ), π(x0, ~y )} = δ(3)(~x− ~y ) . (98)
The Hamiltonian density is
H0 = ∂0φπ − L0 = 1
2
π2 +
1
2
(
~∇φ
)2
+
1
2
m2φ2 , (99)
while the Hamiltonian equations of motion follow as usual from the Hamiltonian H0 =
∫
(∞) d
3~xH0
(namely the sum of H0 over all degrees of freedom labelled by ~x) through the Poisson brackets. For
the elementary phase space degrees of freedom, one has,
∂0φ = π , ∂0π =
(
~∇2 −m2
)
φ , (100)
clearly leading back to the Klein-Gordon equation upon reduction of the conjugate momentum π.
Hence, given the solution (96) for the field φ(xµ), that for the conjugate momentum is
π(xµ) =
∫
(∞)
d3~k
(2π)32ω(~k )
(
−iω(~k)
) [
a(~k )e−ik·x − a∗(~k )eik·x
]
. (101)
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On basis of these expressions, it is possible to also determine the Poisson bracket structure on
the space of integration constants a(~k ) and a∗(~k ), rather than on the phase space (φ(x0, ~x ), π(x0, ~x )).
A straightforward calculation finds for the only nonvanishing bracket,
{a(~k ), a∗(~k′)} = −i(2π)32ω(~k )δ(3)
(
~k − ~k′
)
, (102)
while the Hamiltonian then reads
H0 =
∫
(∞)
d3~k
(2π)32ω(~k )
1
2
ω(~k )
[
a∗(~k )a(~k ) + a(~k )a∗(~k )
]
, (103)
hence leading to the Hamiltonian equations of motion
a˙(~k ) = −iω(~k )a(~k ) , a˙∗(~k ) = iω(~k )a∗(~k ) , (104)
whose solutions are of course consistent with the explicit expressions already constructed above for
φ(xµ) and π(xµ).
3.3 The quantum free relativistic real scalar field
Canonical quantization of the system in the Schro¨dinger picture, at the reference time t0 = x
0
0 = 0, is
straightforward. The space of quantum states |ψ >, with hermitean inner product < χ|ψ >, provides
a representation of the Heisenberg algebra[
φˆ(~x ), πˆ(~y )
]
= iδ(3) (~x− ~y ) . (105)
In terms of the following representation for the quantum field operators in the Schro¨dinger picture at
x00 = 0,
φˆ(~x ) =
∫
(∞)
d3~k
(2π)32ω(~k )
[
a(~k )ei
~k·~x + a∗(~k )e−i~k·~x
]
,
πˆ(~x ) =
∫
(∞)
d3~k
(2π)32ω(~k )
(
−iω(~k )
) [
a(~k )ei
~k·~x − a∗(~k )e−i~k·~x
]
,
(106)
alternatively one has the Fock space algebra[
a(~k ), a†(~k′)
]
= (2π)32ω(~k)δ(3)
(
~k − ~k′
)
. (107)
The Schro¨dinger equation for the time evolution of quantum states in the Schro¨dinger picture
also reads
i~
d
dt
|ψ, t >= Hˆ0|ψ, t > , (108)
with the quantum Hamiltonian given by
Hˆ0 =
∫
(∞)
d3~x
[
1
2
πˆ2 +
1
2
(
~∇φˆ
)2
+
1
2
m2φˆ2
]
. (109)
Note that this operator does not suffer any operator ordering ambiguity. On the other hand, in terms
of the Fock space operators, the same quantum Hamiltonian reads
Hˆ0 =
∫
(∞)
d3~k
(2π)32ω(~k )
1
2
ω(~k )
[
a†(~k )a(~k ) + a(~k )a†(~k )
]
, (110)
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which leads to finite matrix elements only after normal ordering of the creation and annihilation
operators, a procedure which is denoted by double dots on both sides of a quantity and is defined
by commuting all operators so that all creation operators are to the left of all annihilation operators,
such as for example
: a(~k )a†(~ℓ ) : = a†(~ℓ )a(~k ) , : a†(~k )a(~ℓ ) : = a†(~k )a(~ℓ ) . (111)
Applying this operator ordering prescription to the above expression for Hˆ0, one thus finds in the Fock
space representation the normal ordered Hamiltonian
Hˆ0 =
∫
(∞)
d3~k
(2π)32ω(~k )
ω(~k ) a†(~k )a(~k ) , (112)
while an infinite normal ordering constant contribution is then subtracted away, namely
∫
(∞)
d3~k
(2π)32ω(~k )
1
2
ω(~k )(2π)32ω(~0 )δ(3)(~0) . (113)
This contribution corresponds to the sum of all vacuum quantum fluctuations of all the ~k-modes of
the scalar field. Provided the system is not coupled to gravity, such a renormalization of the energy
eigenvalues is without physical consequence. Nonetheless, it should imply that the two representations
of the quantized system, namely that achieved through the Heisenberg algebra for the fields, or that
achieved through the Fock algebra for its modes, need no longer be unitarily equivalent for such a
system with an infinite set of degrees of freedom,[16] in contradistinction to the situation for a system
with a finite number of degrees of freedom such as the one-dimensional harmonic oscillator.
It thus appears that one might have available two possibly physically inequivalent approaches to
the quantization of this system, the first based on the representations of the field Heisenberg algebra
(105), and the second based on the representations of the field Fock space algebra (107). Let us
first consider the Heisenberg algebra realization, say in its configuration space representation. In the
Schro¨dinger picture, the basis of states is then spanned by states |φ > which are associated to specific
classical field configurations φ(~x ) defined over space at the reference time x00 = 0, and which are
eigenstates of the quantum field operator φˆ(~x ),
φˆ(~x ) |φ >= φ(~x ) |φ > . (114)
The values for the vector ~x being the label for degrees of freedom, at least formally one has the
following normalization of these states, together with the associated spectral resolution of the unit
operator,
< φ|φ′ >=
∏
~x
δ
(
φ(~x )− φ′(~x )) , 1 = ∫ ∞
−∞
∏
~x
dφ(~x ) |φ >< φ| , (115)
in direct analogy with the situation for a system with a finite number of degrees of freedom. Hence,
arbitrary quantum states |ψ > possess now a configuration space wave functional representation Ψ[φ]
defined by
Ψ[φ] =< φ|ψ > , |ψ >=
∫ ∞
−∞
∏
~x
dφ(~x ) |φ > Ψ[φ] , (116)
which thus represents the probability amplitude for observing the given quantum state |ψ > in the
classical field configuration φ(~x ), again in direct analogy with the meaning of the configuration space
wave function for a finite dimensional system.
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Furthermore, since the field operators φˆ(~x ) and πˆ(~x ) possess the following configuration space
representations,
< φ|φˆ(~x )|ψ >= φ(~x )Ψ[φ] , < φ|πˆ(~x )|ψ >= −i~ δ
δφ(~x )
Ψ[φ] , (117)
the action of the quantum Hamiltonian on quantum states in their configuration space wave functional
representation is
< φ|Hˆ0|ψ >=
∫
(∞)
d3~x
1
2
[
−~2
(
δ
δφ(~x )
)2
+
(
~∇φ(~x )
)2
+m2φ2(~x )
]
Ψ[φ] . (118)
This Schro¨dinger functional representation of a quantum field theory could prove to be an
appropriate framework in which to attempt a nonperturbative quantization. Even though it may
well be that for a noninteracting field, which is the above situation, this approach would be unitarily
equivalent to the Fock space one to be discussed presently, it is far from clear that such an equivalence
should survive the introduction of nonlinear interactions. Given the wide success of the perturbative
treatment of particle interactions, based on the Fock space quantization of a field theory briefly
described hereafter, such nonperturbative functional quantizations have not been developed to the
same extent, making this issue a worthwhile topic of further investigation,[16] especially when it
comes to nonlinear field theories whose space of classical solutions includes topological configurations
such as solitons and higher dimensional monopole-like configurations.
Turning now to the field Fock space algebra (107) and its representations, it is clear that the
space of states is spanned by all possible n-particle states (n = 0, 1, 2, · · ·) of arbitrary momentum
values ~ki (i = 1, 2, · · · , n), which are built through the action of the creation operators a†(~k ) from the
normalized Fock vacuum |0 >, itself annihilated by the a(~k ) operators, a(~k )|0 >= 0,
|~k1, ~k2, · · · , ~kn >= N(~k1, ~k2, · · · , ~kn) a†(~k1) a†(~k2) · · · a†(~kn)|0 > , (119)
where N(~k1, ~k2, · · · , ~kn) denotes some normalization factor. In particular, the 1-particle quantum
states correspond to
|~k >= a†(~k )|0 > , < ~k|~k′ >= (2π)32ω(~k ) δ(3)
(
~k − ~k′
)
. (120)
In addition, given the manifest spacetime invariance of the system under the Poincare´ group, the
quantum operators Pˆµ and Mˆµν associated to the conserved Poincare´ Noether charges generate the
Poincare´ algebra on the space of quantum states, the latter thus getting organized into irreducible rep-
resentations of that symmetry. The eigenstates of these operators, thus of definite energy-momentum,
angular-momentum and invariant mass, define the 1-particle states of the quantized field. Clearly,
these eigenstates must correspond to the 1-particle quantum states |~k > constructed above, which is
indeed the case. For instance, the energy-momentum operator in Fock space is given by
Pˆµ =
∫
(∞)
d3~k
(2π)32ω(~k )
kµ a†(~k )a(~k ) , (121)
so that the 1-particle states |~k > are eigenstates of this operator, namely Pˆµ|~k >= kµ|~k >, with the
eigenvalues
Pˆ 0 : k0 = ω(~k ) ; ~ˆP : ~k . (122)
In particular, the relativistic invariant mass eigenvalue of these states is m2, showing that the param-
eter m indeed measures the mass of the quanta of the quantized field. Likewise for the generalized
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angular-momentum operator Mˆµν , the 1-particle states |~k > possess an eigenvalue which measures
their orbital angular-momentum, thus expressing the fact that the quanta associated to the scalar
field φ(xµ) are indeed spinless particles. In order to obtain 1-particle states with a nontrivial spin
value, one has to use fields which transform nontrivially under the Lorentz group SO(3,1), such as
a vector field leading then to particles of unit spin or helicity (the latter in the massless case), or a
spinor field (whether a Weyl, a Dirac or a Majorana spinor) leading to particles of 1/2 spin or helicity
values (Grassmann odd variables must be used to parametrize spinor field degrees of freedom, leading,
at the classical level, to Grassmann graded Poisson bracket structures and, at the quantum level, to
anticommutation rather than commutation rules for fermionic quantum operators).
Hence, as expected on basis of the heuristic construction of Section 3.1, the Fock space rep-
resentation of a relativistic quantum field theory (whose action is quadratic in the field) shows that
the physical content of such a system is that of an arbitrary ensemble of identical free relativistic
quantum point-particles of definite mass, energy- and angular-momentum. The interpretation of the
field quanta as being such relativistic particles is made consistent by the manifest Poincare´ invariance
of the action principle.
The above Fock space construction of the quantized field is performed within the Schro¨dinger
picture at the reference time x00 = 0. Within the corresponding Heisenberg picture, states are time
independent whilst the quantum operators, among which the basic field φˆ(~x ), are rather now explicitly
time dependent and carry the whole dynamics of the system. Given the quantum Hamiltonian (112),
it is straightforward to show, based exactly on the definition (66), that in the Heisenberg picture
the relativistic quantum scalar field is given precisely by the expression (89) which was constructed
heuristically in Section 3.1. Hence, it is precisely the ordinary rules of canonical quantization, and
only these, which, when applied to the classical system describing the dynamics of a relativistic field
theory, lead to a framework which readily accounts for all the observed physical spacetime properties
of relativistic quantum particles including the possibility of their creation and annihilation, which is
possible only within a formalism which includes both special relativity and quantum mechanics.
In particular, acting with the quantum field φˆ(xµ) in the Heisenberg picture on the Fock vacuum,
one obtains a plane wave superposition of 1-particle states of definite momentum,
φˆ(xµ)|0 >=
∫
(∞)
d3~k
(2π)32ω(~k )
eik·x |~k > . (123)
Such a state may thus be viewed as the quantum configuration of the field such that one particle has
been created exactly at the spacetime point xµ, which, as a consequence of Heisenberg’s uncertainty
principle, thus possesses a totally undertermined energy-momentum value with its characteristic plane
wave probability amplitude. More generally, this interpretation also enables one to construct the
probability amplitude for the process in which one particle is created at a given initial spacetime
point xµi and then annihilated at the final point xf , while it propagates in a causal manner between
these two positions. This quantity is thus defined by the time-ordered two-point function of the field
operator,
< 0|T
(
φˆ(xf )φˆ(xi)
)
|0 >= θ(x0f − x0i ) < 0|φˆ(xf )φˆ(xi)|0 >
+ θ(x0i − x0f ) < 0|φˆ(xi)φˆ(xf )|0 > ,
(124)
(θ(x) is the usual step function such that θ(x > 0) = 1 and θ(x < 0) = 0) and corresponds to
what is called the Feynman propagator for single field quanta. Using the explicit expansion (89)
of the field operator in the Heisenberg picture in terms of the creation and annihilation operators,
it is straightforward to establish that the Feynman propagator is given by the manifestly spacetime
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invariant expression
< 0|T
(
φˆ(xf )φˆ(xi)
)
|0 >=
∫
(∞)
d4kµ
(2π)4
e−ik·(xf−xi)
i
k2 −m2 + iǫ , (125)
where the infinitesimal parameter ǫ > 0 is introduced in order to specify the contour integration in the
complex plane for the energy contribution k0, so that the correct causal structure of this propagator is
recovered. This quantity is also one of the Green functions for the Klein-Gordon operator [∂µ∂
µ+m2].
Hence, the marriage of special relativity and of quantum mechanics, namely of the constants
c and ~, leads in a most natural way to a fundamental convergence and unification of concepts:
relativistic quantum particles are nothing but the quanta of relativistic quantum fields, displaying at
the same time the corpuscular properties of particles and the wavelike properties of the spacetime
dynamics of fields. This is indeed a most powerful and all encompassing outcome of the unification
of relativity and quantum mechanics. Among other consequences, it explains at once why identical
particles are necessarily indistinguishable, since they simply correspond to actual physical quantum
fluctuations of a single physical entity filling all of spacetime, namely the corresponding relativistic
quantum field, and which may be excited or absorbed, namely created or annihilated, by acting
on the system through some interaction with another field. In fact, and as shall become clear in
Section 4, even interactions, namely changes in the total energy-momentum content of given quantum
field states, are understood in terms of exchanges of such 1-particle quanta between given quantum
states. The notion of a force acting on a relativistic particle, or of a potential energy contributing to
the Hamiltonian of a quantum system, is also superseded by that of fields filling all of spacetime, and
interacting with one another through local spacetime couplings, thereby leading to the exchanges of
1-particle quanta. Other profound consequences of the relativistic quantum field picture of physical
reality are the spin-statistics connection (namely the fact that integer spin particles obey the Bose-
Einstein statistics while half-integer spin particles the Fermi-Dirac statistics), the invariance of any
relativistic quantum field theory under the combined product of the parity, time reversal and charge
conjugation transformations (the so-called CPT theorem), and the particle/antiparticle duality (only
this latter point is discussed explicitly hereafter).
It is clear that the Fock space quantization of field theory is ideally suited for a perturbative
description of interactions, namely by starting with a situation with only free quanta, corresponding
to an action which is quadratic in the fields, and then adding as perturbations to be summed through
a series expansion further corrections involving locally in spacetime higher order products of the fields
and their couplings, thus leading to successive perturbative corrections to quantum matrix elements
of specific observables which may be viewed in terms of specific 1-particle exchanges among quantum
states. This procedure will briefly be outlined in Section 4. On the other hand, the Schro¨dinger
functional quantization of a field theory is from the outset nonperturbative in character, and may
thus be better suited to study nonperturbative issues in quantum field theory, in ways that have not
been explored to the same extent as the perturbative picture of quantum field theory.
A final remark may also be in order concerning some vocabulary. Note that exactly the same
methods of canonical quantization are applied whether for a finite or an infinite dimensional dy-
namical system. Often in the literature, one finds written that the first situation is that of “first
quantization”, while the second that of “second quantization”. Furthermore, there is also quite of-
ten mention of “negative energy states” and “negative probabilities”, which must be circumvented
through “second quantization”. The fact of the matter is that this vocabulary is due to an historical
accident. Initially, one wished to develop a relativistic extension of the nonrelativistic Schro¨dinger
equation for, say, the harmonic oscillator and its configuration space wave function. Doing so, one
unavoidably encounters diverse problems of negative energy and/or probability states, which defy a
consistent physical interpretation. Considering then that the “relativistic wave function” itself needs
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to be quantized, one discovered that these issues are evaded altogether, leading in fact to the quantum
field theory representations that were described above. In other words, the correct physical point of
view is that, rather than quantizing some relativistic wave function, from the outset one is in fact
(first!) quantizing a classical field theory which obeys some relativistic invariant wave equation, and
at no point whatsoever do issues of “negative energy or probability states” arise.[1, 17, 18] In the same
way that quantum mechanics, whether relativistic or not, is the quantization of finite dimensional
systems whose configurations represent as a function of time, say, the positions in space of a finite
collection of particles, quantum field theory is the quantization of infinite dimensional systems whose
configurations are, say, the values taken by a finite collection of fields in space as a function of time,
all in a spacetime invariant manner in the case of a relativistic field theory.
4 Interactions and the Gauge Symmetry Principle
Having understood how the dynamics of a relativistic quantum field whose Lagrangian density is
quadratic in the field in fact describes a system whose quantum states correspond to an arbitrary
number of identical free relativistic quantum particles of definite energy-momentum, spin and in-
variant mass, it becomes possible to envisage an extension of this formalism in order to account for
interactions among such particles, namely the exchange of energy and momentum between such quan-
tum states through the creation and annihilation of the associated quanta. Clearly, such a formulation
is perturbative in character, since the free particle picture provides the starting point for a perturba-
tive expansion in which an increasing number of interaction points are included for a given physical
process. The purpose of the present section is to briefly outline how this point of view, which has
proved to be so powerful and relevant to high energy particle physics and their fundamental interac-
tions except for the gravitational one, has led, on the one hand, to the local gauge symmetry principle
as an essential requirement for any theory of the fundamental interactions, and on the other hand, to
the Feynman diagrammatic representation of physical processes through a perturbative expansion of
the associated probability amplitudes order by order in the exchanges of interacting particles.
4.1 Field coupling and interactions
For definitiness, the discussion to be presented uses the simplest of examples, namely that of an
interacting real scalar field φ(xµ) whose Lagrangian density now includes also a quartic term in the
potential contribution, in addition to the quadratic contribution considered so far,
L(φ, ∂µφ) = 1
2
(∂µφ)
2 − 1
2
m2φ2 − 1
4
λφ4 , (126)
λ > 0 being a real positive parameter which turns out to correspond to a coupling constant measuring
the strength of a spacetime local interaction in which four quanta of the field φ(x) are involved in a
perturbative expansion. Compared to the free field case, we thus have
L = L0 + Lint , Lint = −1
4
λφ4 , (127)
L0 being the free field Lagrangien density whose quantization has been discussed above, while Lint
corresponds to an additional contribution associated to some specific interaction. The canonical
quantization of such a system follows the same rules as those applied in the free field case, with in
particular the fundamental Poisson brackets
{φ(x0, ~x ), π(x0, ~y )} = δ(3) (~x− ~y ) , (128)
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which remain those of the free field case. Note that the conjugate momentum is still given by the
relation π(x) = ∂0φ(x) (had the interacting Lagrangian Lint included some derivative coupling of the
field φ, the conjugate momentum would have been different). However, the canonical Hamiltonian
density acquires an additional contribution directly related to and determined by Lint, namely
H = 12π2 + 12
(
~∇φ
)2
+ 12m
2φ2 + 14λφ
4
= H0 + Hint , Hint = −Lint = 14λφ4 .
(129)
The restriction on the coupling constant λ > 0 stems from the requirement that the energy spectrum of
the system be bounded below, since otherwise no stable ground state may exist. The same requirement
also explains why a purely φ3 term, without the quartic contribution in Lint, is not considered in the
above discussion, even though the perturbative expansion to be described presently is then somewhat
simpler to implement in actual calculations.
Consequently, the canonical quantization of the system, even in the presence of the interaction
contribution, may still be performed, say, in the Fock space representation in terms of the creation and
annihilation operators of free particle quanta, with a specific definition of a self-adjoint Hamiltonian
operator Hˆ =
∫
(∞) d
3~x Hˆ through normal ordering in these operators. However, what then becomes
a nontrivial issue is the actual diagonalization of this Hamiltonian, namely the identification of the
actual spectrum of the quantized interacting field theory. A perturbative approach in the parameter
λ enables an order by order identification of the quantum physical content of such a system and of its
physical properties, starting from the free field quanta.
The scattering matrix
In practical terms, an extremely important method for the experimental investigation of the
quantum relativistic properties of physical systems is that of scattering measurements. Different
components of a given system are prepared in a given initial configuration in causally separated
regions of space, and are then made to scatter within a given local neighbourdhood of an interaction
point, from where interaction products emerge whose properties are then measured and analyzed, in
order to infer the specific characteristics of the interactions at work and responsible for the observed
process. In other words, all the physical information related to these interactions is encoded into the
corresponding scattering probability amplitude.
Given such a general scheme, the basic implicit idea is that the interaction takes place over
a region of space whose extent is so small that for all practical purposes the interactions are only
short-ranged, so that beyond that interaction region the separated components of the system are free
from interactions. In a classical picture, such components may be viewed as independent free particles
each following asymptotically a straight trajectory. When the interactions are “turned off”, these
trajectories are not modified as they pass one another, and are thus not scattered. However, when the
interaction is “turned on”, the more the particles approach one another, the more their trajectories
deviate from a straight path, leading in the asymptotic final state to a scattered configuration of
straight trajectories as the final state components which emerge from the spatial interaction region.
In other words, the characterization of a nontrivial scattering process proceeds by extrapolating to
both the infinite past and the infinite future the time dependent dynamics of a given configuration
of the system, and by comparing the asymptotic states to what they would have been had there not
been any interaction.
Clearly, the same heuristic understanding of the characterization of the scattering process ap-
plies at the quantum level, by comparing the time dependency of given in- and out-states in the
presence or absence of some given interaction, provided the initial asymptotic states are identical.
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The characterization of the scattering process, and of the interaction responsible for it, is then ob-
tained by identifying the operator in Hilbert space which leads to this transition between the in- and
out-asymptotic states. This is the scattering operator S whose matrix elements are thus the quantities
of interest, which represent the probability amplitude for a given physical scattering process to occur.
Let us translate this reasoning in mathematical terms. Concentrating first on the initial state,
let us represent the free Hamiltonian by Hˆ0, the total Hamiltonian including interactions by Hˆ, and
assume to be working in the Schro¨dinger picture at some reference time t0. A given state |ψin, t0 > of
the free theory is then evolved backwards in time into the asymptotic in-state
|ψin,−∞ >= lim
t→−∞ e
−i(t−t0)Hˆ0 |ψin, t0 >= lim
t→−∞ |ψin, t > , (130)
while a given state |ψ, t0 > of the interacting theory is likewise propagated back in the infinite past
according to
|ψ,−∞ >= lim
t→−∞ e
−i(t−t0)Hˆ |ψ, t0 >= lim
t→−∞ |ψ, t > . (131)
However, these two asymptotic states should correspond to an identical asymptotic quantum in-state,
so that the asymptotic correspondence is defined by the relation
|ψ,−∞ >= |ψin,−∞ > . (132)
Likewise for the asymptotic quantum out-state, one has the identification
|χ,+∞ >= |χout,+∞ > , (133)
where
|χout,+∞ >= lim
t→+∞ e
−i(t−t0)Hˆ0 |χout, t0 >= lim
t→+∞ |χout, t > , (134)
|χ,+∞ >= lim
t→+∞ e
−i(t−t0)Hˆ |χ, t0 >= lim
t→+∞ |χ, t > . (135)
Note that behind this construction lies the fact that the quantum theories based on Hˆ0 and Hˆ share
a common space of quantum states, namely an identical representation space of a common algebraic
structure of commutation relations for the fundamental degrees of freedom. The scattering operator,
whose matrix elements we are about to characterize, is thus an operator acting withing this common
space of quantum states, which must reduce to the identity operator in the absence of any interaction,
Hˆ = Hˆ0.
Given the above formulation, it is clear that the transition probability amplitude between the
asymptotic in- and out-states of the interacting theory is simply given by
< χ, t|ψ, t >=< χ, t0|ψ, t0 > , (136)
the value of this matrix element being independent of the time t at which it is evaluated since the
evolution operator e−i(t−t0)Hˆ for the interacting theory defines a unitary isomorphism between all
Schro¨dinger pictures for all values of t. However, this matrix element may also be expressed in terms
of the in- and out-states of the free theory, since the asymptotic in-states for either theory are identical.
A direct substitution of the above relations then finds
< χ, t|ψ, t >=< χ, t0|ψ, t0 >=< χout, t0|S|ψin, t0 > , (137)
where the scattering operator S is defined by the asymptotic limits
S = lim
t∓→∓∞
M(t+, t0)M
†(t−, t0) , (138)
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with
M(t, t0) = e
i(t−t0)Hˆ0 e−i(t−t0)Hˆ . (139)
Note that in the absence of any interaction, Hˆ = Hˆ0, the scattering operator S indeeds reduces to
the identity operator. Since the operator M(t, t0) plays such a central role in the construction of the
scattering operator S, it is important to obtain alternative expressions for it. In particular, one readily
establishes the differential equation
i∂tM(t, t0) = e
i(t−t0)Hˆ0
[
Hˆ − Hˆ0
]
e−i(t−t0)Hˆ
= ei(t−t0)Hˆ0 Hˆint(t0) e−i(t−t0)Hˆ0 M(t, t0)
= Hˆ
(I)
int (t)M(t, t0) ,
(140)
having introduced
Hˆ
(I)
int (t) = e
i(t−t0)Hˆ0 Hˆint(t0) e−i(t−t0)Hˆ0 , Hˆint(t0) = Hˆ − Hˆ0 . (141)
Note that this latter definition coincides with that of the Heisenberg picture associated to the free
Hamiltonian Hˆ0. Since in the interacting theory the Heisenberg picture should be defined in a likewise
manner but in terms of the full Hamiltonian Hˆ rather than the free Hamiltonian Hˆ0, one refers to the
“interaction picture” as being associated to the general definition of time dependent operators O(I)
given by
O(I)(t) = ei(t−t0)Hˆ0 O(t0) e−i(t−t0)Hˆ0 , (142)
where O(t0) is the operator as constructed through canonical quantization of the interacting theory
in its Schro¨dinger picture.
In other words, in the interaction picture, quantum states as well as operators carry a split time
dependency, such that the one carried by the quantum states is solely induced by the interactions and
the interacting Hamiltonian Hˆint, while the one carried by the quantum operators is solely induced by
the time dependency related to the free field dynamics and the free Hamiltonian Hˆ0. In the interaction
picture, any time dependency in the quantum states is totally ascribed to the interactions only.
Returning to the equation (140) characterizing the operator M(t, t0), one sees that its solution
may also be expressed in the form
M(t, t0) = T e
−i ∫ t
t0
dt′ Hˆ
(I)
int (t
′)
, (143)
where the symbol T in front of the exponential in the r.h.s. of this expression stands for the time-
ordered product and exponential in which products of time-dependent operators are integrated from
left to right in decreasing order of their time arguments (this is indeed required given that the operator
M(t, t0) is to the right of Hˆ
(I)
int (t) in (140)).
Hence, using this solution for the operator M(t, t0), the scattering operator acquires the expres-
sion
S = T e
−i ∫∞
t0
dtHˆ
(I)
int (t) T e−i
∫ t0
−∞ dtHˆ
(I)
int (t) = T e
−i ∫∞
−∞
dt
∫
(∞) d
3~x Hˆ(I)int , (144)
which, in the absence of any derivative coupling in the interacting Lagrangian density, so that Lint =
−Hint, finally reduces to
S = T e
−i ∫
(∞)
d4xµ Hˆ(I)int = T ei
∫
(∞)
d4xµ Lˆ(I)int . (145)
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In this form, it should be clear why this formulation of any scattering process is ideally suited
for a perturbative treatment. Since scattering matrix elements are given by matrix elements of the
operator S for free field external states, see (137), it suffices to consider the creation and annihilation
mode expansions of the field and its conjugate momentum in the interaction picture, and substitute
these in the expressions for the interacting Lagrangian and Hamiltonian densities in the interaction
picture. In particular, these fields in the interaction picture retain their expressions valid for the
Heisenberg picture of the free field theory. One has
φˆ(I)(t, ~x ) = e
i(t−t0)Hˆ0 φˆ(t0, ~x ) e−i(t−t0)Hˆ0 ,
πˆ(I)(t, ~x ) = e
i(t−t0)Hˆ0 πˆ(t0, ~x ) e−i(t−t0)Hˆ0 ,
(146)
with the mode expansions
φˆ(I)(x) =
∫
(∞)
d3~k
(2π)32ω(~k )
[
a(~k )e−ik·x + a†(~k )eik·x
]
, (147)
πˆ(I)(x) =
∫
(∞)
d3~k
(2π)32ω(~k )
(
−iω(~k )
) [
a(~k )e−ik·x − a†(~k )eik·x
]
, (148)
while the creation and annihilation operators still obey the usual algebra[
a(~k ), a†(~ℓ )
]
= (2π)32ω(~k )δ(3)
(
~k − ~ℓ
)
, (149)
since canonical quantization in the Schro¨dinger picture of the interacting theory still requires the
commutation relations [
φˆ(t0, ~x ), πˆ(t0, ~y )
]
= iδ(3) (~x− ~y ) . (150)
Furthermore, once such a substitution has been effected, a straightforward expansion of the time-
ordered exponential (144) defining the scattering operator in terms of the interacting Hamiltonian
in the interaction picture leads to an expansion in powers of the coupling coefficient λ, namely a
perturbative representation of the probability amplitude associated to a given set of external states
in terms of successive exchanges of free particle quanta being created and annihilated through the
interaction couplings of the fields as they contribute to the interacting Hamiltonian.
In particular, it should be clear that successive contractions of these creation and annihilation
operators as they are commuted past one another in the evaluation of the matrix elements, all in a
manner consistent with the causal time ordering implied by the solution (144), always lead precisely
to the time-ordered two-point function of the field operator in the interaction picture, namely the
Feynman propagator computed previously for the free field theory,
< 0|T
(
φˆ(I)(x)φˆ(I)(y)
)
|0 >=
∫
(∞)
d4kµ
(2π)4
i
k2 −m2 + iǫ e
−ik·(x−y) , (151)
where |0 > still denotes the perturbative normalized Fock vacuum annihilated by the operators a(~k ),
a(~k )|0 >= 0.
Even though we cannot consider here a discussion of perturbation theory in any detail what-
soever, once put within such a framework, it takes little effort of imagination to understand how a
systematic set of rules for such a perturbative expansion and evaluation of scattering matrix elements
may be identified, thus providing an efficient approach towards the determination of scattering cross
sections of direct relevance to experimental results. Such a discussion would consist in a whole set of
31
lectures on their own, which is not the purpose of the present notes and may be found exposed in great
detail in any quantum field theory textbook.[17, 18, 19, 20] Nonetheless, from the above description,
it should be clear that Fock space quantization of relativistic quantum field theory is ideally suited for
a perturbative representation of interacting relativistic quantum particles, and that this perturbation
theory approach is directly based on the interacting Hamiltonian and Lagrangian contribution to the
total Lagrangian density, namely all those contributions which are not purely quadratic in the fields,
the latter on their own being relevant to the description of free relativistic quantum particles.
Perturbation theory
In spite of the fact that this is not the place for a detailed presentation of perturbative quantum
field theory, let us nevertheless highlight some points of relevance to the discussion hereafter, partic-
ularizing again to the simplest Lint = −λφ4/4 interacting Lagrangian. As far as scattering processes
are concerned, all possible results are encoded into the scattering operator
S = 1 +
∞∑
n=1
1
n!
T
(
−i
∫
(∞)
d4xµ Hˆ(I)int(x)
)n
, (152)
where now the interacting Hamiltonian density in the interaction picture is defined according to the
usual normal ordering prescription for the creation and annihilation operators a†(~k ) and a(~k ),
Hˆ(I)int (x) =
1
4
λ : φˆ4(I)(x) : . (153)
Clearly, when considering the scattering operator in this series expanded form and the evaluation
of its matrix elements for external states associated to definite numbers of incoming and outgoing
particles, time ordering of operator products commuted with one another implies the contribution of
the Feynman propagator which, in momentum space, simply leads to the following contribution for
any internal propagating line connecting two interaction vertices at which particle quanta are created
or annihilated,
i
k2 −m2 + iǫ . (154)
Likewise, whenever the operator Hˆ(I)int (x) contributes at a given order of the perturbative expansion,
it implies a spacetime local interaction in which four particle quanta are either created or annihilated,
with an amplitude given by the factor
− 1
4
iλ , (155)
up to some combinatorics factor depending on the topology of the associated diagram.
In other words, it is possible to translate the mathematical expression for the relevant matrix
element evaluation into a diagrammatic representation in which internal lines are connected to in-
teraction vertices, and for which the above contributions are then multiplied with one another, and
integrated over internal momenta in a manner such as to obey the rules of energy-momentum conser-
vation at each vertex, in order to determine the associated probablity amplitude. These rules relating
such Feynman diagrams to the required mathematical quantity are the Feynman rules of perturba-
tive quantum field theory. In the specific case of the λφ4/4 scalar field theory, the above discussion
thus establishes that these rules consist only of the single interaction vertex accompanying the scalar
Feynman propagator. In principle, given such rules, any scattering amplitude for whatever physical
process may be computed to an arbitrary order in the perturbative expansion in the coupling constant
λ.
32
As far as we are concerned, the main conclusion to be drawn from the above is that once
relativistic quantum fields are coupled to one another through local spacetime couplings, such as
Lint = −λφ4/4, one in facts has made available within a perturbative picture a formalism in which local
and causal quantum interactions are directly understood in terms of exchanges of quantum particles
free to propagate between interaction vertices that occur locally in spacetime but at arbitrary positions
which are integrated over when they are not observed. The marriage of ~ and c leading to quantum
field theory as the natural framework for the description of relativistic quantum point-particles also
implies a physical understanding of the physical origin of forces and interactions simply as following
from the spacetime local couplings of fields, which also translate in the dual corpuscular picture into a
process in which particles are being created, annihilated and exchanged, thereby leading to changes in
their energy-momentum, hence to their interactions. The mysterious action at a distance of classical
mechanics is forever gone, superseded by relativistic quantum fields which provide a natural framework
not only for a unified description both of the corpuscular properties of matter and of the wavelike
properties of their spacetime dynamics, but also a unified understanding of the fundamental quantum
interactions in terms of both spacetime local couplings of fields and causal exchanges of particle quanta,
all in a manner consistent with the principles of special relativity, of unitary quantum mechanics, and
of causality.
However, this amazing convergence of physical concepts based on a few general basic principles
comes with a price. When considering the perturbative expansion of scattering matrix elements, one
soon comes across loop diagram contributions in which one must integrate over the internal momenta
running around closed loops. For instance when considering the propagation of a single particle
quantum, the first order correction to the propagator is obtained by inserting into it the four-point
vertex λφ4/4 and then contracting two of its four external lines with one another, leading to a 1-loop
contribution with the factor (
−1
4
iλ
)∫
(∞)
d4pµ
(2π)4
(
i
p2 −m2 + iǫ
)
, (156)
the origin of each of the factors in parentheses being obvious, while the closed loop propagator must
be integrated over the associated energy-momentum. Likewise, when considering a 2 → 2 scattering
process with two initial and two final particles, beyond the nonscattering and one interaction vertex
contributions, there appears a 1-loop correction in which two 4-point vertices are inserted with two
lines of each being contracted in pairs with two lines of the other. The corresponding contribution is
given by (
−1
4
iλ
)2 ∫
(∞)
d4pµ
(2π)4
(
i
p2 −m2 + iǫ
) (
i
(p + k)2 −m2 + iǫ
)
, (157)
where pµ is again the energy-momentum running around the closed loop (say, that running through
one of the two internal contracted lines), while kµ is the total external energy-momentum of the two
initial or final particles (k + p being then the energy-momentum running through the other internal
line).
The characteristic feature of such contributions, which arise whenever closed loops appear in a
diagram, is their divergence for large values of the internal momentum, namely in the ultra-violet at
small distances. The fundamental reason for this feature is that interactions occur locally in spacetime
at given points where the fields are multiplied with one another. In order to perform calculations
nonetheless, one has to introduce some regularization procedure to tame such divergencies, and hope
that at the very end, when all contributions are summed up again, all the divergent contributions
would combine is such a manner that physical observables remain nevertheless finite, even if affected
by finite renormalization. Many different regularization procedures have been developed, and this is
not the place to discuss such issues.[17, 18, 19, 20] The most straightforward one is to introduce an
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upper cut-off value Λc in the momentum integration, to keep track of the different types of divergencies
that may arise. For instance, the 1-loop correction to the scalar field propagator given above leads
to a quadratic divergence proportional to Λ2c , while that to the 2 → 2 scattering process is only
logarithmically divergent and proportional to lnΛc, as may easily be seen through simple power
counting and dimensional analysis of the relevant expressions.
The crucial issue thus arises as to which are the interacting quantum field theories which, in
a perturbative quantization, lead to physically meaningful and thus finite predictions for scattering
processes, in spite of the existence of these ultraviolet short distance higher-loop divergencies. In
practical terms, and to put it into just a few words, here is how the procedure works. Given any
specific regularization procedure, order after order in perturbation theory, one needs to add further and
further corrections (“counterterms”) to the initial Lagrangian density, in order to introduce additional
contributions to scattering amplitudes such that the perturbative series summed up to the given
order remains finite when the regulator is removed, thereby leading to a finite physical result, even
though the basic quantities appearing separately in the renormalized Lagrangian may be divergent.
However, if the number of the required countertems grows with the order in perturbation theory,
no specific prediction remains possible, since each new counterterm requires the specification of a
new coupling constant whose value may be inferred only from experiment. Hence, a quantum field
theory possesses any predictive power provided only a finite number of counterterms is required to
render the renormalized scattering amplitudes to whatever order of perturbation theory finite and
thus physical. Field theories for which this programme is feasable are called renormalizable. In fact,
all such renormalizable field theories are such that all counterterms belong to a finite class of local
quantum operators such that the renormalization of the theory amounts to a redefinition of the field
normalizations, masses and couplings (the “bare” quantities of the classical Lagrangian density) in
terms of renormalized and finite physical observables directly related to the physical external states,
their masses and couplings. The “bare” quantities are obtained in terms of the renormalized ones
through factors multiplying the latter, these factors being given as power series expansions in the
coupling constants whose coefficient are divergent as the regulator is removed. Theories for which
finite renormalization is achieved in this manner are called “multiplicatively renormalizable”. These
are the only perturbative quantum field theories of possible relevance to relativistic quantum particle
physics and their fundamental quantum interactions. Under such circumstances, one thus obtains a
predictive framework for the representation and evaluation of these processes.
The above λφ4/4 scalar field theory is the simplest example of such a renormalizable quantum
field theory. All the required counterterms to all orders of perturbation theory simply amount to a
redefinition, through a multiplicative factor, of the field normalization, its massm2 and its self-coupling
λ, each of these renormalization factors being given as power series expansions in the coupling λ whose
coefficients include both finite and infinite contributions as the regulator is removed. Nevertheless,
all physical quantities remain finite in that same limit, and may be predicted in terms only of the
renormalized mass and coupling of asymptotic quanta.
Renormalizable relativistic quantum field theories
Among all possible Lagrangian densities for collections of fields of a variety of spin values,
how does one characterize those that define a renormalizable quantum field theory? Through power
counting and dimensional analysis of loop amplitudes, a necessary condition, though not a sufficient
one, for renormalizability may be established. Namely, when working in units such that ~ = 1 = c so
that all dimensionful quantities may be measured in units of mass, whenever the Lagrangian density
contains a specific contribution whose coupling coefficient, say λ, has a mass dimension to some strictly
negative power, λ = α0/Λ
κ with α0 dimensionless, Λ some mass scale and κ > 0, then the associated
interactions are not renormalizable.
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For example, let us consider a real scalar field φ whose dynamics derives from the Lagrangian
density
L = 1
2
(∂µφ)
2 − 1
2
m2φ2 − V (φ) . (158)
Since in units such that ~ = 1 = c the quantum action must be dimensionless, in a four-dimensional
spacetime the scalar field must have a mass dimension of unity, as well as the mass parameter m.
Consequently, any trilinear coupling gφ3 contribution to the potential density V (φ) must have a
coupling strength g of mass dimension unity, while a quartic interaction λφ4 a dimensionless strength
coupling λ. In other words, in four-dimensional spacetime, any quartic potential V (φ) leads to a
renormalizable quantum scalar field theory (in the absence of a quartic coupling, a cubic coupling
is excluded on physical grounds, since otherwise the energy is not bounded below). However, any
coupling of higher order, λφn with n > 4, requires a strength coupling of mass dimension [λ] = 4− n,
and thus represents a nonrenormalizable interaction in a four-dimensional spacetime.
A similar analysis may be developed for any other field theory of higher spin content. Inciden-
tally, in the case of general relativity, the fact that Newton’s constant, which then defines the coupling
strength for gravity, has a strictly negative mass dimension is one of the reasons why the perturbative
quantization of that classical metric field theory of spacetime geometry is nonrenormalizable.
Historically, the requirement of renormalizability was viewed as defining, albeit for physical
arguments not thoroughly convincing, a basic restriction on the construction of realistic quantum
field theories for the fundamental interactions of the elementary particles. Nowadays, this point of
view has considerably shifted, and renormalizable quantum field theories are rather considered to
define effective low energy approximations to some more fundamental underlying description of the
basic physical phenomena, which need not be given even in terms of a quantum field theory.[1] By
integrating out from a given theory its high energy modes above its characteristic energy scale Λ,
one recovers a low energy effective description in terms of a field theory in which the effects of the
underlying theory relevant to the higher energy scales contribute only through nonrenormalizable
effective coupling coefficients of the form λ = α0/Λ
κ. Hence, as the energy scale of the underlying
theory becomes arbitrary large, only renormalizable couplings survive in its low energy effective field
theory approximation, thereby leading to a decoupling of energy scales as one passes from one level
of effective description to the next. From that point of view, the principle of renormalizability for the
construction of physical quantum field theories is nothing but a principle for the decoupling of energy
scales when formulating a theory capable of describing phenomena up to some characteristic energy
scale, without the knowledge and independently of the physics lying beyond that energy scale. The
procedure of renormalization described above is then also seen to correspond to a renormalization of
the low energy observables through the resummation of all the known contributions up to some cut-off
energy scale, beyond which there may lie some unknown territory, and then at the same time make
sure that the low energy observables remain independent of this unknown physics, and thus remain
finite as well, as this cut-off scale possibly characteristic of some unknown interactions and particles
is pushed to arbitrary large values. In effect, this indeed corresponds to a decoupling of scales for the
effective low energy approximate quantum field theory description.
Nonetheless, this rationale for the decoupling of scales translated into the requirement of renor-
malizability still leaves us with the general issue of the construction of such theories. The necessary
condition mentioned above in terms of the mass dimension of interaction coupling constants, even
when met, is not sufficient to ensure renormalizability of the corresponding coupling. The answer to
this issue has been given above in the case of scalar fields, but not yet for spinor nor vector fields in
interactions, which are certainly required for a description for the fundamental interactions of quarks
and leptons. It turns out this is far from a trivial matter, and throughout the 1960’s and early 1970’s,
it has been established[21] that the only renormalizable interactions of vector fields, massive or not,
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with matter are those governed by the general gauge symmetry principle of Yang-Mills theories based
on some internal symmetry whose algebraic group is a compact Lie group. The stringent and elegant
symmetry constraints brought about by the local gauge symmetry principle on the structure of such
interactions are just powerful enough to guarantee renormalizability.
Hence, in conclusion, the general principles of special relativity, quantum mechanics and decou-
pling of scales for effective field theory descriptions of the fundamental interactions and particles has
led to the general gauge symmetry principle, and its actual realization in terms of internal symme-
tries, as the guiding principle for the construction of renormalizable interacting relativistic quantum
unitary local field theories as the appropriate framework for the description of the causal interactions
of relativistic quantum point-particles and their wavelike spacetime dynamics. Quite an achievement
for the marriage of ~ and c, the genuine third conceptual revolution of XXth century physics following
general relativity and quantum mechanics!
4.2 Global internal symmetries
Hence, it is time now to turn to the meaning of internal symmetries, namely symmetries acting on a
system but which are not associated to transformations in spacetime. In technical terms, a symmetry
is a transformation of a system such that it leaves its equations of motion form invariant. Or in other
words, a symmetry transforms a given solution to the dynamics of a system into another solution to
the same dynamics. Note that a symmetry is not necessarily an invariance property of configurations
of the system, but rather it is an invariance property of the set of its dynamical configurations. In
particular, it may be that even for the lowest energy configuration of a system, this solution may or
may not be invariant under the action of a symmetry of the equations of motion. As we shall see,
this possibility has profound consequences in the context of field theory, especially when it comes to
symmetries that are realized locally at each point in spacetime, so-called local gauge symmetries.
Given the character of these notes, only the simplest examples of these different issues are
presented here. However, the reader should be aware that many generalizations have been developed,
that are available in the literature as well as standard quantum field theory textbooks.
The simplest example
So far, we have considered only the case of a single real scalar field of mass m. Let us now
extend the discussion to a system composed of two such fields φ1(x) and φ2(x) sharing identical masses
m and interaction couplings. Consequently, such a system possesses a continuous symmetry whose
transformations mix these two fields by an arbitrary amount while preserving their normalization,
namely a rotation of arbitrary angle in the two-dimensional space (φ1, φ2) in which they take their
values. Specifically, combining the two fields into a single complex valued scalar field,
φ(x) =
1√
2
[φ1(x) + iφ2(x)] , (159)
the corresponding total Lagrangian density, which then reads
L = ∂µφ†∂µφ−m2φ†φ− V (|φ|)
= 12(∂µφ1)
2 − 12m2φ21 + 12(∂µφ2)2 − 12m2φ22 − V
(√
φ21 + φ
2
2
)
,
(160)
V (|φ|) being an arbitrary renormalizable interaction potential, is clearly invariant under the class of
continuous transformations
φ′(x) = eiα φ(x) , (161)
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α being an arbitrary constant real parameter representing the rotation angle of this SO(2)=U(1)
symmetry.
This symmetry, which leaves the action and thus also the equations of motion invariant, is a
global symmetry, since it acts in an identical fashion on the field φ(x) irrespective of the spacetime
point labelled by xµ. The symmetry shifts the phase of the complex field by an identical amount
globally throughout the whole of spacetime, namely not only instantaneously through all of space
but also identically throughout the whole time history of the system. Furthermore, the action of
the symmetry is not on the spacetime points at which the field is evaluated, but rather within the
“internal two-dimensional space” in which the complex field takes its values. From that point of view,
these values for φ(x) define a two-dimensional space associated to each of the spacetime points, the
“internal” space of the system. Consequently, one says that the symmetry is a global internal one.
By virtue of Noether’s theorem, associated to such a continuous symmetry, there exists a current
and its charge which are locally conserved for solutions to the equations of motion. In the present
instance, these conserved Noether current and charge are given by
Jµ = −i
[
φ†∂µφ− ∂µφ†φ
]
, Q =
∫
(∞)
d3~x J0(x0, ~x ) , (162)
while for solutions to the dynamics of the system, these quantities obey the conservation conditions,
∂µJ
µ = 0 ,
dQ
dt
= 0 . (163)
These Noether current and charge thus characterize the specific properties of the system that follow
from its U(1) continuous global internal symmetry. In particular, in its Hamiltonian formulation,
the charge Q generates the algebra of the symmetry group, in the present case that of the abelian
group U(1), through the Poisson bracket structure. Acting on phase space through these brackets,
the Noether charge also generates, in linearized form, the associated symmetry transformations of the
phase space degrees of freedom. Through the correspondence principle, the same properties should
remain valid at the quantum level in terms of commutation relations. However, because of possible
operator ordering ambiguities for composite quantities such as Noether charges and currents, it may
be that the quantum consistency requirements for the definition of quantum physical observables clash
with the symmetry properties, namely that the symmetry algebra is no longer realized in terms of the
commutation relations of the Noether charges. In such a case, the symmetry is said to be anomalous,
by which is meant in fact that the symmetry is explicitly broken for the quantized system.
In the present case, it may be checked by straightforward construction that the U(1) internal
symmetry is not anomalous. Associated to the creation and annihilation mode expansions of the real
fields φ1 and φ2, the complex field φ(x) acquires of course also such an expansion, but in terms of
creation and annihilation operators which are superpositions of those of the initial fields. Having
initially two independent fields, one still obtains two independent sets of creation and annihilations
operators, given by
a(~k ) = 1√
2
[
a1(~k ) + ia2(~k )
]
, b†(~k ) = 1√
2
[
a†1(~k ) + ia
†
2(
~k )
]
,
b(~k ) = 1√
2
[
a1(~k )− ia2(~k )
]
, a†(~k ) = 1√
2
[
a†1(~k )− ia†2(~k )
]
,
(164)
and obeying the appropriate Fock space algebras
[a(~k ), a†(~ℓ )] = (2π)32ω(~k )δ(3)
(
~k − ~ℓ
)
= [b(~k ), b†(~ℓ )] . (165)
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The mode expansion of the complex field in the interacting picture is then
φˆ(I)(x) =
∫
(∞)
d3~k
(2π)32ω(~k )
[
a(~k )e−ik·x + b†(~k )eik·x
]
, (166)
while a direct substitution in the normal ordered expression for the quantum Noether charge Qˆ finds
Qˆ = −
∫
(∞)
d3~k
(2π)32ω(~k )
[
a†(~k )a(~k ) − b†(~k )b(~k )
]
. (167)
In comparison with the mode expansion for a real scalar field, one notices a common structure with,
however, the role played by the creation operator component now taken over by that of the independent
mode b†(~k ) rather than a†(~k ), since the field need no longer be real under complex conjugation.
Furthermore, it is precisely this complex character of the field which makes possible the existence of
the U(1) symmetry, whose Noether charge should thus distinguish the two types of modes present in
the system. Indeed, a direct calculation finds, for instance for the creation operators,
[Qˆ, a†(~k )] = −a†(~k ) , [Qˆ, b†(~k )] = +b†(~k ) , (168)
with in particular
Qˆ a†(~k ) |0 >= −a†(~k ) |0 > , Qˆ b†(~k ) |0 >= +b†(~k ) |0 > . (169)
In other words, the conserved quantum number Q associated to this Noether quantum charge which
generates the U(1) symmetry of the system, is an additive quantum number for quantum states, and
takes opposite values for the field quanta created by either the operators a†(~k ) or b†(~k ). To put it
still differently, these two types of field quanta are distinguished by an opposite U(1) charge under the
U(1) global internal symmetry. Fields neutral under complex conjugation are associated to neutral
particles under some given continuous symmetry, while fields complex under complex conjugation
lead to charged particles for the associated U(1) global internal symmetry. Hence, these two types
of quanta correspond to particles and their antiparticles, since except for the opposite values for the
U(1) conserved charge, they otherwise share identical physical properties under the spacetime Lorentz
symmetry, namely their mass and spin values.
Consequently, this is yet one more outcome of the marriage of ~ and c: the existence of particles
and antiparticles of identical mass and spin, but opposite charge under internal continuous symmetries,
such as their electric charge. Even for electrically neutral particles, it could be that the particle and
antiparticle species are still distinct due to some other conserved quantum number than the electric
charge taking opposite values. Of course, a particle which coincides with its antiparticle, and whose
field is thus necessarily real under complex conjugation, is necessarily electrically neutral.
The Noether charge operator Qˆ being the generator of the U(1) global symmetry, finite trans-
formations of parameter α are induced through the exponentiated form
eiαQˆ (170)
acting on the space of quantum states of the system. In particular, note that the perturbative vacuum
|0 > carries a vanishing U(1) charge, Qˆ|0 >= 0, hence is also invariant under the action of the
symmetry group,
eiαQˆ |0 > = |0 > . (171)
When the ground state or vacuum of the system is left invariant under the action of the symmetry,
one says that the symmetry is realized in its Wigner mode.
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It is straightforward to extend the above considerations to any internal compact Lie symmetry
group. Assume that a given system of fields is invariant under a continuous group G whose algebra is
spanned by a set of generators T a such that
[T a, T b] = ifabc T c , (172)
fabc being its structure constants, and for which the collection of fields spans some linear represen-
tation of that algebra. Hence, if φ(x) denotes this collection of fields (with the representation index
suppressed), and T a now stand for the G-generators in that specific representation, the action of the
symmetry on the fields may be represented as
φ′(x) = eiθ
aTa φ(x) , (173)
θa being arbitrary constant but continuous parameters for G-transformations. These quantities being
constant and acting independently of the value of xµ, such transformations define a global internal
symmetry, assuming of course that the Lagrangian density L(φ, ∂µφ) is invariant under these trans-
formations. Consequently, because of Noether’s theorem, there exists conserved currents Jaµ(x) and
charges Qa =
∫
(∞) d
3~x Ja0 generating the symmetry algebra and its transformations on the space of
classical as well as quantum states of the system. In particular, if the ground state of the system is
invariant under all G-transformations, namely if the symmetry is realized in the Wigner mode, the
quantum space of states gets organized into irreducible representations of G, with in particular the
one-particle states falling into the same G-representations as the original fields φ(x), since the creation
and annihilation operators also carry that same representation index. All the latter properties are
clearly met in the simple U(1) example above, and it should be straightforward to understand why
they should remain valid for an arbitrary nonabelian symmetry group as well.
Spontaneous global symmetry breaking
The above results still leave open the case of a symmetry which is not realized in the Wigner
mode, namely when the vacuum or ground state of the system is not invariant under the action of the
symmetry. It is well known that specific physical systems may possess such a property, as is the case for
instance for spontaneous magnetization in a ferromagnetic material below the transition temperature.
Let us recall the point made already previously, namely that what is meant by a symmetry is not
the invariance of any of its configurations in particular, but rather the invariance of its equations of
motion, hence also of the set of its configurations solving these equations viewed as a whole. If a
given solution is not invariant, the existence of the continuous symmetry simply implies that there
exists an infinite degeneracy of distinct solutions of identical energy all related through the action of
the symmetry transformations. For example, imagine a simple linear stick standing along the vertical
direction, onto which a certain pressure is applied along that axis. This system is obviously invariant
for all rotations around the vertical axis. As long as the applied pressure is mild enough, the stick
does not bend, and the lowest energy configuration of the system is indeed invariant under the axial
symmetry. However, as soon as the applied pressure exceeds a specific critical value, the stick does
bend until it reaches some equilibrium configuration. The horizontal direction in which this bending
occurs is arbitrary, but it clearly spontaneously breaks the axial symmetry. Nevertheless, all the
configurations of the system associated to all possible horizontal bending directions are degenerate
in energy, and are related to one another precisely by the action of the axial symmetry group. The
specific solution to the equations of motion singled out by the bending process is no longer invariant,
but the set of all these solutions remains invariant, all the degenerate solutions being related through
the axial symmetry group. When a symmetry is realized in such a manner, namely when the ground
state of the system is not invariant under the symmetry, one says that the symmetry is spontaneously
broken, or that it is realized in the Goldstone mode.
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Whether a symmetry is realized in the Wigner or in the Goldstone mode is governed by the
details of the dynamics of the system, whether in a perturbative or a nonperturbative regime. Once
again for the purpose of simplicity, here we only discuss the simplest example, namely that of the
spontaneous symmetry breaking already at the level of the classical theory of a single complex scalar
field φ(x) possessing the U(1) global symmetry
φ′(x) = eiα φ(x) , (174)
with the real constant angular parameter α.
Let us consider again the Lagrangian density
L (φ, ∂µφ) = |∂µφ|2 − V (|φ|) , (175)
where the potential contribution is given by
V (|φ|) = µ2|φ|2 + λ|φ|4 (176)
with λ > 0. In our previous considerations, the quantity µ2 was taken to be positive, in which case
it defined the mass-squared of the particle quanta associated to the field, describing the quantum
excitations of this field above its ground state, namely the perturbative vacuum |0 > associated to
the classical value φ = 0 up to the vacuum quantum fluctuations subtracted away through normal
ordering, which is invariant under the U(1) symmetry.
Presently however, we shall consider the situation when µ2 < 0, corresponding to the so-called
mexican hat potential, which very much looks like the bottom of a wine bottle. In such a case, the
configuration φ = 0 no longer defines the lowest energy configuration of the system, since the potential
V (|φ|) now reaches its lowest value for
|φ(x)| = 1√
2
v , v =
√
−µ2
λ
. (177)
Such a configuration also defines the lowest energy state of the field, since all field gradient contri-
butions to the energy then vanish identically, the field being constant throughout spacetime. Such a
configuration however, is no longer invariant under the U(1) symmetry, which is thus realized in the
Goldstone mode. What are then the physical consequences of this spontaneous symmetry breaking in
the vacuum?
In order to properly identify the physical quanta of the field, it is necessary to consider the
field fluctuations about its vacuum configuration. Note that the two independent degrees of freedom
per spacetime point defined by the complex scalar field may also be represented through a polar
decomposition around a given choice of vacuum configuration,
φ(x) =
1√
2
eiξ(x)/v [ρ(x) + v] , (178)
where ξ(x) and ρ(x) are two real scalar fields with a mass dimension of unity. Note that the vacuum
about which this expansion is performed is
φ0 =
1√
2
v , (179)
but that choice may easily be modified by adding to the mode ξ(x) an arbitrary real constant quantity.
This remark also shows that the U(1) symmetry now leaves the radial field ρ(x) invariant, while it
simply shifts the field ξ(x) by the product αv. All the minimal energy configurations correspond
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the constant field φ lying at the bottom of the potential, with the norm |φ| = v/√2 but an arbitrary
phase. The U(1) symmetry simply induces a transformation of any such vacuum into any another such
vacuum, the difference in their phases being set by the value of the U(1) angle α (note the perfect
analogy with the above example of a bent stick). Hence, one should expect that the fluctations
associated to the field ξ(x) are massless, since they may be excited at zero-momentum at no extra
energy cost. On the other hand, the radial fluctuation ρ(x), moving the field out from its lowest energy
configuration, must correspond to massive quanta of the field. Furthermore, this physical conclusion
does not depend on the choice of complex phase for the reference constant vacuum configuration φ0,
since this amounts to a simple constant shift in the massless field ξ(x).
More explicitly, a direct substitution of the mode expansion (178) gives
L = 1
2
∂µρ∂
µρ+
1
2
(
1 +
1
v
ρ
)2
∂µξ∂
µξ − 1
2
µ2(ρ+ v)2 − 1
4
λ(ρ+ v)4 . (180)
Isolating then the terms quadratic in ξ(x) and ρ(x) indeed confirms that the mode ξ(x) is massless,
while the ρ(x) field is massive, with the values
m2ρ = −2µ2 > 0 , m2ξ = 0 . (181)
Hence, we reach the conclusion that since the vacuum is not invariant under the action of transforma-
tions which nevertheless define a symmetry of the system and its equations of motion, necessarily in
the Goldstone mode realization of the symmetry there exist massless modes, namely massless quanta
for a quantized field, which in the zero momentum limit correspond to the excitation of one vacuum
state into another one, all these vacuum states being degenerate in energy and infinite in number.
Hence, rather than being explicitly realized in the space of states as is the case for the Wigner mode,
the symmetry is now hidden through the existence of Golstone bosons. Nonetheless, the symmetry is
still active within the system, even though it is no longer realized in a linear fashion. Indeed, within
the field basis which diagonalizes its fluctuations, the symmetry acts as
ρ′(x) = ρ(x) , ξ′(x) = ξ(x) + αv , (182)
which, among other consequences, implies that the Goldstone modes may only possess derivative
or gradient couplings with other fields. The symmetry thus restricts to some extent the form of
interactions of Goldstone fields.
In fact, it should be quite clear that this is a conclusion valid in full generality, which is known
as Goldstone’s theorem. Whenever a continuous global symmetry is spontaneously broken in the
vacuum, associated to each of its broken generators, there exist massless quanta carrying the cor-
responding quantum numbers, known as the Goldstone bosons of the symmetry. This conclusion is
valid whether the spontaneous symmetry breaking mechanism is perturbative or nonperturbative, and
whether the symmetry is abelian or nonabelian. The only specific requirement is that the symmetry
be a continuous one (in the case of a fermionic or spacetime symmetry, the Goldstone mode need not
be bosonic, as is the case for instance for spontaneous supersymmetry breaking leading to a spin 1/2
goldstino massless mode).
4.3 Local or gauged internal symmetries
So far, we have briefly discussed the meaning of a global internal symmetry, and described some of
its physical consequences, whether in the Wigner or the Goldstone mode. However, the existence
of a global symmetry is not very appealing, at least from some theoretical aesthetic point of view.
Indeed, any global internal symmetry defines transformations on the set of fields which act in an
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identical manner irrespective of the spacetime point at which the field values are being considered.
For instance in the case of the U(1) symmetry associated to the electric charge and the electromagnetic
interactions, this would mean that in order to render the transformation unobservable, one is required
to change the phases of all the electrons of the Universe by exactly the same amount instantaneously
throughout all of infinite space and troughout the whole of spacetime history! Although there is
no technical or mathematical inconsistency that arises with such a relativistic quantum field theory,
certainly it is a property of such symmetry transformations which runs counter to our belief that
causality ought to be a stringent requirement on the construction of any physical theory.
Hence, one should rather prefer to develop a formalism in which internal symmetries are still
possible, but such that now transformations may be realized locally in spacetime, though in a con-
tinuous fashion as to their spacetime dependency, while they would remain nevertheless unobservable
to any conceivable experiment. Namely, is it possible to locally change the quantum phase of some
electron while not at the same time by the same amount that of all the other electrons of the Universe,
and nevertheless keep such a change hidden from any experimentalist? Clearly, this would require
some information to be sent to all the other electrons in the Universe to tell them how to adjust their
quantum phases accordingly, and this at the speed of light so that no experimentalist may catch up
with this signal and measure the phase of some electron before it would have had the opportunity to
adjust itself to the action of the symmetry transformation. In other words, by making the symmetry
local, or by gauging the symmetry, one must introduce some additional propagating field coupling
with equal strength to all other matter carrying the same symmetry charge, and whose quanta are
necessarily massless.
This is the heuristic idea of the local gauge symmetry principle. As we shall explicitly see
through the simplest examples, such a principle in fact provides a unifying principle for the existence
of fundamental interactions, whose quantum carriers are massless and couple with identical strength to
all other quanta with which they interact. These gauge bosons are necessarily vector fields for internal
symmetries, and as stated previously, such Yang-Mills gauge theories based on compact Lie groups
are the only possible renormalizable field theories including spin 0 and 1/2 matter fields interacting
with vector fields.
The simplest example
As the simplest illustration of the above description, let us consider once again the theory
of a single complex scalar field φ whose Lagrangian density is U(1) invariant under global phase
transformations of the field, see (160) and (161). Clearly, if one wishes to gauge this symmetry,
namely to construct a system which remains invariant under the local phase transformations
φ′(x) = eiα(x) φ(x) , (183)
α(x) now being an arbitrary spacetime dependent parameter rather than a constant angle as in the
case of a global symmetry, a problem arises with the original Lagrangian. Indeed, this Lagrangian is
no longer invariant, since the gradient contribution does not transform in the same covariant manner
as the original field does,
∂µφ
′(x) = eiα(x) [∂µφ(x) + i∂µα(x)φ(x)] . (184)
However, this expression suggests a modification of the ordinary derivative or gradient of the field of
the form
∂µ −→ Dµ(x) = ∂µ + igAµ(x) , (185)
where g is some dimensionless real quantity, which turns out to represent the coupling strength of the
U(1) gauge interaction, and Aµ(x) the vector field for the gauge boson associated to the gauging of
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the U(1) symmetry. Indeed, it now suffices to assume that this vector field transforms under the local
U(1) symmetry according to
A′µ(x) = Aµ(x)−
1
g
∂µ α(x) , (186)
to check that the modified gradient does possess the same covariant transformation as the field does
under the symmetry,
D′µ(x)φ
′(x) =
[
∂µ + igA
′
µ(x)
]
eiα(x)φ(x) = eiα(x)Dµ(x)φ(x) , (187)
hence the name “covariant derivative” for the differential operator Dµ(x). Clearly, a simple substi-
tution of the ordinary derivative by the covariant one in the original Lagrangian density invariant
under the global U(1) symmetry leads to an expression invariant now under any local U(1) symmetry
transformation. The U(1) symmetry has been gauged.
However, we still need to provide the vector field Aµ(x) with some dynamics, which is done by
adding the pure gauge Lagrangian density to that of the matter field,
LA = −1
4
FµνF
µν , Fµν = ∂µAν − ∂νAµ , (188)
Fµν being the gauge field strength, indeed the sole gauge invariant quantity that may be constructed
out of the gauge field Aµ and its first-order gradients, in order to obtain a Lagrangian density which is
of second-order in spacetime gradients, and thus represents a causal propagation of the gauge field (for
the same reason, the absolute sign and normalization of this Lagrangian density are fixed as given).
This field being real under complex conjugation, its mode expansion is of the form, in the interacting
picture,
Aµ(x) =
∫
(∞)
d3~k
(2π)32|~k |
∑
λ=±
[
e−ik·xǫµ(~k, λ)a(~k, λ) + eik·xǫ∗µ(~k, λ)a
†(~k, λ)
]
, (189)
a(~k, λ) and a†(~k, λ) being annihilation and creation operators with the Fock space algebra normalized
in the usual manner for massless quanta, and λ denotes the different polarization states possible
associated to the polarization vectors ǫµ(~k, λ). These polarization tensors are subjected to some
restrictions which stem from the gauge invariance properties of the field, and shall not be discussed
here (even though the issue of the quantization of gauge invariant systems is discussed hereafter, but
not explicitly for such abelian and nonabelian Yang-Mills theories). Note that the mass dimension of
the gauge field indeed needs to be unity, hence leading to a dimensionless gauge coupling constant g.
In conclusion, the gauging of the simplest U(1) invariant scalar field theory is defined by the
total Lagrangian density
Ltotal = LA + Lφ , (190)
with the pure gauge Lagrangian LA given above, and the matter one by
Lφ = L (φ,Dµφ) = |(∂µ + igAµ)φ|2 −m2|φ|2 − V (|φ|)
= |∂µφ|2 −m2|φ|2 − V (|φ|)− igAµ
[
φ†∂µφ− ∂µφ†φ]+ g2AµAµ . (191)
In the case that the U(1) symmetry is that associated to the electromagnetic interaction, this system
is simply that of scalar electrodynamics, namely that describing the interactions of a massive charged
spin 0 particle with the photon.
From the latter expression, we immediately read off the different interaction terms coupling the
matter and gauge fields. The term linear in Aµ is in fact gAµJ
µ, namely the coupling of gauge field to
the U(1) Noether current, and represents the coupling of one gauge quantum to two scalar field quanta
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of opposite U(1) charges. Such a feature is generic for all Yang-Mills theories: gauge fields always
couple linearly to the associated Noether currents. The term quadratic in Aµ describes the coupling of
two gauge quanta to two scalar quanta, also of opposite U(1) charges, in order for the total U(1) charge
to be conserved in the interactions. Note that the single gauge boson interaction is proportional to ig,
while the quadratic interaction is proportional to ig2. In other words, the gauge symmetry principle
not only explains, on the basis of a given internal symmetry, the appearance of local interactions, but
it also sets specific restrictions on the properties of these interactions by predicting particular relations
between the coupling strengths of different interactions, such restrictions being a consequence of the
symmetry.
Among the interactions, the gauge boson Aµ(x) does not couple to itself, but only to the charged
matter field with the universal coupling strength g. The reason for the fact that the gauge boson lacks
such a self-coupling is that it is neutral under the U(1) symmetry, and does not carry any U(1) charge.
Indeed, under a global symmetry transformation α(x) = α, we simply have for the transformed field
A′µ = Aµ. Furthermore, it is also the U(1) symmetry, but this time in its gauged embodiement,
which explains why the gauge boson quanta are massless particles. Indeed, any mass term of the
form M2AAµA
µ is clearly not gauge invariant under the local gauge transformations of the vector
field. Hence, it is the local gauge symmetry which protects the gauge boson from acquiring any mass.
In particular, this implies that physical (gauge invariant) quanta of that field may possess only two
transverse polarization states, such that kµǫµ(~k, λ) = 0, λ = ±, a fact related to the issue of the
quantization of such Yang-Mills fields.
All the above considerations are readily extended to other matter fields, including fermionic ones
not addressed in these notes. Furthermore, even though our discussion concentrates on the abelian
U(1) case, the same developments apply to a nonabelian internal symmetry group G, leading then to
Yang-Mills gauges theories. In such a case, for a collection of fields transforming in a G-representation
whose generators are T a, the covariant derivative, which now is Lie-algebra valued, reads
Dµ = ∂µ + igA
a
µT
a , (192)
g being the real gauge coupling constant, and Aaµ the real gauge vector fields, which, for infinitesimal
local gauge transformations of parameters θa(x), transform according to
A′aµ = A
a
µ −
1
g
∂µθ
a − fabcθbAcµ , (193)
fabc being the structure constants of the Lie algebra of G (it is also straightforward to establish the
transformations of the gauge bosons for finite gauge transformations). The total Lagrangian of such a
system is again given by the sum of the original G-invariant Lagrangian of the matter fields in which
the ordinary derivative is substituted by the covariant derivative Dµ, to which one simply adds the
pure Yang-Mills Lagrangian density
LA = −1
4
F aµνF
aµν , F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν . (194)
Once again, any mass term for the gauge bosons Aaµ is forbidden by local gauge invariance, while
gauged matter interactions are directly read off from the matter Lagrangian, leading again to linear
and quadratic interactions of scalar fields with the gauge bosons. However, for a nonabelian symmetry,
given the nonvanishing structure constants fabc, the gauge bosons themselves possess now G-charges,
actually those of the adjoint representation as may be seen from their gauge transformations for
constant parameters θa(x) = θa. Consequently, from the expansion of the pure Yang-Mills Lagrangien,
one identifies cubic and quartic terms representing gauge boson trilinear and quadrilinear couplings,
whose strengths are directly proportional to g and g2, respectively. Hence once again, the symmetry
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governs the details of all the gauge interactions, namely their strengths and their symmetry properties
as well. Such predictions are specific to Yang-Mills theories, and provide important signatures for
high energy experiments as to the relevance of the gauge symmetry principle for the physics of the
fundamental interactions and the elementary particles. Note also that it is precisely these nonlinear
gauge boson self-couplings which must be, in ways still to be thoroughly understood, at the origin of
the specific nonperturbative phenomena of nonabelian theories, such as the property of confinement
for the theory of the strong interactions among quarks, namely quantum chromodynamics (QCD)
based on the local gauge symmetry SU(3)C for colour degree of freedom of quarks.
Spontaneous gauge symmetry breaking
The above discussion of the construction of abelian and nonabelian internal gauge symmetries
implicitly assumed the symmetry to be realized in the Wigner mode. Hence, it is also important to
consider the situation when the symmetry is rather realized in the Goldstone mode. For the purpose
of illustration in the simplest case, let consider once again the U(1) gauged single scalar field theory,
but this time with a potential leading to spontaneous symmetry breaking. The associated Lagrangian
density is thus
L = −1
4
FµνF
µν + |(∂µ + igAµ)φ|2 − V (|φ|) , (195)
with
V (|φ|) = µ2|φ|2 + λ|φ|4 , µ2 < 0 , λ > 0 . (196)
This time however, because of the U(1) local symmetry transformation properties of the fields,
φ′(x) = eiα(x) φ(x) , A′µ(x) = Aµ(x)−
1
g
∂µα(x) , (197)
when expanding any scalar field configuration about one of its vacuum configurations,
φ(x) =
1√
2
eiξ(x)/v [ρ(x) + v] , φ0(x) =
1√
2
v , v =
√
−µ2
λ
, (198)
it is always possible to effect a local U(1) gauge transformation, with parameter
α(x) = −1
v
ξ(x) , (199)
(note that since in general ξ(x) is spacetime dependent, such a procedure is possible only when the
internal symmetry is gauged), such that the Goldstone mode is completely gauged away from the
scalar field, but lies hidden now in the transformed gauge field A′µ,
φ′(x) =
1√
2
[ρ(x) + v] , A′µ(x) = Aµ(x) +
1
gv
∂µξ(x) . (200)
Upon substitution of the transformed fields in the Lagrangian density, which is physically equivalent
to the original expression for the Lagrangian on account of local gauge invariance, one then finds
L = −1
4
F ′µνF
′µν +
1
2
[
∂µρ+ igA
′
µ(ρ+ v)
]2 − 1
2
µ2(ρ+ v)2 − 1
4
λ(ρ+ v)4 . (201)
Isolating now all quadratic terms in the fields, one immediately notices that the radial field ρ still
possesses the mass m2ρ = −2µ2 > 0, but that in place of a massless Goldstone mode ξ(x) which no
longer appears in this Lagrangian by having been gauged away, there now appears an explicit mass
term for the gauge boson field, with value
m2A = g
2v2 . (202)
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Hence, even though a local symmetry when realized in the Wigner mode forbids any mass for its gauge
bosons, when spontaneously broken in the vacuum and realized in the Goldstone mode, gauge bosons
do acquire a mass! Nevertheless, their mass is then not just any parameter in the Lagrangian, but is
in fact governed by the symmetry properties and takes a very specific value proportional both to the
gauge coupling constant g and the scalar field vacuum expectation value v which spontaneously breaks
those symmetry generators whose gauge bosons are massive. The counting of degrees of freedom is
also in order. In the Wigner phase, one has two real scalar modes (one massless and one massive, the
Goldstone and the radial ones, ξ and ρ) and two massless gauge modes (the two transverse modes of
the gauge field). In the Goldstone phase, one has one real massive scalar mode (the radial field ρ)
and three massive gauge boson polarization modes. Note that the longitudinal massive gauge boson
component is nothing but the would-be Goldstone mode ξ which has been gauged away and turned
into the longitudinal component of the gauge field A′µ, see (200).
These general features of the spontaneous symmetry breaking of a local gauge symmetry remain
valid in general, and characterize the so-called Higgs mechanism. Whenever a local internal symmetry
is spontaneously broken in the vacuum, those gauge bosons associated to the generators which do not
leave invariant the vacuum acquire a mass proportional to the product of the gauge coupling and the
scalar vacuum expectation value. Moreover, the Goldstone modes in the case of a global symmetry
then provide the longitudinal polarization states of the massive gauge bosons, leaving over the massive
scalar modes, referred to as higgs scalars, as the only remnants of the spontaneously broken scalar
matter sector. The gauge transformation which gauges away the Goldstone modes from the scalar
sector to hide them in the gauge fields is known as the unitary gauge. It is in the unitary gauge that
the physical content of such a theory is most readily identified. In the simplest example above, we thus
conclude that the physical field content is that of a neutral massive spin 0 particle of mass
√
−2µ2,
the higgs particle, interacting with itself and with a neutral massive spin 1 particle of mass |gv|.
Remarks
As already mentioned, it turns out that the gauge symmetry principle uniquely singles out
among all possible quantum field theories of interacting spin 0, 1/2 and 1 particles, all those that are
renormalizable, whether the gauge bosons are massive or not, provided however that in the former
case their mass arises through the Higgs mechanism.[21] This is quite a remarkable result, since
such a local internal symmetry principle also implies the existence of specific interactions between
matter particles and gauge bosons, whose detailed properties are totally governed by the underlying
symmetry, whether abelian or nonabelian. In other words, all the relativistic and quantum dynamics of
fundamental interactions among elementary point-particles, through the marriage of ~ and c, appears
to follow simply from the very elegant and powerful idea of a fundamental symmetry based on a
compact Lie group.
Thus in order to describe all the known strong, electromagnetic and weak interactions observed
to act between all known quarks and leptons, a gauge group as simple as SU(3)c×SU(2)L×U(1)Y
suffices, with a specific choice of representations for the quark and leptons fermionic fields, as well as
for the scalar sector required for the Higgs mechanism leading to massive electroweak gauge bosons
but nonetheless a massless photon. If not yet totally unified within this Standard Model of these
interactions, at least all these interactions are brought within the unified framework of relativistic
quantum Yang-Mills theories, leading to predictions whose precision is without precedent and which
are confirmed through remarkable particle physics experiments. Nevertheless, this raises the issue
of the rationale behind such a principle, as well as for the choice of internal symmetry and matter
content.
From another perspective, with such Yang-Mills theories we are encountering dynamical theories
whose quantization requires an approach more general than that which was briefly reviewed in Sect.2.
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Indeed, considering the issue for example from within the Hamiltonian approach, when identifying
the momentum conjugate to the U(1) gauge field Aµ coupled to the single scalar field through the
Lagrangian density discussed above, one finds
πµ =
∂Ltotal
∂(∂0Aµ)
= −F 0µ , (203)
thus leading to the following constraint for its time component
π0 = 0 . (204)
In other words, all phase space degrees of freedom of the system are not independent. Some are in fact
constrained, and as we shall see in the forthcoming section, this is a generic feature for any system
possessing a local symmetry whose parameters are not constant. How is one then to quantize such
systems, since their physical dynamics is not contained within all of phase space, but only within
some subspace of it? Clearly, gauge invariance implies that all degrees of freedom are not physical
and relevant to the dynamics. How does one then account consistenly for such redundant features of
a gauge invariant system in its quantization? In the above example, it would be possible to solve for
these gauge degrees of freedom, but at the cost of loosing a manifestly spacetime covariant description
of such systems, which is also not welcome in itself. Hence, it is time now to turn to the discussion of
the quantization of constrained dynamics.
5 Dirac’s Quantization of Constrained Dynamics
5.1 Classical Hamiltonian formulation of singular systems
The system of constraints
The Hamiltonian approach towards canonical quantization discussed in Sect.2 explicitly assumed
that the Lagrange function be “regular”, see (13). Now, we have to develop the Hamiltonian formu-
lation associated to a “singular” Lagrangian,[8, 10] namely one for which the Hessian possesses some
local zero modes,
det
∂2L
∂q˙n1∂q˙n2
= 0 . (205)
When considered in terms of the conjugate momenta, pn = ∂L/∂q
n, for which the canonical Poisson
bracket structure is still in effect,
{qn1(t), pn2(t)} = δn1n2 , (206)
since the condition (205) also writes as
det
∂pn1
∂q˙n2
= 0 , (207)
it follows that singular systems are characterized by the existence of a series of primary constraints
on phase space, of the form
φm(q
n, pn) = 0 , (208)
where in this section, the index m will be reserved for the primary constraints. To be precise, a
technical restriction on the choice of expression for these primary constraints, known as the regularity
condition, is assumed, such that the phase space gradient of these constraints is a matrix of constant
maximal rank on the constraint hypersurface (as the discussion proceeds, further constraints beyond
the primary ones appear; the subset of phase space defined by the entire set of constraints is known
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as the constraint hypersurface). Indeed, whether a given constraint φ = 0 is expressed as φ2 = 0 or
φ1/2 = 0 may seem a priori equally acceptable, but further developments in fact require this regularity
condition for the constraints. In practice, it may be established that under the regularity condition,
any quantity that vanishes on the constraint hypersurface may be written as a local linear combination
of the constraints.
The canonical Hamiltonian
H0(q
n, pn) = q˙
npn − L(qn, q˙n) (209)
is still defined in the usual way, in spite of the existence of constraints. It may be shown that whether
the Lagrange function is regular or singular, this functionH0(q
n, pn) is indeed always a function defined
over phase space (qn, pn), even in the presence of primary constraints. However, in contradistinction
to the regular situation, time evolution of the system may a priori be generated by a Hamiltonian
more general than the canonical one, since one may add to the latter some combination of the primary
constraints. Hence, let us consider the primary Hamiltonian
H∗(qn, pn; t) = H0(qn, pn) + Um(qn, pn; t)φm(qn, pn) , (210)
Um(qn, pn; t) being a priori some arbitrary functions of phase space, possibly time dependent as well.
These functions parametrize the arbitrariness which exists as to the time dependent dynamics of the
system restricted to the constraint hypersurface. Some of these functions may be restricted or be
totally determined by consistency conditions on this time development, as we shall discuss, whereas
others may remain totally undetermined, a possibility that should be expected in the case of gauge
theories since the solutions to such systems always depend on some arbitrary time dependent functions
related to the gauge degrees of freedom.
The functions Um(qn, pn; t) could indeed be restricted, since the primary Hamiltonian, which
should generate a consistent time evolution, must be such that given initial data within the constraint
hypersurface, the evolved configuration must always belong to that same hypersurface. In other
words, whenever time evolution pulls some initial configuration away from the constraint surface, some
projection mechanism must push it back onto it. This requirement is certainly met if time evolution
of the primary constraints is such that their Hamiltonian equations of motion vanish identically on
the constraint hypersurface, namely
φ˙m = {φm,H∗}|φm=0 = 0 , (211)
a condition also expressed as
φ˙m ≈ 0 , (212)
where the weak equality sign “≈” stands for a relation which is valid when restricted to the constraint
hypersurface. Since the Hamiltonian equation of motion for an arbitrary phase space observable
f(qn, pn; t) is
df
dt =
∂f
∂t + {f,H0}+ Um{f, φm}+ {f,Um}φm
≈ ∂f∂t + {f,H0}+ Um{f, φm} ,
(213)
it follows that a consistent time evolution of the constraints requires
{φm,H0}+ Um′{φm, φm′} ≈ 0 . (214)
This set of equations for each of the values for the index m labelling the primary constraints either
implies a trivial identity, 0 = 0, or else a nontrivial phase space restriction χ(qn, pn) = 0 independent
of the functions Um, or finally a genuine linear equation for the functions Um. Whenever restrictions
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χ(qn, pn) = 0 appear at this stage, they in fact represent new or secondary constraints on phase space,
for which conditions of a consistent time evolution have again to be considered. Consequently, a whole
hierarchy of constraints may appear generation after generation of such secondary constraints, through
the requirement of a consistent time evolution, until the whole set of constraints is exhausted. Let
us denote the whole set of constraints as φj(q
n, pn) = 0, the index j being reserved for that purpose.
Note that whenever a new constraint φj = 0 is uncovered, there is no reason not to include it as well
in the Hamiltonian through some combination U j(qn, pn)φj to be added to the linear combination of
constraints, hence leading in fine to the total Hamiltonian
HT = H0 + U jφj . (215)
Hence finally, a consistent time evolution generated by this Hamiltonian requires that all constraints
φj(q
n, pn) = 0 be preserved through the dynamical equations of motion, φ˙j ≈ 0, leading to the set of
equations
{φj ,H0}+ U j′{φj , φj′} ≈ 0 . (216)
The general solution to these equations is
U j(qn, pn) = U j(qn, pn) + λα(t)V jα (qn, pn) , (217)
where U j(qn, pn) are a specific set of solutions to the inhomogeneous linear equations
{φj , φj′}U j′ = −{φj ,H0} , (218)
while V jα (qn, pn) provide a basis for the space of solutions to the homogeneous equations
{φj , φj′}V j′α = 0 . (219)
Note that these solutions induce the space of zero modes of the matrix {φj , φj′}. Finally, the quan-
tities λα(t) are arbitrary time dependent functions which define arbitrary linear combinations of the
zero mode solutions V jα . A priori, these functions could also depend on the phase space variables,
λα(qn, pn; t), with no added advantage to the description of any such constrained system however.
As a matter of fact, it suffices to consider them to be solely functions of time. Indeed, as discussed
hereafter, the freedom in the choice of these functions is directly related to the existence of local gauge
symmetries, and as is well known, gauge symmetries imply the appearance of arbitrary (space)time
dependent functions in the general solutions to the equations of motion. The quantities λα(t) are
related to nothing but these arbitrary (space)time dependent functions defining general solutions.
In terms of the above results, the dynamics of a constrained system is generated by a total
Hamiltonian of the form
HT = H + λ
α(t)φα , (220)
with
H = H0 + U
jφj , φα = V
j
αφj . (221)
As we shall now discuss, the role and meaning of the quantities U j, H, φα and λ
α are essential to the
understanding of constrained dynamics.
First- and second-class quantities and constraints
As a matter of fact, constrained dynamical systems may possess physically equivalent but
nonetheless different Lagrangian formulations. Whether a given constraint then appears as a pri-
mary or a secondary constraint is then function of the chosen Lagrangian formulation used as the
starting point for the Hamiltonian analysis of constraints. However, there exists a characterization
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of constraints which is not dependent on that choice, in a way which is already suggested by the
above conclusions regarding the quantities H and φα. This characterization leads to a classification
of constraints which is due to Dirac.[8]
Consider any phase space quantity R(qn, pn). By definition, this quantity is said to be a first-
class quantity if and only if its Poisson brackets with all the constraints φj vanish weakly,
{R,φj} ≈ 0 ⇐⇒ {R,φj} = Rjj′φj′ , (222)
the equivalence being valid provided the constraints are regular. Otherwise, if at least one of these
Poisson brackets does not vanish on the constraint hypersurface, the quantity R is said to be second-
class.
From the Jacobi identity obeyed by Poisson brackets, it follows that the Poisson bracket {R1, R2}
of any two first-class quantities R1 and R2 is itself a first-class quantity. Furthermore, these definitions
are not void of content. Indeed, from the definition of the coefficients U j and the quantity H, it follows
that
{H,φj} ≈ 0 , (223)
showing that the Hamiltonian H is in fact a first-class quantity. Likewise, from the definition of the
coefficients V jα , it follows that
{φα, φj} ≈ 0 , (224)
showing also that all the linear combinations of constraints φα are themselves first-class quantities.
Consequently, the total Hamiltonian is itself a first-class quantity, being given by the first-class Hamil-
tonian H summed with an arbitrary linear combination of the first-class constraints φα.
This characterization as being first- or second-class quantities applies in particular to the con-
straints φj. This classification of constraints in terms of first- and second-class constraints is in fact
an invariant one, independent of the starting Lagrangian used in the analysis of constraints, in con-
tradistinction to their primary or secondary character. Hence in the following, we shall assume that
through appropriate linear combinations, a subset as large as possible of the original constraints φj is
brought into the first-class subset, while the remaining linearly independent set of constraints is such
that none of its linear combinations could be first-class. Given the above definitions of the coefficients
U j and V jα , the whole set of first-class constraints corresponds to the constraints φα, while the remain-
ing linearly independent second-class constraints shall be denoted χs. Note that whenever the whole
set of constraints φj is reducible, namely not linearly independent, the set of reducible constraints is
necessarily included among the first-class one.
Second-class constraints and Dirac brackets
Having identified this invariant characterization of constraints, let us now address its intrinsic
meaning, first in the case of second-class constraints. The simplest example of such a situation is
provided by the constraints
q1 ≈ 0 , p1 ≈ 0 , (225)
since {q1, p1} = 1. Clearly, the meaning of such constraints is that the degree of freedom n = 1 does
not partake in no manner whatsoever in the dynamics of the system. One might as well remove that
sector of the system altogether from its inception, namely subtract away from the definition of Poisson
brackets all those contributions stemming for the degree of freedom n = 1, without any consequence
as to the actual and genuine dynamics of the system.
From this simple example, it thus appears that the meaning of second-class constraints is that
they are associated to the appearance of degrees of freedom which are totally redundant and irrelevant
to the dynamics of the system, and may thus be suppressed altogether from the dynamics. This is
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achieved through a redefinition of the bracket structure on phase space, leading to so-called Dirac
brackets in the general case, which in effect subtracts away any second-class constraint contributions
to the dynamics.
For this purpose, let us consider the matrix of Poisson brackets of the second-class constraints
χs,
∆ss′ = {χs, χs′} . (226)
Given the property that none of the combinations of the second-class constraints χs is first-class, it
follows necessarily that this matrix is regular, even on the constraint hypersurface,
det∆ss′ 6≈ 0 . (227)
Indeed, there would exist otherwise a nontrivial combination χsC
s of the constraints χs which would
be first-class,
det∆ss′ ≈ 0 ⇐⇒ {χs, χs′Cs′} ≈ 0 , (228)
Cs being a zero mode of the matrix ∆ss′ (note that this result also establishes that the combination
U jφj appearing in the first-class Hamiltonian H belongs to the set of combinations of the second-class
constraints χs). Hence, the matrix of Poisson brackets of all second-class constraints χs is invertible,
even on the constraint hypersurface, leading to the definition of the Dirac bracket {f, g}D of any two
quantities f(qn, pn) and g(q
n, pn) on phase space,
{f, g}D = {f, g} − {f, χs}
(
∆−1
)ss′ {χs′ , g} . (229)
This definition is such that the Dirac bracket of any phase space quantity f with any of the second-class
constraints χs vanishes exactly as an identity valid throughout all of phase space,
{f, χs}D = {f, χs} − {f, χs′}
(
∆−1
)s′s′′ {χs′′ , χs} = 0 . (230)
Consequently, provided one uses Dirac rather than Poisson brackets, the second-class constraints
χs = 0 may be imposed even before any such calculation, which is certainly not the case for Poisson
brackets in which case it is essential that constraints never be enforced before any bracket evaluation.
Furthermore, when considering the Hamiltonian equations of system, their expression in terms of Dirac
rather than Poisson brackets does not modifiy the dynamics on the constraint hypersurface either,
since one has for an arbitrary phase space quantity f(qn, pn; t),
df
dt =
∂f
∂t + {f,HT }
= ∂f∂t + {f,HT }D + {f, χs}
(
∆−1
)ss′ {χs′ ,HT } ≈ ∂f∂t + {f,HT }D .
(231)
Consequently, through the use of Dirac rather than Poisson brackets, it becomes possible to
subtract away all those contributions of the redundant degrees of freedom which are irrelevant to the
time evolution of the system because of the second-class constraints χs = 0. One may then as well
explicitly solve for these constraints, leading to a set of coordinates zA parametrizing the associated
reduced phase space equipped with the bracket structure induced by the Dirac brackets,
{zA, zB}D = CAB(zA) . (232)
The total Hamiltonian is then still given by an expression of the form
HT = H + λ
α(t)φα . (233)
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Hence, the actual and genuine time dependent dynamics of the constrained system is now reduced into
a constrained dynamics characterized by the sole first-class constraints φα restricted to the reduced
phase space {zA}. Henceforth, we shall assume to have effected such a reduction of the second-class
constraints through Dirac brackets, and no longer display the “D” subindex on bracket evaluations.
It should be remarked though, that generally such a reduction of second-class constraints often
entails a loss of manifest spacetime Poincare´ invariance in the case of relativistic field theories, not
a welcome feature. Furthermore, quite often the Dirac bracket structure that is obtained is not
canonical, with in particular phase space dependent bracket values CAB(zA) which sometimes are not
even spacetime local functions in the case of field theories. Such circumstances then render canonical
quantization of Dirac brackets problematic. In principle, by Darboux’s theorem, it is always possible
to locally bring the phase space coordinate system to canonical form, but again in practice this is
often no small feat. However such issues may only be addressed on a case by case basis. Let us only
point out here that the physical projector approach to be discussed in Sect.5.5 readily circumvents all
these issues.
As an example, the reader is invited to consider the following Lagrange function,
L(qn, q˙n) = q˙nKn(q
n)− V (qn) , (234)
where Kn(q
n) and V (qn) are arbitrary functions such that the matrix
Knm =
∂Km
∂qn
− ∂Kn
∂qm
(235)
is regular. Clearly, this system is already in its Hamiltonian form,[10, 22] with phase space degrees
of freedom qn, Hamiltonian H(qn) = V (qn) and a Poisson bracket structure {qn, qm} encoded in the
functions Kn(q
n). To identify the latter, it suffices to consider the Euler-Lagrange equations following
from the above first-order Lagrangian,
Knmq˙
m =
∂V
∂qn
, (236)
and require these equations to be equivalent to the Hamiltonian ones,
q˙n = {qn, qm} ∂H
∂qm
. (237)
Hence, we must have for the Poisson brackets of the fundamental phase space degrees of freedom
{qn, qm} = (K−1)nm . (238)
Of course, all this follows provided one notices that the above Lagrange function is already that of
the Hamiltonian formulation of the system, since it is linear in the first-order time derivatives of the
degrees of freedom. However, in practical instances such a feature is not necessarily so obvious, in
which case one would embark onto the constraint analysis path following the general discussion of the
present section. Indeed, one immediately notices the primary constraints for the conjugate momenta
pn =
∂L
∂q˙n
= Kn(q
n) , φn(q
n, pn) = pn −Kn(qn) , (239)
whose brackets {qn, pm} = δnm are now canonical. The reader is thus invited to pursue the constraint
analysis of this system, to conclude that these primary constraints φn = 0 already exhaust all the con-
straints of the system, that these constraints are all second-class and are solved precisely by reducing
the conjugate momenta pn = Kn(q
n), and that finally the reduced description based on the relevant
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Dirac brackets is nothing else than the Hamiltonian formulation identified above in terms of the phase
space {qn}, the Hamiltonian H(qn) = V (qn) and the brackets {qn, qm} = (K−1)nm. Note that in the
case of bosonic degrees of freedom qn, the regularity of the antisymmetric tensor Knm requires an even
number of coordinates qn, as befits indeed any bosonic phase space.
Among possible examples of such systems of great interest, the most obvious one is certainly
the Dirac Lagrangian density for a Dirac spinor in whatever spacetime dimension,
L = ψ¯ (iγµ∂µ −m)ψ , (240)
ψ being the Dirac spinor with ψ¯ = ψ†γ0, m the mass of its quanta, and γµ the usual Dirac matrices
obeying the Clifford-Dirac algebra {γµ, γν} = 2ηµν . This system is thus already in its Hamiltonian
form. Note however that its degrees of freedom ψ(xµ) are now Grassmann odd quantities, hence
leading to a Grassmann odd graded bracket structure, whose canonical quantization requires now
anticommutation relations rather commutation ones.
First-class constraints and gauge invariance
After explicit resolution of any second-class constraints, the constrained Hamiltonian dynamics
is characterized in terms of a phase space of coordinates zA whose bracket structure is generally of
the form
{zA, zB} = CAB(zA) , (241)
and whose time evolution is generated by a total Hamiltonian
HT = H + λ
αφα , (242)
where the first-class Hamiltonian H and constraints φα thus obey the bracket algebra
{H,φα} = Cαβφβ , {φα, φβ} = Cαβγφγ , (243)
Cα
β and Cαβ
γ being specific quantities which, in a general situation, may even be functions of phase
space. The functions λα(t) are totally arbitrary, and thus parametrize an intrinsic freedom active
within the system and directly related to the existence of the first-class constraints.
Given the above simple example of second-class constraints suggested as an exercise, it should
be clear now that this whole information may also be encoded into the specification of a Hamiltonian
variational principle based on the following first-order action
S[zA;λ
α] =
∫
dt
[
z˙AK
A(zA)−H(zA)− λα(t)φα(zA)
]
, (244)
where the functions KA(zA) are such that
∂KB
∂zA
− ∂K
A
∂zB
=
(
C−1
)AB
. (245)
Hence, from that point of view, the functions λα(t) are nothing but Lagrange multipliers for the
first-class constraints φα = 0. But then what is the meaning of the existence of these first-class
constraints?
We shall now argue to establish that first-class constraints are the generators of local gauge
symmetries of such a system, namely transformations of the phase space degrees of freedom zA and
the functions λα leaving the equations of motion invariant and whose parameters are local functions
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of time (or spacetime in the case of local field theories). The most direct way to establish this fact is
by considering the following infinitesimal variations generated by the constraints
δζzA = {zA, ζαφα(zA)} , δζλα = λ˙α + λγζβCβγα − ζβCβα , (246)
where ζα(t) are arbitrary time dependent infinitesimal parameters. By direct substitution into the
first-order action (244), one then finds that indeed this action is invariant up to a surface term,
δζS =
∫
dt
d
dt
[
ζα
(
KACAB
∂φα
∂zB
− φα
)]
, (247)
(which may vanish for an appropriate choice of boundary conditions, though this is by no means a
necessary requirement), so that the Hamiltonian equations of motion are invariant. Hence indeed, the
transformations (246) do define local gauge symmetries of the system.
Alternatively, let us consider a set of initial data lying within the constraint hypersurface and
let them evolve in time given two different choices λα1 (t) and λ
α
2 (t) for the Lagrange multipliers.
Accordingly, the change in the phase space variables zA associated to an infinitesimal time interval δt
for each choice is
δ1zA = {zA,H + λα1φα}δt , δ2zA = {zA,H + λα2φα}δt , (248)
so that the corresponding phase space trajectories differ in such a way that
δ2zA − δ1zA = {zA, (λα2 − λα1 )δtφα} = (λα2 − λα1 )δt {zA, φα} . (249)
However, since the choice for the Lagrange multipliers λα(t), which directly partake in the time
dependency of the system dynamics, is totally arbitrary, the physical content and interpretation of the
associated description should be equivalent irrespective of that choice. In other words, different choices
of λα(t) are to be viewed as defining transformations between different phase space trajectories within
the constraint hypersurface which describe one and the same physical configuration of the system.
Namely, the freedom related to the choice in λα is nothing but a local gauge symmetry freedom. As
the transformations (246) establish, this gauge freedom is also the one which is generated by all first-
class constraints within the Hamiltonian formulation of the system. In particular, it thus appears,
from (249), that the freedom in the choice of Lagrange multipliers λα(t) is nothing but the freedom
that the system affords to include within its time evolution the possibility to also effect arbitrary gauge
transformations as the system proceeds along one of its physically equivalent phase space trajectories
within the constraint hypersurface. The Lagrange multipliers simply parametrize the freedom in local
gauge transformations available throughout the time evolution of the system.
Having established the consistency of the gauge symmetry interpretation of the action of the
first-class constraints φα, it now appears that the algebra (243) of these quantities is nothing but the
local Hamiltonian gauge symmetry algebra, with structure coefficients Cαβ
γ ,
{φα, φβ} = Cαβγ φγ . (250)
In case these coefficients are in fact constant, one says that the algebra is closed, whereas otherwise
it is open. In the latter case, this implies that one is in fact dealing with an algebraic structure in a
strict sense provided only gauge transformed quantities are restricted onto the constraint hypersurface.
Indeed, given gauge transformations associated to two independent sets of gauge parameters ζα1 (t) and
ζα2 (t), the commutator of the bracket induced transformations of any phase space quantity f is such
that, using Jacobi’s identity,
[δζ1 , δζ2 ] f = {f, {ζα1 φα, ζβ2 φβ}} = {f, ζα1 ζβ2Cαβγφγ} ≈ ζα1 ζβ2Cαβγ{f, φγ} . (251)
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Finally, not only do phase space configurations and trajectories of the system fall into gauge
equivalence classes in this manner, each such class being associated to a distinct physical configuration
of the system, but a likewise classification of physical phase space observables as the gauge equivalence
classes of first-class quantities is also relevant. Indeed, given any first-class quantity f such that
{f, φα} = fαβ φβ , (252)
clearly this property is preserved through time evolution since the total Hamiltonian HT = H +λ
αφα
is first-class, while it also implies that all its gauge equivalent representations are all of the form
f + χαφα for some coefficient functions χ
α(zA). Hence, gauge invariant physical observables of the
system are nothing but the gauge equivalence classes of first-class quantities, whose time evolution is
well defined and independent of the choice of Lagrange multipliers λα(t), as it should since the latter
parametrize gauge transformations throughout the time history of the system. Obvious examples of
such gauge invariant physical observables are the first-class Hamiltonian H, the first-class constraints
φα which must vanish for physical configurations, and thus also the total Hamiltonian HT , which takes
values independent of λα(t) for physical configurations.
A few final remarks are in order.[10] First, it should be stressed that even though there is in
general a correspondence between Lagrangian and Hamiltonian local gauge invariances, there is by no
means any necessity that the corresponding algebraic structures should be identical. The example of
the scalar relativistic particle to be discussed hereafter provides an illustration. Furthermore, it may
be that given the complete Hamiltonian formulation of the system, a specific choice for some of the
Lagrange multipliers is implicitly made before the reduction of some conjugate momenta is effected
in order to obtain a particular Lagrangian formulation of the same dynamics. In such a case, this
Lagrangian shares only part of the original gauge freedom of the Hamiltonian formulation, with a
specific correspondence between these gauge symmetries, rather than an identity, given the effected
partial reduction of phase space. Likewise, if one fails to notice that some of the original configuration
space degrees of freedom are in fact Lagrange multipliers for some constraints, and thus applies an
analysis of constraints for the associated trivial conjugate momenta, one obtains further first-class
constraints expressing the Lagrange multiplier character of that sector of the system. As a matter of
fact, such redundant features may be gauged away without compromising the genuine dynamics of the
system, leading in fine to the fundamental or basic Hamiltonian formulation[10] of a gauge invariant
system. The above considerations also indicate how a same gauge invariant system may in fact possess
quite a number of distinct Hamiltonian and Lagrangian formulations. Only a complete analysis of its
constraints can uncover its actual basic Hamiltonian formulation.
Finally, let us also stress that those gauge symmetries generated by the first-class constraints
are small Hamiltonian gauge transformations, namely are transformations which belong to the same
homotopy class as the identity transformation, being continuously connected to the latter. Systems
may also be invariant under large gauge transformations, namely gauge symmetries whose parameters
are (space)time dependent functions but such that nonetheless the associated transformations are not
continuously connected to the identity and thus belong to a homotopy class of the gauge symmetry
group different from the identity class. In considering the Hamiltonian formulation of gauge invariant
systems, whereas its small gauge transformations are directly accounted for through the first-class
constraints, invariance under large gauge transformations, if relevant, has to be enforced separately.
To conclude this section, let us invite the reader to develop the analysis of constraints of a pure
nonabelian Yang-Mills theory, whose Lagrangian density is
L = −1
4
F aµνF
aµν , F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν , (253)
Aaµ(x
µ) being the gauge field vector associated to the nonabelian compact Lie algebra of structure
constants fabc such that [T a, T b] = ifabcT c, and g the gauge coupling constant. Such an analysis is
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quite instructive, for instance in what concerns the Lagrange multiplier status of the time component
Aa0 of the gauge vector potentials and the identification of the basic Hamiltonian formulation of such
a system.
As a particularization of pure Yang-Mills theory, it is also instructive to consider its dimen-
sional reduction to 0+1 dimensions,[23] namely to a gauge invariant mechanical system, leading to a
Lagrangian of the form
L(qai , q˙
a
i ) =
1
2g2
[
q˙ai + f
abcλbqci
]2
− V (qai ) , V (qai ) =
1
2
ω2 (qai )
2 , (254)
V (qai ) being a gauge invariant potential, such as the quadratic one indicated. In fact, upon dimensional
reduction the pure Yang-Mills Lagrangian density (253) leads to quartic terms in the potential, which
may be ignored without spoiling gauge invariance in 0+1 dimensions. The advantage of the quadratic
choice is that usual harmonic oscillator techniques enable an explicit resolution, even at the quantum
level, of this gauge invariant system, in particular with the identification of its gauge invariant physical
spectrum.
5.2 The relativistic scalar particle
As a useful guide illustrating the discussion which is to follow later on, let us present now in detail
the analysis of constraints for a interesting though simple enough system, namely the relativistic
scalar massive particle.[10] When discussing that system, we shall take for the Minkowski spacetime
metric the signature ηµν = diag (−++...++) in a D-dimensional spacetime, µ, ν = 0, 1, 2 · · · ,D− 1.
Furthermore, this system possesses two well known action principle formulations, one leading to linear
equations of motion, the other to nonlinear equations. We shall consider here the linear formulation
and indicate its relation to the nonlinear one where appropriate.
The action principle
Wishing to construct a manifestly spacetime Poincare´ covariant formulation of the particle’s
trajectories, one has to consider its spacetime history in terms of a parametrized world-line xµ(τ)
spanning some initial and final spacetime positions xµi and x
µ
f . Nonetheless, the physics of the system
should be independent not only of the spacetime reference frame used, namely Poincare´ invariant,
but it should also be independent of the world-line τ parametrization used, namely invariant under
arbitrary world-line reparametrizations or diffeomorphisms. The latter include transformations
τ → τ˜ = τ˜(τ) , xµ(τ)→ x˜µ(τ˜) = xµ(τ) (255)
which either preserve the world-line orientation, or reverse it. Clearly, the former class of transforma-
tions defines an ensemble of small gauge transformations, whereas the latter one an ensemble of large
gauge transformations. In particular, the quotient of the group of world-line diffeomorphisms by its
connected identity homotopy component is isomorphic to the group Z2 of two elements. This quotient
group is also known as the modular group.
Hence, given these two general requirements, the action of the system should be both a spacetime
and a world-line scalar. Form the latter point of view, the spacetime coordinates xµ(τ) are nothing
but scalar “field” degrees of freedom on the world-line. One way to construct a world-line scalar
action is to couple in an invariant manner these degrees of freedom to an intrinsic world-line metric
g(τ) = e2(τ), e(τ) being the intrinsic world-line einbein. Consequently, the action reads as
S[xµ, e] =
∫ τf
τi
dτ L(x˙µ, e) , (256)
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with
L(x˙µ, e) =
√
g
[
1
2
g−1x˙µx˙νηµν − 1
2
m2
]
=
1
2
|e|−1x˙2 − 1
2
|e|m2 . (257)
Here, m > 0 stands for a parameter with the dimension of mass, which will indeed turn out to corre-
spond to the particle’s mass. At this stage however, it appears to play the role of a one-dimensional
cosmological constant for this metric theory, i.e., a theory of gravity on the one-dimensional world-
line. Note also that the requirement of Poincare´ invariance, in particular under spacetime translations,
forbids any term dependent on the coordinates xµ rather than its τ -derivatives. Finally, a dot above
a quantity denotes a τ -derivative, since the parameter τ is to be viewed as the time evolution param-
eter of the system’s dynamics. Nevertheless, the actual physical time is the measurement of the time
component x0 of the particle’s spacetime trajectory. It is the requirement of a manifestly Poincare´
covariant formulation which necessitates the gauge symmetry in world-line reparametrizations, but
this latter symmetry also allows to obtain a description which, physically, is independent of the world-
line parametrization. Only the gauge invariant relations between the components of the particle’s
trajectory xµ(τ) are physically relevant.
The above action provides the linear formulation of the system, since the ensuing equations of
motion are linear, as is easily established. From the world-line point of view, Poincare´ invariance
defines an internal global symmetry whose Noether charges are given by
Pµ =
∂L
∂x˙µ
, Mµν = Pµxν − Pνxµ , (258)
for the particle’s energy- and orbital angular-momentum, respectively. In particular, the Euler-
Lagrange equations of motion are nothing but the statement of the conservation of the Noether
energy-momentum of the particle, dPµ/dτ = 0, for which we leave it as a straightforward exercise to
construct the solutions given the above choice of boundary conditions.
On the other hand, under world-line diffeomorphisms, in addition to the transformations (255),
the einbein variation is
e˜(τ˜) =
dτ
dτ˜
e(τ) . (259)
In infinitesimal form, one then finds
τ˜ = τ − η(τ) , δηxµ = x˜µ(τ)− xµ(τ) = ηx˙µ(τ) , δηe(τ) = d
dτ
(η(τ)e(τ)) , (260)
so that the algebra of small Lagrangian gauge symmetries is given by
[δη1 , δη2 ] = δη1 η˙2−η2η˙1 . (261)
Note that this algebra of Lagrangian diffeomorphisms is nonabelian.
The Hamiltonian formulation
Turning to the Hamiltonian formulation, phase space is equipped with the canonical brackets
{xµ(τ), Pν(τ)} = δµν , {e(τ), πe(τ)} = 1 , (262)
with the conjugate momenta
Pµ(τ) =
∂L
∂x˙µ(τ)
, πe(τ) =
∂L
∂e˙(τ)
= 0 , (263)
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hence leading to the primary constraint πe = 0. Note that this constraint actually follows from the
fact that e(τ) is a Lagrange multiplier for a constraint, as the forthcoming analysis will confirm. The
canonical Hamiltonian is
H0 = x˙
µPµ + e˙πe − L = 1
2
|e| [P 2 +m2] . (264)
The primary Hamiltonian is thus
H∗ =
1
2
|e| [P 2 +m2]+ uπe , (265)
u being some a priori unknown function. Consistent time evolution of the primary constraint πe = 0
then requires
π˙e = {πe,H∗} = − (sign e) 1
2
[
P 2 +m2
]
, (266)
thus leading to the secondary constraint
φ =
1
2
[
P 2 +m2
]
= 0 . (267)
However, requiring the consistent time evolution of this second constraint does to lead to any further
condition, nor any restriction on the associated functions defining the contribution of the linear com-
bination of the constraints to the total Hamiltonian. Hence, the complete set of constraints is given
by πe = 0 and φ = 0, which are first-class since
{πe, πe} = 0 , {πe, φ} = 0 , {φ, φ} = 0 . (268)
The Hamiltonian dynamics is thus generated by the total Hamiltonian
HT =
1
2
[
|e|+ λ˜
] [
P 2 +m2
]
+ uπe , (269)
where u(τ) and λ˜(τ) are the associated Lagrange multipliers. Correspondingly, the first-order action
is
S[xµ, Pµ; e, πe; λ˜, u] =
∫ τf
τi
dτ
[
x˙µPµ + e˙πe − 1
2
[
|e|+ λ˜
] [
P 2 +m2
]− uπe
]
. (270)
However, this form makes it obvious that the (e, πe) sector may be decoupled altogether, since
in fact the einbein |e| indeed may be absorbed into the definition of the Lagrange multiplier for the
first-class constraint φ = 0, exactly as was anticipated above. Setting then u = e˙ and λ = |e|+ λ˜, one
finally reaches the basic Hamiltonian formulation of the relativistic massive scalar particle in the form
the first-order action
S[xµ, pµ;λ] =
∫ τf
τi
dτ [x˙µPµ − λφ] =
∫ τf
τi
dτ
[
x˙µPµ − 1
2
λ
[
P 2 +m2
]]
. (271)
The (e, πe) sector has indeed been decoupled, leaving over only one first-class constraint φ = (P
2 +
m2)/2 whose Lagrange multiplier λ should thus play the same role as that of the world-line einbein, as
shall be confirmed hereafter. Furthermore, phase space consists solely of the sector of spacetime degrees
of freedom (xµ, Pµ) with the previous canonical Poisson brackets, while the first-class Hamiltonian
H vanishes identically, H = 0, as befits any reparametrization invariant theory since H ought to
be the generator of time reparametrizations. Hence, since the total Hamiltonian is only given by
the first-class constraint, HT = λφ, the latter should also correspond to the generator of world-line
reparametrizations in the Hamiltonian formulation, an expectation confirmed below.
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The Hamiltonian equations of motion are simply
x˙µ = λPµ , P˙µ = 0 , P
2 +m2 = 0 . (272)
Performing the Hamiltonian reduction of the momenta Pµ = x˙µ/λ, a substitution in (271) then finds
S[xµ;λ] =
∫ τf
τi
dτ
[
1
2
λ−1x˙2 − 1
2
λm2
]
, (273)
namely precisely the original Lagrangian action in the linear formulation, with the Lagrange multiplier
λ playing now the role of the einbein degree of freedom, except for the fact it is no longer the absolute
value of the einbein that appears in the action. Consequently, the Hamiltonian formulation of the
system is not invariant under the large gauge symmetries of the original Lagrangian formulation. This
gauge symmetry will have to be enforced separately at the end of the analysis, whether at the classical
level or after its canonical quantization.
Note that when also solving for the constraint P 2 +m2 = 0 after the Hamiltonian reduction,
namely with λ =
√−x˙2/m, finally the action reduces to
S[xµ] = −m
∫ τf
τi
dτ
√
−x˙2 . (274)
In fact, this action provides the nonlinear formulation of the same system, in which the total world-line
length between its boundary points is measured this time in terms of the metric induced on the world-
line by the spacetime Minkowski metric in which the world-line is embedded through the functions
xµ(τ), rather than the intrinsic metric defined through the choice of einbein e(τ) or λ(τ). The reader
is invited to consider the analysis of constraints starting from this nonlinear formulation. Among other
results, it follows that the constraint φ = [P 2 +m2]/2 then appears immediately as a primary con-
straint, with a vanishing canonical Hamiltonian, and that no further constraints arise. Hence, the same
basic Hamiltonian formulation as the one above is recovered, providing an explicit illustration of the
fact that the primary and secondary character of constraints depends on the Lagrangian formulation
used, and that gauge invariant systems possess different though physically equivalent Lagrangian and
Hamiltonian formulations, but only a single basic Hamiltonian one. Note however that the nonlinear
formulation applies only to massive particles, whereas the linear one remains valid even for massless
particles.
The sole first-class constraint of the system, φ = [P 2 +m2]/2 = 0, is the generator of a local
Hamiltonian gauge symmetry of the system, which can but only correspond to small world-line dif-
feomorphisms. To establish the exact correspondence, let us consider the infinitesimal Hamiltonian
gauge transformations,
δǫx
µ = {xµ, ǫφ} = ǫPµ , δǫPµ = 0 , δǫλ = ǫ˙ , (275)
where ǫ(τ) is an arbitrary infinitesimal function, which must vanish at the end points, ǫ(τi,f ) = 0,
when enforcing the above choice of boundary conditions for the particle’s trajectory. Given these
expressions, the associated finite transformations are readily found to be
x′µ(τ) = xµ(τ) + h(τ)Pµ(τ) , P ′µ(τ) = Pµ(τ) , λ′(τ) = λ(τ) +
dh(τ)
dτ
, (276)
h(τ) being an arbitrary function such that h(τi,f ) = 0 when enforcing the above boundary conditions,
as may easily be confirmed by checking the invariance of the action (271). Given these results, we may
now consider their relation to the reparametrization gauge symmetry in the Lagrangian formulation.
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First, notice that contrary to the Lagrangian diffeomorphism algebra which is nonabelian, the
Hamiltonian one is abelian, {φ, φ} = 0, on account of the antisymmetry property of Poisson brackets.
Consequently, these two algebraic structures are not identical, even though there is a unique corre-
spondence, but no identity, between the relevant transformations of the degrees of freedom. Indeed,
given the above finite Hamiltonian reparametrization with parameter h(τ), the corresponding finite
Lagrangian reparametrization such that τ = f(τ˜) is constructed from the relation[10]
h(τ) =
∫ f(τ)
τ
dτ ′ λ(τ ′) , (277)
with in particular f(τi,f ) = τi,f and h(τi,f ) = 0 when enforcing the boundary conditions x
µ(τi,f ) = x
µ
i,f .
In the case of infinitesimal transformations such that f(τ) = τ + η(τ), this correspondence reduces to
ǫ(τ) = λ(τ) η(τ) , (278)
possibly with the conditions ǫ(τi,f ) = 0 = η(τi,f ). Hence, the advocated one-to-one correspondence but
not necessarily identity between Lagrangian and Hamiltonian small gauge symmetries is established for
this particular system. As a matter of fact, such a correspondence remains valid for reparametrization
invariant theories in whatever dimension, thus including general relativity. In contradistinction in
the case of nonabelian Yang-Mills theories, this correspondence between the two classes of gauge
symmetries becomes in fact an identity, since the relevant gauge symmetries are then internal ones,
independent of the spacetime evolution of the system.
The total proper-time, or proper-length, of the particle’s trajectory for the specified boundary
conditions,
γ =
∫ τf
τi
dτ λ(τ) , (279)
is indeed also a gauge invariant quantity. In fact, it is the sole gauge invariant degree of freedom in
the Lagrange multiplier sector, and characterizes the different metric structures that may be defined
on the world-line. Let us thus refer to it as the Teichmu¨ller parameter of the system.[10] As such, it
also appears explicitly in the solutions to the equations of motion, given by
xµ(τ) = xµi +
∆xµ
γ
∫ τ
τi
dτ ′ λ(τ ′) , Pµ(τ) =
∆xµ
γ
, ∆xµ = xµf − xµi , (280)
while the constraint P 2 +m2 = 0 requires that√
− (∆x)2 = m|γ| . (281)
Note how the choice of Lagrange multiplier indeed parametrizes the freedom in the choice of world-
line parametrization, hence the gauge freedom of the system. Given this solution, the gauge invariant
content of the spacetime sector of the formulation may also be identified. Thus the spacetime trajectory
is given by
~x(x0) = ~xi +∆~x
x0 − x0i
∆x0
, (282)
which is indeed a gauge invariant relation, independent of the choice of world-line parametrization in
τ . Only the specific relation between the physical time x0 and the world-line evolution parameter τ
is gauge dependent and thus dependent on the choice of Lagrange multiplier or world-line einbein,
namely
x0(τ) = x0i +
∆x0
γ
∫ τ
τi
dτ ′ λ(τ ′) . (283)
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Note also that the above solution for the energy-momentum of the particle shows that positive
(respectively, negative) values for the quantity γ correspond to the propagation forward (respectively,
backward) in time of the particle, namely in a quantum parlance, to a particle (respectively, antipar-
ticle) as opposed to its antiparticle (respectively, particle). This brings us back to the issue of large
gauge symmetries, which are not realized in the Hamiltonian formulation. Clearly, large world-line
diffeomorphisms induce a change of orientation in the world-line, hence a change of sign of the einbein
e(τ) or Lagrange multiplier λ(τ), and thus also of the Teichmu¨ller parameter γ. Consequently, the Z2
modular group of orientation reversing diffeomorphisms modulo orientation preserving ones, namely
the class of large gauge transformations, acts on Teichmu¨ller space simply as γ → −γ, thereby dis-
tinghuishing a particle description as opposed to its antiparticle.[10] Invariance under these modular
transformations of the Teichmu¨ller parameter thus needs to be enforced when considering specific
configurations of the unoriented scalar particle. Positive energy solutions then propagate forward in
time with the modular invariant restriction γ > 0.
5.3 Gauge fixing, reduced phase space and Gribov problems
Faddeev’s reduced phase space
The redundant degrees of freedom inherent to the gauge symmetries of a constrained dynamics
are certainly a challenge to the proper gauge invariant quantization of such systems. A priori, one
possible approach would be first to solve for the gauge constraints φα, and only then quantize the
reduced phase space degrees of freedom, which are certainly then physical since no gauge symmetry
freedom remains. Let us then introduce a set of gauge fixing conditions Ωα = 0 whose number is equal
to that of the first-class constraints φα (note that this requires the set of first-class constraints to be
irreducible, namely locally linearly independent), and which are such that the matrix of brackets of
this whole set of constraints is regular,
det {Ωα, φβ} 6≈ 0 . (284)
In other words, by introducing the additional conditions, the whole set of constraints has been turned
into second-class ones.
That such restrictions “freeze” or fix the gauge symmetries of the system may be seen from
complementary points of view. First, consider arbitrary infinitesimal gauge transformations of the
gauge fixing conditions
δζΩα = {Ωα, ζβφβ} . (285)
Thus, if the condition (284) is met, there do not exist infinitesimal gauge transformations leaving the
gauge fixing conditions invariant, namely the only solution to the equations δζΩα = 0 is trivial, ζ
α = 0.
In other words, the conditions Ωα = 0 do indeed fix the gauge freedom, albeit for small infinitesimal
gauge transformations only. From an alternative point of view, consider now the time evolution of
these conditions,
dΩα
dt
≈ ∂Ωα
∂t
+ {Ωα,H}+ {Ωα, φβ}λβ . (286)
Thus once again, if the condition (284) is met, the requirement that the gauge fixing conditions Ωα = 0
remain valid at all times implies the unique determination of the Lagrange multipliers λα(t). Since
these functions are known to parametrize the gauge freedom of the system throughout its time history,
it thus follows that the conditions Ωα = 0 imply a specific choice for these functions, namely a specific
gauge fixing of the system.
Consequently, it appears that conditions Ωα = 0 such that (284) is obeyed imply a gauge
fixed formulation of the system, in which all the redundant features inherent to such symmetries are
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explicitly resolved. The latter is simply achieved by working out the Dirac brackets associated to the
condition (284) and to the second-class constraints Ωα = 0 = φα. The ensuing reduced phase space
description based on these Dirac brackets is known as Faddeev’s reduced phase space formulation
of gauge invariant theories.[24] Only gauge invariant physical degrees of freedom remain dynamical
within such a formulation.
As an explicit illustration, let us consider again the relativistic scalar particle, with the gauge
fixing condition
Ω = x0(τ)−
[
x0i +
∆x0
∆τ
(g(τ) − τi) + h0(τ)P 0(τ)
]
, (287)
with of course ∆τ = τf − τi. Here, g(τ) (respectively, h(τ)) is some arbitrary function such that
g(τi,f ) = τi,f (respectively, h(τi,f ) = 0). From previous results for this system, it is clear that
g(τ) parametrizes the gauge freedom in the choice of world-line parametrization, whereas h0(τ)
parametrizes an arbitrary finite small gauge transformation of this gauge fixing condition. Conse-
quently, the final reduced phase space description associated to this choice should be independent of
these two functions.
Since for a massive particle,
{Ω, φ} = P 0 6= 0 , φ = 1
2
[
P 2 +m2
]
= 0⇒ P 0 = η
√
~P 2 +m2 , η = ±1 , (288)
the two conditions Ω = 0 = φ together indeed define a set of second-class constraints. Solving then for
the time component degrees of freedom x0(τ) and P 0(τ) from these two constraints, the Dirac brackets
for the space components are readily determined to coincide with the original canonical brackets,
{xi(τ), Pj(τ)}D = δij . (289)
The evolution of the system in terms of the physical time x0 rather than the world-line parameter τ
is then generated by the reduced Hamiltonian
Hreduced = η
√
~P 2 +m2 , (290)
so that for any observable F on this reduced phase space,
dF
dx0
=
∂F
∂x0
+ {F,Hreduced}D . (291)
All the gauge dependent features are indeed no longer involved in this gauge fixed description of the
system. Rather, they only appear in the gauge dependent relations, namely the τ parametrization of
the physical time,
x0(τ) = x0i +
∆x0
∆τ
[g(τ) − τi] + h0(τ)P 0(τ) , (292)
in which the energy degree of freedom is given by
P 0(τ) = η
√
~P 2(τ) +m2 , η = ±1 , (293)
as well as the choice of world-line einbein and Teichmu¨ller parameter,
λ(τ) = η
∆x0
∆τ
g˙(τ)√
~P 2(τ) +m2
+ h˙0(τ) , γ = η
∆x0
∆τ
∫ τf
τi
dτ
g˙(τ)√
~P 2(τ) +m2
, (294)
in ways that are totally in agreement with the role played by the functions g(τ) and h0(τ) and the
gauge transformation properties of these quantities (the quantity P 0(τ) is gauge invariant on its own
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already). Note that for configurations solving the equations of motion, we always have γ = ∆x0/P 0,
which is indeed independent of the functions g(τ) and h0(τ), as it should.
Admissible gauge fixing and Gribov problems
In order to properly assess[10] what any gauge fixing procedure actually achieves, it is necessary
to better understand the redundancy features inherent to the gauge symmetry properties related to
the first-class constraints. For this purpose, let us consider the whole of phase space {zA(t)} together
with the set of Lagrange multipliers λα(t), thus defining a large space of functions. Small gauge
transformations generated by the first-class constraints directly act on that space, thereby organizing
it into a whole set of disjoint gauge orbits without any intersections. The space of all such gauge
orbits is nothing but the quotient of the whole space {zA, λα} by the action of the small local gauge
symmetry, and thus represents the ensemble of all physically distinct gauge invariant configurations
possibly accessible to the system throughout its time evolution history. What one would in fact hope
to be feasible should be the dynamical description of the system, as well as its quantization, on that
quotient space of gauge orbits, rather than the space {zA, λα} with all its inherent redundancy features
related to the gauge transformations acting on it. In practice however, the topology and analytical
properties of the space of gauge orbits are just too intricate to contemplate such an approach towards
gauge invariant dynamics.
Hence, the basic idea of gauge fixing is to identify within the original space {zA, λα} a subset
chosen in such a way that each of its elements is just one and only one representative for each of all
the possible gauge orbits of the system. Namely, any gauge fixing should in effect implicitly define
some gauge slicing of the space {zA, λα} which would intersect each of its gauge orbits once and only
once. Provision can be made for those cases in which the gauge slice intersects some gauge orbits
more than once, but then in such a manner that the gauge slice and its intersections are counted with
an orientation leading in fine to an effective count of intersections which still adds up to a single one.
Clearly, when such a gauge fixing is achieved, it is an admissible one, meaning that the dynamics of
the system reduced onto the gauge slice is totally equivalent to the original dynamics formulated either
on the space of gauge orbits or equivalently within the space {zA, λα} with proper account for the
gauge symmetries. Clearly, in order to assess whether a given gauge fixing procedure is admissible, it
is imperative first to properly identify the space of gauge orbits of the system and its characterization
in terms of gauge invariant quantities constructed from the variables {zA, λα} and which may then
serve as coordinates parametrizing the space of gauge orbits.
In practice however, given some gauge fixing procedure, namely a restriction on the variables
{za, λα} which in effect “freezes” the gauge freedom of the system and leads thereby to an effective
reduced phase space formulation involving then physical degrees of freedom only (Faddeev’s reduced
phase space being the archetype example), there is no guarantee whatsoever that an admissible gauge
fixing is achieved. Indeed, any such gauge fixing procedure in effect singles out through some gauge
slicing a certain subset of the space {zA, λα} for which no gauge freedom is left. This gauge slice
intersects the gauge orbits in a certain manner specific to the gauge fixing procedure, which may be
characterized in terms of a specific covering of the space of gauge orbits.[10] By covering is meant a
certain domain or subset of that space, as well as some measure over that domain which represents
the possibly multiple degeneracy in the count of intersected orbits. Due to the gauge invariance
properties of the original formulation of the system, this covering of the gauge orbits induced by some
gauge fixing procedure is all that is relevant for the characterization of that gauge fixing. Two gauge
fixing procedures leading to an identical covering of the space of gauge orbits are thus said to be
gauge equivalent. The dynamical descriptions achieved through two gauge equivalent gauge fixings
are physically equivalent.
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However, gauge fixing procedures leading to different coverings of the space of gauge orbits imply
dynamical descriptions of the system which are not physically equivalent, even though they both are
gauge invariant. In particular, it is only for an admissible covering, namely a gauge fixing which in
effect singles out each of the gauge orbits once and only once, that the associated gauge invariant
dynamics is physically equivalent to that of the original system.
Whenever a gauge fixing procedure is not admissible in this very specific sense, it is said to suffer
from a Gribov problem.[25] In fact, one ought to distinguish two types of Gribov problems.[10] The
Gribov problem of type I is of a local character, and occurs whenever among the selected gauge orbits
some are selected more than once, thereby leading to an overcount of the corresponding physical
configurations accessible to the dynamics. Likewise, the Gribov problem of type II is of a global
character, and occurs whenever some of the gauge orbits are not selected by the gauge fixing procedure,
thereby forbidding the system to dynamically access some of its physical configurations. In other words,
a Gribov problem of type I occurs whenever some gauge orbits are counted more than once (relative
to the others), while a Gribov problem of type II occurs when some orbits are not counted at all.
By definition, an admissible gauge fixing is one which does not suffer a Gribov problem of either
type. However, an arbitrarily chosen gauge fixing procedure may suffer a Gribov problem of type I
or of type II, or even of both types, in which case it is not admissible. Even though any gauge fixing
procedure leads to a gauge invariant formulation of the system, when a Gribov problem arises the
gauge invariant dynamics which is being described is no longer that of the original system, since it no
longer includes the same set of physically distinct configurations accessible to the dynamics. In that
sense, one may say that it is only an admissible gauge fixing which is a physically correct gauge fixing,
even though any gauge fixing procedure with a Gribov problem leads nonetheless to a gauge invariant
description. Gauge invariance is not all there is to gauge invariant systems!
Consequently, whenever considering a given gauge fixing procedure, one must also determine
whether it is admissible or not, namely whether it suffers Gribov problems of type I and of type II.
This issue may be addressed only on a case by case basis.
As an illustration, let us consider Faddeev’s reduced phase space gauge fixing. It is often said in
the literature that the condition (284) is a sufficient condition for an admissible gauge fixing. However,
this is not correct, and in fact (284) defines only a necessary condition for admissibility, but not
necessarily a sufficient one. Indeed, as was discussed previously, (284) is necessary in order that a gauge
fixing be achieved for which small infinitesimal gauge transformations are fixed. Nevertheless, this still
allows the possibility of nontrivial small finite gauge transformations leaving invariant the gauge fixing
conditions, as indeed established by Gribov,[25] as well as large finite gauge transformations. Such
a possibility amounts to a gauge slicing in which some gauge orbits are intersected more than once,
even though when accounting for an oriented slicing the effective count of intersections may still be
acceptable.[26] Furthermore, (284) does not guarantee either that all gauge orbits are included at least
once. Hence, Faddeev’s gauge fixing procedure is far from being protected from Gribov problems of
either type, and in general does not lead to an admissible gauge fixing. The generic situation is indeed
that Faddeev’s reduced phase space approach is plagued by Gribov problems.[10, 27, 28] Even for a
system as simple as the relativistic scalar particle, it is shown below that this gauge fixing procedure
is not admissible, casting doubt on all other instances where it is being applied for reparametrization
invariant theories, namely theories of the gravitational interaction. In fact, this lack of admissibility
also applies to the quantization of nonabelian Yang-Mills theories.[25]
Other gauge fixing procedures have been developed over the years, the main reason being that
Faddeev’s approach usually breaks manifest Poincare´ invariance in field theory. This has led to
the so-called BRST-BFV Hamiltonian formulation of gauge theories,[10, 29] in which gauge fixing is
achieved in a different manner. Nonetheless, the issue of Gribov problems arises within that framework
as well,[10, 27, 28] and needs to be assessed on a case by case basis, a problem which requires a
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comprehensive understanding of the structure of the space of gauge orbits.
Hence, Gribov problems are subtle, difficult but essential features which must be addressed in
order to establish the admissibility of a chosen gauge fixing of any gauge invariant dynamics, whatever
the gauge fixing procedure being envisaged. Within the context of nonabelian Yang-Mills theories,
these issues do not affect any perturbative analysis of quantum properties, since perturbation theory
around the ground state amounts to a perturbation within the neighbourhood of vanishing fields, so
that the fixing of the small infinitesimal gauge symmetries should suffice. However, it is most likely
that nonperturbative phenomena should be highly dependent on Gribov problems, which must thus
be avoided in order to gain a genuine and physically correct understanding of such phenomena.
To conclude, let us reconsider the relativistic massive scalar particle. Given the small finite
gauge transformations (276) of the variables xµ(τ), Pµ(τ) and λ(τ) as well as the choice of boundary
conditions on the spacetime coordinates, xµ(τi,f ) = x
µ
i,f , it is clear that the Teichmu¨ller parameter γ
defines the coordinate labelling the space of gauge orbits within the space of Lagrange multipliers λ(τ).
Furthermore, it is readily established[10] that any gauge fixing procedure which induces an admissible
gauge fixing in the latter space also induces an admissible gauge fixing of the whole of the variables
{xµ(τ), Pµ(τ), λ(τ)} of the system. This remark thus provides a tool to assess the admissibility of
gauge fixing procedures: simply consider the inferred set of values for γ. Given Faddeev’s gauge fixing
associated to the choice (287), we found
γ = η
∆x0
δτ
∫ τf
τi
dτ
g˙(τ)√
~P 2(τ) +m2
. (295)
Since this expression implies the upper bound
|γ| ≤ |∆x
0|
m
, (296)
it is clear that this gauge fixing procedure suffers a Gribov problem of type II. Furthermore, it also
suffers a Gribov problem of type I, on account of the degeneracy in γ values as the system probes
all those physical configurations for which the function ~P 2(τ) remains identical.[10, 28] Note that by
construction of the gauge fixing procedure, these Gribov problems do not affect the actual classical
physical solution to the equations of motion, since the gauge slice always selects the gauge orbit to
which that solution belongs, given the chosen boundary conditions. Nevertheless, at the quantum
level, these Gribov problems imply that the physically correct quantum amplitudes are not obtained
for Faddeev’s reduced phase space gauge fixing of this system,[10, 28] as may easily be anticipated
from the point of view of the path integral representation of quantum amplitudes.
5.4 Dirac’s quantization
The canonical quantization of constrained dynamics, known as Dirac’s quantization,[8] amounts to the
canonical quantization of the basic Hamiltonian formulation of such systems as it has been developed
in the above presentation.[10] The space of quantum states |ψ > is a representation space for the
commutation relations of the basic phase space degrees of freedom operators zˆA in the Schro¨dinger
picture,
[zˆa, zˆB ] = i~CˆAB(zˆA) , (297)
with all the ensuing operator ordering issues whenever these brackets are noncanonical. Time evolution
of quantum states |ψ, t > is generated through the Schro¨dinger equation,
i~
d
dt
|ψ, t >= HˆT (t) |ψ, t > , HˆT (t) = Hˆ + λα(t)φˆα , (298)
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Hˆ and φˆα being the first-class Hamiltonian and constraint operators, while λ
α(t) are the associated
Lagrange multipliers which still play their role as a parametrization of the freedom in applying any
gauge transformation as the system evolves in time through the space of quantum states. If the chosen
operator ordering of composite quantities is anomaly free, namely if these operators retain their gauge
symmetry properties at the quantum level,
[Hˆ, φˆα] = i~Cˆα
β φˆβ , [φˆα, φˆβ ] = i~Cˆαβ
γφˆγ , (299)
with in particular the quantities Cˆα
β and Cˆαβ
γ , which could indeed be operators themselves in the
general case of an open algebra, standing to the left of the constraints in the r.h.s. of these commu-
tation relations, then the quantization of the system is consistent and compatible with its classical
gauge invariance properties. However, it could happen that this is not possible, in which case the
ensuing gauge anomaly terms appearing as additional contributions of order at least ~2 in the r.h.s. of
these commutation relations render the physical interpretation of the quantum theory at least prob-
lematic, if not inconsistent altogether. In the following discussion, it is assumed that a gauge covariant
quantization has been achieved.
The same issue arises for gauge invariant physical observables, namely for the operators to be
associated to first-class quantities. Here again, this gauge invariant status remains valid provided only
operator ordering makes it possible that the commutation relations are still given by the correspon-
dence principle,
[fˆ , φˆα] = i~fˆα
β φˆβ , (300)
given the classical bracket {f, φα} = fαβφβ. Examples of quantum physical observables are thus
the first-class Hamiltonian Hˆ and constraint φˆα operators. Consequently, in the same way as at
the classical level, physical observables are defined as being the gauge equivalence classes of first-
class operators under gauge transformations generated by the first-class constraints. The constraints
themselves belong to the trivial class.
So far, these issues are analogous to those that arise for the canonical quantization of an ordinary
system. For gauge invariant systems, the additional feature is that of gauge transformations generated
by the first-class constraints, under which physical configurations should remain invariant. Hence in the
quantized system, gauge invariant physical states are those quantum states which are left invariant by
small finite gauge transformations, namely which are annihilated by the first-class contraint operators,
φˆα |ψ, t > = 0 . (301)
Note that in some cases, this requirement proves to be too restrictive by not leaving over any state. A
weaker condition, which in fact is sufficient for a consistent physical interpretation, is that the matrix
elements of the constraint operators for physical states vanish identically,
< ψ, t|φˆα|χ, t >= 0 . (302)
Provided the constraint algebra is anomaly free, it is clear that these definitions of physical states
are consistent with the dynamics, namely the physical character of a state is preserved under time
evolution induced through the Schro¨dinger equation and the first-class total Hamiltonian operator HˆT .
In effect, Hˆ and φˆα are then commuting operators on the subspace of physical states. In particular,
the constraints themselves define gauge equivalence classes of physical observables of vanishing value
for physical states.
When the above programme is completed, one says that Dirac’s quantization of a constrained
system has been achieved. However, this still leaves open the issue of the quantum dynamics of such
systems, namely the description of the time dependency of the system which amounts to the under-
standing of the physical properties of the evolution operator associated to its Schro¨dinger equation.
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Clearly, the potential difficulty is that when considering the time propagation of quantum states, a
proper representation of the actual physical content of the system should include as the sole con-
tributing intermediate states only one quantum physical state for each of the possible gauge orbits.
However, the evolution operator based on the total Hamiltonian HˆT does also propagate all gauge
noninvariant states both as intermediate as well as external states. To put it within the framework
of the path integral representation of the evolution operator in which a summation over all possible
configurations is effected, the actual physical content should follow from an effective integration only
over the space of gauge orbits with an equal weight given to each orbit. Otherwise, quantum states
other than physical ones contribute to the propagator as intermediate states. This is the specific issue
which seems to require some gauge fixing procedure, with its potential Gribov problems as the generic
difficulty to be addressed on a case by case basis.
It is often claimed that the gauge fixed path integral representation, hence the gauge fixed
quantization, is independent of the gauge fixing procedure, whether for Faddeev’s reduced phase
space approach (the Faddeev theorem[10, 24]) or the BRST-BFV approach (the Fradkin-Vilkovisky
theorem[10, 29]). However, such a statement is misleading,[10, 27, 28] since what these theorems
in fact establish, and nothing more, is that the resulting path integral representations, and thus
also the associated quantized formulations of the system, are gauge invariant. Indeed, what a gauge
fixing procedure implies is a specific covering of the space of gauge orbits, so that gauge equivalent
gauge fixing procedures (whose induced coverings of gauge orbits are thus identical) do indeed lead to
identical quantum formulations and path integral representations. However for gauge nonequivalent
gauge fixings, thus inducing different coverings of gauge orbits, necessarily the corresponding quantized
formulations of the system, even though each is gauge invariant, are themselves different and thus not
physically nor gauge equivalent, thereby leading necessarily to different path integral representations,
since throughout its time history the system then explores a different set of physical configurations
which is left accessible to it through the gauge fixing procedure. It is only for the class of admissible
gauge fixings that the correct quantized and path integral formulation of the system is achieved. Any
other nonadmissible gauge fixing leads to a different quantized system, albeit always a gauge invariant
one.
As an explicit example of Dirac’s quantization, let us consider the relativistic scalar particle. Its
canonical quantization is defined by the Heisenberg algebra commutation relations, in the Schro¨dinger
picture,
[xˆµ, Pˆν ] = i~δ
µ
ν , xˆ
†
µ = xˆµ , Pˆ
†
µ = Pˆµ , (303)
while the first-class Hamiltonian and constraint are
Hˆ = 0 , φˆ =
1
2
[
Pˆ 2 +m2
]
. (304)
In the configuration space representation of the Heisenberg algebra, quantum states are thus described
by their wave function ψ(xµ; τ), which solves the Schro¨dinger equation
i~
∂ψ(xµ; τ)
∂τ
=
1
2
λ(τ)
[−~2∂2x +m2]ψ(xµ; τ) , (305)
λ(τ) being the einbein Lagrange multiplier. Hence, physical states, defined to be annihilated by the
reparametrization constraint φˆ|ψ, τ >= 0, or[−~2∂2x +m2] ψ(xµ; τ) = 0 , (306)
are independent of the world-line parameter τ , as they should indeed. Hence, once recovers the
fact that the single quantum relativistic scalar particle’s dynamics is governed by the Klein-Gordon
equation for its wave function in configuration space.
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Turning then to the quantum dynamics issue, it should be such that for the physical gauge
invariant states, their causal unitary quantum evolution operator be given by Feynman’s propagator
for a scalar field. However, unless an admissible gauge fixing of the above formulation is effected,
this is certainly not the result which one obtains from the above Dirac quantization of the relativistic
particle. For instance, following Faddeev’s reduced phase space approach based on the gauge fixing
condition (287), one may show[10, 27, 28] that the correct Feynman propagator indeed does not follow,
but rather that it suffers precisely the Gribov problems of type I and II which were already described
previously in relation to that choice of gauge fixing, namely a bounded integration over the space of
gauge orbits characterized by the finite range of Teichmu¨ller parameter values γ as well as a nonuniform
integration measure over those gauge orbits that are accounted for because of the degeneracy in the
obtained values for γ. In contradistinction, when an admissible gauge fixing is possible (as is the case
for this system within the BRST-BFV approach[10, 27, 28]), then the Feynman propagator is indeed
readily recovered, provided the role of large gauge transformations is also properly accounted for, as
shall be discuss hereafter. Hence, this simple example confirms the fact that the issue of admissibility
and Gribov problems is by no means a trivial and irrelevant one, since otherwise the correct gauge
invariant physical content of the system is not recovered.
5.5 Klauder’s physical projector:
gauge invariant quantum dynamics without gauge fixing
Given all the difficulties surrounding gauge fixing and Gribov problems, it is legitimate to ask whether
any gauge fixing is at all a necessity. In fact, it is possible, entirely within Dirac’s quantization
scheme and nothing more, to circumvent the problem simply by not addressing it, which is most
welcome given its most than intricate subtleties! Recall that at the classical level, the analysis of
constraints proceeded from the idea[9] that when starting from initial data lying within the constraint
hypersurface, namely starting from an initial physical state, time evolution must be such that at each
time increment one is projected back onto the constraint hypersurface, even though a priori it could
be that the complete dynamics generated by the total Hamiltonian could pull the physical trajectory
away from the physical subspace. Hence, the identification of the set of constraints makes sure that
physical trajectories stay within the physical subspace.
As commented above, this is precisely the issue which faces canonical quantization and quantum
dynamics induced by the quantum evolution operator associated to the Schro¨dinger equation, which
is thus given by the time-ordered exponential
U(t2, t1) = T e
− i
~
∫ t2
t1
dt HˆT (t) , HˆT (t) = Hˆ + λ
α(t)φˆα . (307)
A priori, this operator could be such that given some initial physical state, its time evolved product
would no longer lie within the physical subspace. However, in order to make sure that physical
states stay within that subspace, it would suffice to project them back onto that subspace using an
appropriate physical projection operator after each time increment.[9]
In fact, such a physical projector may readily be constructed.[9] Since the constraints φˆα are the
generators of small gauge transformations, small finite global symmetry transformations on the space
of quantum states are obtained from the operators
G(θα) = e−
i
~
θαφˆα , (308)
θα being the associated symmetry group parameters. Such an operator does indeed appear for each
time step in the above total evolution operator (307), the parameters then being the values λα(t)
at that time step, which effect an arbitrary symmetry transformation as the system evolves in time
through the first-class Hamiltonian Hˆ.
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Note that on account of the definition of physical states, the value (namely either the eigenvalue
or the expectation value) of the operatorsG(θα) acting on physical states is always unity, expressing the
gauge invariance of these states. In particular, the same property shows that when considered for such
states, in effect the complete evolution operator (307), which otherwise also propagates nonphysical
states, reduces to the unitary operator
e−
i
~
(t2−t1)Hˆ , (309)
irrespective of the choice for the Lagrange multipliers λα(t).
In order to define now the physical projector, clearly it suffices to consider all the small finite
symmetry transformations G(θα) summed over the space of all such transformations, namely
E =
∫
[dU(θα)] e−
i
~
θα φˆα , (310)
where [dU(θα)] stands for the normalized group invariant measure over the manifold of small finite
symmetry transformations (in the case of a compact Lie group, this is the Haar measure). Conse-
quently, one has
E
2 = E , E† = E , (311)
which are indeed the properties characteristic of a projection operator. Given this construction, it
should be clear that acting with E on any quantum state, all its gauge noninvariant components are
averaged out through the group integration, leaving over only its gauge invariant physical component.
Hence, E is indeed the physical projector of the system.[9] Furthermore, whenever of application,
large gauge transformations may also be included in its construction, so that a truly gauge invariant
projector onto all physical states invariant under small as well as large gauge transformations is
achieved.
This operator may now be used to construct the physical propagator or evolution operator of
the quantized system, which thus only propagates physical gauge invariant states, namely
Uphys(t2, t1) = U(t2, t1)E = EU(t2, t1)E = E e
− i
~
(t2−t1)Hˆ E
= E e−
i
~
(t2−t1)E HˆE E ,
(312)
where the different expressions follow from the properties of E as well as the fact that the operators
Hˆ and φˆα commute on the physical subspace. Clearly, this physical evolution operator obeys the
usual and necessary unitary and involution properties characteristic of such an operator generating
time evolution. Furthermore, given its very last representation, it obviously propagates physical states
only, both as external as well as intermediate states. The physical projector together with this physi-
cal propagator thus provide the complete answer to the issue of the genuine gauge invariant physical
quantum dynamics of a gauge invariant system. Nonetheless, the construction is entirely set only
within Dirac’s quantization framework, without any need for any gauge fixing procedure of any sort,
thereby avoiding from the outset the difficult issue of Gribov problems. In fact, the quantum dynam-
ical formulation is gauge invariant by construction, and in effect amounts precisely to an dynamics
over the space of gauge orbits with an admissible covering. The physical projector approach to the
gauge invariant dynamics is necessarily void of any Gribov problem,[30] maintains manifest Poincare´
covariance when present, and avoids all the technical difficulties of functional determinants, ghost
contributions and the like following from any gauge fixing procedure.
In addition, the method also extends[9] to second-class constraints, avoiding the difficulties often
raised by the quantization of Dirac brackets, as well as to reducible or nonregular constraints. Further-
more, following the usual time slicing route, it is also possible to set up path integral representations
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of matrix elements of the physical evolution operator and physical observables, leading to convenient
calculational methods complementary to the quantum operator ones.
As with all the general discussion of constrained systems, the above programme for the con-
struction of the physical projector must be considered and developed on a case by case basis. Its
explicit definition often requires specifications. For example,[9] if the spectrum of a constraint, say
φˆ, is continuous in the neighbourhood of its zero eigenvalue, the projector is not normalizable and
corresponds to a projector density that could be defined as follows
E0 = lim
δ→0
1
2δ
E[−δ < φˆ < δ] , (313)
where the operator E[−δ < φˆ < δ] stands for the projector onto the subspace spanned by those states
whose φˆ eigenvalue lies within the shown interval. For instance, if φˆ = qˆ, qˆ being the position operator
of the Heisenberg algebra, one has
E0 = lim
δ→0
1
2δ
∫ δ
−δ
dq |q >< q| = lim
δ→0
1
2δ
∫ ∞
−∞
dξ eiξqˆ
sin(δξ)
πξ
=
∫ ∞
−∞
dξ
2π
eiξqˆ , (314)
where in the third expression the integral representation of the step function is introduced, leading
to the last expression which is indeed nothing but the δ(q) function in operator form. Note that
the exponentiated operator eiξqˆ is the generator of translations in the position, the associated group
parameter ξ being thus integrated over with a normalization of the integration measure such that E0
is a nonnormalizable operator density.
As a particular example, the constraint Pˆ 2 + m2 = 0 of the parametrized relativistic scalar
particle does possess a continuous spectrum including the zero eigenvalue, so that the physical projector
for that system follows such a construction. Furthermore, since the first-class Hamiltonian Hˆ = 0 for
that reparametrization invariant system vanishes, the physical evolution operator Uphysical(τf , τi) in
fact coincides with the physical projector, hence
Uphysical(τf , τi) = E0 =
∫ ∞
−∞
dγ
2π
e−
1
2
iγ(Pˆ 2+m2) , (315)
where the symmetry parameter γ is nothing else but the Teichmu¨ller coordinate of the space of gauge
orbits. Note that this physical evolution operator is independent of the world-line τ coordinate, as it
should on account of the gauge invariance of the formulation. Furthermore, the integration over the
space of gauge orbits is indeed admissible, since each of the gauge orbits are accounted for with an
equal relative weight, hence once and only once. No gauge fixing has been effected, but nevertheless
the correct gauge invariant quantum dynamics is readily obtained through the physical projector.
In particular, let us consider the configuration space matrix elements of this operator, which
should thus be in direct correspondence with the Feynman propagator for a scalar field theory. Thus,
< xµf |Uphysical(τf , τi)|xµi >=
∫
(∞)
dDpµ
(2π)D
ei∆x·p
∫ ∞
−∞
dγ
2π
e−
1
2
iγ(p2+m2) . (316)
So far however, we have only accounted for the small gauge symmetries, namely those that preserve
the world-line orientation and are generated by the first-class constraint φˆ. However, one should still
enforce gauge invariance under large gauge transformations reversing the world-line orientation, and
use the corresponding physical projector. This projector is obtained by restricting the γ range of
integration to the real positive axis, for the reasons having been discussed previously in that respect.
Hence finally, the full gauge invariant spacetime propagator of the unoriented relativistic scalar particle
is given by ∫
(∞)
dDpµ
(2π)D
ei∆x·p
∫ ∞
0
dγ
2π
e−
1
2
iγ(p2+m2) =
1
π
∫
(∞)
dDpµ
(2π)D
ei∆x·p
i
p2 +m2 − iǫ , (317)
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a result which indeed, up to the normalization factor 1/π, coincides exactly with the Feynman prop-
agator for a scalar field with its canonical normalization. The proper projection onto the physical
subspace of quantum states has been achieved in a most straightforward manner, without any gauge
fixing nor ghost system whatsoever.[30]
So far, the physical projector approach has been applied to some well-known integrable systems,
as well as to some of the issues surrounding the problems of quantum gravity.[31] For example, it has
been applied[23, 32] to the gauge invariant mechanical models in 0+1 dimensions described previously,
with Lagrangian
L =
1
2g2
[
q˙ai + f
abcλBqci
]2
− 1
2
ω2 (qai )
2 , (318)
in the cases of the gauge groups SO(2) and SO(3). It could prove to be of interest to extend the analysis
to all compact Lie algebras, as well as quartic coupling interactions as they arise from the dimensional
reduction of the matrix formulation of M-theory. Coherent state techniques for nonabelian groups
would certainly be of relevance, as well as the general methods of dynamical integrable systems. The
nonperturbative solution of the Schwinger model (a U(1) gauge invariant field theory coupled to a
massless fermion in 1+1 dimensions) has also been recovered through the physical projector without
the necessaity of any gauge fixing.[33] Likewise, the physical projector has been applied[34] to the
quantization of the U(1) invariant Chern-Simons theory, one of the simplest topological quantum field
theories in which only a finite number of gauge invariant states, dependent only on the differential
topology of the spacetime manifold but not its geometry, is to be projected out from an infinite set of
quantum states.
These successes thus bode well for the relevance of this recent approach towards the quantization
of constrained dynamics. It would certainly be a worthwhile project to extend its use to quantum
field theories in a perturbative quantization and determine what this implies for a modification in the
Feynman rules as usually derived within some gauge fixed framework. However and most undoubtedly,
it is in the nonperturbative realm of quantum phenomena hithertoo not fully comprehended that this
new method offers the widest prospects for original new results and insights into the dynamics of
gauge invariant theories.
6 Chern-Simons Quantum Field Theory
Even though general relativity has not been addressed to any extent so far, let us briefly consider
one of the issues surrounding a formulation of quantum gravity using the Einstein-Hilbert action
as a reference. Presumably, some consistent definition of pure quantum gravity would provide a
specific meaning to the otherwise formal path integral representation which effects a summation over
all configurations of the system, namely over all the possible geometrical structures associated to a
spacetime manifold of given topology and differential structure,∫
[Dgµν ] ei
1
κ
∫
dnx
√
gR , (319)
where gµν stands for the metric tensor, κ for a normalization proportional to Newton’s constant,
and R for the Riemann scalar curvature of the considered metric. The definition of such a path
integral requires specification, if only to avoid double counting of configurations that are diffeomorphic
equivalent under spacetime reparametrizations, the local gauge symmetry of general relativity.
In these terms, it thus appears that pure quantum gravity would be a theory whose physical
properties are not only independent of the spacetime coordinate system, but more importantly, in-
dependent of any spacetime geometrical data.[5, 6] Thus, pure quantum gravity would be a system
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whose physical observables are only dependent on the topological and differentiable spacetime struc-
tures, namely genuine diffeomorphic topological invariants. It is by following ideas such as these that
Witten has uncovered the existence of so-called Topological Quantum Field Theories (TQFT), whose
quantum observables consist only of (diffeomorphic) topological invariants.[5, 6, 7] Even though in
their field theory formulation such systems possess an infinite number of degrees of freedom, their ac-
tual gauge invariant physical content is that of a finite number of quantum states in direct relation to
the diffeomorphic topological data of the manifold on which the fields are considered. Two large classes
of such models have been identified,[7] namely TQFT’s whose formulation requires metric data but
whose gauge invariance is so large that their physics is independent of the geometry nevertheless, and
TQFT’s whose formulation does not require a metric structure on the base manifold. Such TQFT’s
are also in direct relation to theories of the general relativistic or of the Yang-Mills type through the
character of the gauge symmetries that they possess. These classes of quantum field theories have
grown into a topic of great interest in mathematical physics, with applications within fundamental
physics of potential great relevance.
One such example is that of pure Chern-Simons theories on a manifold of 2+1 dimensions.[6] In
fact, pure gravity in that spacetime dimension may be brought within such a framework, the Yang-
Mills symmetry being then based on a noncompact Lie group.[35] The case of compact Lie groups is
directly relevant to quite a number of fields in pure mathematic and theoretical physics.[6, 36] By lack
of time and space, here the full account of the application of the physical projector quantization of
the U(1) Chern-Simons theory as it was presented at the Workshop is not reproduced, referring the
interested reader to the original publication for details.[13, 34] Only a few general comments will be
provided.
In terms of the same notations as introduced previously for any Yang-Mills theory, the 2+1
dimensional pure Chern-Simons action reads
S[Aaµ] = Nk
∫
R×Σ
dx0dx1dx2 ǫµνρ
[
AaµF
a
νρ +
1
3
fabcAaµA
b
νA
c
ρ
]
, (320)
where the gauge coupling constant has been absorbed into the normalization of the gauge fields Aaµ,
while Nk is some normalization factor for the action, the index k anticipating the fact that this
quantity needs to take a quantized value. Finally, ǫµνρ stands for the totally antisymmetric tensor
such that ǫ012 = +1. Furthermore, the topology of the three-dimensional manifold on which the fields
are considered is that of the direct product of the real line R, the coordinate x0 being considered as
the time evolution parameter, with a compact Riemann surface Σ of given topology, the case of a
two-torus being the simplest and also of relevance. The reason for this specific choice of topology is
that the dynamics will be considered from the Hamiltonian point of view.
Note that the definition of the action is independent of any metric structure. In particular, the
index µ = 0, 1, 2 is not to be raised nor lowered in different expressions. In addition, the action is
locally gauge invariant by construction. Under small gauge transformations, the action only changes
by a local surface term without consequence. For large gauge transformations however, it changes by a
constant shift which is proportional to the winding number of the corresponding gauge transformation.
This is one reason why the normalization factor Nk needs to be quantized in the quantum theory,
since otherwise the quantity eiS being summed over in the path integral is not single-valued under
large gauge transformations,
As is generic for TQFT’s, the above action is in fact dependent only on the diffeomorphic
topological invariant data of the underlying three-dimensional manifold. This is best demonstrated
from the Euler-Lagrange equations of motion which read
F aµν = 0 . (321)
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The classical solutions are thus indeed nothing but the gauge equivalence classes of flat gauge con-
nections on the considered three-dimensional manifold. It is well known that this modular space is
characterized in purely topological terms, namely the G-holonomies of all noncontractible cycles within
the manifold. Hence for the chosen topology R× Σ, this set of solutions is a finite dimensional space
of continuous variables. Pure quantum Chern-Simons theory is thus nothing but quantum mechanics
of the modular space of flat gauge connections, indeed a genuine purely diffeomorphic topological
system.[6] Among the infinite set of degrees of freedom Aaµ, there remains only a finite number of
gauge invariant physical degrees of freedom. From this fact alone, one may a priori only conclude
that the physical states of the quantized system span a discrete infinite vector space. However, as we
shall see, as a consequence of the compactness of phase space because of large gauge transformations,
the actual quantum space of gauge invariant states itself is also finite dimensional. Quantum pure
Chern-Simons theory possesses only a finite number of quantum physical states.
Note that the above action is already in Hamiltonian form. Indeed, all time derivatives of the
fields appear linearily in the Lagrangian density. Consequently, the configurations Aaµ are in fact
already the phase space degrees of freedom, whose brackets are directly identified from the action to
be
{Aa1(x0, ~x ), Ab2(x0, ~y )} =
1
2Nk
δab δ(2)(~x− ~y ) , (322)
while the first-class Hamiltonian vanishes identically, H = 0, as befits the Hamiltonian of any
reparametrization invariant theory, and the first-class constraints, generators of the small Yang-Mills
gauge transformations, are
φa = −2Nk
[
∂1A
a
2 − ∂2Aa1 − fabcAb1Ac2
]
, (323)
whose Lagrange multipliers are Aa0. A direct calculation then confirms the gauge algebra generated
by these quantities
{φa(x0, ~x ), φb(x0, ~y )} = fabcφc(x0, ~x ) δ(2) (~x− ~y ) . (324)
To make this brief discussion as simple as possible, let us now particularize to the U(1) gauge
symmetry and the two-torus topology, Σ = T2. In such case, given a local trivialization of the torus
based on choice of basis of the homology group of 1-cycles, a Fourier mode analysis of the periodic
fields A1,2 is natural. One then finds that under small gauge transformations only the nonzero Fourier
modes are varied, leaving invariant the Fourier zero modes A1,2(x
0). In contradistinction, large U(1)
gauge transformations, falling themselves into U(1) homotopy classes because of the torus topology,
leave invariant the nonzero modes while the zero modes are then shifted by integer multiplies of 2π,
depending on the homotopy class of the gauge transformation. Consequently, it follows that the actual
gauge invariant phase space is nothing but the zero mode sector taking its values on a two-torus itself,
namely a compact phase space. This is not a type of phase space encountered in usual Hamiltonian
dynamics, whose quantization requires specific methods which have been designed for such a purpose
within the framework of so-called geometric quantization, discussed in Prof. S.T. Ali’s lectures in
these Proceedings. However, through the use of the physical projector, it remains possible to use
the straightforward methods of canonical quantization, and then enforce invariance under large gauge
transformations through the physical projector, and thereby in effect quantize a compact phase space.
Physical phase space being compact, it is to be expected that the number of gauge invariant
physical states itself be finite, since each quantum state occupies a specific quantum of volume of
phase space. Because of the normalization of the above brackets in terms of the factor Nk, this fact
translates in the quantization of that factor as
Nk =
~
4π
k , (325)
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k being an arbitrary integer. However, the same requirement follows from the construction of the
quantum operators generating large gauge transformations of quantum states. Through the physical
projector which sums over both all small and all large gauge transformations, a finite set of quantum
physical states and their explicit wave function representations is readily identified. One then recovers
exactly the states that have been constructed through an admissible gauge fixing procedure of the
same theories. Futher details may be found in the original publication and references therein.[13, 34]
In conclusion, the physical projector is capable of identifying among an infinite number of
quantum states the finite subset of physical states in the case of a TQFT, and this within a framework
which is simply that of Dirac’s canonical quantization of constrained dynamics, without the necessity
of any gauge fixing procedure whatsoever, thereby avoiding from the outset the potential difficulties
of Gribov problems.
This rather simple system provides a nontrivial example of the relevance of purely topological
features to the physics of gauge invariant quantum field theories. Extended to theories of gravity
along the ideas mentioned in the introduction to this section, such a situation gives some credence
to the suggestion[5, 6, 35] that quantum topology and its generic finite number of quantum states
is at the basis of actual pure quantum gravity, whereas geometry, and thus in particular quantum
gravity in which geometrical concepts acquire their physical meaning through some mechanism akin
to that of spontaneous symmetry breaking, enters the picture through the introduction of matter
interactions, thereby leading also to an infinite number of quantum states. It could be that the path
towards a theory of quantum gravity coupled to all other fundamental interactions goes first through
the restricted framework of purely topological quantum gauge field theories followed by their coupling
to the dynamics of interacting ones.
7 The Closed Bosonic String
As another illustration of the plausible great relevance of topology to the quest for a quantum geometric
framework for the unification of all quantum interactions and particles, in the remainder of these
notes we shall briefly discuss the quantization of bosonic strings on a Minkowski spacetime.[2, 3,
37] Most of the considerations to be presented extend to fermionic and superstrings as well. More
specifically, among many such indications, here we shall only address the features of so-called T-
duality that arise whenever a closed string theory is propagating within a spacetime of which some of
its spatial dimensions have been compactified into a torus geometry. As shall be discussed, the topo-
logy of these spaces is such that geometries whose radii are inversely related to one another through
some fundamental length scale become physically indistinguishable, suggesting that in the realm of
a theory of quantum gravity coupled to matter, the pointwise concepts of differentiable continuous
manifolds have to be extended at short-distance by some new concepts at the basis of quantum
geometry. Presumably, quantum geometry is where quantum interactions, quantum particles and
quantum topology meet in fundamental physics.
As in our discussion of the relativistic scalar particle, the choice for the signature of the
Minkowski metric is ηµν = diag (− + ...+), µ, ν = 0, 1, 2 · · · ,D − 1, D being the spacetime dimen-
sion. The spacetime coordinates of the string world-sheet embedded into spacetime are denoted
xµ(τ, σ) = xµ(ξ), ξα = (τ, σ), α = 0, 1, being the dimensionless world-sheet coordinates with τ con-
sidered as the time evolution parameter and σ restricted to the interval 0 ≤ σ ≤ π. Thus in the
world-sheet, τ (respectively, σ) is time-like (respectively, space-like). In these notes, we shall only
consider the closed bosonic string, all quantities then being periodic in σ with periodicity π.
For the same reasons as in the case of the relativistic scalar particle, the action of the system
must be a spacetime scalar for the Poincare´ group, as well as a world-sheet scalar for world-sheet
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reparametrizations. In particular, the redundancy in the physical time x0 and the world-sheet time
evolution parameter τ is to be resolved through the latter gauge invariance properties of the system.
Consequently, the most natural choice for the action principle is to measure the total area of the string
world-sheet swept out between two initial and final configurations. This area may be measured either
in terms of the metric induced on the world-sheet by the ambiant spacetime Minkowski metric, or
else by some additional intrinsic world-sheet metric. The first choice leads to the Nambu-Goto action
with its nonlinear equations of motion, and the second choice to the Polyakov action and its linear
equations of motion. Only the Nambu-Goto action will be discussed presently, leaving it as an exercise
to develop the same analysis for the Polyakov action. In either case, one is in fact dealing, from the
world-sheet point of view, with a two-dimensional theory of quantum gravity coupled to a collection
of scalar fields.
7.1 The nonlinear Nambu-Goto action
Given the Minkowski spacetime line element ds2 = ηµνdx
µdxν , the induced world-sheet line element
reads
ds2 = γαβ dξ
α dξβ , γαβ = ∂αx
µ ∂βx
ν ηµν . (326)
The signature of this induced metric γαβ being (−+), the local reparametrization invariant area
element is d2ξ
√−det γαβ . Hence, causal string propagation is defined through the Nambu-Goto
action
S[xµ] =
−1
2πα′
∫ τ2
τ1
dτ
∫ π
0
dσ
√−det γαβ =
∫ τ2
τ1
dτ
∫ π
0
dσL (x˙, x′) , (327)
with
L(x˙, x′) = −1
2πα′
√
(x˙ · x′)2 − x˙2x′2 . (328)
In these expressions, a dot above a quantity stands for a derivative with respect to τ , as usual, while a
prime stands for a derivative with respect to σ. Furthermore, the coefficient α′ has the dimensions of
a length squared, measures the string tension and is related to the so-called Regge slope. This is the
parameter which sets the physical scale of the system, for instance the mass scale of string oscillating
modes. Since, as we shall see, the closed bosonic string always includes a massless spin 2 mode, it
would be natural to associate the string tension α′ to the Planck scale.
Remark
Introducing an intrinsic world-sheet metric gαβ of signature (−+), the Polyakov action reads
S[xµ, gαβ ] =
−1
4πα′
∫ τ2
τ1
dτ
∫ π
0
dσ
√−det gαβ gαβ ∂αxµ∂βxνηµν . (329)
Note that the usual Einstein-Hilbert action, proportional to
1
4π
∫
d2ξ
√−g R(2) , (330)
is not included, since this latter contribution measures the Euler characteristic of the world-sheet,
hence is a surface term that does not affect the equations of motion. Furthermore, a world-sheet
cosmological term is not included either,
−1
4πα′
∫
d2ξ
√−g µ2 , (331)
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since at the classical level there exists a solution to the associated equations of motion provided only
µ2 = 0. Hence, this two-dimensional theory of gravity is in fact Weyl invariant in the absence of such
a term, namely invariant under local changes in the scale factor of the metric, gαβ(ξ) → eχ(ξ) gαβ(ξ).
This is the symmetry which at the quantum level restricts the spacetime dimension to the critical
value D = 26, when the Polyakov action is quantized in a manifestly reparametrization invariant
manner.[2, 3, 37, 38]
Finally, note how describing the propagation of the bosonic string in a curved spacetime of
background metric Gµν(x
µ) is readily achieved, by direct substitution of ηµν in the above expressions.
The Polyakov action is then the natural starting point for a study of the low energy effective field
theory description of strings coupled to background fields.[2, 3]
Let us restrict to the Nambu-Goto action. Since from the world-sheet point of view, one is
dealing with a local field theory possessing as internal symmetry the Poincare´ group of Minkowski
spacetime, it follows from Noether’s theorem that there exist currents and charges associated to
spacetime translations and rotations which are conserved for the classical configurations solving the
equations of motion. The energy-momentum Noether current and charge are
Pαµ =
∂L
∂(∂αxµ)
, Pµ =
∫ π
0
dσ Pα=0µ , (332)
with
P 0µ =
−1
2πα′
1√
(x˙·x′)2−x˙2x′2
[
(x˙ · x′)x′µ − x′2x˙µ
]
,
P 1µ =
−1
2πα′
1√
(x˙·x′)2−x˙2x′2
[
(x˙ · x′)x˙µ − x˙2x′µ
]
.
(333)
The angular-momentum current and charge are
Mαµν = P
α
µ xν − Pαν xµ , Mµν =
∫ π
0
dσMα=0µν . (334)
Any solution to the equations of motion is thus such that
∂αP
α
µ = 0 , ∂αM
α
µν = 0 ,
dPµ
dτ
= 0 ,
dMµν
dτ
= 0 . (335)
Given the fact that the Lagrangian density is dependent only on the ξα derivatives of the coor-
dinates xµ(ξ) (because of the required invariance under spacetime translations), the Euler-Lagrange
equations of motion are nothing but the conservation equations for the energy-momentum Noether
currents,
∂αP
α
µ = 0 . (336)
These equations are to be accompanied by boundary conditions. One set of boundary conditions
specifies the initial and final string configurations, while the boundary conditions in σ (which are
required since the two-dimensional world-sheet is compact, in contradistinction with ordinary field
theories which are required to vanish at infinity) are nothing but the periodicity requirement in
σ → σ + π. Hence,
xµ(τ1,2, σ) = x
µ
1,2(σ) , x
µ(τ, σ + π) = xµ(τ, σ) . (337)
It is at this point that other choices of boundary conditions in σ are possible, such as for open strings,
or more generally for strings ending of fixed branes leading to so-called Dp-branes.[2] None of these
shall be addressed here.
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It thus appears that this set of equations of motion is highly nonlinear, and thus difficult to solve
explicitly. In addition, all the above quantities are not independent, but in fact obey the following
constraints, [
P 0µ ±
∂σxµ
2πα′
]2
= 0 ,
[
P 1µ ±
∂τxµ
2πα′
]2
= 0 , (338)
as may be checked by direct calculation. In fact, since P 0µ is nothing else than the momentum conjugate
to xµ, the first pair of constraints are primary constraints for the Hamiltonian formulation, and are
thus expected to be the generators for small world-sheet reparametrizations as is indeed confirmed
by the explicit Hamiltonian analysis. On the other hand, the second pair of constraints is related to
the first through large world-sheet reparametrizations which exchange the τ and σ coordinates while
preserving the world-sheet orientation, such as
τ˜ = τ1 +
τ2 − τ1
π
σ , σ˜ =
π
τ2 − τ1 (τ2 − τ) . (339)
In the same way as for the relativistic scalar particle, it is thus possible to consider oriented strings the-
ories which are required to be invariant under both small and large orientation preserving world-sheet
reparametrizations, and unoriented strings invariant under both orientation preserving and reversing
world-sheet diffeomorphisms.
Since by construction the system is invariant under small world-sheet reparametrizations, namely
a small local gauge symmetry, it follows that the general solution to the equations of motion involves
arbitrary functions of ξα, in fact two such functions related to the two independent coordinates ξα =
(τ, σ). In order to construct explicit solutions, it is thus necessary to first fix this large gauge freedom,
and then afterwards eventually restore it if necessary.
7.2 Conformal gauge fixing
In order to specify some gauge fixing of the system, let us consider the quantities ∂τx
µ and ∂σx
µ.
Clearly, they define the vectors tangent to the world-sheet associated to the (τ, σ) coordinate system
set-up on that manifold. Hence, it is always possible, by an appropriate local change of coordinates, to
bring these two tangent vectors to be locally perpendicular with respect to the spacetime Minkowski
metric, namely γ01 = 0, and then by a local rescaling of each of the coordinates τ and σ to set the
Lorentz invariant length of each of these vectors to be identical up to their sign since one is time-like
and the other space-like, namely γ00 + γ11 = 0. In terms of the coordinates, we thus have
x˙ · x′ = 0 , x˙2 + x′2 = 0 ⇐⇒ (x˙± x′)2 = 0 . (340)
However, given this geometrical description of this choice of coordinates, there still remains quite
some large gauge freedom, namely choices of coordinates ξα which locally amount to a local change
of scale for the induced metric γαβ, while the orthogonality conditions are preserved. In the case
of an euclidean signature metric, such transformations in two dimensions correspond to conformal
or analytic transformations. Hence in the present content, the above choice of gauge fixing is also
called conformal gauge fixing, even though the term pseudo-conformal would be more fitting given the
Minkowski signature (−+) on the world-sheet. Note however that the conformal gauge is yet not a
complete gauge fixing, since conformal transformations inducing a local change of scale in the induced
metric γαβ are still possible. This gauge redundancy will be resolved in the light-cone gauge to be
discussed in the next section.
Once the conformal gauge fixing (340) effected, the equations of motion become linear, since
one finds
P 0µ =
x˙µ
2πα′
, P 1µ = −
x′µ
2πα′
, (341)
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thus leading to the Klein-Gordon equations of D free massless scalar fields in two dimensions,[
∂2τ − ∂2σ
]
xµ(τ, σ) = 0 . (342)
However, these equations still have to be supplemented with the gauge fixing conditions (x˙±x′)2 = 0.
Consequently, the general solution is always of the form
xµ(τ, σ) = xµL(τ + σ) + x
µ
R(τ − σ) , (343)
namely a linear superposition of left- and right-moving modes propagating along the two disjoint
branches of the two-dimensional light-cone and noninteracting with one another. This decoupling
of massless chiral modes in two dimensions is generic to all closed string theories, and put to great
advantage in the construction of string theories in different spacetime dimensions.[2, 3]
A simple Fourier mode analysis of the system then readily leads to the following general solution
in the conformal gauge,
xµ(τ, σ) =
√
2α′ [ qµ + αµ0 (τ − σ) + α¯µ0 (τ + σ)
+12 i
∑
n
′ 1
n
(
αµne−2in(τ−σ) + α¯µne−2in(τ+σ)
)]
,
(344)
where the summation runs over all positive and negative integers n except for n = 0 as indicated by
the prime on the summation symbol, while the different constant factors are integration constants
such that
αµn
∗ = αµ−n , α¯
µ∗
n = α¯
µ
−n , α
µ
0 =
1
2
√
2α′Pµ = α¯µ0 . (345)
Furthermore, the conformal gauge fixing conditions translate into the constraints
Ln = 0 , L¯n = 0 , (346)
where
Ln =
1
2
∑
m
αµn−mαmµ , L¯n =
1
2
∑
m
α¯µn−mα¯mµ . (347)
In particular, the zero mode contraints L0 = 0 = L¯0 are equivalent to
1
2
α′M2 = N + N¯ , N = N¯ , (348)
with the excitation level number quantities
N =
∞∑
n=1
αµ−nαnµ , N¯ =
∞∑
n=1
α¯µ−nα¯nµ . (349)
As we shall see later on, the quantities Ln and L¯n are nothing but the generators of the remaining
reparametrization invariance, namely conformal symmetry, in the conformal gauge, known as the
Virasoro generators. In particular, the sum of the Virasoro zero modes L0+ L¯0 = 0 leads to the mass
spectrum of the solutions, while their difference, L0 − L¯0 = 0, expresses the invariance of the system
under constant shifts in the σ coordinate, σ → σ + σ0, since the string is closed in that direction of
the world-sheet.
Note that from the expressions for N and N¯ , it is not obvious that all oscillating solutions to the
equations of motion have a positive definite mass, given the semi-definite signature of the Minkowski
metric. This issue may be resolved only by solving all these Virasoro constraints, or equivalently, by
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completely fixing the conformal gauge freedom remaining in the conformal gauge. This is the purpose
of the next section.
The fact that the Virasoro constraints are related to conformal transformations is readily estab-
lished. As indicated previously, the constraints [P 0µ ± x˙µ/2πα′]2 = 0 are the generators of world-sheet
reparametrizations. In the conformal gauge, their expression is proportional to (x˙± x′)2 = 0, namely
the gauge fixing conditions themselves, which in terms of their Fourier modes in σ coincide with the
Virasoro quantities Ln = 0 = L¯n. Hence, the reason why we still have the Virasoro constraints to
enforce in the conformal gauge is that this gauge fixing is not yet complete. Indeed, (pseudo)conformal
reparametrizations ξ˜ = ξ˜(ξ) such that,
∂τ˜
∂τ
=
∂σ˜
∂σ
,
∂τ˜
∂σ
=
∂σ˜
∂τ
, (350)
leave the conformal gauge fixing conditions invariant, by inducing only a local rescaling of the induced
metric, as may easily be checked. Note that these relations also imply that[
∂2τ − ∂2σ
]
τ˜ = 0 ,
[
∂2τ − ∂2σ
]
σ˜ = 0 , (351)
namely once again the massless Klein-Gordon equations.
7.3 Light-cone gauge fixing
A complete gauge fixing of the system requires some further condition in addition to the conformal
ones, (x˙±x′)2 = 0. Since conformal transformations also obey the free massless Klein-Gordon equation
on the world-sheet, as has just been established, a complete gauge fixing would be achieved by setting
some linear combination of the spacetime coordinates xµ equal to some combination of the world-
sheet coordinates (τ, σ). However, since σ is free to be shifted by an arbitrary amount while xµ is
then invariant, only a combination involving τ may be envisaged.
In order to give a geometrical interpretation to such a gauge fixing, let us consider a specific
constant spacetime vector nµ. In terms of this vector, the condition that the combination nµx
µ takes
a constant value determines a specific hyperplane of dimension (D−1) in spacetime, perpendicular to
the direction of nµ. This hyperplane should intersect the string world-sheet, an occurrence that may
be associated to a specific value of τ as a function of the value for the constant nµx
µ. Hence, let us
consider the additional gauge fixing condition
nµx
µ(τ, σ) = 2α′nµPµ τ , (352)
where the coefficient in the r.h.s. multiplying τ is identified from the expression for the total energy-
momentum Pµ. A further constant term
√
2α′nµqµ could also be added to the r.h.s. of this condition,
but may always be reabsorbed into a redefinition of the value τ = 0 by a constant shift, which is a
local world-sheet symmetry. That this additional condition indeed leads to a complete gauge fixing in
combination with the conformal gauge fixing conditions is readily established as follows.
For a given value of τ , the condition (352) identifies a specific curve lying within the world-sheet
as being the line of intersection of the world-sheet with the hyperplane defined by (352). Since this
curve is associated to a constant value for τ , the curve is parametrized in σ in a certain manner.
However, as the value for τ changes, this line of intersection also changes accordingly, specifying the
parametrization in τ of the world-sheet. Given now the conformal gauge fixing conditions (x˙+x′)2 = 0,
the parametrization in σ for each of the lines of intersection is then also uniquely specified, thereby
singling out from among the whole set of conformal reparametrizations (τ˜ , σ˜) the unique world-sheet
parametrization for which all three gauge fixing conditions are met.
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Clearly, such a gauge fixing is no longer manifestly spacetime Poincare´ invariant, given the role
of the constant vector nµ. Hence, only the little group, namely the subgroup of the Lorentz group
leaving this constant vector invariant, is still a manifest symmetry of the formulation of the system.
Among all possible choices for the vector nµ, it proves convenient to work with a light-like one which,
by an appropriate space rotation may always be taken to be
nµ =
1√
2
(1, 0, · · · ,−1) , n2 = 0 . (353)
In such a case, the little group is isomorphic to the euclidean group E(D − 2)n, with as subgroup
the set SO(D − 2)n of all rotations in the space directions perpendicular to the light-like vector nµ.
Properties of physical observables under this latter symmetry group are readily identified from the
space indices
i = 1, 2, · · · ,D − 2 , (354)
carried by diverse quantities. This manifest symmetry will suffice for our purposes.
Hence within this gauge fixing known as the light-cone gauge fixing of string theory, it proves
useful to introduce the following notations for any two spacetime vectors uµ and vµ,
u± =
1√
2
(
u0 ± uD−1) , ui , i = 1, 2, · · · ,D − 2 , u · v = −u+v− − u−v+ + uivi , (355)
so that the light-cone gauge fixing conditions now read
(x˙± x′)2 = 0 , x+ = 2α′P+ τ . (356)
When written out, these conditions imply that the actual physical degrees of freedom are the transverse
string coordinates xi(τ, σ) as well as the zero modes q− and P+, while all other degrees of freedom,
namely x±(τ, σ) (except for the previous two zero modes) are gauge degrees of freedom expressed in
terms of the physical ones.
When considered in terms of the explicit solutions to the equations of motion, the set of physical
modes is thus
qi , P i ; αin 6=0 , α¯
i
n 6=0 ; q
− , P+ , (357)
with the mode expansion
xi(τ, σ) =
√
2α′ [ qi +
(
αi0 + α¯
i
0
)
τ
+12 i
∑
n
′ 1
n
(
αine
−2in(τ−σ) + α¯ine−2in(τ+σ)
)]
,
(358)
and the relations
αi0 =
1
2
√
2α′P i = α¯i0 . (359)
As to the other two longitudinal components x±(τ, σ), when expressed in similar mode expansions,
one has the relations
q+ = 0 , α+n =
1
2
√
2α′P+δn,0 = α¯+n ;α
−
n =
2√
2α′P+
L⊥n , α¯
−
n =
2√
2α′P+
L¯⊥n , (360)
with the transverse Virasoro generators
L⊥n =
1
2
∑
m
αin−mα
i
m , L¯
⊥
n =
1
2
∑
m
α¯in−mα¯
i
m , (361)
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q− and P+ being the only two other independent and physical degrees of freedom.
Note that the above expressions do indeed solve the Virasoro constraints Ln = 0 = L¯n of the
conformal gauge, thus demonstrating that gauge fixing has been completed. Furthermore in this form,
it appears now obvious that the mass spectrum is indeed positive definite, since one readily determines,
from the relation M2 = −P 2 = 2P+P− − P iP i,
1
2
α′M2 = N⊥ + N¯⊥ , N⊥ = N¯⊥ , (362)
with of course
N⊥ =
∞∑
n=1
αi−nα
i
n , N¯
⊥ =
∞∑
n=1
α¯i−nα¯
i
n , (363)
and in which the level matching condition is again the expression of the invariance of the closed string
dynamics and spectrum under constant shifts in the σ coordinate, σ → σ + σ0.
It would now be possible to work out the Hamiltonian formulation of the system, first in the
general setting in which all constraints are identified and classified in terms of their first- or second-
class character, and then following either the conformal or the light-cone gauge fixings. The details of
such an analysis are left as a useful exercise for the interested reader.[37, 38] Let it suffice to say here
that conjugate momenta are nothing but the α = 0 components of the Noether energy-momentum
current,
xµ(τ, σ) , πµ(τ, σ) =
∂L
∂x˙µ(τ, σ)
= P 0µ(τ, σ) , (364)
while their canonical brackets
{xµ(τ, σ), πν(τ, σ′)} = δµν δ(σ − σ′) , (365)
translate into the following brackets for the modes defining the solutions to the equations of motion
in the conformal gauge
{
√
2α′qµ, P ν} = ηµν , {αµn, ανm} = −inηµνδn+m,0 = {α¯µn, α¯νm} . (366)
Furthermore, the system of constraints reduces to the two first-class primary constraints
φ± =
1
2
πα′
[
πµ ± ∂σx
µ
2πα′
]2
, (367)
which are the generators of small world-sheet reparemetrizations, while the first-class Hamiltonian
density vanishes identically, H = 0, thus implying that the total Hamiltonian of the system is given
by ∫ π
0
dσ
[
λ+φ+ + λ
−φ−
]
, (368)
λ±(τ, σ) being the associated Lagrange multipliers. The conformal gauge corresponds to the choice
λ+ = 1 = λ−, in which the Hamiltonian equations of motion become equivalent to those of free
massless scalar fields xµ(τ, σ) on the world-sheet, hence leading back to the solutions given previously,
as well as the mode brackets listed above. In terms of these quantities, in then also follows that the
Virasoro generators obey the algebra,
{Ln, Lm} = −i(n−m)Ln+m , {L¯n, L¯m} = −i(n−m)L¯n−m , (369)
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which is indeed that of the conformal algebra in two dimensions. In particular, time translations are
generated by the total Hamiltonian in the conformal gauge,
H = 2[L0 + L¯0] , (370)
while the generator for constant translations in σ is L0 − L¯0, each of these quantities thus being in
direct correspondence with the expressions for the mass spectrum α′M2/2 and the level matching
conditions N = N¯ .
Finally, the light-gauge is obtained through Faddeev’s reduced phase space approach by intro-
ducing two further gauge fixing conditions, namely x+ = 2α′P+τ and π+ = P+/π, and determining
then the corresponding Dirac brackets. The above representation of the system, with in particular its
physical mode degrees of freedom, is then readily recovered, as the interested reader may easily verify
as a useful exercise of his understanding of constrained dynamics.
7.4 Dirac’s conformal quantization
Fundamental operator algebra
Given the Hamiltonian formulation of the system within the conformal gauge, its Dirac quanti-
zation is defined by the set of basic commutation relations for its mode degrees of freedom,
[
√
2α′qµ, P ν ] = iηµν , qµ† = qµ , Pµ† = Pµ , (371)
[αµn, α
ν
m] = nη
µνδn+m,0 = [α¯
µ
n, α¯
ν
m] , α
µ
n
† = αµ−n , α¯
µ†
n = α¯
µ
−n . (372)
The zero mode algebra is nothing but the Heisenberg algebra, for which, given a particle interpretation
to be associated to the string spectrum, one chooses a momentum eigenstate basis representation, hence
Pµ |pµ >= pµ |pµ > , < p|p′ >= δ(D)(p− p′) . (373)
The nonzero mode algebra is the tensor product over all positive integers n ≥ 1 of Fock space algebras,
for which we shall use the Fock space representation with vacuum |Ω > annihilated by all operators
αµn and α¯
µ
n,
αµn |Ω >= 0 , α¯µn |Ω >= 0 , (374)
the negative moded operators αµ−n and α¯
µ
−n, n ≥ 1, being the creation operators. Hence, the basis
of all quantum states is spanned by the Fock vacua |Ω; p > as well as all their Fock excitations. In
particular, note that because of the appearence of the Minkowski metric in the nonzero mode Fock
space algebras, the space of quantum states includes negative norm states, such as αµ−n|Ω; p >, n ≥ 1,
whose norm is proportional to ηµν up to the function δ(D)(p− p′). A consistent causal and quantum
unitary theory requires however that no negative norm state contributes to physical amplitudes. One
may only hope that this issue of negative norm states and physical consistency is to be resolved
through the existence of the gauge symmetries in world-sheet reparametrizations.
Physical states
At the classical level, physical configurations in the conformal gauge are identified through the
Virasoro constraints. At the quantum level, these quantities being composite, their actual definition
requires a choice of operator ordering for which one chooses of course the usual normal ordering for
Fock space creation and annihilation operators, inclusive now of the zero mode operators with the qµ
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operators always brought to the left of all Pµ operators. Given this choice of normal ordering, the
Virasoro operators read
Ln =
1
2
∑
m
: αµn−mαmµ : , L¯n =
1
2
∑
m
: α¯µn−mα¯mµ : . (375)
Clearly, normal ordering only affects the zero mode Virasoro operators L0 and L¯0, hence the physical
spectrum of the theory.
In order to define physical states, it turns out that requiring all the Virasoro operators to vanish
is too strong a restriction, whereas it suffices to only require that all positive moded operators actually
vanish. Indeed, such a condition is tantamount to requiring the Virasoro constraints in a weak sense,
namely that the matrix elements of all Virasoro operators vanish for physical external states, which
is also sufficient from the quantum Virasoro algebra point of view to be discussed hereafter. Hence,
gauge invariant physical states of the closed bosonic string are defined by the following set of operator
constraints
Ln |ψphys >= 0 , L¯n |ψphys >= 0 , n ≥ 1 , (376)
as well as [
L0 + L¯0 − 2a
] |ψphys >= 0 , [L0 − L¯0] |ψphys >= 0 , (377)
where the constant a stands for the unknown normal ordering constant that arises for the Virasoro
zero modes, and which must be identical for the left- and right-moving sectors of the theory.. Note
that these two zero mode conditions are equivalently expressed as
1
2
α′M2 = N + N¯ − 2a , N = N¯ , (378)
with the excitation level number operators
N =
∞∑
n=1
αµ−nαnµ , N¯ =
∞∑
n=1
α¯µ−nα¯nµ . (379)
Thus in particular, if the normal ordering subtraction constant a happens to be strictly positive, the
physical spectrum will include tachyonic states, beginning with the physical Fock vacuum.
Poincare´ and conformal algebras
In order to allow a consistent interpretation of quantum string excitations in terms of relativistic
quantum particle states, it is necessary that the Poincare´ algebra be realized on the space of states,
and in particular on the subspace of physical states. Thus, one needs to explicitly check whether
the Poincare´ algebra is recovered for the quantum Noether charges Pµ and Mµν , a fact which is
readily established. Furthermore, since it is straightforward to verify that the Poincare´ generators
commute with all Virasoro operators, the Poincare´ algebra is also obtained for the subspace of gauge
invariant physical states. Hence, at each excitation level N = N¯ , all physical quantum states span
specific irreducible Poincare´ representations of definite mass M2 and “spin” values, the latter being
characterized in terms of the spatial rotation subgroup of the corresponding little group which is
SO(D − 2) for a massless particle and SO(D − 1) for a massive particle.
As far as the conformal algebra is concerned, it follows from normal ordering in the Virasoro zero
modes that the conformal algebra acquires a conformal anomaly or central extension, hence leading
to the Virasoro algebra with central charge c = D,
[Ln, Lm] = (n−m)Ln+m + 112D(n3 − n)δn+m,0 ,[
L¯n, L¯m
]
= (n−m)L¯n+m + 112D(n3 − n)δn+m,0 .
(380)
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Note that because of these algebraic relations, when solving for the physical constraints Ln≥1 = 0 =
L¯n≥1, it suffices to solve only for the modes n = 1, 2, since all other modes may then be recovered
through these commutations relations.
The no-ghost theorem
Finally, we have to address the issue of the possibility of negative norm physical states, namely
the fact that among all quantum states which obey the physical Virasoro constraints, there may remain
some states of strictly negative norm, spelling disaster for the physical consistency of these theories.
The no-ghost theorem[2, 3, 37] establishes that, at tree level, the absence of any physical state of
negative norm requires that
. a ≤ 1;
. if a = 1: D ≤ 26;
. if a < 1: D < 26.
Even though establishing this general result is not straightforward, one may explicitly check that such
conditions are indeed necessary by solving the physical state conditions for the first few excitations
levels, which in itself is also a worthwhile exercise.
Furthermore, when one then considers one-loop corrections to quantum string amplitudes, one
quickly comes to realize that quantum unitarity also requires[2, 3] the exact value D = 26, hence also
a = 1 given the above statement of the no-ghost theorem. More specifically, when these two conditions
D = 26 and a = 1 are met, any physical state is given by the sum of a strictly positive norm physical
states, as well as a zero norm physical state, which itself then decouples from any physical amplitude
either as an external or as an intermediate state. Consequently, normal ordering of operators and
quantum unitarity of the manifestly Poincare´ convariant conformal gauge quantization of bosonic
strings requires the critical spacetime dimension D = 26 for a physically consistent interpretation of
string excitations as being relativistic quantum particle states of definite mass and spin.
Note that the charaterization of physical states in terms of components of strictly positive and
vanishing norm is also that which arises within the Gupta-Bleuler quantization of quantum electro-
dynamics. In that case, Gauss’ law (the first-class constraint generating the local internal U(1) gauge
symmetry) is imposed for positive moded components of the gauge field, with the consequence that
physical quantum photon states are given by the superposition of a strictly positive norm component
corresponding to a transverse photon polarization state, and a zero norm component corresponding to
a longitudinal photon polarization. The above characterization in the string case is thus an extension
of this result to higher spin massless as well as massive states.
When both D = 26 and a = 1, one finds that the physical ground state is at zero excitation
level, N = 0 = N¯ , and corresponds to the Fock vacuum |Ω; p > such that α′m2/2 = −2, hence a
tachyonic scalar particle. At the first excitation level N = 1 = N¯ , one has a collection of strictly
positive norm massless physical states, one such state corresponding to a massless graviton with 299
independent physical polarization components, another to a massless antisymmetric tensor state of
276 components, and finally a scalar known as the dilaton with a single polarization state, thus leading
to a total of 576 positive norm physical states. Likewise, it is possible to identify all such positive
norm physical states at higher excitation levels. Note that all physical states lie along so-called Regge
trajectories, namely linear trajectories relating the α′m2 and spin values of these states, the string
tension α′ indeed playing the role of the Regge slope, and the subtraction constant a = 1 that of the
intercept for the lowest lying Regge trajectory.
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It is quite remarkable that the spacetime physical spectrum of the quantized closed bosonic
string includes a massless spin 2 state, the quanta of a metric field usually associated to gravitational
interactions in a field theory setting. Indeed, when considering the low energy effective interactions
(in comparison to the energy scale set by the string tension α′) of these states, their effective action
is precisely that of the low energy graviton modes of general relativity expanded around Minkowski
spacetime.[2, 3] It is thus perfectly consistent to identify these closed string states with the gravitons
of the gravitational interaction. Had we quantized the open bosonic string, in a likewise manner
we would have uncovered massless spin 1 states whose low energy effective interactions are those of
massless Yang-Mills gauge bosons! In other words, and this is indeed a generic feature of all string
theories, it appears that the world-sheet symmetries, in the present instance those under world-sheet
reparametrizations, translate at the level of the spacetime spectrum into the usual local gauge symme-
tries and their bosonic carriers of interactions which have proved to provide the basic physics principle
for a quantum field theory description of all fundamental interactions and particles. Undoubtedly,
there is some profound lesson to be gathered from such a nontrivial result. Many more such fascinat-
ing convergences of basic facts have been uncovered within string theories, thus suggesting that this
framework may well have brought us to the brink of the long sought-for formalism for a fundamen-
tal unification of all quantum interactions and matter. Only time will tell, through the work of the
quantum geometers of the XXIst century.
7.5 Light-cone quantization
In the light-cone gauge, the quantized system is defined by the commutation relations[√
2α′q−, P+
]
= −i ,
[√
2α′qi, P j
]
= iδij ,
[
αin, α
j
m
]
= nδij δn+m,0 =
[
α¯in, α¯
j
m
]
,
(381)
including the by now usual hermiticity properties of these operators. Consequently, the Fock space
representation of this algebra is based on Fock vacua |Ω; pi, p+ > which are normalized eigenstates of
the momentum operators P+ and P i and which are annihilated by the positive moded operators αin≥1
and α¯in≥1, the action of the creation operators α
i−n and α¯i−n, n ≥ 1, spanning the remainder of the
Fock space basis.
Given this algebra, it follows that all these quantum states are physical, are of strictly posi-
tive norm, and that they correspond solely to transverse string excitation modes. Finally, the mass
spectrum of these states is given by
1
2
α′M2 = N⊥ + N¯⊥ − 2a , N⊥ = N¯⊥ , (382)
with the excitation level number operators N⊥ and N¯⊥ defined as previously in terms of the transverse
creation and annihilation operators αin and α¯
i
n only. Here, a stands again for the required normal
ordering subtraction constant that arises for the transverse Virasoro zero modes L⊥0 and L¯
⊥
0 . In the
same manner as before, normal ordering is defined by bringing all position and creation operators, q−,
qi, αi−n and α¯i−n, to the left of all momentum and annihilation ones, P+, P i and αin, α¯in, n ≥ 1.
Clearly, this characterization of physical states coincides with that reached within the above
conformal gauge quantization for those physical states of strictly positive norm. However, in con-
tradistinction with the latter quantization, the present one no longer possesses a manifest Poincare´
covariant formulation, and one is forced to check whether the Poincare´ algebra is realized nonetheless
on the space of quantum states, albeit in a nonlinear fashion. Since only the little group E(D− 2)n of
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the light-like vector nµ used to define the light-cone gauge is still a manifest spacetime symmetry of
this quantization, one needs to check whether the commutation relations which involve the operators
M−i and M0(D−1) take the values required by the Poincare´ algebra. In turns out that it is only for
the commutators [M−i,M−j ] = 0 that this requirement is not necessarily met, leading to the critical
values[2, 3, 37]
D − 2 = 24 , a = 1 , (383)
again in agreement with the critical values required in the conformal gauge for a consistent manifestly
Poincare´ covariant quantization of the bosonic string.
Even though this result is by no means trivial to establish, once again it is possible to show that
it is necessary by working out the first few excitation levels of the system. Consider thus the states
at N⊥ = 1 = N¯⊥, namely
αi−1 α¯
j
−1 |Ω; p+, pi > , (384)
whose mass is such that α′m2/2 = 2(1− a). There are thus (D− 2)2 such states. However, spacetime
covariant properties of this collection of states are obtained only if they are massless, since otherwise
they should belong to some spin representation of SO(D − 1) rather than SO(D − 2) which clearly is
impossible. Consequently, one must have a = 1, implying that the physical ground state is tachyonic.
Furthermore, an heuristic ζ-function evaluation of the infinite series defining the normal ordering
constant a then also leads to the value D − 2 = 24.
Given these critical values, it then follows that the above states at levelN⊥ = 1 = N¯⊥ correspond
to a massless spin 2 graviton with 299 polarization states, an antisymmetric tensor with 276 states
and a scalar with a single polarization state, hence a total of 576 = 242 physical states, in complete
agreement with the count in the conformal gauge.
As a matter of fact, it is possible to introduce the partition function of the system which counts
the number of positive norm physical states at each excitation level, and study further fascinating
properties of this simple string theory. However, we shall refrain from presenting these considerations
here.
As a conclusion concerning the quantization of the closed bosonic string, let us point out that
these conformal and light-cone gauge fixing procedures are affected by Gribov problems,[37, 38] which,
however, may be circumvented in the actual construction of physical amplitudes. Furthermore, when
including then the proper Faddeev-Popov or BFV Hamiltonian ghost systems following from these
gauge fixings, one may check that the total conformal algebra is recovered at the quantum level
provided once again the critical conditions D = 26 and a = are imposed.[2, 3, 37] Indeed, it is
reparametrization and conformal invariance which guarantees the quantum consistency of the system,
so that the conformal algebra should better not be affected by an anomalous central extension con-
tribution when properly including all relevant degrees of freedom. In that respect, it would certainly
be quite interesting to apply the physical projector approach free of any gauge fixing procedure to,
first, the bosonic string, and then to all its supersymmetric cousins in all dimensions ranging from the
critical D = 10 one down to D = 4 or even D = 2.
8 Toroidal Compactification of the Closed Bosonic String
As the above discussion has established, the closed bosonic spectrum includes a massless spin 2 gravi-
ton. In fact, if one ignores the problem raised by the presence of a tachyonic state which may be
projected out for theories of physical relevance, it has been established[2, 3] that the perturbative
expansion of string theory, when properly renormalized, is indeed a finite one. In other words, string
theory defines a perturbative finite quantum theory for quantum gravity coupled to other interactions
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and matter degrees of freedom, including dynamical geometric degrees of freedom. This rather re-
markable conclusion has been one of the strongest motivations to pursue this framework as a possible
formulation for the problem of the ultimate unification.
Given this fact and the suggestion made previously that topology is also called to play a funda-
mental role in a physically relevant and consistent formulation of quantum geometry, to conclude these
notes let us discuss the simplest example which shows that our usual geometrical concepts have to be
extended when considered from the string theory point of view. Some embodiement of the sought-for
principles of quantum geometry must already be lying hidden behind the properties of these theories.
For this purpose, this section briefly considers how the previous discussion of the closed bosonic string
is modified even when only one of the spatial dimensions is compactified into a circle geometry.
8.1 Toroidal compactification in field theory
To begin with, let us consider a simple free massless scalar field φ(xµ, y) evolving over a spacetime
manifold of which one of the spatial dimensions is compactified into a circle of radius R,
y ≡ y + 2πR , (385)
while the remaining spacetime dimensions define a Minkowski spacetime of some given dimension.
Since the massless Klein-Gordon equation reads[
∂2x + ∂
2
y
]
φ(xµ, y) = 0 , (386)
a Fourier mode expansion of the field over the compactified direction,
φ(xµ, y) =
∑
n
φn(x
µ) ei
n
R
y , (387)
implies that from the lower dimensional point of view the modes φn(x
µ)obey the massive Klein-Gordon
equation [
∂2x −m2n
]
φn(x
µ) = 0 , mn =
|n|
R
. (388)
Consequently, upon compactification of a field theory onto a compactified space, in the lower dimen-
sional description there appear infinite so-called Kaluza-Klein (KK) towers of massive states whose
mass values are determined by the momentum values of the field along the compactified directions.
In the decompactification limit R → ∞, these massive KK towers coalesce back into the massless
modes of the initial massless field in the complete spacetime which recovers its Minkowski geometry.
A contrario, in the compactification limit R→ 0, the KK towers become infinitely massive, and thus
decouple altogether from the lower dimension dynamics, since the extra dimension then collapses to
a point in that limit.
These features of dimensional compactification are generic to any field theory. For instance given
some vector field AM = (Aµ, φ) in the higher dimensional theory, the compactified theory will include
vector, Aµ, and scalar, φ, components each of which possesses a similar KK mode expansion in terms
of massless and massive states associated to the momentum values of the original fields along the
compactified directions. The same clearly applies to a two-index tensor AMN , leading to KK towers
of tensor, vector and scalar states in the lower dimensional theory, Aµν , A
(1)
µ , A
(2)
µ and φ.
Furthermore, within the context of a pure general relativity theory in the higher dimensional
spacetime, which is thus invariant under arbitrary coordinate transformations in that space, whenever
the compactified space possesses some continuous symmetry, as for example the U(1) symmetry of
a circle or the SO(n) symmetry of a sphere, the KK reduction implies the appearance of massless
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gauge bosons associated to the corresponding local internal gauge symmetries. Indeed, one is then
free to perform at each lower dimensional spacetime point a different coordinate redefinition within
the compactified space, without changing the physics of the system. In other words, there does appear
an internal local Yang-Mills gauge symmetry, the internal space being nothing but the compactified
directions of the initial theory. This is the basis of the original Kaluza-Klein programme for the
fundamental unification of gravity with all other Yang-Mills interactions within a purely geometric
and field theory framework. Given that consistent string theories need to be formulated in higher
dimensional spacetimes, this programme recovers suddenly new relevance and urgency within this
new formalism which supersedes that of ordinary field theory, inclusive of quantum dynamics.
8.2 Toroidal compactification in string theory
Given the large critical spacetime dimensions for consistent quantum string theories, spatial compact-
ification is a natural approach towards the four-dimensional physical world. Let us thus reconsider
our previous discussion of the closed bosonic string, but this time with one the space components, say
µ = 25, compactified into a circle of radius R.[2, 3] Correspondingly, in the conformal or light-cone
gauge, one has the mode expansion
x25(τ, σ) =
√
2α′ [ q25 + α250 (τ − σ) + α¯250 (τ + σ)
+12 i
∑
n
′ 1
n
(
α25n e
−2in(τ−σ) + α¯25n e−2in(τ+σ)
)]
.
(389)
However, given the possibility of winding configurations
x25(τ, σ + π) = x25(τ, σ) + 2πRm , (390)
of integer winding number m around the compactified circle, the zero modes α250 and α¯
25
0 need no
longer be equal, but they actually differ by a multiple of the winding number. Given that the quantum
momentum operator P 25 is then also quantized as n/R, n being the momentum quantum, the zero
modes take the values
α250 =
1
2
√
2α′
[
n
R
− R
α′
m
]
, α¯250 =
1
2
√
2α′
[
n
R
+
R
α′
m
]
. (391)
The mass spectrum and level matching conditions are modified accordingly,
1
2
α′M2 = N + N¯ +
1
2


(√
α′
R
n
)2
+
(
R√
α′
m
)2− 2 , N − N¯ = nm , (392)
while the other Virasoro conditions defining quantum physical states remain unaffected since only the
zero modes are modified by the winding state contributions.
In the (n = 0,m = 0) sector, the lowest lying physical state is the tachyonic ground state
|Ω; p > at level N = 0 = N¯ . At level N = 1 = N¯ , one finds again the massless symmetric graviton,
antisymmetric tensor and scalar for the strictly positive norm physical states obtained from
αµ−1α¯
ν
−1 |Ω; p > , (393)
but new massless vector and scalar states also appear, namely those related to
αµ−1α¯
25
−1 |Ω; p > , α25−1α¯µ−1 |Ω; p > , α25−1α¯25−1 |Ω; p > , (394)
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which are consequence of the circle compactification (as is most straightforwardly established in the
light-cone gauge). These are the massless KK states that follow the compactification of the original
symmetric, antisymmetric and dilaton degrees of freedom, in exactly the same manner as discussed
above in the case of the compactification of such fields from higher dimensions. The fact that these
states have to be massless is consequence of the U(1) symmetry of the circle compactification, which
translates into the U(1)×U(1) local Yang-Mills gauge invariance for the compactified theory, since the
higher dimensional string theory includes a gravitational sector. This conclusion is in full accord with
the Kaluza-Klein programme briefly outlined above.
Besides these states, there also exist the towers of KK states with n 6= 0, as well as the sector
of winding states m 6= 0, the latter being a feature totally specific to the compactification of closed
string theories, and totally absent from the field theory discussion in which point-like rather than
string-like objects are being described in a quantized formulation. In particular, the contribution of
winding states to the mass spectrum is a measure of the energy required to stretch and wind a closed
string around the compactified dimension.
In fact, this is not the only difference with the field theory case. In the decompactification
limit R → ∞, the towers of KK states do indeed coalesce back into the continuous spectrum of
momentum eigenstates for the compactified direction. However at the same time the winding states
m 6= 0 become infinitely massive and decouple from the theory. A contrario, in the compactification
limit R → 0, the towers of KK states become infinitely massive as they do in the field theory case
and thus decouple, but this time the winding states m 6= 0 coalesce into a continuum of states with a
vanishing contribution to the mass spectrum. In other words, even when the compactified dimension
has degenerated into a single point, there is still a trace of that extra dimension in the spectrum of the
compactified theory. The notion of the dimension of spacetime appears to be no longer an absolute
geometrical nor topological concept within the context of string theory.
This interchange of the decompactification and compactification limits is in fact valid even for
whatever finite value of the circle radius R. Indeed, given the above expressions for the mass spectrum,
it is clear that this spectrum, and in fact the whole of the string dynamics, remains totally invariant
under the transformation
n↔ m ,
√
α′
R
↔ R√
α′
, (395)
in which momenta and winding states are exchange as well as the values of the radius with the value
α′/R. This symmetry is known as T-duality and again is totally specific to string theories.[39] In fact,
this is quite a fascinating symmetry, since it exchanges small distance with large distance physics, and
calls into question our usual concepts of local geometry and topology. Note that this a symmetry of
the quantized theory, and should thus be one of the expected manifestations of a quantum geometry of
spacetime, with its accompanying quantum gravitational interactions as fluctuations in the quantum
geometry. If not the topology, the compactified geometry is modified under T-duality without any
consequence whatsoever for the quantum dynamics of string theory.
The existence of T-duality also suggests that within quantum geometry there ought to exist some
smallest distance scale beyond which physical process may no longer be probed, being equivalent then
to physical processes at the inverse distance scale. This smallest distance scale is thus set by the
self-dual point under T-duality, associated to the compactification radius
R =
√
α′ . (396)
In fact at the self-dual point, the U(1)×U(1) gauge symmetry of the compactified theory for a generic
value of R is enhanced to a SU(2)×SU(2) Yang-Mills symmetry, whose rank is still that of the generic
U(1)×U(1) Yang-Mills symmetry. For instance at the massless level, the self-dual value implies the
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following extra states
n m N N¯
1 1 1 0
1 −1 0 1
−1 1 0 1
−1 −1 1 0
2 0 0 0
−2 0 0 0
0 2 0 0
0 −2 0 0
(397)
The first four collections of states include four massless vector ones, which together with the two
massless vectors of the generic case, combine into the six massless gauge bosons of the SU(2)×SU(2)
Yang-Mills symmetry in 25-dimensional Minkowski spacetime. Likewise, the first four collections of
states include also four massless scalars as do the last four collections, leading to a total of nine
massless scalars when the generic massless scalar is also accounted for. These scalar states fit into the
(3, 3) Higgs representations under SU(2)×SU(2). In other words, at R = √α′, the system possesses
the SU(2)×SU(2) Yang-Mills symmetry which gets hidden by spontaneous Higgs symmetry breaking
whenever the compactification radius R takes a different value.[2, 3]
Hence, this simplest example of spatial compactification of string theory already points to quite
fascinating quantum geometric properties realized within the realm of quantized string theory, which
presumably are nothing but some facets of what a formulation and understanding of quantum geometry
has to offer with regards to the hidden secrets for the physics of quantum gravity unified with all other
quantum interactions and particles.
9 Conclusions
The principle aim of these notes has been to provide a brief outline, restricted to bosonic degrees of
freedom only, of the relativistic and quantum concepts that are at the basis of our present understand-
ing of all fundamental quantum interactions and elementary particles. The general considerations that
have led during the XXth century to the identification of relativistic quantum Yang-Mills gauge field
theories as the appropriate framework for a consistent causal and quantum unitary description of
relativistic quantum point-particles and their interactions have been recalled. The same convergence
of ideas centered onto the fundamental concept of the local gauge symmetry principle applies to the
gravitational interaction, which, when described within general relativity and its extensions all based
on the dynamics of the geometry of spacetime, has been successful so far only at the classical level,
while a full-fledged theory for quantum gravity is still eluding us. It appears that the physicist of the
XXIst century has arrived at the cross-roads of the three fundamental paths that have guided him
during the previous one, and which may be characterized in terms of the three fundamental constants
c, ~ and GN . It seems that in spite of the amazing successes of the marriage of c with ~, it is close
to impossible to force these sets of ideas to happily live within a me´nage a` trois. Some new paradigm
of geometrical and topological concepts is most probably called for within the realm of the quantum
gravitational interaction coupled to all other quantum interactions and particles.
As another but complementary aim of these notes, the general issues surrounding the quantiza-
tion of constrained systems, which include all possible gauge invariant theories based on a field theory
formulation, have been described, providing the basic tools necessary for such a study in general. In
particular, having shown that the potential difficulties which follow from gauge fixing procedures for
such theories are often unavoidable, an alternative and recent approach based on a physical projector[9]
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onto the gauge invariant quantum configurations of such systems and free of the necessity of gauge fix-
ing, has been advocated as a powerful new tool with which to address these difficult issues, especially
with regards to nonperturbative aspects of strongly interacting Yang-Mills theories.
Yang-Mills, and more generally local gauge invariant theories have also shown that topological
features, either of spacetime or of the field configuration space, do play a fundamental role in the proper
understanding of such interactions. With the discovery of topological quantum field theories,[5, 6, 35]
void of any genuine dynamics but not of any quantum physics nonetheless, it is conceivable that
pure quantum gravity could be the physics of quantum topology rather than of spacetime geometry,
and that it is by coupling quantum topology to matter and interactions that the quantum geometric
properties of spacetime should arise, local relativistic quantum field theories with gauge invariances
being their appropriate low energy effective description.
As one illustration among possibly many others that have not been discussed at the Work-
shop, some of these issues have briefly been touched on within the context of bosonic string theory.
Specific fascinating new features having to do with the gravitational sector of such systems and its
interplay with the geometry and topology of spacetime have been described in the simplest terms
available. Many more such issues have arising within that context, such as for example the possible
noncommutative character of spacetime itself within string theory.[40]
It is equipped with this understanding of the world of the fundamental quantum interactions
and particles, and the role played by topology within the relativistic gauge invariant quantum field
theoretic framework describing this world today, that the physicist of the XXIst century in quest of the
ultimate unification is to set out into the unchartered territory towards a truly genuine formulation and
understanding of what quantum geometry will turn out to be, the final unification of the relativistic
quantum and the relativistic continuum, the completed symphony of the three constants c, ~ and GN
which have guided us already through the three fundamental conceptual revolutions of XXth century
physics.
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