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We will start by giving an outline of the fundamentals of supergeometry and Q-
manifolds. Then, we will give local description of the Atiyah sequence of a principal
bundle. We will construct local charts for the manifolds involved and write the
expressions explicitly in local form. The Atiyah sequence encodes the different notions
in connection theory in a compact way. For example a section of the Atiyah algebroid
will give a connection in the principal bundle and curvature will be the failure of this
section to be a Lie algebroid morphism. We will describe the Lie brackets for the
Atiyah algebroid TP
G
and the adjoint bundle P×g
G
in local coordinates. After that, we
will describe the Lie algebroid of derivations D(E). We will see how the curvature
of some section gives the curvature on the vector bundle E and when expressed
locally gives the corresponding local connection forms. On the other hand we will
give an explicit expression of the morphism from TP
G
to D
(
P×V
G
)
where V is some
vector space on which G acts. As a corollary we will get an isomorphism between
TFE
G
and D(E) where FE is the frame bundle of E and G is the general linear
group of the fibre V . We will establish an explicit equivalence between curvature
and field strength in a more general sense. We will recall constructions from the
paper of Kotov and Strobl [17] that describe the construction of characteristic classes
associated with a section (connection=gauge field) of aQ-bundle E(M,F , pi). Finally,
we state and prove the non-abelian Poincare´ lemma in the case when G = Diff(F ),
the diffeomorphism group of some supermanifold F , which has the space of vector
fields on F , X(F ), as its super Lie algebra. The diffeomorphism group is generally
infinite dimensional. It is this that makes the non-abelian Poincare´ lemma more
interesting to applications. Then we will show how it is applied to prove that every
transitive Lie algebroid is locally trivial.
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Chapter 1
Introduction
The thesis is divided into six chapters. The main tool used is the concept of Q-
manifold. In the second chapter we outline the basics of supermanifold theory that
will be needed to understand the rest of the thesis. We will introduce notions like
super vector space, superalgebra, (super) modules and super Lie algebras. As their
names indicate, they are the corresponding notions of the usual structures in com-
mutative algebra. Then we introduce supermanifolds. A supermanifold is loosely
speaking an ordinary manifold with its sheaf of functions enriched with odd func-
tions. They are the main object of study in supergeometry; that is every geometric
object of study lives on a supermanifold. Then we will introduce for them local co-
ordinates. We will describe the different structures that arise in a supermanifold:
vector fields, tangent and cotangent bundles, differential forms, Cartan identities, Q-
manifolds, and super Lie groups. The definition of supermanifold uses the abstract
tools of algebraic geometry and lacks intuition. By introducing the functor of points
approach, some intuition can be gained about the notion of supermanifold. This will
make the theory of supermanifolds look much like that of ordinary manifolds.
In the third chapter, we will describe the Atiyah sequence of a principal bundle
locally. We will construct local charts for the manifolds involved and explicitly write
the expressions in local form. The Atiya sequence was introduced by Michael Atiyah.
It encodes the different notions in connection theory in a compact way. For example
a section of the Atiyah algebroid will give a connection in the principal bundle and
curvature will be the failure of this section to be a Lie algebroid morphism. We will
describe the Lie brackets for the Atiyah algebroid TP
G
and the adjoint bundle P×g
G
in
local coordinates. On the other hand we will see that writing a section of the Atiyah
algebroid TP
G
locally and its transformation under a coordinate change allow us to see
that it encodes a connection form of the principal bundle P . The same thing applies
for curvature. After that we will describe the Lie algebroid of derivations D(E). We
will see how the curvature of some section gives the curvature on the vector bundle E
and when expressed locally gives the corresponding local connection forms. On the
other hand we will give an explicit expression for the morphism from TP
G
to D
(
P×V
G
)
where V is some vector space on which G acts. As a corollary we get an isomorphism
between TFE
G
and D(E) where FE is the frame bundle of E and G is the general
linear group of the fibre V .
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The fourth chapter is about the equivalence between curvature and field strength.
It is known that a Lie algebroid structure on a vector bundle E is equivalent to Q-
manifold structure on ΠE. The field strength is the failure of the homological vector
fields on ΠE and ΠTM to be s-related, where s is connection in E. This will be
made precise when we come to it. We will establish an explicit equivalence between
curvature and field strength.
In the fifth chapter we recall constructions from the paper of Kotov and Strobl [17].
The main purpose is to construct characteristic classes associated with a section
(connection=gauge field) of a Q-bundle E(M,F , pi). This generalizes the Chern-Weil
formalism of characteristic classes in principal bundles. Roughly speaking a Q-bundle
is a fibre bundle in the category of Q-manifolds with some compatibility condition.
A section of Q-bundle plays the role of a connection and the field strength the role
of curvature. This approach relies on sections and field strength as much as the
Chern-Weil formalism relies on connections and curvature.
In the sixth Chapter we state and prove the non-abelian Poincare´ lemma in the
case when G = Diff(F ), the diffeomorphism group of some supermanifold F , which
has the space of vector fields on F , X(F ), as its super Lie algebra. The diffeomorphism
group is generally infinite dimensional. It is this that makes the non-abelian Poincare´
lemma more interesting to applications. Then we will show how it is applied to prove
that every transitive Lie algebroid is locally trivial.
Chapter 2
Supergeometry
In this chapter we give an outline of the fundamentals of supergeometry that will
be needed in the subsequent chapters. Supergeometry had its beginnings in particle
physics in the 70s. It was devised as a theory to handle the intricacies of bosons
and fermions. Supergeometry builds on the machinery and techniques of algebraic
geometry and thus relies on concepts such as ringed spaces, schemes, functor of
points... etc.
2.1 Supermanifolds
Definition 1. A super vector space or Z2–graded vector space is a vector space V =
V0 ⊕ V1. Elements of V0 are called even and elements of V1 are odd. Every element
of V which is either even or odd is called homogeneous. Let a nonzero element v in
Vi i = 0, 1 . Then the parity of v is p(v) = v˜ = i. If V0 is of dimension p and V1 is
of dimension q, then V is said to be of dimension p|q. The parity reversal functor Π
is defined by (ΠV )0 = V1 and (ΠV )1 = V0
Definition 2. A superalgebra is a super vector space A with multiplication such
that Ai.Aj ⊆ Ai+j and A is an algebra. We say that A is supercommutative if
a.b = (−1)eaebb.a for homogeneous elements.
Suppose we have a linear map of super vector spaces f : V −→ W . We say f is
even if it is parity preserving, i.e. f˜(v) = v˜ for homogeneous v, and f is odd if it is
parity reversing, i.e. f˜(v) = v˜ + 1 for homogeneous v. If f is either an even or an
odd linear map, then it is said to be homogeneous. It can be seen that every linear
map f can be decomposed as f = f0 + f1 where f0 is even and f1 is odd. We denote
Hom(V,W ) the set of all even linear maps from V to W and Hom(V,W ) the set of
all linear maps from V to W . Hom(V,W ) is a super vector space and f˜(v) = f˜ + v˜.
Definition 3. Let A be a superalgebra and V a super vector space. Then we say that
V is a left A-module (or simply A–module) if there is an operation A×V −→ V such
that (˜a.v) = a˜+ v˜ for homogeneous a, v and (ab)v = a(bv) and V is a module in the
usual sense.
We can make V into a right A–module by defining va = (−1)eveaav and extending
by linearity. An A–module is said to be free if there is a basis {e1, ..., ep, v1, ..., vq}
that generate V where ei are even and vi are odd.
10
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Definition 4. A super Lie algebra is a super vector space L with a bilinear map
[, ] : L× L −→ L such that :˜[a, b] = a˜+ b˜, i.e. [Li, Lj] ⊆ Li+j for homogeneous elements a, b.
[a, b] = −(−1)eaeb[b, a], this is called skewsymmetry.
[a, [b, c]] + (−1)ea(eb+ec)[b, [c, a]] + (−1)ec(ea+eb)[c, [a, b]] = 0 the Jacobi identity.
Let A be a superalgebra. Then a homogeneous linear map D : A −→ A is a
derivation if D(ab) = D(a)b+ (−1)ea eDaD(b). If D is an even (odd) linear map, then
it is called an even (odd) derivation. The set of derivations in A, denoted Der(A),
is the direct sum of even and odd derivations Der(A) = Der(A)0 ⊕ Der(A)1. Der(A)
can be made a super Lie algebra by defining
[D1, D2] = D1 ◦D2− (−1)fD1fD2D2 ◦D1 for homogeneous derivations and extending by
linearity to inhomogeneous derivations. And this is the way we define vector fields
on supermanifolds, which will be seen later.
Now, we introduce the main objects in supergeometry, i.e. supermanifolds. Su-
permanifolds generalize the notion of smooth manifolds. In fact a smooth manifold is
no more than a special kind of supermanifold. Most objects that are associated with
a smooth manifold have their counterparts in a supermanifold; which will concisely
be described.
Definition 5. A supermanifold M is a pair (M,A) where M is a smooth manifold
and A is a sheaf of superalgebras in M such that there is an open cover {Uα} of
M and A(Uα) ∼= C∞(Uα)[θ1, ..., θq] for some fixed q. Where C∞(Uα)[θ1, ..., θq] is
the superalgebra with elements f = f0 + fiθ
i + ... + fi1,...,iqθ
1...θq with θi
2
= 0 and
θiθj = −θjθi and fI ∈ C∞(Uα), I = (i1, ..., ik).
Here we are using the Einstein summation convention. That is whenever an
index is repeated, then summation is implied. We can see that f is a polynomial over
the ring C∞(Uα) with indeterminates θ1, ..., θq. If M has dimension p, then we say
M = (M,A) is a supermanifold of dimension (p|q). The manifold M is called the
support ofM or the underlying manifold. We call a section f of the sheaf (M,A) a
function even though it is not determined by its values at its points. In some sense, a
supermanifold is an ordinary manifold with the sheaf of functions enriched with odd
ones. We write C∞(M) for A(M).
Examples of supermanifolds
The affine superspace Rp|q = (Rp,Aq) where Aq(U) = C∞(U)[θ1, ..., θq] for any open
subset U ⊆ Rp. Up|q = (U,Aq|U) where U ⊆ Rp is an open subset and Aq|U is the
restriction of the sheaf Aq to U is called a superdomain. Let M be a manifold. Then
ΠTM = (M,Ω•) where Ω• is the sheaf of differential forms on M is a supermanifold
called the antitangent bundle. ΠT ?M = (M,X•) where X• is the sheaf of multivector
fields on M is a supermanifold called the anticotangent bundle. We will see later why
the parity reversal functor Π appears here when we discuss vector bundles.
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2.1.1 Local coordinates for supermanifolds
Let M = (M,A) be a supermanifold . Then, we have an open cover {Uα} of M
such that A(Uα) ∼= C∞(Uα)[θ1, ..., θq]. Let x1, x2, ..., xp be local coordinates on Uα.
Then, we call x1, x2, ..., xp, θ1, θ2..., θq local coordinates for M. Let U ⊆ M be an
open subset of M . Then, U = (U,A|U) is called a submanifold of M where A|U is
the restriction sheaf.
Definition 6. Let M = (M,A) and N = (N,B) be two supermanifolds. Then a
morphism F : M −→ N is a pair (f, f∗) such that f : M −→ N is a smooth
map from M to N and f ∗ is a morphism of sheaves, i.e. f ∗ : B −→ f∗A where
f∗A(U) = A(f−1(U).
Let F :M−→ N and G : N −→ P where F (f, f∗) and G = (g, g∗) be morphisms
of supermanifolds. Then, their composition is defined as follows G◦F = (g◦f, f∗◦g∗).
The identity morphism I = (i, i∗) is defined in the obvious way. I :M −→M with
i(x) = x and i∗(f) = f . We say that F :M−→ N is a diffeomorphism if there is a
morphism G : N −→ M such that F ◦ G = IN and G ◦ F = IM. We can see that
the composition of any two morphisms is still a morphism of supermanifolds and we
have an identity map. Hence we can speak of the category of supermanifolds which
we denote SM. Usually, we will write f for F as well.
Theorem 1 (Chart Theorem). Let Up|q ⊆ Rp|q be a superdomain with coordinates
yi, ξj andM a supermanifold. Let f i be p even functions and ηj be q odd functions on
M such that (v(f 1)(x), v(f 2)(x), ..., v(fp)(x)) ∈ U . Then, there is a unique morphism
f :M−→ Up|q such that f ∗(yi) = f i and f ∗(ξj) = ηj.
In other words, this theorem says that a morphism of supermanifolds is deter-
mined by the pullback of the coordinate functions yi, ξj. If xi, θj are coordinates on
M and yα, ξβ are coordinates on N , then we will write a morphism f :M−→ N as
f(xi, θj) = (yα(xi, θj), ξβ(xi, θj)) to mean that f(x) = (v(y1)(x), v(y2)(x), ..., v(yp)(x))
and f ∗(yα) = yα(xi, θj) and f ∗(ξβ) = ξβ(xi, θj), where x = (x1, x2, ...). This abuse of
notation will turn out to be very convenient in the supermanifold setting; it makes the
theory of supermanifolds similar to that of ordinary manifolds. The theorem seems
reasonable since every function can locally be approximated by a polynomial in even
and odd coordinates using Taylor expansion. Once the pullback of the coordinate
functions is fixed, the pullback of any polynomial is determined by the morphism of
superalgebras. Actually this is the key idea in the proof of the theorem. We will
give an example of how to find the pullback of a function given the pullback of the
coordinate functions. Consider the map f : R1|2 −→ R1|2 with f ∗(y) = x + θ1θ2,
f ∗(ξ1) = θ1 and f ∗(ξ2) = θ2. Let g(y) = sin y. Then
f ∗(g) = sin(x+ θ1θ2)
= (x+ θ1θ2)− (x+ θ
1θ2)3
3!
+
(x+ θ1θ2)5
5!
+ ...
= (x− x
3
3!
+
x5
5!
+ ...) + θ1θ2(1− x
2
2!
+
x4
4!
+ ...)
= sinx+ θ1θ2 cosx.
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2.1.2 Vector fields on supermanifolds
Let M = (M,O) be a supermanifold. A vector field on M is a derivation X :
O(U) −→ O(U) where U ⊆ M is an open subset. For a homogeneous derivation
(homogeneous vector field), we haveX(fg) = X(f)g+(−1) eX effX(g) for homogeneous
functions f , g. To every open subset U ⊆ M we have the set of derivations (vector
fields) DerU which we denote X(U). We have then what we call the tangent sheaf.
We denote the set of vector fields onM (the global vector fields) X(M). X(M) is a
C∞(M)-module. If xi, θj are local coordinates on M, then a vector field X on M
will be expressed locally as
X = ai
∂
∂xi
+ bj
∂
∂θj
with functions ai, θj, where
∂(θjf)
∂θj
= f and f is a function that does not contain θj
and the definition is extended by linearity. Hence X(M) is locally a free module.
The space X(M) is a super Lie algebra with Lie brackets defined for homogeneous
vector fields by [X, Y ] = X ◦ Y − (−1) eX eY Y ◦X.
The value of a function at a point
Let G = R[θ1, θ2, ..., θn] be the Grassmann algebra. Then an element of G is of the
form s = s0 + siθ
i + ...+ si1,...,inθ
1...θn where s0, si, ..., si1,...,in are real numbers. Then
we define the value of s to be v(s) = s0. Now let M = (M,O) be a supermanifold
and xi, θj be local coordinates on it. Let f be a function on M. Then we locally
have f = f0 + fiθ
i + ... + fi1,...,iqθ
1...θq. Define the value of f at the point x ∈ M
as v(f)(x) = v[f(x)] = f0(x). To define v(f)(x) in a coordinate-free way, we can
express it in a different way. We say that it is the unique real number s such that
f − s is not invertible in any neighborhood of x. From the local isomorphism given
in the definition of supermanifold, we see that s is unique. We have the inclusion
morphism F = (id, v) from M toM where id is the identity map and the valuation
map f −→ v(f) ∈ C∞(M) just defined. Likewise, we can define a tangent vector
w at a point m ∈ M . Let Om be the stalk of the sheaf O at the point m. Then a
homogeneous tangent vector w at m is a homogeneous derivation w : Om −→ Om
such that w(fg) = w(f)v(g)(m) + (−1)ew efv(f)(m)w(g). Then, the space of tangent
vectors at m is the direct sum of even and odd spaces of tangent vectors at m. It is
called the tangent space at m which is denoted by TmM. In local coordinates, w is
of the form
w = ai
∂
∂xi
|m + bj ∂
∂θj
|m
where ai, and bj are real numbers and
∂
∂xi
|m(f) = v( ∂f
∂xi
)(m).
If X is a vector field on M, then its value at a point x ∈ M is a tangent vector
Xx at x defined as follows Xx(f) = v[X(f)](x). However the vector field X is not
determined by its values at the points of the underlying manifold.
Definition 7. Let f :M−→ N be a map of supermanifolds. Then, the differential
of f at x is defined as follows:
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dxf : TxM−→ Tf(x)N , dxf(X)(g) = X(f ∗g).
Example 1. Let xA and yB be local coordinates on M and N respectively. Then
f(x) = (yB(xA)) and X = aA ∂
∂xA
|x. Put f(x) = y and let Y = dxf(X) = bB ∂∂yB |y.
We have bB = Y (yB) = dxf(X)(y
B) = X(yB) = aAv(∂y
B
∂xA
)(x). Hence,
dxf(X) = a
Av(
∂yB
∂xA
)(x)
∂
∂yB
|y.
This looks exactly the same as the change of variables formula.
Let f :M −→ N be a map of supermanifolds and X ∈ X(M) and Y ∈ X(N ).
Then, we say that X and Y are f -related if X ◦f ∗ = f ∗ ◦Y . If f is a diffeomorphism,
then for every X ∈ X(M) there is a unique vector field Y ∈ X(N ) such that X and
Y are f -related. We will give a proof of this.
Proof. Existence : Let Y = f−1∗ ◦X ◦ f ∗. Then Y ∈ X(N ).
Uniqueness : Suppose that Z ∈ X(N ) such that X and Z are f–related. This
implies that f ∗Y (g) = f ∗Z(g) for all g ∈ C∞(N ). Hence Y (g) = Z(g) for all
g since f ∗ is an isomorphism. Therefore Y = Z. We call the vector field Y the
pushforward of the vector field X and we write f∗(X) = Y or df(X) = Y , defined as
df(X) = f−1∗ ◦X ◦ f ∗.
Change of variables formula
We state the following lemma without proof.
Lemma 1. Let f :M−→ N be a map. Then a linear map
D : C∞(N ) −→ C∞(M) is called a derivation over f if
D(gh) = D(g).f ∗h+ (−1) eDegf ∗g.D(h).
Suppose that D(xA) = 0 for all A where xA are local coordinates on N . Then D is
identically 0.
Let f : Rn|m −→ Rp|q be a map with coordinates xA and yB on Rn|m and Rp|q
respectively. Let g ∈ C∞(Rp|q). Then
∂f ∗g
∂xA
=
∂yB
∂xA
f ∗
∂g
∂yB
.
The proof is by noticing that D = ∂f
∗
∂xA
− ∂yB
∂xA
f ∗ ∂
∂yB
is a derivation and D(yB) = 0
and hence by Lemma 1 is identically zero. Hence we have the desired result.
2.1.3 Flow of a vector field
Let X be a vector field on a supermanifoldM. If X is even then the flow of X is a
map σ : R×M −→M such that ∂
∂t
◦ σ∗ = σ∗ ◦X and σ0 = id. From the theory of
differential equations, this has locally at least a solution. If X is odd and [X,X] = 0
then the flow of X is a map σ : R0|1 ×M −→ M such that ∂
∂τ
◦ σ∗ = σ∗ ◦ X and
σ0 = id. In local coordinates this will be
dxA
dτ
= XA(x(τ)). Hence, xA(τ) = xA0 + τX
A
. If X is odd and [X,X] 6= 0 then the flow of X is a map σ : R1|1 ×M −→M such
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that ( ∂
∂τ
+ τ ∂
∂t
) ◦ σ∗ = σ∗ ◦ X and σ0 = id, where σ0 is σ restricted to 0 ×M. We
write as well σt = exp(tX), the exponential of the vector field X.
2.1.4 Functor of points approach to supermanifolds
LetM = (M,O) be a supermanifold and S another supermanifold. Then an
S-point of M is a map f : S −→ M. Then S −→ Hom(S,M) = M(S) defines
a contravariant functor from the category of supermanifolds SM to the category of
sets Sets where Hom(S,M) is the set of morphisms between S andM. To see this,
suppose that ϕ : S ′ −→ S is a map. Then we define Mϕ : M(S ′) −→ M(S) as
Mϕ(g) = g ◦ ϕ. Suppose that f :M −→ N is a map of supermanifolds. Then we
define fS :M(S) −→ N (S) as fS(ϕ) = f ◦ ϕ which is a natural transformation be-
tween the functorsM andN . Hence, we can think of supermanifolds as contravariant
functors from the category of supermanifolds to the category of sets and the maps
between them as the corresponding natural transformations between those functors.
Moreover, the Yoneda Lemma says that there is a bijection between the maps and
the natural transformations. Two manifolds are diffeomorphic if and only if they are
naturally isomorphic as contravariant functors. Proof of the Yoneda Lemma.
Proof. Define T : Hom(M,N ) −→ Nat(M,N ) by T (f)S :M(S) −→ N (S),
T (f)S(ϕ) = f ◦ ϕ. We claim that T is bijective. Suppose that T (f) = T (g). Then
T (f)S = T (g)S for all S ∈ SM , in particular T (f)M = T (g)M. Hence T (f)M(id) =
T (g)M(id) i.e, f = g. This proves injection. Let F ∈ Nat(M,N ), Then F = T (f)
where f = FM(id). To see this, we have (Nt ◦FM)(id) = (FS ◦Mt)(id) for t ∈M(S).
Hence FS(t) = f ◦ t.
Definition 8. Let F : SM −→ Sets be a contravariant functor . Then, we say that
F is representable if there is a supermanifoldM such that F is naturally isomorphic
toM as a contravariant functor.
Let F : M −→ N be a map of supermanifolds. Then ϕ ∈ M(S) is locally
determined by functions xi, θj onM. Then FS :M(S) −→ N (S),
FS(xi, θj) = (yα, ξβ). If S = R0|0 thenM(R0|0) =M , the underlying manifold.
2.1.5 Tangent and cotangent bundle
Let xA be local coordinates on a supermanifold M. We construct another super-
manifold TM which we call the tangent bundle ofM. The supermanifold TM will
have coordinates xA, x¯A with ˜¯xA = x˜A and x¯A taking values in R if it is even and x¯A
transforms according to the following rule
x¯A = x¯′
B ∂xA
∂x¯′B
. (2.1)
Changing the parity of x¯A we get new supermanifold ΠTM called the antitangent
bundle. Hence, on ΠTM we have the coordinates xA, dxA where dxA has the op-
posite parity of xA and changes as x¯A. For the cotangent bundle T ∗M we have the
coordinates xA and pA where pA has the same parity as x
A and changes according to
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the rule
pA =
∂x′B
∂xA
p′B. (2.2)
Changing the parity of pA we get a new supermanifold ΠT
∗M called the anticotangent
bundle. Hence, on T ∗M we have the coordinates xA, zA, where zA has the opposite
parity of xA and changes as pA.
2.1.6 Differential forms on supermanifolds
As for ordinary manifolds, we will construct the superalgebra of differential forms on
supermanifolds. We will do this by defining them locally and specifying how they
transform under the change of coordinates. Let M = (M,O) be a supermanifold
with xi, θj local coordinates. Functions C∞(M) will be called zero forms and denoted
Ω0(M). We construct one-forms dxA with d˜xA = x˜A + 1 and transforms as dxA =
dx
′B ∂xA
∂x′B
. And we declare that dxA.dxB = (−1)( eA+1)( eB+1)dxB.dxA where d˜xA = A˜.
Then a p-form is locally a polynomial of degree p on dxA over the functions.Ωp(M)
will stand for differential forms of degree p. Then, the superalgebra of differential
forms denoted by Ω•(M) is the direct sum of Ωp(M) p = 0, 1, .... We immediately see
that Ω•(M) embeds naturally in C∞(ΠTM). differential forms are just the functions
of (ΠTM) which are polynomial on the fibre coordinates. We call a function in
C∞(ΠTM) a pseudoform since it may not be a polynomial on the fibre coordinates.
In the case of ordinary manifolds then Ω•(M) is just C∞(ΠTM). For a differential
form ω we define its differential as
dω = dxA
∂ω
∂xA
. (2.3)
We can view d as a vector field on ΠTM: d = dxA ∂
∂xA
. Let X = XA ∂
∂xA
be a
homogeneous vector field onM. Then, we define the interior derivative of ω as
iXω = (−1) eXXA ∂ω
∂dxA
, (2.4)
and defined for inhomogeneous vector fields by extension by linearity. The Lie deriva-
tive is defined as
LXω = diXω + (−1) eXiXdω. (2.5)
Then
LX = XA ∂ω
∂xA
+ (−1) eXdXA ∂ω
∂dxA
. (2.6)
and defined for an inhomogeneous vector fields by extension by linearity. The interior
derivative iX and LX can be viewed as vector fields on ΠTM since they are deriva-
tions.
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To sum up, we have the following important identities:
[iX , iY ] = 0, (2.7)
[d,LX ] = 0, (2.8)
[d, iX ] = LX , (2.9)
[LX ,LY ] = L[X,Y ], (2.10)
iXdf = Xf, (2.11)
dd = 0· (2.12)
Let f : M −→ N be a map of supermanifolds. Let xA and yB be coordinates on
M and N respectively. If ω ∈ Ω(N ) then we would like to define the pullback
f ∗(ω) of ω to M. First we let f ∗(dyB) = df∗(yB). Then inductively we define
f ∗(ω · θ) = f ∗(ω) ·f ∗(θ). This suffices to define f ∗(ω) for any ω. We can also see that
this defines a map of supermanifolds df : ΠTM−→ ΠTN .
2.1.7 Fibre bundles
Let E = (E,A) and M = (M,B) and F = (F, C) be supermanifolds and a sur-
jective map pi : E −→ M such that there is an open cover {Uα} of M such that
pi−1(Uα) ∼= Uα×F where Uα = (Uα,AUα) such that the following diagram commutes.
pi−1(Uα) φα−−−→ Uα ×Fypi ypr
Uα Uα
where φα is the diffeomorphism between pi
−1(Uα) and Uα×F and pr is the projection
to Uα. Then we call E(M,F , pi) a fibre bundle over M with fibre F . We have
pi−1(Uα) = (pi−1(Uα), pi−1(B|Uα) and pi−1B|Uα(V ) = A(pi−1(V )). If F = Rp|q and the
change of coordinates is linear then E is called a (super) vector bundle. If E =M×F
then E is called a trivial fibre bundle. If E = M× Rp|q then E is called a trivial
vector bundle.
Example 2. If M = (M,O) is a supermanifold then TM and T ∗M are vector
bundles with fibre Rp|q (rank p|q). As for the tangent and cotangent bundle, applying
the parity reversal functor to a vector bundle E , i.e changing the fibre coordinates
and keeping the same coordinate change between the fibres, then we get a new vector
bundle ΠE with the same rank. If E is an ordinary vector bundle over M , then
ΠE = (M,∧(E∗)) where ∧(E∗) is the exterior bundle of E.
An even section of a vector bundle E(M,F , pi) is map s : M −→ E such that
pi ◦ s = id and an odd section is a map s :M −→ ΠE such that pi ◦ s = id. Then
the module of sections of E is Γ(E) = Γ0(E)⊕ Γ1(E) the direct sum of even and odd
sections. We denote as well C∞(M, E).
Homomorphism of fibre bundles
A fibre bundle homomorphism from the fibre bundle E(M,F , pi) to K(N ,V , p) is a
pair (f, F ) where f : M −→ N and F : E −→ K such that the following diagram
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commutes
E F−−−→ Kypi yp
M f−−−→ N
(2.13)
If E and K are vector bundles, then we require F to be linear on the fibres to get a
vector bundle homomorphism.
2.2 Q-manifolds
Definition 9. A Q-manifold is a supermanifold with a homological vector field Q,
i.e. [Q,Q] = 0 and Q˜ = 1. We denote it by (M, Q). A morphism of Q-manifolds
from (M, Q) to (N , Q′) is a map F :M −→ N such that Q and Q′ are F -related,
i.e. Q ◦ F ∗ = F ∗ ◦ Q′. If F is an arbitrary map then we call Q ◦ F ∗ − F ∗ ◦ Q′ the
field strength of the map F .
Let xA be coordinates on a supermanifoldM. Then the antitangent bundle ΠTM
is a Q-manifold with Q = d = dxA ∂
∂xA
. If g is a Lie algebra with a basis {ei}, then
we have structure constants ckij with [ei, ej] = c
k
ijek. Then Πg is a Q-manifold with
Q = −1
2
ckijξ
iξj ∂
∂ξk
. If (M, QM) and (N , QN ) are Q-manifolds, then M×N is in a
natural way a Q-manifold with QM×N = QM ⊕QN .
Definition 10. A graded manifold is a supermanifold whose coordinates are assigned
degrees (weights) in Z such that the coordinate transformations are polynomials in
the coordinates with non-zero weight and preserve the weights.
Let xA be coordinates on a supermanifoldM. Then ΠTM is a graded manifold
with w(xA) = 0 and w(dxA) = 1. More generally, if E is a vector bundle overM with
xA coordinates onM and yB coordinates on the fibre, then E is a graded manifold
by assigning w(xA) = 0 and w(yB) = 1.
2.3 Super Lie groups
Definition 11. A super Lie group is a supermanifold G = (G,O) with group struc-
ture morphisms: the multiplication map µ : G × G −→ G satisfying the axiom of
associativity µ ◦ (id×µ) = µ ◦ (µ × id), the inverse map i : G −→ G, and the
identity map e : R0|0 −→ G satisfying the axioms µ ◦ (i × id) = µ(id×i) = e and
µ(id×e) = µ(e× id), where
e : G −→ G
e(x) = e
e∗(f) = v(f)(e).
Equivalently a super Lie group can be defined using the functor of points approach
which is more intuitive. If G is a super Lie group then the set of S-points G(S) is a
group and the maps µ, e and i will give the following natural transformations: the
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multiplication map µS : G(S)× G(S) −→ G(S) in the group G(S), the identity map
eS : R0|0(S) −→ G(S) and the inverse map iS : G(S) −→ G(S). If φ : S −→ T
is a morphism, then Gφ : G(T ) −→ G(S) is a group homomorphism. Hence, G is
a contravariant functor from the category of supermanifolds SM to the category of
groups Grp. Therefore we have the following alternative definition.
Definition 12. A super Lie group is a supermanifold G such that G(S) is a group
for any supermanifold S and Gφ : G(T ) −→ G(S) is a group homomorphism for any
morphism φ : S −→ T .
2.3.1 The super Lie algebra of a super Lie group
If G is a Lie group, then a vector field X on G is left-invariant if dLgXh = Xg.h for
all h, g in G . Lg is the left action corresponding to g. This can be rewritten in terms
of the multiplication map µ as (I ⊗X) ◦ µ∗ = µ∗ ◦X, where I ⊗X acts on the first
variable by identity and by X on the second. Hence we have the following definition.
Definition 13. Let G be a super Lie group. Then X ∈ X(G) is said to be left-invariant
if (I ⊗X) ◦ µ∗ = µ∗ ◦X.
Theorem 2 ([5]). There is a one-to-one correspondence between the left-invariant
vector fields of G and the tangent space of G at the identity TeG.
Example 3. R1|1 is a super Lie group by defining (t, θ).(t′ , θ′) = (t+ t′ + θθ′ , θ+ θ′)
with identity e = (0, 0) and the inverse map (t, θ) −→ (−t,−θ).
TeR1|1 = span{ ∂∂t |e, ∂∂θ |e}. The corresponding left-invariant vector fields are ∂∂t and−θ ∂
∂t
+ ∂
∂θ
. Let X = ∂
∂t
and Y = −θ ∂
∂t
+ ∂
∂θ
.
Then (I ⊗X)µ∗(s) = (I ⊗X)(t+ t′ + θθ′) = µ∗X(s) = 1 and
(I ⊗ X)µ∗(ξ) = (I ⊗ X)(θ + θ′) = µ∗X(s) = 1. The corresponding left-invariant
vector field for Y can be done in the same way.
Chapter 3
Local description of the Atiyah
sequence
In this chapter, we describe locally the Atiyah sequence
0 −−−→ P×g
G
j−−−→ TP
G
a−−−→ TM −−−→ 0.
That is, we will construct local charts for the manifolds involved, write down the
maps explicitly in local coordinates. We will describe the Lie brackets for the Atiyah
algebroid TP
G
and the adjoint bundle P×g
G
. Then we define what we mean by connec-
tion in a Lie algebroid. All these will be given in local coordinates. This approach
differs from the one taken by Mackenzie [19] which is mainly coordinate-free. This
treatment allows us to see in a concrete way the relationship between the concepts
just mentioned and the classical ones such as connection, curvature,...etc.
3.1 The Atiyah sequence
First we introduce the principal bundle which is of great importance in the theory of
connections and characteristic classes.
Definition 14. A principal fiber bundle P (M,G, pi) is a fibre bundle pi : P −→ M
with G-action on P , P ×G −→ P where P and M are manifolds G a Lie group and
pi a surjective submersion such that the following conditions hold:
• The action of G is free, i.e. if Rg(z) = z for some z then g = 1.
• The quotient manifold P/G is diffeomorphic to the base manifold M via pi〈z〉 =
pi(z), where 〈z〉 is the equivalence class of z ∈ P .
• There exists an open cover {Uα} of M such that the following diagram com-
mutes:
pi−1(Uα)
φα−−−→ Uα ×Gypi ypr
Uα Uα
20
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where φα is a diffeomorphism and φα(z) = (pi(z), ϕα(z)) for some map ϕα and
ϕα(z · g) = ϕα(z) · g.
If P is isomorphic toM×G then P is said to be a trivial principal bundle. We can
have an action on the tangent bundle TP in a natural way as follows. Let (z, v) ∈ TP
then (z, v) · g = (z · g, dzRg(v)). If we let X = (z, v), then X · g = dzRgX. Then, we
can have the quotient manifold TP
G
. This will be the centre of our attention in what
is to come. We have TP
G
= {〈z, v〉 : (z, v) ∈ TP}, where 〈z, v〉 is the equivalence class
of (z, v). We will show that TP
G
is a vector bundle over M . We are going to construct
local charts for it and a vector bundle structure. We define the projection map
pi2 :
TP
G
−→M , pi2〈z, v〉 = pi(z) which is well defined since pi(z · g) = pi(z). We define
a vector space structure on TP
G
|x = pi−12 (x) where x ∈M . Let 〈z1, v1〉,〈z2, v2〉 ∈ TPG |x.
Then pi(z1) = pi (z2) = x. Hence there is some g ∈ G such that z1 = z2 · g. Define
〈z1, v1〉 + 〈z2, v2〉 = 〈z1, v1 + dz2Rg(v2)〉. This is well defined. Let X1 = (z1, v1)
and X2 = (z2, v2) and let Y1 = (u1, w1) Y2 = (u2, w1) be other representatives of
〈X1〉 and 〈X2〉 respectively. Then there are h1 and h2 ∈ G such that Y1 = X1 · h1
and Y2 = X2 · h2, i.e.(u1, w1) = (z1.h1, dz1Rh1(v1)) and (u2, w2) = (z2.h2, dz2Rh2(v2)).
Hence u1 = u2h
−1
2 gh1. Therefore
〈Y1〉+ 〈Y2〉 = 〈u1, w1 + du2Rh−12 gh1(w2)〉
= 〈z1.h1, dz1Rh1(v1) + du2Rh−12 gh1dz2Rh2(v2)〉
= 〈z1.h1, dz1Rh1(v1) + dz2Rgh1(v2)〉
= 〈z1, v1 + dz2Rg(v2)〉 · h1
= 〈z1, v1 + dz2Rg(v2)〉
= 〈X1〉+ 〈X2〉.
Hence, addition is well defined. For multiplication we define t〈X1〉 = 〈tX1〉, which
can easily be seen that it is well defined. Hence, TP
G
|x is a vector space. Now we
define a map a : TP
G
−→ TM by a〈z, v〉 = (pi(z), dzpi(v)). We have
a〈z.g, dzRg〉 = (pi(z.g), dz.gpidzRg) = (pi(z), dzpi(v)) since piRg = pi. This shows that
a is well defined.
3.1.1 Local charts for TPG
Suppose that P =M ×G is the trivial principal bundle. We write the points of TP
as (x, g, x¯, g¯) where x ∈ M , g ∈ G, x¯ ∈ TxM , g¯ ∈ TgG. The elements of TPG become
the equivalence classes as 〈x, g, x¯, g¯〉. Then (x, h, x¯, h¯) and (y, u, y¯, u¯) represent the
same class if 
y = x
u = h.g
y¯ = x¯
u¯ = dhRg(h¯)
(3.1)
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for some g ∈ G and Rg is the right action on G. And we have
pi2 :
TP
G
−→M
pi2〈x, g, x¯, g¯〉 = x (3.2)
a :
TP
G
−→ TM
a〈x, g, x¯, g¯〉 = (x, x¯). (3.3)
Let Uα be some chart for M , then we identify x and x¯ with the local coordinates
(x1, . . . , xn) and (x¯1, . . . , x¯n) corresponding to Uα to keep the notation tidy and sim-
ple. We have the bijection
φ :
TP
G
−→ TM × g
φ〈x, g, x¯, g¯〉 = (x, x¯, dhRh−1 (h¯)) (3.4)
φ−1 : TM × g −→ TP
G
φ−1(x, x¯, v) = 〈x, 1, x¯, v〉. (3.5)
We define the topology of TP
G
using these bijections and we have to check that it
coincides with the quotient topology. We have the following natural projection i :
TP −→ TP
G
, i(x, g, x¯, g¯) = 〈x, g, x¯, g¯〉 which is continuous. We will see later that
the transition functions for TP
G
are smooth. Therefore the two topologies coincide.
Now we consider an arbitrary principal bundle P . Then we have local trivializations
P |Uα ϕα−→ Uα × G = Pα and ϕα is equivariant, i.e. ϕα(z.g) = ϕα(z).g. Then dϕα :
TP |Uα −→ TPα is equivariant. To see this, let (z, v) ∈ TP |Uα and notice that
ϕα(z.g) = ϕα(z).g is the same as ϕαRg = Rgϕα. Then
dϕα((z, v) · g) = dϕαdRg(z, v)
= dRgdϕα(z, v)
= dϕα(z, v) · g. (3.6)
Hence we can define the quotient map ¯dϕα :
TP
G
|Uα −→ TPαG which is a bijection. We
have as well dϕβα = dϕβϕα : TPαβ −→ TPαβ is equivariant, where Pαβ = Uα∩Uβ×G.
Hence, we have the quotient map ¯dϕβα :
TPαβ
G
−→ TPαβ
G
which is a bijection. Since
we have local charts for
TPαβ
G
we can find ¯dϕβα in local coordinates. Let F = ϕβα.
Then F : Pαβ −→ Pαβ, F (x, h) = (x, gβα.h). Let K(x, h) = gβα(x).h. Then
K = m ◦ f where f(x, h) = (gβα(x), h) and m(g, h) = g.h.
Let m1(g) = m(g, h) = Rhg and m2(h) = m(g, h) = Lgh. Since K = m ◦ f , then
dK = dm ◦ df = (dm1 + dm2)df =
(
dRh + dLgβα(x)
)
df . In matrix form we get
dk =
(
dRh, dLgβα(x)
)( dgβα 0
0 I
)
=
(
dRh · dgβα, dLgβα(x)
)
(3.7)
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as block matrices. Hence
dF =
(
I 0
dRh · dgβα dLgβα(x)
)
. (3.8)
Hence
dF (x, h, x¯, h¯) =
(
I 0
dRh · dgβα dLgβα(x)
)(
x¯
h¯
)
=
(
x¯
dRh · dgβα (x¯) + dLgβα(x)
(
h¯
) ) . (3.9)
Therefore
dF (x, h, x¯, h¯) =
(
x, gβα(x).h, x¯, dRh.dgβα (x¯) + dLgβα(x)
(
h¯
))
. (3.10)
Let ηβα = φβdϕ¯βαφ
−1
α . Then ηβα : TUαβ × g −→ TUαβ × g,
ηβα
(
x, x¯, h¯
)
= φβdϕ¯βα
〈
x, 1, x¯, h¯
〉
=
〈
x, gβα(x), x¯, dgβα (x¯) + d1Lgβα
(
h¯
)〉
=
(
x, x¯, dgβα(x)Rg−1βα
(
dgβα (x¯) + d1Lgβα
(
h¯
)))
=
(
x, x¯, dgβα(x)Rg−1βα
dgβα (x¯) + Ad (gβα(x))
(
h¯
))
. (3.11)
That is
ηβα (X, v) =
(
X, dRg−1βα(x)
dgβα (X) + Ad (gβα(x)) (v)
)
, (3.12)
or
ηβα (X, v) = (X,∆(gβα) (X) + Ad (gβα(x)) (v)) , (3.13)
where ∆ (g) = dRg−1(x)dg is called the right Darboux derivative and g is a function
taking values in G. The transition functions for TP
G
are smooth. Hence TP
G
is a vector
bundle.
3.1.2 Local charts for the adjoin bundle P×gG
P×g
G
is the associated vector bundle of P . The action of G on P × g is given by
(z, v).g = (z.g,Ad (g−1) (v)). In the case of P = M × G , i.e. it is trivial, then
〈x1, h1, v1〉 = 〈x2, h2, v2〉 if x2 = x1, h2 = h1.g, v2 = v1Ad (g−1) (v1) for some g ∈ G.
We have the following bijection
τ :
P × g
G
−→M × g
τ〈x, h, v〉 = (x,Ad(h)v)
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with inverse
τ−1 :M × g −→ P × g
G
τ1(x, v) = 〈x, 1, v〉.
Suppose now that we have an arbitrary principal bundle P over M . We define a
projection pi1 :
P×g
G
−→ M , pi1〈z, v〉 = pi(z). Then we get an equivariant bijection
ϕ̂α : P × g|Uα −→ Pα × g by ϕ̂α(z, v) = (ϕα(z), v). Therefore we have the quotient
map ϕ̂α :
P×g
G
|Uα −→ Pα×gG which is a bijection as well. Using Uα and Uβ we get a
bijection ϕ̂βα :
Pαβ×g
G
−→ Pαβ×g
G
. We have a coordinate change
χβα = τβϕ̂βατ
−1
α : Uαβ × g −→ Uαβ × g
χβα(x, v) = (x,Ad (gβα(x)) v) . (3.14)
We see that the coordinate transformations are smooth and linear on the fibres.
So we define the topology of P×g
G
using the previous bijections. Since The natural
projection k : P×g
G
−→ P × g is continuous, then it coincides with quotient topology.
Therefore we constructed a smooth vector bundle structure for P×g
G
. Locally we have
pi1 :
P × g
G
−→M
pi1(x, v) = x. (3.15)
Define the map Φ : P × g −→ TP by Φ(z, v) = Φz(v) where Φz is the differential
of the map Φz : G −→ P , Φz(g) = z.g, i.e. φz = dΦz. The map Φ is equivariant, i.e.
Φ((z, v) · g) = Φ(z, v) · g. Therefore we have the quotient map j : TP
G
−→ P×g
G
where
j〈z, v〉 = 〈Φ(z, v)〉. We have the natural map
i : TP −→ TP
G
i
(
x, h, x¯, h¯
)
=
(
x, x¯, dhRh−1
(
h¯
))
. (3.16)
Let z = (x, h). Then we have the map Φz : G −→ P , Φz(g) = (x, h · g). Then,
Φz(v) = (x, h, 0, d1Lh(v)) because dΦz(v) =
(
0
d1Lh
)
(v). Hence
Φ(x, h, v) = (x, h, 0, d1Lh(v)) , (3.17)
jαα = φαϕαjϕ̂α
−1τ−1α : Uα × g −→ TUα × g
jαα(x, v) = φαϕαjϕ̂α
−1〈x, 1, v〉
= φα〈x, 1, 0, d1Lh(v)〉
= (x, 0, v), (3.18)
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and
a :
TP
G
−→ TM
a (x, x¯, v) = (x, x¯) . (3.19)
We sum up everything in the following commutative diagram.
P × g Φ−−−→ TPyk yi
0 −−−→ P×g
G
j−−−→ TP
G
a−−−→ TM −−−→ 0ypi1 ypi2 ypi3
M M M
. (3.20)
We want to prove that the middle row of the diagram is exact. So we have to
show that j is injective and a is surjective and Im(j) = ker(a). This can be seen
at once from the local expressions of j and a. Now we have to define Lie brackets
for TP
G
and P×g
G
. Let E stand for TP
G
and P×g
G
and I stand for i and k. We define
the set of G-invariant sections of on E as ΓEG = {X ∈ ΓE : X(z · g) = X(z) · g}.
Define Ψ : Γ
(
E
G
) −→ ΓEG by (ΨX) (z) = I−1z X(piz) where I is the restriction of I
to Ez −→ EG |piz. Then ΓEG is a C∞(M)-module defined by fX = (f ◦ pi)X.
Proof. Let X1 = (z, v1), X2 = (z, v2) ∈ Ez. Suppose that Iz(X1) = Iz(X2). Then
〈z, v1〉 = 〈z, v2〉 which implies that v1 = v2. Hence X1 = X2. Therefore Iz is injective.
Iz is surjective.
Iz(λX + µY ) = 〈λX + µY 〉 = λ〈X〉 + µ〈Y 〉 = λIz(X) + µIz(Y ). Hence Iz is an
isomorphism of vector spaces.
We prove that Ψ is an isomorphism of C∞(M)-modules. Suppose X(piiz) = 〈z, v〉.
Then
X(z · g) = I−1z·gX(piiz)
= I−1z·g 〈z, v〉
= I−1z·g 〈z · g, v · g〉
= (z · g, v · g)
= (z, v) · g
= I−1z X(piiz) · g
= X(z) · g.
Hence, X ∈ ΓEG and therefore Ψ is well defined.
We now prove that Ψ is bijective. Suppose thatX(z) = Y (z) all z. Then I−1z X(piiz) =
I−1z Y (piiz) all z. Hence X(x) = Y (x) all x where piiz = x. Hence Ψ is injective.
Let A ∈ ΓEG. Then ΨX = A where X(x) = 〈A(z)〉 with piiz = x. Hence Ψ is
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surjective. On the other hand we have
λX + µY = I−1z (λX + µY ) (piiz)
= (λ ◦ pii)I−1z X(piiz) + (µ ◦ pii)I−1z Y (piiz)
= (λ ◦ pii)X(z) + (µ ◦ pii)Y (z)
=
(
λX
)
(z) +
(
µY
)
(z),
where λ, µ ∈ C∞(M). Hence Ψ is an isomorphism of C∞(M)-modules.
3.1.3 Lie algebroid structure for TPG
We define Lie brackets on ΓE
G
by [X, Y ] = Ψ−1[ΨX,ΨY ] where the second bracket is
the bracket on ΓE. In the case of E = TP , they are the Lie brackets of vector fields.
Lemma 2. Suppose that Lie brackets [, ] are given for Γ(P × g) and Φ[X, Y ] =
[ΦX,ΦY ]. Then j[X, Y ] = [jX, jY ], where X = Ψ−1X.
Proof. We have jk = iΦ. Hence iΦ[X, Y ](z) = jk[X,Y ](z). Therefore by the as-
sumption given in the lemma i ([ΦX,ΦY ](z)) = j[X, Y ](x). Hence [ΦX,ΦY ](x) =
j[X, Y ](x). This gives [ΦX,ΦY ](x) = j[X, Y ](x). On the other hand ΦX = jX
since jk = iΦ. Hence j[X, Y ] = [jX, jY ].
LetX, Y ∈ Γ(P×g) such thatX(x, h) = (x, h,A(x, h)) and Y (x, h) = (x, h,B(x, h)).
We define Lie brackets on Γ(P × g) in the obvious way by setting [X, Y ](x, h) =
(x, h, [A(x, h), B(x, h)]). If X, Y ∈ Γ(P × g), then A ((x, h) · g) = Ad (g−1)A(x, h)
for all g ∈ G.
Hence A(x, h) = Ad (h−1)A(x, 1). We have ΦX(x, h, v) = (x, h, 0, d1Lhv).
Hence ΦX(x, h) = (x, h, 0, d1LhA(x, h)) = (x, h, 0, d1RhA(x, 1)) and
ΦY (x, h) = (x, h, 0, d1RhB(x, 1)). Therefore
[X, Y ](x, h) = (x, h, [A(x, h), B(x, h)])
=
(
x, h,Ad
(
h−1
)
[A(x, 1), B(x, 1)]
)
. (3.21)
On the other hand
Φ[X, Y ](x, h) =
(
x, h, 0, d1LhAd
(
h−1
)
[A(x, 1), B(x, 1)]
)
= (x, h, 0, d1Rh[A(x, 1), B(x, 1)]) . (3.22)
Let A˜x(h) = d1RhA(x, 1) and B˜
x(h) = d1RhB(x, 1). They are the right-invariant
vector fields in G containing A(x, 1) and B(x, 1) respectively. Hence
[ΦX,ΦY ](x, h) =
(
x, h, 0,
[
A˜x, B˜x
]
(h)
)
=
(
x, h, 0, d1Rh
[
A˜x, B˜x
]
(1)
)
= (x, h, 0, d1Rh [A(x, 1), B(x, 1)]) . (3.23)
CHAPTER 3. LOCAL DESCRIPTION OF THE ATIYAH SEQUENCE 27
From (3.22) and (3.23), we see that
Φ[X, Y ] = [ΦX,ΦY ]. (3.24)
By Lemma (2)
j[X, Y ] = [jX, jY ]. (3.25)
Write X(z) = (z, v(z)) and Y (z) = (z, w(z)). Then X(x) = 〈z, v(z)〉 and Y (x) =
〈z, w(z)〉 where pi(z) = x. We have [X, Y ](x) = [X,Y ](x). Hence
[X, Y ](x) = 〈z, [v(z), w(z)]〉. (3.26)
If we locally have X(x) = (x, v(x)) and Y (x) = (x,w(x)), then
[X,Y ](x) = (x, [v(x), w(x)]), (3.27)
where X, Y ∈ ΓP×g
G
.
Let X ∈ ΓTP
G
and X(x) =
(
x, x¯(x), h¯(x)
)
. Then
X(z) = i−1z
(
x, x¯(x), h¯(x)
)
= i−1z 〈x, 1, x¯(x), h¯(x)〉
= i−1z 〈x, h, x¯(x), d1Rhh¯(x)〉
=
(
x, h, x¯(x), d1Rhh¯(x)
)
, (3.28)
where z = (x, h). Let x¯(x) = x¯i(x)ei(x) where ei(x) =
∂
∂xi
|x and h¯(x) = h¯j(x)uj
for a basis {uj} of g. Since [ei, ej] = 0, then [ei, ej] = 0. Since [ui, ej] = 0, then
[ui, ej] = 0. Using j we find [ui, uj] = c
k
ijuk. Let X(x) =
(
x, x¯(x), h¯(x)
)
and Y (x) =
(x, y¯(x), g¯(x)). From the local expression of a, we see that a(ec) =
∂
∂xc
and a(ui) = 0.
The Leibniz rule [X, fY ] = f [X, Y ] + a(X)fY follows easily from the fact that
X(f ◦ pi) = a(X)(f) ◦ pi.
[X, fY ] = f ◦ pi[X, Y ] +X(f ◦ pi)Y = f ◦ pi[X, Y ] + a(X)(f) ◦ pi.Y .
Hence [X, fY ] = f [X,Y ] + a(X)fY .
Proposition 1.
[X, Y ] = [x¯aea + h¯
iui, y¯
beb + g¯
juj]
=
(
x¯a
∂y¯b
∂xa
− y¯a ∂x¯
b
∂xa
)
eb +
(
ckijh¯
ig¯j + x¯a
∂g¯k
∂xa
− y¯a∂h¯
k
∂xa
)
uk. (3.29)
If we write X as (X,V ) and Y as (Y, V ) where X ∈ X(U) and W a section of U ×g,
then
[(X,V ), (Y,W )] = [X, Y ] +X(W )− Y (V ) + [V,W ]. (3.30)
Hence we have shown that TP
G
is a Lie algebroid. This suggests the following
definition of trivial Lie algebroid.
Definition 15. A trivial Lie algebroid is a Lie algebroid TM × g for some manifold
M with the Lie brackets defined as in (3.30). Its adjoint bundle is M × g.
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3.1.4 Connection and curvature
In this section we introduce the concept of connection on a transitive Lie algebroid.
We see then how to get the connection one-form in a principal bundle and we discuss
curvature and see how this generalizes the usual curvature in a principal bundle and
vector bundle. In doing so, we take a different approach from [19].
Definition 16. Let A −→ M be a transitive Lie algebroid. Then a bundle map
s : TM −→ A such that as = idTM is called a Lie algebroid connection (or simply a
connection). A connection reform is a bundle map ω : A −→ L such that ωj = idL.
In the case when A = TP
G
, then we have
s : TM −→ TP
G
s (x, x¯) =
(
x, x¯, h¯ (x, x¯)
)
. (3.31)
For ω : TP
G
−→ P×g
G
, we get ω (x, x¯, v) = (x, β(x) (x¯, v)) where β(x) is a linear map
on the fibres (x¯, v). Since ωj (x, v) = ω (x, 0, v) = (x, β(x) (0, v)) = (x, v), we get
β(x) (0, v) = v for all x, v
β(x) (x¯, v) = βx (x¯) + v, (3.32)
where βx (x¯) = β(x) (x¯, 0). We can see that βx : TUα −→ g is a one-form.
P × g ω¯←−−− TPyk yi
P×g
G
ω←−−− TP
G
(3.33)
The connection form ω¯ corresponding to the connection reform ω is the bundle map
ω¯ : TP −→ P × g such that ω¯(z, v) = k−1z ω〈z, v〉. Let p : M × G −→ G be the
projection p(x, g) = g and pi : P −→ M the projection of P on M and ω0 = dhLh−1
be the left Maurer-Cartan form in G. Then, we locally have
ω¯
(
x, h, x¯, h¯
)
= k−1z ω〈x, h, x¯, h¯〉
= k−1z ω〈x, 1, x¯, dhRh−1
(
h¯
)〉
= k−1z 〈x, 1, β(x)
(
x¯, dhRh−1
(
h¯
))〉
= k−1z 〈x, h,Ad
(
h−1
)
β(x)
(
x¯, dhRh−1
(
h¯
))〉
=
(
x, h,Ad
(
h−1
)
β(x)
(
x¯, dhRh−1
(
h¯
)))
=
(
x, h,Ad
(
h−1
)
βx (x¯) + Ad
(
h−1
)
dhRh−1
(
h¯
))
=
(
x, h,Ad
(
h−1
)
βx (x¯) + dhLh−1
(
h¯
))
=
(
x, h,Ad
(
h−1
)
βxdpi
(
x¯, h¯
)
+ p∗ω0
(
x¯, h¯
))
, (3.34)
where z = (x, h). Hence
ω¯z = Ad
(
h−1
)
βxdpi + p
∗ω0. (3.35)
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This is the expression of ω¯. We have to show that ω¯z ◦ Φz = id.
We have
ω¯ ◦ Φz(X) = k−1z ω 〈Φz(X)〉
= k−1z ωj 〈X〉
= k−1z 〈X〉
= X.
Hence ω¯z ◦ Φz = id. Let X ∈ TzP . Then X · g ∈ Tz·gP .
We have Ad (g−1) ω¯z(X) = Ad (g−1) k−1z ω〈X〉 = Ad (g−1)Y where 〈Y 〉 = ω〈X〉 and
Y ∈ {z} × g. On the other hand
ω¯z·g(X.g) = k−1z·gω〈X · g〉 = k−1z·g〈Y.g〉 = Ad (g−1)Y . Hence R∗gω¯ = Ad (g−1) ω¯. There-
fore ω¯ is a connection one-form.
Proposition 2. Consider the Atiyah Lie algebroid. Then for any connection s, there
is a unique connection reform ω such that jω + sa = id.
Proof. First suppose we have jω + sa = id. Then locally we have
jω (x, x¯, v) + sa (x, x¯, v) = (x, x¯, v). Hence j (x, βx (x¯) + v) + s (x, x¯) = (x, x¯, v). This
implies (x, 0, βx (x¯) + v) +
(
x, x¯, h¯ (x, x¯)
)
= (x, x¯, v).
That is
(
x, x¯, βx (x¯) + h¯ (x, x¯) + v
)
= (x, x¯, v). This says that
βx (x¯) = −h¯ (x, x¯) . (3.36)
Hence just choose βx (x¯) = −h¯ (x, x¯). So in each local chart this is possible. But in
the intersection they must coincide because jω + sa = id, and hence it is globally
defined. And it is unique since jω + sa = id.
In a neighborhood Uα, we have s (x, x¯) =
(
x, x¯, h¯α (x, x¯)
)
, and this transforms as
s (x, x¯) =
(
x, x¯, dRg−1βα(x)
dgβα (x¯) + Ad (gβα(x))
(
h¯α (x, x¯)
))
.
Hence we have
hβ(x) (x¯) = Ad (gβα(x))
(
h¯α (x) (x¯)
)
+ dRg−1βα(x)
dgβα (x¯) .
We will prove that
dRg−1βα(x)
dgβα = −dLg−1αβ (x)dgαβ.
Let
m(x) = Rg−1βα(x0)
gβα(x) = g
−1
αβ (x)gαβ(x0).
Then
dx0m = dRg−1βα(x0)
dx0gβα.
And let
l(x) = g−1αβ (x0)gαβ(x) = Lg−1αβ (x0)gαβ(x).
Let S(x) = (m(x), l(x)) and T (g, h) = g.h and T1(g) = Rhg and T2(h) = Lgh. We
have TS(x) = m(x)l(x) = 1. Hence d(1,1)Tdx0S = 0 at x0. In matrix form we have
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dT = (dRh, dLg) and dS =
(
dm
dl
)
.
Hence dTdS =
(
dRl(x0)dm+ dLm(x0)dl
)
= 0. Since m(x0) = l(x0) = 1, then
dRl(x0) = dLm(x0) = id, and therefore dl = −dm.
We see that
∆r(g−1) = −∆l(g), (3.37)
where ∆rand ∆l are the right and left Darboux derivatives respectively. Hence we
have the following proposition.
Proposition 3.
h¯β = Ad
(
g−1αβ
) ◦ h¯α − g∗αβω0 (3.38)
ββ = Ad
(
g−1αβ
) ◦ βα + g∗αβω0 (3.39)
where ω0 is the standard left Maurer-Cartan form.
It could be seen that every connection s defines local connection forms
(−h¯α = βα).
3.2 The Lie algebroid of derivations D(E)
In this chapter we will describe the Lie algebroid of derivations D(E) of a vector
bundle E, and we will construct an explicit morphism of Lie algebroids from TP
G
to
D
(
P×V
G
)
, where V is a vector space on which the Lie group G acts.
Definition 17. A Lie algebroid A −→ M is called transitive if the anchor a is
fibrewise surjective, regular if a is of locally constant rank, and totally intransitive if
a = 0.
Let E −→ M be a vector bundle over M . We shall define a Lie algebroid D(E)
called the Lie algebroid of derivations as follows.
Let Dx : ΓE −→ Ex. Then, we say that Dx ∈ D(E) if there is a vector at x,
Xx ∈ TxM , such that Dx(fs) = f(x)Dx(s)+Xx(f)s(x) for any function f ∈ C∞(M)
and any section s ∈ ΓE. And define a(Dx) = Xx. Then D(E) is a vector bundle over
M by defining pi : D(E) −→ M and pi(Dx) = x. Observe that for a(Dx) = 0 we get
the linear endomorphisms of E, and therefore we get the following exact sequence
End(E) −−−→ D(E) a−−−→ TM. (3.40)
Definition 18. Let A be a Lie algebroid on M and E a vector bundle on M . A
representation of A on E is a morphism of Lie algebroids ρ : A −→ D(E) .
Proposition 4. D(E) is a Lie algebroid.
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Proof. The sections of D(E) are differential operators D : ΓE −→ ΓE such that
D(fs) = fD(s) + a(D)(f)s for any section s ∈ ΓE and any function f ∈ C∞(M)
Let D,D′ ∈ ΓD(E).Then
[D,D′](fs) = DD′(fs)−D′D(fs)
= D(fD′(s) + a(D′)(f)s)−D′(fD(s) + a(D)(f)s)
= f [D,D′](s) + [a(D), a(D′)](f)s
= f [D,D′](s) + a[D,D′](f)s,
where a[D,D′] = [a(D), a(D′)] by definition of the anchor a. Hence [D,D′] ∈ ΓD(E).
For the Leibniz rule we have
[D, fD′] = D(fD′)(s)− fD′(Ds)
= fDD′(s) + a(D)(f)D′(s)− fD′D(s)
= f [D,D′](s) + a(D)(f)D′(s).
Hence [D, fD′] = f [D,D′](s) + a(D)(f)D′.
Example 4. Let ∇ be a connection on a vector bundle E, ∇ : X(M)× ΓE −→ ΓE.
We can see that ∇ is a connection in the Lie algebroid D(E) −→ TM . To see this
we have
∇Xfs = f∇Xs+X(f)s
= f∇Xs+ a(∇X)(f)s,
with a(∇X) = (a ◦ ∇)(X) = X, i.e. a ◦ ∇ = id.
The curvature R(X, Y ) = [∇X ,∇Y ]−∇[X,Y ] is the negative of the usual definition of
curvature of ∇.
Proposition 5. Let s : TM −→ TM × g be a connection (anchor section) in the
trivial Lie algebroid TM × g, with s(X) = (X,ω(X)). Then
R(X, Y ) = (0,−Ω (X, Y )). (3.41)
Proof.
R(X,Y ) = s[X, Y ]− [sX, sY ]
= ([X, Y ], ω[X, Y ])− [(X,ω(X)), (Y, ω(Y ))]
= ([X, Y ], ω[X, Y ])− ([X, Y ], Xω(Y )− Y ω(X)− [ω(X), ω(Y )]
= (0, Xω(Y )− Y ω(X) + ω[X,Y ]− [ω(X), ω(Y )])
= (0,−(dω(X, Y ) + [ω(X), ω(Y )]))
= (0,−(dω(X, Y ) + 1
2
[ω, ω](X, Y ))
= (0,−Ω (X, Y ))
where Ω = dω + 1
2
[ω, ω].
We can see that to get the curvature of a connection in a vector bundle E we take
a section of D(E) −→ TM and if we want to get the curvature two-form we take a
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section of TF (E)
G
−→ TM , where G is the general linear group of the frame bundle
F (E).
3.2.1 Local description of D(E)
Let {ei} be a basis of E on some neighborhood U of M . Then D(s) is determined
by D(ei) and a(D) for any section s = f
iei since D(f
iei) = f
iD(ei) + a(D)(f
i)ei.
Let a(D) = rj ∂
∂xj
and D(ei) = t
j
iej for some r
j, tji ∈ C∞(M). And any choice of rj,
tji ∈ C∞(M) determines a differential operator D ∈ D(E). We claim that we have
an isomorphism φ : D(E)|U −→ TU × g where g = g(Rn), n is the rank of E and
TU × g is the trivial Lie algebroid. We have φ(Dx) = (R(x) = rj(x), T (x) = tji (x))
if a(Dx) = r
j(x) ∂
∂xj
|x and Dx(ei) = tji (x)ej(x) with Tji = tji . Let φD = (X,V ) and
φD′ = (Y,W ). We need to prove that
φ[D,D′] = ([X, Y ], X(W )− Y (V ) + [V,W ]).
[D,D′](ei) = DD′(ei)−D′D(ei)
= D(W ji ej)−D′(V ji ej)
= W ji D(ej) +X(W
j
i )ej − V ji D′(ej − Y (V ji )ej
= W si V
j
s ej +X(W
j
i ej − V si W js ej − Y (V ji )ej
= (V jsW
s
i −W js V si +X(W ji )− Y (V ji ))ej
= ([V,W ]ji +X(W
j
i )− Y (V ji ))ej
and a[D,D′] = [aD, aD′] = [X,Y ]. Hence,
φ[D,D′] = ([X, Y ], X(W ) − Y (V ) + [V,W ]). We used the opposite of the usual Lie
brackets between matrices.
Change of coordinates
Let {e¯i} be another basis of ΓE|U and x¯i be some other coordinates of U such that
ei = mkie¯k.
We have
D(ei) = D(mkie¯k)
= mkiD(e¯k) + r¯
j ∂mki
∂x¯j
e¯k
= mkit¯
s
ke¯s + r¯
j ∂msi
∂x¯j
e¯s
= (mkit¯
s
k + r¯
j ∂msi
∂x¯j
)e¯s
= tjimsj e¯s.
Hence tjimsj = mkit¯
s
k + r¯
j ∂msi
∂x¯j
.
Then (MT )si = (T¯M)si + r¯
j(∂M
x¯j
)si.
Therefore MT = T¯M + r¯j ∂M
x¯j
.
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Hence,
T =M−1T¯M +M−1r¯j
∂M
x¯j
. (3.42)
Or equally
Proposition 6.
T¯ =MTM−1 +Mrj
∂M−1
xj
. (3.43)
Definition 19. A transitive Lie algebroid A −→ TM is locally trivial if there is an
open cover {Ui} of M such that there are local flat connections Θi : TUi −→ A|Ui
and an atlas of bracket preserving trivializations {ψi : Ui × g −→ L|Ui} such that
[Θi(X), ψi(V )] = ψiX(V ). The collection {Ui, ψi,Θi} is called Lie algebroid atlas.
Ui × g j−−−→ TUi × g a−−−→ TUiyψi ySi ∥∥∥
Li
j−−−→ Ai a−−−→ TUi
where Li = LUi and Ai = AUi and TUi = TUUi and S
i the isomorphism defined by
Si(X,V ) = Θi(X) + ψi(V ). (3.44)
Let P (M,G, pi) be a principal bundle and ρ : G −→ Gl(V ) be a representation of
G. Then we have the associated vector bundle P×V
G
from the action (P ×V )×V −→
P × V and (z, g) · v = (z · g, g−1 · v) and P×V
G
is a vector bundle over M with fibre V .
Let gαβ be the transition functions of P . Then the coordinate transformations of
P×V
G
are as (x, v) −→ (x, ρ(gβα)v) from 〈z, v〉 −→ 〈x, h, v〉 −→ 〈x, 1, h · v〉 −→ (x, h · v).
〈x, gβα(x) · h, v〉 −→ 〈x, 1, gβα(x) · h, v〉 −→ (x, gβα(x)h · v). From 3.43 we can see
that the change of coordinates of D(P×V
G
) is
T¯ = ρ (gβα)Tρ
(
g−1βα
)
+ ρ (gβα) r
j
∂ρ
(
g−1βα
)
∂xj
. (3.45)
Or better
Tβ = ρ (gβα)Tαρ
(
g−1βα
)
+ ρ (gβα)Xρ
(
g−1βα
)
. (3.46)
When changing from the Uα to Uβ where X is the vector field r
j ∂
∂xj
. We define a
morphism F : TP
G
−→ D (P×V
G
)
as
TUα × g −→ TUα × gl(V ),
Fα(X, v) = (X, dρ(v))
using local trivializations.
Theorem 3. The map F : TP
G
−→ D (P×V
G
)
, Fα(X, v) = (X, dρ(v)) using local
trivializations is a morphism of Lie algebroids.
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Proof. We need to prove that F is well defined. Actually what we have is
F = η−1α Fαφα where φα and ηα are the trivialization maps of
TP
G
and D
(
P×V
G
)
respectively corresponding to Uα. If F is defined using φβ and ηα, then we should
have η−1α Fαφα = η
−1
β Fβφβ, i.e. ηβαFα = Fβφβα, where ηβα = ηβη
−1
α and φβα = φβφ
−1
α .
We have
ηβαFα(X, v) = ηβα (X, dρ(v))
=
(
X, ρ (gβα) dρ(v)ρ
(
g−1βα
)
+ ρ (gβα)Xρ
(
g−1βα
))
. (3.47)
On the other hand
Fβφβα(X, v) = Fβ
(
X,Ad (gβα) (v) + d
(
Rg−1βα
gβα
)
(X)
)
=
(
X, dρAd (gβα) (v) + dρd
(
Rg−1βα
gβα
)
(X)
)
=
(
X,Ad (ρ (gβα)) dρ(v) + d
(
Rρ(g−1βα)
ρ (gβα)
)
(X)
)
=
(
X, ρ (gβα) dρ(v)ρ
(
g−1βα
)
+ ρ (gβα)Xρ
(
g−1βα
))
. (3.48)
From (3.47) and (3.48) we conclude that F is well defined. F is a morphism of Lie
algebroids. We have
Fα [(X, v) , (Y,w)] = ([X, Y ] , X (w)− Y (v) + [v, w])
= ([X, Y ] , dρX (w)− dρY (v) + dρ [v, w])
= ([X, Y ] , Xdρ (w)− Y dρ (v) + [dρ (v) , dρ (w)])
= [(X, dρ (v)) , (Y, dρ (w))]
= [Fα (X, v) , Fα (Y,w)] .
Hence F is a morphism of Lie algebroids.
Now let V = g and ρ be the adjoint representation of G Ad : G −→ Gl(g).
Then dρ = ad : g −→ gl (g). We get the morphism F : TP
G
−→ D (P×g
G
)
defined as
Fα(X, v) = (X, ad(v)) which is called the adjoint representation of
TP
G
in D
(
P×g
G
)
.
Consider a vector bundle E with fibre V . Then FE×V
G
is isomorphic to E where
G = Gl (V ) and FE is the frame bundle of E and the representation of Gl (V ) is
the identity representation, i.e. ρ = id. Applying the previous theorem, we get the
following corollary.
Corollary 1. The map F : TFE
G
−→ D (E) defined locally as F (X, v) = (X, v) is an
isomorphism of Lie algebroids.
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Curvature and field strength
4.1 First approach
It is well known that the structure of Lie algebroid E is equivalent to Q-manifold
structure on ΠE. We will prove this later in 4.2. From the Atiyah sequence
0 −−−→ P×g
G
j−−−→ TP
G
a−−−→ TM −−−→ 0
we get
0 −−−→ P×Πg
G
jΠ−−−→ ΠTP
G
aΠ−−−→ ΠTM −−−→ 0.
If we have a Lie algebroid connection ϕ : TM −→ TP
G
then we have the corre-
sponding map ϕΠ : ΠTM −→ ΠTP
G
. Let xi and θj be coordinates on ΠTM and xi
and θj and ξk be coordinates on TP
G
. Then we have ϕΠ(x, θ) =
(
x, θ, αij(x)θ
j
)
and
the corresponding local one-form A : TM −→ g A = αijdxjui, where {ui} is a basis
of g. In what follows we simply denote ϕΠ as ϕ.
Proposition 7. ([17]) Let Q = Q1 + Q2 where Q1 = θ
i ∂
∂xi
and Q2 = −12ckijξiξj ∂∂ξk .
Then (Q1ϕ
∗ − ϕ∗Q) (α.ω) = ∑k=pk=1(−1)k+1α(A, . . . , kFA, . . . , A) where α ∈ ∧p (g∗)
and ω ∈ C∞ (ΠTM).
We will give a proof of this proposition. First we check that
ϕ∗(α · ω) = 1
p!
α (A,A, . . . , A) · ω and ϕ∗(α · ω) = ϕ∗α · ϕ∗ω = ϕ∗α · ω. We need to
prove that ϕ∗α = α (A, . . . , A), i.e. αϕ = α (A, . . . , A).
Suppose that α = α0ξ
i1 · · · ξip , ξik = αikjkθjk . Then, ϕ∗α = αϕ = α0αi1j1 . . . α
ip
jp
θj1 . . . θjp .
35
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We have
α (A, . . . , A) = α0dx
i1 ∧ . . . ∧ dxip (αs1j1θj1us1 , . . . , αs1j1θj1us1)
= α0α
s1
j1
. . . α
sp
jp
θj1 . . . θjpdxi1 ∧ . . . ∧ dxip (us1 , . . . , usp)
=
∑
σ
α0 sgn (σ)α
iσ(1)
j1
. . . α
iσ(p)
jp
θj1 . . . θjp
=
∑
σ
α0 sgn (σ)α
iσ(1)
jσ(1)
. . . α
iσ(p)
jσ(p)
θjσ(1) . . . θjσ(p)
=
∑
σ
α0 sgn (σ)α
iσ(1)
jσ(1)
. . . α
iσ(p)
jσ(p)
sgn(σ)θj1 . . . θjp
= p!α0α
i1
j1
. . . α
ip
jp
θj1 . . . θjp . (4.1)
Hence
ϕ∗(α · ω) = 1
p!
α (A,A, . . . , A) · ω. (4.2)
On the other hand
(Q1ϕ
∗ − ϕ∗Q) (α · ω) = (Q1ϕ∗ − ϕ∗ (Q1 +Q2)) (α · ω)
= Q1ϕ
∗(α · ω)− ϕ∗ (Q1 +Q2) (α · ω)
= Q1 (ϕ
∗ (α) · ω)− ϕ∗ (Q1(α · ω) +Q2(α · ω))
= Q1 (ϕ
∗ (α) · ω)− ϕ∗Q1(α · ω)− ϕ∗Q2(α · ω)
= Q1 (ϕ
∗ (α) · ω)− ϕ∗ ((−1)eααQ1(ω))− ϕ∗ (Q2(α) · ω))
= Q1ϕ
∗ (α) · ω + (−1)eαϕ∗(α)Q1(ω)− (−1)eαϕ∗(α)Q1ω
− ϕ∗Q2(α) · ω
= (Q1ϕ
∗ (α)− ϕ∗Q2(α)) · ω. (4.3)
Hence
(Q1ϕ
∗ − ϕ∗Q) (α · ω) = (Q1ϕ∗ (α)− ϕ∗Q2(α)) · ω. (4.4)
We only need to prove thatQ1ϕ
∗ (α)−ϕ∗Q2(α) =
∑k=p
k=1(−1)k+1α
(
A, . . . ,
k
FA, . . . , A
)
.
Let α = α0ξ
i1 · · · ξip .
Then
Q1ϕ
∗(α)− ϕ∗Q2(α) = ∂
∂xa
(
α0α
i1
j1
. . . α
ip
jp
)
θaθj1 . . . θjp − ϕ∗
(
−1
2
ckijξ
iξj
∂αξi1 · · · ξip
∂ξk
)
=
∂
∂xa
(
α0α
i1
j1
. . . α
ip
jp
)
θaθj1 . . . θjp +
1
2
(−1)k+1α0ckijϕ∗
(
ξiξjξi1 · · · ξ̂k · · · ξip
)
=
∂
∂xa
(
α0α
i1
j1
. . . α
ip
jp
)
θaθj1 . . . θjp
+
1
2
(−1)k+1α0ckijαisαjsα1j1 · · · α̂kjk · · ·αpjpθsθtθj1 · · · θ̂jk · · · θjp .
Hence
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Q1ϕ
∗(α)− ϕ∗Q2(α) = ∂
∂xa
(
α0α
1
j1
· · ·αpjp
)
θaθj1 · · · θjp
+
1
2
(−1)k+1α0ckijαisαjsα1j1 · · · α̂kjk · · ·αpjpθsθtθj1 · · · θ̂jk · · · θjp .
(4.5)
On the other hand, suppose that A = αijdx
jui.
Then FA = dA+
1
2
[A,A] gives us
FA =
∂αij
∂xa
dxa ∧ dxjui + 1
2
[
αijdx
jui, α
s
tdx
tus
]
=
∂αij
∂xa
dxa ∧ dxjui + 1
2
αijα
s
tdx
j ∧ dxtckisuk
=
(
∂αij
∂xa
+
1
2
αsaα
t
jc
i
st
)
θaθjui. (4.6)
α
(
A, . . . ,
k
FA, . . . A
)
= α
(
αi1j1θ
j1ui1 , . . . ,
(
∂αikjk
∂xa
+
1
2
αsaα
t
jk
cikst
)
θaθjkuik , . . . , α
ip
jp
θjpuip
)
= αi1j1 . . .
(
∂αikjk
∂xa
+
1
2
αsaα
t
jk
cikst
)
. . . α
ip
jp
θj1 . . .
(
θaθjk
)
. . . θjpαξ1 . . . ξp
(
ui1 , . . . , uip
)
= αi1j1 . . .
∂αikjk
∂xa
. . . α
ip
jp
θj1 . . .
(
θaθjk
)
. . . θjpαξ1 . . . ξp
(
ui1 , . . . , uip
)
(I)
+ αi1j1 . . .
1
2
αsaα
t
jk
cikst . . . α
ip
jp
θj1 . . .
(
θaθjk
)
. . . θjpαξ1 . . . ξp
(
ui1 , . . . , uip
)
.
(II)
We have
(I) = (−1)k+1α0
(
αi1j1 . . .
∂αikjk
∂xa
. . . α
ip
jp
)
θaθj1 . . . θjpξ1 . . . ξp
(
ui1 , . . . , uip
)
=
∑
σ
(−1)k+1 sgn(σ)α0
(
α
σ(1)
j1
. . .
∂α
σ(k)
jk
∂xa
. . . α
σ(p)
jp
)
θaθj1 . . . θjp
=
∑
σ
(−1)k+1 sgn(σ)α0
ασ(1)jσ(1) . . . ∂ασ(k)jσ(k)∂xa . . . ασ(p)jσ(p)
 θaθjσ(1) . . . θjσ(p)
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(II) =
∑
σ
(−1)k+11
2
sgn(σ)α0
(
α
σ(1)
j1
. . . c
σ(k)
st . . . α
σ(p)
jp
)
αsaα
t
jk
θaθj1 . . . θjp
=
∑
σ
(−1)k+11
2
sgn(σ)α0
(
α
σ(1)
jσ(1)
. . . c
σ(k)
st . . . α
σ(p)
jσ(p)
)
αsaα
t
jσ(k)
θaθjσ(1) . . . θjσ(p)
= (−1)k+1(p− 1)!1
2
α0c
k
ijα
i
aα
j
jk
α1j1 . . . α̂
k
jk
. . . αpjpθ
aθj1 . . . θjk . . . θjp .
Hence∑
k
(−1)k+1α
(
A, . . . ,
k
FA, . . . , A
)
=
1
p!
∂
∂xa
(
αα1j1 . . . α
p
jp
)
θaθj1 . . . θjp
+
1
p!
1
2
αckijα
i
aα
j
jk
α1j1 . . . α̂
k
jk
. . . αpjpθ
aθj1 . . . θjk . . . θjp
= Q1ϕ
∗(α)− ϕ∗Q2(α).
Therefore
(Q1ϕ
∗ − ϕ∗Q) (α · ω) = p!
k=p∑
k=1
(−1)k+1α
(
A, . . . ,
k
FA, . . . , A
)
· ω
= p!
k=p∑
k=1
α (FA, A, . . . , . . . , A) · ω.
Let Fϕ = Q1ϕ∗ − ϕ∗Q be the field strength corresponding to ϕ. We define a pairing
〈FA, α · ω〉 = p!α (FA, . . . , A) · ω. Then 〈FA, α · ω〉 = Fϕ(α · ω)
Define I (FA) = Fϕ. Then I is a bijection. Suppose that I (FA) = I (FA′). This
implies that Fϕ(α.ω) = Fϕ′(α.ω) for all α and ω. Therefore
α (FA, . . . , A) = α (FA′ , . . . , A
′). Hence FA = FA′ .
4.2 Lie algebroid formulation
Let E and E ′ be Lie algebroids over the same base M with anchors a and a′ re-
spectively. Let F : E −→ E ′ be a vector bundle map such that a′F = a. Define a
map R : ΓE × ΓE −→ ΓE ′ by R (X,Y ) = F [X,Y ] − [FX,FY ]. Then R is bilin-
ear. We call R the curvature of the bundle map F . Define functions Kαij such that
R (ei, ej) = K
α
ijvα. Then K
α
ij determine R since R is bilinear over functions. Let
{ei} and {vα} be the respective bases of E and E ′. Let xd, ξi be coordinates on E
and yd, ηα be coordinates on E ′. Then we have the corresponding homological vector
fields on ΠE and ΠE ′: Q = ξiadi
∂
∂xd
− 1
2
ξiξjckij
∂
∂ξk
and Q′ = ηαa′dα
∂
∂yd
− 1
2
ηαηβc′γαβ
∂
∂ηγ
,
where [ei, ej] = c
k
ijek, [vα, vβ] = c
′γ
αβvγ, a (ei) = a
d
i
∂
∂xd
and a (vα) = a
′d
α
∂
∂yd
. We have
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a′F (ei) = a (ei) = adi
∂
∂xd
, and let F (ei) = F
α
i vα. Then we get
a′F (ei) = a′ (Fαi vα)
= Fαi a
′ (vα)
= Fαi a
′e
α
∂
∂ye
= Fαi a
′e
α
∂xd
∂ye
∂
∂xd
.
Hence
adi = F
α
i a
′e
α
∂xd
∂ye
. (4.7)
If we use the same coordinates on M , we get
adi = F
α
i a
′e
α. (4.8)
We have F [ei, ej] = c
k
ijF (ek) = c
k
ijF
α
k vα.
On the other hand, we have
[Fei, Fej] =
[
Fαi vα, F
β
j vβ
]
= Fαi F
β
j [vα, vβ] + F
α
i a
′ (vα)
(
F βj
)
vβ − F βj a′ (vβ) (Fαi ) vα
=
(
Fαi F
β
j c
′γ
αβ + F
α
i a
′d
α
∂F γj
∂xd
− F βj a′dβ
∂F γi
∂xd
)
vγ
=
(
Fαi F
β
j c
′γ
αβ + a
d
i
∂F γj
∂xd
− adj
∂F γi
∂xd
)
vγ. (4.9)
Hence, F [ei, ej]− [Fei, Fej] =
(
ckijF
γ
k − Fαi F βj c′γαβ − adi
∂F γj
∂xd
+ adj
∂F γi
∂xd
)
vγ.
Therefore
Kγij = c
k
ijF
γ
k − Fαi F βj c′γαβ − adi
∂F γj
∂xd
+ adj
∂F γi
∂xd
. (4.10)
We now define F = QF ∗ − F ∗Q′ the field strength of F . Since F is a derivation over
F , it is determined by F(h) and F (ηα) where h ∈ C∞ (M).
F(h) = QF ∗h− F ∗Q′h = ξiadi ∂h∂xd − Fαi ξia′dα ∂h∂xd .
If h = xd, then F(xd) = 0 by (4.8) and therefore F(h) = 0 for all h by Lemma1.
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Hence we conclude that F(xd) = 0 is equivalent to (4.8), i.e. a′F = a. We have
QF ∗ην − F ∗Q′ην = Q (F νs ξs)− F ∗
(
−1
2
ηαηβc′ναβ
)
= ξiξsadi
∂F νs
∂xd
− 1
2
ξiξjckijF
ν
k +
1
2
c′ναβF
α
i F
β
j ξ
iξj
=
(
adi
∂F νj
∂xd
− 1
2
ckijF
ν
k +
1
2
c′ναβF
α
i F
β
j
)
ξiξj
=
(
1
2
(
adi
∂F νj
∂xd
− adj
∂F νi
∂xd
)
− 1
2
ckijF
ν
k +
1
2
c′ναβF
α
i F
β
j
)
ξiξj
= −1
2
(
ckijF
γ
k − Fαi F βj c′γαβ − adi
∂F γj
∂xd
+ adj
∂F γi
∂xd
)
ξiξj
= −1
2
Kνijξ
iξj. (4.11)
We summarize this in the following theorem.
Theorem 4. Let E and E ′ be Lie algebroids over the same base M with anchors a
and a′ respectively. Let F : E −→ E ′ be a vector bundle map. Then we have the
following.
• F(h) = 0 for all h ∈ C∞ (M) if and only if a′F = a.
• F (ην) = −1
2
Kνijξ
iξj.
• Moreover F = −1
2
Kαijξ
iξjF ∗ ∂
∂ηα
, and if a′F = a then R = 1
2
Kαije
∗
i ∧ e∗jvα.
• F = 0 if and only if F is a morphism of Lie algebroids.
Moreover we have an explicit correspondence between the field strength F and the
curvature R. If E = TM and E ′ = A a Lie algebroid, then we have the equivalence
between field strength and curvature in the usual sense. Suppose {e′i} and {v′α} are
other bases for E and E ′ respectively, with ei = mjie′j and vα = lβαv
′
β. Then, we
have R (mise
′
i,mjte
′
j) = R (es, et) = K
γ
stvγ = K
α
stlγαv
′
γ.
On the other hand we have R (mise
′
i,mjte
′
j) = mismjtK
′γ
ijv
′
γ.
Hence,
mismjtK
′α
ij = K
β
stlαβ. (4.12)
Definition 20. Let E and E ′ be Lie algebroids over bases M and M ′ and anchors a
and a′ respectively. Let (F, f) be a vector bundle morphism such that df ◦ a = a′ ◦ F .
E
F−−−→ E ′ypi ypi′
M
f−−−→ N ′
(4.13)
Suppose that s, t are sections of E and that there are sections ui, wj of E
′ such that
F ◦ s = ri(ui ◦ f) and F ◦ t = zj(wj ◦ f). This is called F-decomposition. Then we
say that (F, f) is a morphism of Lie algebroids if
F ◦ [s, t] = rizj ([ui, wj] ◦ f) + a(s)(zj)(wj ◦ f)− a(t)(ri)(ui ◦ f). (4.14)
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The definition of morphism of Lie algebroids over arbitrary bases is due to Higgins
and Mackenzie (for historical background see [19]). This definition seems to be com-
plicated and not obvious. This is because Lie brackets are defined on sections and the
bundle map (F, f) do not necessarily induce a map of sections. Using the Q-manifolds
approach to Lie algebroids we will see that the definition becomes very simple and
natural and the same as the definition of a morphism over the same base. For more
background see [19]. This definition does not depend on the F -decomposition of sec-
tions. The F -decomposition always exists. To see this suppose that {ei} is a basis of
ΓE and {vα} a basis of ΓE ′. Suppose that s = siei. Then Fs(x) = si(x)Fαi (x)vα(fx)
for some functions Fαi on M . Then
F ◦ s = siFαi (vα ◦ f) which is an F -decomposition for s. Let
R(s, t) = F ◦ [s, t]− rizj ([ui, wj] ◦ f)− a(s)(zj)(wj ◦ f) + a(t)(ri)(ui ◦ f). (4.15)
We immediately see that R(s, t) = −R(t, s). That is R is skewsymmetric. On the
other hand we have
R(s, gt) = F ◦ [s, gt]− rigzj ([ui, wj] ◦ f)− a(s)(gzj)(wj ◦ f) + a(gt)(ri)(ui ◦ f)
= gF [s, t] + a(s)(g)F ◦ t− grizj ([ui, wj] ◦ f)− a(s)(g)zj(wj ◦ f)
− ga(s)(zj)(wj ◦ f) + ga(t)(ri)(ui ◦ f)
= gF [s, t] + a(s)(g)zj(wj ◦ f)− grizj ([ui, wj] ◦ f)− a(s)(g)zj(wj ◦ f)
− ga(s)(zj)(wj ◦ f) + ga(t)(ri)(ui ◦ f)
= gR(s, t).
Then R is a bilinear antisymmetric map R : ΓE × ΓE −→ Γf ∗E. From before we
get F ◦ ei = Fαi (vα ◦ f). Then
R(ei, ej) = F ◦ [ei, ej]− Fαi F βj ([vα, vβ] ◦ f)− a(ei)
(
F βj
)
(vβ ◦ f) + a(ej) (Fαi ) (vα ◦ f)
= F γckij(vγ ◦ f)− Fαi F βj
(
c′γαβ ◦ f
)
(vγ ◦ f)− adi
∂F γj
∂xd
(vγ ◦ f) + adj
∂F γi
∂xd
(vγ ◦ f)
=
(
F γckij − Fαi F βj
(
c′γαβ ◦ f
)− adi ∂F γj∂xd + adj ∂F γi∂xd
)
(vγ ◦ f) (4.16)
= Kγij(vγ ◦ f) (4.17)
where
Kγij = F
γckij − Fαi F βj
(
c′γαβ ◦ f
)− adi ∂F γj∂xd + adj ∂F γi∂xd . (4.18)
Let {ei} and {vα} be the respective bases of E and E ′. Let xd, ξi be coordinates on E
and yq, ηα be coordinates on E ′. We have the corresponding homological vector fields
on ΠE and ΠE ′, Q = ξiadi
∂
∂xd
− 1
2
ξiξjckij
∂
∂ξk
and Q′ = ηαa′qα
∂
∂yq
− 1
2
ηαηβc′γαβ
∂
∂ηγ
, where
[ei, ej] = c
k
ijek, [vα, vβ] = c
′γ
αβvγ, a (ei) = a
d
i
∂
∂xd
and a′ (vα) = a′
q
α
∂
∂yq
. a′F (eix) =
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dfa (eix) = a
d
i (x)f
q
d (x)
∂
∂yq
. Then we have
a′F (eix) = a′ (Fαi (x).vα(fx))
= Fαi (x)a
′ (vα(fx))
= Fαi (x)a
′q
α(fx)
∂
∂yq
|fx.
Hence
adi (x)f
q
d (x) = F
α
i (x)a
′q
α(fx). (4.19)
In other words
adi f
q
d = F
α
i
(
a′qα ◦ f
)
. (4.20)
We now define F = QF ∗ − F ∗Q′ the field strength of F . Since F is a derivation
over F , it is determined by F(h) and F (ηα) where h ∈ C∞ (M ′).
F(h) = QF ∗h− F ∗Q′h = ξiadi ∂(h◦f)∂xd − Fαi ξi(a′qα ◦ f)f ∗ ∂h∂yq .
If h = yq , then F(yq) = 0 by (4.20) and hence F(h) = 0 for all h by Lemma 1. We
can see that F(h) = 0 is equivalent to (4.20), i.e. df ◦ a = a′ ◦ F .
We have
QF ∗ην − F ∗Q′ην = Q (F νs ξs)− F ∗
(
−1
2
ηαηβc′ναβ
)
= ξiξsadi
∂F νs
∂xd
− 1
2
ξiξjckijF
ν
k +
1
2
(
c′ναβ ◦ f
)
Fαi F
β
j ξ
iξj
=
(
adi
∂F νj
∂xd
− 1
2
ckijF
ν
k +
1
2
(
c′ναβ ◦ f
)
Fαi F
β
j
)
ξiξj
=
(
1
2
(
adi
∂F νj
∂xd
− adj
∂F νi
∂xd
)
− 1
2
ckijF
ν
k +
1
2
(
c′ναβ ◦ f
)
Fαi F
β
j
)
ξiξj
= −1
2
(
ckijF
γ
k − Fαi F βj
(
c′γαβ ◦ f
)− adi ∂F γj∂xd + adj ∂F γi∂xd
)
ξiξj
= −1
2
Kνijξ
iξj. (4.21)
Hence, F (ην) = −1
2
Kνijξ
iξj as both the left and right hand sides are derivations and
coincide on all h and ην . Hence we have the following theorem.
Theorem 5. Let E and E ′ be Lie algebroids over bases M and M ′ and anchors a
and a′ respectively. Let (F, f) be a vector bundle map from E to E ′. Then we have
the following.
• F(h) = 0 for all h ∈ C∞ (M ′) if and only if df ◦ a = a′ ◦ F .
• F (ην) = −1
2
Kνijξ
iξj.
• Moreover F = −1
2
Kαijξ
iξjF ∗ ∂
∂ηα
, and if df ◦ a = a′ ◦ F then R = 1
2
Kαije
∗
i ∧ e∗jv†α.
• F = 0 if and only if (F, f) is a morphism of Lie algebroids.
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Here v†α denotes the pullback of the section vα.
Theorem 4 is a special case of Theorem 5; but nevertheless we included them both so
we may see the difference between them since for the second theorem the definition of
a morphism of Lie algebroid over arbitrary bases seems to be much more complicated
than in the case of Lie algebroids over the same base.
Example 5. Let P = {(l, v) ∈ Cn × CP n+1, v ∈ l, v 6= 0} where CP n is the n-dimensional
complex projective space. Then P is a principal bundle over CP n with fibre C∗,
the nonzero complex numbers. Let Uα = {[z] = [z1, . . . , zn+1] ∈ CP n : zα 6= 0} and
eα [z] =
(
z1
zα
, . . . , 1, . . . , z
n+1
zα
)
where 1 is in the α-th place. We have the trivializa-
tions φα : PUα −→ Uα × C∗ , φi ([z], keα[z]) = ([z], k). Then we have φαβ = φαφ−1β :
Uαβ × C∗ −→ Uαβ × C∗, φβα([z], k) =
(
[z], z
α
zβ
k
)
. Hence gαβ[z] =
zα
zβ
. The action
P × C∗ −→ P , (l, v) · λ = (l, v · λ). Then we get the Atiyah sequence,
P×C
C∗
j−−−→ TPC∗
a−−−→ TCP n.
Let ωj be local coordinates on Uα, where ω
j = xj + iyj. Suppose that A =(
rijdx
j + sijdy
j
)
ei is a local one-form. Then,
A =
(
rij
(
dωj + dω¯j
2
)
+ sij
(
dωj − dω¯j
2i
))
ei
=
(
1
2
(
rij − isij
)
dωj +
1
2
(
rij + is
i
j
)
dω¯j
)
ei
=
(
αijdω
j + α¯ijdω¯
j
)
ei (4.22)
where αij =
1
2
(
rij − isij
)
and e1 = 1 and e2 = i.
Let A[z] =
(
rij[z]dω
j + r¯ij[z]dω¯
j
)
ei. Then
dA =
((
∂rij
∂ωa
dωa +
∂rij
∂ω¯a
dω¯a
)
dωj +
(
∂r¯ij
∂ωa
dωa +
∂r¯ij
∂ω¯a
dω¯a
)
dω¯j
)
ei
=
(
∂rij
∂ωa
dωadωj +
∂rij
∂ω¯a
dω¯adωj +
∂r¯ij
∂ωa
dωadω¯j +
∂r¯ij
∂ω¯a
dω¯adω¯j
)
ei. (4.23)
Since C∗ is abelian, then A ∧ A = 0. Hence Ω = dA+ 1
2
[A,A] = dA.
Let ωj, θj be local coordinates on ΠTCP n, where θj = dωj and θ¯j = dω¯j. Then we
have coordinates ωj, θj, ξ on TPC∗ , where ξ are coordinates on ΠC. The homological
vector field on ΠTCP n, Q1 = θj ∂∂ωj + θ¯
j ∂
∂ω¯j
and the homological vector field on TPC∗ ,
Q2 = θ
j ∂
∂ωj
+ θ¯j ∂
∂ω¯j
locally since the structure constants of the Lie algebra C are zero.
Let ϕ : ΠTCP n −→ ΠTPC∗ be a section corresponding to the curvature one-form A.
Then
ϕ
(
ω, ω¯, θ, θ¯
)
=
(
ω, ω¯, θ, θ¯, rijθ
j + r¯ij θ¯
j
)
. (4.24)
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By (4.4), (Q1ϕ
∗ − ϕ∗Q2) (α.β) = (Q1ϕ∗α) · β. If α = ξ, then
Q1ϕ
∗α =
(
θt
∂
∂ωt
+ θ¯t
∂
∂ω¯t
)(
rijθ
j + r¯ij θ¯
j
)
ei
=
(
∂rij
∂ωt
θtθj +
∂r¯ij
∂ωt
θtθ¯j +
∂rij
∂ω¯t
θ¯tθj +
∂r¯ij
∂ω¯t
θ¯tθ¯j
)
ei. (4.25)
Hence F (ξβ) = Kβ where K =
(
∂rij
∂ωt
θtθj +
∂r¯ij
∂ωt
θtθ¯j +
∂rij
∂ω¯t
θ¯tθj +
∂r¯ij
∂ω¯t
θ¯tθ¯j
)
ei.
We have ϕ∗ξ¯ =
(
rijθ
j + r¯ij θ¯
j
)
e¯i. Hence
Q1ϕ
∗ξ¯ =
(
θt
∂
∂ωt
+ θ¯t
∂
∂ω¯t
)(
rijθ
j + r¯ij θ¯
j
)
ei
=
(
∂rij
∂ωt
θtθj +
∂r¯ij
∂ωt
θtθ¯j +
∂rij
∂ω¯t
θ¯tθj +
∂r¯ij
∂ω¯t
θ¯tθ¯j
)
e¯i. (4.26)
Hence, F (ξ¯ · β) = K¯ · β. Since F is a derivation over ϕ, it is completely determined.
Chapter 5
Q-bundles and characteristic
classes
5.1 Q-bundles
In this chapter we will recall constructions from the paper of Kotov and Strobl [17]
that describe the construction of characteristic classes associated with a section (con-
nection=gauge field) of a Q-bundle E(M,F , pi). As in the case of principal bundles,
the field strength of a given section (connection) will be used to construct them.
This generalizes the Chern-Weil formalism on principal bundles. We will give de-
tailed proofs for the propositions and lemmas that were omitted in [17].
Definition 21. A Q-bundle is a fibre bundle E(M,F , pi) where pi is a morphism of
Q-manifolds with a holonomy algebra g ⊆ X<0(F) such that the local trivializations
are morphisms of Q-manifolds, i.e. there is an open cover {Uα} ofM such that φα :
pi−1(Uα) −→ Uα ×F and φα is an isomorphism of Q-manifolds with the homological
vector field of pi−1(Uα) is just the restriction of QE . φαβ = φα ◦ φ−1β : Uαβ × F −→
Uαβ ×F φαβ ∈ exp(g′) where g′ = adQ(C∞(Uαβ, g))
⋂
X0(Uαβ ×F).
This definition needs some explanation. We see that a Q-bundle is a fibre bundle
in the category of Q-manifolds with some compatibility conditions just given in the
definition. The holonomy algebra g is defined as a graded Lie subalgebra of vector
fields of F of negative degree and closed under the derived brackets. This means
that whenever X and Y are vector fields in g, then [X,Y ]QE = [[X,QE ], Y ] is in g. A
gauge field(or connection) is a section of E , i.e. a degree preserving map ϕ :M−→ E
such that pi ◦ ϕ = id. The homological vector fields QM and QE can be seen as odd
sections QM : M −→ ΠTM and QE : E −→ ΠTE . Suppose that QM = aA ∂∂xA .
Then QM (x) =
(
xA, aA (x)
)
. Consider the following diagram:
ΠTM dϕ−−−→ ΠTE
QM
x QEx
M ϕ−−−→ E
where dϕ : ΠTM −→ ΠTE , dϕ (xA, dxA) = (yB = ϕB (x) , dyB = dxA ∂yB
∂xA
)
. Now
define the map f : M −→ ΠTE , as f = dϕ ◦ QM − QE ◦ ϕ. Then we have the
45
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following proposition.
Proposition 8.
f ∗ (dh) = F (h),
f ∗ (h) = ϕ∗ (h) where h ∈ C∞ (E).
Proof. We have
f (x) =
(
yB = ϕB (x) , dyB = aA (x)
∂yB
∂xA
− ϕ∗bB (x)
)
. (5.1)
From the local expression we can see that f ∗ (h) = ϕ∗ (h). Therefore
f ∗ (dh) = f ∗
(
dyB
∂h
∂yB
)
= f ∗
(
dyB
)
f ∗
(
∂h
∂yB
)
=
(
aA
∂yB
∂xA
− ϕ∗bB
)
ϕ∗
∂h
∂yB
= aA
∂ϕ∗h
∂xA
− ϕ∗
(
bB
∂h
∂yB
)
. (5.2)
On the other hand we have
F (h) = QMϕ∗ (h)− ϕ∗QE (h)
= aA
∂ϕ∗h
∂xA
− ϕ∗
(
bB
∂h
∂yB
)
. (5.3)
From (5.2) and (5.3) we conclude that F (h) = f ∗ (dh).
Proposition 9. f : (M, QM) −→ (ΠTE , QΠTE) is Q-morphism,
where QΠTE = d+ LQE .
Therefore we need to prove QM and QΠTE are f -related.
Proof. We need to prove that QM ◦ f ∗ − f ∗ ◦QΠTE = 0.
Since D = QM ◦ f ∗ − f ∗ ◦QΠTE is a derivation over f ∗ it suffices to prove D = 0 for
h ∈ C∞ (E) and dh.
For h ∈ C∞ (E) we have
D (h) = QMf ∗h− f ∗QΠTEh
= QMf ∗h− f ∗ (dh)− f ∗ (LQEh)
= QMf ∗h− F (h)− f ∗ (LQEh)
= (QM ◦ f ∗ − f ∗ ◦QE) (h)− F (h)
= F (h)− F (h)
= 0.
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For the second part we have
D (dh) = QMf ∗(dh)− f ∗ (d+ LQE ) (dh)
= QMf ∗(dh)− f ∗LQE (dh)
= QMF (h)− f ∗ (iQEddh− diQEdh)
= QMF (h) + f ∗dQE(h)
= QMF (h) + FQE(h)
= QM (QMϕ∗h− ϕ∗QE(h)) + (QMϕ∗ − ϕ∗QE) (QEh)
= −QMϕ∗QEh+−QMϕ∗QEh
= 0.
And this completes the proof.
A gauge transformation is a fibrewise acting inner automorphism=vertical inner
derivation. A holonomy algebra is a graded Lie subalgebra of X(F) closed under
derived brackets. A vector field X on E is called vertical if X ◦ pi∗ = 0. A vector
field X ∈ X0(E) is infinitesimal symmetry if adQE X = [QE , X] = 0 and an inner
derivation if there is a vector field Y ∈ X(E) such that X = adQE Y . Let σt : E −→ E
be the flow of a vertical vector field X ∈ X0(E). Then σt = exp(tX) is locally vertical,
i.e. pi ◦ σt = id in some open neighborhood. Infinitesimal symmetries are cocycles
and inner derivations are coboundaries in the cochain complex (X, adQE ).
...
adQE−−−→ Xk adQE−−−→ Xk+1 adQE−−−→ Xk+2 adQE−−−→ ...
We can see that g′ consists of vertical vector fields. If X = [QE , Y ] for some vector
field Y ∈ C∞(Uαβ, g) which is vertical, then X ◦pi∗ = [QE , Y ]◦pi∗. Since Y is pi-related
to 0 and QE is pi-related to QM, then [QE , Y ] is pi-related to[QM, 0] = 0. Therefore,
X ◦ pi∗ = 0, i.e. it is vertical. A vertical automorphism of E is a fibrewise acting
automorphism σ : E −→ E , i.e. pi ◦ σ = id. The set of vertical automorphisms is a
subgroup of the automorphism group of E . Let σt : E −→ E be the flow of the vector
field X and ϕ :M−→ E a section of E . Then, we define the action σt ·ϕ = σt◦ϕ = ϕt
and σt · f = ft = dϕt ◦QM−QE ◦ϕt. Then the variation of ϕ∗ along X is defined as
(δXϕ
∗)(g) = lim
t→0
ϕ∗t (g)− ϕ∗(g)
t
(5.4)
and the variation of f ∗ along X
(δXf
∗)(g) = lim
t→0
f ∗t (g)− f ∗(g)
t
. (5.5)
We will need the following two lemmas in what follows.
Lemma 3. Let X ∈ X0(E) be a vertical vector field. Then,
δXϕ
∗ = ϕ∗ ◦X. (5.6)
Proof. Let xA be coordinates on M and yB be coordinates on the fibre F . Then,
X = Y B ∂
∂yB
where Y B ∈ C∞(E). We have
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σt(x, y) = (x
A, yB + tY B + ...). Therefore, ϕ(x) = (xA, sB(x)) locally. Then,
(ϕ∗tg)(x) = g(x
A, sB(x) + tY B(x, sB(x)) + ...)
= g(x, s(x)) +
∂g
∂yB
tY B(x, s(x)) + ....
Hence, (δXϕ
∗)(g) = ∂g
∂yB
Y B(x, sB(x)) = ϕ∗X(g).
Lemma 4. Let ϕ :M−→ E be a morphism of Q-manifolds and Y ∈ X−1(M) such
that X = adQM(Y ). Let f : M −→ ΠTE as defined previously. Then, the induced
variation of f ∗ along X is
δXf
∗ = f ∗ ◦ LX . (5.7)
Proof. For ft : C
∞(ΠTE) −→ C∞(M), we get
(δXf
∗)(dh) = lim
t→0
f ∗t (dh)− f ∗(dh)
t
= lim
t→0
Ft(h)− F (h)
t
= lim
t→0
QMϕ∗t (h)− ϕ∗tQE(h)−QMϕ∗(h) + ϕ∗QE(h)
t
= QM(δXϕ∗)(h)− (δXϕ∗)(QE(h))
= QMϕ∗X(h)− ϕ∗XQE(h)
= (QMϕ∗)X(h)− ϕ∗QEX(h), since QE commutes with X
= FX(h)
= FLX(h)
= f ∗LX(dh), using Proposition 8 .
For h ∈ C∞(E), we have
δXf
∗(h) = lim
t→0
f ∗t (h)− f ∗(h)
t
=
ϕ∗t (h)− ϕ∗(h)
t
, by Proposition 8
= (δXϕ
∗)(h), by definition
= ϕ∗X(h), by Lemma 3
= f ∗LX(h), by Lemma 4.
Since δXf
∗ is a derivation on functions, this suffices to prove the lemma.
5.2 Characteristic classes
Definition 22. ω ∈ Ω (E) is called generalized g-basic form if
LXω = LadQXω = 0 for all X ∈ g.
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Lemma 5. Let ω ∈ Ω∗(F)g, where g is a subalgebra of vector fields on F closed under
derived brackets. Let ω′ = pr∗(ω) where pr is the projection fromM×F to F . Then,
f ∗ω′ is invariant the action of exp(g′) where g′ = adQ(C∞(M, g))
⋂
X0(M×F) where
Q = QM +QF .
Proof. Let X = adQ (Y ) ∈ X (M×F) with Y vertical.
We have f ∗ : C∞ (N ×F) −→ C∞ (N ). Let Y = bAYA where YA = ∂∂yA . Then,
(δXf
∗)ω′ = f ∗LadQ(Y )ω
′
= f ∗
(
LQM(bA)YA + (−1)
fbALbA adQF (YA)
)
ω′. (5.8)
If we prove f ∗LµZω′ = 0 for all µ ∈ C∞ (M) and Z ∈ X (F) such that LZω′ = 0 then
we are done.
f ∗LµZω′ =
(
iµZd+ (−1)eµ+ eZdiµZ
)
ω′
= f ∗
(
(−1)eµ+ eZdµiZ + µLZ
)
ω′
= (−1)eµ+ eZf ∗dµiZω′
= (−1)eµ+ eZf ∗ (dµ) f ∗ (iZω′)
= (−1)eµ+ eZF (µ) f ∗ (iZω′)
= 0, (5.9)
since F = 0 as Q is pi-related to QM.
The next theorem is about the construction of the characteristic classes associated
with the section ϕ .
Theorem 6. Let pi : E −→M be a Q-bundle with fibre F and g a holonomy algebra.
Let ϕ :M−→ E be a section. Then there is a map
Hp
(
Ω (F)g , QΠTF
)
−→ Hp (C∞ (M) , QM) independent of homotopies of ϕ where
QΠTF = d+ LQF .
Proof. Let fα : Uα −→ ΠT (Uα ×F), where fα = dϕα ◦ QUα − QE ◦ ϕα and for
ω ∈ Hp
(
Ω (F)g , QΠTF
)
let fα (ω
′
α) = χα (ω). Then χα (ω) is a QM-cocycle, i.e.
QM (χα (ω)) = 0.
To see this we have QΠTF (ω) = dω + LQFω = 0. Therefore
QUαf
∗
αω
′
α = f
∗dω′α + f
∗
α
(
LQUαω
′
α + LQFω
′
α
)
, by Proposition 9
= f ∗αLQUαω
′
α + f
∗
α (dω
′
α + LQFω
′
α)
= f ∗αLQUαω
′
α, since ω is a cocycle
= 0, since ω′α is vertical, i.e. in F . (5.10)
Hence χα (ω) is a QM-cocycle. Now we prove that the equivalence class of χα (ω)
does not depend on a representative of ω. Let θ ∈ Ω (F)g and QΠTFθ = 0, that is a
cocycle.
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Then, ω − θ = QΠTFη for some η ∈ Ω (F)g. Hence f ∗αθ′α − f ∗αω′α = f ∗αQΠTFη. By
Proposition 9 we get
QUαf
∗
αη = f
∗ (dη + LQFη + LQUαη)
= f ∗QΠTFη + f ∗LQUαη. (5.11)
Hence
f ∗QΠTFη = QUαf
∗
αη − f ∗LQUαη
= QUαf
∗
αη, since η is in F . (5.12)
Therefore, χα (ω) and χα (θ) are in the same cohomological class.
Now let ϕt :M−→ E be a family of sections with ϕt(x) = (x, yt (x)) then we have ϕ̂ :
M̂ −→ Ê ϕ̂(t, dt, x) = (t, dt, x, ŷ(t, dt, x)) where ŷ(t, dt, x) = yt(x) and M̂ = ΠI×M
and Ê = ΠI × E , and I = [0, 1]. Then ϕ̂ is a section of Q-bundle pi : Ê −→ M̂.
If h ∈ C∞
(
Ê
)
then h = h0(t, x, y) + dth1(t, x, y) where hi ∈ C∞ (I × E). Then we
have the corresponding field strength F̂ and f̂ . The supermanifolds M̂ and Ê are
Q-manifolds with the homological vector fields QcM = QM + dt and QbE = QE + dt
respectively, where dt = dt
d
dt
. Then we get the following:
ϕ̂∗h = ϕ∗th0 + dtϕ
∗
th1, (5.13)
F̂ = QcMϕ̂∗ − ϕ̂∗QbE
= (QM + dt) ϕ̂∗ − ϕ̂∗ (QE + dt) . (5.14)
Therefore
F̂ h = (QM + dt) ϕ̂∗h− ϕ̂∗ (QE + dt)h
= (QM + dt) (ϕ∗th0 + dtϕ
∗
th1)− ϕ̂∗ (QE + dt) (h0 + dth1)
= (QM + dt) (ϕ∗th0 + dtϕ
∗
th1)− ϕ̂∗ (QEh0 + dtQEh1 + dth0)
= QMϕ∗th0 + dtQMϕ
∗
th1 + dtϕ
∗
th0 − ϕ∗tQEh0 − dtϕ∗tQEh1 − dtϕ∗t
dh0
dt
= Fth0 + dtFth1 + dt
(
dϕ∗th0
dt
− ϕ∗t
dh0
dt
)
. (5.15)
Hence we get a map χ̂ : Hp
(
Ω (F)g , QΠTF
)
−→ Hp
(
C∞
(
M̂
)
, QcM
)
χ̂(ω) = f̂ ∗ω′.
Then
χ̂ω = χtω + dtβt. (5.16)
Since it is a cocycle, χ̂ω is closed with respect to QcM. This implies that
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(QM + dt) χ̂ω = 0. On the other hand we have
(QM + dt) χ̂ω = (QM + dt) (χtω + dtβt)
= QMχtω + dtQMβt + dt
dχtω
dt
= dt
(
QMβt +
dχtω
dt
)
(5.17)
= 0.
From (5.17) we get dχtω
dt
= QM (βt). Hence χ1ω − χ0ω = QM
∫ −βtdt. That is χ1ω
and χ0ω represent the same cohomological class. χ(ω) is called the characteristic
class of ω.
Chapter 6
Non-abelian Poincare´ lemma when
G = Diff(F )
In his paper [35], Voronov proved the non-abelian Poincare´ lemma for matrix groups
and stated that it works for all groups wether finite or infinite dimensional. The non-
abelian Poincare´ lemma states that an odd g-valued form on a contractible manifold
satisfies the Maurer-Cartan equation then it is gauge equivalent to an odd constant,
i.e. to an odd element of g. The meaning of this will be given later.
In this section we rewrite the non-abelian Poincare´ lemma in the case when G =
Diff(F ), the diffeomorphism group of some supermanifold F , which has the space
of vector fields on F , X(F ), as its super Lie algebra. In this case the non-abelian
Poincare´ lemma becomes more interesting to applications; for instance in the theory
of transitive Lie algebroids. In doing so, some definitions will have different expres-
sions; like dg g−1 and gωg−1.
6.1 Proof of the non-abelian Poincare´ lemma for
G = Diff(F )
Let M and F be supermanifolds and G = Diff(F ) be the diffeomorphism group of
F . A map g : ΠTM −→ G can be seen as an even differential form taking values in
G. The map g will be identified with the map g : ΠTM × F −→ F as g(x, dx)(y) =
g(x, dx, y). Suppose F :M −→ G, with F (z) = g(z) ◦ g−1(x) = Rg−1(x) ◦ g(z). Then
F (z, dz)(y) = g(z, dz, g−1(x, dx, y)). Therefore dg g−1 = dxg(x, dx, g−1(x, dx, y)).
Suppose that g : ΠTM × F −→ F , with g(x, dx, y) = (gi(x, dx, y)).
Then
dxg(x, dx, y) = dx
a∂g
i(x, dx, y)
∂xa
∂
∂yi
. (6.1)
dx here is the differential with respect to x taking dx and y as parameters, whereas
xa, dxa are coordinates on ΠTM and yi are coordinates on F . Hence
dxg g
−1(x, dx, y) = dxa
∂gi(x, dx, g−1(x, dx, y))
∂xa
∂
∂yi
. (6.2)
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We see that dxg g
−1 which is dx(Rg−1 ◦ g) is an odd differential form taking values in
vector fields. X(F )
We shall define a map
T : Ω1 (M × I,X(F )) −→ Ω2(M,G)
from the odd differential forms onM×I taking values in X(F ) to even differential
forms on M taking values in G, where I is the unit interval [0, 1].
If ω ∈ Ω1 (M × I,X(F )), then it is written as
ω = ω0(x, dx, t) + dtω1(x, dx, t), (6.3)
with
ω1(x, dx, t) = ω
i(x, dx, t)
∂
∂yi
. (6.4)
Then we define g = g1 = T (ω) where gt is the solution to the following Cauchy
problem
dgt(x, dx, y)
dt
= −ω1 (gt(x, dx, y)) . (6.5)
In coordinates, it becomes
dgit(x, dx, y)
dt
= −ωi (gt(x, dx, y)) . (6.6)
Theorem 7. Let ω = ω0(x, dx, t) + dtω1(x, dx, t) ∈ Ω1 (M × I,X(F )) and
g = g1 ∈ Ω2(M,G) as above and let Ω = dω + 12 [ω, ω].
Then
−dxgg−1 +
∫ 1
0
gg−1t Ωgtg = ω0|t=1 − g (ω0|t=0) g−1. (6.7)
Conjugating the formula, we get the equivalent equation
−g−1dg +
∫ 1
0
g−1t Ωgt = g
−1(ω0|t=1)g − ω|t=0. (6.8)
First we have
d
dt
(
g−1t dxgt
)
(x, dx, y) = −dyg−1t (x) ((dxω1)(gt(x, dx, y))) . (6.9)
We need the following lemma.
Lemma 6. Let ft, gt : F −→ F depending on a real parameter t.
Then,
d
dt
(ft ◦ gt)(y) = dft
dt
(gt(y)) + dyft
(
dgt
dt
(y)
)
(6.10)
and
dg−1t
dt
(y) = −dyg−1t
(
dgt
dt
(
g−1t (y)
))
(6.11)
where dyft is the differential of ft : F −→ F .
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Proof. We have
d
dt
(ft ◦ gt)(y) = lim
→0
1

(ft+gt+(y)− ftgt(y))
= lim
→0
1

(ft+gt+(y)− ftgt+(y) + ftgt+(y)− ftgt(y))
=
dft
dt
(gt(y)) + dyft
(
dg
dt
(y)
)
.
The second identity follows from the first applied to gtg
−1
t .
Using Lemma 6, we prove (6.9). On the other hand we have
dz
d
dt
(
g−1t (x)gt(z, y)
)
=
d
dt
dz
(
g−1t (x)gt(z, y)
)
,
where dz in the right hand side means the differential of forms with respect to z.
By Lemma 6, this gives us
dz
(
dg−1t (x)
dt
(gt(z, y)) + dyg
−1
t (x)
(
dgt(z, y)
dt
))
.
By Lemma 6, again, this is equal to
dz
(
dyg
−1
t (x)
(
dgt(x)
dt
(g−1t (x) (gt(z, y)))
)
+ dyg
−1
t (x)
(
dgt(z,y)
dt
))
.
Using (6.5), putting (z, dz) = (x, dx) and simplifying we get (6.9).
Equation (6.9) suggests that for a differential form ω taking values in X(F ), gωg−1
is nothing but dyg(ω) where g ∈ G = Diff(F ).
To see this, let L : G −→ G with L(h) = g ◦ h.
Then dL(dht
dt
)(y) = d
dt
(ght(y)), which is equal to dyg(
dht
dt
(y)).
Therefore, dL(X) = dyg(X) where X ∈ X(F ).
And for the right multiplication R : G −→ G , R(h) = h ◦ g, we get in the same way
dR(X) = X.
Since gXg−1 = d(L ◦R)(X), we get
gXg−1 = dyg(X). (6.12)
We now come back to the proof of (6.8).
Since g−1dg = (g−1t dxgt)|t−1 and dxg|t=0 = 0 and
d
dt
(
g−1t dxgt
)
(x, dx, y) = −dyg−1t (x, dx) ((dxω1)(gt(x, dx, y)))
we get
g−1dg =
∫ 1
0
dt
d
dt
(
g−1t dxgt
)
(x, dx, y) =
∫ 1
0
dt
(−dyg−1t (x, dx) ((dxω1)(gt(x, dx, y)))) .
(6.13)
On the other hand, we have
dω + 1
2
[ω, ω] = dxω0 +
1
2
[ω0, ω0] + dt
(−dxω1 + dω0dt − [ω1, ω0]).
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Hence∫ 1
0
g−1t Ωgt =
∫ 1
0
dt
(−dyg−1t (x, dx, y) ((dxω1)(gt(x, dx, y))))
+
∫ 1
0
dt
(
dyg
−1
t (x, dx, y)
(
dω0
dt
− [ω1, ω0]
)
(gt(x, dx, y))
)
. (6.14)
By (6.13) and (6.14), we get
−g−1dg +
∫ 1
0
g−1t Ωgt =
∫ 1
0
dt
(
dyg
−1
t (x, dx, y)
(
dω0
dt
− [ω1, ω0]
)
(gt(x, dx, y))
)
.
(6.15)
On the other hand we have
d
dt
(
dyg
−1
t (x, dx, y)ω0(gt(x, dx, y))
)
= dyg
−1
t (x, dx, y)
(
dω0
dt
− [ω1, ω0]
)
(gt(x, dx, y)),
(6.16)
which is equivalent to
d
dt
(
dyg
−1
t ω0
)
= dyg
−1
t
(
dω0
dt
− [ω1, ω0]
)
. (6.17)
To see this, let ω0 = X
i ∂
∂yi
and ω1 = Y
i ∂
∂yi
.
Then [ω1, ω0] =
(
Y k ∂X
j
∂yk
−Xk ∂Y j
∂yk
)
∂
∂yj
.
Equation (6.17) is again equivalent to
d
dt
(
g∗tX
j.g∗t
∂g−1
i
t
∂yj
)
= g∗t
(
dXj
dt
+ Y k
∂Xj
∂yk
−Xk ∂Y
j
∂yk
)
· g∗t
∂g−1
i
t
∂yj
, (6.18)
by applying the left and right hand sides of (6.17) to yi. Using the Leibniz rule and
the fact that
dgit
dt
= g∗t Y
i and
dg−1
i
t
dt
= −g−1∗t
dgjt
dt
.
∂g−1
i
t
∂yj
and
d
dt
(
g∗tX
j
)
= g∗t
dXj
dt
+
dgjt
dt
g∗t
∂Xj
∂yj
to the left hand side of (6.18), we get the right hand side. Therefore (6.15), becomes
−g−1dg +
∫ 1
0
g−1t Ωgt =
∫ 1
0
dt
d
dt
(
dyg
−1
t (x, dx, y)ω0(gt(x, dx, y))
)
. (6.19)
And this proves the theorem.
For the following corollary and theorem, their proofs are exactly the same as in the
paper [35].
Corollary 2 (Non-abelian Algebraic Homotopy). Let f0, f1 :M −→ N be homotopic
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maps and ω ∈ Ω1(N,X(F )).
Then
f ∗1ω − g (f ∗0ω) g−1 = −dxgg−1 +
∫ 1
0
gg−1t F
∗Ωgtg (6.20)
where gt = T (F
∗ω) and F is the homotopy F :M × I −→ N , F (x, t) = ft(x).
If ω satisfies the Maurer-Cartan equation, i.e. dω + 1
2
[ω, ω] = 0, then
f ∗1ω = g (f
∗
0ω) g
−1 − dg g−1. (6.21)
In the case where M is a contractible manifold, the corollary will give us the
following theorem.
Theorem 8. Let M be a contractible supermanifold and odd form ω ∈ Ω1(M,X(F ))
which satisfies the Maurer-Cartan equation. Then ω is gauge equivalent to an odd
constant (odd vector field) C ∈ X(F )
C = gωg−1 − dg g−1 (6.22)
for some g ∈ Ω2(M,Diff(F )).
(6.22) is equivalent to
C = dĝ(ω)− dg g−1, (6.23)
where ĝ : ΠTM × F −→ ΠTM × F with ĝ(x, dx, y) = (x, dx, g(x, dx, y)). The forms
C and ω are considered as vector fields on ΠTM ×F . By a direct calculation we see
that
dĝ(d) = dxa
∂gi(x, dx, y)
∂xa
∂
∂yi
= dg g−1. (6.24)
Hence
dĝ(d+ ω) = d+ C. (6.25)
6.2 Applications to transitive Lie algebroids
Let A −→ M be a transitive Lie algebroid over M with anchor a : A −→ TM and
let {Uα} be a trivializing cover and let Aα = A|Uα . Let {ui} be a basis of TUα
corresponding to Uα and choose ei ∈ ΓAα such that a(ei) = ui . This is possible since
a is surjective. Let Wα = span{ei}. Then {ei} is a basis of Wα. What we are doing
here is actually choosing a connection γ on A by letting γ(ui) = ei and extending
linearly. At the same time we can view Wα as a horizontal distribution with respect
to the anchor a. If ui =
∂
∂xi
, then finding ei’s such that [ei, ej] for all i, j amounts to
finding a flat connection. Then this ensures that A is a locally trivial Lie algebroid
by a theorem of Mackenzie [19].
If λiei = 0, then a(λ
iei) = 0. Then λ
iui = 0. That is λ
i = 0.
Then we have Aα = Wα ⊕ Lα where Lα = ker (a : Aα −→ TUα) with Wα isomorphic
to TUα and Lα isomorphic say to Uα × V for some vector space V by the map φα.
L is called the adjoint bundle of the Lie algebroid A. Then Aα is isomorphic to
TUα ⊕ (Uα × V ) via ϕα (λieαi + v) = λiuαi + φα(v).
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The coordinates transfom as
ϕβα
(
λiuαi + v
)
= ϕβϕα
(
λiuαi + v
)
= ϕβ
(
λieαi + φ
−1
α v
)
= ϕβ
(
λi
(
mjieβj + vi
)
+ φ−1α v
)
= λimjiuβj + λ
iφβ(vi) + φβφ
−1
α v
= λimjiuβj + λ
iφβ(vi) + φβαv, (6.26)
or
ϕβα : TUαβ × V −→ TUαβ × V (6.27)
ϕβα(X + v) = X + rx(X) + sx(v), (6.28)
where a(eαi) = uαi and uαi = m
j
iuβj. Hence a
(
eαi −mjieβj
)
= 0. Thus eαi −
mjieβj ∈ Lαβ. Hence eαi −mjieβj = vi for some vi ∈ Lβ. We define r (eβi) = vi and
extend by linearity . We ca rewrite (6.28) as
ϕβα : TUαβ × V −→ TUαβ × V
ϕβα(x, x¯, v) = (x, x¯, rx(x¯) + sx(v)). (6.29)
The anchor becomes a(x, x¯, v) = (x, x¯). We can see A as a fibre bundle with base
space TM and the projection being the anchor a. The coordinate transformations
are affine rather than linear.
Let {ea} be a basis of Wα that corresponds to ∂∂xa and {vi} a basis of Lα and
[ea, eb] = R
k
abvk,
[ea, vi] = Q
k
aivk,
[vi, vj] = P
k
ijvk. (6.30)
Since a[ea, eb] = a[ea, vi] = a[vi, vj] = 0
Let xa, θa, ξi be coordinates on A corresponding to our charts. The the homological
vector field corresponding to the Q-manifold ΠA is of the form
Q = d− 1
2
(
P kijξ
iξj + 2Qkiaξ
iθa +Rkabθaθ
b
) ∂
∂ξk
. (6.31)
It is known [19] that the adjoint bundle L of a transitive Lie algebroid A is a Lie
algebra bundle. This means that V has the structure of a Lie algebra and for local
sections on Uα, we have [(x, v(x)), (x,w(x))] = (x, [v(x), w(x)].
Then P kij will just be constants. Let V = g some Lie algebra.
Let f : ΠTM −→ ΠA, f(x, θ) = (x, θ, ξi = ωiaθa) be a connection in A. The
connection form taking values in g is ω = ωiadx
avi with {vi} a basis of g.
For f to be a flat , the field strength F = df∗ − f ∗Q must be zero. We have
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F (xa) = F (θa) = 0, by virtue of the anchor.
F (ξl) = df∗ξl − f ∗Qξl
= θa
∂(ωlbθ
b)
∂θa
− f ∗
(
−1
2
(
P lijξ
iξj + 2Qliaξ
iθa +Rlabθaθ
b
))
=
(
∂ωlb
∂θa
+
1
2
P lijω
i
aω
j
b +Q
l
ibω
i
a +
1
2
Rlab
)
θaθb
=
1
2
(
∂ωlb
∂θa
− ∂ω
l
a
∂θb
+ P lijω
i
aω
j
b +Q
l
ibω
i
a −Qliaωib +Rlab
)
θaθb. (6.32)
Therefore, f is a flat connection iff
∂ωkb
∂θa
− ∂ω
k
a
∂θb
+ P kijω
i
aω
j
b +Q
k
ibω
i
a −Qkiaωib +Rkab = 0 (6.33)
for all a, b, k.
IfM is a contractible manifold, then by a Mackenzie’s theorem [19] a flat connection
exists and the Lie algebroid is trivial. That is there are charts such that
Rkab = Q
k
ai = 0
In this case Q becomes
Q = d− 1
2
P kijξ
iξj
∂
∂ξk
, (6.34)
and (6.33) becomes
∂ωkb
∂θa
− ∂ω
k
a
∂θb
+ P kijω
i
aω
j
b = 0, (6.35)
which is equivalent of dω + 1
2
[ω, ω] = 0.
Let ea, vi coordinates on Aα and
We can write Q as Q = d + ω where ω = −1
2
(
P kijξ
iξj + 2Qkiaξ
iθa +Rkabθaθ
b
)
∂
∂ξk
.
We can consider ω as a differential form on M taking values in X (Πg) which is odd
in total parity.
Since [Q,Q] = 0, then (d + ω) ◦ (d + ω) = 0 i.e. d ◦ ω + ω ◦ d + ω ◦ ω = 0 which is
equivalent to dω + 1
2
[ω, ω]v = 0 where dω is the differential of ω as a form and the
Lie brackets of differential forms taking values in super Lie algebra.
Write ω = ωiXi where ω
i ∈ Ω(M) and Xi ∈ X(Πg). Let h ∈ C∞(ΠA) as h = SθTξ
locally as a product of monomials on θ and ξ. Therefore
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(d ◦ ω + ω ◦ d)h = d (ωiXi(SθTξ))+ ωiXi(dSθ.Tξ)
= (−1)fSθfXid (ωiSθXiTξ)+ (−1)(fSθ+1)fXiωidSθXiTξ
= (−1)fSθfXi (d(ωiSθ)XiTξ + (−1)fXiωidSθXiTξ)
= (−1)fSθfXi (d(ωiSθ) + (−1)fXiωidSθ)XiTξ
= (−1)fSθfXi (dωi.Sθ + (−1)fωiωi.dSθ + (−1)fXiωidSθ)XiTξ
= (−1)fSθfXi (dωi.Sθ)XiTξ
= dωiXi(SθTξ)
= dω(h).
Hence d ◦ ω + ω ◦ d = dω and it is easy to see that ω ◦ ω = 1
2
[ω, ω]v.
Thus ω is a Maurer-Cartan form. If M is contractible, then by the non-abelian
Poincare´ Lemma ω is gauge equivalent to a constant C = dĝ(ω) − dgg−1 for some
g : ΠTM −→ Diff(Πg). The map ĝ is as before in (6.23). It means there is a change
of coordinates that transforms d+ ω to an odd vector field d+ C on Πg. Therefore
C = −1
2
P kijξ
iξj
∂
∂ξk
(6.36)
for some constants P kij. Therefore Q becomes of the form d − 12P kijξiξj ∂∂ξk . Hence A
is trivial. For an arbitrary transitive Lie algebroid, we can cover it by contractible
open sets. Hence
Theorem 9. A transitive Lie algebroid A is locally trivial.
We now see how the structure constants change under coordinates change.
Let {e¯a} and {v¯i} an other basis of Aα, with e¯a = mcaec and r(e¯a) = riavi, v¯i = sjivj.
We have
[e¯a, e¯b] =
[
mcaec + r
i
avi,m
d
bed + r
j
bvj
]
= mcam
d
b [ec, ed] +m
c
aa(ec)(m
d
b)ed −mdba(ed)(mca)ec
+mcar
j
b [ec, vj] +m
c
aa(ec)(r
j
b)vj −mdbria[ed, vi]−mdba(ed)(ria)vi
+ riar
j
b [vi, vj]
=
(
mcam
d
bR
k
cd +m
c
ar
i
bQ
k
ci −mcbriaQkci +mca
∂rkb
∂xc
−mcb
∂rka
∂xc
+ riar
j
bP
k
ij
)
vk
+
(
mda
∂mcb
∂xd
−mdb
∂mca
∂xd
)
ec. (6.37)
On the other hand
[e¯a, e¯b] = R¯
i
abs
k
i vk. (6.38)
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Hence we have
R¯iabs
k
i = m
c
am
d
bR
k
cd +m
c
ar
i
bQ
k
ci −mcbriaQkci +mca
∂rkb
∂xc
−mcb
∂rka
∂xc
+ riar
j
bP
k
ij, (6.39)
for all a, b, k. We have
mda
∂mcb
∂xd
−mdb
∂mca
∂xd
= 0 (6.40)
for all a, b, c.
And
[e¯a, v¯i] =
[
mcaec, s
j
ivj
]
= mcas
j
i [ec, vj] +m
c
aa(ec)(s
j
i )vj
=
(
mcas
j
iQ
k
cj +m
c
a
∂ski
∂xc
)
vk
= mca
(
sjiQ
k
cj +
∂ski
∂xc
)
vk. (6.41)
On the other hand
[e¯a, v¯i] = Q¯
j
ais
k
jvk. (6.42)
Hence we get
Q¯jais
k
j = m
c
a
(
sjiQ
k
cj +
∂ski
∂xc
)
(6.43)
for all a, i, k. We have as well
[v¯i, v¯j] =
[
spi vp, s
q
jvq
]
= spi s
q
jP
k
pqvk. (6.44)
On the other hand
[v¯i, v¯j] = P¯
q
ijs
k
qvk. (6.45)
Hence we must have
P¯ qijs
k
q = s
p
i s
q
jP
k
pq. (6.46)
The construction of g ensures that the change of coordinates are affine, i.e. of
the type we have constructed for the transitive Lie algebroid A and no change in the
coordinates of M . In that case (6.39), (6.43) and (6.46) become
R¯iabs
k
i = R
k
ab + r
i
bQ
k
ai − riaQkbi +
∂rkb
∂xa
− ∂r
k
a
∂xb
+ riar
j
bP
k
ij, (6.47)
Q¯jais
k
j =
(
sjiQ
k
aj +
∂ski
∂xa
)
, (6.48)
P¯ qijs
k
q = s
p
i s
q
jP
k
pq. (6.49)
The non-abelian Poincare´ lemma ensure that there are functions ria and s
j
i such that
Rkab + r
i
bQ
k
ai − riaQkbi +
∂rkb
∂xa
− ∂r
k
a
∂xb
+ riar
j
bP
k
ij = 0 (6.50)
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(
sjiQ
k
aj +
∂ski
∂xa
)
= 0 (6.51)
and P¯ij constants.
Let f : E −→ ΠTM be a fibre bundle with E a graded manifold. Let Q be a
homological vector field on E of weight 1 which is f -related to d. Then we say that
E is a transitive non-linear Lie algebroid. Then Q may be written locally as
Q = d+ ri(x, dx, y)
∂
∂yi
(6.52)
where xa, dxa are coordinates on ΠTM and yi are coordinates on the fibre F of E.
Using the non-abelian Poincare´ lemma as before, we can find a change of coordinates
such that the ri are only functions of y.
Appendix A
A.0.1 Structure equations of Lie algebroids
In this appendix we give the structure equations of Lie algebroids and how they
change under coordinate transformations. Then we use them to show the invariance
of the expression of the corresponding homological vector field. Let E −→ M be a
Lie algebroid with anchor a : E −→ TM and let {ei} be a local basis of Γ(E). Let
[ei, ej] = c
k
ijek and a(ei) = a
j
i
∂
∂xj
. Then
a[ei, ej] = a(c
k
ijek)
= ckija(ek)
= ckija
s
k
∂
∂xs
,
and
[a(ei), a(ej)] =
[
asi
∂
∂xs
, atj
∂
∂xt
]
=
(
asi
∂akj
∂xs
− asj
∂aki
∂xs
)
∂
∂xk
.
Since a [ei, ej] = [a(ei), a(ej)] we get
asi
∂akj
∂xs
− asj
∂aki
∂xs
= csija
k
s . (A.1)
The first condition in the definition of a Lie algebroid gives us the structure equation
(A.1).
From the Leibniz rule we have
[ei, fej] = f [ei, ej]
= fckijek + a
t
i
∂f
∂xt
ej. (A.2)
Hence
a [ei, fej] =
(
fckija
s
k + a
t
ia
s
j
∂f
∂xt
)
∂
∂xs
. (A.3)
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On the other hand
[a(ei), fa(ej)] =
[
aui
∂
∂xu
, favj
∂
∂xv
]
=
(
aui
∂fasj
∂xu
− favj
∂asi
∂xv
)
∂
∂xs
. (A.4)
From (A.3) and (A.4) we conclude that
aui
∂fasj
∂xu
− favj
∂asi
∂xv
= fckija
s
k + a
t
ia
s
j
∂f
∂xt
(A.5)
for all i, j.
If a[ei, ej] = [a(ei), a(ej)] for all ei, ej then a[X,Y ] = [a(X), a(Y )] all X, Y ∈ Γ(E).
From the Jacobi identity, we have
J = [ei, [ej, ek]] + [ej, [ek, ei]] + [ek, [ei, ej]] = 0. Let φ(i, j, k) = [ei, [ej, ek]]. Then
φ(i, j, k) = [ei, c
t
jket]
= ctjk[ei, et] + a(ei)(c
t
jk)et
= ctjkc
s
ites + a
d
i
∂csjk
∂xd
es
=
(
ctjkc
s
it + a
d
i
∂csjk
∂xd
)
es.
Therefore
J =
(
csitc
t
jk + c
s
jtc
t
ki + c
s
ktc
t
ij + a
d
i
∂csjk
∂xd
+ adj
∂cski
∂xd
+ adk
∂csij
∂xd
)
es.
Hence
csitc
t
jk + c
s
jtc
t
ki + c
s
ktc
t
ij + a
d
i
∂csjk
∂xd
+ adj
∂cski
∂xd
+ adk
∂csij
∂xd
= 0 (A.6)
for all s. This structure equation is equivalent to the Jacobi identity.
Let E −→ M be a Lie algebroid with anchor a : E −→ TM and let {ei} be a
local basis of Γ(E). Let [ei, ej] = c
k
ijek and a(ei) = a
j
i
∂
∂xj
. Consider
Q = ξiadi
∂
∂xd
− 1
2
ξiξjckij
∂
∂ξk
∈ X(ΠE)
where ξi are coordinates on the fiber of ΠE corresponding to the sections ei and x
d
are coordinates on the base M . Then we have the following proposition.
Proposition 10. Q is a homological vector field, i.e. [Q,Q] = 0 .
Proof. Let X = ξiadi
∂
∂xd
and Y = −1
2
ξiξjckij
∂
∂ξk
.
Then [Q,Q] = [X,X] + [Y, Y ] + 2[X, Y ]
We have
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[X,X] =
[
ξiadi
∂
∂xd
, ξsats
∂
∂xt
]
= ξsξiats
∂adi
∂xt
∂
∂xd
+ ξiξsati
∂ads
∂xt
∂
∂xd
= ξsξi
(
ats
∂adi
∂xt
− ati
∂ads
∂xt
)
∂
∂xd
= ξsξictsia
d
t
∂
∂xd
, (A.7)
by (A.1).
For the second term we get
[Y, Y ] =
1
4
[
ξiξjckij
∂
∂ξk
, ξsξtcust
∂
∂ξu
]
=
1
4
(
ξsξtcust
(
ξjckuj − ξickiu
) ∂
∂ξk
+ ξiξjckij
(
ξtcukt − ξscusk
) ∂
∂ξu
)
=
1
4
(
ξsξtcust
(
ξjckuj − ξickiu
) ∂
∂ξk
+ ξiξjcuij
(
ξtckut − ξscksu
) ∂
∂ξk
)
=
1
4
(
ξiξjcuij
(
ξtckut − ξscksu
) ∂
∂ξk
+ ξiξjcuij
(
ξtckut − ξscksu
) ∂
∂ξk
)
=
1
2
ξiξjcuij
(
ξtckut − ξtcktu
) ∂
∂ξk
= ξiξjξtcuijc
k
ut
∂
∂ξk
. (A.8)
For the last term we have
2[X, Y ] = −
[
ξiadi
∂
∂xd
, ξsξtcust
∂
∂ξu
]
= −
(
ξsξtcusta
d
u
∂
∂xd
+ ξiξsξtadi
∂cust
∂xd
∂
∂ξu
)
= −[X,X]− ξiξjξtadi
∂ckjt
∂xd
∂
∂ξk
. (A.9)
Hence
[Q,Q] = ξiξjξk
(
cuijc
s
uk − adi
∂csjk
∂xd
)
∂
∂ξs
. (A.10)
Let αijk = c
u
ijc
s
uk − adi
∂csjk
∂xd
and ξiξjξkαijk = φijk.
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Then
6[Q,Q] = φijk + φikj + φjki + φjik + φkij + φkji
=
(
csitc
t
jk + c
s
jtc
t
ki + c
s
ktc
t
ij + a
d
i
∂csjk
∂xd
+ adj
∂cski
∂xd
+ adk
∂csij
∂xd
)
∂
∂ξs
= 0,
by (A.6). Hence [Q,Q] = 0.
Let φα : Eα −→ Uα × V where Eα = E|Uα be a local trivialization of E. Let v =
φ−1α (x, λ) = φ
−1
β (x,m (x)λ). ei(x) = φ
−1
α (x, ui) where {ui} is a basis of V . Hence,
ei = mjie¯j and e¯i = m¯jiej where m¯ is the inverse matrix of m and e¯i(x) = φ
−1
β (x, ui).
We have the transformation (x, λ) −→ (x, µ = m(x)λ). Therefore µi = mijλj and
ξ¯i = mijξ
j and ξi = m¯ijξ
j where ξi(ξ¯i) are coordinates on V corresponding to ei(e¯i).
On the other hand we have a(ei) = a
t
i
∂
∂xt
. From the linearity of the anchor we get
a(mjie¯j) = mjia(e¯j)
= mjia¯
t
j
∂
∂x¯t
= mjia¯
t
j
∂xs
∂x¯t
∂
∂xs
.
Hence
aji = msia¯
t
s
∂xj
∂x¯t
. (A.11)
We have as well
[ei, ej] = [msie¯s,mtj e¯t]
= msimtj[e¯s, e¯t] +msia(e¯s)(mtj)e¯t −mtja(e¯t)(msi)e¯s
= msimtj c¯
k
ste¯k +msia¯
α
s
∂mtj
∂x¯α
e¯t −mtj a¯βt
∂msi
∂x¯β
e¯s
=
(
msimtj c¯
u
st +msia¯
α
s
∂muj
∂x¯α
−msj a¯αs
∂mui
∂x¯α
)
m¯kuek
=
(
msimtj c¯
u
st +msim¯rsa
p
r
∂x¯α
∂xp
∂muj
∂x¯α
−msjm¯rsapr
∂x¯α
∂xp
∂mui
∂x¯α
)
m¯kuek
=
(
msimtj c¯
u
st + a
p
i
∂muj
∂xp
− apj
∂mui
∂xp
)
m¯kuek.
Therefore
ckij =
(
msimtj c¯
u
st + a
p
i
∂muj
∂xp
− apj
∂mui
∂xp
)
m¯ku. (A.12)
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ξiξjckij
∂
∂ξk
= m¯iqm¯jdξ¯
q ξ¯d
(
msimtj c¯
u
st + a
p
i
∂muj
∂xp
− apj
∂mui
∂xp
)
m¯kumvk
∂
∂ξ¯v
= m¯iqm¯jdξ¯
q ξ¯d
(
msimtj c¯
u
st + a
p
i
∂muj
∂xp
− apj
∂mui
∂xp
)
∂
∂ξ¯u
= ξ¯sξ¯t
(
c¯ust + m¯ism¯jta
p
i
∂muj
∂xp
− m¯ism¯jtapj
∂mui
∂xp
)
∂
∂ξ¯u
(A.13)
Finally we get
ξiadi
∂
∂xd
= m¯ij ξ¯
jmsia¯
t
s
∂xd
∂x¯t
∂
∂xd
= ξ¯ia¯di
∂
∂x¯d
. (A.14)
From (A.13) and (A.14) and the fact that m¯ism¯jta
p
i
∂muj
∂xp
− m¯ism¯jtapj ∂mui∂xp = 0, we can
see that Q is invariant under coordinate transformations.
A.0.2 Some other proofs
Proposition 11. Let E −→ M be a vector bundle and anchor a : Γ(E) −→ X(M)
with a[X, fY ] = f [X, Y ] + a(X)(f)Y . Then a[X,Y ] = [a(X), a(Y )].
So if the Leibniz rule is satisfied, then the morphism condition is automatically
satisfied. This means that the first condition in the definition of Lie algebroid is
redundant.
Proof. By the Leibniz rule we have [[X, Y ], fY ] = f [[X, Y ], Y ] + a[X, Y ](f)Y .
On the other hand, by using linearity and the Leibniz rule repeatedly, we get
[[X, Y ], fY ] = −[[Y, fY ], X] + [[X, fY ], Y ]by the Jacobi identity
= −[f [Y, Y ] + a(Y )(f)Y,X] + [f [X,Y ] + a(X)(f)Y, Y ]
= [X, a(Y )(f)Y ]− [Y, f [X,Y ]− [Y, a(X)(f)Y ]
= a(Y )(f)[X, Y ] + a(X)a(Y )(f)Y − f [Y, [X, Y ]]− a(Y )(f)[X, Y ]− a(Y )a(X)Y
= f [[X, Y ], Y ] + [a(X), a(Y )](f)Y.
At once we can see that a[X, Y ] = [a(X), a(Y )].
Lemma 7. Suppose that pi : E −→M be fibre bundle with fibre F . If
QE ∈ X(E) and QM ∈ X(M) are pi-related, then QE = QM +Q′ locally where Q′ is a
vector field taking values in X(F ), i.e. Q′ = vj(x, y) ∂
∂yj
where xi are coordinates on
M and yj are coordinates on F .
Proof. Let QE = u
i(x, y) ∂
∂xi
+ vj(x, y) ∂
∂yj
and QM = m
i(x) ∂
∂xi
. We have
QE
(
pi∗xk
)
= QE
(
xk
)
= uk(x, y), and pi∗QM
(
xk
)
= pi∗mk(x) = mk(x). Since QE
and QM are pi-related we have u
k = mk and the lemma follows.
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