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Abstract
This paper deals with the uniqueness of positive radial solutions to Dirichlet problems on annular domains in Rn, n 3. As an
application we can obtain the results to equation u + up − α1u − α0 = 0, where p > 1, α1  0, α0  0 and α1 + α0 > 0.
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1. Introduction
Let Ω = {x ∈ Rn: a < |x| < b} be an annular domain in Rn, 0 < a < b < ∞, n  3. The main purpose of this
paper is to consider the uniqueness of radial solutions to Dirichlet boundary value problems⎧⎨
⎩
u + f (u) = 0 in Ω ,
u > 0 in Ω ,
u = 0 on ∂Ω ,
(1.1)
where f ∈ C1[0,∞) ∩ C2(0,∞) and satisfies the following conditions:
(A1) There exist μ1 > μ0 > 0 such that
f (u) < 0 for 0 < u < μ0, f (u) > 0 for u > μ0, (1.2)
and
F(u) < 0 for 0 < u < μ1, F (u) > 0 for u > μ1, (1.3)
where F(u) = ∫ u0 f (s) ds.
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g(u) = 2f (u)
uf ′(u) − f (u) . (1.4)
(A3) g′(u) 0 for u > μ0.
(A4) For y > μ1 and u ∈ (0, y)
k(u, y) = g(y)[uf
′(u) − f (u)]u
n
−
(
uf (u) + 2
y∫
u
f (s) ds
)
 0. (1.5)
The uniqueness of the radial solutions for this equation on a ball or whole space has been studied in many papers.
Recently, Cheng [1] studied the problem for one-dimensional p-Laplacian. For the problem in an annular domain,
however, the situation becomes very different and more complicated. Coffman [2] proved that (1.1) has a unique
radial solution when
n = 3, f (u) = up − u where 1 < p  3.
Yadava [7] extended his result to include
n = 3,4, f (u) = up − u where 1 < p  n/(n − 2)
and
n ∈ {5,6,7,8}, f (u) = up − u where 1 < p  p0(n) < n/(n − 2).
For p critical or super critical, Yadava [8] gave the result for
n 3, f (u) = up − u where p  (n + 2)/(n − 2).
In Fu and Lin [3], the case
3 n 5, f (u) = up − u where 1 < p min{4/(n − 2), n/(n − 2)},
was considered. In the general case,
n 3, f (u) = up − u where p > 1,
Tang [6] obtained a complete resolution. A generalization of the results was given in Jator and Sinkala [5].
Our results are motivated by and extend the developments in [6].
2. Main results
Since we are interested in radial solutions, we rewrite Problem (1.1) as⎧⎪⎨
⎪⎩
(
rn−1u′
)′ + rn−1f (u) = 0 for a < r < b,
u(r) > 0 for a < r < b,
u(a) = 0, u(b) = 0,
(2.1)
where r = |x|. Our main results of this paper are as follows:
Theorem 2.1. Assume that n 3, f ∈ C1[0,∞) ∩ C2(0,∞) and satisfies (A1)–(A4), a > 0, and
Ba =
{
b ∈ (a,∞): (2.1) has a solution for this b > a} = ∅.
Let
B1(a) = inf{b: b ∈ Ba}, B2(a) = sup{b: b ∈ Ba}.
Then:
(i) B2(a) = ∞ and Ba = (B1(a),∞) when f (0) = 0.
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(iii) Problem (2.1) has exactly one solution for each b ∈ Ba .
The proof of Theorem 2.1 will be given in Section 4. In the next section, we give some lemmas related to the
solutions of (2.1).
Remark 2.1. Assume that n  3, a > 0, f ∈ C[0,∞) and satisfies (A1). If f (u) = O(uγ ) as u → ∞ with γ  1,
then [4, Theorem B] showed that: (i) Ba = ∅; (ii) B1(a) = a when γ > 1, B1(a) > a when γ = 1; (iii) B2(a) = ∞
when f (0) = 0, B2(a) < ∞ when f (0) < 0.
The following result is a simple discussion for Condition (A4).
Theorem 2.2. Assume that f ∈ C1[0,∞) ∩ C2(0,∞) and satisfies (A1)–(A3). If
u
(
uf ′(u) − f (u)) is nondecreasing on (0,∞), (2.2)
g(μ1)
(
u2f ′′(u) + uf ′(u) − f (u)) n(uf ′(u) − f (u)) on (0,μ1), (2.3)
and
yg′(y) − ng(y) 0 on (μ1,∞), (2.4)
then Condition (A4) holds.
Proof. By (A2), (A3), (2.2) and (2.4) we have
∂k(u, y)
∂y
= g
′(y)
n
(
uf ′(u) − f (u))u − 2f (y) g′(y)
n
(
yf ′(y) − f (y))y − 2f (y)
= yf
′(y) − f (y)
n
[
yg′(y) − ng(y)] 0 (2.5)
for y > μ1 and u ∈ (0, y). Since
∂k(u,μ1)
∂u
= g(μ1)
n
(
u2f ′′(u) + uf ′(u) − f (u))− (uf ′(u) − f (u)), (2.6)
by (2.3) and k(0,μ1) = −2F(μ1) = 0 we have
k(u,μ1) 0 for u ∈ [0,μ1]. (2.7)
Thus, by (2.5), (2.7), and
k(u,u) = − (n − 2)
n
f (u)u < 0 for u μ1 (2.8)
we can obtain
k(u, y) k(u,μ1) 0 whenever y > μ1  u > 0, (2.9)
k(u, y) k(u,u) < 0 whenever y > u > μ1, (2.10)
and so Condition (A4) holds. 
Applying Theorem 2.2, we can conclude:
Theorem 2.3. Assume that p > 1, α1  0, α0  0 and α1 + α0 > 0. Let n 3 and
f (u) = up − α1u − α0. (2.11)
Then Conditions (A1)–(A4) are satisfied.
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F(u) =
u∫
0
f (s) ds = u
p + 1
(
up − m(u)) (2.12)
where
m(u) = (p + 1)(α1u + 2α0)
2
, (2.13)
and
uf ′(u) − f (u) = (p − 1)up + α0. (2.14)
It is clear that Conditions (A1) and (A2) hold, and
u
(
uf ′(u) − f (u)) is increasing on (0,∞). (2.15)
By
g(u) = 2f (u)
uf ′(u) − f (u) =
2(up − α1u − α0)
(p − 1)up + α0 (2.16)
we can obtain
g′(u) = 2(α0p
2up + α1(p − 1)2up+1 − α1α0u)
u((p − 1)up + α0)2 . (2.17)
When u > μ0, since up > α1u + α0, it follows that
α0p
2up + α1(p − 1)2up+1 − α1α0u
(
α0p
2 + α1(p − 1)2u
)
(α1u + α0) − α1α0u =
(
α0p + α1(p − 1)u
)2
.
Combine (2.17) to obtain Condition (A3).
For Condition (A4), μp1 = m(μ1) means
3
(
(p − 1)μp1 + α0
)2 − 2(μp1 − α1μ1 − α0)((p2 − 1)μp1 + α0)
= 3((p − 1)m(μ1) + α0)2 − 2(m(μ1) − α1μ1 − α0)((p2 − 1)m(μ1) + α0)
= α20p2
(
(p − 1)2 + 1)+ α1α0(p − 1)p3μ1 + α21(p2 − 1)2μ214 .
It follows that
g(μ1)
(p2 − 1)μp1 + α0
(p − 1)μp1 + α0
= 2(μ
p
1 − α1μ1 − α0)((p2 − 1)μp1 + α0)
((p − 1)μp1 + α0)2
< 3.
Thus, by
u2f ′′(u) + uf ′(u) − f (u)
uf ′(u) − f (u) =
(p2 − 1)up + α0
(p − 1)up + α0
we have that for u ∈ (0,μ1)
u2f ′′(u) + uf ′(u) − f (u)
uf ′(u) − f (u) 
(p2 − 1)μp1 + α0
(p − 1)μp1 + α0
<
3
g(μ1)
 n
g(μ1)
. (2.18)
Let
φ(y) = −6α20 − 4α1α0y + 2α0
(
6 − 3p − p2)yp + 2α1(2 − p − p2)yp+1 + 6(p − 1)y2p. (2.19)
For y > μ1, since 2p2 − 3p + 3 > 0 and 2p3 − p2 − 1 > 0, by yp > m(y) we can obtain
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(
6 − 3p − p2)yp + 2α1(2 − p − p2)yp+1 + 6(p − 1)m(y)yp
= −6α20 − 4α1α0y + 2α0
(
2p2 − 3p + 3)yp + α1(p − 1)2yp+1
−6α20 − 4α1α0y + 2α0
(
2p2 − 3p + 3)m(y) + α1(p − 1)2yp+1
= 2α20p2(2p − 1) + α1α0
(
2p3 − p2 − 1)y + α1(p − 1)2yp+1
> 0.
It follows that
yg′(y) = 3g(y) − φ(y)
((p − 1)yp + α0)2 < 3g(y) ng(y) for y > μ1. (2.20)
Now, from (2.15), (2.18) and (2.20), Theorem 2.2 implies that (A4) holds. 
Finally, we give an example where a < B1(a) < B2(a) < ∞ by Remark 2.1.
Example 2.1. Let n 3 and f (u) = u − 1/(1 + u). Then Conditions (A1)–(A4) are satisfied.
Proof. It follows that
F(u) = 1
2
[
u2 − 2 ln(1 + u)], uf ′(u) − f (u) = 1 + 2u
(1 + u)2 ,
g(u) = 2(1 + u)(u
2 + u − 1)
1 + 2u , g
′(u) = 2(4u
3 + 7u2 + 4u + 2)
(1 + 2u)2 .
We obtain Conditions (A1)–(A3) and u(uf ′(u) − f (u)) is increasing on (0,∞). Since
1 < μ1 < 1.3, g(μ1) < g(1.3) < 3 n,
u2f ′′(u) + uf ′(u) − f (u)
uf ′(u) − f (u) =
1 + 3u
1 + 3u + 2u2 < 1,
and
ng(y) 3g(y) = yg′(y) + 4y
4 + 16y3 + 4y2 − 16y − 6
(1 + 2y)2 > yg
′(y) on (1,∞),
by Theorem 2.2 we have Condition (A4). 
3. Preliminaries
Throughout this section, we will assume that n 3, f ∈ C1[0,∞)∩C2(0,∞) and satisfies (A1)–(A4), 0 < a < b,
and u(r) is a solution of Problem (2.1). Let v(r) be a unique solution of the linearized problem(
rn−1v′
)′ + rn−1f ′(u(r))v = 0, v(a) = 0, v′(a) = 1. (3.1)
Denote by
E(r) = (u′)2/2 + F(u), (3.2)
ξ(r) = rn−1(u′v − uv′), (3.3)
θ(r) = rn[u′v′ + f (u)v]+ (n − 2)rn−1u′v, (3.4)
P(r) = rn(u′)2 + 2rnF (u) + (n − 2)rn−1uu′. (3.5)
By differential we can obtain
E′(r) = −(n − 1)(u′)2/r, (3.6)
ξ ′(r) = rn−1[uf ′(u) − f (u)]v, (3.7)
θ ′(r) = 2rn−1f (u)v, (3.8)
P ′(r) = rn−1[2nF(u) − (n − 2)uf (u)]. (3.9)
Lemmas of this section will show that v changes sign from positive to negative on (a, b], in particular, v(b) < 0.
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u′(r) > 0 on (a, c), u′(r) < 0 on (c, b), (3.10)
where c ∈ (a, b) with u(c) = maxr∈[a,b] u(r).
Proof. It follows from (3.6) that[
u′(a)
]2
/2 = E(a) > F (u(c))= E(c) > E(b) = [u′(b)]2/2 0.
This means u′(a) > 0 and u(c) > μ1. Assume that r0 ∈ (a, b) with u′(r0) = 0. Then, it follows that F(u(r0)) =
E(r0) > E(b) 0. By (A1) we have u(r0) > μ1 and u′′(r0) = −f (u(r0)) < 0. It follows that r0 is a strict maximum
point. Thus, we obtain (3.10). 
By Lemma 3.1, let a0 ∈ (a, c) and b0 ∈ (c, b) be such that
u(a0) = μ0 = u(b0). (3.11)
Lemma 3.2. Q(r) = rn[(u′)2 + uf (u)] + (n − 2)rn−1uu′ > 0 on (c, b).
Proof. Let h1(z) = zf (z) − 2F(z). Since h1(0) = 0 and h′1(z) = zf ′(z) − f (z), it follows from (A2) that
h1(z) = zf (z) − 2F(z) > 0 on (0,∞).
Denote by
h2(z) = 2nF(z) − (n − 2)zf (z).
Since h2(0) = 0 and
h′2(z) = 4f (z) − (n − 2)
(
zf ′(z) − f (z))= (zf ′(z) − f (z))(2g(z) − (n − 2)),
by (A1)–(A3) we have either
h2(z) < 0 on (0,∞),
or there exists zˆ > μ0 such that
h2(z) < 0 on (0, zˆ), h2(z) 0 on [zˆ,∞).
Now, by Lemma 3.1, P(c) = 2cnF (u(c)) > 0, P ′(r) = rn−1h2(u(r)) and P(b) = bn[u′(b)]2  0 we can obtain
P(r) > 0 for r ∈ (c, b). It follows that Q(r) = P(r) + rnh1(u(r)) > P (r) > 0 for r ∈ (c, b). 
Lemma 3.3. There exists τ ∈ (c, b) such that v(r) > 0 for r ∈ (a, τ ) and v(τ) = 0.
Proof. We divide our discussion into five steps:
Step 1. We claim that there exists τ ∈ (a, b) such that v(r) > 0 for r ∈ (a, τ ) and v(τ) = 0.
Suppose for contradiction that v > 0 on (a, b). Then ξ(b) = bn−1u′(b)v(b)  0 and ξ ′(r) = rn−1[uf ′(u) −
f (u)]v > 0 on (a, b). It contradicts with ξ(a) = 0.
Step 2. Since v(a) = 0 and v′(a) = 1, by v(τ) = 0 we have that there exists d ∈ (a, τ ) such that v′(r) > 0 for r ∈ (a, d)
and v′(d) = 0.
Step 3. We claim d < c.
Suppose for contradiction that c d . Then ξ(c) = −cn−1u(c)v′(c) 0 and ξ ′(r) = rn−1[uf ′(u) − f (u)]v > 0 on
(a, c). It contradicts with ξ(a) = 0.
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By ξ(a) = 0 and ξ ′(r) = rn−1[uf ′(u) − f (u)]v > 0 on (a, τ ) we have ξ(r) > 0 on (a, τ ). This means that
v(r)/u(r) is decreasing on (a, τ ). Combine d < c to obtain
v′(r)
u′(r)
<
v(r)
u(r)
< lim
r→a+0
v(r)
u(r)
= 1
u′(a)
for r ∈ (a, d).
Let ψ(r) = u′v′ + f (u)v. Then
ψ ′(r) = −2(n − 1)u
′(r)v′(r)
r
> −2(n − 1)[u
′(r)]2
ru′(a)
= 2
u′(a)
E′(r)
for r ∈ (a, d). It follows that
ψ(d) > ψ(a) + 2[E(d) − E(a)]
u′(a)
= 2
u′(a)
E(d) > 0.
By ψ(d) = f (u(d))v(d) we have f (u(d)) > 0 and so d > a0.
Step 5. We now prove τ > c.
Suppose for contradiction that τ  c. Then v′(τ ) < 0 implies θ(τ ) = τnu′(τ )v′(τ )  0. a0 < d < τ  c implies
θ ′(r) = 2rn−1f (u(r))v(r) > 0 on (d, τ ) and θ(d) = dnf (u(d))v(d) + (n − 2)dn−1u′(d)v(d) > 0. We get a contra-
diction. 
Lemma 3.4. g(u(c))ξ(c) − θ(c) < 0.
Proof. It follows from Lemma 3.1 that
β = u′(a) > 0, η = u(c) > μ1.
By (A1)–(A3) we have
g(η)
(
uf ′(u) − f (u))− 2f (u) = (g(η) − g(u))(uf ′(u) − f (u)) 0
for r ∈ (a, c). Since Lemma 3.3 implies ξ ′(r) = rn−1[uf ′(u) − f (u)]v > 0 on (a, c), by ξ(a) = 0 we can obtain
ξ(r) > 0 on (a, c). This means that v(r)/u(r) is decreasing on (a, c) and so
v(r)
u(r)
< lim
r→a+0
v(r)
u(r)
= 1
β
for r ∈ (a, c).
Combine ξ(a) = 0 to obtain
g(η)ξ(c) − θ(c) = −θ(a) +
c∫
a
[
g(η)ξ ′(r) − θ ′(r)]dr = −θ(a) +
c∫
a
rn−1
[
g(η)
(
uf ′(u) − f (u))− 2f (u)]v dr
−θ(a) + 1
β
c∫
a
rn−1
[
g(η)
(
uf ′(u) − f (u))− 2f (u)]udr.
Since P(a) = anβ2 = βθ(a), P(c) = 2cnF (η),
−θ(a) = 1
β
( c∫
a
P ′(r) dr − 2cnF (η)
)
<
1
β
c∫
a
[
P ′(r) − 2nrn−1F(η)]dr
= − 1
β
c∫
rn−1
[
(n − 2)uf (u) + 2n(F(η) − F(u))]dra
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g(η)ξ(c) − θ(c) < n
β
c∫
a
rn−1k(u,η) dr.
Thus, (A4) implies g(η)ξ(c) − θ(c) < 0. 
Lemma 3.5. v(r) < 0 for τ < r  b where τ ∈ (c, b) is given by Lemma 3.3, in particular, v(b) < 0.
Proof. We divide the proof into two cases:
Case I. b0  τ < b.
Suppose for contradiction that there exists r1 ∈ (τ, b] such that v(r) < 0 on (τ, r1) and v(r1) = 0. Then θ ′(r) =
2rn−1f (u(r))v(r) > 0 on (τ, r1) and θ(r1) = rn1 u′(r1)v′(r1) 0. It contradicts with θ(τ ) = τnu′(τ )v′(τ ) > 0.
Case II. c < τ < b0.
Let T (r) = g(u(r))ξ(r) − θ(r). By (3.7), (3.8) and Lemma 3.4 we have
T (c) < 0, T ′(r) = g′(u(r))u′(r)ξ(r). (3.12)
The proof of this case will be given by three steps.
Step (i). We claim ξ(r) > 0 on [c, b0].
Since ξ(a) = 0 and ξ ′(r) = rn−1[uf ′(u) − f (u)]v > 0 on (a, τ ), it follows that ξ(r) > 0 on [c, τ ]. Suppose for
contradiction that there exists rˆ ∈ (τ, b0] such that ξ(r) > 0 on [c, rˆ) and ξ(rˆ) = 0. Then,
0 ξ ′(rˆ) = rˆn−1[u(rˆ)f ′(u(rˆ))− f (u(rˆ))]v(rˆ)
implies v(rˆ)  0, and Lemma 3.2 implies Q(rˆ) > 0. By (3.12) and (A3) we have −θ(rˆ) = T (rˆ)  T (c) < 0. It
contradicts with v(rˆ)Q(rˆ) − u(rˆ)θ(rˆ) = rˆu′(rˆ)ξ(rˆ) = 0.
Step (ii). We prove v(r) < 0 on (τ, b0].
Suppose for contradiction that there exists r1 ∈ (τ, b0] such that v(r) < 0 on (τ, r1) and v(r1) = 0. Then Step (i)
means ξ(r1) = −rn−11 u(r1)v′(r1) > 0, which contradicts with v′(r1) > 0.
Step (iii). We prove v(r) < 0 on (τ, b].
If it is not true, then Step (ii) means that there exists r1 ∈ (b0, b] such that v(r) < 0 on (τ, r1) and v(r1) = 0.
By g(u(b0)) = g(μ0) = 0, (3.12), (A3) and Step (i) we can obtain −θ(b0) = T (b0) T (c) < 0. Since v′(r1) > 0, it
follows that θ(r1) = rn1 u′(r1)v′(r1) 0, which contradicts with θ ′(r) = 2rn−1f (u(r))v(r) > 0 on (b0, r1). 
4. Proof of Theorem 2.1
Put
f (y) = f (0) + f ′(0)y − y2 for y < 0. (4.1)
f ∈ C1(−∞,∞) is clear. Combine (A1) and (A2) to obtain
0∫
f (z) dz = −∞,
+∞∫
f (z) dz = +∞ (4.2)−∞ 0
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rn−1u′
)′ + rn−1f (u) = 0, u(a) = 0, u′(a) = β. (4.3)
We write
E(r,β) = 1
2
(
∂u(r,β)
∂r
)2
+
u(r,β)∫
0
f (z) dz. (4.4)
Then
∂E(r,β)
∂r
= −n − 1
r
(
∂u(r,β)
∂r
)2
(4.5)
and
u(r,β)∫
0
f (z) dzE(r,β)E(a,β) = β
2
2
for r  a. (4.6)
This implies that if m > 0 satisfies
0∫
−m
f (z) dz < −β
2
2
,
m∫
0
f (z) dz >
β2
2
, (4.7)
then ∣∣u(r,β)∣∣< m for r  a. (4.8)
In particular, by (4.2) we have that u(r,β) is well defined for r ∈ [a,∞) and β ∈ (−∞,∞). Denote by
ur(r,β) = ∂u(r,β)
∂r
, uβ(r,β) = ∂u(r,β)
∂β
. (4.9)
Then v(r,β) = uβ(r,β) is the unique solution of the linear initial value problem(
rn−1v′
)′ + rn−1f ′(u(r,β))v = 0, v(a) = 0, v′(a) = 1. (4.10)
Let
J = {β > 0: u(r,β) = 0 for some r > a}, (4.11)
J 0 = {β > 0: u(r,β) < 0 for some r > a}, (4.12)
and
B(β) = inf{r > a: u(r,β) = 0} for β ∈ J. (4.13)
Remark 4.1. In the case f (0) = 0, it is clear that ur(B(β),β) < 0 for β ∈ J and J 0 = J . However, it becomes more
complicated for f (0) < 0.
Lemma 4.1. If β ∈ J , then there exists ε > 0 such that (β,β + ε) ⊂ J 0.
Proof. It follows from Lemma 3.5 that uβ(B(β),β) = v(B(β),β) < 0. By u(B(β),β) = 0 we have that there exists
ε > 0 such that u(B(β),β ′) < 0 for β ′ ∈ (β,β + ε), in particular, (β,β + ε) ⊂ J 0. 
Lemma 4.2. If β ∈ J , then β ∈ J 0 is equivalent to ur(B(β),β) < 0.
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If β ∈ J and ur(B(β),β) < 0, then we have β ∈ J 0, immediately. If β ∈ J 0, then there exists r ′ > B(β) satisfying
u(r ′, β) < 0 and f (z) < 0 on [u(r ′, β),0]. By (4.5), we have
[ur(B(β),β)]2
2
= E(B(β),β)> E(r ′, β)
u(r ′,β)∫
0
f (z) dz > 0
and so ur(B(β),β) < 0. 
Lemma 4.3. Assume that (β1, β2) ⊂ J 0 where 0 β1 < β2 < ∞. Then B is continuously differentiable on (β1, β2),
B ′(β) < 0 for β ∈ (β1, β2), and β2 ∈ J 0.
Proof. By Lemma 4.2, Lemma 3.5, and the implicit function theorem we can obtain that B is continuously differen-
tiable on (β1, β2), and
B ′(β) = −uβ(B(β),β)
ur(B(β),β)
= − v(B(β),β)
ur(B(β),β)
< 0 for β ∈ (β1, β2).
In particular, B is decreasing on (β1, β2). Now, it is easy to see β2 ∈ J .
For the case f (0) = 0, we have β2 ∈ J 0, immediately.
For the case f (0) < 0, suppose for contradiction β2 /∈ J 0. Then, Lemma 4.2 implies ur(B(β2), β2) = 0. By
f (0) < 0, u(B(β2), β2) = 0 and Lemma 3.5, there exist ε > 0 and βˆ ∈ (β1, β2) satisfying
u(r,β2) > 0 on
(
B(β2),B(β2) + ε
]
,
uβ(r,β) = v(r,β) < 0 on
[
B(β2) − ε,B(β2) + ε
]× [βˆ, β2].
Thus, there exist ε∗ ∈ (0, ε) and β∗ ∈ (βˆ, β2) such that B(β2) + ε∗ < B(β∗),
u
(
B(β2) − ε∗, β∗
)
> u
(
B(β2), β
∗), u(B(β2), β∗)< u(B(β2) + ε∗, β∗).
It contradicts with Lemma 3.1, and so β2 ∈ J 0. 
Lemma 4.4. Assume that (β1, β2) ⊂ J 0 where 0 β1 < β2 < ∞. If limβ→β1+0 B(β) = bˆ < ∞, then β1 > 0, β1 ∈ J
and B(β1) = bˆ.
Proof. It follows that u(bˆ, β1) = 0. From Lemmas 3.1 and 4.3 we can obtain a < bˆ and max{u(r,β): r ∈ [a, bˆ]} > μ1
for β ∈ (β1, β2). This means max{u(r,β1): r ∈ [a, bˆ]}  μ1. Thus, (4.5) implies β21 = 2E(a,β1) > 2E(bˆ,β1) =
[ur(bˆ, β1)]2  0. It follows that β1 > 0, β1 ∈ J and B(β1) bˆ.
If β1 ∈ J 0, then Lemma 4.3 implies B(β1) = bˆ since J 0 is an open set.
If β1 /∈ J 0, then by Remark 4.1 and Lemma 4.2 we have f (0) < 0 and ur(B(β1), β1) = 0. Suppose for contradiction
B(β1) < bˆ. Then by (4.5), E(B(β1), β1) = 0 and E(bˆ,β1) 0 we can obtain ur(r,β1) ≡ 0 for r ∈ (B(β1), bˆ). Thus,
u(r,β1) ≡ 0 for r ∈ [B(β1), bˆ]. This means f (0) = 0, a contradiction. 
Lemma 4.5. Assume that (β1, β2) ⊂ J 0 where 0 β1 < β2 < ∞. If f (0) < 0, then sup{B(β): β ∈ (β1, β2)} < ∞.
Proof. Let m > μ1 satisfy
0∫
−m
f (z) dz < −β
2
2
2
,
m∫
0
f (z) dz >
β22
2
.
By (4.8) we have |u(r,β)| < m for r  a and β ∈ (β1, β2). Denote by
fˆ (z) =
{
f (m) + (z − m)2, z > m,
f (z), zm.
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⎪⎩
(
rn−1u′
)′ + rn−1fˆ (u) = 0 for a < r < b,
u(r) > 0 for a < r < b,
u(a) = 0, u(b) = 0,
has no solutions for b > b∗. It follows that sup{B(β): β ∈ (β1, β2)} b∗. 
Proof of Theorem 2.1. By Lemma 3.1 we have
Ba =
{
b ∈ (a,∞): (2.1) has a solution for this b > a}= B(J ).
Combine Lemma 4.1 and Ba = ∅ to obtain J 0 = ∅. Since J 0 is an open set, Lemma 4.3 implies J 0 = (β0,∞) where
β0 = inf{β ∈ J 0}.
For the case f (0) = 0, by J = J 0, Lemmas 4.3 and 4.4 we have that B is continuously decreasing on J and
limβ→β0+0 B(β) = ∞. This implies the results of Theorem 2.1, where B1(a) = limβ→∞ B(β).
For the case f (0) < 0, by Lemmas 4.1, 4.3–4.5 we have that β0 > 0, J = [β0,∞) and B is continuously decreasing
on J . Thus, the results of Theorem 2.1 hold, where B1(a) = limβ→∞ B(β) and B2(a) = B(β0). 
References
[1] J. Cheng, Uniqueness results for the one-dimensional p-Laplacian, J. Math. Anal. Appl. 311 (2005) 381–388.
[2] C.V. Coffman, Uniqueness of the positive radial solution on an annulus of the Dirichlet problem for u − u + u3 = 0, J. Differential Equa-
tions 128 (1996) 379–386.
[3] C.C. Fu, S.S. Lin, Uniqueness of positive radial solutions for semilinear elliptic equations on annular domains, Nonlinear Anal. 44 (2001)
749–758.
[4] X. Garaizar, Existence of radial solutions for semilinear elliptic equations in the annulus, J. Differential Equations 70 (1987) 69–92.
[5] S. Jator, Z. Sinkala, Uniqueness of positive radial solutions for u + f (u) = 0 on annulus, Int. J. Pure Appl. Math. 12 (2004) 23–32.
[6] M. Tang, Uniqueness of positive radial solutions for u − u + up = 0 on an annulus, J. Differential Equations 189 (2003) 148–160.
[7] S.L. Yadava, Uniqueness of positive radial solutions of a semilinear Dirichlet problem in an annulus, Proc. Roy. Soc. Edinburgh Sect. A 130
(2000) 1417–1428.
[8] S.L. Yadava, Uniqueness of positive radial solutions of the problems − = up ± uq in an annulus, J. Differential Equations 139 (1997)
194–217.
