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Abstract
Discrete integration in a high dimensional space of n vari-
ables poses fundamental challenges. The WISH algorithm
reduces the intractable discrete integration problem into n
optimization queries subject to randomized constraints, ob-
taining a constant approximation guarantee. The optimiza-
tion queries are expensive, which limits the applicability of
WISH. We propose AdaWISH, which is able to obtain the
same guarantee, but accesses only a small subset of queries
of WISH. For example, when the number of function values
is bounded by a constant, AdaWISH issues only O(logn)
queries. The key idea is to query adaptively, taking advan-
tage of the shape of the weight function. In general, we prove
that AdaWISH has a regret of no more than O(logn) rela-
tive to an oracle that issues queries at data-dependent optimal
points. Experimentally, AdaWISH gives precise estimates for
discrete integration problems, of the same quality as that of
WISH and better than several competing approaches, on a va-
riety of probabilistic inference benchmarks, while saving sub-
stantially on the number of optimization queries compared to
WISH. For example, it saves 81.5% of WISH queries while
retaining the quality of results on a suite of UAI inference
challenge benchmarks.
Introduction
Discrete integration in a high dimensional space poses fun-
damental challenges in scientific computing. Yet, it has
numerous applications in artificial intelligence, machine
learning, statistics, biology, and physics (Aziz et al. 2015;
Vlasselaer et al. 2016). In probabilistic inference, discrete
integration is crucial for computing core quantities such as
the partition function and marginal probabilities of proba-
bilistic graphical models. The key challenge is the exponen-
tial growth in the volume of the space as the dimensionality
increases, commonly known as the curse of dimensionality.
A fruitful line of work, based on hashing and optimiza-
tion, is able to achieve constant-factor upper and lower
bounds to the discrete integration problem (Ermon et al.
2013b; Zhao et al. 2016; Belle, Van den Broeck, and
Passerini 2015; Asteris and Dimakis 2016; Gomes, Sab-
harwal, and Selman 2006; Gomes, Sabharwal, and Selman
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.
( )w 
12i  12i 2i…… ……
Upper Bound
Lower Bound
1ib 
ib
1ib 
22i
 
2ib 
( )w 
02 2n2i 12i  22i  32i ……
0b
ib
1ib 
3ib 
nb
……
…
…
Figure 1: (Top) WISH obtains a constant approximation of
W =
∑
w(σ) by querying quantiles of w that are expo-
nentially apart, namely, bi, the 2i-th largest item for w. The
yellow and blue curves show the corresponding upper and
lower bounds after knowing the values of these quantiles,
which form a 2-approximation. (Bottom) AdaWISH makes
queries adaptively. The set of queried points forms a subset
of that of WISH. In this example, AdaWISH does not need
to query the two points in blue squares, since their values
can be inferred from the left and right neighbors.
2007; Kuck et al. 2019; Soos and Meel 2019). The key idea
is to transform the discrete integration problem into opti-
mization problems subject to additional randomly sampled
parity constraints. Each imposed parity constraint randomly
cuts the original space by half. If there is one element of
interest in a subspace formed by applying k random parity
constraints, then there should be approximately 2k elements
of interest in the original space.
The WISH algorithm of Ermon et al. (2013b) first gave a
constant approximation guarantee for weighted integration
problems. They followed a two-step approach. In the first
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step, they worked out a logarithmic slicing schedule, which
was able to obtain a constant approximation guarantee by
querying only the quantiles of the weighted function that
are exponentially apart; i.e., the 2i-th largest element bi of
the weighted function. See Figure 1 (Top) for an illustration.
The second step was to obtain bi using hashing and opti-
mization. They completed this step by querying optimiza-
tion oracles subject to randomized parity constraints.
We propose AdaWISH, which is able to obtain the same
constant approximation guarantees for weighted integration,
but with a significantly fewer number of queries to the op-
timization oracle. The key idea is to make quantile queries
in an adaptive way, using divide-and-conquer. See Figure 1
(Bottom) for the intuitive idea. Here, WISH queries all quan-
tiles. AdaWISH, on the other hand, skips querying the two
quantiles shown in blue boxes because the neighboring black
quantiles to their left and the right, which sandwich the
blue quantiles, are close in value. Exploiting this observa-
tion, one can prove, for instance, that AdaWISH needs only
O(log n) queries if the function has a fixed number of out-
puts. This coincides with the results of Chakraborty, Meel,
and Vardi (2016). While their worked focused on the un-
weighted case, our results apply to the general discrete case.
We analyze the performance of AdaWISH when it ac-
cesses oracles in two different ways. In the first way, the
oracle returns a pointwise approximation at each query point
with a known approximation factor. In the second way, when
queried with one specific quantile, the oracle returns a value
that is guaranteed to be bounded between neighboring quan-
tiles with a high probability. This second setting corresponds
precisely to the probabilistic bound one obtains with hash-
ing and optimization based oracles. In both settings, we are
able to prove (i) (Upper bound) AdaWISH makes at most n
queries, forming a subset of WISH’s queries while achieving
an identical constant approximation guarantee. (ii) (Regret
bound) The number of queries of AdaWISH cannot exceed
a logarithmic factor times that of an “optimal” algorithm,
which makes the least amount of queries for the same guar-
antee, while knowing the exact shape of the weight function
a priori. (iii) (Lower bound) Any algorithm that guarantees
a constant-approximation must make at least Ω(n) accesses
to the oracle. We thus conclude that the number of optimiza-
tion queries made by AdaWISH is close to optimal.
Experimentally, we test the efficacy of AdaWISH in
the context of computing the partition function of random
Clique-structured Ising models, Grid Ising models, and in-
stances from the UAI inference competitions. We also count
the solutions of randomly generated 3-SAT instances. Our
results demonstrate that AdaWISH provides precise esti-
mates of discrete integration problems, of the same quality
as that of WISH and better than competing approaches like
belief propagation, mean field, dynamic importance sam-
pling, HAK, etc. Meanwhile, AdaWISH saves a vast major-
ity of optimization oracle queries compared to WISH. For
example, it reduces the number of queries by 47%-60% on
Ising models and a median of 81.5% queries for benchmarks
from the UAI inference challenge.
Related Work
Over the years, many exact and approximate approaches
have been proposed to tackle the discrete integration prob-
lem. Variational methods (Jordan et al. 1999; Wainwright
and Jordan 2008) search for a tractable variational form
to approximate the otherwise intractable integration. These
methods are fast but often cannot provide tight bounds on the
quality of the outcome. Approximate sampling techniques
(Jerrum and Sinclair 1997; Madras 2002; Poon and Domin-
gos 2006) are popular, but the number of samples required
to obtain a reliable estimate often grows exponentially in
the problem size. Importance sampling approaches such as
SampleSearch (Gogate and Dechter 2012; Lou, Dechter,
and Ihler 2019) and methods based on knowledge compi-
lation (Choi, Kisa, and Darwiche 2013) have also achieved
a fundamental breakthrough in performance (Hazan and
Jaakkola 2012; Liu et al. 2015; Lou, Dechter, and Ihler 2017;
Friedman and Van den Broeck 2018).
There have been recent developments on the use of
short parity constraints to speed up computation in WISH
style methods (Zhao et al. 2016; Ermon et al. 2014; As-
teris and Dimakis 2016; Achlioptas and Theodoropoulos
2017; Achlioptas, Hammoudeh, and Theodoropoulos 2018).
While these approaches reduce the empirical complexity
of answering individual optimization oracle queries, our
method reduces the number of queries itself, complement-
ing these approaches.
Only a handful of hashing based approaches provide guar-
antees for weighted functions (Chakraborty et al. 2015;
Ermon et al. 2013a). Chakraborty et al. (2014a) propose
an algorithm that exploits the tilt parameter of a weighted
Boolean formula. Our empirical comparison reveals that
their approach requires substantially more queries to an NP
oracle. On the other hand, it accesses NP oracles, which can
be more efficient in practice than the MAP oracles used by
WISH and AdaWISH.
The adaptive approach of AdaWISH is motivated by the
work of Sabharwal and Xue (2018), who addressed the prob-
lem of reducing the number of human annotations needed to
reliably estimate the precision-recall curve of massive noisy
datasets. Our application domain, namely discrete integra-
tion, differs in a number of aspects, such as our space be-
ing exponential and thus too large to enumerate (they oper-
ated on an explicitly stored dataset), our query oracles be-
ing NP-hard (their query was human annotation of a data
point), and our weight function not being guaranteed to not
increase/decrease too fast (PR curves, on the other hand,
must necessarily be relatively stable for large enough ranks).
These differences necessitate new proof techniques.
Preliminaries
We consider a weighted model with n binary variables
x1, . . . , xn where xi ∈ {0, 1}. x = (x1, . . . , xn)T is a vec-
tor which takes values from the space Σ = {0, 1}n. Define a
weighted function w : Σ → R+ that assigns a non-negative
weight to each element σ in Σ. The discrete integration prob-
lem is to compute the total weight: W =
∑
σ∈Σ w(σ).
The discrete integration problem is an important but
Algorithm 1: XorQUERY(i,Σ, w, T )
1 if the 2i-th largest item b˜i has been queried before then
2 return b˜i;
3 else
4 for t = 1, ..., T do
5 Sample hash function Ht fromHi and
d ∈ {0, 1}i uniformly at random
6 wti ← maxσ w(σ) subject to Ht(σ) = d
7 M ←Median(w1i , ..., wTi )
8 return M as the estimate b˜i;
challenging problem in machine learning. A recently
proposed method Weight-Integral-And-Sum-By-Hashing
(WISH) (Ermon et al. 2013b) provides a constant-
approximation guarantee to this problem. A careful analysis
of WISH reveals that the constant approximation guarantee
is achieved via two main ingredients: (i) a logarithmic slic-
ing schedule; (ii) counting via hashing and optimization.
Logarithmic Slicing Schedule We fix an ordering for all
σ ∈ Σ such that w(σj) ≥ w(σj+1) holds for all j, 1 ≤
j ≤ 2n − 1 and let bi be the 2i-th largest element, i.e., bi =
w(σ2i). The first contribution of (Ermon et al. 2013b) is a
constant approximation scheme constructed from knowing
only n+ 1 points of function w, namely, b0, . . . , bn.
Lemma 1 (Ermon et al. (2013b)). LB = b0 +
∑n
i=1 bi(2
i−
2i−1) is a lower bound and a 2-approximation to W . In
other words, LB ≤W ≤ 2LB.
Counting via Hashing and Optimization In order to es-
timate W , the next step is to estimate bi = w(σ2i) for
i = 0, . . . , n. The work of (Ermon et al. 2013b) translates
this problem into optimization problems subject to random-
ized hashing (parity) constraints. The high-level idea is as
follows. To compute bm, the 2m-th largest item, consider
2m buckets, each of which is labeled with one vector from
{0, 1}m. Suppose we hash all elements in Σ uniformly at
random into these 2m buckets. Then we use an optimiza-
tion oracle to compute the largest item in a given bucket.
Because elements are hashed randomly, if we repeat this
process multiple times and consistently find that the largest
item in one bucket is larger than w∗, then we can conclude
that there must be more than 2m items larger than w∗, hence
bm ≥ w∗. Following the same argument, if there are more
than 2m items larger than wˆ > w∗, then the optimization or-
acle should return wˆ, larger than w∗. Combining these two
points, if we repeat this experiment multiple times, the me-
dian value of the largest item in the repeated bucket exper-
iments should reflect the value of bm. In practice, we form
the buckets with pairwise independent hashing functions:
Definition 1. A function family Hm = {Hm : {0, 1}n →
{0, 1}m} is pairwise independent if the following conditions
hold when Hm is chosen uniformly at random from Hm.
1) ∀x ∈ {0, 1}n, the random variable Hm(x) is uniformly
distributed in {0, 1}m. 2) ∀x1, x2 ∈ {0, 1}n and x1 6= x2,
random variables Hm(x1) and Hm(x2) are independent.
For one configuration σ ∈ Σ, we say σ is hashed to
the bucket labeled with d ∈ {0, 1}m by function Hm if
Hm(σ) = d. In practice, pairwise independent hash func-
tions are constructed with random parity functions. Let ma-
trix A ∈ {0, 1}m×n be a randomly sampled 0-1 matrix. One
can prove that function family {hA(x) = Ax mod 2} is
pairwise independent. XorQUERY(i,Σ, w, T ) (Algorithm
1) demonstrates the actual implementation of the high-level
idea to compute the 2i-th largest item bi. The formal math-
ematical result in (Ermon et al. 2013b) bounds the re-
turned value M of the algorithm between bmin{i+c,n} and
bmax{i−c,0}, a small range around bi:
Lemma 2 (Ermon et al. (2013b)). Let M be the value re-
turned by XorQUERY(i,Σ, w, T ). Then for any c ≥ 2, there
exists an α∗(c) > 0 such that for 0 < α < α∗(c),
Pr
(
M ∈ [bmin{i+c,n}, bmax{i−c,0}]
) ≥ 1− exp(−αT ).
Combining Lemma 2 with the logarithmic slicing sched-
ule, the authors of (Ermon et al. 2013b) are able to provide
a constant approximation algorithm for the discrete integra-
tion problem with at most a logarithmic number of accesses
to the optimization queries:
Theorem 1 (Ermon et al. (2013b)). For δ > 0, WISH al-
gorithm makes Θ(n log n log(1/δ)) MAP queries and with
probability at least 1− δ, outputs a 16-approximation of W .
AdaWISH: Adaptive Discrete Integration
In WISH, we query all the n+ 1 quantiles b0, b1, . . . , bn. In
practice, the number of queries can be reduced due to the
shape of the w function. For example, the two blue quantiles
in Figure 1 (Bottom) are sandwiched between the left and
right quantile in black, which are close in values. From this
observation, we do not need to query the two blue quantiles
and instead can use the values of the neighboring quantiles
to replace their values.
Motivated by this example, we propose Adaptive-
Weight-Integral-And-Sum-By-Hashing (AdaWISH), an al-
gorithm which makes queries adaptively using divide-and-
conquer. We analyze the performance of AdaWISH, when it
accesses quantile oracles in two different ways. In this first
way, every oracle access returns a quantile in its point-wise
bound, e.g., the multiplicative distance between the returned
and the exact values are within a constant range. In the sec-
ond way, when queried with one quantile, the oracle returns
a value that is guaranteed to be bounded between neighbor-
ing quantiles with high probability. This oracle corresponds
the case of using hashing and randomization, i.e., using Xor-
QUERY in algorithm 1.
The detailed AdaWISH algorithm is shown in Algorithm
2, where the algorithm starts with estimating the quantiles
b0, . . . , bn in the entire range (SEARCH (Σ, w, β, 0, n)),
and recursively breaks the range by the middle point
(geometric mean) using divide-and-conquer (shown as
SEARCH (Σ, w, β, l,m) and SEARCH (Σ, w, β,m, r))
until the stopping condition is met. In this algorithm,
Algorithm 2: AdaWISH(Σ, w, β)
1 n = log2 |Σ|;
2 b˜0, . . . ., b˜n ← SEARCH (Σ, w, β, 0, n);
3 W˜ ← b˜0 +
∑n−1
i=0 2
ib˜i;
4 return W˜
Algorithm 3: SEARCH (Σ, w, β, l, r)
1 if r == l + 1 then
2 // stopping condition 1 met
3 b˜l ← ApproxQUERY (l,Σ, w)
4 b˜r ← ApproxQUERY (r,Σ, w)
5 else
6 b˜l ← UpperBound(l,Σ, w)
7 b˜r ← LowerBound(r,Σ, w)
8 if b˜l ≤ βb˜r then
9 // stopping condition 2 met
10 for i ∈ {l, . . . , r − 1} do b˜i ← b˜r
11 else
12 m← b r+l2 c // bisect the interval
13 b˜l, . . . , b˜m ← SEARCH (Σ, w, β, l,m)
14 b˜m, . . . , b˜r ← SEARCH (Σ, w, β,m, r)
15 return b˜l, ..., b˜r
β > 1 is a user-defined parameter for trade-off.
The larger β is, the worse the approximation guaran-
tee, but the fewer number of queries that AdaWISH has
to make. AdaWISH also depends on three query func-
tions, ApproxQUERY , LowerBound , and UpperBound ,
which are implemented differently assuming different types
of oracles. The detailed implementation of these func-
tions will be discussed together with the specific oracle.
Here, at a high level, ApproxQUERY (i,Σ, w) outputs a
point estimate of quantile bi, while LowerBound(i,Σ, w)
(UpperBound(i,Σ, w)) outputs a lower (upper) bound of
the quantile bi, respectively. In SEARCH (Σ, w, β, l, r),
Once we have queried the left point b˜l and right point b˜r,
there are two stopping conditions. The first is r = l + 1, in
which there is no point to query between the two quantiles.
The second condition is that the values of b˜l and b˜r are close:
b˜l ≤ βb˜r. This suggests that thew function stays roughly flat
between bl and br. If one of these two conditions is met, we
stop and replace all the bi between b˜l and b˜r with the value
of b˜r. Otherwise, we break the range l . . . r through the mid-
dle point m = b r+l2 c then recursively calls SEARCH on
two sub-partitions.
Case 1: oracle with point-wise bounds
First, we consider the case where we have a PointQuery
oracle, which returns a quantile estimation with point-wise
bound. Mathematically, there exists γ > 1 such that for
all i = 0, . . . , n, we have bi/γ ≤ b˜i ≤ biγ, where
b˜i denotes the returned value of PointQuery(i,Σ, w).
In this case, we are able to design the AdaWISH al-
gorithm that obtains a 2βγ2-approximation of W . In
our implementation, ApproxQUERY (i,Σ, w) returns ex-
actly PointQuery(i,Σ, w), UpperBound(i,Σ, w) returns
γPointQuery(i,Σ, w), and LowerBound(i,Σ, w) returns
PointQuery(i,Σ, w)/γ. We implement a lookup table
within PointQuery . If PointQuery(i,Σ, w) is called twice
with the same i, then the second time PointQuery directly
returns the result computed from the first time.
Theorem 2. Let w,Σ, γ be as defined earlier. For any
κ > 2γ2, the output of AdaWISH (Algorithm 2) on input
(Σ, w, κ/(2γ2)), assuming oracles with point-wise bounds,
is a κ-approximation of W .
(Proof sketch) We already know from Lemma 1 that there is
a lower boundLB = b0+
∑n−1
i=0 bi+1(2
i+1−2i) and a upper
bound UB = b0 +
∑n−1
i=0 bi(2
i+1 − 2i) of W which satisfy
LB ≤ W ≤ UB ≤ 2LB if we query all bi. That is to say,
LB is a 2-approximation of W . Since here we don’t query
all quantiles, we can find a relaxed lower bound LB′ and an
upper bound UB′ of W . We construct LB′ and UB′ by re-
placing each bi in LB and UB with other values. For each
bi returned from ApproxQUERY , we use its returned value
divided by γ (times γ) as its new value in LB′ (UB′). In this
case, the replacements of bi in LB′ and UB′ differ by γ2.
Because κ2 > γ
2 (condition of theorem 2), the difference is
less than κ2 . Otherwise, bi is contained in an interval satisfy-
ing stopping condition 2. We use the output of LowerBound
on bi’s immediate righthand side as its replacement in form-
ing LB′; and use the output of UpperBound on bi’s imme-
diate lefthand side as its replacement in forming UB′. In
this case, the difference of the replacements of bi in LB′
and UB′ is given by βγ2 (stopping condition 2), which
is βγ2 = κ2γ2 γ
2 = κ2 . Originally, LB ≤ UB ≤ 2LB
(Lemma 1). The replacement of each quantile bi in LB′
and UB′ further broaden the distance by another factor of
κ
2 . Therefore, now LB
′ ≤ UB′ ≤ κ2 2LB′ = κLB′.
Since LB′ and UB′ are still relaxed bounds, we must have
LB′ ≤W ≤ UB′ ≤ κLB′. This concludes the proof.
To understand AdaWISH in terms of the number of calls
to PointQuery , we analyze the upper bound, regret bound
and asymptotic lower bound respectively.
Theorem 3. (Upper bound) Under the conditions of The-
orem 2, the number of PointQuery calls is at most n + 1,
which is only a subset of that of WISH.
To prove Theorem 3, in the worst case AdaWISH has to
query all b0, . . . , bn, which is exact the case of WISH. The
lookup table implemented in the oracle guarantees the same
query will not be computed twice. In practice, AdaWISH
can save a lot of queries. As a specific example:
Observation 1. If functionw(σ) only has a fixed set of k dif-
ferent values, then AdaWISH makes only O(log n) accesses
to PointQuery .
Intuitively, since function w(σ) only has a fixed set of
k values, it requires AdaWISH to search for the k − 1
quantiles, where the function values change from one value
to another. AdaWISH uses binary search. Therefore, it re-
quires O(log n) queries to determine one point. Since k is
a constant, the total number of queries is O(log n) to de-
termine the entire w function. The logarithmic bound co-
incides with WeightMC(Chakraborty et al. 2014b), which
gives a similar guarantee withO(log tilt) queries, where tilt
is the ratio of the maximum weight of one assignment to
minimum weight of one assignment. Although both AdaW-
ISH and WeightMC apply the logarithmic slicing scheme on
the weight function, WeightMC(Chakraborty et al. 2014b)
slices in the value domain, while AdaWISH slices in the
quantile space. The difference is similar to the discussion
of vertical and horizontal slices in (Ermon et al. 2013b).
Regret bound. We consider an “optimal” algorithm,
which is guaranteed to produce a κ-approximation by issu-
ing the least number of accesses to anExactQuery function,
which is able to return the exact value of the querying point.
We allow the optimal algorithm to know the shape of the w
function a priori. The optimal algorithm issues ExactQuery
very smartly. Let B = {b˜0, b˜i1 , . . . , b˜ik , b˜n} be the set of
points the optimal algorithm issues ExactQuery on. We
can bound the sum W between the upper bound UB =
b0 +b0(2
i1−20)+∑k−1l=1 bil(2il+1−2il)+bik(2n−2ik) and
the lower bound LB = b0 + bi1(2
i1 − 20) +∑kl=2 bil(2il −
2il−1) + bn(2
n − 2ik). We require the optimal algorithm to
obtain a κ-approximation, i.e., LB ≤ UB ≤ κLB must
hold. The mathematical definition of the optimal algorithm
is the one that minimizes the size of set B, while enforc-
ing that LB ≤ UB ≤ κLB. We call the number of ac-
cesses toExactQuery of this optimal algorithm, i.e., the size
of B, OPT . We compare the number of QUERY accesses
of AdaWISH against OPT and show that the difference is
within a multiplicative O(log n) factor:
Theorem 4. Suppose κ = 2βγ2, then AdaWISH in algo-
rithm 2 on input (Σ, w, β), assuming oracles with point-wise
bounds, calls PointQuery no more than (OPT − 1)(2 +
log2 n) + 1 times.
This says that the number of QUERY calls made by
AdaWISH is roughly O(OPT · log2 n). The high level idea
to prove Theorem 4 is as follows. Suppose q1, ..., qOPT are
the actual query points of the optimal algorithm. Because
AdaWISH uses a binary search, i.e., it always almost splits
an interval at its geometrical middle point. Then it takes
AdaWISH roughly O(log2 n) splits to “locate” one query
point qi of the optimal algorithm (more precisely, find a
point that is sufficiently close to qi that guarantees the ap-
proximation bound). Hence, the total number of queries of
AdaWISH is bounded by OPT times log2 n. Our accurate
proof to Theroem 4 is based on walking through the actual
calling map of the function SEARCH , where each node in
this map represents an actual interval that SEARCH called.
We leave this proof in Supplementary Material A.2.
Asymptotic lower bound. What is the minimum number
of calls to the oracle in order to guarantee a constant factor
approximation to W , let’s say, a κ-approximation? In this
section, assumingExactQuery(i) returns the exact value of
bi, we prove that at least (1−) nκ2 accesses toExactQuery
is needed to obtain a κ-approximation in the worst case, even
for the optimal algorithm, which know the shape of the w
function a-priori (Corollary 1). This confirms the asymptot-
ically optimality of AdaWISH.
Our proof sketch is as follows. Prove by contradiction.
Suppose one algorithm A queries less than (1− ) nκ2 times
and obtain a κ-approximation, then we can construct two
functions w1(σ) and w2(σ), such that (i) both w1 and w2
match on all the queried points of algorithm A, but (ii) the
sum W1 =
∑
σ w1(σ) and W2 =
∑
σ w2(σ) differ more
than a multiplicative factor of κ2 (see Theorem 5). This sug-
gests that algorithmA cannot give a κ-approximation, which
contradicts with the assumption.
Theorem 5. For κ ≥ 1 and 0 <  < 1, given any (1 −
) nκ2 queried points on w, there always exists two functions
w1(σ) and w2(σ) which match on the queried points, but
their corresponding sums W1 and W2 satisfy W2 > κ2W1.
The proof to theorem 5 is a careful mathematical con-
struction, and is left to A.3 in the supplementary materials.
With theorem 5, we are able to show:
Corollary 1. Let A be any algorithm that access w(σ) via
the ExactQuery oracle. For any κ ≥ 1 and 0 <  < 1, A
cannot guarantee a κ-approximation ofW =
∑
σ w(σ) ifA
only issues (1− ) nκ2 ExactQuery calls.
Case 2: oracle with neighboring bound
We consider another case of aNeighborQuery oracle. Given
c ≥ 2 and δ > 0, for all i, NeighborQuery(i,Σ, w) re-
turns an estimation which is guaranteed to be in the range
[bmax {i−c,0}, bmin {i+c,n}] with probability at least 1− δ.
Notice that we can use hashing and optimization to
build NeighborQuery oracles. According to Lemma 2,
if we set T = d ln(1/δ)α(c) lnne, then the output of
XorQUERY (i,Σ, β, w, T ) (Algorithm 1) satisfies the con-
ditions of a NeighborQuery oracle. Notice that we also im-
plement a lookup table in this case, so the same query is not
computed more than once.
We implement the AdaWISH algorithm as follows:
for all i, ApproxQUERY (i,Σ, w) returns exactly
NeighborQuery(i,Σ, w). LowerBound(i,Σ, w) re-
turns the value of NeighborQuery(min{i + c, n},Σ, w),
which with high probability is a lower bound for bi.
UpperBound(i,Σ, w) returns NeighborQuery(max{i −
c, 0},Σ, w), which with high probability is an upper
bound for bi. We can prove that the AdaWISH algorithm
implemented in this way also gives a constant factor
approximation:
Theorem 6. Letw,Σ, δ, and c ≥ 2 be as defined earlier. For
any κ > 22c, the output of AdaWISH (Algorithm 2) on input
(Σ, w, κ/(22c)), assuming oracles with neighboring bound,
is a κ-approximation of W with probability 1− δ.
Proof. The approximation W˜ given by AdaWISH is W˜ =
b˜0 +
∑n−1
i=0 b˜i2
i. Define L′ = b0 +
∑n−1
i=0 bmin{i+c,n}2
i and
U ′ = b0 +
∑n−1
i=0 bmax{i−c,0}2
i. From Lemma 2 in (Ermon
et al. 2013b), we have L′ ≤ W ≤ U ′ (1) and U ′ ≤ 22cL′
(2). We are going to prove W˜ satisfies L′/β ≤ W˜ ≤ βU ′
(3) with high probability. Combining (2) and (3), we have
L′/β ≤ W˜ ≤ β22cL′ (4). Combining (1) (2) and (4), we
can have W ≤ U ′ ≤ 22cL′ ≤ 22cβW˜ . In short, W ≤
22cβW˜ (5). Combining (1) and (4), we have W˜ ≤ β22cL′ ≤
β22cW (6). Together (5) and (6) imply that W˜ is a β22c-
approximation. Under the condition of this theorem, β is set
to κ/22c. Therefore, the overall approximation factor is κ.
We are left to prove (3): L′/β ≤ W˜ ≤ βU ′. Comparing
the corresponding terms of L′, W˜ , and U ′, it is sufficient to
prove that for all i, the following Inequality (7) holds:
bmin{i+c,n}/β ≤ b˜i ≤ βbmax{i−c,0}.
Consider the two stopping conditions for AdaWISH. If stop-
ping condition 1 is met, b˜l and b˜r are from ApproxQUERY ,
hence (7) holds because of Lemma 2. If stopping condition
2 is met for a range from l to r, we have b˜l ≤ βb˜r (8) Here,
b˜l is the result from XorQUERY (max{l− c, 0},Σ, w, T ).
According to Lemma 2, b˜l ≥ bl (9) with high probability.
For the same reason, b˜r ≤ br (10) with high probability.
The estimation of b˜i in between are replaced with b˜r. Hence,
b˜i = b˜r ≤ br ≤ bmax{i−c,0} ≤ βbmax{i−c,0} (11). Here,
the first inequality is due to (10), the second due to monotic-
ity of the quantiles. Similarly, we have b˜i = b˜r ≥ b˜l/β ≥
bl/β ≥ bmin{i+c,n}/β (12), where the first inequality is due
to the stopping condition. With (11, 12), we also get (7).
AdaWISH also satisfies the upper bound, the regret
bound, and the asymtotic lower bound assuming oracles
with neighboring bounds. In terms of the upper bound, it is
worth noting that we use a look-up table to save all the previ-
ous queried points. Therefore, our algorithm query no more
points than WISH to obtain the same approximation guaran-
tee. We can also analyze the regret bound. The optimal algo-
rithm is defined the same as in the previous section. We can
also prove a regret bound of O(log n) of OPT , with a slight
change in the constant. In terms of asymptotic lower bound.
Corollary 1 states that even the optimal algorithm, which
has access to ExactQuery, has to query Ω(n) times in the
worst case to guarantee a constant-approximation. AdaW-
ISH in this case does not get the exact value when querying
a quantile. Therefore, at least Ω(n) queries are needed.
An interesting point is that the T parameter in
XorQUERY can also be reduced adaptively. In WISH, T
scales with log n because of the need for a union bound on
estimation error introduced in each of the n oracle queries.
If AdaWISH makes only k ≤ n queries, then T only needs
to scale as log k, thus reducing the amount of repetitions.
Experiments
We implemented AdaWISH using IBM ILOG CPLEX Op-
timizer 12.9 for MAP queries. We adopted the implemen-
tation of WISH (Ermon et al. 2013b) augmented with ran-
domized low-density parity constraints (Ermon et al. 2014).
In our experiments, each MAP query is carried out us-
ing CPLEX on a single core. The whole experiment was
carried out on a community cluster, where each node has
24 cores and 96GB of memory. For comparison, we con-
sider Junction Tree (JT), which provides exact inference
results as ground truth, Tree-Reweighted Belief propaga-
tion (TRWBP) (Wainwright, Jaakkola, and Willsky 2003),
which provides an upper bound on the partition function,
Mean Field (MF) (Wainwright and Jordan 2008), which pro-
vides a lower bound, Loopy Belief Propagation (BP) (Mur-
phy, Weiss, and Jordan 1999), which has no guarantees,
and Double-loop GBP (HAK) (Heskes, Albers, and Kap-
pen 2003), which is a winning solver in the UAI inference
challenge. We use the implementations of these algorithms
available in LibDAI (Mooij 2010). We also compare with
Dynamic Importance Sampling (DIS) (Lou, Dechter, and Ih-
ler 2017; Lou, Dechter, and Ihler 2019), a recently proposed
strong baseline. In addition, we also compare with Weighted
Model Counting (WMC) (Chakraborty et al. 2014b) on
weighted SAT instances. This algorithm depends on one pa-
rameter tilt, the ratio between the maximum and minimum
satisfying weights in a CNF. Since a straightforward exten-
sion of tilt beyond weighted CNFs lead to very large tilt
(1025 to 10150) on UAI and Ising model instances, we there-
fore did not compare with WMC on these benchmarks. The
inference problem we consider is to compute the partition
function.
In summary, as shown in Figure 2, AdaWISH gives very
precise estimations to the partition function, almost overlap-
ping with the WISH algorithm, better than competing ap-
proaches. Meanwhile, AdaWISH saves plenty of queries.
Details in experimental setup and additional results are re-
ferred to the supplementary materials.
Ising Models We first report the result on 10 × 10 grid
mixed Ising models in Figure 2(a) and 2(d), where the cou-
pling strength can have mixed signs. We repeat our exper-
iments 10 times for each coupling strength and report the
median error in the log10 partition function estimation. We
insert structures in the Ising grids by introducing a rectan-
gle of strong interactions. The coupling strength inside the
rectangle is amplified by 10.
From Figure 2(a), we can see that AdaWISH and WISH
are competitive with the state-of-the-art method DIS, outper-
form other methods. DIS works well on Ising models and
SAT instances, but not well on UAI instances. When cou-
pling strength is larger than 2.5, WISH and AdaWISH can
give near-optimal estimations, with an error of roughly 0.8
in the log10 partition function, while the next approach, BP,
has an log10 error of 6. Meanwhile, in Figure 2(d), AdaW-
ISH reduces approximately 60% queries from WISH, while
giving the same or even better estimations. We also con-
ducted experiments on clique Ising models as well as grid
Ising models with attractive coupling strength, which are left
to supplementary materials.
UAI inference We also test AdaWISH on open datasets
released by the UAI Approximate Inference Challenge. Fig-
ure 2(b) reports the estimation error of the log10-partition
function for various methods. The actual names of the in-
ference benchmarks in Figure 2(b) as well as experimental
setup can be found in the supplementary materials.
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Figure 2: (Top) The errors in log partition function estimation for various methods on different benchmarks. (Bottom) The
number of queries needed by WISH and AdaWISH. We can see that both WISH and AdaWISH provide good quality esti-
mations. They are competetive with best benchmark methods on various tasks, much better than traditional methods such as
MF, BP and TRWBP. AdaWISH needs much less number of queries than WISH (saving 60% of WISH queries on Mixed Ising
models in the left column, 81.5% in median on UAI inference benchmarks in the middle column, and on average 62% on 3-SAT
instances in the right column)(bottom figures).
As observed, AdaWISH and WISH have very close es-
timations on the partition function on all instances, outper-
forming other methods in accuracy. A few points are missing
for several methods because their errors are too big or fail-
ing to complete within the time given. Meanwhile, as shown
in Figure 2(e), the number of queries of AdaWISH is sta-
ble at around 400 over different benchmarks, saving 81.5%
queries in median when compared to WISH.
3-SAT instances We also consider unweighted 3-SAT in-
stances. Here, AdaWISH is guaranteed to make O(log n)
queries due to Observation 1. We generate random 3-SAT
instances with number of variables varying from 5 to 70 with
a step size of 5 and the clause-to-variable ratio fixed at 1.
We show in Figure 2(c) that WISH and AdaWISH give
one of the best estimations within an error of roughly 0.2 in
log partition function and are competitive with the state-of-
the-art methods. Mean Field does not provide good estima-
tions and TRWBP is absent because running out of time.In
addition, Figure 2(f) demonstrates that the number of queries
of AdaWISH grows much slower than problem size, while
the number of queries for WISH grows proportionally to
the number of variables, which on average contributes to a
62% cut in queries. We use the default setting of WMC as
metioned in (Chakraborty et al. 2014b). For 30-variable SAT
instances, WMC issues more than 120, 000 accesses to NP
oracles, way more than that of WISH and AdaWISH. Nev-
ertheless, we point out that their NP queries are cheaper than
the MAP queries of WISH and AdaWISH.
Conclusion
We introduced AdaWISH, an algorithm based on hashing
and optimization that provides a constant-factor approxima-
tion of the discrete integration problem. AdaWISH signif-
icantly reduces the number of optimization queries needed
by WISH via an adaptive binary search, while continuing
to provide equally precise estimates for discrete integration.
The number of queries made by AdaWISH is, in fact, prov-
ably no more than a logarithmic factor worse than that of
an oracle algorithm that optimially decides which points to
query. Empirically, AdaWISH uses 47%-60% fewer queries
on Ising models, and saves 81.5% of the queries as a median
on benchmarks in the UAI inference challenge.
References
[Achlioptas and Theodoropoulos 2017] Achlioptas, D., and
Theodoropoulos, P. 2017. Probabilistic model counting with short
xors. In International Conference on Theory and Applications of
Satisfiability Testing, 3–19. Springer.
[Achlioptas, Hammoudeh, and Theodoropoulos 2018] Achlioptas,
D.; Hammoudeh, Z.; and Theodoropoulos, P. 2018. Fast and
flexible probabilistic model counting. In International Conference
on Theory and Applications of Satisfiability Testing.
[Asteris and Dimakis 2016] Asteris, M., and Dimakis, A. G. 2016.
LDPC codes for discrete integration. Technical report, UT Austin.
[Aziz et al. 2015] Aziz, R. A.; Chu, G.; Muise, C.; and Stuckey, P. J.
2015. Stable model counting and its application in probabilistic
logic programming. In Twenty-Ninth AAAI Conference on Artificial
Intelligence.
[Belle, Van den Broeck, and Passerini 2015] Belle, V.; Van den
Broeck, G.; and Passerini, A. 2015. Hashing-based approximate
probabilistic inference in hybrid domains. In Proceedings of the
31st UAI Conference.
[Chakraborty et al. 2014a] Chakraborty, S.; Fremont, D. J.; Meel,
K. S.; Seshia, S. A.; and Vardi, M. Y. 2014a. Distribution-aware
sampling and weighted model counting for sat. In Proceedings of
the 28th AAAI Conference on Artificial Intelligence, AAAI.
[Chakraborty et al. 2014b] Chakraborty, S.; Fremont, D. J.; Meel,
K. S.; Seshia, S. A.; and Vardi, M. Y. 2014b. Distribution-aware
sampling and weighted model counting for sat. In AAAI.
[Chakraborty et al. 2015] Chakraborty, S.; Fried, D.; Meel, K. S.;
and Vardi, M. Y. 2015. From weighted to unweighted model count-
ing. In Proceedings of the 24th International Joint Conference on
AI (IJCAI).
[Chakraborty, Meel, and Vardi 2016] Chakraborty, S.; Meel, K. S.;
and Vardi, M. Y. 2016. Algorithmic improvements in approximate
counting for probabilistic inference: From linear to logarithmic sat
calls. In Proceedings of the 25th International Joint Conference on
Artificial Intelligence, IJCAI.
[Choi, Kisa, and Darwiche 2013] Choi, A.; Kisa, D.; and Darwiche,
A. 2013. Compiling probabilistic graphical models using sentential
decision diagrams. In Proceedings of the 12th European Confer-
ence on Symbolic and Quantitative Approaches to Reasoning with
Uncertainty (ECSQARU).
[Ermon et al. 2013a] Ermon, S.; Gomes, C. P.; Sabharwal, A.; and
Selman, B. 2013a. Embed and project: Discrete sampling with
universal hashing. In Advances in Neural Information Processing
Systems (NIPS).
[Ermon et al. 2013b] Ermon, S.; Gomes, C. P.; Sabharwal, A.; and
Selman, B. 2013b. Taming the curse of dimensionality: Discrete
integration by hashing and optimization. In Proceedings of the 30th
International Conference on Machine Learning, ICML.
[Ermon et al. 2014] Ermon, S.; Gomes, C. P.; Sabharwal, A.; and
Selman, B. 2014. Low-density parity constraints for hashing-based
discrete integration. In Proceedings of the 31th International Con-
ference on Machine Learning, ICML.
[Friedman and Van den Broeck 2018] Friedman, T., and Van den
Broeck, G. 2018. Approximate knowledge compilation by online
collapsed importance sampling. In Advances in Neural Information
Processing Systems, 8024–8034.
[Gogate and Dechter 2012] Gogate, V., and Dechter, R. 2012. Im-
portance sampling-based estimation over and/or search spaces for
graphical models. Artificial Intelligence 184-185:38 – 77.
[Gomes, Sabharwal, and Selman 2006] Gomes, C. P.; Sabharwal,
A.; and Selman, B. 2006. Model counting: A new strategy for
obtaining good bounds. In Proceedings of the 21st National Con-
ference on Artificial Intelligence.
[Gomes, Sabharwal, and Selman 2007] Gomes, C. P.; Sabharwal,
A.; and Selman, B. 2007. Near-uniform sampling of combinatorial
spaces using xor constraints. In Advances in Neural Information
Processing Systems.
[Hazan and Jaakkola 2012] Hazan, T., and Jaakkola, T. 2012. On
the partition function and random maximum a-posteriori perturba-
tions. arXiv preprint arXiv:1206.6410.
[Heskes, Albers, and Kappen 2003] Heskes, T.; Albers, K.; and
Kappen, B. 2003. Approximate inference and constrained opti-
mization. In Proceedings of the 19th Conference on Uncertainty in
Artificial Intelligence, UAI’03.
[Huang, Chavira, and Darwiche 2006] Huang, J.; Chavira, M.; and
Darwiche, A. 2006. Solving MAP exactly by searching on com-
piled arithmetic circuits. In Proceedings of the 21st National Con-
ference on Artificial Intelligence (AAAI).
[Jerrum and Sinclair 1997] Jerrum, M., and Sinclair, A. 1997. The
Markov chain Monte Carlo method: an approach to approximate
counting and integration. Boston, MA, USA: PWS Publishing Co.
482–520.
[Jordan et al. 1999] Jordan, M. I.; Ghahramani, Z.; Jaakkola, T. S.;
and Saul, L. K. 1999. An introduction to variational methods for
graphical models. Mach. Learn.
[Kuck et al. 2019] Kuck, J.; Dao, T.; Zhao, S.; Bartan, B.; Sabhar-
wal, A.; and Ermon, S. 2019. Adaptive hashing for model counting.
In Conference on Uncertainty in Artificial Intelligence.
[Liu et al. 2015] Liu, Q.; Peng, J.; Ihler, A.; and Fisher III, J. 2015.
Estimating the partition function by discriminance sampling. In
Proceedings of the 31st Conference on Uncertainty in Artificial In-
telligence.
[Lou, Dechter, and Ihler 2017] Lou, Q.; Dechter, R.; and Ihler, A. T.
2017. Dynamic importance sampling for anytime bounds of the
partition function. In Advances in Neural Information Processing
Systems, 3196–3204.
[Lou, Dechter, and Ihler 2019] Lou, Q.; Dechter, R.; and Ihler, A.
2019. Interleave variational optimization with monte carlo sam-
pling: A tale of two approximate inference paradigms. In Proceed-
ings of the 33rd AAAI Conference on Artificial Intelligence, AAAI,
volume 19.
[Madras 2002] Madras, N. 2002. Lectures on Monte Carlo Meth-
ods. American Mathematical Society.
[Mooij 2010] Mooij, J. M. 2010. libDAI: A free and open source
C++ library for discrete approximate inference in graphical mod-
els. Journal of Machine Learning Research 11:2169–2173.
[Murphy, Weiss, and Jordan 1999] Murphy, K. P.; Weiss, Y.; and
Jordan, M. I. 1999. Loopy belief propagation for approximate
inference: An empirical study. In Proceedings of the Fifteenth con-
ference on Uncertainty in artificial intelligence, 467–475. Morgan
Kaufmann Publishers Inc.
[Poon and Domingos 2006] Poon, H., and Domingos, P. 2006.
Sound and efficient inference with probabilistic and deterministic
dependencies. In Proceedings of the 21st Conference on Artificial
Intelligence.
[Sabharwal and Xue 2018] Sabharwal, A., and Xue, Y. 2018. Adap-
tive stratified sampling for precision-recall estimation. In Proceed-
ings of the 34th Conference on Uncertainty in Artificial Intelli-
gence.
[Soos and Meel 2019] Soos, M., and Meel, K. S. 2019. Bird: En-
gineering an efficient cnf-xor sat solver and its applications to ap-
proximate model counting. In Proceedings of the AAAI Conference
on Artificial Intelligence.
[Soos, Nohl, and Castelluccia 2009] Soos, M.; Nohl, K.; and
Castelluccia, C. 2009. Extending sat solvers to cryptographic prob-
lems. In SAT.
[Vlasselaer et al. 2016] Vlasselaer, J.; Kimmig, A.; Dries, A.;
Meert, W.; and De Raedt, L. 2016. Knowledge compilation and
weighted model counting for inference in probabilistic logic pro-
grams. In AAAI-16 Workshop on Beyond NP.
[Wainwright and Jordan 2008] Wainwright, M. J., and Jordan, M. I.
2008. Graphical models, exponential families, and variational in-
ference. Found. Trends Mach. Learn. 1(1-2):1–305.
[Wainwright, Jaakkola, and Willsky 2003] Wainwright, M. J.;
Jaakkola, T. S.; and Willsky, A. S. 2003. Tree-reweighted
belief propagation algorithms and approximate ML estimation
by pseudo-moment matching. In Proceedings of the Ninth
International Workshop on Artificial Intelligence and Statistics.
[Zhao et al. 2016] Zhao, S.; Chaturapruek, S.; Sabharwal, A.; and
Ermon, S. 2016. Closing the gap between short and long xors for
model counting. In Proceedings of the 30th AAAI Conference on
Artificial Intelligence.
AdaWISH: Faster Discrete Integration via
Adaptive Quantiles
A. Proofs
A.1 Proof of Lemma 1
Proof. (Lemma 1) Since we have bi ≥ w(σk) ≥ bi+1 for all
k ∈ {2i, . . . , 2i+1}. Therefore, the lower bound is obtained
by replacing w(σk) with bi+1 in the summation, while the
upper bound is obtained by replacing w(σk) with bi. Then,
we get the lower bound LB = b0 +
∑n
i=1 bi(2
i− 2i−1) and
upper bound UB = b0 +
∑n
i=1 bi−1(2
i− 2i−1). Obviously,
LB ≤W ≤ UB, and we also have
UB = b0 +
n∑
i=1
bi−1(2i − 2i−1)
= b0 + b0 +
n−1∑
i=1
2bi(2
i − 2i−1)
≤ 2b0 +
n−1∑
i=1
2bi(2
i − 2i−1)
≤ 2(b0 +
n−1∑
i=1
bi(2
i − 2i−1))
≤ 2LB
(1)
This finishes the proof.
A.2 Proof of Theorem 4
Proof. (Theorem 4) Suppose the optimal algorithm calls
QUERY at points q1, ..., qOPT as above. These points split
the entire range between [σ20 , σ2n ] into OPT-1 segments.
We call one segment of this type an opt-segment. We also
define the following tuple 〈σ2l , σ2r , d, SMALL/BIG〉,
where (σ2l , σ2r ) is an interval on which the function
SEARCH called during the execution of AdaWISH, d is
the depth of this recursive call, and the forth enrty is ei-
ther SMALL or BIG. It is BIG if and only if the interval
(σ2l , σ2r ) covers at least one complete opt-segment. The log
distance of a tuple is measured as r−l. Two tuples are treated
as cousins if they are called by a single ORACLE function
as two children calls(i.e.,one is (σ2l , σ2m), while the other
is (σ2m , σ2r )). We can merge two cousin tuples. The result
of merging is the tuple representing the parent function that
called the functions represented by these two cousin tuples.
Notice that the log distance of the merged tuple is between
2 times that of the first and second cousin tuple.
We start with the set Φ, made of tuples
〈σ2l , σ2r , d, SMALL/BIG〉 such that (σ2l , σ2r ) en-
ters the stopping condition of function SEARCH during the
execution of the algorithm. We repeat the following merge
operation on tuples in Φ until no tuple in Φ is tagged with
SMALL:
1. Choose a tuple from Φ that has the largest depth d among
those tagged with SMALL.
2. Merge this tuple with its cousin tuple.
3. Add the merged tuple back into Φ.
We refer to the set Φ obtained after merging all SMALL
tuples as ΦE . First, all tuples in ΦE are tagged BIG. There-
fore, each of them contains an opt-segment. Second, since
the tuples in ΦE are still from the SEARCH function, these
tuples must be non-overlapping. Based on these two obser-
vations, the number of tuples in ΦE is bounded by the num-
ber of opt-segment, which is OPT-1. We should notice that
the merge operations each tuple in ΦE have gone through
must be bounded by O(log2 n), since the largest possible
log distance is no more than log2 2
n = n (the entire range),
and each merge operation nearly doubles the log distance.
Considering that there are some interval whose log distance
is odd, we need to perform at most log2 n+ 1 merge opera-
tions.
Now we count the number of QUERY calls that AdaW-
ISH makes. It is easy to see that
#QUERY = |φE |+ #MERGE + 1 (2)
where #MERGE is the total number of merge operations
performed. This number is bounded by
|ΦE |+|ΦE |·max{#MERGE for one tuple in ΦE}+1 (3)
Combined with the fact that |ΦE | ≤ OPT − 1 and
#MERGE for one tuple in ΦE ≤ log2 n + 1, we obtain
the claimed bound.
A.3 Proof of Theorem 5
Proof. (Theorem 5) Our proof works by constructing two
curves passing through the shared (1− ) nκ2 points to show
that the discrete integralsW1 andW2 from curvesw1(σ) and
w2(σ) are κ2 times apart. To demonstrate these, w1(σ) and
w2(σ) are constructed such that w(σj) = br in w1(σ) and
w(σj) = bl inw2(σ) for all j ∈ {2l, 2r}, where bl and br are
the neighbor queried points from those (1 − ) nκ2 points. If
we query all the n+1 points,W1 is b0 +
∑n−1
i=0 bi+1(2
i+1−
2i) and W2 is b0 +
∑n−1
i=0 bi(2
i+1 − 2i).
First consider when  = 0, by carefully constructing a
special series of bn, i.e, bn = 12n , we can make each inter-
val the same important. Therefore, we should keep the nκ2
queried points as scattered as possible, namely, query every
other κ2 point to make W1 the largest and W2 the smallest,
leading to the least possible W2W1 . We want to claim that even
in this situation W2W1 is still larger than κ
2. Firstly, we can
obtain
W1 = 1 +
n/κ2∑
i=0
((κ2)i+1 − (κ2)i) 1
(κ2)i+1
= 1 +
n
κ2
(1− 1
κ2
)
Meanwhile, W2 can be written as
W2 = 1 +
n/κ2∑
i=0
((κ2)i+1 − (κ2)i) 1
(κ2)i
= 1 +
n
κ2
(κ2 − 1)
Therefore, we can calculate the limit of W2W1 when n tends to
be infinity.
lim
n→+∞
W2
W1
= κ2
Since  is a fixed constant, if we do not omit ,W1 would in-
crease by O(n) and W2 would decrease by O(n). Therefore
lead to
W2
W1
< κ2
Therefore, W2 < κ2W1 holds if we only has (1 − )( nκ2 )
access to QUERY. This finishes the proof.
A.4 Proof of Corollary 1
Proof. (Corollary 1) Suppose we have any algorithm A
which has only (1− ) nκ2 accesses to ExactQuery and cor-
respondingly outputs W˜ . Given these queried points, Theo-
rem 5 tells us that there exist two function w1(σ) and w2(σ)
matching on these queried points with corresponding dis-
crete integral W1 and W2 where W2 is κ2 times greater than
W1. Therefore, the output W˜ of algorithm A is the estimate
of both W1 and W2. Assuming W˜ is a κ-approximation of
both W1 and W2, we have
W˜
κ
≤W1 ≤ κW˜
and
W˜
κ
≤W2 ≤ κW˜
Then we can directly infer thatW2 ≤ κ2W1. However, The-
orem 5 told usW2 > κ2W1, which contradicts the inference
above.
B. Experiment Setup
In practice, we set a global timeout of 4 hours for AdaW-
ISH and other baseline methods such as Blief Propagation,
Tree-Reweighted Blief Propagation, HAK, Dynamic Impor-
tance Sampling and WeightMC for simulation of real ap-
plication that has limited computational resources. Addi-
tionally, a local timeout is set for each of AdaWISH MAP
queries to avoid getting blocked by some ill queries. Note
that we follow the design that each ApproxQUERY issued
by AdaWISH consists of a batch of MAP queries that can be
executed in parallel. Moreover, ApproxQUERY with the
same binary search depth can be executed simultaneously.
For further illustration of the quality of estimations pro-
vided by AdaWISH, we run WISH with only local timeouts,
whose value are shared with AdaWISH, and finally com-
pare the performance of WISH and AdaWISH. Those re-
sults of WISH indicates the optimal performance AdaWISH
will get with only local timeout. Empirically, we find that
AdaWISH successfully complete within the 4-hours global
timeout in all the benchmarks except for Clique Ising Mod-
els. Therefore we can have a solid evluation on estimations
provided by AdaWISH with some queries eliminated, espe-
cially when compared to WISH.
B.1 Grid Ising Models As for 10 × 10 binary Grid
Ising models, Similar experimental setup is adopted as
that in WISH (Ermon et al. 2013b). We consider the
weight of a configuration σ(x1x2...xn) ∈ {−1, 1}n to
be w(σ) =
∏
i
ψi(xi)
∏
ij∈E
ψij(xixj), where local field
ψi(xi) = exp(fixi). fi is uniformly sampled from [−f, f ]
with f = 0.1. The interaction ψij(xixj) = exp(wijxixj).
For the attractive case, we draw wij from [0, w]; for the
mixed case, [−w,w], where w is known to be ”Coupling
Strength”.
We insert structures in the grids by introducing a rectangle
of strong interactions, inside which the coupling strength is
amplified by 10. A local timeout of 15 minutes is set for this
task, so that not all the solutions can be solved to optimal.
Let T, β, c as defined before. WISH/AdaWISH both use the
settings of c = 5, T = 10, and the trade-off parameter β =
100 for AdaWISH.
B.2 Clique Ising Models We consider random Clique-
structured Ising models with n binary variables xi ∈ {0, 1}
for i ∈ {0, 1, .., n − 1}. The interaction between each pair
of variables xi and xj is defined as ψij = exp(−wij) when
xi 6= xj , otherwise ψij = 1, where wij is uniformly sam-
pled from [0, w
√|i− j|]. The coupling strength w, control-
ing the intensity of interactions, is 0.1 in this experiment.
Some structures are further injected by introducing two
closed chains of strong repulsive interactions with a length
of 0.3n. The strengths of interactions are uniformly sam-
pled from [0, γw], where γ = 102 × [sigmoid(x) −
0.5], x ∼ u(0, 1). Note that Clique Ising models have
treewidth n and therefore those with more than 31 vari-
ables can not be solved exactly. Let β, c, δ as defined before.
WISH/AdaWISH both use the settings of c = 5, δ = 0.01,
and the trade-off parameter β = 1000 for AdaWISH. In this
benchmark, we let T strictly follows the theoretical value
and execute AdaWISH/WISH to optimal to get a result with
strict theoretical guarantees. And all the probabilistic in-
ference methods presented are free from local timeout and
global timeout and execute to their optimal.
B.3 UAI inference We also consider testing AdaWISH
on open datasets released by the UAI Approximate Infer-
ence Challenge. Specifically we collect .uai file instances
with various labels from the UAI 2011 and 2014 Inference
Competitions. Table 1 shows all these .uai files we test on
and their abbreviations. For AdaWISH and WISH, the local
timeout for every MAP query is set to be 30 min.
B.4 3-SAT problems We generate random 3-SAT in-
stances with two distinctive settings. First we focus on the
SAT instances with varying variables numbers but a fixed
clause-to-variable ratio, namely 1 with number of variables
varies from 5 to 70 with a step of 5: for the second, we con-
sider 3-SAT instances with a fixed number of clauses and
varying number of variables. And a local timeout of 30 min
is set for both WISH and AdaWISH.
As for ground truth, JT can not complete within the time-
out for SAT instances with more than 35 variables and
we therefore adopt ACE, a public available exact infer-
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Figure 3: (Top) log partition function estimation error of various methods on different models. (Bottom) number of queries
WISH and AdaWISH rely on to provide estimations of that quality. 3(a) and 3(d) show AdaWISH/WISH outperforms other
methods in Clique Ising models with a variety of problem sizes and the queries of AdaWISH is 47.3% on average less than
that of WISH. Moreover, 3(b) shows that for the Attractive Grid Ising models with increasing coupling strength, AdaWISH
and WISH are competetive with the state-of-the-art methods. The average log 10 estimation errors given by methods such as
HAK and TRWBP diverge significantly, while AdaWISH and WISH are still able to give accurate estimations. AdaWISH also
reduces 60% queries from WISH as shown in 3(e). Figure 3(c) reports that, for 3-SAT problems with fixed number of clauses,
all the algorithms except for MF have similar performance. In this case the number of queries AdaWISH relies on is stable at
around 15 over increasing problem sizes, as represented in 3(f), while WISH requires much more queries to provide an .
ence model as mentioned in (Huang, Chavira, and Darwiche
2006).
C. Experimental Results
C.1 Grid Ising Models The result of experiments on at-
tractive Grid Ising models is shown in figure 3(b). It can be
seen that WISH/AdaWISH can provide accurate estimations
over various coupling strengths. We notice the slight per-
formance drop when coupling strength is close to 1 in both
attractive and mixed cases. The reason is as follows. Empir-
ically, we find optimization instances with roughly n/2 con-
straints are the hardest ones to solve and therefore AdaWISH
fail to return their values within the local timeout of 15 min-
uets. Although we apply a conservative approximate policy
for those missing values by replacing them with their nearest
quried right neighbor(which successfully returns within the
local timeout), it still have strong influence on the global es-
timation. As for number of queries, as shown in figure 3(e),
AdaWISH have a solid 60% cut when compared to WISH
with estimations of same or even better quality.
C.2 Clique Ising Models Figure 3(a) reports the perfor-
mance of all the methods on generated random Clique Ising
models. The theoretical guarantee provided by theorem 6
holds because all the optimizations are solved to optimal.
Note that it plots their estimations rather than errors since
we can only get the ground truth for models with less than
31 variables. It can be seen that the estimations given by
WISH and AdaWISH are visually overlapping with the plots
of ground truth, outperforming the second best method BP in
stability to provide accurate estimations. As for other meth-
ods, TRWBP and MF diverge from the ground truth distinc-
tively. HAK fail to complete within the timeout therefore
absent in the graph. We also note that the empirical result
of AdaWISH is much better than the theoretical guarantee,
yet saving 47.3% on average of queries on different sized
problem when compared to WISH(figure 3(d)). We observe
the negative correlation between number of variables and
the percentage of reduced queries. It’s due to the increasing
size of embedded structures, the strong interactions inside
which makes the weights more distinctive from each other
and therefore less likely to trigger an early stop in binary
search.
UAI Instances TRWBP and HAK fail to complete on a
few instances within the timeout and therefore they are ab-
sent from the graph.
Table 1: Abbreviations of uai files from UAI 2011 and 2014
inference competition.
a rbm 40 q Segmentation 229
b rbm 42 r Segmentation 231
c rbm 44 s Segmentation 232
d rbm ferro 40 t Segmentation 235
e rbm ferro 42 u 226binary
f rbm ferro 44 v 228binary
g Grids100f0 w 229binary
h Grids100f1 x 231binary
i Grids100f2 y 232binary
j Grids100f3 z 235binary
k Grids100f4 A Promedus 200
l Grids100f5 B Promedus 306
m smokers 120 C Promedus 374
n or chain 200 D Promedus 378
o Segmentation 226 E Promedus 385
p Segmentation 228 F Promedus 400
C.3 3-SAT problems Figure 3(c) shows that AdaWISH
and WISH are still able to provide near-optimal estimations
of partition function with fixed number of clauses but in-
creasing number of variables, competitive with the state-of-
the-art methods. Meanwhile, Figure 3(f) demonstrate that
AdaWISH relies on a stable number of queries when prob-
lem size increases, resulting in higher efficiency when com-
pared to WISH.
A global timeout of 4 hours is set for WeightMC as
AdaWISH and a 2500-second (40 minutes) timeout for
each SAT query as the same default setting metioned in
(Chakraborty et al. 2014b). Similarly, we set a 30-minute
timeout for AdaWISH and WISH on each MAP query.
Also note that although AdaWISH utilizes a MAP ora-
cle in implementation while WMC accesses a NP oracle,
we can augment AdaWISH with CryptoMiniSat(Soos, Nohl,
and Castelluccia 2009) for SAT instances, which is also a
NP oracle. The experimental setup will be similar to that
in (Ermon et al. 2013b). Meanwhile, according to empiri-
cal observation, WMC issues more than 120000 accesses to
their oracle for estimation of a random 30-variables 3-SAT
instance and that number is roughly 200 for AdaWISH to
provide estimations of the same quality.
