We review some powerful new algorithms that build on the intuitive biological interpretation techniques for statistical analysis of functional genomics experiments. Although they were originally designed for transcriptomics, we argue that these algorithms are applicable to any type of -omics study (transcriptomics, proteomics, metabolomics). Rank Products (RP), a strictly non-parametric test statistic to detect differentially regulated elements (genes, proteins, metabolites) in genome-wide screens. RP is particularly powerful for noisy data and low numbers of replicates and makes full use of the availability of a large number of parallel measurements that is typical of modern large-scale experiments. Iterative Group Analysis (iGA), a statistical method that makes the transition from regulated single elements to significant classes of elements, and thus provides an automatic functional annotation of an experiment. Graph-based iGA (GiGA), an extension of iGA that combines experimental data with a broad variety of biological annotations to highlight physiologically relevant regions in a given "evidence graph" (e.g., metabolic networks, signaling pathway diagrams, protein interaction maps). The sequential application of these techniques yields an increasingly abstract interpretation of experimental data that is at the same time quantitative, statistically rigorous, and biologically significant. The results can be used either as helpful tools to guide data visualization and exploration, or as the input for downstream computational applications in a systems biology framework.
INTRODUCTION I
N 1949, CLAUDE E. SHANNON, the "father" of information theory, presented a paper entitled "Programming a Computer for Playing Chess" (Shannon, 1950) at the National Institute of Radio Engineers Convention, in which he describes the first detailed algorithm "for a modern general purpose computer which will enable it to play chess." Half a century later, and after a revolution in computing technology, the ideas of his essay still form the basis of all modern chess computer designs. One reason for this lasting success seems to be Shannon's approach that not only provides an abstract mathematical description but in addition explicitly aims to achieve the performance of human chess players. Shannon argues that to achieve a reasonable playing strength the computer algorithm must mimic human strategies. In the course of his argument, he uses statistical analyses of master games, anecdotal evidence from chess masters like world champion Alexander Alekhine and American master Reuben Fine, as well as some of the first cognitive science experiments of master chess players, in addition to his own chess playing experience. The central decision-making subroutine of Shannon's theoretical chess program is called "master program," reflecting the fact that much of its reasoning is developed in analogy to the human approach.
In the present paper, we argue that a similar analysis, and perhaps imitation of the reasoning strategies of expert biologists, can be used to inform the design of algorithms for integrated functional genomics, for example, in the rapidly expanding field of systems biology (Kitano, 2002) . We present several examples from the field of genomic studies (microarrays, proteomics, metabolomics) where this approach has led us to the identification of new algorithms with excellent performance compared to alternative techniques.
Rather than trying the top-down approach where refined statistical reasoning is adapted to a particular practical problem, we follow a bottom-up approach where common-sense reasoning is applied to the practical problem and a more general model constructed after careful analysis of underlying assumptions. To this end, we have developed a hierarchy of methods for the analysis and biological interpretation of gene expression data (Breitling et al., 2004a-c) . They are derived by mimicking the biologist way of reasoning and yet are statistically rigorous. Here, for the first time, we discuss the common concepts of the underlying algorithms and demonstrate their resulting "integrative potential" in the context of any quantitative functional genomics experiment. To illustrate the case, we present them in a framework of a generic quantitative postgenomic technology that supplies quantitative measurements of differential presence of biological elements of particular type (genes, proteins, metabolites). Currently, the presented techniques are implemented in the Sir Henry Wellcome Functional Genomics Facility of the University of Glasgow where they have been used for the analysis and interpretation of over 2,000 microarrays, as well as for exploratory studies of metabolomics data. The necessary software is freely available for download at the authors' website (͗http://www.brc.dcs.gla.ac.uk/systems/glama/͘) and is widely used in biological laboratories worldwide.
Our techniques are in general applicable to any kind of -omics study, no matter whether the examined elements are proteins, mRNAs, or metabolites. To simplify our presentation and by analogy to physics where the -on suffix usually signifies an elementary particle (photon, electron, proton, meson etc.) (Lederberg and McCray, 2001) we are introducing the term omicon for a single biological element belonging to a particular -ome (e.g., proteome, transcriptome, metabolome). Modern postgenomic technologies enable quantitative measurement of differential presence of omicons in samples under two different conditions (e.g., healthy versus diseased tissue, wild type versus mutant animals, drug-treated versus control cells). In case of gene expression arrays that measure differences in the transcriptome content, the omicons are genes (or rather mRNAs). In the case of quantitative proteomics technologies such as Differential Gel Electrophoresis (Alban et al., 2003; Tonge et al., 2001) or Isotope Coded Affinity Tags (Gygi et al., 1999 (Gygi et al., , 2002 that measure differences in proteome composition the differentially present omicons are proteins. In case of quantitative metabolomic technologies such as Fourier Transform Ion Cyclotron Mass Spectrometry (Aharoni et al., 2002; Heeren et al., 2004 ) that measure differences in metabolite concentrations the differentially present omicons are metabolites.
MATERIALS AND METHODS
The methods described below focus on three important issues of quantitative functional genomics that are hierarchically embedded and correspond to an analysis of omicons at three different levels of integration:
Level 1: Identification of affected omicons, that is, omicons that are differentially present in two samples Level 2: Identification of affected classes of omicons. These could be, for example, omicons that share functional annotation, belong to the same metabolic or signaling pathway or have been identified experimentally as having some sort of correlated physiological behavior.
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Level 3: Identification of affected networks of omicons. This is a logical extension of level 2 to a more flexible classification. Here the evidence for belonging to a particular class of omicons is represented as graph edges connecting omicons of that class and the resulting network may present relatively complex structures, such as metabolic networks where the boundaries of classes are not predefined. At this level, we are interested in identifying of parts (subgraphs) of such "evidence networks" that show changes in the analysed experiment.
RESULTS AND DISCUSSION

Level 1: Identification of differentially affected omicons
The first task in many large-scale exploratory experiments is the identification of those omicons that are significantly affected in certain conditions. These omicons may be genes that are differentially expressed, proteins that are overrepresented in a sample, or metabolites that accumulate or disappear under certain conditions. The question will always be the same: Which of the hundreds or thousands of candidate omicons are the most relevant candidates for further study?
Biological Master Game 1. Biologist A is performing a microarray experiment that compares gene expression levels in healthy and diseased tissue. To start her analysis she sorts all genes by differential expression. She is delighted when she finds that in the first hybridization one of her genes of interest (GOI) is at the top of her sorted list. It is expressed at a much higher level in the diseased sample than in the healthy one and its expression ratio (fold-change) is higher than that of any other gene on the array. In the next replicate hybridization, she finds that the same GOI is again close to the top of the list. It is expressed much more strongly in diseased cells, and again few other genes show a similarly strong differential expression. After several replicates showing the same effect, she begins to feel confidence that this GOI is indeed significantly overexpressed in diseased tissue. She might argue that it may happen by chance that a certain gene is at the top of the list even if it is not differentially expressed-even when not a single gene is truly different, one of them has to take first rank-but it is much more unlikely that the same gene will be strongly differentially expressed in a replicate hybridization. Breitling et al., 2004c) . Let N be the number of omicons measured in an experiment, and {R(,1),R(,2), . . . ,R(,r)} be the ranks of omicon in lists of all omicons sorted by the observed effect (differential expression in the example above) in replicates 1..r, one after the other, so that the most affected omicon in each list has rank 1. Then the Rank Product (RP) ϭ R(,1)*R(,2)* . . . *R(,r)/N r is the probability of observing omicon at rank R(,1) or better in the first replicate, at rank R(,2) or better in the second replicate, and so on. Basic assumptions underlying this interpretation are: Omicons behave independently; measurement variance is equal across omicons; and only a minority of omicons is affected in the experiment. The probability of observing any distribution of ranks that is at least as unlikely as the observed one, can then be estimated by examining a large number of combinations of randomly permuted lists of the same length and calculating the corresponding RP-values. In statistical terms, calculating the RP-value corresponds to determining the average logged rank of observed values. This is a rather radical and unorthodox transformation of the raw data and would be hardly justified without the biological argument used to derive it. However, when we applied RP to real-world experimental data, it turned out that it performs significantly better than previously developed standard statistical tools, such as significance analysis for microarrays (Breitling et al., 2004c; Tusher et al., 2001) . One reason for that is its nonparametrical nature: In contrast to t-test variants, RP does not require estimating the measurement variance for each gene and thus is particularly powerful for realistically small numbers of replicates, where such estimates tend to become unreliable. The other advantage of RP is its conceptual and computational simplicity. As it works on simple ranked lists, without additional parameter estimation, RP can be much faster than, for example, a Bayesian approach (Baldi and Long, 2001) . Furthermore, RP calculations so closely copy the familiar biological reasoning that they can even be implemented manually in a spreadsheet program with little training. This is a significant benefit for biologists who want to perform their own statistical analysis.
Mathematical Formalization (Rank Products statistics, RP,
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Level 2: Identification of affected classes of omicons
After identifying the most significantly affected omicons it is usually interesting to find coherent patterns in these lists that would indicate which physiological processes may underlie the differences.
Biological Master Game 2. Biologist B is doing a proteomics experiment in which he compares the relative amount of phosphorylated proteins in wild-type and mutant cells. After two-dimensional electrophoresis and mass spectrometric analysis he is presented with a list of proteins that are detectable in his samples. Just like biologist A, he starts his analysis by sorting this list so that the most discriminating proteins come first, possibly combining the information from various replicates, for example, by using the Rank Products or an equivalent method. He then starts to look at this list and notices that several targets of protein kinase X occur at the very top. Then he remembers that protein kinase X is known to be highly unspecific and has a very large number of targets, so he concludes that this accumulation at the top is probably not really significant. Looking again at his list he detects a few targets of the more specific protein kinase Y. None of them is very strongly affected, but when he looks further down the list he finds that all of the relevant targets are changed in the same direction, so he decides that this may be an interesting observation to examine in more detail. While starting to do so, he briefly wonders how many other stories he may have missed because he didn't remember all the correct kinase targets or because he didn't look far enough down the lists. Analysis, iGA, Breitling et al., 2004b) . Let ⍀ be the set of all omicons, ⍀(n) the subset of the top n omicons in the list sorted by decreasing effect, G the subset of omicons that share a certain classification (being targets of the same protein kinase in the example above), and p(n,G) ϭ p(n Ϫ 1,G) Ϫ the probability of finding at least the observed number of members of G among the top n omicons in a random list based on the hypergeometric distribution. Then the biological procedure can be translated as finding the minimum value of p(n,G) for each class G, p min (G) ϭ min n (p(n,G)) (Fig. 1) . A smaller p min -value will indicate that members of this group show a more unlikely enrichment towards the top of the list. The corresponding n min ϭ var min n (p(n,G)) is the position of the last class member in the list of sorted omicons, that shows a relevant tendency towards the top, i.e. contributes to minimizing the p-value. Ĝ ϭ ⍀(n min ) ʝ G is the subset of class members that contribute to the minimal p-value, that is, are the most relevantly affected. This approach provides again a sorted list, this time of sets of omicons, highlighting those classes that are most significantly changed in an experiment. A wide variety of different classifications can be used, the most comprehensive probably being GeneOntology annotations, which are available for many organisms (͗http://www.geneontology.org͘). Other applications may use keyword classifications (omicons are classified together if they share certain words in their names or annotations), structure classifications (e.g., shared structural features, such as regulatory elements or protein modification motifs), or experimentbased classifications (e.g., shared expression patterns in published studies, clustering results). When we tested this technique on a variety of in-house microarray data sets, we found that the results provided a quick and comprehensive summary of the physiology of a biological sample (Breitling et al., 2004b) . So far we have not found cases where the automated approach misses gene classes that are considered relevant in a manual analysis by expert biologists, but this certainly depends on the quality of the available classifications. In any case, the automated analysis is much faster and more comprehensive. At the same time it provides an estimate of the statistical significance of the observed enrichment and thus facilitates the objective unbiased assessment of the manual interpretation.
Mathematical Formalization (iterative Group
Level 3: Identification of affected networks of omicons
The identification of affected omicons or physiological processes is only a first step in the analysis of a large-scale experiment. Far more relevant is the concerted interaction between processes, the big picture of
BREITLING AND HERZYK how the various changes relate to each other. Again, the task is to identify those relationships that are most significant.
Biological Master Game 3. Biologist C performs a metabolomic study. She analyses the relative amount of thousands of chemical substances in her samples before and after treatment with a novel drug. In this case, in contrast to the previous examples, she knows very little about each substance: In the majority of cases, its accurate molecular mass is the only information available besides the relative amounts in the sample. However, she can see that some of the masses are clearly related to each other, for example, they can be converted by a simple chemical reaction, for example, the loss of an H 2 O molecule, or they can be combined to yield a third mass that is also observed in the sample. By using her knowledge of classical biochemistry, she is able to include most of the observed masses into a huge network of hypothetical conversions by common chemical reactions. When she maps the observed changes onto this network, she immediately observes that the amount of metabolite A is increasing under drug treatment, while the amount BIOLOGICAL MASTER GAMES 229 FIG. 1. Principle of iterative group analysis. The left side shows a notional experimental result for 14 omicons (͉⍀͉ ϭ 14), which are sorted by decreasing differential effect. Five of them (filled circles) belong to the functional class of interest (͉G͉ ϭ 5). Iterating from the top of the list, for each class member the p-value was calculated according to the hypergeometric equation given in the text. The right side shows those p-values plotted against the size of the intersection of ⍀(n) and G, that is, the number of class members that "contribute" to the p-value at this step. The minimum is found at step 3 and is used to determine the cutoff for this group, that is, group members 1-3 would be listed as "most likely to be differentially affected." The corresponding p-value (0.1) would be assigned as the p min -value for this group. of metabolite B is decreasing-and she can also see that B can be produced from A by the loss of an H 2 O molecule. When she has a closer look, she sees that other molecules that are potentially derived from B are also decreased, while several molecules related to A are increased. She concludes that the dehydration reaction connecting A and B is a possible drug target in her experiment.
Mathematical Formalization (Graph-based iterative Group Analysis, GiGA, Breitling et al., 2004a) . Let N be a undirected graph ("evidence network") in which the nodes are omicons (⍀) and the edges E are connecting those nodes which are related by some kind of evidence (hypothetical biochemical transformations in the example above), and R() the position of omicon in the list of omicons sorted by decreasing effect ( Fig. 2A-C) . We then want to identify the subgraphs that are most significantly affected, that is, which show the enrichment in affected omicons that were most unlikely if the effect were random. This can be done in a heuristic way based on the iGA approach. Let N(,n) be the subgraph including all omicons q i with R(q i ) Ͻ n which can be reached from omicon through nodes x ʦ N(,n). The probability that all members of N(,n) are among the top n omicons in a random experiment is
As above, we can determine p min () ϭ min n (p(,n)) for each gene (in practice, it is sufficient to determine p min () only for local minima, that is, for those ʦ ⍀ for which R() Ͻ R(q) for all edges (,q) ʦ E). This will highlight subgraphs with a surprising accumulation of affected omicons (Fig. 2) . Again, like in the previous methods, analysis of randomly permuted lists can be used to determine the statistical significance of each subgraph. The underlying "evidence network" can be based very flexibly on almost any kind of evidence that biologists use to establish that omicons have "something to do" with each other. Examples are metabolic networks (connecting metabolites that are converted in the same reaction or enzymes that convert the same substrate), signaling pathways (connecting components that interact along a signal transduction cascade), interaction maps (connecting omicons that physically interact, for example, based on large "interactome" studies of protein-protein or protein-DNA interactions), co-expression maps (connecting omicons that show correlated changes in published studies over various conditions), co-citation networks (connecting omicons that are mentioned by the same papers or are mentioned in papers that cite the same literature). Because of the iterative, statistical approach, GiGA can accommodate a fair amount of random edges while still giving interpretable results, so the annotations do not need to be perfect. In each case, the GiGA analysis serves to highlight network areas for further detailed study, much in the same way as would be done by a biologist doing a manual analysis. Furthermore, applied to multifactorial or time-course experiments GiGA can yield an information-rich summary of the dynamical system behaviour by monitoring the evolution of sub-graphs.
CONCLUSION
In this paper we outline an integrated hierarchy of three computational methods for the analysis of a generic quantitative functional genomics experiment. These techniques were originally designed for the analysis of gene expression data, but we extend them here into a general analytical framework. In this generic context, the methods correspond to the analysis and interpretation of differential presence of omicons (RP), classes of omicons (iGA), and networks of omicons (GiGA) in two samples (or two replicated sets of samples) examined by high-throughput post-genomic technologies. The combination of these three methods covers a large part of the classical manual data analysis and converts it to a quantitative framework. Both GiGA and iGA lead to a dramatic reduction in the dimensionality of the data; both can be used on single experiments, even without experimental replication; and both provide a statistical assessment of the result which can be used for downstream computational analysis. Given a well-annotated "-ome," such as the human genome, these automated interpretation techniques reproduce the biological expert analysis to a surprising degree, while accelerating, expanding, and quantifying the analysis process (Breitling et al., 2004a (Breitling et al., , 2004b . The underlying algorithms in each case are fast, intuitive to interpret by biologists, and still perform at least as well as more traditional statistical techniques. Similar translations from biological rea-BREITLING AND HERZYK 
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The neighboring node with the smallest rank (4, omicon 4) is included first, which leads to the additional inclusion of omicons 5 (rank 3) and 6 (rank 2). (F) Omicon 3 (rank 5) is included. (G) Omicon 7 (rank 7) is included, leading to the inclusion of omicon 8 (rank 6). (H) The last omicon reachable from this local minimum (omicon 2) is included and the process terminates. For each of the subgraphs, a p-value can be calculated, and the subgraph with the smallest p-value is the "affected neighborhood" of the local minimum. In the example, omicons 2, 4, 5, and 6 form an affected neighborhood (p ϭ 0.014).
soning into computational algorithms could be worthwhile in related areas of systems biology, such as regulatory network reconstruction. Integrating biology-centered interpretation techniques such as iGA and GiGA with existing quantitative frameworks offers one further crucial advantage: The results are easy to convey to experimental biologists and rapidly translated into laboratory studies. This enhanced communication process is becoming increasingly important as systems-oriented integrative approaches spread to smaller labs that can spend less resources on the computational and data analysis aspects of their work. In contrast to chess, functional genomics is not a zero-sum game, and the development of biology-derived algorithms can lead to mutual benefits for theoretical and experimental scientists.
