Abstract. Shimura reciprocity law allows us to verify that a modular function is a class invariant. Here we present a new method based on Shimura reciprocity that allows us not only to verify but to find new class invariants from a modular function of level N .
Introduction
It is well known that the ring class field of imaginary quadratic orders can be generated by evaluating the j-invariant at certain algebraic integers. There are many modular functions that can be used for the generation of the ring class field. In a series of articles [5] , [7] , [6] , [19] A. Gee and P. Stevenhagen developed a method based on Shimura reciprocity law, in order to check whether a modular function gives rise to a class invariant. A necessary condition for this is the invariance of the modular function under the action of the group G N = (O/N O) * /O * , where O is an order of a quadratic imaginary field.
So far it seems that all known class invariants were found out of luck or by extremely ingenious people like Ramanujan. Aim of this article is to provide a systematic method for finding class invariants. We will use a combination of techniques from classical invariant theory [15] and Galois descent [2] .
The structure of this article is as follows: In section 2 we give a very quick description of the technique based on Shimura reciprocity law for checking whether a modular function is a class invariant. The interested reader should consider the more detailed explanations found in [5] , [7] , [6] , [19] . In section 3 we explain our main observation. The action of G N is given in terms of matrices but the function ρ sending elements of the group G N to matrices is not a linear representation but a cocycle. Then we break the computation into two parts. The first part considers a subgroup H of G N such that ρ when restricted to H is a linear representation. Classical invariant theory provides us with a set of H-invariant elements. The second part makes the observation that the quotient G N /H is isomorphic to the Galois group Gal(Q(ζ N )/Q), where ζ N is a primitive N -th root of unity. Then Hilbert 90 ensures us that we can find a set of G N invariants. In section 4 we use our technique in the case of generalized Weber functions. We selected these modular functions since a lot of work has been done on them and also the action of SL(2, Z) on them is well understood. For given N prime number and discriminant D we are able to construct a whole Q-vector space consisted of class invariants. A This work was supported by the Project "Thalis, Algebraic modeling of topological and Computational structures". The Project"THALIS" is implemented under the Operational Project "Education and Life Long Learning is co-funded by the European Union (European Social Fund) and National Resources (ESPA).
lot of examples are given and the magma code [1] used to compute them is freely available upon request.
Shimura reciprocity law
Let Γ(N ) be the kernel of the map SL(2, Z) → SL (2, Z/N Z). The group SL(2, Z) acts on the upper half plane H in terms of linear fractional transformations and is known to be generated by the elements S : z → − 1 z and T : z → z + 1. It is known that the quotient Riemann surface Γ(N )\H * can be defined over the field Q(ζ N ), where ζ N is a primitive N -th root of unity. We consider the function field F N of the corresponding curve defined over Q(ζ N ). The function field F N is acted on by Γ(N )/{±1} ∼ = Gal(F N /F 1 (ζ N )), and there is also an arithmetic action of
Since the Fourier coefficients of a function h ∈ F N are known to be in Q(ζ N ) we consider the action of σ d on F N by applying σ d on the Fourier coeficients of h. We have an action of the group GL 2, Z N Z on F N that fits in the following short exact sequence.
A. Gee and P. Stevehagen [5] , [7] , [6] , [19] proved the following theorem which was based on the work of Shimura [17] :
be the ring of integers of an imaginary quadratic number field K of discriminant d < −4. Suppose that a modular function h ∈ F N does not have a pole at θ and Q(j) ⊂ Q(h). Suppose that the minimum polynomial of θ over Q is x 2 + Bx + C. Then there is a subgroup W N,θ ⊂ GL 2, Z N Z with elements of the form:
The function value h(θ) is a class invariant if and only if the group W N,θ acts trivially on h.
The above theorem can be applied in order to show that a modular function gives rise to a class invariant and was used with success in order to prove that several functions were indeed class invariants. Also A. Gee and P. Stevenhagen provided us with an explicit way of describing the Galois action of Cl(O) on the class invariant so that we can construct the minimal polynomial.
We will now describe an algorithm that will allow us to find class invariants. As a result we will obtain a whole Q-vector space of class invariants.
Let f be a modular function of level N . Assume that we can find a finite dimensional vector space V consisted of modular functions of level N so that GL(2, Z/N Z) acts on V . We can always find such a vector space. We simple have to consider the orbit of f under the action of the finite group GL(2, Z/N Z). Notice that every element a ∈ GL(2, Z/N Z) can be written as b
and b ∈ SL(2, Z/N Z). The group SL(2, Z/N Z) is generated by the elements S = 0 1 −1 0 and T = 1 1 0 1 . The action of S on functions g ∈ V is defined to
Here a technical difficulty arises: how can one compute efficiently the decomposition of an element in SL(2, Z/N Z) as a product of the generators S,T ? Observe that by Chinese remainder theorem we can write
where v p (N ) denotes the power of p that appears in the decomposition in prime factors. Working with the general linear group over a field has advantages and one can use lemma 6 in [5] in order to express an element of determinant one in SL(2, Z/p vp(N ) Z) as word in elements S p , T p where S p and T p are 2 × 2 matrices which reduce to S and T modulo p vp(N ) and to the identity modulo q vq(N ) for prime divisors q of N , p = q.
This way the problem is reduced to the problem of finding the matrices S p , T p (this is easy using the Chinese remainder Theorem), and expressing them as products of S, T . For example a matrix S 7 in GL(2, Z/24 · 7Z) that reduces to S modulo 7 but to the identity modulo 24 can be easily computed, S 7 = 49 48 120 49 . This matrix has determinant −3359 ≡ 1 mod 24 · 7. In order to decompose such a matrix as a product of S, T elements we observe that left multiplication by S interchanges the rows of a 2 × 2 matrix and also multiplies the first row by −1 while left multiplication by T k adds the second row multiplied by k to the first. So by successive divisions and interchanges we can arrive at an upper triangular matrix of the form ±1 a 0 ±1 . Then we can multiply by S 2 = −Id if necessary in order to arrive at a matrix of the form T a . This algorithm was explained to me by V. Metaftsis. For the cases N = 24 · 5 and N = 24 · 7 using magma [1] we were able to compute that
respectivelly.
The action of the matrix 1 0 0 d is given by the action of the elements σ d ∈ Gal(Q(ζ N )/Q) on the Fourier coefficients of the expansion at the cusp at infinity [5] . Since every element in SL(2, Z/N Z) can be written as a word in S, T we obtain a function ρ
where φ is the natural homomorphism given by theorem 1.
Finding class invariants
The map ρ defined in eq. (2.1) in previous section is not a homomorphism. Indeed, if e 1 , . . . , e m is a basis of V , then the action of σ is given in matrix notation as
and then since (e i • σ) • τ = e i • (στ ) we obtain
Notice that the elements ρ(σ) ν,i ∈ Q(ζ N ) and τ ∈ GL(2, Z/N Z) acts on them as well by the element σ det(τ ) ∈ Gal(Q(ζ N )/Q). So we arrive at the following: Proposition 2. The map ρ defined in eq. (2.1) satisfies the cocycle condition
and gives rise to a class in
The restriction of the map ρ in the subgroup H of G defined by
is a homomorphism.
The basis elements e 1 , . . . e m are modular functions so there is a natural notion of multiplication for them. We will consider the polynomial algebra Q(ζ N )[e 1 , . . . , e m ]. The group H acts on this algebra in terms of the linear representation ρ (recall that ρ when restricted to H is a homomorphism).
Classical invariant theory provides us with effective methods (Reynolds operator method,linear algebra method [10] ) in order to compute the ring of invariants Q(ζ N )[e 1 , . . . , e m ]
H . Also there is a well defined action of the quotient group
H . Select the vector space V n of invariant polynomials of given degree n.
Remark 3. For the applications in elliptic curves construction or in effective generation of the Hilbert class field we have to take the smallest degree n such that V n = {0}. Indeed, it is known that there is a polynomial relation F (f, j) among the functions j, f , where j is the j-invariant, since the function field F N has transcendence degree 1. It is known that this polynomial relation controls asymptotically the logarithmic height H(P f ), H(P j ) of the minimal polynomial of f and j in the following way:
where the limit is taken over all CM-points SL(2, Z)τ ∈ H [4] . So the best result comes when the deg f F (f, j) is as big as possible.
The action of G/H on V n gives rise to a cocycle
The multidimensional Hilbert 90 theorem asserts that there is an element P ∈ GL(V n ) such that
Let v 1 , . . . , v ℓ be a basis of V n . The elements v i are by construction H invariant. The elements
The above computation together with theorem 1 allows us to prove Proposition 4. Consider the polynomial ring Q(ζ N )[e 1 , . . . , e m ] and the vector space V n of H-invariant homogenous polynomials of degree n. If P is a matrix such that eq. (3.2) holds, then the images of a basis of V n under the action of P −1 are class invariants.
How can we compute the matrix P so that eq. (3.2) holds? We will use a version of Glasby-Howlett probabilistic algorithm [8] . We consider the sum
If we manage to find a 2 × 2 matrix in GL(2, Q(ζ N )) such that B Q is invertible then
Q . Indeed, we compute that
and the cocycle condition ρ(στ ) = ρ(σ) τ ρ(τ ), together with eq. (3.4) allows us to write:
In order to obtain an invertible element B Q we feed eq. (3.4) with random matrices Q until B Q is invertible. Since non invertible matrices are rare (they form a Zariski closed subset in the space of matrices) our first random choice of Q always worked!
Examples
where η denotes the Dedekind eta function:
These are modular functions of level 72. In our previous work [14] we investigated the action of the group W N,θ for the n ≡ 19 mod 24 case on the these modular functions and we showed that the group G := W 72,θ induces an action of the generalized symmetric group µ(12) ⋊ S 4 on them. Any element g of G induces a matrix action by expressing g i g , i = 0, 1, 2, 3 as a linear combination of the functions
This way we obtain a map
In order to overcome the cocycle problem we raised everything to the 12-th power. This way the corresponding action . becomes a group representation and we were able to find invariants of the action, that lead to class invariants by just applying the methods of classical invariant theory for linear actions. This approach has a disadvantage; the class invariants we produce give rise to class polynomials with large coefficients.
We consider the subgroup H of G defined by H := G ∩ SL 2, Z 72Z . When we restrict the map ρ of eq. (4.1) we obtain a linear action and then we can construct the invariant polynomials of this action. Notice that there are no invariant polynomials of degree 1 for H. But we can find invariant polynomials of degree 2. For example for n = −571 the group H has order 144 and G has order 3456. We find that the polynomials The mapρ is again a cocycle in by the multidimensional Hilbert 90 theorem. Therefore there is an element P ∈ GL(2, Q(ζ 72 )) such thatρ (σ) = P σ P −1 .
The elements (I 1 , I 2 ) · P =: (e 1 , e 2 ) given by 
These are known to be modular functions of level 24N [6, th5. p.76] . Notice that √ N ∈ Q(ζ N ) ⊂ Q(ζ 24·N ) and an explicit expression of √ N in terms of ζ N can be given by using Gauss sums [3, 3.14 p. 228].
The group SL(2, Z) acts on the (N + 1)-th dimensional vector space generated by them. In order to describe this action we have to describe the action of the two generators S, T of SL(2, Z) given by S : z → − Table 2 . Invariants for the group of elements of determinant 1 for N = 7 and n = 91
Assume that N = 5 and D = −91. We compute that the group H of determinant 1 has invariants
Using the our method we arrive at the final invariants: The Q-vector space generated by these two functions consists of class functions. We can now compute the corresponding polynomials:
Just for comparison the Hilbert polynomial corresponding to the j invariant is:
For N = 7 and n = 91 we have computed the invariants for the group H of elements of determinant 1 and we present the results in table 4.1. On these invariants acts the group Gal(Q(ζ 24·7 )/Q) and we finally arrive at six invariant functions that over Q generate a family of invariant polynomials. We present in 4.1 just one of them. The corresponding polynomials for each class invariant are with corresponding minimal polynomials
2 + 5279816908800T + 59659100356608, These are smaller that the coefficients of the Hilbert polynomial by a factor of logarithmic height up to 6 but are not as efficient as the Ramanujan class invariant corresponding to g 2 g 3 = 1 48 I 2 − 1 16
which has a very small minimal polynomial
How can we select the most efficient class invariant? Notice that every element in the Q-vector space generated by the invariants I i constructed by our algorithm is a class invariant. Also all elements in the Z-module generated by I i will give rise to class invariants with coefficients in O. Of course (as the above example in Q( √ −299) indicates) there might be elements of the form λ i I i with some λ i ∈ Q − Z. So far it seems a difficult problem how to select the most efficient class function among all class function. This problem is equivalent to minimizing the logarithmic height function on a lattice and seems out of reach for now. For the case of generalized Weber functions it seems that monomials of the Weber invariants are the best choices. However there are cases, for example the D ≡ 5 mod 24 case, where no monomial invariants exist. Our method in this case provides a much better invariants than the invariants constructed in [14] , as one can see form table 1.the magma algebra team for providing us with a free extension of the license to their system.
