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Abstract
We prove a conjecture of Griffiths on simultaneous normalization
of all periods which asserts that the image of the lifted period map on
the universal cover lies in a bounded domain in a complex Euclidean
space. As an application we prove that the Teichmu¨ller spaces of a
large class of projective manifolds have complex affine structures.
0 Introduction
Let Φ : S → D/Γ be a period map which arises from geometry. This means
that we have an algebraic family f : X→ S of polarized algebraic manifolds
over a quasi-projective manifold S, such that for any q ∈ S, the point Φ(q),
modulo the action of the monodromy group Γ, represents the Hodge structure
of the n-th primitive cohomology of the fiber f−1(q).
Since period map is locally liftable, we can lift the period map to Φ˜ :
T → D by taking the universal cover T of S such that the diagram
T Φ˜ //
pi

D
pi

S
Φ // D/Γ
(1)
is commutative.
In [12], Griffiths raised the following conjecture as Conjecture 10.1 in
Section 10, which is now the main theorem of our paper.
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Theorem 1. (Griffiths Conjecture) Given f : X→ S, there exists a simul-
taneous normalization of all the periods Φ(Xs) (s ∈ S). More precisely, the
image Φ˜(T ) lies in a bounded domain in a complex Euclidean space.
Our method of proving this conjecture is to first consider the restriction
of the period map on Tˇ , an open subset of T , with T \ Tˇ ⊂ T an analytic
subvariety. Then we prove that the image of the restricted period map is
bounded in a complex Euclidean space, and apply the Riemann extension
theorem to get the boundedness of the period map on T . To explain the
main ideas in more detail, we need to use the Lie theory description of period
domain and period map.
First recall that the period domain D can be realized as quotient of real
Lie groups D = GR/V , and its compact dual Dˇ as quotient of complex Lie
groups Dˇ = GC/B, where V = B∩GR. The Hodge structure at a fixed point
o in D induces a Hodge structure of weight zero on the Lie algebra g of GC
as
g =
⊕
k∈Z
gk,−k with gk,−k = {X ∈ g| XHr,n−r ⊆ Hr+k,n−r−k, ∀ r}.
See Section 1 for the detail of the above notations. Then the Lie algebra of
B is b =
⊕
k≥0 g
k,−k and the holomorphic tangent space T1,0o D of D at the
base point o is naturally isomorphic to
g/b ≃ ⊕k≥1g−k,k , n+.
Clearly we can identify the nilpotent Lie subalgebra n+ to the complex Eu-
clidean space T1,0o D with induced inner product from the homogenous metric
on D at o. We denote the corresponding unipotent group by
N+ = exp(n+)
which is considered as a complex Euclidean space with induced Euclidean
metric from n+. Since N+ ∩ B = {Id}, we can identify the unipotent group
N+ ⊆ GC to its orbit N+(o) ⊆ Dˇ so that the notation N+ ⊆ Dˇ is meaningful
in this sense. With this we define
Tˇ = Φ˜−1(N+ ∩D)
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and first prove that T \Tˇ is an analytic subvariety of T with codimC(T \Tˇ ) ≥
1.
Next we prove that the image of the restricted period map
Φ˜|Tˇ : Tˇ → N+ ∩D
is bounded in the complex Euclidean space N+. To prove this we consider
the subspace of of n+,
p+ = ⊕k odd, k≥1g−k,k ⊆ n+.
Let exp(p+) ⊆ N+ which is considered as a complex Euclidean subspace of
N+, and
P+ : N+ ∩D → exp(p+) ∩D
be the induced projection map. The restricted period map Φ˜ : Tˇ → N+∩D,
composed with the projection map P+, Φ˜+ = P+ ◦ Φ˜, gives a holomorphic
map
Φ˜+ : Tˇ → exp(p+) ∩D.
Then we prove that the image of Φ˜+ is bounded with respect to the Euclidean
metric on exp(p+) ⊆ N+. The main idea of the argument is from Harish-
Chandra’s proof of his embedding theorem of Hermitian symmetric spaces
as bounded symmetric domains in complex Euclidean spaces. See pages 94
– 97 in [29] for details about Harish-Chandra’s proof.
Our next step is to prove the boundedness of the image of Φ˜(Tˇ ) in N+
by showing the finiteness of the map
P+|Φ˜(Tˇ ) : Φ˜(Tˇ )→ exp(p+) ∩D
which is the restriction of the projection P+ to Φ˜(Tˇ ). Here the geometry
of the period map and period domain, especially the Griffiths transversality
and the completion of the base manifold S, plays very crucial role in our
argument.
Finally we can apply the Riemann extension theorem to conclude the
first main theorem of our paper, Theorem 1′, which implies the Griffiths
conjecture.
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Theorem 1′. The image of the period map Φ˜ : T → D lies in N+ ∩D as a
bounded subset with N+ as the complex Euclidean space.
As an application of the above result and our method, we will prove that
there exist affine structures on the Teichmu¨ller spaces of a large class of
projective manifolds.
More precisely we consider the moduli space of certain polarized manifolds
with level m structure, and let Zm be one of the irreducible components of
the moduli space. Then the Teichmu¨ller space T is defined as the universal
cover of Zm. Let m0 be a positive integer. As a technical assumption we will
require that Zm is smooth and carries an analytic family
fm : Um → Zm
of polarized manifolds with level m structure for all m ≥ m0. It is easy to
show that T is independent of the levels as given in Lemma 5.2. Furthermore
we introduce the notion of strong local Torelli in Definition 6.3. Our second
main result is as follows.
Theorem 2. Assume that Zm is smooth with an analytic family for all m ≥
m0, and strong local Torelli holds on the Teichmu¨ller space T . Then there
exists a complex affine structure on T .
Applications of affine structures on the Teichmu¨ller and Torelli spaces
can be found in [24] and [25].
The idea of our proof of Theorem 2 goes as follows. Let a ⊆ n+ be the
abelian subalgebra of n+ defined by the tangent map of the period map,
a = dΦ˜p(T
1,0
p T )
where p is a base point in T with Φ˜(p) = o, and let
A = exp(a) ⊆ N+.
Then A can be considered as a complex Euclidean subspace of N+. Let
P : N+ ∩D → A ∩D
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be the projection map, which induces the holomorphic map
Ψ : T → A ∩D
with Ψ = P ◦ Φ˜. We will prove that under the assumption in Theorem 2, the
holomorphic map Ψ is an immersion into A which induces the affine structure
on T .
This paper is organized as follows. We review the basics of period domain
from Lie group point of view and introduce the open subset Tˇ in T in Section
1. Also proved in Section 1 are several lemmas about the geometry of the
Griffiths completion S ′ of S and its universal cover T ′, which are crucial to
our arguments. In Section 2 we review some basic facts of period domain, in
particular the existence and basic property of strongly orthogonal noncom-
pact positive roots and the corresponding maximal abelian subspace as given
in Lemma 2.3, from Lie algebra point of view.
In Section 3, we first prove in Lemma 3.1 the boundedness of the period
map on Tˇ composed with the projection to the subspace exp(p+) ∩ D, by
using the method of Harish-Chandra. In fact we will prove that
exp(p+) ∩D ⊂ exp(p+)
is a bounded domain in the complex Euclidean space exp(p+).
Then in Theorem 3.6, we prove the boundedness of the period map on Tˇ
by using the geometric structures of the period domain D, among which the
most important property is the Griffiths transversality of the period map on
T ′, and the Griffiths completion of the base manifold S. In Section 4, our
first main result is proved as Theorem 4.1 by using the Riemann extension
theorem.
In Section 5 we apply our results to the moduli space Zm with level
m structure and its universal cover T which we call the Teichmu¨ller space.
Assuming Zm is smooth for m ≥ m0 for some positive integer m0, and strong
local Torelli holds for T , we prove in Section 6 that there exists an affine
structure on the Teichmu¨ller space T induced by a holomorphic immersion
Ψ : T → A ∩D.
Acknowledgement. We are very grateful to Professor Azniv Kasparian
for her interest and useful comments.
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1 Period domains and Lie groups
In this section we review the definitions and basic properties of period do-
mains and period maps from Lie theory point of views. We consider the
nilpotent Lie subalgebra n+ and define the corresponding unipotent group to
be N+ = exp(n+). Since N+∩B = {Id}, we can identify the unipotent group
N+ ⊆ GC to its orbit N+(o) ⊆ Dˇ of a base point o ∈ D. Then we define
Tˇ = Φ˜−1(N+ ∩D)
and show that T \Tˇ is an analytic subvariety of T with codimC(T \Tˇ ) ≥ 1.
Let HZ be a fixed lattice and H = HZ ⊗Z C the complexification. Let n
be a positive integer, and Q a bilinear form on HZ which is symmetric if n is
even and skew-symmetric if n is odd. Let hi,n−i, 0 ≤ i ≤ n, be integers such
that
∑n
i=0 h
i,n−i = dimCH . The period domain D for the polarized Hodge
structures of type
{HZ, Q, hi,n−i}
is the set of all the collections of the subspaces H i,n−i, 0 ≤ i ≤ n, of H such
that
H =
⊕
0≤i≤n
H i,n−i, H i,n−i = Hn−i,i, dimCH
i,n−i = hi,n−i for 0 ≤ i ≤ n,
and on which Q satisfies the Hodge-Riemann bilinear relations,
Q
(
H i,n−i, Hj,n−j
)
= 0 unless i+ j = n; (2)(√−1)2k−nQ (v, v) > 0 for v ∈ Hk,n−k \ {0}. (3)
Alternatively, in terms of Hodge filtrations, the period domain D is the
set of all the collections of the filtrations
H = F 0 ⊃ F 1 ⊃ · · · ⊃ F n,
such that
dimC F
i = f i, (4)
H = F i ⊕ F n−i+1, for 0 ≤ i ≤ n,
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where f i = hn,0 + · · ·+ hi,n−i, and on which Q satisfies the Hodge-Riemann
bilinear relations in the form of Hodge filtrations
Q
(
F i, F n−i+1
)
= 0; (5)
Q (Cv, v) > 0 if v 6= 0, (6)
where C is the Weil operator given by
Cv =
(√−1)2k−n v
for v ∈ F k ∩ F n−k.
Let (X,L) be a polarized manifold with dimCX = n, which means thatX
is a projective manifold and L is an ample line bundle onX . For simplicity we
use the same notation L to denote the first Chern class of L which acts on the
cohomology groups by wedge product. Then the n-th primitive cohomology
groups Hnpr(X,C) of X is defined by
Hnpr(X,C) = ker{L : Hn(X,C)→ Hn+2(X,C)}.
Let Φ : S → D/Γ be the period map from geometry. More precisely we
have an algebraic family
f : X→ S
of polarized algebraic manifolds over a quasi-projective manifold S, such that
for any q ∈ S, the point Φ(q), modulo certain action of the monodromy group
Γ, represents the Hodge structure of the n-th primitive cohomology group
Hnpr(Xq,C) of the fiber Xq = f
−1(q). Here H ≃ Hnpr(Xq,C) for any q ∈ S.
Recall that the monodromy group Γ, or global monodromy group, is the
image of the representation of pi1(S) in Aut(HZ, Q), the group of automor-
phisms of HZ preserving Q.
By taking a finite index torsion-free subgroup of Γ, we can assume that Γ
is torsion-free, therefore D/Γ is smooth. This way we can just proceed on a
finite cover of S without loss of generality. We refer the reader to the proof
of Lemma IV-A, pages 705 – 706 in [38] for such standard construction.
Since period map is locally liftable, we can lift the period map to Φ˜ :
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T → D by taking the universal cover T of S such that the diagram
T Φ˜ //
pi

D
pi

S
Φ // D/Γ
(7)
is commutative.
Now we fix a point p in T and its image o = Φ˜(p) as the reference points
or base points, and denote the Hodge decomposition corresponding to the
point o = Φ˜(p) as
Hnpr(Xp,C) = H
n,0
p ⊕Hn−1,1p ⊕ · · · ⊕H1,n−1p ⊕H0,np ,
where H i,n−ip = H
i,n−i
pr (Xp) for 0 ≤ i ≤ n, and the Hodge filtration by
Hnpr(Xp,C) = F
0
p ⊃ F 1p ⊃ · · · ⊃ F np
with F ip = H
n,0
p ⊕ · · · ⊕H i,n−ip for 0 ≤ i ≤ n.
Let us introduce the notion of adapted basis for the given Hodge decom-
position or Hodge filtration. We call a basis
ξ =
{
ξ0, · · · , ξfn−1, ξfn, · · · , ξfn−1−1 · · · , ξfk+1, · · · , ξfk−1, · · · , ξf1 , · · · , ξf0−1
}
of Hnpr(Xp,C) an adapted basis for the given Hodge decomposition if it sat-
isfies
Hk,n−kp = SpanC
{
ξfk+1, · · · , ξfk−1
}
.
We call a basis
ζ =
{
ζ0, · · · , ζfn−1, ζfn, · · · , ζfn−1−1 · · · , ζfk+1, · · · , ζfk−1, · · · , ζf1, · · · , ζf0−1
}
of Hnpr(Xp,C) an adapted basis for the given filtration if it satisfies F
k
p =
SpanC{ζ0, · · · , ζfk−1}. For convenience, we set fn+1 = 0 and m = f 0.
The blocks of anm×m matrix T are set as follows. For each 0 ≤ α, β ≤ n,
the (α, β)-th block T α,β denotes
T α,β = (Tij)f−α+n+1≤i≤f−α+n−1, f−β+n+1≤j≤f−β+n−1 , (8)
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where Tij are the entries of the matrix T . In particular, T = [T
α,β]0≤α,β≤n is
called a block lower triangular matrix if T α,β = 0 whenever α < β.
Let HF = H
n
pr(X,F), where F can be chosen as Z, R, C. Then H = HC
under this notation. We define the complex Lie group
GC = {g ∈ GL(HC)| Q(gu, gv) = Q(u, v) for all u, v ∈ HC},
and the real one
GR = {g ∈ GL(HR)| Q(gu, gv) = Q(u, v) for all u, v ∈ HR}.
We also have
GZ = Aut(HZ, Q) = {g ∈ GL(HZ)| Q(gu, gv) = Q(u, v) for all u, v ∈ HZ}.
Griffiths in [9] showed that GC acts on Dˇ transitively, so does GR on D.
The stabilizer of GC on Dˇ at the base point o is
B = {g ∈ GC|gF kp = F kp , 0 ≤ k ≤ n},
and the one of GR on D is V = B ∩GR. Thus we can realize Dˇ, D as
Dˇ = GC/B, and D = GR/V
so that Dˇ is an algebraic manifold and D ⊆ Dˇ is an open complex submani-
fold.
The Lie algebra g of the complex Lie group GC is
g = {X ∈ End(HC)| Q(Xu, v) +Q(u,Xv) = 0, for all u, v ∈ HC},
and the real subalgebra
g0 = {X ∈ g| XHR ⊆ HR}
is the Lie algebra of GR. Note that g is a simple complex Lie algebra and
contains g0 as a real form, i.e. g = g0 ⊕
√−1g0.
On the linear space Hom(HC, HC) we can give a Hodge structure of weight
zero by
g =
⊕
k∈Z
gk,−k with gk,−k = {X ∈ g| XHr,n−rp ⊆ Hr+k,n−r−kp , ∀r}.
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By the definition of B, the Lie algebra b of B has the form b =
⊕
k≥0 g
k,−k.
Then the Lie algebra v0 of V is
v0 = g0 ∩ b = g0 ∩ b ∩ b = g0 ∩ g0,0.
With the above isomorphisms, the holomorphic tangent space of Dˇ at the
base point is naturally isomorphic to g/b.
Let us consider the nilpotent Lie subalgebra n+ := ⊕k≥1g−k,k. Then one
gets the isomorphism g/b ∼= n+. We denote the corresponding unipotent Lie
group to be
N+ = exp(n+).
As Ad(g)(gk,−k) is in
⊕
i≥k g
i,−i for each g ∈ B, the subspace b⊕g−1,1/b ⊆
g/b defines an Ad(B)-invariant subspace. By left translation via GC, b ⊕
g−1,1/b gives rise to a GC-invariant holomorphic subbundle of the holomor-
phic tangent bundle. It will be denoted by T1,0h Dˇ, and will be referred to as
the horizontal tangent subbundle. One can check that this construction does
not depend on the choice of the base point.
The horizontal tangent subbundle, restricted to D, determines a subbun-
dle T1,0h D of the holomorphic tangent bundle T
1,0D of D. The GC-invariance
of T1,0h Dˇ implies the GR-invariance of T
1,0
h D. Note that the horizontal tan-
gent subbundle T1,0h D can also be constructed as the associated bundle of
the principle bundle V → GR → D with the adjoint representation of V on
the space b⊕ g−1,1/b.
Let F k, 0 ≤ k ≤ n be the Hodge bundles on D with fibers F ks = F ks for
any s ∈ D. As another interpretation of the horizontal bundle in terms of
the Hodge bundles F k → Dˇ, 0 ≤ k ≤ n, one has
T1,0h Dˇ ≃ T1,0Dˇ ∩
n⊕
k=1
Hom(F k/F k+1,F k−1/F k). (9)
As in [33], a holomorphic map Ψ : M → Dˇ of a complex manifold M
into Dˇ is called horizontal, if the tangent map dΨ : T1,0M → T1,0Dˇ takes
values in T1,0h Dˇ. The period map Φ˜ : T → D is horizontal due to Griffiths
transversality. See [10] for more details.
Remark 1.1. We remark that the elements in N+ can be realized as nonsingu-
lar block lower triangular matrices with identity blocks in the diagonal; the
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elements in B can be realized as nonsingular block upper triangular matrices.
If c, c′ ∈ N+ such that cB = c′B in Dˇ, then
c′−1c ∈ N+ ∩B = {I},
i.e. c = c′. This means that the matrix representation in N+ of the unipotent
orbit N+(o) is unique. Therefore with the fixed base point o ∈ Dˇ, we can
identify N+ with its unipotent orbit N+(o) in Dˇ by identifying an element
c ∈ N+ with [c] = cB in Dˇ. Therefore our notation N+ ⊆ Dˇ is meaningful.
In particular, when the base point o is in D, we have N+ ∩D ⊆ D.
Now we define
Tˇ = Φ˜−1(N+ ∩D).
We first prove that T \Tˇ is an analytic subvariety of T with codimC(T \Tˇ ) ≥
1.
Lemma 1.2. Let p ∈ T be the base point with Φ˜(p) = {F np ⊆ F n−1p ⊆ · · · ⊆
F 0p }. Let q ∈ T be any point with Φ˜(q) = {F nq ⊆ F n−1q ⊆ · · · ⊆ F 0q }, then
Φ˜(q) ∈ N+ if and only if F kq is isomorphic to F kp for all 0 ≤ k ≤ n.
Proof. For any q ∈ T , we choose an arbitrary adapted basis {ζ0, · · · , ζm−1}
for the given Hodge filtration {F nq ⊆ F n−1q ⊆ · · · ⊆ F 0q }. We fix {η0, · · · , ηm−1}
as the adapted basis for the Hodge filtration {F np ⊆ F n−1p ⊆ · · · ⊆ F 0p } at
the base point p. Let [Ai,j(q)]0≤i,j≤n be the transition matrix between the
basis {η0, · · · , ηm−1} and {ζ0, · · · , ζm−1} for the same vector space HC, where
Ai,j(q) are the corresponding blocks. Then
Φ˜(q) ∈ N+ = N+B/B ⊆ Dˇ
if and only if its matrix representation [Ai,j(q)]0≤i,j≤n can be decomposed
as L(q) · U(q), where L(q) is a nonsingular block lower triangular matrix
with identities in the diagonal blocks, and U(q) is a nonsingular block upper
triangular matrix.
By basic linear algebra, we know that [Ai,j(q)] has such decomposition if
and only if det[Ai,j(q)]0≤i,j≤k 6= 0 for any 0 ≤ k ≤ n. In particular, we know
that [A(q)i,j]0≤i,j≤k is the transition map between the bases of F
k
p and F
k
q .
Therefore, det([A(q)i,j]0≤i,j≤k) 6= 0 if and only if F kq is isomorphic to F kp .
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Proposition 1.3. The subset Tˇ is an open complex submanifold in T , and
T \Tˇ is an analytic subvariety of T with codimC(T \Tˇ ) ≥ 1.
Proof. From Lemma 1.2, one can see that Dˇ \ N+ ⊆ Dˇ is defined as an
analytic subvariety by the equations
{q ∈ Dˇ : det((Ai,j(q))0≤i,j≤k) = 0 for some 0 ≤ k ≤ n}.
Therefore N+ is dense in Dˇ, and that Dˇ \N+ is an analytic subvariety, which
is closed in Dˇ and with codimC(Dˇ\N+) ≥ 1.
We consider the period map Φ˜ : T → Dˇ as a holomorphic map to Dˇ,
then
T \ Tˇ = Φ˜−1(Dˇ \N+)
is the preimage of Dˇ \ N+ of the holomorphic map Φ˜. Therefore T \ Tˇ is
also an analytic subvariety and a closed set in T . Because T is smooth and
connected, T is irreducible. If dimC(T \ Tˇ ) = dimC T , then T \ Tˇ = T
and Tˇ = ∅, but this contradicts to the fact that the reference point p is
in Tˇ . Thus we conclude that dimC(T \ Tˇ ) < dimC T , and consequently
codimC(T \Tˇ ) ≥ 1.
We come back to the setup in [12]. Since S is quasi-projective, by Hiron-
aka’s resolution of singularity theorem, S admits a compactification S such
that S is a compact smooth algebraic variety, and S \ S is a divisor with
simple normal crossings. Let S ′ ⊇ S be the subset of S to which the period
map Φ : S → D/Γ extends continuously and let Φ′ : S ′ → D/Γ be the
extended map. Then one has the commutative diagram
S
Φ

i // S ′
Φ′ // D/Γ.
with i : S → S ′ the inclusion map.
Lemma 1.4. S ′ is an open complex submanifold of S and the complex codi-
mension of S \ S ′ is at least one.
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Proof. As a standard procedure, after going to a finite cover we may assume
the monodromy group Γ is torsion-free, as given in Lemma IV-A in [38]. We
will give two proofs of the lemma.
First we can use Theorem 9.6 of Griffiths in [11], see also Corollary 13.4.6
in [2], to get the Zariski open submanifold S ′′ of S, where S ′′ contains all
points of finite monodromy in S, and hence of trivial monodromy in S, since
Γ is torsion-free. Then the extended period map
Φ′′ : S ′′ → D/Γ
is a proper holomorphic map.
Indeed, as proved in Theorem 3.1 of [41], which follows directly from
Propositions 9.10 and 9.11 of [11], S\S ′′ consists of those components of
the simple normal crossing divisors in S\S around which the orders of the
monodromy are infinite, therefore S ′′ is a Zariski open submanifold in S. For
a more detailed discussion about this, see also pages 705 – 706 in [38]. Since
S ′′ is Zariski open in S, we only need to prove that S ′ = S ′′.
In fact, by the definition of S ′, we see that S ′′ ⊆ S ′. Conversely, for any
point q ∈ S ′ with image u = Φ′(q) ∈ D/Γ, we can choose the points qk ∈ S,
k = 1, 2, · · · such that qk −→ q with images uk = Φ(qk) −→ u as k −→ ∞.
Since Φ′′ : S ′′ → D/Γ is proper, the sequence
{qk}∞k=1 ⊂ (Φ′′)−1({uk}∞k=1)
has a limit point q in S ′′, therefore q ∈ S ′′ and S ′ ⊆ S ′′. From this we see
that S ′ = S ′′ is an open complex submanifold of S with codimC(S \ S ′) ≥ 1.
For the second proof, note that S is smooth and S ⊆ S is Zariski open, we
only need to show that S ′ is open in S. To prove this we use the compactifi-
cation space D/Γ. There are several natural notions of the compactification
space D/Γ, see [20], or the exposition by Griffiths in [7], or discussions in
[6, Page 2], [6, Page 29, 30], in which it is proved that the period map has
continuous, even holomorphic extension. We can choose any one of them
together with the continuous extension of the period map as
Φ : S → D/Γ.
By the definition of S ′, S ′ = Φ
−1
(D/Γ). Since D/Γ is open and dense in
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the compacification D/Γ, S ′ is therefore an open and dense submanifold of
S.
Note that, since Γ is torsion-free, the extended period map
Φ′ : S ′ → D/Γ
is still locally liftable. Let T ′ be the universal cover of S ′ with the covering
map pi′ : T ′ → S ′. We then have the following commutative diagram
T iT //
pi

T ′
pi′

Φ˜′ // D
piD

S
i // S ′
Φ′ //D/Γ,
(10)
where iT is the lifting of i ◦ pi with respect to the covering map pi′ : T ′ → S ′
and Φ˜′ is the lifting of Φ′◦pi′ with respect to the covering map piD : D → D/Γ.
Then Φ˜′ is continuous. There are different choices of iT and Φ˜
′, but Lemma
A.1 in the Appendix shows that we can choose iT and Φ˜
′ such that
Φ˜ = Φ˜′ ◦ iT .
Let T0 ⊆ T ′ be defined by T0 = iT (T ), then we have the following lemma.
Lemma 1.5. T0 = pi′−1(S), and iT : T → T0 is a covering map.
Proof. The proof is an elementary argument in basic topology. First, from
diagram (10), we see that
pi′(T0) = pi′(iT (T )) = i(pi(T )) = S,
hence T0 ⊆ pi′−1(S).
Conversely, for any q ∈ pi′−1(S), we need to prove that q ∈ T0. Let
p = pi′(q) ∈ S. If there exists r ∈ pi−1(p) such that iT (r) = q, then we are
done. Otherwise, we can draw a curve γ from iT (r) to q for some r ∈ pi−1(p),
as T ′ is connected and thus path connected. Then we get a circle β = pi′(γ)
in S ′. But Lemma A.2 in the Appendix implies that we can choose the circle
β contained in S. Note that p ∈ β.
14
Since pi : T → S is covering map, we can lift β to a unique curve γ˜
from r to some r′ ∈ pi−1(p). Notice that both γ and iT (γ˜) map to β via the
the covering map pi′ : T ′ → S ′, that is, both γ and iT (γ˜) are the lifts of β
starting from the same point iT (r). By the uniqueness of homotopy lifting,
iT (r
′) = q, i.e. q ∈ iT (T ) = T0.
To show that iT is a covering map, note that for any small enough open
neighborhood U in T0, the restricted map
pi′|U : U → V = pi′(U) ⊂ S
is biholomorphic, and there exists a disjoint union ∪iVi of open subsets in T
such that ∪iVi = (pi)−1(V ) and pi|Vi : Vi → V is biholomorphic. Then from
the commutativity of diagram (10), we have that
∪iVi = (iT )−1(U)
and iT |Vi : Vi → U is biholomorphic. Therefore iT : T → T0 is a covering
map.
We remark that as the lifts of holomorphic maps i and Φ′ to the corre-
sponding universal covers, both iT and Φ˜
′ are holomorphic maps. This fact
can also be directly proved by using Theorem 9.6 in [11] and the Riemann
extension theorem.
Actually we have proved that iT is a covering map of complex mani-
folds, so it is holomorphic. Lemma 1.5 implies that T0 is an open complex
submanifold of T ′ and codimC(T ′\T0) ≥ 1. Since Φ˜ = Φ˜′◦iT is holomorphic,
Φ˜′0 = Φ˜
′|T0 : T0 → D
is also holomorphic. Since Φ˜′0 has a continuous extension Φ˜
′, we can apply
the Riemann extension theorem for which we only need to show that T ′ \ T0
is an analytic subvariety of T ′. In fact, since S \S is a union of simple normal
crossing divisors, from Lemma 1.4, we see that the subset S ′ \ S consists of
those divisors in S ′ around which the monodromy group is trivial. Therefore
S ′ \ S is an analytic subvariety of S ′.
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On the other hand, from Lemma 1.5, we know that T ′ \ T0 is the inverse
image of S ′ \ S under the covering map pi′ : T ′ → S ′, and this implies that
T ′ \ T0 is an analytic subvariety of T ′.
Note that the fact that S ′ \ S, therefore T ′ \ T0, is analytic subvariety is
contained in Theorem 9.6 in [11]. We refer the readers to page 156 of [11]
for other related discussions.
Lemma 1.6. The extended holomorphic map Φ˜′ : T ′ → D satisfies the
Griffiths transversality.
Proof. Let T1,0h D be the horizontal subbundle. Since Φ˜
′ : T ′ → D is a
holomorphic map, the tangent map
dΦ˜′ : T1,0T ′ → T1,0D
is continuous. We only need to show that the image of dΦ˜′ is contained in
the horizontal tangent bundle T1,0h D.
Since T1,0h D is closed in T
1,0D, the set (dΦ˜′)−1(T1,0h D) is closed in T
1,0T ′.
But Φ˜′|T0 satisfies the Griffiths transversality, i.e. (dΦ˜′)−1(T1,0h D) contains
T1,0T0, which is open in T1,0T ′. Hence (dΦ˜′)−1(T1,0h D) contains the closure
of T1,0T0, which is T1,0T ′.
Finally we remark that from the result in page 171 of the book of Grauert-
Remmert [5], we know that as analytic varieties, S, S ′, T , T ′ and Tˇ are all
irreducible.
2 Period domains and Lie algebras
In this section, we describe the structure of the Lie algebra g by using root
system. Lemma 2.3 about existence of strongly orthogonal noncompact posi-
tive roots is particularly important to our proof of Theorem 3.1. Most results
in this section are from [14] and [33] to which the reader can refer for detailed
proofs.
Now we define the Weil operator θ : g→ g by
θ(X) = (−1)kX, for X ∈ gk,−k.
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Then θ is an involutive automorphism of g, and defined over R. Let k and p
be the (+1) and (−1) eigenspaces of θ respectively. Considering the types,
we have
k = ⊕k even gk,−k, p = ⊕k odd gk,−k.
Set
k0 = k ∩ g0, p0 = p ∩ g0.
Then we have the decompositions
g = k⊕ p, g0 = k0 ⊕ p0
with the property that
[k, k] ⊆ k, [p, p] ⊆ k, [k, p] ⊆ p.
Let gc = k0 ⊕
√−1p0. Then gc is also a real form of g. Let us denote
the complex conjugation of g with respect to the real form gc by τc, and the
complex conjugation of g with respect to the real form g0 by τ0.
Recall that on the complex linear space HC we can define an Hermitian
inner product (·, ·) induced by the Poincare´ bilinear form Q as
(u, v) = Q(Cu, v) u, v ∈ HC, (11)
where C is the Weil operator onHC defined over R. Thus C can be considered
as an element in GR, whose adjoint action on g is just θ. For any Z =
X +
√−1Y ∈ gc, where X ∈ k0 and Y ∈ p0, one can easily check that
(Z · u, v) = −(u, Z · v), ∀ u, v ∈ HC. (12)
Hence gc is the intersection of g with the algebra of all skew Hermitian
transforms with respect to the Hermitian inner product (·, ·). As described
by Schmid in [33], one has the following result,
• gc is a compact real form of g, and the Killing form B
B(X, Y ) = Trace(adX ◦ adY ), X, Y ∈ g
restricts to a negative definite bilinear form B|gc on gc. Moreover, one
has an Hermitian inner product −B(θ ·, ·) on g, making g an Hermitian
complex linear space.
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Following this result, we have that g0 = k0⊕ p0 is the Cartan decomposition.
Now we define the Lie subgroup Gc ⊆ GC as a connected subgroup corre-
sponding to gc ⊆ g. Then (12) implies that the elements in Gc preserve the
Hermitian inner product (·, ·), i.e. Gc is contained in the unitary subgroup
of GC. As noted by Schmid, a compact real form in a connected complex
semisimple Lie group is always connected and is its own normalizer, which
implies that Gc is the unitary subgroup of GC, and hence compact.
The intersection
K = Gc ∩GR
is a compact subgroup of GR with Lie algebra gc ∩ g0 = k0. The following
statements are in pages 278 – 279 of [33],
• K is a maximal compact subgroup of GR and it meets every connected
component of GR.
• Gc ∩ B = V , which implies V ⊆ K and their Lie algebras v0 ⊆ k0.
In [14], Griffiths and Schmid observed the following result,
• There exists a Cartan subalgebra h0 of g0 such that h0 ⊆ v0 ⊆ k0 and
h0 is also a Cartan subalgebra of k0;
Denote h to be the complexification of h0. Then h is a Cartan subalgebra
of g such that h ⊆ v ⊆ k.
Now we review the root systems we need. Write h∗0 = Hom(h0,R) and
h∗
R
=
√−1h∗0. Then h∗R can be identified with hR :=
√−1h0 by the restricted
Killing form B|hR on hR. Let ρ ∈ h∗R ≃ hR, one can define the following
subspace of g,
gρ = {x ∈ g : [h, x] = ρ(h)x for all h ∈ h}.
An element ϕ ∈ h∗
R
≃ hR is called a root of g with respect to h, or h-root, if
gϕ 6= {0}.
Let ∆ ⊆ h∗
R
≃ hR denote the space of nonzero h-roots. Then each root
space gϕ with respect to some ϕ ∈ ∆ is one-dimensional over C, generated
by a root vector eϕ.
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Since the involution θ is a Lie algebra automorphism fixing k, we have
that for any h ∈ h and ϕ ∈ ∆,
θ([h, θ(eϕ)]) = [h, eϕ]
and hence
[h, θ(eϕ)] = θ([h, eϕ]) = ϕ(h)θ(eϕ).
Thus θ(eϕ) is also a root vector belonging to the root ϕ, so eϕ must be an
eigenvector of θ. It follows that there is a decomposition of the roots ∆ into
the union ∆k ∪∆p of compact roots and non-compact roots with root spaces
Ceϕ ⊆ k and p respectively.
The adjoint representation of h on g determins a decomposition
g = h⊕
∑
ϕ∈∆
gϕ.
Although stated in a general version, the results of Chapter III of [16],
Theorem 6.3, Theorem 7.1, Theorem 7.2 and Corollary 7.3, can be applied
to get the following properties.
Proposition 2.1. There exist a basis {hi : 1 ≤ i ≤ l} of hR and a Weyl
basis {eϕ : ϕ ∈ ∆} such that
τc(hi) = τ0(hi) = −hi, for any 1 ≤ i ≤ l;
τc(eϕ) = τ0(eϕ) = −e−ϕ, for any ϕ ∈ ∆k; (13)
τ0(eϕ) = −τc(eϕ) = e−ϕ, for any ϕ ∈ ∆p,
and
k0 = h0 +
∑
ϕ∈∆k
R(eϕ − e−ϕ) +
∑
ϕ∈∆k
R
√−1(eϕ + e−ϕ); (14)
p0 =
∑
ϕ∈∆p
R(eϕ + e−ϕ) +
∑
ϕ∈∆p
R
√−1(eϕ − e−ϕ). (15)
We also have the following simple observation.
Lemma 2.2. Let ∆ be the set of h-roots as above. Then for each root ϕ ∈ ∆,
there is an integer −n ≤ k ≤ n such that eϕ ∈ gk,−k. In particular, if
eϕ ∈ gk,−k, then e−ϕ = ±τ0(eϕ) ∈ g−k,k for any −n ≤ k ≤ n.
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Proof. Let ϕ be a root, and eϕ be the generator of the root space g
ϕ, then
eϕ =
∑n
k=−n e
−k,k, where e−k,k ∈ g−k,k. Because h ⊆ v ⊆ g0,0, the Lie bracket
[h, e−k,k] ∈ g−k,k for each k. Then the condition [h, eϕ] = ϕ(h)eϕ implies that
n∑
k=−n
[h, e−k,k] =
n∑
k=−n
ϕ(h)e−k,k for each h ∈ h.
By comparing the type, we get
[h, e−k,k] = ϕ(h)e−k,k for each h ∈ h.
Therefore e−k,k ∈ gϕ for each k. As {e−k,k}nk=−n forms a linear independent
set, andgϕ is one dimensional, thus there is only one k with −n ≤ k ≤ n and
e−k,k 6= 0.
After introducing the lexicographic order (cf. page 41 in [42] or page 416
in [39]) in the real vector space hR, we have the notion of positive roots, and
can define
∆+ = {ϕ > 0 : ϕ ∈ ∆}; ∆+p = ∆+ ∩∆p; ∆+k = ∆+ ∩∆k.
Recall that two different roots ϕ, ψ ∈ ∆ are said to be strongly orthogonal
if and only if
ϕ± ψ /∈ ∆ ∪ {0},
which is denoted by ϕ ⊥ ψ. With the lexicographic order one can prove the
following well-known result. See page 91 of [29], or pages 141 – 143 of [42]
for the proof of (1), and page 247 of [16] for the proof of (2).
Lemma 2.3. (1) There exists a set of strongly orthogonal noncompact posi-
tive roots Λ = {ϕ1, · · · , ϕr} ⊆ ∆+p such that
A0 =
r∑
i=1
R (eϕi + e−ϕi)
is a maximal abelian subspace in p0.
(2) Let A′0 be an arbitrary maximal abelian subspaces of p0, then there
exists an element k ∈ K such that Ad(k) · A0 = A′0. Moreover, we have
p0 =
⋃
k∈K
Ad(k) · A0,
where Ad denotes the adjoint action of K on A0.
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3 Boundedness of the period map
In previous two sections, we have discussed the basic properties of the period
domains and period maps from Lie group and Lie algebra point of views. In
particular, we have introduced Tˇ which is Zariski open in T . In this section,
we will prove the boundedness of the image of the restricted period map
Φ˜|Tˇ : Tˇ → N+ ∩D
in N+ by using the geometric structures of the period domain and period
map as discussed in the previous sections.
Recall that we have fixed the base points p ∈ T and
o = Φ˜(p) ∈ D.
Then the unipotent Lie group N+ can be viewed as a subset in Dˇ by identi-
fying it to its orbit N+(o) in Dˇ. At the base point Φ˜(p) = o ∈ N+ ∩D, the
tangent spaces satisfy
T1,0o N+ = T
1,0
o D ≃ n+,
and the exponential map
exp : n+ → N+
is an isomorphism. There is a natural homogeneous metric on D induced
from the Killing form as studied in [14], which we will call the Hodge metric.
The Hodge metric on T1,0o D induces an Euclidean metric on n+, as well as
on N+ so that exp : n+ → N+ is an isometry.
Also recall that we have defined
Tˇ = Φ˜−1(N+ ∩D)
and have shown that T \Tˇ is an analytic subvariety of T with codimC(T \Tˇ ) ≥
1. We will prove that the image of
Φ˜ : Tˇ → N+ ∩D
is bounded in N+ with respect to the Euclidean metric on N+.
Let
p+ = p/(p ∩ b) = p ∩ n+ ⊆ n+
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denote a subspace of T1,0o D ≃ n+. Clearly p+ can be viewed as an Euclidean
subspace of n+. Similarly exp(p+) can be viewed as an Euclidean subspace
of N+ with the induced metric from N+. Define the projection map
P+ : N+ ∩D → exp(p+) ∩D
by
P+ = exp ◦ p+ ◦ exp−1 (16)
where exp−1 : N+ → n+ is the inverse of the isometry exp : n+ → N+, and
p+ : n+ → p+ is the projection map from the complex Euclidean space n+
to its Euclidean subspace p+.
The restricted period map Φ˜ : Tˇ → N+∩D, composed with the projection
map P+, gives a holomorphic map, Φ˜+ = P+ ◦ Φ˜|Tˇ ,
Φ˜+ : Tˇ → exp(p+) ∩D. (17)
The following lemma actually proves that exp(p+) ∩D is a bounded set
in the complex Euclidean space exp(p+).
Lemma 3.1. The image of the holomorphic map Φ˜+ : Tˇ → exp(p+) ∩D is
bounded in exp(p+) with respect to the Euclidean metric on exp(p+) ⊆ N+.
Proof. We need to show that there exists 0 ≤ C <∞ such that for any q ∈ Tˇ ,
dE(Φ˜+(p), Φ˜+(q)) ≤ C, where dE is the Euclidean distance on exp(p+).
By the definition of exp(p+), for any t ∈ exp(p+) there is a unique Y ∈ p+
such that exp(Y ) · o = t, where o = P+(o) is the base point in exp(p+) ∩D,
and exp(Y ) · o denotes the left translation of the base point o by exp(Y ).
Similarly, for any s ∈ exp(p+) ∩ D, there also exists an X ∈ p0 such that
exp(X) · o = s.
Next we analyze the point exp(X) · o considered as a point in exp(p+)
by using the method of Harish-Chandra’s proof of his famous embedding
theorem for Hermitian symmetric spaces. See pages 94 – 97 in [29].
Since X ∈ p0, by Lemma 2.3, there exists k ∈ K such thatX ∈ Ad(k)·A0.
As the adjoint action of K on p0 is unitary action and we are considering
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the length in this proof, we may simply assume that X ∈ A0 up to a unitary
transformation.
Let Λ = {ϕ1, · · · , ϕr} ⊆ ∆+p be a set of strongly orthogonal roots given
in Lemma 2.3. We denote xϕi = eϕi + e−ϕi and yϕi =
√−1(eϕi − e−ϕi) for
any ϕi ∈ Λ. Then
A0 = Rxϕ
1
⊕ · · · ⊕ Rxϕr , and Ac = Ryϕ1 ⊕ · · · ⊕ Ryϕr ,
are maximal abelian spaces in p0 and
√−1p0 respectively. For any X ∈ A0
there exists λi ∈ R for 1 ≤ i ≤ r such that
X = λ1xϕ1 + λ2xϕ2 + · · ·+ λrxϕr .
Since A0 is commutative, we have
exp(tX) =
r∏
i=1
exp(tλixϕi).
Now for each ϕi ∈ Λ, we have SpanC{eϕi, e−ϕi, hϕi} ≃ sl2(C) with
hϕi 7→
[
1 0
0 −1
]
, eϕi 7→
[
0 1
0 0
]
, e−ϕi 7→
[
0 0
1 0
]
;
and SpanR{xϕi , yϕi,
√−1hϕi} ≃ sl2(R) with
√−1hϕi 7→
[ √−1 0
0 −√−1
]
, xϕi 7→
[
0 1
1 0
]
, yϕi 7→
[
0
√−1
−√−1 0
]
.
Since Λ = {ϕ1, · · · , ϕr} is a set of strongly orthogonal roots, we have that
gC(Λ) = SpanC{eϕi , e−ϕi, hϕi}ri=1 ≃ (sl2(C))r,
and gR(Λ) = SpanR{xϕi , yϕi,
√−1hϕi}ri=1 ≃ (sl2(R))r.
In fact, we know that for any ϕ, ψ ∈ Λ with ϕ 6= ψ, [e±ϕ, e±ψ] = 0 since ϕ is
strongly orthogonal to ψ; [hϕ, hψ] = 0, since h is abelian; and
[hϕ, e±ψ] = [[eϕ, e−ϕ], e±ψ] = −[[e−ϕ, e±ψ], eϕ]− [[e±ψ, eϕ], e−ϕ] = 0.
Then we denote
GC(Λ) = exp(gC(Λ)) ≃ (SL2(C))r
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and
GR(Λ) = exp(gR(Λ)) = (SL2(R))
r,
which are subgroups of GC and GR respectively. With the fixed reference
point o = Φ˜(p), we denote D(Λ) = GR(Λ)(o) and S(Λ) = GC(Λ)(o) to be the
corresponding orbits of these two subgroups, respectively. Then we have the
following isomorphisms,
D(Λ) = GR(Λ) · B/B ≃ GR(Λ)/GR(Λ) ∩ V, (18)
S(Λ) ∩ (N+B/B) = (GC(Λ) ∩N+) · B/B ≃ GC(Λ) ∩N+. (19)
With the above notations, we will show that
(i) D(Λ) ⊆ S(Λ) ∩ (N+B/B) ⊆ Dˇ;
(ii) D(Λ) is bounded inside S(Λ) ∩ (N+B/B).
By Lemma 2.2, we know that for each pair of roots {eϕi , e−ϕi}, there exists
a positive integer k such that either eϕi ∈ g−k,k ⊆ n+ and e−ϕi ∈ gk,−k, or
eϕi ∈ gk,−k and e−ϕi ∈ g−k,k ⊆ n+. For simplicity of notations, given each pair
of root vectors {eϕi , e−ϕi}, we may assume the one in g−k,k ⊆ n+ to be eϕi and
denote the one in gk,−k by e−ϕi . In this way, one can check that {ϕ1, · · · , ϕr}
may not be a set in ∆+p , but it is a set of strongly orthogonal roots in ∆p.
In this case, for any two different vectors eϕi, eϕj in {eϕ1, eϕ2 , · · · , eϕr}, the
Hermitian inner product
−B(θ(eϕi), eϕj) = −B(−eϕi , e−ϕj)
= B(1/2[hϕi, eϕi ], e−ϕj)
= −B(1/2eϕi , [hϕi, e−ϕj ]) = 0.
Hence the basis {eϕ1 , eϕ2 , · · · , eϕr} can be chosen as an orthonormal basis.
Therefore, we have the following description of the above groups,
GR(Λ) = exp(gR(Λ)) = exp(SpanR{xϕ1 , yϕ1,
√−1hϕ1 , · · · , xϕr , yϕr ,
√−1hϕr})
GR(Λ) ∩ V = exp(gR(Λ) ∩ v0) = exp(SpanR{
√−1hϕ1, ·,
√−1hϕr})
GC(Λ) ∩N+ = exp(gC(Λ) ∩ n+) = exp(SpanC{eϕ1 , eϕ2 , · · · , eϕr}).
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Thus by the isomorphisms in (18) and (19), we have
D(Λ) ≃
r∏
i=1
exp(SpanR{xϕi , yϕi,
√−1hϕi})/ exp(SpanR{
√−1hϕi},
S(Λ) ∩ (N+B/B) ≃
r∏
i=1
exp(SpanC{eϕi}).
Let us denote
GC(ϕi) = exp(SpanC{eϕi , e−ϕi, hϕi) ≃ SL2(C),
S(ϕi) = GC(ϕi)(o), and
GR(ϕi) = exp(SpanR{xϕi , yϕi,
√−1hϕi}) ≃ SL2(R),
D(ϕi) = GR(ϕi)(o).
Now each point in S(ϕi) ∩ (N+B/B) can be represented by
exp(zeϕi) =
[
1 z
0 1
]
for some z ∈ C.
Thus S(ϕi)∩ (N+B/B) ≃ C. In order to see D(ϕi) in GC/B, we decompose
each point in D(ϕi) as follows. Let z = a+ bi for some a, b ∈ R, then
exp(axϕi + byϕi) =
[
cosh |z| z
|z|
sinh |z|
z
|z|
sinh |z| cosh |z|
]
(20)
=
[
1 z
|z|
tanh |z|
0 1
] [
(cosh |z|)−1 0
0 cosh |z|
]
[
1 0
z
|z|
tanh |z| 1
]
= exp
[
(
z
|z| tanh |z|)eϕi
]
exp [− log(cosh |z|)hϕi]
exp
[
(
z
|z| tanh |z|)e−ϕi
]
≡ exp
[
(
z
|z| tanh |z|)eϕi
]
(modB).
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So elements ofD(ϕi) in GC/B can be represented by exp[(z/|z|)(tanh |z|)eϕi],
i.e. [
1 z
|z|
tanh |z|
0 1
]
,
in which z
|z|
tanh |z| is a point in the unit disc D of the complex plane.
So we have proved that D(ϕi) is a unit disc D in the complex plane
S(ϕi) ∩ (N+B/B) ≃ C. Therefore
D(Λ) ≃ Dr and S(Λ) ∩N+ ≃ Cr.
So we have obtained both (i) and (ii). As a consequence, we get that for any
q ∈ Tˇ , Φ˜+(q) ∈ D(Λ). This implies
dE(Φ˜+(p), Φ˜+(q)) ≤
√
r
where dE is the Eulidean distance on S(Λ) ∩ (N+B/B).
To complete the proof, we only need to show that S(Λ) ∩ (N+B/B) is
totally geodesic in N+B/B. In fact, the tangent space of N+ at the base
point is n+ and the tangent space of S(Λ) ∩ N+B/B at the base point is
SpanC{eϕ1 , eϕ2 , · · · , eϕr}. Since SpanC{eϕ1 , eϕ2, · · · , eϕr} is a Lie subalgebra
of n+, the corresponding orbit S(Λ)∩N+B/B is totally geodesic in N+B/B.
Here recall that the basis {eϕ1 , eϕ2 , · · · , eϕr} is an orthonormal basis.
Now we briefly explain the geometry related to the two projection maps
P+ : N+ ∩D → exp(p+), pi : D → GR/K
which follows from the proof of Lemma 3.1.
If X ∈ A0, i.e. X has the expression
X =
∑
i
ti(eϕi + e−ϕi) =
∑
i
tixϕi ,
then there exists a unique Y ∈ p+ defined by
Y =
∑
i
tanh(ti)eϕi
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such that exp(X)o = exp(Y )o, which follows from equation (20) in the proof
of Lemma 3.1. Recall that eϕi ∈ n+ for each i.
In general, if X ∈ p0, then from Lemma 2.3, there exists k ∈ K such that
X˜ = Ad(k)(X) ∈ A0
with X˜ =
∑
i ti(eϕi + e−ϕi) and
X =
∑
i
ti[Ad(k
−1)(eϕi) + Ad(k
−1)(e−ϕi)].
Now define
Y˜ =
∑
i
tanh(ti)eϕi.
Then by equation (20), we have exp(X˜)(ko) = exp(Y˜ )(ko), of which both
sides are considered as left translations of the base point ko. By translating
back to o, we have
exp(X)o = exp(Y )o,
where Y is given by
Y =
∑
i
tanh(ti)Ad(k
−1)(eϕi).
Now we define a map ι from GR/K ≃ exp(p0) to exp(p+), by mapping
exp(X)o to exp(Y )o with Y ∈ p+ which is defined for each X ∈ p0 uniquely
as above. Hence
ι : GR/K → exp(p+), ι(exp(X)o) = exp(Y )o
is a smooth embedding. Note that in general ι is not holomorphic.
From Lemma 3.1, the image of ι is precisely exp(p+) ∩ D, which is a
bounded domain in the complex Euclidean space exp(p+).
For a more detailed description of the above explicit correspondence from
p0 to p+ in proving the Harish-Chandra embedding theorem, please see
Lemma 7.11 in pages 390 – 391 in [16], pages 94 – 97 of [29], or the dis-
cussion in pages 463 – 466 in [42].
Next, from the definition of Hodge metric on D in [14], we know that
pi : D → GR/K is a Riemannian submersion with the natural homogeneous
metrics on D and GR/K. For more detail about this, see [19].
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Corollary 3.2. The natural projection pi : D → GR/K, when restricted to
the underlying real manifold of exp(p+) ∩D, is given by the diffeomorphism
pi+ : exp(p+) ∩D −→ exp(p0) ≃−→ GR/K,
and the diagram
N+ ∩D pi //
P+

GR/K
exp(p+) ∩D
pi+
88
♣♣♣♣♣♣♣♣♣♣♣
,
(21)
is commutative.
Proof. From the discussion above, one sees that the diffeomorphism from
exp(p+) ∩D to GR/K ≃ exp(p0) is explicitly given by identifying the point
exp(Y )o ∈ exp(p+) ∩D
to the point
exp(X)o ∈ exp(p0),
with the correspondence between X and Y given as above.
On the other hand, since pi : D → GR/K is a Riemannian submersion,
the real geodesic
c(t) = exp(tX)
in exp(p+) ∩ D with X ∈ p0 connecting the based point o and any point
z ∈ exp(p+) ∩D is the horizontal lift of the geodesic pi(c(t)) in GR/K. This
is a basic fact in Riemmanian submersion as given in, for example, Corollary
26.12 in page 339 of [27].
Hence the natural projection pi : D → GR/K maps c(t) isometrically to
pi(c(t)). From this one sees that the projection pi, when restricted to the
underlying real manifold of exp(p+) ∩D, is given by the diffeomorphism
pi+ : exp(p+) ∩D −→ exp(p0) ≃−→ GR/K,
and diagram (21) is commutative.
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Let the projection map
pi : N+ ∩D → GR/K
be the restriction of pi : D → GR/K to N+ ∩ D ⊂ D. From the discussion
above, one sees that the projection map
P+ : N+ ∩D → exp(p+) ∩D
defined before Lemma 3.1 can be considered as the composition of the projec-
tion map pi : N+∩D → GR/K and the embedding ι, such that the following
diagram is commutative
N+ ∩D
pi

P+
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
GR/K
ι // exp(p+) ∩D ⊂ exp(p+).
(22)
Note that the tangent map of P+, which is the composite of the following
maps
n+ → p0 → p+,
maps the holomorphic tangent space n+ ofN+∩D to the holomorphic tangent
space p+ of exp(p+).
From this point of view, the commutativity of diagram (21) is equivalent
to the commutative diagram (22) with
ι = pi−1+ .
Next, for convenience of discussion, we introduce the notion of horizon-
tal slice which is a reformulation of integral submanifolds of the horizontal
distribution induced by the period map on the period domain D.
For any q ∈ T and s = Φ˜(q). By Griffiths transversality we know that
there exists a small open neighborhood U of q ∈ T such that the image of the
tangent map of Φ˜ at any point in U lies in the horizontal subbundle T1,0h D.
If needed, here we can always take U arbitrarily small.
Definition 3.3. We call Φ˜(U) a horizontal slice of the period map Φ˜ passing
through s.
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As proved in Proposition 3 of Chapter 2 in [34], for the period map
Φ˜ : T → D, there is a narrow Whitney stratification T = ∪iTi such that if
Φ˜i = Φ˜|Ti,
the rank of the tangent map dΦ˜i is constant on Ti. Here narrow means that
for any open neighborhood U of any point in T , U = ∪i(Ti ∩ U) induces a
Whitney stratification of U . See Definition 1 in Chapter 2 of [34]. Therefore
when the open neighborhood U of q ∈ T is small, we have
Φ˜(U) = ∪iLi
where each Li = Φ˜(Ti ∩ U) is a smooth complex manifold. We remark that
there are only finitely many Ti’s around q, as T is of finite dimension, and
each Li is an integral submanifold of the horizontal distribution induced by
the period map.
Since the tangent map of the period map Φ˜ is continuous on tangent
spaces, the Whitney conditions are still satisfied for the stratification Φ˜(U) =
∪iLi, i.e. Φ˜(U) = ∪iLi is also a Whitney stratification. See for example, page
36 in [31] about the details related to the Whitney stratifications. In fact
here we can also directly use the Whitney stratification of Φ˜(U) for the proof
of the following Lemma 3.4, while using the Whitney stratification for T
makes the geometric picture of the period map more transparent.
Note that, for the extended period map Φ˜′ : T ′ → D, we still have the
notion of horizontal slices, since the extended period map Φ˜′ still satisfies
Griffiths transversality due to Lemma 1.6.
Let f : D →M be a smooth map from the period domain D to a smooth
manifold M . The map f is said to be locally injective on the horizontal
slices of Φ˜, provided that for any horizontal slice Φ˜(U) through s = Φ˜(q)
with Φ˜(U) = ∪iLi, we can take the open neighborhood U of q ∈ T small
enough such that f is injective on each Li.
Note that, by the Griffiths transversality, we know that at any point
t ∈ Li the corresponding real tangent spaces satisfy
TtLi ⊂ Th,tD ⊂ TtGR/K ≃ p0
where t = pi(t). Here the inclusion Th,tD ⊂ TtGR/K is induced by the
tangent map of pi at t. Therefore the tangent map of pi|Li : Li → GR/K at
t ∈ Li is injective, and pi is injective in a small neighborhood of t in Li.
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In the proof of the following lemma, we will only discuss the horizontal
slices for Φ˜. The proof is the same for Φ˜′.
Lemma 3.4. The projection map pi : D → GR/K is locally injective on
horizontal slices.
Proof. From the above discussion, we see that the lemma is an obvious corol-
lary from the Griffiths transversality, if Φ˜(U) is smooth. The proof for general
case is essentially the same, except that we need to use the Whitney stratifi-
cation of Φ˜(U) and apply the Griffiths transversality on each stratum. This
should be standard in stratified spaces as discussed, for example, in Sec-
tion 3.8 of Chapter 1 in [31]. We give the detailed argument for reader’s
convenience.
Let s = Φ˜(q) ∈ D and U be a small open neighborhood of q. As described
above, we have the Whitney stratification Φ˜(U) = ∪iLi and each Li can be
identified to the image Φ˜(Ti ∩ U) of the stratum Ti.
From Theorem 2.1.2 of [31], we know that the tangent bundle TΦ˜(U) is a
stratified space with a smooth structure, such that the projection TΦ˜(U)→
Φ˜(U) is smooth and a morphism of stratified spaces. For any sequence of
points {sk} in a stratum Li converging to s, the limit of the tangent spaces,
lim
k→∞
TskLi = TsLi
exists by the Whitney conditions, and is defined as the generalized tangent
space at s in page 44 of [4]. Also see the discussion in page 64 of [31]. Denote
s = pi(s). With these notations understood, and by the Griffiths transversal-
ity, we get the following relations for the corresponding real tangent spaces,
TsΦ˜(U) = ∪iTsLi ≃ (dΦ˜)q(TqT ) ⊂ (g−1,1 ⊕ g1,−1) ∩ g0 ⊂ TsGR/K ≃ p0.
This implies that the tangent map of
pi|Φ˜(U) : Φ˜(U)→ GR/K
at s is injective in the sense of stratified space, or equivalently it is injective
on each TsLi considered as generalized tangent space.
Hence we can find a small open neighborhood V of s in D, such that the
restriction of pi to Φ˜(U) ∩ V ,
pi|Φ˜(U)∩V : Φ˜(U) ∩ V → GR/K,
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is an immersion in the sense of stratified spaces, or equivalently injective on
each stratum Li ∩ U . Now we take U in T containing q small enough such
that Φ˜(U) ⊂ V . With such a choice of U , pi is injective on the horizontal slice
Φ˜(U) in the sense of stratified spaces, and hence injective on each stratum
Li.
Lemma 3.5. For any z ∈ Φ˜+(Tˇ ) ⊂ exp(p+) ∩D, we have
P−1+ (z) ∩ Φ˜(Tˇ ) = pi−1(z′) ∩ Φ˜(Tˇ ),
where z′ = pi(z) ∈ GR/K.
Proof. Using the commutative diagram (21) in Corollary 3.2,
N+ ∩D pi //
P+

GR/K
exp(p+) ∩D
pi+
88
♣♣♣♣♣♣♣♣♣♣♣
,
we see that any two points in N+ ∩ D are mapped to the same point in
exp(p+)∩D via P+, if and only if they are are mapped to the same point in
GR/K via pi. Hence for any
z ∈ Φ˜+(Tˇ ) ⊂ exp(p+) ∩D,
the projection map P+ maps the fiber pi
−1(z′) ∩ Φ˜(Tˇ ) onto the point
z ∈ exp(p+) ∩D,
where z′ = pi(z) ∈ GR/K.
Theorem 3.6. The image of the restriction of the period map Φ˜ : Tˇ →
N+ ∩D is bounded in N+ with respect to the Euclidean metric on N+.
Proof. In Lemma 3.1, we already proved that the image of
Φ˜+ = P+ ◦ Φ˜ : Tˇ → exp(p+) ∩D ⊂ exp(p+)
is bounded with respect to the Euclidean metric on exp(p+) ⊆ N+. Now
together with the Griffiths transversality on S ′ and T ′, we will deduce the
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boundedness of the image of Φ˜ : Tˇ → N+ ∩D from the boundedness of the
image of Φ˜+.
Our proof can be divided into two steps. It is an elementary argument
to apply the Griffiths transversality on T ′.
(i) We claim that there are only finite points in (P+|Φ˜(Tˇ ))−1(z), for any
z ∈ Φ˜+(Tˇ ).
Otherwise, by Lemma 3.5, we have {qi}∞i=1 ⊆ Tˇ and
{yi = Φ˜(qi)}∞i=1 ⊆ (P+|Φ˜(Tˇ ))−1(z)
with limiting point y∞ ∈ pi−1(z′) ≃ K/V , since K/V is compact. We project
the points qi to q
′
i ∈ S via the universal covering map pi : T → S. There
must be infinitely many q′i’s. Otherwise, we have a subsequence {qjk} of {qj}
such that pi(qjk) = q
′
i0
for some i0 and
yjk = Φ˜(qjk) = γkΦ˜(qj0) = γkyj0,
where γk ∈ Γ is the monodromy action. Since Γ is discrete, the subsequence
{yjk} is not convergent, which is a contradiction.
Now we project the points qi on S via the universal covering map pi :
T → S and still denote them by qi without confusion. Then after going
to a subsequence if needed, we may assume the sequence {qi}∞i=1 ⊆ S has
a limiting point q∞ in S, where S is the compactification of S with simple
normal crossing compactification divisors. By continuity the period map
Φ : S → D/Γ can be extended over q∞ with
Φ′(q∞) = piD(y∞) ∈ D/Γ,
where piD : D → D/Γ is the projection map. Thus q∞ lies S ′.
Now we can regard the sequence {qi}∞i=1 as a convergent sequence in S ′
with limiting point q∞ ∈ S ′. Let V be a small open neighborhood of q∞
in S ′, and U be an open neighborhood in T ′ such that pi′ : U → V is a
diffeomorphism under the universal covering map pi′ : T ′ → S ′. We can
choose a sequence {q˜i}∞i=1 ⊆ T ′ with limiting point q˜∞ ∈ U such that
pi′(q˜i) = qi,
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q˜i lies in U for i large, and
Φ˜′(q˜i) = yi ∈ D,
for i ≥ 1 and i =∞.
Since the extended period map Φ˜′ : T ′ → D still satisfies the Griffiths
transversality by Lemma 1.6, we can choose a small neighborhood U of q˜∞
such that
Φ˜′(U) = ∪iLi
is a disjoint union of the Whitney stratifications in Lemma 3.4 and pi is
injective on each Li. By passing to a subsequence, we may assume that the
points q˜i for i sufficiently large are mapped into some stratum Li, which is a
contradiction, since the points yi = Φ˜
′(q˜i) all lie in the same fiber pi
−1(z′) ≃
K/V .
Denote P+|Φ˜′(T ′) to be the restricted map
P+|Φ˜′(T ′) : N+ ∩ Φ˜′(T ′)→ exp(p+) ∩D.
In fact, the same argument also proves that there are finite points in
(P+|Φ˜′(T ′))−1(z),
for any z ∈ Φ˜+(Tˇ ). Furthermore, we have the following conclusion.
(ii) The restricted map
P+|Φ˜′(T ′) : N+ ∩ Φ˜′(T ′)→ P+(N+ ∩ Φ˜′(T ′))
is a finite holomorphic map, or equivalently, a finite ramified covering map.
From (i) and the definition of finite map in complex analytic geometry as
given in page 47 of [5], we only need to show that P+|Φ˜′(T ′) is closed. In fact,
we know that Φ′ : S ′ → D/Γ is a proper map, and hence Φ′(S ′) is closed in
D/Γ. So
Φ˜′(T ′) = pi−1D (Φ′(S ′))
is also closed in D, where piD : D → D/Γ is the projection map.
Then any closed subset E of Φ˜′(T ′) is also a closed subset of D. Since
pi : D → GR/K is a proper map, one sees that pi is a closed map, which
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implies that pi(E) is closed in GR/K. Moreover, from the proof of Lemma
3.5, one sees that P+(E) is diffeomorphic to pi(E) through the diffeomorphism
exp(p+) ∩D ≃ p0 ≃ GR/K,
which implies that P+(E) is closed in exp(p+)∩D. Therefore we have proved
that P+|Φ˜′(T ′) is a closed map.
As proved in page 171 of [5], the image of an irreducible complex variety
under holomorphic map is still irreducible. Since T ′ is irreducible, we know
that Φ˜′(T ′) is an irreducible analytic subvariety of Dˇ. The intersection N+∩
Φ˜′(T ′) is equal to Φ˜′(T ′) minus the proper analytic subvariety
Φ˜′(T ′) ∩ (Dˇ \N+).
Hence, from the results in page 171 of the book of Grauert-Remmert [5], we
get that N+ ∩ Φ˜′(T ′) and P+(N+ ∩ Φ˜′(T ′)) are both irreducible.
By the result in page 179 of [5], we deduce that the projection map
P+|Φ˜′(T ′) : N+ ∩ Φ˜′(T ′)→ P+(N+ ∩ Φ˜′(T ′))
is a finite holomorphic map, or equivalently, a finite ramified covering map.
Let r(z) be the cardinality of the fiber (P+|Φ˜′(T ′))−1(z) for any z ∈
P+(N+∩Φ˜′(T ′)). From the result in page 135 in [5], we know that r(z) = r is
constant on P+(N+ ∩ Φ˜′(T ′)) outside the ramified locus which is an analytic
subset. From the above proof of (i), we also know that r is finite. More
precisely we have proved that P+|Φ˜′(T ′) is an r-sheeted ramified covering,
which together with Lemma 3.1, implies that the image Φ˜(Tˇ ) ⊆ N+ ∩D is
bounded.
In early versions of this paper we wrote a more elementary proof of (ii),
which only used the Griffiths transversality and a simple limiting argument
similar to the proof of (i). The new proof we give here is more illuminating,
since it has the advantage of involving more geometric structures of the image
of period map and period domain.
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4 Proof of the Griffiths conjecture
In this section, we prove the Griffiths conjecture by using the boundedness
of the restricted period map Φ˜|Tˇ : Tˇ → N+ ∩D and the Riemann extension
theorem. This is our first main result.
Theorem 4.1. The image of Φ˜ : T → D lies in N+∩D and is bounded with
respect to the Euclidean metric on N+.
Proof. According to Proposition 1.3, T \ Tˇ is an analytic subvariety of T ,
the complex codimension of T \ Tˇ in T is at least one. By Theorem 3.6,
the image of the holomorphic map Φ˜ : Tˇ → N+ ∩D is bounded in N+ with
respect to the Euclidean metric. Thus by the Riemann extension theorem,
there exists a holomorphic map Φ˜T : T → N+, such that
Φ˜T |Tˇ = Φ˜|Tˇ .
Since as holomorphic maps, Φ˜T and Φ˜ agree on the open subset Tˇ , they
must be the same on the entire T . Therefore, the image of Φ˜ is in N+ ∩D,
and the image is bounded with respect to the Euclidean metric on N+. As a
consequence, we also get
T = Tˇ = Φ˜−1(N+ ∩D).
Recall that in the discussion after Lemma 1.5, we have proved T0 = iT (T )
is an analytic subvariety of T ′ with codimC(T ′\T0) ≥ 1. Since Φ˜(T ) = Φ˜0(T0)
where Φ˜′0 = Φ˜
′|T0, one can also get the boundedness of the restricted map
Φ˜′0 : T0 → N+ ∩ D from Theorem 4.1. By applying Riemann extension
theorem, we immediately get the boundedness of the extended period map
Φ˜′ : T ′ → D.
Corollary 4.2. The image of the extended period map Φ˜′ : T ′ → D also lies
in N+ ∩D and is bounded with respect to the Euclidean metric on N+.
Proof. We give another more direct and elementary proof. In fact, let q′ ∈ T ′
be any point and {qk} be a sequence of points in T0 with limit q′, then we
have
Φ˜′(q′) = lim
k→∞
Φ˜0(qk).
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Note that Φ˜(T ) = Φ˜0(T0) implies that the image of Φ˜0 is bounded. Therefore
the boundedness of Φ˜′ follows from the boundedness of Φ˜0 immediately.
Since the image of the projection map
P+ : N+ ∩D → exp(p+) ∩D
is bounded in the complex Euclidean space exp(p+), and D \ (N+ ∩D) is a
proper analytic subvariety, from the Hartogs extension theorem, we get that
P+ extends to a holomorphic map
P+ : D → exp(p+) ∩D.
Moreover, since Φ˜′(T ′) ⊂ N+ ∩ D, as a direct consequence of Corollary
4.2 and Theorem 3.6, we have the following corollary.
Corollary 4.3. The restriction of the projection map
P+ : Φ˜
′(T ′)→ P+(Φ˜′(T ′))
is a finite ramified covering map.
5 Moduli spaces and their extensions
In this section, we introduce the definitions of moduli space with level m
structure and Teichmu¨ller space of polarized manifolds. Then we study three
extensions of the moduli space of polarized manifolds and prove the equiva-
lence of them.
Most results in this section are standard and well-known. For example,
one can refer to [32] for the knowledge of moduli space, and [21], [37] for the
knowledge of deformation theory.
Let (X,L) be a polarized manifold. The moduli space M of polarized
manifolds is the complex analytic space parameterizing the isomorphism
classes of polarized manifolds with the isomorphism defined by
(X,L) ∼ (X ′, L′) ⇐⇒ ∃ biholomorphic map f : X → X ′ s.t. f ∗L′ = L.
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We fix a lattice Λ with a pairingQ0, where Λ is isomorphic toH
n(X0,Z)/Tor
for some (X0, L0) ∈M and Q0 is defined by the cup-product. For a polarized
manifold (X,L), we define a marking γ as an isometry of the lattices
γ : (Λ, Q0)→ (Hn(X,Z)/Tor, Q).
For any integerm ≥ 3, we define anm-equivalent relation of two markings
on (X,L) by
γ ∼m γ′ if and only if γ′ ◦ γ−1 − Id ∈ m · End(Hn(X,Z)/Tor),
and denote by [γ]m the set of all the m-equivalent classes of γ. Then we call
[γ]m a level m structure on the polarized manifold (X,L). Two polarized
manifolds with level m structure (X,L, [γ]m) and (X
′, L′, [γ′]m) are said to
be isomorphic if there exists a biholomorphic map
f : X → X ′
such that f ∗L′ = L and
f ∗γ′ ∼m γ,
where f ∗γ′ is given by γ′ : (Λ, Q0)→ (Hn(X ′,Z)/Tor, Q) composed with the
induced map
f ∗ : (Hn(X ′,Z)/Tor, Q)→ (Hn(X,Z)/Tor, Q).
Let Zm be one of the irreducible components of the moduli space of polar-
ized manifolds with level m structure, which parameterizes the isomorphism
classes of polarized manifolds with level m structure.
From now on, we will assume that the irreducible component Zm defined
as above is a smooth complex manifold with an analytic family fm : Um →
Zm of polarized manifolds with level m structure for all m ≥ m0, where
m0 ≥ 3 is some fixed integer. For simplicity, we can also assume that m0 = 3.
Let Tm be the universal cover of Zm with covering map pim : Tm → Zm.
Then we have an analytic family gm : Vm → Tm such that the following
diagram is cartesian
Vm −−−→ Umygm yfm
Tm −−−→ Zm
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i.e. Vm = Um ×Zm Tm. Such a family is called the pull-back family. We call
Tm the Teichmu¨ller space of polarized manifolds with level m structure.
The proof of the following lemma is obvious.
Lemma 5.1. Assume that Zm is smooth for m ≥ 3, then the Teichmu¨ller
space Tm is smooth and the pull-back family gm : Vm → Tm is an analytic
family.
We will give two proofs of the following lemma, which allows us to simply
denote Tm by T , the analytic family by g : V → T and the covering map by
pim : T → Zm.
Lemma 5.2. The Teichmu¨ller space Tm does not depend on the choice of m.
Proof. The first proof uses the construction of moduli space with level m
structure, see Lecture 10 of [32], or pages 692 – 693 of [41]. Let m1 and m2
be two different integers, and
Um1 → Zm1 , Um2 → Zm2
be two analytic families with level m1 structure and level m2 structure re-
spectively. Let Tm1 and Tm2 be the universal covering space of Zm1 and Zm2
respectively. Let m = m1m2 and consider the analytic family Um → Zm.
From the discussion in page 130 of [32] or pages 692 – 693 of [41], we know
that Zm is a covering space of both Zm1 and Zm2 . Let T be the universal
covering space of Zm. Since Zm is a covering space of both Zm1 and Zm2 , we
conclude that T is the universal cover of both Zm1 and Zm2 , i.e.
Tm1 ≃ Tm2 ≃ T .
If the analytic family fm : Um → Zm is universal as defined in page 9
of [37], then we have a second proof. Let m1, m2 be two different integers
≥ 3, and let Tm1 and Tm2 be the corresponding Teichmu¨ller space with the
universal families
gm1 : Vm1 → Tm1 , gm2 : Vm2 → Tm2
respectively. Then for any point p ∈ Tm1 and the fiber Xp = g−1m1(p) over p,
there exists q ∈ Tm2 such that Yq = g−1m2(q) is biholomorphic to Xp. By the
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definition of universal family, we can find a local neighborhood Up of p and
a holomorphic map
hp : Up → Tm2 , p 7→ q
such that the map hp is uniquely determined. Since Tm1 is simply-connected,
all the local holomorphic maps
{hp : Up → Tm2 , p ∈ Tm1}
patches together to give a global holomorphic map h : Tm1 → Tm2 which is
well-defined. Moreover h is unique since it is unique on each local neighbor-
hood of Tm1 . Similarly we have a holomorphic map h′ : Tm2 → Tm1 which is
also unique. Then h and h′ are inverse to each other by the uniqueness of h
and h′. Therefore Tm1 and Tm2 are biholomorphic.
From now on we will denote T = Tm for any m ≥ 3 and call T the
Teichmu¨ller space of polarized manifolds.
As before, we can define the period map ΦZm : Zm → D/Γ and the lifted
period map Φ˜ : T → D such that the diagram
T Φ˜ //
pim

D
pi

Zm ΦZm // D/Γ
is commutative.
From now on, we will also assume that the local Torelli theorem holds,
i.e. the tangent map of the lifted period map Φ˜ is injective at every point of
the Teichmu¨ller space T .
Now we prove a lemma concerning the monodromy group Γ on Zm with
level m ≥ 3, which will be used in the following discussion.
Lemma 5.3. Let γ be the image of some element of pi1(Zm) in Γ under the
monodromy representation. Suppose that γ is of finite order, then γ is trivial.
Therefore we can assume that Γ is torsion-free and D/Γ is smooth.
Proof. Look at the period map locally as ΦZm : ∆
∗ → D/Γ. Assume that γ
is the monodromy action corresponding to the generator of the fundamental
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group of ∆∗. We lift the period map to Φ˜ : H → D, where H is the upper
half plane and the covering map from H to ∆∗ is
z 7→ exp(2pi√−1z).
Then Φ˜(z+1) = γΦ˜(z) for any z ∈ H. But Φ˜(z+1) and Φ˜(z) correspond to
the same point when descending onto Zm, therefore by the definition of Zm
we have
γ ≡ I mod (m).
But γ is also in Aut(HZ), applying Serre’s lemma [35] or Lemma 2.4 in [41],
we have γ = I.
As in the discussion before Lemma 1.4, we now assume that Zm is quasi-
projective such that Zm admits a compactification Zm such that Zm is a
smooth projective variety, and Zm \Zm consists of divisors with simple nor-
mal crossings.
Let Z ′m ⊇ Zm be the maximal subset of Zm to which the period map
ΦZm : Zm → D/Γ extends continuously and let ΦZ′m : Z ′m → D/Γ be the
extended map. Then one has the commutative diagram
Zm
ΦZm

i // Z ′m
Φ
Z′m // D/Γ.
with i : Zm → Z ′m is the inclusion map.
Since Zm \Zm is a divisor with simple normal crossings, for any point in
Zm \ Zm we can find a neighborhood U of that point, which is isomorphic
to a polycylinder ∆n, such that
U ∩ Zm ≃ (∆∗)k ×∆N−k.
Let Ti, 1 ≤ i ≤ k be the image of the generator of the fundamental group
of the i-th copy ∆∗ in (∆∗)k under the representation of monodromy action,
then the Ti’s are called the Picard-Lefschetz transformations. Let us define
the subspace Z ′′m ⊂ Zm which contains Zm and the points in Zm\Zm around
which the Picard-Lefschetz transformations are of finite order, hence trivial
by Lemma 5.3.
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In the proof of Lemma 1.4, we have proved that Z ′m = Z ′′m is Zariski
open in Zm and the extended period map ΦZ′m : Z ′m → D/Γ is a proper
holomorphic map.
In summary we have the following proposition which is just Theorem 9.6
in [11].
Proposition 5.4. Z ′m is an open complex submanifold of Zm with codimC(Zm\
Z ′m) ≥ 1 and Z ′m \ Zm consists of the points around which the Picard-
Lefschetz transformations are trivial. Moreover the extended period map
ΦZ′m : Z ′m → D/Γ is a proper holomorphic map.
Recall that we have assumed that the local Torelli theorem holds at each
point in the Teichmu¨ller space, we will use it to give a geometric interpreta-
tion of Z ′m, which we call the Hodge metric completion of Zm.
In [14], Griffiths and Schmid studied the natural homogeneous metric,
which we call the Hodge metric, on the period domain D. In particular, the
Hodge metric h is a complete homogeneous metric on D. Assuming local
Torelli, then the tangent maps of the period map ΦZm and the lifted period
map Φ˜ are injective. It follows from [14] that the pull-back metrics of h on
Zm and T , via ΦZm and Φ˜ respectively, are both well-defined Ka¨hler metrics.
For convenience we still call the pull-back metrics the Hodge metrics.
Let us take ZHm to be the completion of Zm in Zm with respect to the
Hodge metric. Then ZHm is the smallest complete space with respect to the
Hodge metric that contains Zm. Here we recall some basic properties about
metric completion space we are using in this paper. First note that the metric
completion space of a connected space is still connected. Therefore, ZHm is
connected.
Suppose (X, d) is a metric space with the metric d. Then the metric
completion space of (X, d) is unique in the following sense: if X1 and X2 are
complete metric spaces that both contain X as a dense subset, then there
exists an isometry
f : X1 → X2
such that f |X is the identity map on X . Moreover, the metric completion
space X of X is the smallest complete metric space containing X in the
sense that any other complete space that contains X as a subspace must also
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contain X as a subspace. Hence the Hodge metric completion space ZHm is
unique up to isometry, although the compact space Zm may not be unique.
This means that our definition of ZHm is intrinsic.
Moreover, suppose X is the metric completion space of the metric space
(X, d). If there is a continuous map f : X → Y which is an isometry with Y
a complete space, then there exists a continuous extension f : X → Y such
that f |X = f . Since D/Γ together with the Hodge metric h is complete, we
can extend the period map to a continuous map
ΦZHm : ZHm → D/Γ.
Thus ZHm ⊆ Z ′m by the definition of Z ′m. Conversely the points in Z ′m \ Zm
are mapped into D/Γ, and hence lie in the Hodge metric completion ZHm
of Zm. Then Z ′m ⊆ ZHm . Therefore together with Proposition 5.4 we have
proved the following proposition.
Proposition 5.5. Z ′m = ZHm is an open complex submanifold of Zm with
codimC(Zm \ ZHm ) ≥ 1. In particular the definition of Z ′m is intrinsic, i.e.
independent of the embedding Zm ⊆ Zm. Moreover the extended period map
ΦZHm : ZHm → D/Γ is proper and holomorphic.
From now on we will use notation ZHm to denote the extension of Zm. We
define T Hm to be the universal covering space of ZHm with the covering map
piHm : T Hm → ZHm . Since Z ′m = ZHm , diagram (10) can be rewritten as
T im //
pim

T Hm
piHm

ΦHm // D
piD

Zm i // ZHm
Φ
ZHm // D/Γ,
(23)
where im is the lifting of i◦pim with respect to the covering map piHm : T Hm →
ZHm and ΦHm is the lifting of ΦZHm ◦ piHm with respect to the covering map
piD : D → D/Γ. Similar to (10), we also have that ΦHm is holomorphic, and
we can choose the lifts im and Φ
H
m such that Φ˜ = Φ
H
m ◦ im.
Similarly, if we define Tm ⊆ T Hm by Tm = im(T ), Lemma 1.5 and Lemma
1.6 becomes the following two lemmas.
Lemma 5.6. Tm = (piHm)−1(Zm), and im : T → Tm is a covering map.
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Lemma 5.7. The extended holomorphic map ΦHm : T Hm → D satisfies the
Griffiths transversality.
6 Affine structures on Teichmu¨ller spaces
In this section, we first apply Theorem 4.1 and Corollary 4.2 to the Te-
ichmu¨ller spaces defined in last section. Then we construct a holomorphic
map Ψ : T → A ∩ D where A is an Euclidean subspace of N+, and prove
that this holomorphic map is an immersion, therefore defines a global com-
plex affine structure on T .
By Theorem 4.1, we have that the image of the period map Φ˜ : T →
N+ ∩ D from the Teichmu¨ller space T is bounded in N+. Moreover we
rephrase Corollary 4.2 in the setting of Techmu¨ller space.
Corollary 6.1. The image of the extended period map ΦHm : T Hm → D lies
in N+ ∩D and is bounded with respect to the Euclidean metric on N+.
Theorem 4.1 also implies that there exist bounded holomorphic functions
Φij : T → C on T , which is defined by the (i, j)-th entry of Φ˜(q) for any
q ∈ T , where Φ˜(q) is considered as a matrix in N+.
Let us consider
a = dΦ˜p(T
1,0
p T ) ⊆ T1,0o D ≃ n+
where p is the base point in T with Φ˜(p) = o. By Griffiths transversality,
a ⊆ g−1,1 is an abelian subspace, therefore a ⊆ n+ is an abelian subalgebra
of n+ determined by the tangent map of the period map
dΦ˜ : T1,0T → T1,0D.
Consider the corresponding Lie group
A , exp(a) ⊆ N+.
Then A can be considered as a complex Euclidean subspace of N+ with the
induced Euclidean metric from N+.
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Define the projection map P : N+ ∩D → A ∩D by
P = exp ◦ p ◦ exp−1
where exp−1 : N+ → n+ is the inverse of the isometry exp : n+ → N+, and
p : n+ → a
is the projection map from the complex Euclidean space n+ to its Euclidean
subspace a.
The period map Φ˜ : T → N+ ∩D composed with the projection P gives
a holomorphic map, Ψ = P ◦ Φ˜,
Ψ : T → A ∩D. (24)
Let us recall the definition of complex affine structure on a complex man-
ifold.
Definition 6.2. Let M be a complex manifold of complex dimension n. If
there is a coordinate cover {(Ui, ϕi); i ∈ I} of M such that ϕik = ϕi ◦ ϕ−1k is
a holomorphic affine transformation on Cn whenever Ui ∩ Uk is not empty,
then {(Ui, ϕi); i ∈ I} is called a complex affine coordinate cover on M and
it defines a holomorphic affine structure on M .
We will prove that the map in (24) defines a global affine structure on
the Teichmu¨ller space T , under the conditions in the following definition.
Definition 6.3. The period map Φ˜ : T → D is said to satisfy strong local
Torelli, if the local Torelli holds, i.e. the tangent map of the period map Φ˜
is injective at each point of T , and furthermore, there exists a holomorphic
subbundle H of the Hodge bundle
n⊕
k=1
Hom(F k/F k+1,F k−1/F k),
such that the tangent map of the period map induces an isomorphism on T
of the tangent bundle T1,0T of T to the Hodge subbundle H,
dΦ˜ : T1,0T ∼−→ H. (25)
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Recall that F k, 0 ≤ k ≤ n are Hodge bundles with fiber given by the
corresponding linear subspaces in the Hodge filtration F kq for any q ∈ T .
Note that for variation of Hodge structure from geometry, the Hodge bundles
naturally exist on T which are the same as pull-backs of the corresponding
Hodge bundles on D. Therefore in the above definition, for convenience we
have identified the Hodge bundles on T to the corresponding Hodge bundles
on D.
The most famous example for which strong local Torelli holds are Calabi–
Yau manifolds with the Hodge subbundle H given by Hom(F n,F n−1/F n).
For more examples for which strong local Torelli holds, please see Section 2
of [25].
Theorem 6.4. Assume that the irreducible component Zm of the moduli
space with level m structure is smooth with an analytic family for m ≥ m0
and the strong local Torelli holds for T . Then there exists a complex affine
structure on the Teimu¨ller space T .
Proof. LetH be the Hodge subbundle in Definition 6.3 with the isomorphism
dΦ˜ : T1,0T ∼−→ H. (26)
Let HA be the restriction of H to A ∩ D. Since HA is a Hodge subbundle,
we have the natural commutative diagram
HA|o d exp(X)≃ //
≃

HA|s

T1,0o (A ∩D)
d exp(X)
≃
// T1,0s (A ∩D)
at any point s = exp(X) in A∩D with X ∈ a. Here d exp(X) is the tangent
map of the left translation by exp(X). Here note that the action d exp(X)
on HA is induced from the action on the homogeneous tangent bundle T1,0D,
since H is a homogeneous subbundle of T1,0D. See [8] for the basic properties
of homogeneous vector bundles.
Hence we have the isomorphism of tangent spaces T1,0s (A ∩ D) ≃ HA|s
for any s ∈ A ∩D, which implies that
T1,0(A ∩D) ≃ HA
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as holomorphic bundles on A∩D. Note that the tangent map of the projec-
tion map P : N+ ∩D → A ∩D maps the tangent bundle of D,
T1,0D ≃
n⊕
k=1
k⊕
l=1
Hom(F k/F k+1,F k−l/F k−l+1)
onto its subbundle T1,0(A ∩D) ≃ HA. Therefore the tangent map
dΨ = dP ◦ dΦ˜ : T1,0T → T1,0(A ∩D)
at any point q ∈ T is explicitly given by
dΨq : T
1,0
q T → ⊕nk=1Hom(F kq /F k+1q ,F k−1q /F kq )→ HA|Ψ(q) ≃ T1,0Ψ(q)(A ∩D)
which is an isomorphism by (26). So we have proved that the holomorphic
map Ψ : T → A ∩D is nondegenerate which induces an affine structure on
T from A.
It is well-known that the Teichmu¨ller spaces of Riemann surfaces and
hyperka¨hler manifolds have complex affine structures. There are many more
examples of projective manifolds that satisfy the conditions in our theorem.
In Section 2 of [25], we have verified that the moduli and Teichmu¨ller spaces
from the following examples satisfy the conditions of Theorem 6.4: K3 sur-
faces; Calabi-Yau manifolds; hyperka¨hler manifolds; smooth hypersurface of
degree d in Pn+1 satisfying d|(n + 2) and d ≥ 3; arrangement of m hyper-
planes in Pn with m ≥ n; smooth cubic surface and cubic threefold. Hence
their Teichmu¨ller spaces all have complex affine structures.
A Two topological lemmas
In this appendix we give the proofs of two elementary topological lemmas
that are used in the paper. They may be well-known. We include them here
for reader’s convenience.
Lemma A.1. There exists a suitable choice of iT and Φ˜
′ such that Φ˜′ ◦ iT =
Φ˜.
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Proof. Recall the following commutative diagram as in (10)
T iT //
pi

T ′
pi′

Φ˜′ // D
piD

S
i // S ′
Φ′ //D/Γ.
(27)
Fix a reference point p ∈ T . The relations i◦pi = pi′ ◦ iT and Φ′ ◦pi′ = piD ◦ Φ˜′
imply that
piD ◦ Φ˜′ ◦ iT = Φ′ ◦ i ◦ pi = Φ ◦ pi.
Therefore Φ˜′ ◦ iT is a lifting map of Φ. On the other hand Φ˜ : T → D is also
a lifting of Φ. In order to make Φ˜′ ◦ iT = Φ˜, one only needs to choose the
suitable iT and Φ˜
′ such that these two maps agree on the reference point, i.e.
Φ˜′ ◦ iT (p) = Φ˜(p).
For an arbitrary choice of iT , we have iT (p) ∈ T ′ and pi′(iT (p)) = i(pi(p)).
Considering the point iT (p) as a reference point in T ′, we can choose Φ˜′(iT (p))
to be any point in
pi−1D (Φ
′(i(pi(p)))) = pi−1D (Φ(pi(p))).
Moreover the relation piD(Φ˜(p)) = Φ(pi(p)) implies that
Φ˜(p) ∈ pi−1D (Φ(pi(p))).
Therefore we can choose Φ˜′ such that Φ˜′(iT (p)) = Φ˜(p).With this choice, we
have Φ˜′ ◦ iT = Φ˜.
Lemma A.2. Let pi1(S) and pi1(S
′) be the fundamental groups of S and S ′
respectively, and suppose the group morphism
i∗ : pi1(S)→ pi1(S ′)
is induced by the inclusion i : S → S ′. Then i∗ is surjective.
Proof. First notice that S and S ′ are both smooth manifolds, and S ⊆ S ′ is
open. Thus for each point q ∈ S ′ \ S there is a disc Dq ⊆ S ′ with q ∈ Dq.
Then the union of these discs ⋃
q∈S′\S
Dq
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forms a manifold with open cover {Dq : q ∈ ∪qDq}. Because both S and S ′
are second countable spaces, there is a countable subcover {Di}∞i=1 such that
S ′ = S ∪
∞⋃
i=1
Di, where the Di are open discs in S
′ for each i. Therefore, we
have pi1(Di) = 0 for all i ≥ 1. Letting Sk = S ∪
k⋃
i=1
Di, we get
pi1(Sk) ∗ pi1(Dk+1) = pi1(Sk) = pi1(Sk−1 ∪Dk), for any k.
We know that codimC(S
′\S) ≥ 1. Therefore since Dk+1\Sk ⊆ Dk+1\S, we
have
codimC(Dk+1\Sk) ≥ 1
for any k. As a consequence we can conclude thatDk+1∩Sk is path-connected.
Hence we can apply the Van Kampen Theorem on Sk+1 = Dk+1 ∪ Sk to
conclude that for every k, the following group homomorphism is surjective:
pi1(Sk) = pi1(Sk) ∗ pi1(Dk+1) // // pi1(Sk ∪Dk+1) = pi1(Sk+1).
Thus we get the directed system:
pi1(S) // // pi1(S1) // // · · · · · · // // pi1(Sk) // // · · · · · ·
By taking the direct limit of this directed system, we get the surjectivity of
the group homomorphism pi1(S)→ pi1(S ′).
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