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ON A CONJECTURE OF CONRAD, DIAMOND, AND TAYLOR
DAVID SAVITT
Abstract. We prove a conjecture of Conrad, Diamond, and Taylor on the
size of certain deformation rings parametrizing potentially Barsotti-Tate Ga-
lois representations. To achieve this, we extend results of Breuil and Me´zard
(classifying Galois lattices in semistable representations in terms of “strongly
divisible modules”) to the potentially crystalline case in Hodge-Tate weights
(0, 1). We then use these strongly divisible modules to compute the desired
deformation rings. As a corollary, we obtain new results on the modularity of
potentially Barsotti-Tate representations.
1. Introduction
In their paper [CDT99], Conrad, Diamond, and Taylor conjectured that certain
deformation rings parametrizing potentially Barsotti-Tate Galois representations
are sufficiently small for the methods of Taylor-Wiles to yield a modularity result.
Breuil and Me´zard [BM02] reformulated and vastly generalized these conjectures,
and proved their new conjectures for semistable Galois representations in even
weight. In this article, essentially a sequel to [BM02], we prove the conjectures of
Breuil and Me´zard in the cases originally conjectured by Conrad, Diamond, and
Taylor.
We now describe these conjectures. Fix p an odd prime, and let E be a finite
extension of Qp with residue field kE . To each potentially crystalline Galois repre-
sentation ρ : GQp → GL2(E), we attach a representation WD(ρ) of the Weil group
WQp (see Def. 2.15), and hence a Galois type τ(ρ) = WD(ρ) |Ip .
Suppose that ρ : GQp → GL2(kE) is such that End kE [GQp ] ρ = kE ; we shall
say that ρ has trivial endomorphisms. Let RunivOE (ρ) be the universal deformation
ring parametrizing deformations of ρ over complete local noetherian OE-algebras.
If 2 ≤ k < p and if OE′ are the integers in a finite extension of E, we say that a
deformation ρ : GQp → GL2(OE′) of ρ has type (k, τ) if
• ρ is potentially semi-stable and τ(ρ) ∼= τ ,
• ρ has Hodge-Tate weights (0, k − 1), and
• det(ρ) is a fixed lift of det(ρ) of the following form: the (k − 1)st power of
the p-adic cyclotomic character times a finite character of order prime to p.
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The kernel p of the corresponding map RunivOE (ρ) → OE′ is also said to have type
(k, τ), and we define
R(k, τ, ρ)OE = R
univ
OE (ρ)/
⋂
p type (k,τ)
p.
The first part of the conjectures of Breuil and Me´zard (see [BM02, Conj. 2.2.2.4])
posits that R(k, τ, ρ)OE should be equidimensional of Krull dimension 2, and that
R(k, τ, ρ)OE ⊗ E should be regular. Let µgal(k, τ, ρ) be the Samuel multiplicity of
R = R(k, τ, ρ)OE⊗OE kE ; so conjecturally, this is dimkE mnR/m
n+1
R
for n sufficiently
large. Via a recipe on the automorphic side, Breuil and Me´zard also define an integer
µaut(k, τ, ρ) (see [BM02, Sec 2.1] for the details). We then have the following.
Conjecture 1.1 ([BM02], Conj. 2.3.1.1). If det(τ) is tame, then
µgal(k, τ, ρ) = µaut(k, τ, ρ).
The conjectures of Conrad, Diamond, and Taylor to which we have referred (see
[CDT99, Conjs. 1.2.2, 1.2.3]) are, more or less, the case k = 2 and τ tamely ramified
in Conjecture 1.1. Our main theorem, then, is the following.
Theorem 1.2. Conjecture 1.1 holds when k = 2 and τ is tamely ramified.
Indeed, we show the following (see Exams. 2.13, 2.14, 2.16 for notation and Ths.
6.22 and 6.23 for more precise statements).
Theorem 1.3. Suppose that ρ : GQp → GL2(kE) has trivial endomorphisms. Sup-
pose that τ ∼= ω˜i ⊕ ω˜j with i 6≡ j (mod p− 1). Then we have the following.
(1) µgal(2, τ, ρ) = 0 if ρ |Ip ⊗kE Fp 6∈
{(
ω1+i ∗
0 ωj
)
,
(
ω1+j ∗
0 ωi
)
, ωk2 ⊕ ωpk2
}
with k = 1+{j−i}+(p+1)i, where {a} is the unique integer in {0, . . . , p−2}
which is congruent to a (mod p− 1);
(2) µgal(2, τ, ρ) = 1 if ρ |Ip ⊗kE Fp ∈
{(
ω1+i ∗
0 ωj
)
,
(
ω1+j ∗
0 ωi
)}
,
(3) µgal(2, τ, ρ) = 2 if ρ |Ip ⊗kE Fp ∼= ωk2 ⊕ ωpk2 with k = 1 + {j − i}+ (p+ 1)i.
Theorem 1.4. Suppose that ρ : GQp → GL2(kE) has trivial endomorphisms. Sup-
pose that τ ∼= ω˜m2 ⊕ ω˜pm2 with p+1 ∤ m. Write m = i+ (p+1)j with i ∈ {1, . . . , p}
and j ∈ Z/(p− 1)Z. Then we have the following.
(1) µgal(2, τ, ρ) = 1 if ρ |Ip ⊗kE Fp ∈
{(
ωi+j ∗
0 ω1+j
)
,
(
ω1+j ∗
0 ωi+j
)}
, the
first ∗ peu ramifie´ when i = 2 and the second when i = p− 1;
(2) µgal(2, τ, ρ) = 1 if ρ |Ip ⊗kE Fp ∈
{
ωp+m2 ⊕ ω1+pm2 , ω1+m2 ⊕ ωp(1+m)2
}
;
(3) µgal(2, τ, ρ) = 0 otherwise.
We note an important consequence of these results. The method of Taylor-Wiles,
as utilized in [BCDT01], may be reformulated as follows.
Theorem 1.5 ([BCDT01], Th. 1.4.1). Let ρ : GQ → GL2(E) be an odd continuous
representation ramified at only finitely many primes. Assume that its reduction
ρ : GQ → GL2(kE) is modular and is absolutely irreducible after restriction to
Q(
√
(−1)(p−1)/2p). Further, suppose that
• ρ |GQp has trivial endomorphisms,
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• ρp = ρ |GQp is potentially Barsotti-Tate, and
• µgal(2, τ(ρp), ρ) ≤ 1 ≤ µaut(2, τ(ρp), ρ).
Then ρ is modular.
The import of Conjecture 1.1 is that if it is true, then the last condition of
Theorem 1.5 may be replaced with µaut(2, τ(ρp), ρ) ≤ 1, removing the irksome
hypothesis involving µgal from the theorem. In particular, we obtain the following
immediate corollary of Theorems 1.3 and 1.4 (together with the k = 2, τ scalar
case of Conj. 1.1, proved in [BM02]).
Theorem 1.6. Let ρ : GQ → GL2(E) be an odd continuous representation ramified
at only finitely many primes. Assume that its reduction ρ : GQ → GL2(kE) is mod-
ular and is absolutely irreducible after restriction to Q(
√
(−1)(p−1)/2p). Further,
suppose that
• ρ |GQp has trivial endomorphisms,
• ρp = ρ |GQp is potentially Barsotti-Tate,
• τ(ρ) is tamely ramified, and
• if τ(ρ) ∼= ω˜i ⊕ ω˜j with i 6∼= j (mod p− 1) then ρ |GQp ⊗kE Fp is reducible.
Then ρ is modular.
This is a significant improvement on the main results in [Sav04], where ρ |GQp
had to be reducible and defined over Fp. It would be of interest to know whether
the methods of Taylor-Wiles could be extended to handle cases where µgal(2, τ, ρ) =
µaut(2, τ, ρ) = 2, in order to remove the last hypothesis from this theorem.
1
We give a brief outline of this paper. We follow the same strategy established by
Breuil and Me´zard to prove Conjecture 1.1 in the case τ scalar, k even. To achieve
this, we must provide (as best we can) “potential” versions, when k = 2, of the
machinery of [BM02] classifying lattices in semi-stable Galois representations by
means of strongly divisible modules. We begin in Section 2 by recalling Fontaine’s
filtered modules with coefficients and descent data and computing the particular
filtered modules that arise in the proofs of our main theorems.
Sections 3 and 4 contain the bulk of the technicalities: in the former, we use
the equivalence between p-divisible groups and lattices in potentially Barsotti-Tate
representations to add (tame) descent data to the strongly divisible modules of
[BM02] when k = 2; in the latter, we introduce coefficients into the mix. Since we
are working over a base ring that may be highly ramified, the results of [BM02] do
not entirely go over to our situation, and so in some cases we must scrape by with
weaker results.
Finally, we perform the calculations using strongly divisible modules (with coef-
ficients and descent data) necessary to prove our main theorems. In Section 5 we
perform calculations with characters, and use these results repeatedly in Section 6,
which contains the bulk of our calculations.
We remark that, in the course of our work, we completely determine (Ths. 6.11
and 6.12) the reductions (mod p) of 2-dimensional potentially Barsotti-Tate Galois
representations that become crystalline over a tamely ramified extension of Qp.
In Section 6.4, we apply these results to re-prove an old result on the (mod p)
representations attached to modular forms, and to suggest a first step towards a
new one.
1This question is resolved in considerable generality in a new preprint of Mark Kisin [Kis].
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Remark 1.7. The current version of this paper fixes an error in the published
version, as a consequence of which there is one more family of strongly divisible
modules that we must study by the methods of this paper than was studied in the
published version. The main results of this paper are unaffected.
The mistake is in the statement and proof of Theorem 6.12(4) of the published
version. Let T := T
Qp
st,2(M) be the p-adic Galois representation considered there.
In the notation of that item, if m = 1 + (p + 1)j — i.e., if i = 1 — then the
two characters ωm+p2 and ω
pm+1
2 are both characters of niveau one, and are equal.
Hence the proof of Theorem 6.12(4) does not show that the reduction mod p of T
has niveau two in this case, and indeed that proof can be modified to check that
the reduction mod p of T is split. This means that when i = 1 we still need to
construct a strongly divisible lattice in T [1/p] whose reduction mod p has trivial
endomorphisms. That construction is contained in this version of the paper.
For further details, see the corrigendum on the author’s website. Numbering in
this version is consistent with the published version.
2. Filtered modules with coefficients and descent data
The purpose of this section is to provide “potential” versions of the results in
[BM02, Sec. 3.1].
2.1. Weil-Deligne representations. Suppose that E/K is an extension of fields,
and suppose that F/K is a finite Galois extension. Endow F ⊗K E with an action
of G = Gal(F/K) by letting G act naturally on the first factor and trivially on the
second. Let g denote an element of G. In this section, we examine the structure
of (F ⊗K E)-modules with equivariant G-actions, which we dub (F,E,G)-modules,
for short. By a map of (F,E,G)-modules, we mean an (F ⊗K E)-module homo-
morphism that is also a G-homomorphism.
Lemma 2.1. Every (F,E,G)-module is free.
Proof. Let M be an (F,E,G)-module. Let V = MG, the G-invariants of M . By
Galois descent, we have M = F ⊗K V as F -vector spaces with an action of G. But
since G acts trivially on E we find that V is actually an E-vector space; since the
actions of F and E on M commute, M is a free (F,E,G)-module. 
For the remainder of this section, we consider what happens when F is actually
contained inside E.
Lemma 2.2. If E contains F , then the map θ taking f ⊗ e 7→ (σ(f)e)σ, and
extended by linearity, is an isomorphism
(2.3) θ : F ⊗K E →
∐
σ:F →֒
K
E
E
of (F,E,G)-modules where, on the right-hand side, if (eσ)σ denotes the vector that
has eσ in the σ-component then (f⊗e)·(eσ)σ = (σ(f)eσe)σ and g·(eσ)σ = (eσ)σ◦g−1 .
Proof. To begin, we note that right-hand side of (2.3) is indeed an (F,E,G)-module
and that the map θ is well-defined, after which it is easy to see that θ is a map
of (F,E,G)-modules. But θ is surjective, since the elements of G are linearly
independent over E, and so by a dimension count θ is an isomorphism. 
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Proposition 2.4. If E contains F , any (F,E,G)-module M is isomorphic to one
of the form
M ∼=
∐
σ:F →֒
K
E
V
for some E-vector space V , with the (F,E,G)-module structure on the right-hand
side defined as in Lemma 2.2.
Proof. Let Eσ be the (F ⊗K E)-submodule of
∐
σ E consisting of elements that are
nonzero at most in the position corresponding to σ. Let Iσ be the ideal θ
−1(Eσ)
in F ⊗K E, and put Mσ = IσM ; if τ = σ ◦ g−1, then g induces E-linear maps
Eσ → Eτ , Iσ → Iτ , and µσ,τ : Mσ → Mτ . By definition, µσ,τ and µτ,σ must be
inverses of one another, and hence they are isomorphisms of E-vector spaces.
Now, the summation map
∐
Mσ → M is evidently surjective. To prove injec-
tivity, suppose that we have a relation
∑
σmσ = 0 with each mσ ∈Mσ. Note that
(f ⊗ 1)mσ = (1⊗ σf)mσ follows from the analogous relation in Iσ , and so∑
σ
(1 ⊗ σf)mσ = 0
for all f ∈ F . It follows from the linear independence of the elements of G that
mσ = 0 for all σ, and so M =
∐
σMσ.
Fix any τ : F →֒ E. We map M bijectively to ∐σMτ via the map ∐µσ,τ .
One checks without difficulty that, with the desired (F,E,G)-module structure on∐
σMτ , this map is an isomorphism of (F,E,G)-modules. For example, gmσ =
µσ,σ◦g−1mσ is mapped to the element that is equal to
µσ◦g−1,τµσ,σ◦g−1mσ = µσ,τmτ
in the (σ ◦ g−1)-position and zero elsewhere. 
Remark 2.5. Essentially the same argument shows that each (F,E,G)-submodule
of
∐
σ V is equal to
∐
σW for some sub-E-vector space W ⊂ V .
Now fix a group H and a surjection φ : H ։ G. Suppose that M is an F ⊗K E-
module endowed with two φ-semilinear, E-linear actions ·1 and ·2 of H : that is, if
m ∈M , f ⊗e ∈ F ⊗K E, and h ∈ H , we ask that h ·i (f ⊗e)m = (φ(h)f ⊗e)(h ·im)
for i = 1, 2. Moreover, assume that the two actions ofH commute with one another,
and that the second action factors through an abelian quotient of H .
As in the proof of Proposition 2.4, M decomposes as a coproduct
∐
Mσ of E-
vector spaces, where Mσ = IσM . The preceeding hypotheses allow us to define a
representation of H on each Mσ. Indeed, both actions of an element h ∈ H induce
a map Mσ → Mσ◦φ(h−1), and so we obtain an E-linear map ρσ(h) : Mσ → Mσ by
setting
WDσ(h)(mσ) = h
−1 ·2 h ·1 mσ.
The commutativity hypotheses on the two actions guarantee that WDσ is a repre-
sentation. Moreover, each h induces an isomorphism WDσ →WDσ◦φ(h)−1 via the
second action; since φ is surjective, all of the WDσ are isomorphic.
Definition 2.6. The isomorphism class of the WDσ is called the Weil-Deligne
representation of H attached to M , and is denoted WD(M).
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2.2. Weakly admissible filtered modules. Let p be an odd prime. Choose
an algebraic closure Qp of Qp, let E and F be finite extensions of Qp inside Qp,
and let F ′ be a field lying between Qp and F such that F/F ′ is Galois. Fix the
uniformizer p ∈ Qp, thereby fixing an inclusion Bst → BdR. Let F0 denote the
maximal unramified extension of Qp contained in F . We retain this notation for
the remainder of the paper.
Definition 2.7. A filtered (ϕ,N, F/F ′, E)-module of rank n is a free (F0 ⊗Qp E)-
module D of rank n equipped with
• an F0-semilinear, E-linear automorphism ϕ,
• a nilpotent (F0 ⊗Qp E)-linear endomorphism N such that Nϕ = pϕN ,
• a decreasing filtration on DF = F ⊗F0 D such that FiliDF is zero if i≫ 0
and is equal to DF if i≪ 0, and
• an F0-semilinear, E-linear action of Gal(F/F ′) commuting with ϕ and N
and preserving the filtration.
Suppose that ρ : GF ′ → GL(V ) is a potentially semistable representation of GF ′
on an n-dimensional E-vector space V , such that ρ |GF is semistable. Then
DFst(V ) = (Bst ⊗ V )GF
is an example of a filtered (ϕ,N, F/F ′, E)-module of rank n. For instance, to see
that the action of Gal(F/F ′) preserves the filtration, we note that the filtration is
induced from the map
F ⊗F0 DFst(V )→ BdR ⊗ V.
This map is Galois-equivariant because the inclusion Bst → BdR is; since the action
of Galois preserves the filtration on BdR, it also preserves the filtration on F ⊗F0
DFst(V ). Note that in the special case F
′ = Qp, Lemma 2.1 implies that the filtration
consists of free (F ⊗Qp E)-modules; this is not always the case (see [BM02, Rem
3.1.1.4]).
Definition 2.8. A filtered (ϕ,N, F/F ′, E)-module is said to be weakly admissible
if the underlying (ϕ,N, F,E)-module is weakly admissible in the sense of [BM02,
De´f 3.1.1.1(ii)] (i.e., if one forgets about the Gal(F/F ′)-action).
Therefore DFst is a functor from the category of E-representations of GF ′ which
become semistable when restricted to GF , to the category of weakly admissible
(ϕ,N, F/F ′, E)-modules. Conversely, if D is a weakly admissible (ϕ,N, F/F ′, E)-
module, define
V F
′
st (D) = (Bst ⊗F0 D)ϕ=1N=0 ∩ Fil0(BdR ⊗F (F ⊗F0 D)).
This is an E-representation of GF ′ , where GF ′ acts as usual on Bst and through
Gal(F/F ′) on D; moreover, by the results of [CF00] we know that the restriction
of V F
′
st (D) to GF is a semi-stable representation of dimension (over E) equal to
rkF0⊗QpED.
Proposition 2.9. DFst and V
F ′
st are quasi-inverses.
Proof. Consider the natural GF ′ -homomorphism
Bst ⊗ V F
′
st (D)→ Bst ⊗D.
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Taking GF -invariants yields a map
DFst(V
F ′
st (D))→ (Bst ⊗D)GF = D,
which we know must be an isomorphism of underlying (ϕ,N, F,E)-modules. Since
our first map was actually a GF ′ -homomorphism, this isomorphism respects the
action of Gal(F/F ′) and so is an isomorphism of (ϕ,N, F/F ′, E)-modules as well.
The argument for the map V → V F ′st (DFst(V )) is analogous. 
Corollary 2.10. The category of E-representations of GF ′ which become semistable
when restricted to GF and the category of weakly admissible (ϕ,N, F/F
′, E)-modules
are equivalent.
Following [BM02], we make use of functors DFst,k and V
F ′
st,k, defined as follows:
V F
′
st,k(D) = (Bst ⊗F0 D)ϕ=p
k−1
N=0 ∩ Filk−1(BdR ⊗F (F ⊗F0 D))
and
DFst,k(V ) = D
F
st(V (1− k)),
where V (1 − k) denotes the Tate twist V ⊗Zp Zp(1 − k). That these functors are
quasi-inverse to one another follows from the next lemma.
Lemma 2.11. For all filtered (ϕ,N, F/F ′, E)-modules D, there is an isomorphism
V F
′
st,k(D)
∼= V F ′st (D)(k − 1).
The proof of this lemma is exactly the same as the proof of [BM02, Lem. 3.1.1.2],
and similarly we have the following immediate corollary.
Corollary 2.12. The functor V F
′
st,k is an equivalence of categories between the cat-
egory of weakly admissible filtered (ϕ,N, F/F ′, E)-modules D such that Fil0(F ⊗F0
D) = F ⊗F0 D and Filk(F ⊗F0 D) = 0, and the category of E-representations of
GF ′ which are semistable when restricted to GF and have Hodge-Tate weights in
the range {0, . . . , k − 1}.
Example 2.13. Let ǫ denote the cyclotomic character of GQp , let ω˜ denote the
Teichmu¨ller lift of the mod p reduction of ǫ, and for a ∈ O×E let λa denote the
unramified character of GQp sending arithmetic Frobenius to a. Set F1 = Qp(ζp).
Then ǫiω˜jλa becomes semistable when restricted to GF1 , and D
F1
st,k(ǫ
iω˜jλa) is a
1-dimensional filtered module E · e satisfying N = 0,
ϕ(e) = pk−i−1a−1e,
and, for g ∈ Gal(F1/Qp),
g(e) = ω˜j(g)(e).
Indeed, this follows directly from the result in the special cases ǫ, ω˜, and λa. For
the first two, use that the element t ∈ Bst is a period for ǫ, and that ω˜ |GF1 is trivial,
respectively. For λa, one can use Hilbert’s Theorem 90 for Fp/Fp and a Hensel-like
approximation argument to show that the p-adic completion Q̂unp of the maximal
unramified extension of Qp is a period ring for unramified representations. Then if
e =
∑
xi ⊗ ei ∈ (Bst ⊗ E)GF1 with the xi ∈ Q̂unp we have
ϕ(e) =
∑
Frob(xi)⊗ ei = a−1
∑
Frob(xi)⊗ aei = a−1Frob(e) = a−1e,
where Frob is any representative of arithmetic Frobenius in GQp .
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Example 2.14. Similarly, let ̟ be a choice of (−p)1/(p2−1), set F2 = Qp2(̟),
and suppose E is a finite extension of Qp2 . Let ω˜2 : GQp2 → O×E be the character
ω˜2(g) = (g̟)/̟. Then the character ω˜
m
2 (ǫ
iλa)|GQ
p2
becomes semistable when
restricted to GF2 , and D
F2
st,k(ω˜
m
2 (ǫ
iλa)|GQ
p2
) is a module (Qp2 ⊗Qp E) · e satisfying
N = 0,
ϕ(e) = pk−i−1(1 ⊗ a−1)e,
and, for g ∈ Gal(F2/Qp2),
g(e) = (1⊗ ω˜m2 (g))(e).
Finally, the character ǫiω˜jλa of GQp also becomes semistable over F2, and
DF2st,k(ǫ
iω˜jλa) is a module (Qp2 ⊗Qp E) · e satisfying N = 0,
ϕ(e) = pk−i−1(1 ⊗ a−1)e,
and, for g ∈ Gal(F/Qp),
g(e) = (1⊗ ω˜j(g))(e).
Let WF ′ denote the Weil subgroup WF ′ of GF ′ ; if F′ is the residue field of F ′,
recall that there is a map α : WF ′ → Z ⊂ Gal(F′/F′) sending arithmetic Frobenius
to 1. Now, if D is a filtered (ϕ,N, F/F ′, E)-module, observe that WF ′ acts in two
different ways on D: by restriction to Gal(F/F ′), but also by letting g ∈ WF ′
act as ϕα(g). These two actions satisfy the compatibilities necessary to attach a
Weil-Deligne representation of WF ′ to D.
Definition 2.15. Suppose that E contains F0. If V is an E-representation of GQp
which is semistable when restricted to GF , then the Weil-Deligne representation
WD(V ) attached to V is WD(DFst(V )). The Galois type (or type) τ(V ) of V is
defined to be WD(V ) |Ip .
From [CDT99, App. B.2] we recall several properties of WD(V ):
• WD(V ) does not depend on the choice of F ,
• WD(V1 ⊗ V2) ∼= WD(V1)⊗WD(V2), and
• WD(ǫF ) is unramified, where ǫF denotes the cyclotomic character of GF .
In particular, these facts imply that we could equivalently have defined τ(V ) using
WD(DFst,k(V )) instead of WD(D
F
st(V ))
Example 2.16. Let ω and ω2 denote the mod p reductions of ω˜ and ω˜2. By
abuse of notation, we often refer to the restrictions ω |Ip , ω2 |Ip , ω˜ |Ip , ω˜2 |Ip sim-
ply as ω, ω2, ω˜, ω˜2. Suppose that V is a 2-dimensional potentially semistable E-
representation of GQp and suppose that τ(V ) is tamely ramified. Then either
τ(V ) = ω˜i ⊕ ω˜j for integers i and j (the “principal series” case) or else τ(V ) =
ω˜m2 ⊕ ω˜pm2 for an integer m not divisible by p+ 1 (the “supercuspidal” case).
Proposition 2.17. Suppose that V is an indecomposable 2-dimensional potentially
semistable E-representation of GQp with
• Hodge-Tate weights (0, 1), and
• type τ(V ) = ω˜i ⊕ ω˜j for i 6≡ j (mod p− 1).
Let π be a choice of (−p)1/(p−1) and set F1 = Qp(π). Then V is crystalline over
F1 and D
F1
st,2(V ) is of the form
D = E · e1 ⊕ E · e2,
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ϕ(e1) = x1e1 , ϕ(e2) = x2e2 , N = 0,
Fil1(F1 ⊗Qp D) = (F1 ⊗Qp E)(πj−ie1 + e2),
g · e1 = ω˜(g)ie1 , g · e2 = ω˜(g)je2 for g ∈ Gal(F1/Qp),
with x1, x2 ∈ OE and valp(x1x2) = 1.
Proof. Since τ(V ) is nonscalar, V is potentially crystalline by [BM02, Lem. 2.2.2.2];
moreover, τ(V ) |IF1 is trivial and so V becomes crystalline over F1. Hence N = 0.
From the construction of WD(V ), it is easy to see that D must have a basis
e1, e2 on which Gal(F1/Qp) acts via g · e1 = ω˜(g)ie1 and g · e2 = ω˜(g)je2. Since
ϕ and g commute, and again using the fact that τ(V ) is nonscalar, it follows that
ϕ(e1) = x1e1 and ϕ(e2) = x2e2 for some x1 and x2.
Using the fact that Gal(F1/Qp) preserves the filtration, we find Fil
1(F1 ⊗Qp D)
to be of the form (F1 ⊗Qp E)(πj−iae1 + be2) for a, b ∈ E. Both a and b must be
nonzero: otherwise, the resulting (ϕ,N, F1/Qp, E)-module would be a direct sum of
two 1-dimensional (ϕ,N, F1/Qp, E)-modules, contradicting the indecomposability
of V . Replacing e1 by ae1 and e2 by be2 in our basis for D, we see that Fil
1 may
be taken to have the desired form. Finally, the weak admissibility of D implies that
x1, x2 ∈ OE and that valp(x1x2) = 1. 
We denote the filtered modules of the preceding Proposition by Dx1,x2 .
Proposition 2.18. Suppose that E contains Qp2 , and suppose that V is a 2-
dimensional potentially semistable E-representation of GQp with
• Hodge-Tate weights (0, 1), and
• type τ(V ) = ω˜m2 ⊕ ω˜pm2 with p+ 1 ∤ m.
Write m = i+(p+1)j with i ∈ {1, . . . , p} and j ∈ Z/(p−1)Z. Let ̟ be a choice of
(−p)1/(p2−1), set F2 = Qp2(̟), and let gϕ denote the element of Gal(F2/Qp) which
fixes ̟ and is nontrivial on Qp2 . Then V is crystalline over F2 and D
F2
st,2(V ) is of
the form
D = (Qp2 ⊗ E) · e1 ⊕ (Qp2 ⊗ E) · e2,
ϕ(e1) = e2 , ϕ(e2) = (1⊗ x)e1 , N = 0,
Fil1(F2 ⊗Qp2 D) = (F2 ⊗Qp E)((̟(p−1)i ⊗ a)e1 + (1⊗ b)e2),
g · e1 = (ω˜2(g)m ⊗ 1)e1 , g · e2 = (ω˜2(g)pm ⊗ 1)e2 for g ∈ Gal(F2/Qp2),
gϕ · e1 = e1 , gϕ · e2 = e2,
with (a, b) ∈ E2 \ (0, 0), x ∈ OE and valp(x) = 1.
Proof. Exactly as in Proposition 2.17, V becomes crystalline over F2 and N = 0.
Let σ1 and σ2 denote the two embeddings of Qp2 into E. For each µ = 1, 2,
the construction of WD(V ) implies that Dσµ has an E-basis vµ1, vµ2 on which
g ∈ Gal(F2/Qp2) acts as
g · vµ1 = σµ(ω˜m2 (g))vµ1 and g · vµ2 = σµ(ω˜pm2 (g))vµ2.
Since gϕ is an E-linear map on D which swaps the two subspaces Dσµ and satisfies
the relation gϕggϕ = g
p for all g ∈ Gal(F2/Qp2), it follows (possibly after multiply-
ing some vµν by constants in E) that gϕ · vµν = v(3−µ)ν . Similarly, since ϕ swaps
the Dσµ and commutes with the action of Gal(F2/Qp2), there exist c, d ∈ E such
that ϕ(v11) = cv22, ϕ(v21) = cv12, ϕ(v12) = dv21, and ϕ(v22) = dv11.
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Taking e1 = v11 + v21, e2 = c(v12 + v22), and x = cd, and using the fact that
Fil1 must be preserved by Gal(F2/Qp), we see without difficulty that in this basis
D has the desired form. 
We denote the filtered modules of Proposition 2.18 by Dm,[a:b].
Remark 2.19. It is not difficult to see that these filtered modules match those of
“type IV” in [FM95, §11] (which deals only with the case E = Qp).
By a similar argument, we also find the following.
Proposition 2.20. Suppose that E contains Qp2 , and suppose that V is an inde-
composable 2-dimensional potentially semistable E-representation of GQp with
• Hodge-Tate weights (0, 1), and
• type τ(V ) = ω˜i ⊕ ω˜j for i 6≡ j (mod p− 1).
Let ̟, F2, and the elements of Gal(F2/Qp) be as in Proposition 2.18, and set
π = ̟p+1. Then V is crystalline over F2 and D
F2
st,2(V ) is of the form
D = (Qp2 ⊗ E) · e1 ⊕ (Qp2 ⊗ E) · e2,
ϕ(e1) = (1⊗ x1)e1 , ϕ(e2) = (1⊗ x2)e2 , N = 0,
Fil1(F2 ⊗Qp2 D) = (F2 ⊗Qp E)((πj−i ⊗ 1)e1 + e2),
g · e1 = (ω˜(g)i ⊗ 1)e1 , g · e2 = (ω˜(g)j ⊗ 1)e2 for g ∈ Gal(F2/Qp2),
gϕ · e1 = e1 , gϕ · e2 = e2,
with x1, x2 ∈ OE and valp(x1x2) = 1.
Denote this filtered module byD′x1,x2 , and note that (D
′
x1,x2)
Gal(F2/F1) = Dx1,x2 .
When 0 < valp(x1), valp(x2) < 1, we actually need to work with D
′
x1,x2 instead of
Dx1,x2 .
Finally, we conclude this section by checking the following.
Proposition 2.21. The filtered modules listed in Propositions 2.17, 2.18, 2.20 are
weakly admissible.
Proof. To verify the weak admissibility of one of these filtered modules D, by
[BM02, Prop. 3.1.1.5] one needs to check that any (F0 ⊗ E)-submodule of D that
is preserved by ϕ satisfies tH ≤ tN (in the notation of Fontaine [Fon94]). For the
filtered modules of Proposition 2.17, this is evident. We give the details for the
filtered modules of Proposition 2.18; the details for Proposition 2.20 are similar.
Suppose that Qp2 = Qp(τ) with τ
2 ∈ Qp. Put u = 12 (1⊗ 1− τ ⊗ τ−1) ∈ Qp2 ⊗E
and set v = 1 ⊗ 1 − u, so that u, v are idempotents satisfying ϕ(u) = v, ϕ(v) = u.
It then easy to see that any nonzero proper Qp2 ⊗ E-submodule D0 of D which is
preserved by ϕ must be generated by a pair of elements u(ae1+ be2), v(bxe1+ae2)
with a, b ∈ E: if D0 contains two E-linearly independent elements of uD, then it
contains all of uD; hence it is equal to D. One checks that tH(D0) = 0 for such
D0. 
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3. Strongly divisible modules with tame descent data
In [Bre00], C. Breuil constructed a category of “strongly divisible modules” over
a local field F ′, and he proved that it is (anti-)equivalent to the category of Ga-
lois lattices inside Barsotti-Tate representations of GF ′ . Following the strategy
of [BCDT01, Sec. 5.4], we formulate descent data on strongly divisible mod-
ules, thereby extending Breuil’s antiequivalence to Galois lattices inside potentially
Barsotti-Tate representations. This is essentially formal, but for simplicity we work
exclusively with descent data for tame extensions F/F ′.
3.1. Galois lattices and p-divisible groups. In this section, we review the re-
lation between Galois lattices and p-divisible groups. Let ρ : GF ′ → GL(V ) be
a p-adic representation, and let T be a Galois Zp-lattice inside V . To T we may
associate a p-divisible group over F ′, as follows: each T/pn is a finite representa-
tion of GF ′ , hence corresponds to a finite flat group scheme Γ(n) over F
′. Then
the p-divisible group associated to T is Γ = ∪Γ(n). Conversely, given a p-divisible
group Γ over F ′ we may recover the Galois lattice
lim←−
n
Γ(n)(Qp),
and these two operations are readily seen to be inverse to one another.
Breuil shows ([Bre00, Th. 5.3.2]) that Γ extends to a p-divisible group G over
the integers OF ′ if and only if the representation ρ is crystalline with Hodge-Tate
weights in {0, 1}. More precisely, Breuil shows that if ρ is crystalline with Hodge-
Tate weights in {0, 1}, then there exists some lattice inside V for which the asso-
ciated p-divisible group over F ′ extends; but then by a scheme-theoretic closure
argument (see [Ray74, Secs. 2.2, 2.3]), for any lattice T ⊂ V the p-divisible group
over F ′ associated to T extends to a p-divisible group over OF ′ . Tate’s full faith-
fulness theorem guarantees that this extension is unique up to isomorphism.
Suppose now that ρ is merely potentially crystalline with Hodge-Tate weights
in {0, 1}, and, more precisely, that ρ becomes crystalline over F . Let T ⊂ V be a
Galois lattice. Then T regarded as a GF -lattice does correspond to a p-divisible
group Γ over F which, as above, extends to a p-divisible group G overOF . However,
the restriction from F ′ to F also induces descent data on Γ. Indeed, recall that
Γ(n) = Spec(MapsGF (T/p
n,Qp)).
The algebra on the right-hand side carries an action of Gal(F/F ′): if g ∈ Gal(F/F ′),
let g˜ be any extension of g to Gal(Qp/F
′), and for f ∈ MapsGF ′ (T/pn,Qp)), we
set g · f = g˜ ◦ f ◦ g˜−1. This is easily seen to be well-defined and compatible among
different values of n, so that we obtain a g-semilinear map 〈g〉 : Γ → Γ. It is
convenient to factor 〈g〉 as
Γ
[g]−−−−→ gΓ −−−−→ Γy y y
Spec(F ) −−−−→ Spec(F ) g−−−−→ Spec(F )
where the right-hand square is Cartesian, so that the [g] are maps of p-divisible
groups over F satisfying the compatibility [gh] = (g[h]) ◦ [g]. (Here and henceforth,
the superscript g denotes base change by g.) Finally, by Tate’s full faithfulness
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theorem, each [g] extends to a map G → gG. We again denote this by [g], and we
note that the compatibility relation is automatically still satisfied.
Definition 3.1. If G is a p-divisible group over OF , then descent data relative
to F ′ is a collection of maps [g] : G → gG for each g ∈ Gal(F ′/F ) satisfying
[gh] = (g[h]) ◦ [g].
In the reverse direction, if G = ∪G(n) is a p-divisible group over OF with descent
data relative to F ′, we can construct a GF ′ -lattice. Writing G(n) = Spec(Rn), the
descent data comes from a compatible collection of Gal(F/F ′)-actions on the Rn.
If σ ∈ GF ′ , and f ∈ G(n)(OQp) = Hom(Rn,OQp), we set σ · f = σ ◦ f ◦ (σ−1 |F ).
Since the descent data is actually descent data on the whole p-divisible group, these
GF ′ -actions are compatible for varying n and yield a GF ′ -action on
lim←−
n
G(n)(O
Qp
).
Unsurprisingly, this construction is inverse to the construction from a GF ′ -lattice
of a p-divisible group over OF with descent data relative to F ′. As a consequence,
we have the following.
Proposition 3.2. The above constructions describe an equivalence between the
category of Galois lattices inside potentially crystalline GF ′-representations that
become crystalline over F and have Hodge-Tate weights inside {0, 1}, and the cat-
egory of p-divisible groups over OF with descent data relative to F ′.
3.2. Big rings and categories of filtered modules without descent data. In
this section we review the definitions of various big rings and categories of filtered
modules from [Bre00] and [Bre99].
Let R be a complete discrete valuation ring of characteristic zero, absolute rami-
fication index e, and perfect residue field k of characteristic p. Fix a uniformizer π of
R. Let S = SR be the p-adic completion of W (k)[u,
uie
i! ]i∈N, and let Sn = S/p
nS.
The map φ : S → S is the unique Frobenius-semilinear map sending φ(u) = up
and φ(uie/i!) = uiep/i!; we also use φ to denote the map Sn → Sn induced by
φ. Let N denote the unique W (k)-linear derivation such that N(u) = −u and
N(uie/i!) = −ieuie/i!, so that Nφ = pφN . Let E(u) ∈ S denote the minimal
polynomial of π over W (k), and if k ≥ 1, let Filk−1S be the p-adic completion of
the ideal of S generated by E(u)i/i! for i ≥ k − 1. (Note that we are using k to
denote both the residue field and the weight; it should not be possible to confuse
the two uses with one another.) Then φ(Filk−1S) ⊂ pk−1S for k ≤ p, and so for
k ≤ p, we let φk−1 denote φ/pk−1 on Filk−1S. Finally, let c denote φ1(E(u)).
We now repeat (essentially verbatim) some notation and definitions of [BCDT01]
and [Bre00]; we refer the reader to [BCDT01, Secs. 5.3, 5.4] for details.
Let Spf(R)syn be the small p-adic formal syntomic site over R, and let (Ab/R)
denote the category of abelian sheaves on Spf(R)syn.
If X ∈ Spf(R)syn, set Xn = X×RR/pn. The sheaf Ocrisn,π is the sheaf of Sn-modules
on Spf(R)syn associated to the presheaf
X 7→ (Wn(k)[u]⊗φn,Wn(k) Wn(Γ(X1,OX1)))DP ,
where φ is Frobenius onWn(k), where “DP” means that we take the divided power
envelope with respect to the kernel of the map
Wn(k)[u]⊗φn,Wn(k) Wn(Γ(X1,OX1))→ Γ(Xn,OXn)
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s(u)⊗ (w0, . . . , wn−1) 7→ s(π)(wˆp
n
0 + · · ·+ pn−1wˆpn−1)
and relative to the usual divided power structure on the maximal ideal of Wn(k),
and where wˆi is a local lifting of wi. If On ∈ (Ab/R) is the sheaf On(X) =
Γ(Xn,OXn), then the above map induces a morphism O
cris
n,π → On, and we de-
note its kernel by Jcrisn,π. The map φ : O
cris
n,π → Ocrisn,π induced by crystalline Frobenius
satisfies φ(Jcrisn,π) ⊂ pOcrisn,π, and there exists φ1 : Jcrisn,π → Ocrisn,π which may be thought
of as φ/p. Define Ocris∞,π = lim−→
n
Ocrisn,π and J
cris
∞,π = lim−→
n
Jcrisn,π; these limits are taken over
the multiplication-by-p inclusions Ocrisn,π → Ocrisn+1,π. See [Bre00, Sec 2.3] for further
details regarding these sheaves.
If R = OF is the ring of integers in a finite extension F over Qp, recall from
[Bre00, Sec 5.3] that we define Acris = lim←−Wn(OQp/pOQp)
DP . Fix a system of
roots (πn)n≥0 in Qp such that π0 = π and π
p
n+1 = πn, from which we construct an
element π ∈ Acris (see [Bre99, Sec. 2.2.2]). Then B+cris = Acris ⊗W (k) F0, where F0
is the fraction field of W (k), and Âcris = lim←−O
cris
n,π(OQp) is isomorphic to the p-adic
completion of Acris[
(u−π)i
i! ]i∈N.
We refer the reader to [Bre99, Sec. 2.2.2] for the construction of the ring Âst.
The ring Âst has a filtration Fil
•Âst, a Frobenius φ, and a monodromy operator N
which is the unique Acris-linear derivation such that N(X) = 1 +X . If k ≤ p, the
Frobenius satisfies φ(Filk−1Âst) ⊂ pk−1Âst, so we let φk−1 be φ/pk−1 on Filk−1Âst.
The choice of π fixes an S-module structure on Âst and an embedding Âcris → Âst
by sending u 7→ π(1+X)−1, and this embedding induces a filtration, Frobenius, and
monodromy operator on Âcris and a filtration on Acris. Set Acris,∞ = Acris ⊗W (k)
F0/W (k), Âcris,∞ = Âcris ⊗W (k) F0/W (k), and Âst,∞ = Âst ⊗W (k) F0/W (k) with
the induced Frobenius, filtration, and monodromy operators (e.g., Filk−1Âst,∞ =
(Filk−1Âst)⊗ F0/W (k)).
Let k ∈ {1, . . . , p− 1}. Recalling [Bre99, Sec. 2.2.1], we let ′Modk−1 denote the
category of quadruples consisting of
• an S-module M,
• an S-submodule Filk−1M of M containing (Filk−1S)M,
• a φ-semilinear map φk−1 : Filk−1M→M such that for all s ∈ Filk−1S and
x ∈M we have φk−1(sx) = φk−1(s)φ(x) with φ(x) = 1ck−1φk−1(E(u)k−1x),
and
• a W (k)-linear map N : M → M satisfying: N(sx) = N(s)x + sN(x) for
s ∈ S, x ∈ M; and E(u)N(Filk−1M) ⊂ Filk−1M and φk−1(E(u)N(x)) =
cN(φk−1(x)) for x ∈ Filk−1M.
Morphisms in ′Modk−1 are the S-linear maps preserving Filk−1 and commuting
with φk−1 and N . We define six additional categories as follows: ′Modk−10 is the
category obtained by omitting N in the definition of ′Modk−1, while Modk−1 and
Modk−10 are the full subcategories of
′Modk−1 and ′Modk−10 with the following extra
conditions:
• M is of the form ⊕iSni for some finite list of positive integers ni, and
• φk−1(Filk−1M) generates M over S.
Next, Modk−1 and Modk−10 are the full subcategories of
′Modk−1 and ′Modk−10
with the following extra conditions:
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• M is a free S-module and Filk−1M ∩ pM = pFilk−1M, and
• φk−1(Filk−1M) generates M over S.
Finally, let Modk−1cris be the full subcategory of objects of Mod
k−1 with the prop-
erty that N(M) ⊂ IM, where I is the ideal ∑i≥1 ui⌊i/e⌋!S in S.
The category Modk−10 is called the category of strongly divisible modules (of
weight k). Let R = OF be the integers in a finite extension F of Qp, and M be a
strongly divisible module of weight 2 for R. By [Bre00, Prop. 5.1.3(1)], there exists
a unique W (k)-linear endomorphism N of M such that:
• N(sx) = N(s)x+ sN(x) for s ∈ S and x ∈M,
• Nφ1 = φN , and
• N(M) ⊂ IM, where I is the ideal ∑i≥1 ui⌊i/e⌋!S in S.
Thus for R = OF , the categories Mod10 and Mod1cris are equivalent. Before proceed-
ing to the next section, we note the following examples:
• S is an object of Modk−1cris ,
• each Sn is an object of Modk−1,
• Âcris, Âcris,∞, Âst, and Âst,∞ are objects of ′Modk−1,
• Ocrisn,π(OQp) is an object of ′Mod
1
0, and
• regarding Acris as an S-module via u ·x = πx we can make Acris and Acris,∞
into objects of ′Modk−10 ; then the maps Âst → Acris and Âst,∞ → Acris,∞
sending X 7→ 0 are morphisms in ′Modk−10 .
3.3. p-divisible groups and strongly divisible modules with tame descent
data. Let G = ∪G(n) be a p-divisible group over R. Then for each n we may regard
G(n) as a sheaf on Spf(R)syn and we define
Mπ(G(n)) = Hom(Ab/R)(G(n),Ocris∞,π) = Hom(Ab/R)(G(n),Ocrisn,π),
Fil1Mπ(G(n)) = Hom(Ab/R)(G(n), Jcris∞,π) = Hom(Ab/R)(G(n), Jcrisn,π),
and
φ1 : Fil
1
Mπ(G(n))→Mπ(G(n))
induced by φ1 : J
cris
∞,π → Ocris∞,π. Next, define
(Mπ(G),Fil1Mπ(G), φ1) = (lim←−
n
Mπ(G(n)), lim←−
n
Fil1Mπ(G(n)), lim←−
n
φ1).
We often denote the triples (Mπ(·),Fil1Mπ(·), φ1) by Mπ(·) or, suppressing the
fixed uniformizer π, by M(·). By [Bre00, Cor. 4.2.2.7, Lem. 4.2.2.8], the M(G(n))
are objects in Mod10, while M(G) is an object in the category Mod10 of strongly
divisible modules.
Now suppose that g : R→ R is a continuous automorphism of R. For simplicity
of notation, we assume that g(π) = hgπ with hg ∈ W (k). This assumption is not
strictly necessary until Corollary 3.6, but we do not need the extra generality for our
applications. Define ĝ : W (k)[[u]] → W (k)[[u]] by ĝ(∑wiui) = ∑ g(wi)higui, and
similarly, let ĝ : S → S be the unique ring isomorphism such that ĝ
(
wi
ui
⌊i/e⌋!
)
=
g(wi)
ui
⌊i/e⌋!h
i
g. We also let ĝ denote the isomorphism induced on Sn.
If X ∈ Spf(R)syn, let gX = Spf(R) ×g∗,Spf(R) X, and as in [BCDT01, Sec. 5.4],
we define
O
cris,(g)
n,π (X) = O
cris
n,π(
gX), Jcris,(g)n,π (X) = J
cris
n,π(
gX),
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so that O
cris,(g)
n,π ∈ (Ab/R) is the sheaf associated the the presheaf
X 7→ (Wn(k)[u]⊗φn,Wn(k) Wn(Γ(gX1,OgX1)))DP
=
(
Wn(k)[u]⊗φn,Wn(k) Wn(R ⊗g,R Γ(X1,OX1))
)DP
.
Then there is a canonical isomorphism
O
cris
n,π ⊗Sn,ĝ Sn ∼−→ Ocris,(g)n,π
coming from the ĝ-semilinear map from Wn(k)[u] ⊗φn,Wn(k) Wn(Γ(X1,OX1)) to
Wn(k)[u]⊗φn,Wn(k) Wn(R⊗g,R Γ(X1,OX1)) sending
s⊗ (w0, . . . , wn−1) 7→ ĝ(s)⊗ (1⊗ w0, . . . , 1⊗ wn−1),
and this induces
Jcrisn,π ⊗Sn,ĝ Sn ∼−→ Jcris,(g)n,π .
Lemma 5.4.4 of [BCDT01] tells us that the diagram
Jcrisn,π ⊗Sn,ĝ Sn ∼−−−−→ Jcris,(g)n,π
φ1⊗φ
y φ1y
Ocrisn,π ⊗Sn,ĝ Sn ∼−−−−→ Ocris,(g)n,π
is commutative. Moreover, looking at the presheaves, it is evident that the above
diagrams for n and n+1 are compatible under the multiplication-by-p inclusion (i.e.,
we have a commutative cube, where the front and back faces are the above diagrams
for n and n+ 1, and the four front-to-back maps are induced by Ocrisn,π → Ocrisn+1,π).
We have the following proposition, which is an analogue of [BCDT01, Cor. 5.4.5]
and is proved in essentially the same manner.
Proposition 3.3. Let g : R → R be a continuous automorphism such that gπ =
hgπ with hg ∈W (k).
(1) Let G be a p-divisible group over R. Then there are canonical isomorphisms
in Mod10:
(Mπ(G)⊗ĝ S,Fil1Mπ(G)⊗ĝ S, φ1 ⊗ φ) ∼−→ (Mπ(gG),Fil1Mπ(gG), φ1).
(2) If f : G → G′ is a morphism of p-divisible groups over R, then there is a
commutative diagram in Mod10:
Mπ(G′)⊗ĝ S Mpi(f)−−−−→ Mπ(G) ⊗ĝ Sy y
Mπ(
gG′) Mpi(
gf)−−−−−→ Mπ(gG)
.
(3) If g1, g2 are two continuous automorphisms such that giπ = hgiπ with hgi ∈
W (k) for i = 1, 2, then on
(Mπ(G) ⊗ĝ1 S)⊗ĝ2 S ∼= Mπ(G)⊗ĝ2g1 S
one has (φ1 ⊗ φ) ⊗ φ = φ1 ⊗ φ.
Proof. First, prove the pn-torsion analogue of this proposition; more precisely, prove
the same statements for G(n) in Mod10, and note that they are compatible under
the inclusions G(n)→ G(n+ 1). Then pass to the inverse limit. 
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We then have the following analogue of [BCDT01, Cor. 5.4.6].
Corollary 3.4. Let G be a p-divisible group over R. To give a morphism 〈g〉 : G →
G such that the diagram
G 〈g〉−−−−→ Gy y
Spec(R)
Spec(g)−−−−−→ Spec(R)
is commutative and the induced morphism [g] : G → gG is a morphism of p-divisible
groups over R is equivalent to giving an additive map ĝ : Mπ(G) → Mπ(G) such
that
• for all s ∈ S and x ∈Mπ(G), ĝ(sx) = ĝ(s)ĝ(x);
• ĝ(Fil1M(G)) ⊂ Fil1M(G) and φ1 ◦ ĝ = ĝ ◦ φ1.
Proof. As in the proof of [BCDT01, Cor. 5.4.6], the map ĝ is the composition
Mπ(G)→Mπ(G) ⊗ĝ S →Mπ(gG)→Mπ(G)
where the leftmost map is x 7→ x⊗ 1 and the rightmost map is Mπ([g]). 
We now specify hypotheses that we frquently need to assume.
Hypotheses 3.5. Suppose R = OF , and suppose that F/F ′ is a tamely ramified
Galois extension with ramification index e(F/F ′). Fix a uniformizer π ∈ F such
that πe(F/F
′) ∈ F ′, and write g(π) = hgπ for each g ∈ Gal(F/F ′). Let ĝ : S → S
be defined as before.
Then Corollary 3.4 and parts (2) and (3) of Proposition 3.3 together imply the
following.
Corollary 3.6. Under Hypotheses 3.5, let G be a p-divisible group over OF . Giv-
ing descent data on G relative to F ′ is equivalent to giving additive bijections
ĝ : Mπ(G)→Mπ(G) for all g ∈ Gal(F/F ′) such that
• ĝ(sx) = ĝ(s)ĝ(x) for s ∈ S, x ∈Mπ(G), and g ∈ Gal(F/F ′),
• ĝ(Fil1M(G)) ⊂ Fil1M(G) and φ1 ◦ ĝ = ĝ ◦ φ1 for all g ∈ Gal(F/F ′), and
• ĝ1 ◦ ĝ2 = ĝ1 ◦ g2 for g1, g2 ∈ Gal(F/F ′).
This motivates the following definition.
Definition 3.7. Assume Hypotheses 3.5. If Mod is any one of the categories of
Section 3.2 (′Modk−1, etc.), then the category Moddd consists of objects M of Mod
together with additive bijections ĝ : M→M for each g in Gal(F/F ′) and satisfying
the following compatibilities:
• ĝ(sx) = ĝ(s)ĝ(x) for s ∈ S, x ∈M, g ∈ Gal(F/F ′),
• ĝ(Filk−1M) ⊂ Filk−1(M) and φk−1 ◦ ĝ = ĝ ◦ φk−1 for each g ∈ Gal(F/F ′),
• ĝ1 ◦ ĝ2 = ĝ1 ◦ g2 for g1, g2 ∈ Gal(F/F ′),
• N ◦ ĝ = ĝ ◦N if the category Mod is equipped with an N .
Morphisms in Moddd are those of Mod which commute with ĝ for all g ∈
Gal(F/F ′).
So we may rephrase Corollary 3.6 as follows: under Hypotheses 3.5, the category
of p-divisible groups over OF with descent data relative to F ′ is equivalent to the
category Mod10,dd.
ON A CONJECTURE OF CONRAD, DIAMOND, AND TAYLOR 17
Definition 3.8. Under Hypotheses 3.5, we refer to Mod10,dd as the category of
strongly divisible modules with tame descent data (of weight 2).
Remark 3.9. Retain Hypotheses 3.5, and let G be a p-divisible group over OF
with descent data relative to F ′. Then G(1) is a finite flat group scheme killed by
p with descent data relative to F ′, and the filtered φ1-module Mπ(G(1)) obtains
descent data in the sense of [BCDT01, Th. 5.6.1]. By construction, this descent
data is exactly the collection of maps induced on
M(G)/pM(G)⊗S1 k[u]/uep
by the descent data on M(G).
3.4. Galois lattices and strongly divisible modules with descent data. In
the two preceding sections, we have seen how to pass between Galois lattices inside
potentially crystalline Galois representations of GF ′ with Hodge-Tate weights in
{0, 1} and p-divisible groups over OF with descent data relative to F ′, and between
these and strongly divisible modules with descent data. We now describe how to
pass directly to Galois lattices from strongly divisible modules with descent data.
We may extend the natural action of GF on Âcris to an action of GF ′ . In fact,
more generally if A is a syntomic OF -algebra with a Gal(F/F ′)-semilinear action
of GF ′ , then GF ′ acts on O
cris
n,π(A) as follows: if g ∈ GF ′ , then x ∈ Ocrisn,π(A) maps
to (g · x)⊗ 1 under the composition
Ocrisn,π(A)→ Ocrisn,π(A⊗g−1 OF ) ∼−→ Ocrisn,π(A) ⊗g−1 Sn,
where the first map is induced by the OF -algebra map A→ A⊗g−1OF , a 7→ g(a)⊗1.
Under Hypotheses 3.5, it is not difficult to see (by checking on presheaves) that
g · u = hgu for the element u ∈ Âcris. Therefore g preserves the filtration and
commutes with the φ induced on Âcris from the ring Âst as defined in [Bre99, Sec.
2.2.2], and furthermore the Acris-linear map fπ : Âcris → B+dR sending u to π is
actually a GF ′ -morphism. Thus we may regard O
cris
n,π(OQp) and Âcris as objects of
Mod10,dd and
′Mod1 respectively.
Let M be a strongly divisible module with tame descent data, and let G = ∪G(n)
be the p-divisible group over OF with descent data relative to F ′ such that M ∼=
Mπ(G). Forgetting the descent data momentarily, by [Bre00, Th. 4.2.2.9] and the
construction in [Bre00, Sec. 4.2.1] we know that
G(n)(O
Qp
) = Hom′Mod10(M/p
nM,Ocrisn,π(OQp))
is an isomorphism of GF -modules. The crucial point is that it is actually an
isomorphism of GF ′ -modules, where g˜ ∈ GF ′ acts on the right-hand side via
f 7→ g˜ ·(f ◦ĝ−1). (To simplify notation, in this section we use g˜ to denote an element
of GF ′ , and g to denote its restriction g˜ |F .) More generally, if G(n) = Spec(Rn)
and A is a syntomic OF -algebra with a Gal(F/F ′)-semilinear action of GF ′ , we
show that the canonical bijection
G(n)(A) = HomOF (Rn, A) ∼−→ Hom(φ1,Fil1)(M(G(n)),Ocrisn,π(A))
is a GF ′ -module isomorphism. Here, the subscript (φ1,Fil
1) denotes morphisms
that commute with φ1 and preserve Fil
1, with Fil1(Ocrisn,π(A)) = J
cris
n,π(A). Indeed,
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consider the diagram
HomOF (Rn, A)

// Hom(φ1,Fil1)(M(G(n)),O
cris
n,pi(A))

HomOF (Rn ⊗g−1 OF , A)

// Hom(φ1,Fil1)(M(
g−1G(n)),Ocrisn,pi(A))

HomOF (Rn ⊗g−1 OF , A⊗g−1 OF )

// Hom(φ1,Fil1)(M(
g−1G(n)),Ocrisn,pi(A⊗g−1 OF ))

Hom(φ1,Fil1)(M(G(n)) ⊗ĝ−1 Sn,O
cris
n,pi(A)⊗ĝ−1 Sn)

HomOF (Rn, A)
// Hom(φ1,Fil1)(M(G(n)),O
cris
n,pi(A))
in which
• the top square is functorial, induced by [g−1] : G(n)→ g−1G(n), and hence
commutes;
• the middle square is functorial, induced by A→ A⊗g−1 OF , a 7→ g˜(a)⊗ 1,
and hence commutes;
• the left-hand vertical map in the bottom square is “untwisting”, that is,
takes a map sending r⊗ 1 7→ a⊗ 1 to a map sending r 7→ a; the first right-
hand vertical map in the bottom square is induced by the isomorphism
Ocrisn,π ⊗ĝ−1 Sn ∼−→ Ocris,(g)n,π ; and the second right-hand vertical map is again
untwisting.
The actions of g˜ on HomOF (Rn, A) and Hom(φ1,Fil1)(M(G(n)),Ocrisn,π(A)) are the
composites of the left-hand and right-hand vertical maps in the above diagram,
respectively; hence it suffices to verify that the bottom square commutes. Indeed,
if A,B ∈ (Ab/OF ) are any two abelian sheaves, then one checks locally on sections
that the composition
Hom(Ab/OF )(A,B) → Hom(φ1,Fil1)(Ocris,(g
−1)
n,π (B),O
cris,(g−1)
n,π (A))
∼−→ Hom(φ1,Fil1)(Ocrisn,π(B)⊗ĝ−1 Sn,Ocrisn,π(A)⊗ĝ−1 Sn)
∼−→ Hom(φ1,Fil1)(Ocrisn,π(B),Ocrisn,π(A))
is just the natural map Hom(Ab/OF )(A,B)→ Hom(φ1,Fil1)(Ocrisn,π(B),Ocrisn,π(A)). This
yields the conclusion. Passing to the inverse limit over n, we obtain the following.
Theorem 3.10. Assume Hypotheses 3.5. Suppose that G is a p-divisible group
over OF with descent data relative to F ′, and let M be the corresponding strongly
divisible module with descent data. Then there is an isomorphism of GF ′-lattices
Tp(G) = lim←−G(n)(OQp) ∼= Hom′Mod10(M, Âcris).
3.5. From Âcris to Âst. Assume Hypotheses 3.5, and let M be a strongly divisible
module with tame descent data. Recall that φ : M → M is defined as φ(x) =
1
cφ1(E(u)x).
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From the equivalence of categories between Mod10 and Mod
1
cris, our strongly di-
visible module M obtains a monodromy operator N . Because our fixed uniformizer
satisfies πe(F/F
′) ∈ F ′, it follows that ĝ(E(u)) = E(u). Since ĝ commutes with φ1,
it also commutes with φ, and so with N as well: indeed, for the latter, note that
ĝ−1Nĝ satisfies the three properties of [Bre00, Prop 5.1.3(1)], and then invoke the
uniqueness of N .
Moreover, any S-linear map from M to Âcris, or to another strongly divisible
module, that preserves Fil1 and commutes with φ1, automatically commutes with
N . (If f : M → M′ is such a map, one sees iteratively that the S-linear map
∆ = f ◦ N − N ◦ f has ∆(M) ⊂ φm(I)M′ for all m.) Thus the equivalence of
categories between Mod10 and Mod
1
cris extends to an equivalence of Mod
1
0,dd and
Mod1cris,dd, and
Hom′Mod10(M, Âcris) = Hom′Mod1(M, Âcris).
Henceforth, when we refer to a strongly divisible module with tame descent data
(of weight 2), we are typically referring to an object of Mod1cris,dd (i.e., the corre-
sponding object of Mod10,dd endowed with its canonical N).
It is not difficult to see that our action of GF ′ on Âcris extends uniquely to Âst.
We then have the following.
Proposition 3.11. The embedding Âcris → Âst induces an isomorphism of GF ′-
lattices
Hom′Mod1(M, Âcris) = Hom′Mod1(M, Âst).
Proof. The induced map is evidently injective, so we need to prove surjectivity. If
γ ∈ Hom′Mod1(M, Âst) it is not difficult to see that γ(M) ⊂ Âcris[ 1p ], for example
using [Bre00, Prop. 5.1.3] and the fact that {x ∈ Âst | Nx = 0} = Acris. Therefore
given γ ∈ Hom′Mod1(M, Âcris) such that γ(M) ⊂ pÂst, we need only show that
γ(M) ⊂ pÂcris.
We remark first that p divides φ1
(
(u−π)i
i!
)
in Âcris if i ≥ 2. Indeed,
φ
(
(u− π)i
i!
)
=
1
i!
p! p∑
j=1
(u− π)j
j!
πp−j
(p− j)!
i
and p!
i
i!p is divisible by p for i ≥ 2 since p is odd. Now suppose x ∈ Fil1M, and write
γ(x) =
∑
i≥0
ai
(u− π)i
i!
∈ Fil1Âcris,
with each ai in Acris. (In particular, a0 ∈ Acris ∩ Fil1Âcris.) Then
φ1(γ(x)) ∈ φ1(a0) + φ(a1)
(
up − πp
p
)
+ pÂcris.
Since φ1(γ(x)) = γ(φ1(x)) ∈ γ(M) ⊂ pÂst it follows that p divides φ1(a0) in Acris
(use that the map Âst → Acris, X 7→ 0 sends u to π), and therefore
φ1(γ(x)) ∈ φ(a1)u
p − πp
p
+ pÂcris ⊂ A
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where A ⊂ Âcris is the subset of elements of the form
pb+
p∑
i=1
bi
πp−i
(p− i)!
(u− π)i
i!
with b ∈ Âcris and each bi ∈ Acris. Since M is generated over S by φ1(Fil1M),
it follows that γ(M) is contained in the subset of Âcris generated over S by A,
and we deduce that every element of γ(M) is of the form
∑
i≥0 bi
(u−π)i
i! with b1 =
πp−1c1 + pc2 with c1, c2 ∈ Âcris. In particular this applies to a1, so that φ(a1) is
divisible by p and γ(M) ⊂ pÂcris. 
Remark 3.12. Note that on the level of rings, it is not true that Âcris ∩ pÂst =
pÂcris.
We note for future reference that this GF ′ -lattice may, by the proof of [Bre99,
Prop. 2.3.2.4], be written as
lim←−
n
Hom′Mod1(M/p
nM, Âst,∞).
If M is a strongly divisible module with descent data, we define GF ′ -modules
V F
′
st,2(M/p
nM) = Hom′Mod1(M/p
nM, Âst,∞)
and
TF
′
st,2(M) = lim←−
n
V F
′
st,2(M/p
nM)̂ (1),
where ̂ denotes the (Qp/Zp)-dual and where the (1) is a twist by the cyclotomic
character.
If D is a filtered (ϕ,N, F/F ′,Zp)-module, we say M is contained in S[1/p]⊗F0D
if M⊗W (k)F0 ∼= S[1/p]⊗F0D, the isomorphism respecting N , φ, the filtration, and
descent data (which acts on S[1/p]⊗F0 D in the obvious manner). We recall (see,
e.g., [BM02, Sec. 3.2.3]) that
Fil1(S ⊗F0 D) =
{∑
si(u)⊗ di |
∑
si(π)di ∈ Fil1DF
}
.
(Recall that DF denotes F ⊗F0 D.)
Lemma 3.13. If M is a strongly divisible module with tame descent data, then
there exists a filtered (ϕ,N, F/F ′,Qp)-module such that
• M is contained in S[1/p]⊗F0 D,
• N = 0 on D, and
• FiliDF = DF if i ≤ 0, and FiliDF = 0 if i ≥ 2.
Proof. Forgetting descent data momentarily, by [Bre00, Prop. 5.1.3(2)] we obtain a
filtered (ϕ,N,Qp)-module D satisfying the above conditions on N and Fil
iDF and
such that M ⊗W (k) F0 ∼= S[1/p]⊗F0 D, the isomorphism respecting N , φ, and the
filtration. However, since this isomorphism identifies D with ker(N) onM⊗W (k)F0,
and since each ĝ commutes with N , it follows that each ĝ acts on D. Thus D is
actually a filtered (ϕ,N, F/F ′,Zp)-module. 
Finally, we have the following.
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Theorem 3.14. Retain the hypotheses of Corollary 3.6. Suppose that ρ : GF ′ →
GL(V ) becomes crystalline over F and has Hodge-Tate weights in {0, 1}. The
functor TF
′
st,2 is an equivalence between the category of strongly divisible modules
with tame descent data contained in S[1/p]⊗F0 DFst,2(V ) and the category of GF ′-
lattices in ρ.
Proof. By Lemma 3.13, Theorem 3.10, Corollary 3.6, and Propositions 3.2 and 3.11,
it suffices to prove that if M is contained in S[1/p]⊗F0 DFst,2(V ), then TF
′
st,2(M) is a
GF ′ -lattice in ρ. This follows by the same proof as [BM02, Lem. 3.2.3.1]: one simply
notes that each map in that proof is now a GF ′ -map, and not just a GF -map. 
4. Coefficients
Throughout this section, we assume Hypotheses 3.5.
We now wish to add coefficients to our theory of strongly divisible modules.
Specifically, let E be a finite extension of Qp, let OE be its ring of integers, and
let R be a complete local noetherian flat OE-algebra with maximal ideal mR and
residue field a finite extension of the residue field kE of OE . Let kF be the residue
field of F . We construct a category R−Modk−1cris,dd, the category of strongly divisible
R-modules with tame descent data, having roughly the following properties:
• there is a functor Tst,k from R−Modk−1cris,dd to R-representations of GF ′ for
each R, compatible with base change R→ R′, and
• when k = 2 and R = OE , the functor Tst,2 is an equivalence of categories
between R − Mod1cris,dd and the category of OE-lattices inside represen-
tations of GF ′ with Hodge-Tate weights {0, 1} and becoming crystalline
over F , coinciding with TF
′
st,2 when E = Qp.
Our exposition follows that of [BM02, Sec. 3.2] as closely as possible (verbatim
in many places), but some changes are forced by the lack of any restrictions on
e = e(F ).
Set SF,R to be the ring
∞∑
j=0
rj
uj
⌊j/e⌋! , where rj ∈W (kF )⊗Zp R, rj → 0 mR-adically as j →∞
 .
Extend the definitions of Fil, φ, φk, N, ĝ to SF,R in the evident (R-linear) manner;
for example, Filk−1SF,R is the mR-adic completion of the ideal generated by the
E(u)j/j! for j ≥ k − 1.
We remark that if I is any ideal of R, then
ISF,R ∩ Filk−1SF,R = IFilk−1SF,R.
Indeed, every element of SF,R may be written uniquely in the form∑
j≥0
rj(u)(E(u)
j/j!)
with rj(u) a polynomial of degree less than e(F ) over W (kF )⊗R. For an element
of ISF,R ∩ Filk−1SF,R, it follows (by uniqueness) that rj(u) = 0 for j < k − 1 and
the coefficients of rj(u) lie in W (kF )⊗ I for j ≥ k− 1. Since R is noetherian, such
an element is actually in IFilk−1SF,R.
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Note that if R is the ring of integers in a local field, then we actually have
SF,R = R⊗Zp SF . We often abbreviate SF,R by SR.
Definition 4.1. A strongly divisible R-module with tame descent data is a finitely
generated free SR-module M, together with a sub-SR-module Fil
k−1
M, maps φ,N :
M→M, and additive bijections ĝ : M→M for each g ∈ Gal(F/F ′), satisfying the
following conditions:
(1) Filk−1M contains (Filk−1SR)M,
(2) Filk−1M ∩ IM = IFilk−1M for all ideals I in R,
(3) φ(sx) = φ(s)φ(x) for s ∈ SR and x ∈M,
(4) φ(Filk−1M) is contained in pk−1M and generates it over SR,
(5) N(sx) = N(s)x+ sN(x) for s ∈ SR and x ∈M,
(6) Nφ = pφN ,
(7) E(u)N(Filk−1M) ⊂ Filk−1M,
(8) N(M) ⊂ JM where J is the ideal ∑j≥1 uj⌊j/e⌋!SR in SR,
(9) ĝ(sx) = ĝ(s)ĝ(x) for all s ∈ SR, x ∈M, g ∈ Gal(F/F ′),
(10) ĝ1 ◦ ĝ2 = ĝ1 ◦ g2 for all g1, g2 ∈ Gal(F/F ′),
(11) ĝ(Filk−1M) ⊂ Filk−1M for all g ∈ Gal(F/F ′), and
(12) φ and N commute with ĝ for all g ∈ Gal(F/F ′).
The category R − Modk−1cris,dd consists of strongly divisible R-modules with tame
descent data, along with SR-linear morphisms that preserve Fil
k−1 and commute
with φ, N , and descent data.
Example 4.2. If R = OE = Zp and k = 2, then R −Modk−1cris,dd is the category
Mod1cris,dd.
Example 4.3. If F = F ′ = Qp, then our strongly divisible R-modules are pre-
cisely those strongly divisible R-modules of [BM02, De´f. 3.2.1.1] which satisfy the
extra condition N(M) ⊂ JM; that is, our strongly divisible R-modules are all
“crystalline”, whereas those of [BM02] may be “semistable”.
Definition 4.4. Let I ⊂ R be an ideal containing mnR for n sufficiently large. An
object of Modk−1dd with an action of R/I is an object N of Mod
k−1
dd together with
an algebra map R/I → EndModk−1
dd
(N). Such an N is an SR/ISR-module.
Example 4.5. If M is a strongly divisible R-module and I is an arbitrary ideal of
R, let Filk−1(M/IM) be the image of Filk−1M/IFilk−1M →֒M/IM. If R/I is flat,
then M/IM together with Filk−1(M/IM) and the reductions modulo I of φ, N , ĝ,
is a strongly divisible R/I-module. If R/I is Artinian, then M/IM together with
Filk−1(M/IM) and the reductions modulo I of φ, N , ĝ, is an object of Modk−1dd
with an action of R/I.
We have the following weaker version of [BM02, Lem 3.2.1.3], adapted for the
fact that given a morphism f : Nr → N in Modk−1, the identity f(Filk−1Nr) =
Filk−1N ∩ f(Nr) may not hold when the ramification index e is large.
Lemma 4.6. Suppose I is an ideal of R containing mnR for n sufficiently large,
R′ is a local Artinian OE-algebra with residue field a finite extension of kE , and
R/I → R′ is a local OE-algebra morphism. Suppose that N is an object of Modk−1dd
with R/I-action, and that either
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(1) N = M/IM for some strongly divisible R-module M with tame descent data,
or
(2) R′ is isomorphic to (R/(pr, I))n as an R/I-module.
Then N ⊗R/I R′ is an object of Modk−1dd with R′-action, and N → N ⊗R/I R′ is a
morphism in Modk−1dd .
Proof. The result is clear if R′ is a free R/I-module, so we may assume that R→
R′ is surjective. In case (2), the result follows as in [BM02] from the fact that
prN ∩ Filk−1N does equal prFilk−1N. In case (1), suppose that R′ = R/I ′ with
I ′ ⊃ I. Then N ⊗R/I R′ = M/I ′M. 
Corollary 4.7. Suppose that R → R′ is a finite local map of complete local noe-
therian flat OE-algebras, and suppose that either
(1) this map is surjective, or
(2) every non-zero ideal I of R′ has Im = (pr) for some positive integers m
and r.
If M is a strongly divisible R-module with descent data, then M ⊗R R′, equipped
with φ ⊗ 1, N ⊗ 1, ĝ ⊗ 1, and the image of Filk−1M ⊗ R′, is a strongly divisible
R′-module with descent data.
Proof. In the first case, use the proof of Lemma 4.6 and the fact that every ideal
of R′ is the image of an ideal of R, and pass to the appropriate inverse limit. Write
M′ = M⊗R R′. In the second case, we use the fact that we know prM′ ∩Filk−1M′
does equal prFilk−1M′. If IFilk−1M′ ( IM′ ∩Filk−1M′, then inductively we would
also have ImFilk−1M′ ( ImM′ ∩ Filk−1M′, a contradiction. 
Remark 4.8. In particular, the conclusions of Corollary 4.7 hold for any local
OE-algebra map of the form R→ OE′ with E′ a finite extension of E.
If N is an object of Modk−1dd , we may define, as in Section 3.5, GF ′ -modules
V F
′
st,k(N) = Hom′Modk−1(N, Âst,∞)
and
TF
′
st,k(N) = V
F ′
st,k(N)̂ (k − 1).
When N has an action of R/I, so does TF
′
st,k(N), as in [BM02, Sec. 3.2.2].
Lemma 4.9. Let I ⊂ I ′ be ideals of R containing mnR for n sufficiently large. Let
M be a strongly divisible R-module of rank d with tame descent data. Then we have
the following.
(1) The map TF
′
st,k(M/IM)→ TF
′
st,k(M/I
′M) is surjective.
(2) The R/I-module TF
′
st,k(M/IM) is free of rank d.
Proof. The proof is exactly the same as that of [BM02, Lem. 3.2.2.1], replacing
[Bre98, Prop. 3.2.3.1, Cor. 3.2.3.2] with [Bre99, Lems. 2.3.1.1, 2.3.1.2, 2.3.1.3]. 
Lemma 4.10. Let I be an ideal of R containing mnR for n sufficiently large, let
R′ be an Artinian local OE-algebra with residue field a finite extension of kE, and
let R/I → R′ be a local morphism of OE-algebras. If M is a strongly divisible
R-module with tame descent data, then
TF
′
st,k(M/IM)⊗R/I R′ ∼= TF
′
st,k(M/IM⊗R/I R′).
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Proof. The proof is exactly the same as that of [BM02, Lem. 3.2.2.2], substituting
Lemma 4.9 for [BM02, Lem. 3.2.2.1]. 
Definition 4.11. If M is a strongly divisible R-module, set
TF
′
st,k(M) = lim←−
n
TF
′
st,k(M/m
n
RM).
This is naturally an R[GF ′ ]-module.
Finally, using Lemmas 4.9 and 4.10 and passing to the limit, we have the follow-
ing.
Corollary 4.12. Let M be a strongly divisible R-module with descent data.
(1) TF
′
st,k(M) is a free R-module of rank d with a continuous action of GF ′ , and
TF
′
st,k(M)/m
n
R
∼→ TF ′st,k(M/mnR).
(2) If R′ is another complete local noetherian flat OE-algebra with residue field
a finite extension of kE , and if R → R′ is a local map such that M ⊗R R′
is a strongly divisible R′-module with descent data, then
TF
′
st,k(M)⊗R R′ ∼→ TF
′
st,k(M ⊗R R′).
Suppose k = 2. It remains to verify in this case that when R = OE , the category
of strongly divisible R-modules with descent data corresponds to the category of
lattices in potentially Barsotti-Tate E-representations of GF ′ . Let M be a strongly
divisible OE-module. RegardingM as a strongly divisible Zp-module, from Lemma
3.13 we obtain a filtered (ϕ,N, F/F ′,Qp)-module D such that
M⊗W (k) F0 ∼= SZp [1/p]⊗F0 D,
and such that D = {x ∈M⊗W (k) F0 | Nx = 0}. Since Nx = 0 implies N(αx) = 0
for any α ∈ OE , it follows that the action of OE on M preserves D; in this manner
D is a filtered (ϕ,N, F/F ′, E)-module, and
M⊗W (k) F0 ∼= SOE [1/p]⊗F0⊗E D.
Suppose that the filtered (ϕ,N, F/F ′, E)-module D is DFst,2(ρ) for the potentially
Barsotti-Tate representation ρ : GF ′ → GLd(E) becoming Barsotti-Tate over F .
By the proof of [BM02, Lem. 3.2.3.1] (and noting that each map is now a GF ′ -map,
and not just a GF -map) we conclude that T
F ′
st,2(M) is a GF ′ -stable OE -lattice in ρ.
We now check the following.
Proposition 4.13. Each GF ′-stable OE-lattice T in ρ is isomorphic to TF ′st,2(M)
for some strongly divisible OE-module with descent data M.
Proof. We know T is Zp-isomorphic to TF
′
st,k(M) for a strongly divisible Zp-module
with descent data M. We know from Corollary 3.6 that T gives rise to M via a
p-divisible group Γ with descent data; since T is an OE -module, the p-divisible
group Γ has an action of OE by Tate’s full faithfulness theorem in [Tat67], and so
we obtain a map
OE → End Mod10,dd(M).
We must check that this makes M into a strongly divisible OE-module. To
do this, we first note that M/(Fil1SZp)M is a torsion-free OE -module: indeed, if
m 6∈ (Fil1SZp)M but am ∈ (Fil1SZp)M, then prm ∈ (Fil1SZp)M for sufficiently
ON A CONJECTURE OF CONRAD, DIAMOND, AND TAYLOR 25
large r. Hence there would exist m′ 6∈ (Fil1SZp)M such that pm′ ∈ (Fil1SZp)M,
which is not the case. The proof now proceeds just as the proof of [BM02, Prop.
3.2.3.2].
Finally, recalling that the isomorphism TF
′
st,2(M)[1/p]
∼= ρ is compatible with
OE-structures, we conclude that the strongly divisible OE-module M gives rise to
the OE-lattice T . 
Objects killed by p. As before, let kF be the residue field of F , and let e be the
absolute ramification index of F . Let BrMod be the category of Breuil modules,
that is, the category of triples (M′,Fil1M′, φ1) such that:
• M′ is a finite rank free kF [u]/uep-module,
• Fil1M′ is a submodule of M′ containing ueM′, and
• φ1 : Fil1M′ → M′ is an additive map such that φ1(hv) = hpφ1(v) for any
h ∈ kF [u]/uep and v ∈ Fil1M′, and φ1(Fil1M′) generates M′.
If M is an object of Mod1 which is killed by p, then M⊗S1 kF [u]/uep is an object
of BrMod; and in fact (see [Bre00, Prop. 2.1.2.2]) this induces an equivalence of
categories T0 between the subcategory of Mod
1 of objects that are killed by p and
BrMod, with quasi-inverse T ′0 given by M
′ 7→M′⊗kF [u]/uep S1. Moreover (see Rem.
3.9) this extends to an equivalence between the subcategory of Mod1dd of objects
that are killed by p, and the Breuil modules with descent data BrModdd (described
in [BCDT01, Th. 5.6.1] and [Sav04, Sec. 3.3]).
Here we note that if M is an object of Mod1dd with an action of R/I, then the
corresponding Breuil module T0(M) also has an action of R/I. We thus obtain
an equivalence of categories between the subcategory of Mod1dd of objects that
are killed by p and have an action of R/I, and Breuil modules with descent data
and an action of R/I. (See the proof of [Bre98, Prop. 2.2.2.1] to verify that
the isomorphisms T ′0(T0(M)) ∼= M and T0(T ′0(M′)) ∼= M′ are compatible with the
actions of R/I.) Hence when we study objects of Mod1dd with an action of R/I
which are killed by p, it suffices to consider the corresponding Breuil modules. By
abuse of notation, if M′ is a Breuil module with descent data, we write TF
′
st,2(M
′)
for TF
′
st,2(T
′
0(M
′)).
It is worth remarking that while it is certainly not the case that every Breuil
module with an action of R/I is free as a (kF ⊗ R/I)[u]/uep-module, this is true
of Breuil modules arising as the reductions of strongly divisible modules.
We make the following observation.
Lemma 4.14. Suppose that M′ is a Breuil module with descent data satisfying
Fil1M′ = ueM′. If M′′ is another Breuil module with descent data such that
TF
′
st,2(M
′) = TF
′
st,2(M
′′), then there is a nontrivial map M′′ → M′. In the termi-
nology of [Sav04, Def. 8.1], M′ is the maximal Breuil module of M′′.
Proof. By the compatibility between Breuil modules and Dieudonne´ modules (see
[BCDT01, Th. 5.1.3(3)]), we see that the group scheme G′ corresponding to M′
under the contravariant functor Gπ (of [BCDT01, Th. 5.1.3(1)]) is e´tale. Let (G′)+
be the maximal prolongation of the generic fibre of G′ (see [Ray74]); by the universal
property of the connected-e´tale sequence (see, e.g., [Tat97, 3.7(I)]), we find that
G′ = (G′)+. If G′′ = Gπ(M′′), we conclude that there is a map G′ → G′′ which
induces an isomorphism on generic fibres, and therefore also a map M′′ →M′. 
Remark 4.15. Similarly, if Fil1M′ = M′ we have the minimal Breuil module.
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5. Strongly divisible modules for characters
In this section, we compute the strongly divisible OE-modules corresponding to
lattices in the characters of Examples 2.13 and 2.14, in the case k = 2. The purpose
is to list Breuil modules with descent data and an action of kE = OE/mE to which
TF
′
st,2 associates the reduction mod mE of these characters.
These particularly simple strongly divisible OE -modules are given by the follow-
ing propositions.
Proposition 5.1. Let F1 = Qp(ζp), fix π = (−p)1/(p−1) as the choice of uni-
formizer in OF1 , and consider the character ǫω˜jλa of GQp as in Example 2.13.
Then a strongly divisible OE-module in SOE ⊗DF1st,2(ǫω˜jλa) is given by
M = SOE · e, Fil1M = Fil1SOE · e,
φ(e) = a−1e, Ne = 0,
ĝ(e) = ω˜j(g)e for g ∈ Gal(F1/Qp).
Proof. The proof is clear. For example, since Fil1DF1st,2(ǫω˜
jλa) = 0, it follows that
Fil1M = {s(u)e | s(π) = 0}; that is, Fil1M = Fil1SOE · e. 
Similarly we have the following.
Proposition 5.2. Let F2 = Qp2(̟), as in Example 2.14, and fix ̟ as the choice
of uniformizer in OF2 .
(1) A strongly divisible OE-module in SOE ⊗DF2st,2(ǫω˜jλa) is given by
M = SOE · e, Fil1M = Fil1SOE · e,
φ(e) = (1⊗ a−1)e, Ne = 0,
ĝ(e) = (1 ⊗ ω˜j(g))e for g ∈ Gal(F2/Qp).
(2) Suppose that E is a finite extension of Qp2 . A strongly divisible OE-module
in SOE ⊗DF2st,2(ω˜m2 (ǫλa)|GQ
p2
) is given by:
M = SOE · e, Fil1M = Fil1SOE · e,
φ(e) = (1⊗ a−1)e, Ne = 0,
ĝ(e) = (1⊗ ω˜m2 (g))e for g ∈ Gal(F2/Qp2).
Next, we have the following.
Proposition 5.3. Let F1 = Qp(ζp), fix π = (−p)1/(p−1) as the choice of uni-
formizer in OF1 , set e1 = p− 1, and let kE be the residue field of E. Let M′ be the
Breuil module with descent data and action of kE given by
M
′ = (kE [u]/ue1p)e, Fil
1
M
′ = ue1M′
φ1(u
e1e) = a−1e, ĝ(e) = ωj(g)e for g ∈ Gal(F1/Qp).
Here a is the reduction of a modulo mE. Then T
Qp
st,2(M
′) = λa · ωj+1.
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Proof. Note that kE [u]/u
e1p = kE ⊗ Fp[u]/ue1p. The proposition follows directly
from (1) of Corollary 4.12, once one checks thatM′ is the Breuil module correspond-
ing to the reduction modulo mE of the strongly divisible OE-module M in Propo-
sition 5.1. This is easy: for example, (ue1 + p)e ∈ Fil1M implies ue1e ∈ Fil1M′;
and the equality φ1((u
e1 + p)e) = (u
e1p
p + 1)a
−1e in M implies φ1(ue1e) = a−1e in
M′. 
We denote the above Breuil modules by ME(F1/Qp, e1, a
−1, j). Similarly we
have the following.
Proposition 5.4. Let F2 = Qp2(̟), fix ̟ as the choice of uniformizer in OF2 ,
set e2 = p
2 − 1, suppose that E contains Qp2 , and let kE be the residue field of E.
(1) Let M′ be the Breuil module with descent data and action of kE given by:
M′ = (Fp2 ⊗ kE)[u]/ue2pe, Fil1M′ = ue2M′
φ1(u
e2e) = (1 ⊗ a−1)e, ĝ(e) = (1⊗ ωj(g))e for g ∈ Gal(F2/Qp).
Then T
Qp
st,2(M
′) = λa · ωj+1.
(2) Let M′ be the Breuil module with descent data and action of kE given by:
M′ = (Fp2 ⊗ kE)[u]/ue2pe, Fil1M′ = ue2M′
φ1(u
e2e) = (1⊗ a−1)e, ĝ(e) = (1⊗ ωm2 (g))e for g ∈ Gal(F2/Qp2).
Then T
Qp2
st,2 (M
′) = (λa) |GQ
p2
· ωm+p+12 .
Proof. The proof is the same as that of Proposition 5.3. 
The Breuil modules in parts (1) and (2) of the above Proposition are denoted
by ME(F2/Qp, e2, a
−1, j) and ME(F2/Qp2 , e2, a−1,m), respectively.
Remark 5.5. When comparing Propositions 5.3 and 5.4 with [Sav04, Th. 6.3],
one should remember that Tst,2 is a Tate twist of the dual of Vst,2. For example,
when E = Qp, the Breuil modules in (1) of Proposition 5.4 are identified in [Sav04,
Thm 6.3] with the character λa−1 · ω−j.
Remark 5.6. By Lemma 4.14, the Breuil modules of Propositions 5.3 and 5.4 are
maximal.
6. Some strongly divisible modules
In this section, we list strongly divisible modules inside the weakly admissible
filtered modules Dx1,x2 , D
′
x1,x2 , and Dm,[a:b] of Propositions 2.17, 2.20, and 2.18,
and we use them to prove the main results of our paper.
6.1. Elements of S. We begin by constructing certain elements of the rings SF1,OE
and SF2,OE . Recall the notation of Propositions 2.17 and 2.20, and define w ∈ O×E
via x1x2 = pw. Set e1 = e(F1/Qp) = p− 1 and e2 = e(F2/Qp) = p2 − 1.
Lemma 6.1. Let x ∈ OE. If j = 1, suppose further that x2 6≡ w (mod mE). Then
there exists a unique element Vx ∈ SF1,OE satisfying
(6.2) Vx = 1 +
x2
w
up(p−1)(j−1)
(
ue1p
p
+ 1
)
φ(Vx).
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Proof. Suppose that Vx =
∑
n vnu
n solves 6.2. Then for n > 0, vn satisfies
(6.3) vn =
x2
w
(
vk +
vk−e1
p
)
where
kp+ p(p− 1)(j − 1) = n
and vk is taken to be zero if k is not a nonnegative integer. Since n > 0, both k
and k − e1 are strictly smaller than n, and so the existence and uniqueness of V
(as a formal power series) follow inductively as soon as we know that the constant
term in (6.2) can be satisfied.
If j > 1, the condition on v0 is simply v0 = 1. For j = 1, the constant term in
(6.2) is
v0 = 1 +
x2
w
v0.
This has a solution v0 ∈ OE exactly as long as x2 6≡ w (mod mE).
It remains to check that Vx is actually an element of SF1,OE . Indeed, it follows
inductively from (6.3) that if the denominator of vn has p-adic valuation at least
N , then n ≥ e1p(pN − 1)/(p− 1). In particular
vn ∈ 1
p⌊n/e1p⌋
OE .
Since u
n
p⌊n/e1p⌋
→ 0 in SE as n→∞ , the desired conclusion follows. 
Similarly, we define Ux ∈ SF1,OE satisfying
Ux = 1 +
x2
w
up(p−1)(p−2−j)
(
ue1p
p
+ 1
)
φ(Ux),
which exists provided that x2 6≡ w (mod mE) in the case j = p − 2, and is then
unique.
We define analogous elements V ′x and U
′
x in SF2,OE by replacing u everywhere
by up+1 (e.g., replacing ue1 by ue2). For example, V ′x satisfies
V ′x = 1 + (1⊗ x2w−1)upe2(j−1)
(
ue2p
p
+ 1
)
φ(V ′x).
We remark that each coefficient of u in V ′x and U
′
x is a power series in x. As
a result, putting variables X1, X2 for x in V
′
x and U
′
x respectively, we obtain el-
ements VX1 , UX2 ∈ SF2,OE[[X1,X2]]/(X1X2−wp) which specialize to V ′x1 and U ′x2 un-
der the map OE [[X1, X2]]/(X1X2 − wp) → OE sending X1, X2 7→ x1, x2 when
0 < valp(x1), valp(x2) < 1. Similarly, if valp(x) = 0 put x = x˜(1 + y) with x˜ the
Teichmu¨ller lift of the image of x in kE . Putting x˜(1 + Y ) for x in Vx and Ux
respectively, we obtain elements VY , UY ∈ SF1,OE [[Y ]] which specialize to Vx, Ux
under the map OE [[Y ]]→ OE sending Y 7→ y.
Next, recall the notation of Proposition 2.18, and define w ∈ O×E via x = pw.
Write m = i+(p+1)j with i ∈ {0, . . . , p} and j ∈ Z/(p− 1)Z. It is easy to see that
Dm,[a:b] ∼= Dpm,[bw:−a], so without loss of generality we may assume that a = 1 and
valp(b) ≥ 0. Then we have the following.
Lemma 6.4. If i < p, there is a unique W ∈ SF2,OE satisfying
(6.5) W = −(1⊗ w) +
(
1 +
upe2
p
)
(1⊗ b2)Wφ(W )upe2(p−i).
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Proof. This follows inductively in the same manner as Lemma 6.1. For the base
case, note that since i < p the constant term w0 is just −(1⊗ w). 
When i = p, we must solve the identity (6.5) somewhat more carefully. The
constant term solves
(6.6) w0 = −(1⊗ w) + (1⊗ b2)w20 .
Therefore, as long as OE contains a root of the quadratic b2z2−z−w — that is, as
long as 1+ 4wb2 is a square in E — the recursion can get started with w0 = 1⊗ z.
If valp(b) > 0, by Hensel’s lemma this is always possible; taking the square root of
1 + 4wb2 which is 1 (mod mE), the corresponding root z = (1−
√
1 + 4wb2)/2b2 ∈
OE can be expressed as a power series in b. If valp(b) = 0 and 1 + 4wb2 6≡ 0
(mod mE), write b = b˜(1 + β) with valp(β) > 0 and b˜ the Teichmu¨ller lift of the
image of b in kE . Then either root z of the quadratic b
2z2 − z − w may be chosen
and expressed as a power series in β; in this case we must assume that 1 + 4wb˜2 is
a square in E. Finally, if 1 + 4wb2 ≡ 0 (mod mE), we must assume that 1 + 4wb2
is a square in E; in this case our root of b2z2 − z − w may not be expressed as a
power series in terms of b, but we shall see later that this does not matter. We
obtain the following.
Lemma 6.7. (1) If i = p, and if 1 + 4wb2 is a square in E when valp(b) = 0,
then there is W ∈ SF2,OE satisfying
W = −(1⊗ w) +
(
1 +
upe2
p
)
(1⊗ b2)Wφ(W )upe2(p−i).
(2) If i = 1, valp(b) > 0, and w is a square in E, then there is X ∈ S×F2,OE
satisfying
X(1⊗ wb) = 1⊗ w −
(
1 +
upe2
p
)
Xφ(X).
Proof. (1) The paragraph before the Lemma solves for the constant term of W .
The recursion for the coefficient wn of u
n is
wn = (1⊗ b2)wnw0 + lower terms.
Since w0 = 1 ⊗ z and b2z 6≡ 1 (mod mE), the recursion can be solved to obtain
W ∈ SF2,OE .
(2) The constant term of X may be taken to be 1⊗ x0 where x0 is either root of
x20 + wbx0 − w in O×E . The recursion for the coefficient xn of un is xn(x0 + wb) =
lower terms, and so the recursion can be solved to obtain X ∈ S×F2,OE . 
Moreover, if valp(b) > 0, then in all cases by putting the variableB for b we obtain
an elementWB of SF2,OE [[B]] which specializes toW under the map OE [[B]]→ OE
sending B 7→ b. If valp(b) = 0 and we are away from the situation i = p and
1 + 4wb˜2 ≡ 0 (mod mE), assume that 1 + 4wb˜2 is a square in E; then by putting
b˜(1+B) for b we obtain an element W ′B of SF2,OE [[B]] which specializes to W under
the map OE [[B]] → OE sending B 7→ β. (In fact, when valp(b) = 0 and i = p,
there are two such W ′B: one for each root of b
2z2 − z − w = 0.)
Similarly, if valp(b) > 0 then by putting the variable B for b we obtain an element
XB of SF2,OE[[B]] which specializes to X under the map OE [[B]] → OE sending
B 7→ b. Note that the image of X in (Fp2 ⊗ kE)[u]/ue2p is 1 ⊗ c with c a square
root of w.
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6.2. Strongly divisible modules. With the special elements U, V,W in hand,
we now present the strongly divisible modules that are contained inside the filtered
modules of Propositions 2.17 and 2.18.
First, suppose we are in the situation of Proposition 2.17 or 2.20. Without loss
of generality (twisting by an appropriate character) it suffices to consider the case
i = 0. We begin by noting the following lemma.
Lemma 6.8. In the two cases
• valp(x1) = 0, j = 1, and x21 ≡ w (mod mE);
• valp(x2) = 0, j = p− 2, and x22 ≡ w (mod mE);
the mod p reduction of the representation corresponding to Dx1,x2 does not have
trivial centralizer.
Proof. In the first case Example 2.13 tells us that the representation corresponding
to Dx1,x2 is an extension of ǫλx−11
by ω˜λx1w−1 , and the condition that x
2
1 ≡ w
(mod mE) forces x
−1
1 ≡ x1w−1 (mod mE). Therefore the two characters ǫλx−11 and
ω˜λx1w−1 have the same reduction modulo p. The second case is similar. 
In the remainder of this section, we therefore assume that we are not in either
of the two cases of Lemma 6.8. Set Dx1,x2 = SF1,OE ⊗Dx1,x2 if valp(x1), valp(x2)
are integers and Dx1,x2 = SF2,OE ⊗D′x1,x2 if 0 < valp(x1), valp(x2) < 1. Then we
have the following.
Proposition 6.9. Put F = F1 if valp(x1), valp(x2) are integers and F = F2 if
0 < valp(x1), valp(x2) < 1. There exists a strongly divisible OE-module with descent
data
Mx1,x2 = SF,OE · g1 + SF,OE · g2
inside Dx1,x2, where:
(1) if valp(x1) = 0 and valp(x2) = 1, then
g1 = −x1e1
g2 = e2 +
x21
w
upj−e1
p
(ue1 + p)Vx1e1 ;
(2) if valp(x1) = 1 and valp(x2) = 0, then
g1 = −x1e1 + x2u
p(e1−j)−e1
p
(ue1 + p)Ux2e2
g2 = e2 ;
(3) if 0 < valp(x1), valp(x2) < 1, then if k = (p+ 1)j,
g1 = −x1e1 + x2u
p(e2−k)−e2
p
(ue2 + p)U ′x2e2
g2 = e2 +
x21
w
upk−e2
p
(ue2 + p)V ′x1e1 .
Proof. Abbreviate M = Mx1,x2 . In each case, the only nontrivial steps are to com-
pute Fil1M, to verify that it satisfies Fil1M ∩ IM = IFil1M, and to check that
φ(Fil1M) lies inside pM and generates it over SF,OE or, equivalently, that φ1(Fil
1
M)
lies inside M and generates it over SF,OE . Note that in each case, g1 and g2 are
both eigenvectors for the action of Gal(F1/Qp) (resp., Gal(F2/Qp)).
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We begin with case (1), in which valp(x1) = 0. It is easy to check that
Fil1M = SF1,OE · (−ujg1 + x1g2) + (Fil1SF1,OE )M,
that φ(g1) = x1g1, and using the defining equation for Vx1 from Lemma 6.1, that
φ(g2) = x2g2 + u
pj−e1 (ue1 + pVx1)g1.
From this it follows that
φ(−ujg1 + x1g2) = p(wg2 + x1upj−e1Vx1g1),
and we see easily from this that φ(Fil1M) ⊂ pM and generates it. The fact that
Fil1M∩IM = IFil1M follows without difficulty from the analogous fact for SF1,OE .
Similarly, in case (2), in which valp(x2) = 0, we have
Fil1M = SF1,OE · (x2g1 + wue1−jg2) + (Fil1SF1,OE)M.
We see that φ(g2) = x2g2 and, by the defining equation for Ux2 , that
φ(g1) = x1g1 − wup(e1−j)−e1(ue1 + pUx2)g2.
It follows that
φ(x2g1 + wu
e1−jg2) = p(wg1 − wx2up(e1−j)−e1Ux2g2),
and the other properties of M follow as above.
Finally, we turn to case (3), where 0 < valp(x1), valp(x2) < p. We note that if
polynomials s(u), t(u) over W (k)⊗OE are such that (1⊗ x1)s+ ukt is divisible by
ue2+p, then (s, t) is a linear combination of (−uk, 1⊗x1) and (1⊗x2, (1⊗w)ue2−k).
It follows that Fil1M is the submodule of M generated by −ukg1 + (1 ⊗ x1)g2,
(1 ⊗ x2)g1 + (1 ⊗ w)ue2−kg2, and (Fil1SF2,OE)M. Moreover, if (s, t) = α(−uk, 1 ⊗
x1) + β(1 ⊗ x2, (1 ⊗ w)ue2−k) and the coefficients of s, t are in I, then so are the
coefficients of α, β, and so IFil1M = IM∩Fil1M. It remains to compute φ(g1) and
φ(g2), and to verify that φ(−ukg1+(1⊗ x1)g2) and φ((1⊗ x2)g1+(1⊗w)ue2−kg2)
lie in pM.
Set
D =
(
1 + U ′x2V
′
x1
(
ue2p
p
+ 2u(p−1)e2 + pu(p−2)e2
))
,
an invertible element of SF2,OE . Inverting the matrix that yields g1 and g2 in terms
of (1⊗ x1)e1 and e2 gives
(1⊗ x1)e1 = D−1
(
−g1 + (1⊗ x2)u
p(e2−k)−e2
p
(ue2 + p)U ′x2g2
)
e2 = D
−1
(
(1⊗ x1w−1)u
pk−e2
p
(ue2 + p)V ′x1g1 + g2
)
Substituting into the expressions
φ(g1) = (1⊗ x1)g1 − (1 ⊗ w)up(e2−k)−e2 (ue2 + pU ′x2)e2,
φ(g2) = (1⊗ x2)g2 − upk−e2 (ue2 + pV ′x1)((1 ⊗ x1)e1)
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(which are obtained using the defining equations for V ′x1 , U
′
x2) and simplifying yields
φ(g1) = (1 ⊗ x1)D−1
(
1 +
(
ue2p
p
+ u(p−1)e2
)
V ′x1(U
′
x2 − 1)
)
g1
−(1⊗ w)D−1up(e2−k)−e2(ue2 + pU ′x2)g2,
φ(g2) = D
−1upk−e2(ue2 + pV ′x1)g1
+(1⊗ x2)D−1
(
1 +
(
ue2p
p
+ u(p−1)e2
)
U ′x2(V
′
x1 − 1)
)
g2.
This confirms that φ(g1), φ(g2) ∈ M. We then compute φ(−ukg1 + (1 ⊗ x1)g2) to
be pD−1 times
upk−e2V ′x1
(
(1 ⊗ x1)− (1⊗ x2)(ue2 + p)
(
ue2p
p + 1
)
upe2(p−1−j)
p φ(U
′
x2)
)
g1
+ (1⊗ w)
(
1 +
(
ue2p
p + u
(p−1)e2
)
U ′x2V
′
x1 +
ue2p
p
(
1− U ′x2
))
g2
and φ(x2g1 + wu
e1−jg2) to be p(1⊗ w)D−1 times(
1 +
(
ue2p
p + u
(p−1)e2
)
U ′x2V
′
x1 +
ue2p
p (1− V ′x1)
)
g1
+ up(e2−k)−e2U ′x2
(
−(1⊗ x2) + (1⊗ x1)(ue2 + p)
(
ue2p
p + 1
)
upe2j
p φ(V
′
x1 )
)
g2.
In each case, the image lies inside pM. Moreover, one checks without difficulty (by
working modulo u) that φ1(−ukg1 + x1g2) and φ1(x2g1 + wue2−kg2) generate M
over SF2,OE . This completes the proof. 
We turn next to the strongly divisible modules in the situation of Proposition
2.18. (Happily, this is actually simpler than the previous situation.) Extend E if
necessary (i.e., when required by Lem. 6.7) to assume that 1+4wb2 or w is a square
in E, and write Dm,[1:b] = SF2,OE ⊗Dm,[1:b]. (Recall that we have without loss of
generality assumed a = 1 and valp(b) ≥ 0.) Set k = (p − 1)i. We then have the
following.
Proposition 6.10. There exists a strongly divisible OE-module with descent data
Mm,[1:b] = SF2,OE · g1 + SF2,OE · g2
inside Dm,[1:b], where if i > 1 or valp(b) = 0 then
g1 = e1,
g2 =
e2
p
+ (1⊗ b)W u
p(e2−k)
p
e1,
while if i = 1 and valp(b) > 0 then we define instead
g1 = e1 +
X
pw
up(p−1)e2
g2 = e2.
We remark that the first set of formulas for g1, g2 will still define a strongly
divisible module when i = 1 and valp(b) > 0; however, it is not the strongly
divisible module that we wish to consider later on.
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Proof. Put M = Mm,[1:b]. Suppose first that i > 1 or valp(b) = 0. We begin by
noting that(
−e1 + 1⊗ b
p
ue2−ke2
)
+
(
ue2(p−i)
p
(1⊗ b2)W
)
(ue2 + p) e1
is equal to
(1⊗ b)ue2−kg2 + (ue2(p−i)(1⊗ b2)W − 1)g1,
and so this element of M lies in Fil1M. We remark that ue2(p−i)(1 ⊗ b2)W − 1
is a unit in SF2,OE : this is clear when i < p; when i = p use (6.6) to see that
b2w0 − 1 6≡ 0 (mod mE). Noting that g2 is not an element of Fil1M (when i = p,
this again uses the fact that b2w0 − 1 6≡ 0 (mod mE)) we find that
Fil1M = SF2,OE · ((1⊗ b)ue2−kg2 + (ue2(p−i)(1⊗ b2)W − 1)g1) + (Fil1SF2,OE)M.
From this, it is easy to check that IM ∩ Fil1M = IFil1M. It remains to compute
φ(g1) and φ(g2), and to verify that φ((1 ⊗ b)ue2−kg2 + (ue2(p−i)(1 ⊗ b2)W − 1)g1)
lies in pM. Indeed
φ(g1) = e2 = pg2 − bWup(e2−k)g1
and
φ(g2) =
(
w − (1 ⊗ b2)Wφ(W )u
pe2(p+1−i)
p
)
g1 + bφ(W )u
p2(e2−k)g2.
Then, after significant cancellation and using the defining equation for W from
Lemma 6.4 (when i < p) or Lemma 6.7 (when i = p), we find
φ((1 ⊗ b)ue2−kg2 + (ue2(p−i)(1 ⊗ b2)W − 1)g1) = pwW−1g2.
For future reference, we record that φ((ue2 + p)g2) is equal to p
(
ue2p
p + 1
)
times
((
(1⊗ w) − (1⊗ b2)Wφ(W )u
pe2(p+1−i)
p
)
g1 + (1⊗ b)φ(W )up
2(e2−k)g2
)
.
In particular, the coefficient of g1 in this expression is a unit in SF2,OE , so φ1(Fil
1
M)
does generate M over SF2,OE .
Now suppose instead that i = 1 and valp(b) > 0. Observe that h := u
p−1g1 +(
X
w + (1⊗ b)
)
g2 lies in Fil
1
M. Since Xw + (1 ⊗ b) is a unit in SF2,OE and g1 does
not lie in Fil1M, we deduce that Fil1M = SF2,OE ·h+(Fil1SF2,OE )M. From this it
is easy to check that IM ∩ Fil1M = IFil1M. Finally, we compute that
φ(g1) = φ(X)u
p2(p−1)g1 +
(
1−Xφ(X)u
pe2
pw
)
g2
φ(g2) = pwg1 −Xup(p−1)g2
both lie in M; using the defining relation for X we find φ1(h) = (1⊗w)X−1g1 ∈M
and conclude that M is a strongly divisible module. 
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6.3. Reduction mod mE. For each of the strongly divisible modules M of Section
6.2, corresponding to a lattice in a Galois representation, we compute the reduction
modulo mE of that lattice; that is, we compute T
Qp
st,2(M/mE).
Suppose first that we are in the situation of Propositions 2.17 and 2.20, excluding
the cases of Lemma 6.8. We have the following.
Theorem 6.11. Let M = Mx1,x2 be one of the strongly divisible modules of Propo-
sition 6.9. Then we have the following.
(1) If valp(x1) = 0, then T
Qp
st,2(M/mE) depends only on the reduction x1 of x1
(mod mE), and in fact,
T
Qp
st,2(M/mE)
∼=
(
λx−11
ω ∗
0 λx1w−1ω
j
)
with ∗ 6= 0.
(2) If valp(x2) = 0, then T
Qp
st,2(M/mE) depends only on the reduction x2 of x2
(mod mE), and in fact,
T
Qp
st,2(M/mE)
∼=
(
λx−12
ω1+j ∗
0 λx2w−1
)
with ∗ 6= 0.
(3) If 0 < valp(x1), valp(x2) < 1, then T
Qp
st,2(M/mE) is independent of x1 and
x2 and satisfies
T
Qp
st,2(M/mE) |Ip ⊗kE Fp ∼= ω1+j2 ⊕ ωp(1+j)2 .
Proof. (1) By inspection, the Breuil module M′ = T0(M/mE) is generated by g1
and g2 over kE [u]/u
e1p with
Fil1M′ = kE [u]/ue1p · (−ujg1 + x1g2) + kE [u]/ue1p · (ue1g1),
φ1(−ujg1 + x1g2) = wg2 + x1upj−e1V x1g1,
and φ1(u
e1g1) = x1g1. Also, ĝ(g1) = g1 and ĝ(g2) = ω˜
j(g)(g2).
LetM1 = ME(F1/Qp, e1, x1, 0). It follows from Proposition 5.3 that T
Qp
st,2(M1) =
λx−11
ω. Let M2 = ME(F1/Qp, e1, wx
−1
1 , j − 1). By Proposition 5.4, we have
T
Qp
st,2(M2) = λx1w−1ω
j .
But it is clear that M′ has a submodule that is isomorphic to M1. Moreover,
there is a map from M′ → M2 sending g1 7→ 0 and g2 7→ upe. It follows that
T
Qp
st,2(M
′) has the desired form, and to see that ∗ 6= 0, it suffices by Lemma 4.14
to check that there is no nontrivial map M′ → M1. This is a standard calculation
(that uses crucially the assumption that w 6= x21 when j = 1).
(2) This is similar to (1).
(3) Extend E so that it contains Qp2 and so that kE contains a square root of
w. (We see the reason for the latter assumption towards the end of the argument.)
Note that U
′
x2 = V
′
x1 = 1 in Fp2⊗kE [u]/ue2p, so that D = 1+2u(p−1)e2 . Therefore
the Breuil module T0(M/mE) is
M′ = (Fp2 ⊗ kE)[u]/ue2p · g1 ⊕ (Fp2 ⊗ kE)[u]/ue2p · g2
with Fil1M′ generated over (Fp2 ⊗ kE)[u]/ue2p by −ukg1 and (1⊗w)ue2−kg2 with
φ1(−ukg1) = (1⊗ w)D−1(1 + u(p−1)e2)g2,
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φ1((1⊗ w)ue2−kg2) = (1 ⊗ w)D−1(1 + u(p−1)e2)g1,
ĝ(g1) = g1, ĝ(g2) = (ω˜2(g)
k ⊗ 1)g2.
Replacing g1 by D
−1
(1+u(p−1)e2)g1 and g2 by −D−1(1+u(p−1)e2)g2 simplifies the
form of the filtration and Frobenius to:
Fil1M′ = Fp2 ⊗ kE [u]/ue2p · (ukg1) + Fp2 ⊗ kE [u]/ue2p · (ue2−kg2)
with
φ1(u
kg1) = (1⊗ w)g2, φ1(ue2−kg2) = −g1.
Restrict the descent data on M′ to Gal(F2/Qp2), which amounts to restricting
the representation T
Qp
st,2(M
′) to GQp2 . Denote this new Breuil module by M
′
2. Let
M′′ = ME(F2/Qp2 , e2, c, n). One checks that there is a nontrivial map from M′2 →
M′′ given by
g1 7→ up(p−j)αe,
g2 7→ up(1+j)βe,
provided that
• φ(β)(1 ⊗ c) = −α,
• φ(α)(1 ⊗ c) = (1⊗ w)β,
• (ω˜p(j−p)2 ⊗ 1)α = (1⊗ ω˜n2 )α,
• (ω˜j−p2 ⊗ 1)β = (1⊗ ω˜n2 )β.
Then it is possible to satisfy the above conditions with c =
√−w and either n =
p(j − p) or n = j − p: in the former case, take α ∈ Fp2 ⊗ kE which is annihilated
by (ω˜
p(j−p)
2 ⊗ 1)− (1⊗ ω˜p(j−p)2 ), and in the latter case, take α which is annihilated
by (ω˜
p(j−p)
2 ⊗ 1)− (1⊗ ω˜j−p2 ). By Proposition 5.4, it follows that
T
Qp
st,2(M
′) |GQ
p2
∼= λ√−w−1 |GQp2 ⊗ (ω˜
j+1
2 ⊕ ω˜p(1+j)2 ).
The result follows. 
In the situation of Proposition 2.18, we have the following.
Theorem 6.12. Let M = Mm,[1:b] be one of the strongly divisible modules of Propo-
sition 6.10. Then we have the following.
(1) If valp(b) = 0 and 1 < i < p, then T
Qp
st,2(M/mE) depends only on the
reduction b of b (mod mE), and
T
Qp
st,2(M/mE)
∼=
(
λ
bw
−1ωi+j ∗
0 λ−bω
1+j
)
with ∗ 6= 0 and peu ramifie´ if i = 2.
(2) If valp(b) = 0 and i = 1, then T
Qp
st,2(M/mE) depends only on the reduction
b of b (mod mE), and
T
Qp
st,2(M/mE)⊗kE Fp ∼=
(
λr+ω
1+j ∗
0 λr−ω
1+j
)
where r± = − 12 (b ±
√
b
2
+ 4w−1) and ∗ = 0 if r+ 6= r−. In any case
T
Qp
st,2(M/mE) does not have trivial endomorphisms.
36 DAVID SAVITT
(3) If valp(b) = 0 and i = p, then T
Qp
st,2(M/mE) depends only on the reduction
b of b (mod mE), and
T
Qp
st,2(M/mE)
∼=
(
λbw−/wω
1+j ∗
0 λbw+/wω
1+j
)
where w+ is the root of b
2z2 − z − w = 0 such that the constant term of
W is −(1⊗w+), and w− is the other root. If w+ 6≡ w− (mod mE) (i.e., if
1 + 4b2w 6≡ 0 (mod mE)), then ∗ 6= 0; the two choices for W give lattices
with different reductions. If 1 + 4b2w ≡ 0 (mod mE), then ∗ = 0.
(4) If i > 1 and valp(b) > 0, then T
Qp
st,2(M/mE) is independent of b and
T
Qp
st,2(M/mE) |Ip ⊗kE Fp ∼= ωm+p2 ⊕ ωpm+12 .
(5) If i = 1 and valp(b) > 0, then T
Qp
st,2(M/mE) is independent of b and
T
Qp
st,2(M/mE)
∼=
(
λ−c−1ω1+j ∗
0 λc−1ω
1+j
)
with ∗ 6= 0.
Proof. The Breuil module M′ = T0(M/mE) in all cases satisfies
M
′ = (Fp2 ⊗ kE)[u]/ue2p · g1 ⊕ (Fp2 ⊗ kE)[u]/ue2p · g2
with Fil1M′ generated by (1 ⊗ b)ue2−kg2 + (ue2(p−i)(1 ⊗ b2)W − 1)g1 and ue2g2,
with
φ1((1 ⊗ b)ue2−kg2 + (ue2(p−i)(1⊗ b2)W − 1)g1) = (1⊗ w)W−1g2
and
φ1(u
e2g2) = (1⊗ w)g1 + (1⊗ b)φ(W )up
2(e2−k)g2
and ĝ(g1) = (ω˜
m
2 (g)⊗ 1)g1, ĝ(g2) = (ω˜pm2 (g)⊗ 1)g2.
Suppose first that valp(b) = 0. If i < p, then W = −1⊗w and p2(e2 − k) > pe2.
Set X = 1+ ue2(p−i)(1⊗ b2)w, and observe that φ(X) = 1, so that φ1 simplifies to:
φ1(g1 − (1 ⊗ b)X−1ue2−kg2) = g2
φ1(u
e2g2) = (1⊗ w)g1.
Write g′1 = g1 + Cu
kpg2. Observing that
ukg′1 = u
k(g1 − (1⊗ b)X−1ue2−kg2) + (Cue2(i−1) + (1 ⊗ b)X−1)ue2g2,
we obtain φ1(u
kg′1) = (1 ⊗ w)(φ(C)ue2p(i−1) + (1⊗ b))g′1, provided that
(1⊗ w)(φ(C)ue2p(i−1) + (1⊗ b))C = 1.
If 1 < i < p, this is satisfied with C = (1⊗ bw)−1. If i = 1, this is satisfied with C
equal to either root of c2 + bc− w−1 = 0, extending E if necessary to ensure that
this equation has roots in kE .
If 1 < i < p, this shows that M′ has a sub-Breuil module M′′ generated by g′1
with Fil1M′′ = ukM′′ satisfying φ1(ukg′1) = bwg
′
1 and ĝ(g
′
1) = (ω˜
m
2 (g)⊗ 1)g′1. Since
there is a map
M
′′ →ME(F2/Qp, e2, bw, i+ j − 1)
ON A CONJECTURE OF CONRAD, DIAMOND, AND TAYLOR 37
obtained by sending g′1 7→ up(p+1−i)e, we see that TQpst,2(M′) has a subcharac-
ter equal to λ
bw
−1ωi+j . By considering the determinant, the quotient charac-
ter must be λ−bω
1+j ; alternately, one may check that there is a nontrivial map
from M′ → ME(F2/Qp, e2,−b−1, j) (sending g2 7→ upie and g1 7→ −bw−1up2ie).
Finally, to see that ∗ 6= 0, by Lemma 4.14 one checks that there is no map
M′ →ME(F2/Qp, e2, bw, i+ j− 1) (assume such a map exists, and use the commu-
tativity with φ1 and ĝ to see that this implies i = p). The peu ramifie´ claim follows
from Lemma 6.13.
On the other hand, if i = 1 and the roots of c2 + bc−w−1 = 0 are distinct, this
shows that M′ has two sub-Breuil modules, hence two distinct subcharacters equal
to λr±ω
1+j , where r± = − 12 (b ±
√
b
2
+ 4w−1). It follows that the representation
is split. If the roots of c2 + bc − w−1 = 0 are equal (i.e., if 4 + wb2 = 0), then we
only obtain one subcharacter, equal to λ−b/2ω
1+j . But then, by considering the
determinant, we see that the quotient character is the same as the subcharacter
(since (−b/2)2 = −w−1) and so TQpst,2(M′) does not have trivial endomorphisms.
Now consider valp(b) = 0 and i = p. HereW = 1⊗w+, where w+ is a chosen root
of b2w2+ −w+ −w = 0. Let w− be the other root. Since b2w+ − 1 = w/w+, setting
β = 1⊗bw+/w (mod mE) we have φ1(g1+βup−1g2) = g2. Set g′1 = g1+βup
2(p−1)g2.
Since p2(p− 1) ≥ 2e2, we see that Fil1M′ is generated by ue2g2 and g′1 + βup−1g2
with
φ1(u
e2g2) = (1 ⊗ w)g′1, φ1(g′1 + βup−1g2) = g2.
Setting g′′1 = g
′
1 − (1⊗ bw
−1
0 )u
p2(p−1)g2, one computes that φ1(up(p−1)g′′1 ) = −(1⊗
bw+)g
′′
1 . Therefore M
′ has a sub-Breuil module generated by g′′1 with Fil
1
M′′ =
up(p−1)g′′1 . There is a map M
′′ → ME(F2/Qp, e2,−bw+, j) sending g′′1 7→ upe,
so the subcharacter is λbw−/wω
1+j . Considering the determinant, the quotient
character is λbw+/wω
1+j . Finally, one checks when there exists a map M′ →
ME(F2/Qp, e2,−bw+, j): one sees that such a map must be of the form g2 7→ up2e
and g1 7→ 0. This commutes with φ1 on g1+βup−1g2 if and only if −β2w = 1, which
occurs if and only if 1 + 4b2w ≡ 0 (mod mE). In particular, ∗ 6= 0 if 1 + 4b2w 6≡ 0
(mod mE). This settles part (3).
In part (4), the hypothesis that valp(b) > 0 simplifies M
′ = T0(M/mE) dra-
matically: namely, Fil1M′ is generated by g1 and ue2g2 with φ1(g1) = g2 and
φ1(u
e2g2) = (1 ⊗ w)g1. The identification of TQpst,2(M′) proceeds as in case (3) of
Theorem 6.11. In particular, let M′2 denote M
′ with the descent data restricted
to Gal(F2/Qp2). Then a map M
′
2 → ME(F2/Qp2, e2, c, n) must be of the form
g1 7→ αup2e and g2 7→ φ(α)(1 ⊗ c)upe, and such a map exists if and only if c is a
square root of w and α is annihilated by (ω˜m−12 ⊗ 1) − (1 ⊗ ω˜n2 ). Extending E if
necessary so that w has a square root in kE , such a map then exists for n = m− 1
and for n = p(m − 1). In the former case we get the character (λc−1) |GQ
p2
ωm+p2 ,
and in the latter case we get the character (λc−1) |GQ
p2
ωpm+12 . The result follows.
For part (5), write M′ = T0(M/mE). Then Fil1M′ is generated by up−1g1 +
c−1g2 and ue2g1, with φ1(up−1g1 + c−1g2) = cg1 and φ1(ue2g1) = up
2(p−1)cg1 +
g2. Note that φ1(u
p(p−1)g2) = −cg2. There is evidently a nontrivial map M′ →
ME(F2/Qp, e2, c, j) sending g2 7→ 0 and g1 7→ up2e. On the other hand if f : M′ →
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ME(F2/Qp, e2, d, n) is a nontrivial map sending g1 7→ αe and g2 7→ βe, then α, β
must both be polynomials in up since g1, g2 are in the image of φ1. On the other
hand if β 6= 0 then the relation f ◦φ1 = φ1 ◦ f on up(p−1)g2 implies that β is a unit
times up; but then f(up−1g1 + c−1g2) ∈ 〈ue2e〉 implies that α has a linear term, a
contradiction. Therefore β = 0, and then it is easy to check that c = d and j = n.
It follows that ∗ 6= 0. 
Lemma 6.13. Let k be a finite field of characteristic p, and suppose that ρ : GQp →
GL2(k) is tre`s ramifie´. If ρ |GF extends to a finite flat k-vector space scheme over
the ring of integers OF , then p |e(F ).
Proof. This lemma follows from the proof of [Edi92, Lem. 8.2] and the discussion
that follows it. Namely, let r = [k : Fp], so that ρ corresponds to an element
σ = (x1, . . . , xr) in (Q×p /(Q
×
p )
p)r ; the assumption that ρ is tre`s ramifie´ implies
that σ does not lie in (Z×p /(Z
×
p )
p)r, that is, that some valp(xi) 6≡ 0 (mod p). If
the image σF of σ in (F
×/(F×)p)r then lies in (O×F /(O×F )p)r, it is evident that
p |e(F ). 
Remark 6.14. The behavior in the cases i = 1 and i = p, valp(b) = 0, is the same
as that observed in [Sav04, Prop. 8.4]. We also note that this provides examples
of a Galois representation containing both a lattice whose reduction is split and a
lattice whose reduction is reducible and nonsplit.
Corollary 6.15. Let ρ : GQp → GL2(E) be a potentially crystalline representation
with Hodge-Tate weights {0, 1}, and T a Galois-stable lattice inside ρ such that the
reduction T/mE has trivial endomorphisms.
(1) If τ(ρ) = ω˜i ⊕ ω˜j with i 6≡ j (mod p− 1), then (T/mE) |Ip ⊗kE Fp has one
of the three forms
•
(
ω1+i ∗
0 ωj
)
,
•
(
ω1+j ∗
0 ωi
)
,
• ω1+{j−i}+(p+1)i2 ⊕ωp−{j−i}+(p+1)j2 where {a} denotes the unique integer
in {0, . . . , p− 2} which is congruent to a (mod p− 1).
(2) If τ(ρ) = ω˜m2 ⊕ ω˜pm2 with p+1 ∤ m, then (T/mE) |Ip ⊗kE Fp has one of the
four forms
•
(
ωi+j ∗
0 ω1+j
)
with ∗ peu ramifie´ when i = 2,
•
(
ω1+j ∗
0 ωi+j
)
with ∗ peu ramifie´ when i = p− 1,
• ωp+m2 ⊕ ω1+pm2 ,
• ω1+m2 ⊕ ωp(1+m)2 .
Proof. Part (1) follows, twisting by ω˜i, from the corresponding result for type
1⊕ω˜j−i. We know that DF1st,2(ρ) is described by Proposition 2.17. If valp(x1) = 0 or
valp(x2) = 0, then ρ is actually reducible and the only possible possible reduction
of ρ with trivial endomorphisms is given by part (1) or (2) of Theorem 6.11. If
0 < valp(x1), valp(x2) < 1, then the reduction is given by part (3) of Theorem 6.11,
and it is irreducible (hence unique).
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For part (2), recall the isomorphism Dm,[a:b] ∼= Dpm,[bw:−a]. Since p+1 ∤ m, we
know that DF2st,2(ρ) is Dm,[a:b] for some [a : b]. Suppose first that valp(a) = valp(b).
If i 6= 1, p, then applying part (1) of Theorem 6.12 to Dm,[a:b] yields a lattice with
a reduction of the first kind in the list, and applying the same result to Dpm,[bw:−a]
yields a lattice with a reduction of the second kind. These are distinct, and so
are the two nontrivial reductions of ρ with trivial endomorphisms (see, e.g., Lem.
9.1.1 of Breuil’s Barcelona notes [Bre] for the proof that there are at most two). If
i = 1, p, then part (3) of Theorem 6.12 gives two distinct reductions (since we have
assumed that T/mE has trivial endomorphisms).
Suppose next that valp(b) > valp(a). If i > 1 then part (4) of Theorem 6.12
yields a reduction of the third kind on the above list, necessarily unique since it is
irreducible; if i = 1, then part (5) of Theorem 6.12 yields two reductions (one for
each choice of x0 in (2) of Lemma 6.7) that are both of the first and second kind.
Finally, if valp(b) < valp(a), then the previous paragraph applied to Dpm,[bw:−a]
gives a unique reduction of the fourth kind when i < p, and two reductions of the
first/second kind when i = p. 
Remark 6.16. Observe that the reductions in Corollary 6.15 are the same as those
in [CDT99, Conjs. 1.2.2, 1.2.3]. Note also that it follows from the proof of Corollary
6.15 that, up to isomorphism, we have actually listed in Propositions 6.9 and 6.10
all lattices (in such ρ) whose reductions have trivial endomorphisms.
Remark 6.17. We elaborate on the need for the trivial endomorphisms hypothesis
in Corollary 6.15. Let ρ : GQp → GL2(E) be a potentially crystalline representation
with Hodge-Tate weights {0, 1} and τ(ρ) tame and nonscalar. If ρ is decomposable,
then its reduction is easy to compute, so we assume that ρ is indecomposable. If ρ
is not one of the reducible representations considered in Lemma 6.8, then in either
Theorem 6.11 or Theorem 6.12 we have computed the reduction of at least one
lattice contained in ρ. Therefore, in all cases we know the semisimplification of
the reduction of ρ. However, when the semisimplification is split, we do not claim
to have found all of the lattices T contained in ρ such that T/mE has nontrivial
endomorphisms.
6.4. Application to modular forms. We now apply the results of Section 6.3 to
give a new computation of the reduction mod p of the local (at p) respresentation
attached to a modular form of weight 2 for Γ1(pN) (a result due variously to
Deligne, Serre, Fontaine, Gross [Gro90], Edixhoven [Edi92],...).
Proposition 6.18. Let N be a positive integer relatively prime to p, let χp be the
Teichmu¨ller character modulo p, and let χN be a Dirichlet character modulo N .
Suppose that f ∈ S2(Γ1(pN), χjpχN ) is a normalized cuspidal newform with j ∈
{1, . . . , p−2}. Let ρf,p be the restriction to GQp of the mod p Galois representation
attached to f . Then we have the following.
• If f has slope 0, then ρf,p ∼=
(
λχN (p)/apω
j+1 ∗
0 λap
)
.
• If f has slope 1, then ρf,p ∼=
(
λap/pω ∗
0 λχN (p)(p/ap)ω
j
)
.
• If f has slope in the interval (0, 1), then ρf,p |Ip ∼= ω1+j2 ⊕ ωp(1+j)2 .
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Proof. Let ρf,p be the restriction toGQp of the p-adic Galois representation attached
to f , so that ρf,p is a reduction of ρf,p mod p. We briefly summarize the (well-
known) computation of DF1st,2(ρf,p) (see, e.g., [Bre, Sec. 3.4] for more details (of
a dual version)). Faltings [Fal87, Fal97] shows that ρf,p is potentially crystalline,
becoming crystalline over F1 with Hodge-Tate weights (0, 1). By theorems of Saito
[Sai97] and Deligne, Langlands, and Carayol [Car86], we find that τ(ρf,p) = 1 ⊕
ω˜j and, if ρf,p is indecomposable, D
F1
st,2(ρf,p) = Dpa−1p ,apχN (p)−1 . The result now
follows from Theorem 6.11. (Note that we do not really need the strong input of
Theorem 6.11 in the case where f has integer slope, because ρf,p is reducible, but
we do require it when the slope is is not an integer.) 
Remark 6.19. Techniques of Coleman and Iovita [CI] may be used to prove that
the representation ρf,p attached to a weight 2 newform for Γ0(p
2N) with (p,N) = 1
becomes crystalline over F2. Thus Theorem 6.12 reduces the problem of computing
ρf,p to the problem of computing Dst(ρf,p) for such forms.
6.5. Families of Galois lattices. We now describe explicitly how to arrange our
Galois lattices into families. Recall the elements VY , UY ∈ SF1,OE[[Y ]], VX1 , UX2 ∈
SF2,OE[[X1,X2]]/(X1X2−wp), and WB,W
′
B ∈ SF2,OE[[B]] which we described in section
6.1.
Remark 6.20. For brevity, we omit the description of N in the strongly divisible
modules below. In each case, the desired description is clear from the corresponding
strongly divisible OE-modules we have already constructed (and well-defined using,
e.g., the fact that x21g1, x2g2 ∈ Mx1,x2 in the case when 0 < valp(x1), valp(x2) < 1,
and that p divides N(W )).
Proposition 6.21. There exist strongly divisible modules with descent data as
follows.
(1) Denoting x1 = x˜1(1 + Y ), x2 = pwx˜
−1
1 (1 + Y )
−1 and assuming x˜21 6≡ w
(mod mE) when j = 1,
MY1 = SF1,OE[[Y ]] · g1 + SF1,OE[[Y ]] · g2,
Fil1MY1 = SF1,OE[[Y ]] · (−ujg1 + x1g2) + (Fil1SF1,OE[[Y ]])M,
φ(g1) = x1g1, φ(g2) = x2g2 + u
pj−e1 (ue1 + pVY )g1,
ĝ(g1) = g1, ĝ(g2) = ω˜
j(g)g2.
(2) Denoting x2 = x˜2(1 + Y ), x1 = pwx˜
−1
2 (1 + Y )
−1 and assuming x˜22 6≡ w
(mod mE) when j = p− 2,
MY2 = SF1,OE[[Y ]] · g1 + SF1,OE[[Y ]] · g2,
Fil1MY2 = SF1,OE [[Y ]] · (x2g1 + wue1−jg2) + (Fil1SF1,OE [[Y ]])M,
φ(g1) = x1g1 − wup(e1−j)−e1 (ue1 + pUY )g2, φ(g2) = x2g2,
ĝ(g1) = g1, ĝ(g2) = ω˜
j(g)g2.
(3) Denoting
D =
(
1 + UX2VX1
(
ue2p
p
+ 2u(p−1)e2 + pu(p−2)e2
))
,
MX1,X2 = SF2,OE [[X1,X2]]/(X1X2−pw) · g1 + SF2,OE[[X1,X2]]/(X1X2−pw) · g2,
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Fil1MX1,X2 = SF2,OE [[X1,X2]]/(X1X2−pw) · (−ukg1 + (1 ⊗X1)g2)
+SF2,OE [[X1,X2]]/(X1X2−pw) · ((1⊗X2)g1 + (1⊗ w)ue2−kg2)
+(Fil1SF2,OE[[X1,X2]]/(X1X2−pw))M,
φ(g1) = (1⊗X1)D−1
(
1 +
(
ue2p
p
+ u(p−1)e2
)
VX1(UX2 − 1)
)
g1
−(1⊗ w)D−1up(e2−k)−e2 (ue2 + pUX2)g2,
φ(g2) = D
−1upk−e2(ue2 + pVX1)g1
+(1⊗X2)D−1
(
1 +
(
ue2p
p
+ u(p−1)e2
)
UX2(VX1 − 1)
)
g2,
ĝ(g1) = g1, ĝ(g2) = (ω˜
j(g)⊗ 1)g2.
(4) Denoting b = b˜(1 + B), letting 2 ≤ i ≤ p, and if i = p assuming that
1 + 4w2b˜ 6≡ 0 (mod mE) and is a square in E,
M′B = (SF2,OE[[B]]) · g1 + (SF2,OE[[B]]) · g2,
Fil1M′B = SF2,OE[[B]] · ((1⊗ b)ue2−kg2 + (ue2(p−i)(1⊗ b2)W ′B − 1)g1)
+(Fil1SF2,OE[[B]])M,
φ(g1) = pg2 − bW ′Bup(e2−k)g1,
φ(g2) =
(
w − (1⊗ b2)W ′Bφ(W ′B)
upe2(p+1−i)
p
)
g1 + bφ(W
′
B)u
p2(e2−k)g2,
ĝ(g1) = (ω˜
m
2 (g)⊗ 1)g1, ĝ(g2) = (ω˜pm2 (g)⊗ 1)g2.
(5) If i > 1,
MB = (SF2,OE[[B]]) · g1 + (SF2,OE[[B]]) · g2,
Fil1MB = SF2,OE [[B]] · ((1 ⊗B)ue2−kg2 + (ue2(p−i)(1⊗B2)WB − 1)g1)
+(Fil1SF2,OE [[B]])M,
φ(g1) = pg2 −BWBup(e2−k)g1,
φ(g2) =
(
w − (1 ⊗B2)WBφ(WB)u
pe2(p+1−i)
p
)
g1 +Bφ(WB)u
p2(e2−k)g2,
ĝ(g1) = (ω˜
m
2 (g)⊗ 1)g1, ĝ(g2) = (ω˜pm2 (g)⊗ 1)g2.
(6) If i = 1 and assuming that w is a square in E,
MX = (SF2,OE[[B]]) · g1 ⊕ (SF2,OE[[B]]) · g2,
Fil1MX = SF2,OE[[B]] · (up−1g1 + (w−1XB + (1⊗B))g2) + (Fil1SF2,OE[[B]])MX ,
φ(g1) = φ(XB)u
p2(p−1)g1 +
(
1−XBφ(XB)u
pe2
pw
)
g2,
φ(g2) = pwg1 −XBup(p−1)g2,
ĝ(g1) = (ω˜
m
2 ⊗ 1)g1, ĝ(g2) = (ω˜pm2 ⊗ 1)g2.
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Proof. In each case, the proof that these formulas define a strongly divisible module
is identical to the proof that the corresponding strongly divisible OE-modules with
descent data of Proposition 6.9 or 6.10 are indeed strongly divisible OE-modules.

We adopt the following notation. For each strongly divisible R-module M in
Proposition 6.21, set R(M) = R (so that, for example, R(MY1) = OE [[Y1]]). Set
τ(M) = 1⊕ ω˜j in the first three cases, and τ(M) = ω˜m2 ⊕ ω˜pm2 in the final two cases.
Finally, set ρ(M) = T
Qp
st,2(M/mR(M)).
6.6. Deformation rings. We now come to our main results.
Theorem 6.22. Conjecture 1.2.2 of [CDT99] holds; that is, suppose that ρ : GQp →
GL2(kE) has trivial endomorphisms. Suppose that τ ∼= ω˜i⊕ ω˜j with i 6≡ j (mod p−
1). Then we have the following:
(1) R(2, τ, ρ)OE = 0 if ρ |Ip ⊗kE Fp 6∈
{(
ω1+i ∗
0 ωj
)
,
(
ω1+j ∗
0 ωi
)
, ωk2 ⊕ ωpk2
}
with k = 1 + {j − i}+ (p+ 1)i;
(2) R(2, τ, ρ)OE = OE [[Y ]] if ρ |Ip ⊗kE Fp ∈
{(
ω1+i ∗
0 ωj
)
,
(
ω1+j ∗
0 ωi
)}
;
(3) R(2, τ, ρ)OE = OE [[X1, X2]]/(X1X2 − pw) if ρ |Ip ⊗kE Fp ∼= ωk2 ⊕ ωpk2 with
k = 1 + {j − i} + (p + 1)i, assuming that E contains Qp2 and that kE
contains a square root of det(ρ(Frobp)).
Theorem 6.23. Conjecture 1.2.3 of [CDT99] holds; that is, suppose that ρ : GQp →
GL2(kE) has trivial endomorphisms. Suppose that τ ∼= ω˜m2 ⊕ ω˜pm2 with p+ 1 ∤ m.
(1) R(2, τ, ρ)OE = OE [[B]] if ρ |Ip⊗kEFp ∈
{(
ωi+j ∗
0 ω1+j
)
,
(
ω1+j ∗
0 ωi+j
)}
,
the first ∗ peu ramifie´ when i = 2 and the second when i = p− 1;
(2) R(2, τ, ρ)OE = OE [[B]] if ρ|Ip⊗kEFp ∈
{
ωp+m2 ⊕ ω1+pm2 , ω1+m2 ⊕ ωp(1+m)2
}
;
(3) R(2, τ, ρ)OE = 0 otherwise.
Theorem 6.24. Conjecture 2.2.2.4 of [BM02] (and so, in particular, [CDT99,
Conj. 1.2.1]) holds for k = 2 and τ tame.
Proof. We remark that it suffices to prove Theorem 6.23 and part (2) of Theorem
6.22 after extending E in a manner dependent only on ρ: indeed, once this result
(and the corresponding case of [BM02, Conj. 2.2.2.4]) has been established, [BM02,
Lems. 5.1.8, 2.2.2.5] yield the result for our original E.
Part (1) of Theorem 6.22 and part (3) of Theorem 6.23 follow immediately from
Corollary 6.15. In the cases concerning type ω˜i ⊕ ω˜j , we may suppose without
loss of generality that i = 0. We claim that for each strongly divisible module
M of Proposition 6.21, the R(M)-representation T
Qp
st,2(M) is actually the universal
deformation of ρ to R(2, τ(M), ρ(M))OE . As in the proof of [BM02, Th. 5.3.1],
after all of the work that we have done (the fact that we have found every lattice
in a deformation of ρ of type (2, τ(M)); cf. Prop. 2.21 and Rems. 4.8, 6.16), it is
essentially formal that there is a canonical injection
R(2, τ(M), ρ(M))OE → R(M).
Abbreviate R = R(M). It remains to show that this map is a surjection; once this
is done, the rest of Theorems 6.22, 6.23, and 6.24 follows as in [BM02, Sec. 5.3].
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For this surjectivity, it suffices to see that T
Qp
st,2(M/(m
2
R,mE)) cannot be defined
over a kE-subalgebra of R/(m
2
R,mE). The method used in [BM02] is unavailable, as
Tst,2 is not fully faithful, so we must resort to another (somewhat more unpleasant)
method. We outline the proof, after which we give the proof in detail in the most
daunting case (part (3) of Th. 6.22).
In most of our cases, R/(m2R,mE) = kE [X ]/(X
2) for a variable X . Consider the
Breuil module M′X = T0(M/(m
2
R,mE)). If the representation ρX = T
Qp
st,2(M
′
X) is
defined over a kE -subalgebra, that subalgebra can only be kE , and in particular
ρX (regarded simply as a representation over kE) has a subrepresentation ρ
′ such
that the composition ρ′ → ρX → ρ(M) is an isomorphism, where the rightmost
map is reduction modulo X . By a scheme-theoretic closure argument, M′X has
a sub-Breuil module M′ (with action of kE) so that M′ → M′X → M′X/XM′X
corresponds to a map on group schemes which is an isomorphism on generic fibres.
(Recall that since M is a strongly divisible module, reduction modulo X actually
corresponds to the map M′X → M′X/XM′X on Breuil modules.) In practice, it
is too complicated to show directly that such M′ does not exist. Fortunately, we
know that in every case (possibly restricting ρ to GQp2 or extending E if necessary),
ρ(M) has a subcharacter χ. From Remark 4.15 and the results of section 5, we can
compute the minimal Breuil module M′′ corresponding to χ. What one proves
is that the image of every map M′′ → M′X falls inside XM′X , and so the map
M′′ →M′X/XM′X is zero and the sought-for M′ cannot exist.
We demonstrate how this argument can be applied to part (3) of Theorem 6.22.
In this case R/(m2R,mE) = R = kE [X1, X2]/(X
2
1 , X1X2, X
2
2 ), so let L be a linear
form in X1 and X2 and suppose that ρX is defined over the subalgebra kE [L].
Let the corresponding subrepresentation of ρX be ρL. Then the representation
ρX/(L) is actually defined over kE , and we may apply the argument of the previous
paragraph.
We now do this explicitly. Suppose E is sufficiently large that −w is a square
in kE . Since X
2
1 = X
2
2 = 0, we see that VX1 = UX2 = 1 in Fp2 ⊗ R[u]/ue2p.
We compute M′X1,X2 = T0(M/(m
2
R,mE)) explicitly from Proposition 6.21 and the
calculations in the proof of Proposition 6.9 and obtain, after a simplifying change
of basis, that M′X1,X2 may be generated by g1, g2 in such a way that Fil
1
M′X1,X2
is generated by h1 = −ukg1 + (X1 −X2ue2(p−1−j))g2 and h2 = (1 ⊗ w)ue2−kg2 +
(X2 −X1ue2j)g1 satisfying
φ1(−ukg1 + (X1 −X2ue2(p−1−j))g2) = (1⊗ w)g2,
φ1((1⊗ w)ue2−kg2 + (X2 −X1ue2j)g1) = (1⊗ w)g1.
The minimal Breuil module M′′ of the desired subrepresentation χ of ρ(M)
restricted to GQp2 is such that Fil
1
M′′ = M′′, and for some generator e, we have
φ1(e) = (1 ⊗ c)e with c2 = −w. Suppose that we have a nonzero map f : M′′ →
M′X1,X2/(L), let X1, X2 denote the images of X1 and X2 in R/(L), and fix L
′ a
non-zero nilpotent in kE [X1, X2](L,X
2
1 , X1X2, X
2
2 ). Our map f must send
e 7→ αh1 + βh2.
Write α = α0u
r + αLu
tL′ and β = β0us + βLuvL′ with α0, αL, β0, βL polynomials
in ue over Fp2 ⊗ kE which either are zero or have nonzero constant term. We wish
to show that α0 = β0 = 0. We consider the relation fφ1(e) = φ1f(e), first paying
attention only to the terms not involving nilpotents:
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φ(β0)u
psc = −α0ur+k,
φ(α0)u
pr = β0u
e2−k+sc.
If α0, β0 are nonzero, we must therefore have r = p− j and s = 1 + j. We turn
next to the terms involving nilpotents. The g1-term in this relation is:
wφ(βL)u
pvL′ = −cαLut+kL′ + cβ0u1+j(X2 −X1ue2j).
But if β0X2 6= 0, equality could not hold here, because there can be no other terms
of degree 1 + j in u! If β0 6= 0 it follows that X2 = 0. But similar consideration of
the g2-term yields X1 = 0. Since X1 and X2 cannot both be zero, it follows that
α0 = β0 = 0, and we are done.
We note very briefly some of the features of this calculation for the other parts of
Theorems 6.22 and 6.23. In part (2) of Theorem 6.22, the case x˜21 ≡ w (mod mE)
requires slightly more work (in most cases an α0 is forced to be zero on its own,
but in the more complicated case, one needs to use j 6= 1 and consider β0 as well
to see that α0 = 0). There is a similar feature in part (1) of Theorem 6.23 when
b˜2w ≡ ±1 (mod mE); in this case, there is a β0 which satisfies φ(β0) = ∓β0, and
then an equation of the form ±βB = φ(β0) − φ(βB) implies β0 = 0. (Apply φ to
this equation again.) 
Corollary 6.25. The Breuil-Me´zard conjecture [BM02, Conj. 2.3.1.1] holds for
k = 2 and τ tame.
Proof. This is immediate from the computation of µaut(2, ρ, τ) with τ tame. 
Corollary 6.26. Theorem 1.6 holds.
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