Abstract-The ever-increasing illegal manipulation of genuine audio products has been a dilemma for the music industry. This situation calls for immediate, yet effective, solutions to avoid further financial losses and intellectual property violations. Audio and speech watermarking has been proposed as a possible solution, since this technology embeds copyright information into audio files as a proof of their ownership. In this paper, we propose an effective, robust, and an inaudible audio and speech watermarking algorithm. The effectiveness of the algorithm has been brought by virtue of applying a cascade of two powerful mathematical transforms; the discrete wavelets transform (DWT) and the singular value decomposition (SVD). Experimental results will be presented in this paper to demonstrate the effectiveness of the proposed algorithm.
I . Introduction
Recent unauthorized copying and distribution of digital audio has been greatly facilitated by the availability of powerful personal computers, low-cost and reliable storage devices, broadband communication networks, and many audio recording and editing software. This alarming situation has created a need for the protection and enforcement of intellectual property rights for digital media, to prevent its illegal copying and reproduction. Such an urgent need is particularly relevant to the music industry, which is seeking for reliable solutions to problems associated with copyright protection of music files.
Data protection techniques, such as encryption, are insufficient for protecting the music industry's intellectual properties. Digital watermarking technology, on the other hand, is now attracting attention as a new method of protecting against unauthorized copying of digital multimedia files that includes image, audio and video components (Cox, Miller & Bloom, 2002; Langelaar, Setyawan & Lagendijk, 2000) . Digital watermarking aims at embedding a watermark in the media file without introducing perceptual degradation. The embedded watermarks may be generated to refer to originators, receivers, unique serial numbers, or time stamps. These watermarks assure the integrity and origin source authentication of the multimedia file without degrading its overall quality (Kundur, Su & Hatzinakos, 2004; Katzenbeisser & Petitcloas, 2000) .
Research in audio watermarking is not as mature, compared to research in image and video watermarking (Arnold, Schumucker & Wolthusen, 2003) . This is due to the fact that, the human auditory system is much more sensitive than the human visual system, and that inaudibility is much more difficult to achieve than invisibility for images. Furthermore, audio signals are represented by much less samples per time interval, which indicates that the amount of information capacity that can be embedded robustly and inaudibly in audio files is much lower than the amount of information that can be embedded in visual files. Nonetheless, many audio watermarking techniques have been proposed in literature in recent years. Most of these algorithms attempt to satisfy watermarking requirements by exploiting the imperfections of the human auditory system (Katzenbeisser & Petitcolsd, 2000; Moore, 1995. They exploit the fact that human auditory system in insensitive to small amplitude changes, either in the time-domain or frequency-domain, to embed watermark information.
II .Transform basic
In this section, we briefly introduce the DWT and SVD transforms, and outline their relevance to the problem of digital watermarking.
II .A. The Discrete Wavelets Transform
The discrete wavelets transform (DWT) is a novel discipline capable of giving a time-frequency representation of any given signal (Strang & Nguyen, 1996) . Starting from the original audio signal S, DWT produces two sets of coefficients as shown in Figure 1 (Mallat, 1989) . The approximated coefficients A (low frequencies) are produced by passing the signal S through a low pass filter y. The details coefficients D (high frequencies) are produced by passing the signal S through a low pass filter g. Depending on the application and the length of the signal, the low frequencies part might be further decomposed into two parts of high and low frequencies. Figure 2 shows a 3-level DWT decomposition of signal S. The original signal S can be reconstructed using the inverse DWT process. 
II .B. The Singular Value Decomposition Transform
The traditional frequency transforms; FFT, DCT and DWT transforms attempt to decompose an image in terms of a standard basis set. This need not necessarily be the optimal representation for a given image. On the other hand, the singular value decomposition (SVD) is a numerical technique for diagonal sing matrices in which the transformed domain consists of basis states that is optimal in some sense (Andrews & Patterson, 1976) . The SVD of an N x N matrix A is defined by the operation A = U S V T as shown in Figure 3 . . In our proposed algorithm, which will be described in the next section, the watermark bits are not embedded directly on the wavelet coefficients, but rather on the elements of singular values of the DWT sub-bands of the audio frames.
III .The Proposed Algorithm
The proposed algorithm employs a cascade of two transforms; the discrete wavelet transform and the singular value decomposition transform. The algorithm is described in this section by outlining the major steps in its two procedures; the watermark embedding procedure and the watermark extraction procedure.
III .A. Watermark Embedding Procedure
The procedure is illustrated in the block diagram shown in Figure 4 , and described in details in the steps which follow. Figure 4 : The watermark embedding procedure
Step # 1(Advisable): This step recommended for more inaudible features of the watermark and we make frames on the main signal ,the size of each frame here in this sample is 8K .
Of course the size of the frames could be changed; it depends on the size of the logo (image). The length of each frame will depend on the size of the image that we are embedding it into the original signal. In the next step we will explain it more.
Figure5 :framing the original signal
Step # 2(Advisable): we apply one dimension of the "discrete wavelet transform " on each frame on one level then we have A1,D1 S=A1+D1.
A1=approximation coefficients D1=details coefficients Figure 6 :DWT on one dimension on one level
Step # 3: from the " details coefficients" (D1) or the main signal we can directly make a matrix with desirable sizes depending on the size of the logo which is 64×64 here in this example and the total size of the signal which is 4Kb in here . Suppose that the logo size is 32×64 then the best option is M=64 and N=32 which means that the number of the windows should be 32 and the length of each window is 64 then the size of frame must be 32×64=2046=2KB. if this signal comes from the DWT the size of the frame in step one must be 2KB×2=4KB.
Step # 4:we apply the two dimensional "discrete wavelet transform" On two levels on the matrix which is coming from our example in the previous step and extract LL2 from the same matrix and make a new matrix using "detail coefficient", and the advantage is that we don't Even need to manipulate the main features of the details coefficients .we just manipulate the details of the "details coefficients" of the signal instead of "approximation coefficient"(A1). we use the average of the three components of the "details coefficient" which are decomposed on level 2 and put the result instead of approximation coefficient which comes from the process of DWT in two dimensions on 2 levels and that is because we don't want to put zero on this area.
Step # 5: Apply the SVD on the image with a size of 64×64(for example) to embed the "SL"(eigenvalues) of the image into "SO" (eigenvalues) of the matrix through the following formula: SW=SO+α.SL "SO" is "eigenvalues" of the matrix and "SL" is "eigenvalues" of the image, α is the strength of intensity of the watermark that we recommend it to be less than 0.001. α will determine the strength of the watermark but will subsequently reduce the quality of the signal so we have to select between the robustness of the watermark or the quality of the watermarked signal. Depending on the purpose of the job we can scarify one for the other Or we can apply the process on just one selected frame with a higher grade of intensity instead of all frames all throughout the signal Just to protect the quality of the signal.
Step # 6: first Apply the inverse SVD on the three orthogonal matrices Sw , U and VT(V transpose) which are already produced by SVD operation in the previous step as set in the following formula: A=U ×SW×V' And secondly, import "approximation coefficient" which has come from DWT in two dimensions on two levels to apply IDWT (two dimensional wavelet) in two dimensions and two Levels subsequently then put it instead of AW.
Step 7(compulsory for users of step2)# : make a vector from AW (that is coming from step 6) which is now a matrix and apply IDWT in one dimension and one level using A1 which has been kept from before and is decomposed from the original signal .
III .B. Watermark Extraction Procedure
The watermark extraction procedure requires the watermarked audio signal and the singular values of each frame of the original audio signal. The procedure is illustrated in the block diagram shown in Figure 9 , and described in details in the steps which follow. Step # 1: Perform steps 1 through 4 of the embedding procedure until the Sw matrix is obtained for all the frames of the watermarked audio signal.
Step # 2: Apply the SVD on the main signal the same as the previous procedure for embedding and calculating SL using the following formula: SL .
Step # 3: Assemble the extracted SL from the individual frames and construct the original image using this formula : LOGO=UL*SL*VT .
IV. Performance Evaluation
In this section, the results obtained using the DWT-SVD algorithm will be presented. Pop music and speech audio clips were used to evaluate performance of the proposed algorithm. The two audio types have different perceptual properties, characteristics and energy distribution, and thus their performances may vary from one type to another. The watermark used in our experiments is the binary image shown in Figure 8 . The image has a size of 64 × 64 pixels, with each with pixel is either a 0 (black) or 255 (white). In what follows, we will describe the metrics used to evaluate performance of the algorithm, present the results for the pop and speech audio clips, and finally discuss the results. Performance of audio watermarking algorithms is usually evaluated with respect to fidelity, imperceptibility (inaudibility), and robustness (Acevedo, 2003; Grody & Brutun, 2000) . In what follows, we give a brief description of each metric .Imperceptibility (Inaudibility) Imperceptibility is related to the perceptual quality of the embedded watermark data within the original audio signal. It ensures that the quality of the signal is not perceivably distorted and the watermark is imperceptible to a listener. To measure imperceptibility, we use signal-to-noise ratio (SNR) as an objective measure, and a listening test as a subjective measure.
Signal to Noise Ratio (SNR) is a statistical difference metric which is used to measure the similitude between the undistorted original audio signal and the distorted watermarked audio signal. The SNR computation is done according to Equation (8), where A corresponds to the original pop signal, and A' corresponds to the watermarked pop signal.
Although SNR is a simple way to measure the noise introduced by the embedded watermark and can give a general idea of imperceptibility, it does not take into account the specific characteristics of the human auditory system. Therefore, we also employed the Perceptual Audio Quality 1992 ) that the correlation between PAQM and the mean opinion score (MOS) is 0.98. Therefore, in our experiments the PAQM scores will be mapped to the grading scale of MOS which is shown in Table 1 . 
IV.A Attacks:
Other than the subjective evaluation (inspection) of the extracted watermarks, robustness against attacks is measured using the BER (Bit Error Rate) for bitmap logo and similarity(correlation) for other type of logo in Equation (10) . BER is defined as the ratio of incorrect extracted bits to the total amount of embedded bits, as expressed in Equation (9) Where l is the watermark length, Wn corresponds to the nth bit of the embedded watermark and W'n corresponds to the nth bit of the extracted watermark.
IV .B Pop Music Watermarking Results
The proposed algorithm was first evaluated using a .WAV pop music file of length 122,880 samples (5 seconds). The .WAV music signal is a stereo-type having left and right channels, and therefore the watermark was embedded into both channels. Performance results are presented below.
Inaudibility The watermarked pop signal is shown in Figures 9 . Table 3 
Robustness
The watermarks extracted after application of the various attacks on the watermarked pop signal are shown in given in Table 3 . The BER values are compared with those obtained for two published algorithms; an STFT-based algorithm (Ozer, 2005) , and a DCT-based algorithm (Cox, 1997) . Table 3 : BER values (%) for the pop audio signal.
In the Cut Samples attack, the audio signal loses samples resulting in a reduction in its length. Therefore, it is possible to lose information in terms of the number of frames in extraction (which have to be an integer number). In general, the performance of the proposed algorithm is better than (Cox, 1997) , and comparable to (Ozer, 2005) .
IV .C Speech Signal Watermarking Results
This proposed algorithm was also evaluated using an .AU speech signal of length 8,192 samples. Unlike the .WAV stereo-type signals which have two channels, speech signals are of the mono-type(have only one channel). Performance results are presented below. Table 4 : BER values (%) for the speech audio signal.
Inaudibility
Again, it can be deduced from the table that performance of the proposed algorithm is better than (Cox, 1997) , and comparable to (Ozer, 2005) .
IV .C. Discussion
Many digital audio watermarking have been developed, and claims about their performance are made public. However, many of such algorithms are not evaluated with respect to imperceptibility (SNR, MOS) and robustness (StirMark Attacks, BER), as we have done in this paper. Table 6 blow lists several reported algorithms along with the evaluation metrics used. Nonetheless, and for the sake of completion, we already compared our results with DCTbased and SVD-based techniques in Tables 3 & 4 . For further comparison, we present in Table 6 , the SNR and MOS results of some traditional techniques, as they were reported in (Sehirli 2004). . IFPI states that the watermark should not degrade perception of audio, the algorithm should offer more than 20 dB SNR, the watermark should be able to resist most common audio processing operations and attacks, and the watermark should prevent unauthorized removal unless the quality of audio becomes very poor. Referring to the figures and tables above, its easy to conclude that the performance of the proposed algorithm fulfills the desired IFPI required performance.
V. Conclusions
The illegal distribution of digital audio products, and music files in particular, has been a major problem for industry for more than a decade. In this thesis, we proposed an imperceptible (inaudible) and robust audio watermarking technique based on cascading two powerful mathematical transforms; the Discrete Wavelet Transform (DWT) and the Singular Value Decomposition (SVD). The watermark bits were not embedded directly on the wavelet coefficients, but rather on logo's bits using SVD of logo and embed into SVD of signal details. By virtue of cascading the two transforms, inaudibility and different levels of robustness were achieved, as we have demonstrated using pop music and speech audio signals. The simulation results obtained verify the effectiveness of audio watermarking as a reliable solution to the copyright protection problem which is facing the music industry.
