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Abstract
Message sequence charts (MSCs) are a technique to describe patterns of interaction between the
components of interactive distributed systems by specific interaction diagrams. MSCs have evolved
in telecommunication applications, defined as a standard, and have become very popular in the design
of software architectures and, generally, of distributed or object-oriented software systems. They are
used frequently to describe scenarios of interactions illustrating instances of use cases. Nevertheless,
both the semantics of MSCs as a technique of specification and their methodological and technical
role in the development process have not been precisely and sufficiently clarified, so far. Also their
formalization, although tackled by a number of papers, is not well focused with respect to their
methodological usage.
In this paper, we suggest a semantic model for MSCs in terms of logical propositions
characterizing stream-processing functions. This formalization allows us to apply MSCs as an
intuitively clear specification technique with a precisely defined meaning. The MSCs provide, in
particular, specifications for the components of a system. Our approach is in contrast to other
semantic models for MSCs suggested in the literature (see Ladkin, Leue, in: R.L. Tenney et al.
(Eds.), Formal Description Techniques VI, North-Holland, 1994, pp. 301–316, and Formal Aspects
of Computing 7 (1995) 473–509) where the meaning of MSCs is explained using state transition
machines or traces. We define the meaning of MSCs in a more abstract way by a logical technique
specifying the components of a system. By this approach MSCs are used for the decomposition of
systems into components. Along these lines, we discuss the systematic application of MSCs in the
software development process.
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1. Introduction
Today message sequence charts (MSCs; see [26]) or extended event traces (EETs)
have become a well-accepted and widely used description technique in software and
systems engineering. They have been incorporated into a number of popular systems
modeling methods (such as [7,8,27,40,43]). They are used to illustrate scenarios of
interactions between distributed interacting components cooperating in networks. They are
helpful to illustrate the fundamental patterns of cooperation and interaction in distributed
systems. MSCs have been invented and are widely used in telecommunication applications
for illustrating protocols as well as for describing the cooperation between switching
components. MSCs have also found their way, for instance, into business application
development, where they describe the information and activation flow between system
units.
Nevertheless, crucial methodological questions remain open for MSCs, not answered
in a satisfactory way, so far. For instance, the idea of describing the complete behavior
of a system by a set of MSCs seems unrealistic and naive, at least in cases of systems
with complex interaction patterns and a high combinatorial complexity. Too many (even
infinitely many) scenarios might be needed. Therefore, the naive idea of covering all
possible interaction scenarios by MSCs may prove unrealistic. A practically useful idea,
however, seems to be the specification of a set of representative instances of system
behavior patterns by MSCs.
The question of which development phases MSCs might be actually helpful in has
not been investigated systematically, so far. In spite of their popularity, questions of their
systematic usage in the development process have not been tackled comprehensively in the
software engineering literature (see also [5,14]).
In what follows we discuss the following essential topics concerning the meaning and
usage of MSCs and suggest answers to the following questions:
• What is the formal meaning of an individual MSC for a system and its components?
• How can several MSCs be combined?
• How far can MSCs serve as a precise and comprehensive method of system
specification?
• What is the formal meaning of a set of MSCs for the behavior of the individual
components of a system?
• What is the methodological role of MSCs and how do we integrate them into the system
development process?
To answer these questions in an unambiguous and convincing way, we have to tackle the
following question, too:
• What type of systems do MSCs refer to and what properties do they specify precisely.
In other words, we look for an appropriate semantic model.
In the paper we do not address the particular standard of MSCs (see [25,26,37,38])
in all details nor do we it make suggestions to extend or improve such standards, but
rather treat MSCs as a general idea of system description (such as state machines). We
aim at an identification of the semantic essence and the methodological benefits of MSCs.
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Nevertheless, we are convinced that our treatment can be extended to cover the standard. In
particular, our semantic model fits well to the description of other standards closely related
to MSCs such as SDL (see [9] and [21] for a formal semantics of SDL).
The contribution of this paper lies in a novel interpretation of MSCs due to a particular
semantic model:
• The chosen system model supports a conceptual distinction between input and output
and provides a notion of causality between input and output.
• We show how to translate simple MSCs schematically into equations.
• This way MSCs are seen as logical specifications that induce both safety and liveness
properties.
• MSCs are perceived as descriptions of properties of the components of a system rather
than of the entire system.
• The modular notion of composition of the underlying system model then allows us to
reconstruct the system charts as shown by the original MSCs.
• Sets of MSCs can be combined in several ways.
• High-level MSCs are included by control and data states.
• The step from MSCs as illustrative examples of interactions to comprehensive
specification is done via closed world assumptions.
On this bases a methodological approach to MSCs is presented that is closely related to
and guided by the underlying system model.
We start from a discussion of the state of the art of MSCs, the type of systems they
model, and their role in the development process. We introduce a reference model of a
system in Section 2. In Section 3 we give an extended example of MSCs. After that we
discuss in Section 4 the semantics of MSCs, first for deterministic systems and after that for
nondeterministic systems. In Section 5 we deal with control and data states in connection
with MSCs in the development process. In Section 6 we treat the meaning of complete
sets of MSCs by a closed world assumption. In Section 7 we go into the interleaving
of MSCs using projections. Finally, in Section 8, we discuss the methodological role of
MSCs. Section 9 provides a couple of concluding remarks.
2. A system model for message sequence charts
Typically, MSCs are used to describe a set of characteristic instances of system
interactions. When used this way, MSCs describe behavioral properties of a system
to be constructed or to be analyzed in requirements engineering and in system design
and analysis including testing. This view suggests formalizing MSCs as descriptions
representing logical properties of systems. Consequently, we translate in the following a
set of MSCs into a logical predicate describing properties of system components.
To give a precise meaning to MSCs we need to develop an understanding of what type
of systems MSCs refer to. Therefore, when defining the meaning of MSCs with respect to
a basic system model, the choice of the model becomes crucial. Generally, MSCs refer to
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systems that include concurrency and interact by message exchange.1 We have to select a
mathematical system model on which we base the denotational semantics of MSCs.
Our approach is in contrast to [13], where MSCs are translated into the terms of a
specific process algebra for which only an operational semantics is provided. This way the
equivalence of system descriptions has to be based on bisimulation. Operational semantics
only implicitly gives a model, and does not provide a logical meaning to sets of MSCs
as a technique of specification of the individual components. Although our notation and
semantics differ from the one standardized in [13,26,38], we expect no confusion to arise
from our use of the term ‘MSC’.
2.1. Types of models for interactive systems
Typically MSCs essentially describe patterns of interaction for distributed systems and
software architectures. MSCs describe the mutual interaction between the components of
a system as well as their interaction with their environment. In particular, MSCs are well
suited to describe systems with concurrent control flow systems that are structured into
components that communicate by message exchange.
For the interpretation of MSCs, the particular concept of interaction of the components
of the described system is crucial. We identify three basic concepts of communication in
distributed systems that interact by message exchange:
– Asynchronous communication (message asynchrony): a message is sent as soon as the
sender is ready, independent of whether a receiver is ready to receive it or not. Sent
messages are buffered (by the communication mechanism) and can be accepted by the
receiver at any later time; if a receiver wants to receive a message but no message was
sent it has to wait. However, senders never have to wait (see [28,44]) until receivers are
ready since messages may be buffered.
– Synchronous communication (message synchrony, rendezvous, handshake communica-
tion): a message can be sent only if both the sender and the receiver are simultaneously
ready to communicate; if only one of them (receiver or sender) is ready for communi-
cation, it has to wait until a communication partner gets ready (see [22,39]).
– Time synchronous communication (perfect synchrony): several interaction steps (signals
or atomic events) are conceptually gathered into one time slot; this way systems
are modeled with the help of sequences of sets of events (see [6] as a well-known
example).
In principle, message sequence charts can describe the interaction of components for each
of the three classes of systems introduced above (see [34] for a trace semantics both for
synchronous and asynchronous communication).
In the following, we work with asynchronous message passing, since for this model
message sequence charts seem best suited as a description technique. We follow the system
model given in [10], basing our approach on a concept of a component that communicates
messages asynchronously with its environment via named channels within a synchronous
1 In fact, MSCs are also used for purely sequential system models such as sequential object-oriented programs.
There MSCs are used to visualize the sequential thread of control.
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Fig. 1. Graphical representation of a component as a data flow node with input channels x1, . . . , xn and output
channels y1, . . . , ym and their respective types.
time frame. This model fits best to the spirit of the description language SDL (see [44]), in
the context of which the idea of MSCs has mainly been developed (see [9] and [21] for a
formal semantics of SDL based on such a model of asynchronous message passing).
For synchronous message passing systems, the concept of MSCs seems less attractive,
since for those systems interleaved traces of actions seem more adequate (see [22]).
Moreover, for synchronous message passing so-called failures or refusals (see [23])
are mandatory for a compositional denotational semantics—a concept not supported by
classical MSCs at all. MSCs represent a graphic description of concurrent system traces.
As is well-known, sets of traces do not provide a compositional semantic model for process
algebras like CSP or CCS (see [20]).
2.2. Chosen system model
We think of a distributed system as being composed of a number of subsystems that
we call its components. In fact, a composed system is a component itself and therefore
can be used again as part of a larger system. A component is a unit with a precisely
specified interface and an encapsulated state. Via its interface it is connected to and
communicates with its environment. In this section, we briefly introduce a simple, very
abstract mathematical notion of systems, components, and interfaces.
2.2.1. Components
A system (component) is an active information-processing unit that communicates
asynchronously with its environment through a set of input and output channels. This
communication takes place within a global (discrete) time frame.
Let I be the set of input channels and O be the set of output channels of the
component f . With every channel in the channel set I ∪ O we associate a data type
indicating the type of messages sent along that channel. Then by (I, O) the syntactic
interface of a system component is described. A graphical representation of a component
with its syntactic interface and individual channel types is shown in Fig. 1.
By Mω = M∗ ∪ M∞ we denote the set of streams of elements taken from the set M .
Streams of elements from M are finite or infinite sequences of elements of the set M . A
stream represents the sequence of messages sent over a channel during the lifetime of a
system. Of course, in concrete systems this communication takes place in a time frame. In
fact, it is often convenient to be able to refer to this time. Therefore we work with timed
streams in the following.
Our model of time is discrete and extremely simple. We assume that time is represented
by an infinite sequence of time intervals of equal length. In each interval on each channel
a finite, possibly empty sequence of messages is transmitted. By (M∗)∞ we denote the set
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of infinite streams of sequences of elements of set M . Mathematically, a timed stream in
(M∗)∞ can also be understood as a function N\{0} → M∗.
Throughout this paper we work with a few simple specific notations for streams. We
use, in particular, the following notations for timed streams s:
rˆs concatenation of a sequence or stream r to a stream s,
s.k k-th sequence in the stream s,
s  r s is a prefix of r , formally s  r ≡ ∃ z: sˆz = r ,
s↓k prefix of the first k sequences in the timed stream s,
M©s stream obtained from s by deleting all messages that are not elements of the
set M ,
s¯ finite or infinite (nontimed) stream that is the result of concatenating all
sequences in s.
Let C be a set of channels with types assigned by the function
type: C → T .
Here T is a set of types τ ∈ T which are simple carrier sets of data elements. Let M be the
universe of all messages. This means that M is defined as follows:
M =
⋃
{τ : τ ∈ T }.
We define the valuations of the set C of channels by functions
x : C → (M∗)∞
where for each channel c ∈ C with type(c) = τ the elements of the stream x .c are of the
type τ (throughout the paper we denote the application of a function f to an argument b
not only by f (b) but also by f.b to save parentheses):
x .c ∈ (τ ∗)∞.
The set of valuations of the channels in the set C is denoted by C .
Let r ∈ (M∗)∞ be a timed stream; r¯ is called the time abstraction of the timed stream
r . Similarly we denote for a channel valuation x ∈ C by x¯ its time abstraction, defined for
each channel c ∈ C by the equation
x¯ .c = x .c.
The other operators introduced for streams easily generalize to sets of streams and
valuations of channels by streams.
In the following let I and O be sets of typed channels. We describe the black box
behavior of a component by an I/O-function that defines a relation between the input
streams and output streams of a component. An I/O-function is represented by a set-valued
function on valuations of the input channels by timed streams. The function yields a set of
valuations for the output channels for each valuation of the input channels. An I/O-function
is a set-valued function
f : I → ℘( O)
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that fulfills the following timing property, which axiomatises the information flow with
respect to time flow. The timing property reads as follows (let x, z ∈ I , y ∈ O, t ∈ N) for
the function f :
x↓t = z↓t ⇒ {y↓t + 1: y ∈ f (x)} = {y↓t + 1: y ∈ f (z)}.
Here x↓t denotes the stream that is the prefix of the stream x and in the case of timed
streams contains t finite sequences. In other words, x↓t denotes the communication
histories in the channel valuation x until time interval t . The timing property expresses
that the set of possible output histories for the first t + 1 time intervals depends only on
the input histories for the first t time intervals. Hence, the processing of messages in a
component takes at least one time tick. We call functions with this property strictly causal
(or time guarded).
A function f : I → ℘( O) is called time independent, if we have for all input channel
valuations x, x ′ ∈ I :
x¯ = x¯ ′ ⇒ f.x = f.x ′.
In a time-independent function the timing of the input influences at most the timing of
the messages in the output histories; it does not influence the choice of these messages,
however.
We do not consider explicit timing properties of the system in the following. Therefore,
given a time-guarded function
f : I → ℘( O)
we often work with its time abstraction
f¯ : (I → Mω) → ℘(O → Mω);
here f¯ is a function on nontimed streams. The time abstraction is specified (for x ∈ I ) by
the equation (z ∈ [I → Mω]):
f¯ .z = {y¯ ∈ [O → Mω]: ∃ x ∈ I : z = x¯ ∧ y ∈ f.x}.
A function f is time independent if and only if for all timed streams x ∈ I we have
f¯ .x¯ = f.x .
This fact is easily proved as follows: assume
f¯ .x¯ = f.x
for all x ∈ I . By x¯ = z¯ we conclude that
f.z = f¯ .z¯ = f¯ .x¯ = f.x
thus
f.z = f.x .
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Fig. 2. Graphical illustration of a set of components with their channels.
Vice versa, assume
x¯ = z¯ ⇒ f.x = f.z
then for x¯ = z¯ we get
f¯ .x¯ = ∪{ f.z: x¯ = z¯} = ∪ { f.x : x¯ = z¯} = f¯ .z.
By Com[I, O] we denote the set of all I/O-functions with input channels I and output
channels O. Thus Com[I, O] denotes the set of all component behaviors. By Com we
denote the set of all I/O-functions for arbitrary channel sets I and O. For any f ∈ Com we
denote by In( f ) its set of input channels and by Out( f ) its set of output channels.
2.2.2. Composed systems: architectures
An interactive distributed system consists of a family of interacting components (in
some approaches also called agents, modules, or objects). These components interact
by exchanging messages over the channels that connect them. A structural system view,
also called a system architecture, consists of a network of communicating components.
Its nodes represent components and its arcs represent communication lines (channels) on
which streams of messages are sent.
We model distributed systems by data flow nets. Let K be a set of identifiers for
components and I and O be sets of input and output channels, respectively. A distributed
system (ν, O), an architecture, with syntactic interface (I, O), is represented by the
mapping
ν: K → Com
that associates with every node a component behavior in the form of a black box view:
formally, an interface behavior given by an I/O-function.
The formation of a system from a given set of components is simple. Fig. 2 shows such
a set of components.
We can form a network from a set of components by connecting all output channels
with input channels with identical names provided the channel types are consistent and
that there are no name clashes for the output channels. For the set of components shown in
Fig. 2 we obtain a net as shown in Fig. 3. A rearrangement of the components yields the
more readable data flow diagram describing a system architecture shown in Fig. 4.
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Fig. 3. Forming a data flow net from the components in Fig. 2.
Fig. 4. Data flow net of Fig. 3 in a better readable form.
As a well-formedness condition for a net formed by a set of components K , we require
that for all component identifiers i, j ∈ K (with i = j ) the sets of output channels of the
components ν(i) and ν( j) are disjoint. This is formally guaranteed by the condition
i = j ⇒ Out(ν(i)) ∩ Out(ν( j)) = ∅.
In other words, each channel has a uniquely specified component as its source.2 We denote
the set of all (internal and external) channels of the net by the equation
Chan((ν, O)) = O ∪ {c ∈ In(ν(i)): i ∈ K } ∪ {c ∈ Out(ν(i)): i ∈ K }.
The set
I = Chan((ν, O))\{c ∈ Out(ν(i)): i ∈ K }
denotes the set of input channels of the net. The channels in the set {c ∈ Out(ν(i)): i ∈
K }\(I ∪ O) are called internal.
Each data flow net describes an I/O-function. This I/O-function is called the black box
view of the distributed system described by the data flow net. We get an abstraction of
a distributed system to its black box view by mapping it to a component behavior in
2 Channels that occur as input channels but not as output channels have the environment as their source.
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Com[I, O], where I denotes the set of input channels and O denotes the set of output
channels of the data flow net. This black box view is represented by the component
behavior f ∈ Com[I, O] specified by the following formula (note that y ∈ C , where
C ≡ Chan((ν, O)) as defined above):
f (x) = {y|O : y|I = x ∧ ∀ i ∈ K : y|Out(ν(i)) ∈ ν(i)(y|In(ν(i)))}.
Here, we use the notation of function restriction. For a function g: D → R and a set
T ⊆ D we denote by g|T : T → R the restriction of the function g to the domain T . The
formula essentially expresses that the output history of a data flow net is the restriction of
a fixpoint for all the net-equations for components and their output channels.
3. Extended example of MSCs
In this section we give an extended example for a system and its components described
by a set of MSCs. We choose a store with locked access by many processes as an example.
The store consists of a set of locations. A set of processes is assumed that read from or write
to locations provided they have exclusive access to them. This access can be requested
by a process sending a lock request. We use this store later as a component in a larger
architecture that works with a cache.
We assume a set of processes with access to the store. They are identified by process
identifiers. We work with the following types:
PrcId set of process identifiers,
Loc set of locations,
Data set of data elements to be stored.
We introduce message types by type declarations (in the following notation the operator
“|” stands for the disjoint union of a set of records; lock (proc : PrcId, loc : Loc) denotes
the set of records being pairs of the set PrcId× Loc with the constructor function lock and
the selector functions proc and lock):
Sort StoreIn = lock (proc : PrcId, loc : Loc)
| unlock (proc : PrcId, loc : Loc)
| write (proc : PrcId, loc : Loc, d : Data)
| read (proc : PrcId, loc : Loc)
Sort StoreOut = locked (proc : PrcId, loc : Loc)
| unlocked (proc : PrcId, loc : Loc)
| written (proc : PrcId, loc : Loc)
| read (proc : PrcId, loc : Loc, d : Data)
| locrej (proc : PrcId, loc : Loc).
The syntactic interface of the component LSTORE is described as a data flow node given
in Fig. 5.
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Fig. 5. LSTORE as a data flow node.
Fig. 6. Message sequence chart for successful access to the store.
Fig. 7. Message sequence chart for unsuccessful access.
The behavior of the component LSTORE is described by a set of MSCs. Fig. 6 gives the
general pattern of successful locking and access to the store in an MSC with grey boxes
including comments.
The unsuccessful attempt to lock a location is shown in Fig. 7. If the location is already
locked for a process, it cannot be locked again by any process. In that case a lock request is
answered by a lock reject message that indicates that the lock request was not successful.
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Fig. 8. Message sequence charts for reading and writing a locked store.
Fig. 9. Cache as a data flow node.
The MSCs describing the patterns of reading and writing of the store location c that is
locked for the process p are given by Fig. 8.
Now we extend our example by introducing a cache. The cache is an auxiliary
component for implementing a distributed store with locking. Fig. 9 shows the syntactic
interface of the cache.
Fig. 10 describes the internal architecture of the cache by a data flow net. The cache is
connected to an external store and combines an internal store with it as a proxy.
The way the cache is used is shown in the MSCs in Figs. 11–13. These MSCs illustrate
how locking and unlocking, as well as read and write, are handled.
The three message sequence charts in Figs. 11–13 may give a most helpful and
illustrative explanation of the way a cache works.
After these extended examples about the use of MSCs for the specification of systems,
we continue our presentation by giving a formal meaning to MSCs. We will come back to
this example in the following sections.
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Fig. 10. Cache as a network of data flow nodes.
Fig. 11. Message sequence chart for successful locking.
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Fig. 12. Message sequence chart for unlocking.
4. Semantics of message sequence charts
Message sequence charts describe concurrent traces of interactions also called
processes (“runs”) of communication actions. They represent instances of individual
system executions.3 With this view, an MSC specifies properties of a network of
components that are distributed and interact concurrently by exchanging messages. Often,
MSCs are considered mainly as a technique for illustrating representative instances of
system behaviors. We understand, however, in the following a set of MSCs rather as
possibly incomplete, but nevertheless formal and thus precise logical specifications of the
components of the system.
In the development process, MSCs are often used to specify the behavior of a network
of components in terms of their characteristic patterns of interaction. Complex behaviors
cannot easily be specified this way. For them we need better structuring and abstraction
techniques to be able to work with comprehensible sets of sufficiently short and concise
MSCs.
4.1. Syntax and structured presentation of MSCs
In this section we introduce a structured syntactic presentation of MSCs. An MSC is a
diagram with n vertical lines, called threads, one for each component of the system, which
symbolize the flow of time for each component (time flows from the top to the bottom).
3 We deliberately avoid in the following the term “instance” that the authors of [26] use as a synonym for
processes.
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Fig. 13. Message sequence charts for unsuccessful access, successful read, and successful write.
Horizontal arrows between the threads represent interactions (message exchange) between
the respective components. Each arrow represents two communication events (sending and
receiving of a message) for a uniquely determined thread, which is its source (called the
sender), and a uniquely determined target thread (called the receiver).
Thus, each thread is composed of a finite sequence of events for which the component
associated with the thread is either its sender or its receiver. For convenience we assume
that the events for each thread are in a linear order.
An MSC is called causally consistent if for all its events there is a partial ordering
that contains the linear orderings of all the threads as suborderings (for a comprehensive
discussion of causal consistency see [2]). This makes sure that there are no cycles in the
causality flow of the communication events (no “causal loops”). Causal consistency is a
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Fig. 14. Schematic form of a thread for the component ti in an MSC showing its communication events.
syntactic property that can be checked mechanically. In the following we assume that the
MSCs that we deal with are always causally consistent.
An MSC is labeled as follows. Each thread is labeled by the identifier referring to the
component it represents. A channel identifier and a message label each communication
arrow. In addition, certain points of a thread may be labeled by identifiers called the
control states of the thread and by predicates referring to state attributes of the respective
component. These predicates are called (data state) assertions.
We concentrate on the threads in an MSC, each of which specifies properties of the
behavior of one component. A crucial issue in our selected model is the distinction between
input and output for the communication acts for each thread.
In a thread we thus find sequences of input arrows followed by sequences of output
arrows as illustrated in Fig. 14. We cluster those sequences of input or output arrows into
maximal subsequences of only input actions or only output actions for this thread. Given
a message sequence chart of the general form shown in Fig. 14, we observe what happens
when the thread ti is composed of a sequence of alternating clusters of incoming and
outgoing arcs. These clusters are combined into input and output patterns as shown in
Fig. 15 (see also [18]). This clustering is crucial, since by the concept of causality input is
causal for output.
We structure a thread in an MSC by clustering the incoming and outgoing messages
into maximal segments of input and output actions as shown in Fig. 15. Each segment ik
contains only input messages (ingoing arrows) and each segment ok contains only output
messages (outgoing arrows).
We understand the meaning of MSCs in terms of the involved input and output messages
informally as follows:
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Fig. 15. General form of a thread in an MSC with clustered Input/Output.
Whenever the component gets all the input messages belonging to the input patterns
up to a certain control point in the thread, it produces all the output messages up to
that point as this is indicated by the output patterns.
This rule is used to transform MSCs into logical formulas which represent specifications
about the behavior of the component associated with that thread. In the following section
we show how to derive these formulas explicitly.
Formally we represent the clusters of input and output actions as follows. Let Ck be the
set of channels for the component tk where Ck is decomposed into the input channels Ik
and the output channels Ok such that Ck = Ik ∪ Ok and, for simplicity, Ik ∩ Ok = ∅. An
input or output pattern is represented by a finite channel valuation for the channels in Ck
which is defined by a mapping
Ck → M∗.
By C∗k we denote the set of finite valuations of channels. Following this view, a thread
provides a finite sequence of channel valuations i ∈ I ∗k , o∈ O ∗k for each of the input
channels and each of the output channels. Note that every arc labeled by ik in Fig. 15
represents a sequence of incoming messages, and every arc labeled by ok represents a
sequence of outgoing messages. The incoming messages may come on different channels
with arbitrary relative timing (this situation is sometimes called a race). Thus if the
reaction depends on the order of these incoming messages the behavior is considered to
be nondeterministic.
4.2. Giving meaning to MSCs
In our approach, a set of MSCs is considered as a formal specification (a predicate) of
properties of the components of a distributed system given by a data flow net (ν: K →
Com, O). Each MSC describes an instance of behavior for a component that is uniquely
determined for the particular input stimuli. In the following, MSCs are directly translated
into algebraic equations.
We base our discussion on a very abstract view onto MSCs. Given a network of
interacting components, an MSC is understood to define a predicate Q p for each
component p∈ K . We assume that the syntactic interface of each of the components of
the system under consideration is given. This means that for each component p the sets
Ip = In(ν(p)) and Op = Out(ν(p)) of input channels and output channels are specified,
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together with their types that indicate which kind of messages are sent along the channels.
This way we obtain the following mathematical representation of the predicate in terms of
the I/O-function Q p (we prefer here a set notation over a logical notation):
Q p: Ip → ℘( Op).
We show in the following how to derive the specification of the I/O-function Q p from a
given set of MSCs. The result of the formalization depends on the following additional
information:
• Is the component p that is described by the threads of the MSCs assumed to be
deterministic?
• Is the component, after having shown an interaction pattern of behavior as specified, in
a state where again MSCs are available to describe its behavior?
• Are the MSCs dense prefixes, projections, or free selections of instances of events of
interactions?
• How are the MSCs in a given set of MSCs to be logically defined?
• Is the set of MSCs supposed to be a loose sample or a comprehensive set of
requirements?
The precise formal meaning of MSCs is defined in Section 4.3. First we treat deterministic
and then nondeterministic systems. Assuming a particular system description method (such
as the process diagrams in SDL; see [44]), we discuss what it means that a system defined
by its components is correct with respect to a given set of MSCs.
By associating a predicate with sets of MSCs, we fix the formal semantics of MSCs.
However, this way the methodological role of MSCs is not clear. Many questions about the
systematic usage of sets of MSCs in the development process remain open. We come back
to these issues in Section 8 and in our conclusion.
4.3. Semantics of MSCs specifying deterministic components
In this section we describe the meaning of a set of MSCs representing instances
of interactions of a composed system with deterministic components. We first treat the
meaning of a single MSC and then sets of MSCs.
4.3.1. Meaning of a single MSC
We start with a very simple example to illustrate our approach.
Example (Filter). A simple example of an interactive component is a filter that filters data
upon requests. Its syntactic interface is shown in Fig. 16.
Fig. 17 shows a simple MSC for the filter. Here we assume that the order in which the
two input messages arrive does not matter.
We interpret the left MSC in Fig. 17 as follows: whenever the two messages arrive, the
output of d on c is guaranteed. This simple MSC translates into the following equation:
f¯Filter(〈a : d〉ˆ〈b : req〉ˆx) = 〈c : d〉ˆ f¯Filter.x .
This fixes a property for the store. We interpret the right MSC in Fig. 17 as follows:
whenever the two messages arrive no output is produced. This simple MSC translates into
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Fig. 16. Syntactic interface of the store.
Fig. 17. Simple MSCs.
the following equation:
f¯Filter(〈a : d〉ˆ〈b : drop〉ˆx) = f¯Filter.x .
Note that in our approach it follows that
f¯Filter(〈b : req〉ˆ〈a : d〉ˆx) = 〈c : d〉ˆ f¯Filter.x
by the independence of communication on the different channels. Only if we separate
inputs on different channels by time ticks there is an observable difference in the two input
histories and we can make use of the order of arrival. 
We represent the behavior of a deterministic system component by an I/O-function (in
fact, it is sufficient that the time abstraction f¯ is deterministic)
f : I → O
that maps input histories to output histories. The MSC of Fig. 17 specifies a behavior for
the function f that is captured by the following equation:
f¯ (i1ˆ . . . iˆnˆx) = o1ˆ . . . ˆonˆ f¯ (x)
with the additional condition (for all k, 1 ≤ k ≤ n)
f¯ (i1ˆ . . . iˆk) = o1ˆ . . . ˆok .
This yields an interpretation of the threads in MSCs based on the understanding that exactly
the output indicated by the MSC is guaranteed by the component.
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Fig. 18. Syntactic interface of component TR.
Fig. 19. Two MSCs for the component TR.
This form of giving meaning to MSCs includes both safety and liveness properties.
Trace-based semantic definitions for MSCs do only include safety properties, in general.
Only finite traces are considered and the described traces form a set of possible behaviors.
Our approach is more expressive due to the concept of causality.
4.3.2. Sets of MSCs for deterministic components: conjunction
If we specify a component by a set of MSCs, a straightforward way to combine them is
logical conjunction. This is demonstrated by the following example.
Example (A Simple Transmission Protocol). We consider the component TR that is a
transmitter. It receives a message on its input channel a, informs the receiver by the signal
“ready” that a message is available on its output channel b, and forwards the message,
provided the receiver is ready to take it. This readiness is indicated by the signal “Y ” on
channel c. In any case the sender is informed by a message on channel d whether the
message could be delivered or not.
The syntactic interface of the component TR is shown by Fig. 18. Fig. 19 provides the
two essential scenarios for the component TR.
From the two MSCs in Fig. 19 we derive the following specifying equations for the
component TR:
f¯TR(〈a : m〉) = 〈b : ready〉
f¯TR(〈a : m〉ˆ〈c : Y 〉ˆx) = 〈b : ready〉ˆ〈d : Y 〉ˆ〈b : m〉ˆ f¯TR(x)
f¯TR(〈a : m〉ˆ〈c : N〉ˆx) = 〈b : ready〉ˆ〈d : N〉ˆ f¯TR(x).
These three equations capture all the information contained in the two MSCs. 
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Fig. 20. The syntactic interface of the component UM.
Fig. 21. Two alternative MSCs for the component UM.
The translation of MSCs into the equations is done fully schematically following the
pattern introduced above.
4.3.3. Disjunction of MSCs
Sometimes we consider systems where there are several reactions that are permitted
and thus possible for a given input pattern. Such a system is called nondeterministic or
underspecified. Nondeterminism and underspecification are expressed by providing two or
more MSCs for an input pattern for the same input scenario. But then logical conjunction
of the equations is not appropriate.
Example (Unreliable Medium). We specify an unreliable transmission component UM.
It receives messages of type M on its input channel a and either forwards them on its
output channel b, sending some acknowledgment to the sender via channel c, or it may
forget them, which results in sending a failure indication message (fim) to the sender.
The syntactic interface of the component UM is described in Fig. 20. We provide the
two cases of interactions shown in Fig. 21.
If we would use naively the translation of the previous section for deterministic
components, we get the following two equations for the behavior function fUM:
f¯UM(〈a : m〉ˆx) = 〈c : ack〉ˆ〈b : m〉ˆ f¯UM(x)
f¯UM(〈a : m〉ˆx) = 〈c : fim〉ˆ f¯UM(x).
These equations are obviously contradictory. As long as f¯UM is assumed to be a function,
its result on the input 〈m : a〉ˆx is required to be uniquely determined. 
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Fig. 22. Disjunctive MSCs.
However, if we write a disjunction between the equations instead of a conjunction, the
contradiction disappears. We get a specification that properly expresses the intended
behavior.
Example (Disjunction of MSCs). If we understand the two MSCc in the example above
in a disjunctive form, we get
f¯UM(〈a : m〉ˆx) = 〈c : ack〉ˆ〈b : m〉ˆ f¯UM(x)
∨
f¯UM(〈a : m〉ˆx) = 〈c : fim〉ˆ f¯UM(x).
This way we avoid any inconsistency. 
This idea leads to a basic way to give a specification of a system by a conjunction of
disjunctions of MSCs (“conjunctive normal form”). This form requires some structuring
of the use cases of a system and their documentation by MSCs into a set of disjunctions of
scenarios expressed by MSCs.
For this case it seems appropriate to work with a special notation as shown in an example
below.
Example (Disjunctive MSCs). For the example above we combine the two MSCs into
one as shown in Fig. 22.
A translation of the MSC in Fig. 22 is given by a formula
f¯UM(〈a : m〉ˆx) ∈ {〈c : ack〉ˆ〈b : m〉, 〈c : fim〉}ˆ f¯UM(x).
This formula integrates the disjunction into one basic property. Here we use the
concatenation also for sets of sequences where {s1, s2}ˆg(x) = {s1ˆg(x), s2ˆg(x)}. 
However, this simple view of disjunctions and conjunctions of MSCs does not easily
apply for nondeterministic systems. For them the meaning of a single MSC is less
straightforward. At first sight, an MSC only describes one pattern of reaction of a
component in response to a particular input pattern. In the presence of nondeterminism,
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there may be other reactions possible. Only by a comprehensive set of MSCs that comprises
all possible behaviors we do get a precise specification for nondeterministic components
that way.
4.4. A semantics of MSCs for nondeterministic components
As has been shown, our simple interpretation of MSCs by equations that are
combined by logical conjunctions does not work, in fact, when specifying nondeterministic
components by sets of MSCs. In general, in this case we would get inconsistent sets of
specifying equations by the simple translation technique that we defined above for the
deterministic case. This is demonstrated by the example above. As a consequence, we
have to work, in the case of nondeterministic functions, either with sets of functions or
with set-valued functions.
Then, a set of MSCs, intended to specify a nondeterministic system component, is
interpreted not by a stream-valued function but by a set-valued function
f : I → ℘( O).
For each of the MSCs of the form shown in Fig. 15 we generate the specifying formulas
o1ˆ . . . ˆonˆ f¯ (x) ⊆ f¯ (i1ˆ . . . iˆnˆx)
with the additional conditions (for all k ∈ N, 1 ≤ k < n)
o1ˆ . . . ˆok ∈ f¯ (i1ˆ . . . iˆk).
Here we denote for a set-valued function f by the expression yˆ f (x) the set {yˆz: z ∈
f (x)}.
Example (Unreliable Medium (Part 2)). For our example above we associate by this
translation the following specifying formulas:
〈c : ack〉ˆ〈b : m〉ˆ f¯UM(x) ⊆ f¯UM(〈a : m〉ˆx)
〈c : fim〉ˆ f¯UM(x) ⊆ f¯UM(〈a : m〉ˆx). 
In contrast to the simple equational interpretation of MSCs in the deterministic case, this
schematic translation into specifying formulas for comprehensive functions results in a
much looser, less restrictive interpretation of a set of MSCs. This way, sets of MSCs specify
which behavior is supposed to be possible, but they do not specify anything that restricts
the set of outcomes of the system to be constructed.
We call a function f comprehensive with respect to a set of MSCs if it fulfills all the
associated specifying formulas. Comprehensive functions are one way to give a formal
meaning to a set of MSCs. However, there are many functions, in general, that are
comprehensive for a given set of MSCs. In particular, the “chaotic” function fCHAOS which
is defined by fCHAOS.x = O for all input histories x ∈ I and thus can show any output is
trivially always comprehensive.
The behavior fCHAOS is trivially the inclusion largest function that is comprehensive.
One might suggest to select the inclusion least comprehensive function. Unfortunately, in
the case of our example this function is the paradoxical function that maps every input
history onto the empty set. This is certainly not what we intend by the given set of MSCs.
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For nondeterministic systems a straightforward notion of correctness as it is introduced
for deterministic systems does not make much sense. If we would define:
“An I/O-function is correct if it fulfills the formulas generated from a set of MSCs.”
we would call the function correct that shows a chaotic behavior (where every output
is possible for every input). This is generally not what is intended by a set of MSCs.
Therefore, for nondeterministic components, a more restrictive interpretation is needed to
be able to restrict the behavior appropriately. Such an interpretation is introduced, formally
defined and analyzed in detail in Section 6 under the keyword closed world assumption.
5. Introducing control and data states
So far we worked with the following restricted interpretation of MSCs:
– initial compact behavior: an MSC describes a complete prefix of the input and output
actions of a system and its component. After having observed this behavior for the
described component, it may be assumed to be in its initial state again.
However, in general, this style of specification is not expressive enough. We do not want
to describe by MSCs only initial segments of behavior of a component that are repeated
forever. We rather want to describe behaviors initiated in certain states.
An MSC describes only a finite interaction history (as long as we do not introduce the
concept of repetition or recursion into MSCs). Hence, for the specification of systems with
infinite or at least unbounded behavior, we prefer to require that an MSC specifies not only
execution sequences starting in the initial state of the component but rather all execution
sequences starting in all those states for which the MSC is applicable. The validity is
indicated by an appropriate state assertion.
For being able to express enabling conditions for MSCs we introduce the notion of a
control state and that of a data state of a component into an MSC. We assume that each
component is specified with the help of a (mostly finite) set of control states. The set of
data states may be infinite. We add these control states and state predicates (assertions)
about the local data states as labels to the threads in MSCs.
5.1. Introducing states
In this section we study how to enrich MSCs by control and data states and how to
translate such MSCs into specifications. We use the control state as labels within threads.
For each component we introduce a finite set of control state elements. Each of the elements
of the set represents a control state of the component.
A data state is defined by the values of the state attributes. A state attribute is an identifier
for a data element with a given type. The set of attributes together with their types defines
the data state space of a component or system. Every valuation of the attributes, which is an
assignment of values to attributes, defines a data state σ . Let σ , σ ′ denote data states. Given
a component represented by a thread, we work with state predicates P(σ ) and Q(σ, σ ′).
These assertions are used as labels that we place at the beginning and at the end of the
threads and, wherever appropriate, at positions between an output arrow and an input arrow.
Such predicates are easily formulated as logical expressions on the state attributes called
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Fig. 23. Thread in MSC with control states α and β and assertions P and Q about data states σ and σ ′.
state assertions. In general, we work with predicates that depend on the attributes of the
global state. This means that they refer to the local states of all the components involved.
For convenience, we assume that we can derive from these given global predicates the local
predicates P and Q that refer only to the local state.
Syntactically we write for P(σ ) and Q(σ, σ ′) assertions as formulas of predicate logic
that contain the attributes for the data state σ as free identifiers. We get subsections of the
threads labeled by the state predicates of the form shown in Fig. 23.
This way we get an interpretation of a thread as a set of transitions of a state machine
or as transition equations for stream functions indexed by control states and data states.
This way MSCs are transformed into conditional equations with predicates on states as
condition. A formal description of the interpretation of MSCs along these lines is presented
in the following section.
5.2. Semantics of control and data states
We translate a subsection out of an MSC as shown in Fig. 21 again into logical formulas.
The MSC subsection is labeled by an assertion P about the initial data state σ and an
assertion Q about the final data state σ ′ in relation to σ as well as by the initial control
state α and the post control state β. It is translated into the following specifying formulas:
o1ˆ . . . ˆok ∈ f¯ ασ (i1ˆ . . . iˆk) ⇐ P(σ ) for 1 ≤ k < n
o1ˆ . . . ˆonˆ f¯ βσ ′(x) ⊆ f¯ ασ (i1ˆ . . . iˆnˆx) ⇐ P(σ ) ∧ Q(σ, σ ′).
In principle, these formulas express that the described interaction scenario is applicable in
every state σ that fulfills the precondition P and if there exists a poststate σ ′ such that in
addition the postcondition Q(σ, σ ′) holds.
This schematic translation leads to a system of specifications of the functions f¯ χσ for
each control state χ and each data state σ . For deterministic components f we replace the
element symbol “∈” and the inclusion symbol “⊆” in the formulas above by the equality
symbol “=”.
Example (Translating MSCs into Formulas). The MSC given in Fig. 7 translates under
the assumption that LSTORE is a deterministic component to the conditional equation
(we assume state predicate “locked” to be defined appropriately, and skip the additional
liveness part)
〈lockrej(p, c)〉ˆLSTOREσ ′(x) = LSTOREσ (〈lock(p, c)〉ˆx)
⇐ locked(σ, p′, c) ∧ σ = σ ′.
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Fig. 24. Syntactic interface of component Store.
Fig. 25. MSCs for component Store.
The other MSCs can be translated into logical formulas in analogy. 
Note that by this translation technique we get again independent specifications for each of
the components in an MSC.
Example (Simple Storage Cell). A storage cell is a deterministic component that can be
either empty or nonempty. If it is empty it can be filled; if it is filled it can be read arbitrarily
often or made empty again. To fill a cell we write a data value. This value can be read
repeatedly until the cell is emptied or overwritten.
The syntactic interface of component Store is given in Fig. 24.
For the component Store, we work with a simple control state space:
{em, ne}
and with only one data attribute v. Thus the data state space is given by the set of functions
σ : {v} → Data.
Fig. 25 shows the MSCs that model the patterns of behavior of the component storage cell.
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We obtain equational specifications by generating the following conditional equations
from the MSCs in Fig. 25:
f¯ neσ (〈a : empty〉ˆx) = f¯ emσ ′ (x)
f¯ emσ (〈a : d〉ˆx) = f¯ neσ ′ (x)⇐ σ ′.v = a
f¯ neσ (〈a : read〉ˆx) = 〈b : d〉ˆ f¯ neσ ′ (x) ⇐ σ.ν = a ∧ σ ′.v = a
f¯ neσ (〈a : d〉ˆx) = f¯ neσ ′ (x) ⇐ σ ′.v = a.
We assume that Store is a deterministic component and therefore we generate equations
from the MSCs. 
Again the translation from MSCs to logical formulas is schematic and can be done purely
syntactically.
5.3. Systematic usage of control states in MSCs
From a methodological point of view, we may use the following strategy to enrich MSCs
by control states. Given a set of threads for a component, we may choose schematically the
same control state identifier for the beginning and the end of each thread of the component
f in the set of MSCs. This means that the interaction pattern specified by an MSC can be
repeated over and over again.
Another technique is to let the designer of the MSCs introduce the control state names
explicitly into the threads of the MSCs. Then every MSC starts in an individually chosen
control state and ends in an individually introduced control state. Every control state χ
corresponds to a stream processing function f¯ χσ (given a data state σ). MSCs with control
states can be represented by so-called high-level MSCs (see [38]), where a set of MSCs
is related and represented in a structured way by a state automaton (see also [32]). We
easily encode a finite state machine with the help of a set of control states. This way the
representation of a high-level MSC by explicit control states is a straightforward task.
6. Closed world assumptions
From a set of MSCs we derive, as explained in the preceding paragraph, in the
deterministic case a set of (conditional) equations of the following form (for simplicity
of notation we skip the control state and assume that this information is included in the
data states σ and σ ′):
y = f¯ (x) or yˆ f¯σ ′(x) = f¯σ (xˆx ′) ⇐ R(σ, σ ′)
or in the nondeterministic case formulas of the following form:
y ∈ f¯ (x) or yˆ f¯σ ′(x) ⊆ f¯σ (xˆx ′) ⇐ R(σ, σ ′).
So far we have not restricted the behavior of a nondeterministic component described by
a set of MSCs. In fact, as already pointed out, equations of the second syntactic form for
nondeterministic components cannot actually restrict the behavior of components but only
express requirements that certain behaviors are definitely included.
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We now aim at a more restrictive interpretation of a set of MSCs describing a
nondeterministic component that actually rules out certain behaviors and calculates a least
general interpretation. We assume that the given set of MSCs covers all input patterns for
the components of a system for which a specific behavior is definitely required, as well
as all allowed reaction patterns for those input patterns. All other reactions are implicitly
excluded. This is called the closed world assumption.
By the closed world assumption we demand the following behavior: whenever an input
pattern occurs that is covered by one of the MSCs, the component reacts according to one
of the specified reactions; in cases of input patterns not covered by one of the MSCs an
arbitrary behavior is admitted.
This idea to interpret a set of MSCs corresponds to a closure. Technically this means
that whenever we have a specified interaction pattern in the thread for a component with
behavior function f for which only the following pattern
yˆ f¯ (x ′) ⊆ f¯ (xˆx ′)
applies then for the input xˆx ′ only the output y followed by the outputs that are explicitly
included by other patterns for the input x ′ are allowed. Only if none of the patterns applies
for some input x at all, arbitrary output is permitted. In the following, we formalize this
idea.
6.1. Associating canonical behaviors with sets of MSCs
In this section we construct the closure of a set of MSCs according to the closed world
assumption. Given a set of MSCs specifying a nondeterministic component, we associate
with them a canonical behavior based on the closed world assumption by a fixpoint
construction as follows. Let Σ be the set of states (pairs of control and data states). An
I/O-function
f : Σ → ( I → ℘( O))
relates for every state σ ∈ Σ ′ with an infinite input history x ∈ I a set of infinite output
histories f (σ ).x . We write fσ (x) for f (σ ).x .
A thread in an MSC only refers to finite sections of histories. In the following, we define
the meaning of a set of threads for the function f by considering a function on finite and
infinite timed streams (for each state σ ∈ Σ )
f ∗σ : I ∗ → ℘(O∗)
where for a set of channels C we define C ∗ as the set of valuations
C → (M∗)∗ ∪ (M∗)∞.
We use the prefix ordering on streams as an auxiliary construct for defining the following
set of downward closed subsets of channel valuations:
DCS(C ∗) = {Z ⊆ C ∗ : Z = ∅ ∧ ∀ z ∈ C ∗ : z  x ∧ x ∈ Z ⇒ z ∈ Z}.
M. Broy / Science of Computer Programming 54 (2005) 213–256 241
DCS(C ∗) contains all nonempty subsets of C ∗ that are downward closed with respect to
the prefix ordering. The partial ordering that we use on the set DCS(C ∗) is simply set
inclusion. Under this ordering Z = {C‹›} is the least element where
C‹› ∈ C ∗ with C‹›.c = ‹›
for all c ∈ C .
As an auxiliary construct, we define the f (σ ).x function f ∗ for every state σ ∈ Σ by
the function
f ∗σ : I ∗ → DCS(O∗).
Given a set of formulas R = {Φk : k ∈ K } where each Φk is of the form
yk ∈ f¯σ (xk)
or of the form (recall, concatenation is extended to sets of valuations pointwise)
ykˆ f¯σ ′(x ′) ⊆ f¯σ ′(xkˆx ′)
we specify the function f ∗ as the ⊆-least time-guarded function that fulfills the following
specifying formulas:
yk ∈ f¯ ∗σ (xk)
ykˆ f¯ ∗σ ′(x ′) ⊆ f¯ ∗σ (xkˆx ′).
As a result of this construction we obtain a unique characterization of the function
f ∗σ : I ∗ → DCS(O∗).
For every input history x ∈ I (which is also in the set I ∗ by definition) each maximal
output history y ∈ f ∗(x) that is not in O contains for certain channels c ∈ C sequences
y.c that are not infinite.
6.2. Closures on the canonical behavior
The function f ∗σ as constructed in the previous paragraph can be completed into an
I/O-function
fσ : I → ℘( O)
by adding arbitrary continuations to the maximal elements in f ∗(x). To finite histories we
concatenate finite arbitrary streams for every input history x ∈ I . This follows the idea of
a chaotic closure. This way the function f ∗σ is extended to the function f ωσ on the set I by
the equation
f¯ ωσ (x) =
⋃
xx ′
f¯ ∗σ (x ′).
We define the function fσ based on the function f ωσ by the following equation:
fσ (x) = {y ∈ O: (∀ k ∈ N: y↓k ∈ f ωσ (x))
∨ (∃k ∈ N: y↓k ∈ f ωσ (x)
∧ (∀ y ′ ∈ f ωσ (x): y↓k  y ′ ⇒ y↓k = y ′))}.
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Fig. 26. MSCs for the component UM.
This construction is called the chaotic closure for the set of defining formulas.
According to this construction the function fσ is the inclusion largest function which
has the following properties:
• fσ is strictly causal (time guarded);
• if there are MSCs that refer to the input pattern x , then fσ (x) contains exactly those
outputs explicitly described in the MSCs;
• if an input history x fulfills the equation x = x ′ˆx ′′ such that exactly for the input pattern
x ′ output is specified by some of the MSCs but nothing is specified for the input x ′′ we
define the output for the remaining input x ′′ as being arbitrary (“chaotic”).
In particular, whenever for some input a corresponding input pattern is not provided by a set
of MSCs, the output is assumed to be arbitrary (chaos). This conforms to the well-known
idea of underspecification.
Example (Unreliable Medium). We look at the example of the unreliable medium again.
We assume the same syntactic interface as in the previous example. However, here we
assume that a message has to be sent twice to be either transmitted or rejected. This is
expressed by the MSCs shown in Fig. 26.
The two MSCs shown in Fig. 26 translate into the following specification for the
component UM:
{‹›} ⊆ f¯UM(〈a : m〉ˆx)
〈c : ack〉ˆ〈b : m〉ˆ f¯UM(x) ⊆ f¯UM(〈a : m〉ˆ〈a : m〉ˆx)
〈c : fim〉ˆ f¯UM(x) ⊆ f¯UM(〈a : m〉ˆ〈a : m〉ˆx).
By the closed world assumption we get in addition to the first equation by a strengthening
of the second two equations the much stronger specification
(〈c : ack〉ˆ〈b : m〉ˆ f¯UM(x)) ∪ (〈c : fim〉ˆ f¯UM(x)) = f¯UM(〈a : m〉ˆ〈a : m〉ˆx)
that fixes the set of output histories uniquely for the respective input pattern. This example
demonstrates how crucial the closed world assumption is to restrict the meaning of a set of
MSCs. 
The example demonstrates the expressive power of the closed world assumption. It
supports the construction of the, in some sense, strongest (most restrictive) semantic
interpretation of a set of MSCs.
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6.3. Composing sets of MSCs
Each set S of MSCs defines a formal specification QS for all the components involved.
Given two sets S1 and S2 of MSCs we can combine them easily by combining their
specifications as long as we do not work with the closed world assumption. We get
QS1 ∧ QS2
and in the case of disjunctive composition also
QS1 ∨ QS2.
Therefore, sets of MSCs can freely be used as specification units and combined.
Care is needed, however, in connection with the closed world assumption. Let CWAs
denote for a given set S of MSCs the specification obtained by the closed world assumption
over S.
As expected, we do not have, in general, the validity of the following equation:
CWAS1 ∧ CWAS2 = CWAS1∪S2.
This is a simple consequence of the nonmonotonicity of the closed world operator. In fact,
we obtain the following much weaker relationship
CWAS1 ∨ CWAS2 ⇐ CWAS1∪S2 ⇐ CWAS1 ∧ CWAS2.
This consideration shows that care is advisable when applying the closed world assumption
in connection with collecting requirements. This is a well-known consequence of the
nonmonotonicity of the logic of closed world assumptions. Here a careful chosen
methodology is mandatory. We come back to this issue later.
7. Interleaving MSCs and projections
Often, distributed systems and also their components offer a family of quite unrelated
services and respective scenarios of interaction. Then it is often too complex to show
in a single MSC the pattern of all the messages that are exchanged in the distributed
system within a time period related to different independent services. Rather we restrict
the messages shown by the MSC to those messages that are related to the use cases of the
services that are of particular interest.
A typical example is the restriction to the messages for a particular subprocess (for
instance, a particular business transaction). This applies, for instance, to our extended
example of a store with locking as given in Section 3. Certainly it should be possible to lock
and unlock distinct storage locations independently. However, it should not be possible to
lock one storage location for two different processes simultaneously and not even in an
interleaved fashion.
In cases of an independent “concurrent” behavior there are the following ways to work
with a set of simplified MSCs in requirements engineering:
• We concentrate on one particular service in a specification by studying only a specific
subset of the input and output messages. That way we specify an “abstract” subbehavior
by MSCs reflecting only the particular service. Then we relate the more complex general
behavior of the component to this abstract one. Independent services then may occur
interleaved.
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• We assume that certain I/O-patterns are independent only under certain circumstances
(in certain states). Then patterns can occur interleaved, too.
If there are dependences between the different interaction patterns that may occur
interleaved, we can use the concept of a state and invariants to indicate when a certain
behavior may occur and how the patterns interact with each other. This allows us to express
mutual exclusion of behavior patterns.
We may also use additional MSCs to express the data dependences between the MSCs
characterizing different services. To do this we use overlapping MSCs.
Given a set of MSCs we interpret the threads of a component according to the following
ideas:
– projection and slicing: an MSC describes a behavior in terms of a projection of the input
and output,
– loose selection: an MSC describes a loose selection of messages (a freely chosen
subhistory).
The first case yields a clear formal meaning if we formalize the projection explicitly. The
second case is more difficult to formalize. Its meaning is so vague that it is most likely not
suited as a precise specification method, but rather as a technique to illustrate particular
aspects. However, even this case can be seen as a special case of a projection with a
projection function that is not precisely specified.
As we see, there are subtle differences in these interpretations that are of high relevance
for the meaning of MSCs.
7.1. Drop functions, filters and projections
In this section we introduce a number of notions and concepts as a mathematical basis
for treating the interleaving of MSCs. A projection or a drop function on a set of streams
is a function that filters out certain messages in a stream. A slice is a subhistory that is
the result of a projection. To formalize projections and slices we introduce an appropriate
partial order on the set of streams.
7.1.1. Slices
We first introduce a partial order on the set of finite sequences. Given sequences
x, y ∈ M∗ we define the subsequence ordering ∠ by the least partial order that fulfills
the following axioms (let a ∈ M):
x ∠ x
xˆy ∠ x ‹ˆa›ˆy.
Informally speaking x ∠ y holds if the sequence x can be obtained from the sequence y by
eliminating in y an arbitrary number of messages.
The relation ∠ is easily extended to timed streams s, s′ ∈ (M∗)∞ as follows:
s ∠ s′ = ∀ t ∈ N: s.t ∠ s′.t .
Then the timed stream s is called a slice of s′.
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The relation ∠ also extends to histories (channel valuations) x, y ∈ C in a
straightforward manner:
x ∠ y = ∀ c ∈ C: x .c ∠ y.c.
Then the history x is called a slice of y, too.
A family of slices xk , for k ∈ N, 1 ≤ k ≤ n, of a history x is called a covering
if x is a minimal upper bound of x1, . . . , xn . Formally this means that xk ∠ x for
all k ∈ N, 1 ≤ k ≤ n, and, whenever for some x ′ we have xk ∠ x ′ ∠ x for all
k ∈ N, 1 ≤ k ≤ n, we may conclude x = x ′. This means that every message in x
corresponds at least to one message in one of the slices xk , but perhaps also to some other
slices.
Let C be a set of channels. A drop function is a function
φ: C → C
that drops a number of elements in each history x ∈ C . We specify the set of drop functions
φ easily with the help of the subsequence relation∠ by the following requirement for every
x ∈ C :
φ.x ∠ x .
Simple examples of drop functions are projections (sometimes also called filters).
Projections drop all messages that are not elements of a given set D. A projection function
φ for a message set D is defined for streams x by the equation (for all c ∈ C)
(φ.x).c = D©(x .c)
that restricts a stream to those of its elements that are elements of the message set D. For
simplicity we write also D©x for the history x ′ with x ′.c = D©(x .c) for all c ∈ C .
Given a function
f : I → ℘( O)
and a pair of drop functions
φI : I → I ′
φO : O → O ′
that drop certain messages in the input and output histories, we define the slice
f ′: I ′ → ℘( O ′)
of the function f by the equation
f ′(x ′) = {φO(y): ∃ x ∈ I : x ′ = φI (x) ∧ y ∈ f (x)}. (∗∗)
We then write f ′ ∠ f . Given this relation, a function f ′ can be seen as the specification of
certain properties of the function f .
A slice f ′ is called comprehensive if, in addition for all histories x ∈ I ,
f ′(φI (x)) = f (φI (x)).
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This means that f ′ produces all the output in response to the input slice φI (x) that f
produces on φI (x). Since we can combine f ′ and the drop functionφI we may even require
f ′(x) = f ′(φI (x)) = f (φI (x)).
This means that f ′ ignores all input in x outside of φI (x). In this case f ′ is called a
comprehensive selective slice.
This construction defines by the function f ′ a restriction of the behavior f to the
messages kept under the projection. In fact, f is a downward simulation of f ′ as defined
in [10]. Given a set of MSCs with drop functions
φI : I → I
φO : O → O
we interpret the MSCs as shown before and obtain a function
f ′: I → ℘( O).
The function f ′ is an abstraction of the function f that is to be specified. We get a
specification for the function f as follows:
y ∈ f.x ⇒ φO(y) ∈ f ′.φI (x).
Note the close relationship between projections and interaction refinement as is explained
in [10].
7.1.2. Composition of services and slices
In the case of projections the idea of constructing the general behavior can be interpreted
as follows: let two behavior functions
f1, f2 : I → ℘( O)
be given, by
f1 ⊕ f2 : I → ℘( O)
we denote the least function f (least with respect to set inclusion for the set of output
histories) such that
f1 ∠ f
and
f2 ∠ f
hold, where by f1 ∠ f we denote as defined above the relation between the two behaviors
that is obtained by applying drop functions to their input and output streams. f1 ⊕ f2 is
the result of the combination of the two functions f1 and f2. This way the behavior of the
overall system is composed of appropriately chosen projections. A critical issue here is
of course the interference between behaviors in projections, so-called feature interactions.
This can be captured by the data states.
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Based on the concepts above we can specify a function
f : I → ℘( O)
by the overlay composition of a family of functions
fk : I → ℘( O).
Each function fk is a slice of f . If all slices fk are comprehensive and selective and for
all x ∈ I the family of slices fk(x) forms a covering, then the functions fk provides a
specification of f . This form of specification is only useful if f is composed of a family
of mutually independent services.
7.1.3. Interleaving MSCs by projections
There are two ways to give meaning to MSCs that describe only subbehaviors with the
help of projections and drop functions:
(1) We associate with a set of MSCs a behavior
f ′: I ′ → ℘( O ′)
along the lines described in the previous sections and then require a relationship
between f ′ and the system behavior f .
(2) We translate MSCs by projections directly into specifying formulas for the function f
describing the system behavior.
The idea (1) was outlined in the previous section. The idea (2) is illustrated in the following.
Given a set of messages MOI (“messages of interest”) for a set of MSCs we can restrict
the communication shown in the MSCs to the messages in the set MOI. Then we specify
the meaning of a set of MSCs by the formulas
i1ˆ . . . iˆk  MOI © x ⇒ ∃ y ∈ f¯ (x): o1ˆ . . . ˆok  MOI © y.
This allows us to talk about communication subhistories in the input and output histories.
We can use projections in an overlapping manner. This way we give a number of
overlapping MSCs that together characterize the required behavior.
Example (MSCs with Projections). Assume that we are interested in enhancing the
component Filter by an additional output channel e that reports every message on channel
a. This is illustrated by the MSC given in Fig. 27.
Of course, we now have to assume that the MSCs given in Fig. 25 are projections on
the output channel b. From Fig. 27 we derive the equation
[ f¯Store(x)].e = (〈e : d〉 [ˆ f¯Store(x ′)]).e ⇐ Data © x = 〈a : d〉ˆx ′.
Again the specification can be generated from the MSC schematically. 
This technique of projections offers a useful and attractive method for an incremental
development of interactive systems.
If sets of MSCs describe a projection of behaviors with respect to certain messages, we
have to indicate whether MSCs may overlap. In other words, several different projections
are used. In this case, each set of MSCs may describe a particular aspect of a system.
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Fig. 27. MSC for component Store projected on output channel c and for the input channel on data.
The crucial question here is whether the various projections of the behavior are
independent or not. If their behavior is independent (we speak of noninterference)
then we can specify certain behaviors on subhistories by projections without paying
attention to the eliminated messages (see for details [11]). In that case, we get classical
interaction refinement relations as introduced in [10]. We compose a behavior by merging
of a set of behaviors. In the case of interference this merge is restricted by certain
synchronization conditions. In other words, certain interaction diagrams may only occur if
certain initialization conditions are not violated which can be expressed in terms of state
assertions.
7.2. Compact MSCs
If we want to interleave a set of MSCs we assume that we specify a function that under
respective projections behaves as required. If we want to work with states, in addition,
we have to say something about the start of new instances of MSCs while other MSCs
are still executed. This can be achieved by invariant assertions, characterizing assertions
that hold throughout an MSC. Then MSCs are applicable in an interleaved way only
if the required start conditions expressed by their control and data state are guaranteed
throughout the execution of the other MSC or, in other words, if the start condition is not
violated throughout the MSC executed in parallel.
In a number of situations we are interested in a compromise between a full interleaving
and a sequential composition of MSCs. This is not surprising since such ideas and
approaches are well-known from concurrent programming, where the notion of an
“atomic”, “indivisible” action is used. Of course it is not difficult to introduce a concept of
atomicity for MSCs.
Based on assertions we introduce even more sophisticated concepts to control the
interleaving. We specify that only certain MSCs cannot be interleaved with others. This
is achieved if we study MSCs with preconditions. Only if the precondition is valid the
MSC behavior can take place. We can use invariants to express that certain conditions hold
throughout an MSC. For instance for the MSCs given in Figs. 6 and 7 we can add the
invariants (for all e ∈ Loc)
e = c ⇒ unlocked(e)
e = c ⇒ locked(p, e).
They express that the locking of locations other than c is not affected by locking or
unlocking c.
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Fig. 28. LSTORE that allows interleaving of lockings.
We allow the interleaving by adding explicit assertions into the MSCs that indicate when
an MSC can be applied. Then we write the MSC in Fig. 28. Of course we can also insert
state assertions at intermediate positions in MSCs to enable other MSCs to start there. Thus
from the scenarios in Section 3 we may derive the scenarios given in Fig. 29.
These two scenarios for the LSTORE are possible if we allow an interleaving of the
MSCs. If we require them to be composed and executed sequentially we cannot get the
scenario to the right in Fig. 29.
To be able to deal with this example formally we have to refer to states in slices.
Therefore we assume a set State of states and define a function
f : State → ( I → ℘( O))
where
f [σ ](〈m〉ˆx) = f [in(σ,m)](x)
f [σ ](x) = 〈m′〉ˆ f [out(σ,m′)](x)⇐ f [σ ](x) = 〈m′〉ˆ f [σ ′](x).
Here in(σ,m) denotes the state generated from σ by the input of the message m and
out(σ,m′) denotes the state generated from σ by the output of the message m′. This
way each input and output is carefully reflected in a state. With each output message we
associate a state (the state before it is sent). A slice then can refer to this state before it
produces an output by a predicate. We formalize this by replacing the output messages m
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Fig. 29. Two scenarios for LSTORE.
of f by pairs (m, σ ). Then in the slices not only the output messages have to match but
also the states.
8. On the methodological role of MSCs
There are many ways to work productively with MSCs in the development process for
interactive distributed systems. For instance, MSCs are useful in (see [36] for extensive
explanations)
1. requirements engineering to provide scenarios for use cases,
2. in the design of architectures to illustrate the interaction of system components as part
of the decomposition of systems,
3. in the representation of system traces in tests or software inspections.
In the context of such a usage our basic theory of MSCs is helpful to guarantee properties
in the development process.
8.1. MSCs and refinement
One way to get a clear idea of the methodological role of MSCs in systems development
is to relate them to formal methods and top down development. Formal methods
recommend formal specifications and system development steps based on refinement
relations (see [10]).
The most basic refinement relation is property refinement. In property refinement a
system is developed by adding further properties (requirements) to an underspecified
system description as well as by adding further system parts (enriching the signature).
The basic mathematical notion of property refinement is logical implication (with respect
to the logical properties) or isomorphically set inclusion (with respect to the signatures and
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the set of models). This allows us also to replace component specifications by logically
equivalent component implementations.
For our system model property refinement is a very simple concept. A component with
a behavior described by the I/O-function
fˆ : I → ℘( O)
is called a property refinement of a component with a behavior described be the I/O-
function
f : I → ℘( O)
if for all input streams x ∈ I we have
fˆ (x) ⊆ f (x).
Informally expressed, we call the component fˆ a property refinement of component f if
for every input history x every output history that fˆ may generate for input x is also an
output history for f on input x . In other words, fˆ fulfills all requirements that f fulfills.
At first sight, the ideas of specification, refinement and MSCs fit together very well. An
MSC describes a relation between particular input/output histories and this way is a formal
specification. There is, however, a methodological obstacle between this usage of MSCs
and refinement. The refinement relation allows us to get rid of nondeterministic branches
of system behaviors and this way to make a system more deterministic. This means that
we may throw away interaction scenarios in development steps as long as (for the same
input pattern) there are (nondeterministic) alternatives. This is, however, not always in
accordance to the spirit of MSCs as they are understood, in practice. There the idea is to
provide all runs of a system that should appear. And why should we introduce many more
scenarios if some of them are dropped in refinement steps afterwards, anyhow?
For deterministic systems this methodological obstacle does not appear. A deterministic
system cannot be made “more deterministic”. Consequently, as long as a described system
is deterministic, the interpretation of its set of MSCs is rather straightforward. Every
scenario corresponds to a specifying equation for the I/O-function modeling the behavior
of the particular component. Given a set of MSCs that describe a deterministic system we
can assume that for each input scenario there is at most one scenario or several disjunctive
scenarios. In other words, there are no “conflicts” between scenarios. Of course, for certain
input scenarios an MSC may not be given. In this case the behavior is underspecified.
For nondeterministic systems and sets of scenarios including nondeterminism, there is
a conflict, however, between
• refinement steps that allow us to get rid of nondeterministic alternatives, and
• the sets of MSCs that are assumed to describe all behaviors that all should be possible.
This is a simple consequence of the nonmonotonicity of closed world assumptions. The
second idea would not allow us to throw away scenarios while the first would suggest to
get rid of certain scenarios. Actually, to understand sets of MSCs as a precise method of
specification we have to define how to deal with the two situations characterized above.
One convincing answer to this methodological obstacle is given in [30], which suggests
understanding a set of scenarios as the specification of the components that shows for input
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patterns covered by scenarios exactly the behavior described by the scenarios and for the
input patterns not covered an arbitrary behavior (called chaos). This corresponds to the
following idea of the requirements engineering process: in requirements engineering we
are interested in deriving the most general specification of a systems behavior. Therefore
we are not interested in system properties that introduce inappropriate restrictions leading
to “overspecification”. Rather we want to keep the specification as general as possible.
Only after such a most general specification is fixed as the result of the requirements
engineering process the design and implementation process starts. In this process the
behavior is refined reducing the nondeterminism. This idea of a most general specification
is formalized by our presentation under the keyword “closed world assumption”. Under
the closed world assumption we may get rid of scenarios only under certain conditions
(see [41]) in refinement steps. This reflects the idea of the most liberal (“most general”)
specification.
Another answer to the methodological obstacle is as follows. In many applications, we
better distinguish between two kinds of MSCs:
• “positive” MSCs that describe the intended behavior and interaction,
• “negative” MSCs that describe unwanted behavior, modeling failure cases, that may
occur due to some unreliability of system parts and therefore have to be tolerated but
should be avoided whenever possible (see [14]).
Given such a classification for MSCs we obtain a completely different view onto a
set of MSCs with respect to refinement. Positive scenarios may be dropped in system
development steps only if other positive scenarios remain applicable for the same input
pattern. Negative scenarios may be eliminated whenever feasible. Finally we do not accept
behaviors that are composed only from patterns of negative scenarios. Positive patterns
should occur infinitely often if the respective input pattern occurs infinitely often. We could
also say that we require at least weak fairness for the positive patterns.
8.2. MSCs in the development process
Actually, in the software development process there are several phases in which MSCs
prove to be a helpful concept:
(1) In the early phases of requirements engineering in connection with use cases MSCs
help to formulate first ideas in terms of scenarios which services a system should
provide.
(2) In the later phases of requirements engineering sets of MSCs are useful as description
techniques that are part of a formal specification. Later these MSCs can be used as test
cases.
(3) In the design phase when decomposing systems into an architecture the interaction
between the system components can be illustrated by MSCs. This way MSCs are a
key technique for designing and documenting the decomposition of a system into an
architecture. In particular, MSCs are helpful when describing design patterns.
(4) In the implementation phase MSCs that are determined in the specification phase
provide test cases. In particular, both the calculated result of runs of a system as well
as the required behavior of test cases can be represented by MSCs.
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Tools can support all these scenarios for the usage of the MSCs. In particular, for the
conception of these tools a scientific foundation of MSCs may be decisive.
In Section 4 through 7 we defined a formal meaning of sets of MSCs. Strictly speaking,
a set of MSCs is considered as a formal specification for the behavior components
of a distributed system modeled by an architecture (a “data flow net”). In the case
of a deterministic system component, an MSC describes an instance of behavior for a
component that is uniquely determined for the particular input stimuli or in the case of
disjunctive MSCs the system behavior is determined by a finite number of options. In
the case of deterministic components, MSCs can be translated directly into equations.
This does not hold for nondeterministic systems, however. For them the meaning of a
single MSC is much less straightforward. At first sight, an MSC only describes one way of
reaction of a component in response to a particular input pattern. There may be many more
different reactions possible. Only if we give a comprehensive set of MSCs that contains all
behaviors that should be possible we do get a powerful, expressive specification technique
by applying finally the closed world assumption.
From a methodological point of view, we may use a set of MSCs to describe an
illustrative selection of system runs (this is closer to the ideas of [36]), or a complete
specification of all system behaviors. A set of MSCs for the specification of the behavior
of a network of components may hence be provided in a system development with the
following intentions:
(a) Loose instances of illustrative, representative behaviors: We give a loose selection of
instances of runs of the system to illustrate its behavior in an incomplete manner.
(b) Comprehensive set of behavior: We give a comprehensive set of MSCs that expresses
all the requirements of components of the network.
These two options correspond to different ideas of using MSCs in the development process.
The difference between these two ideas about the role of a set of MSCs is rather crucial.
The first case may be a step in requirements engineering where we are interested in a
description of a system behavior that is as general as possible (see [30]). The second case
can be seen as a usage in the design process where a specific behavior has to be selected
and described.
9. Conclusion
We have shown that there are several reasonable ways to understand and interpret sets
of MSCs in the system development process as documenting the behavior of the system
components. We see this freedom in the interpretation not necessarily as a weak but rather
as a strong point of MSCs. However, we conclude from this that MSCs should never
be used without explicit indication how they should be interpreted and which role they
play in the development process. One way is to go from simple scenarios to schematic
scenarios. Another way is to annotate MSCs by control states, by data state predicates, and
additionally by formal comments and hints.
There have been several proposals in the literature to give precise semantics to MSCs.
However, most of them understand MSCs as describing the behavior of composed systems
in a global state view. Typical instances for this approach are [33,34]. There MSCs
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are translated into global state machines for the composed system. This way the set of
global system traces is defined for a given MSC. Also in [12], where extended MSCs are
introduced, a global system trace semantics is given to MSCs.
In [30], MSCs are translated into state machines describing the behavior of the
components of a system. This idea is rather close to ours since state machines can be
seen as a specific form to describe I/O-functions.
For our approach to give meaning to MSCs the distinction between input messages and
output messages in the communication events of an MSC proves essential. Distinguishing
between input and output leads to a concept of causality for each of the components.
Typically, an asynchronous component cannot influence its input history but can only
observe it, and input has to be accepted the way it is provided. An asynchronous component
has no choice but accepts any input at any time. If it is not ready to handle input, it is
buffered or lost. Since input is always accepted, we speak of the input enabledness of
components. In particular, the existence and the choice of input messages is not within the
responsibility (requirements) of a component—there is no way to “refuse” input. However,
output is determined completely within a component. Furthermore, our approach suggests
to make use of the distinction between deterministic and nondeterministic descriptions of
systems by sets of MSCs. This allows us to interpret MSCs in a way not only describing
by a set of MSCs very loosely what may happen in a system but also quite strictly what
must happen leading to a comprehensive, precise system specification method.
The potential of ideas as MSCs is seen in work like [19]. There around the idea of MSCs
a complete methodology of capturing the behavior interactive systems is suggested.
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