Abstract, An important class of methodologies for the parallel processing of computational models defined on some discrete geometric data structures (i.e. meshes, grids) 
I. Introduction
1"he problem of finite element mesh generation, especially for three dimensional regions, is a wellknown hard problem that has occupied the attention of many researchers for a long time. Although significant progress has been made in devising solutions for certain classes of geometric domains [1] [2] [3] [4] [5] , its solution for general domains is still an open issue. The need to generate finite element meshes quickly is a common requirement of most computational fields and it is an inherent requirement of any adaptive process. Therefore, the need for developing parallel mesh generation techniques is well justified. Several of the proposed parallel solution methodologies for finite element equations are based on the partitioning of the corresponding geometric data and their mapping on to the target parallel architecture. Specifically, for message passing machines, the proposed methodologies are based on some 'optimal' decomposition of the associated finite element mesh. A formulation of this approach and a description of several mesh decomposition algorithms can be found in refs [-5, 6] . The disadvantage of this approach is the fact that the associated partitioning problem is NP-complete for general regions. Even for the case of polynomial time solutions, the degree of the polynomial is too high [7] to have practical importance. Thus, the parallelization of the mesh partitioning phase is also necessary.
In this paper we present a parallel methodology that addresses the parallel solution of the mesh generation and decomposition problems simultaneously. In addition, we report the performance of its implementation on the nCUBE II machine for realistic two dimensional domains. This paper is organized as follows: Section 2 presents the steps of the proposed parallel mesh generation and decomposition methodology. Section 3 discusses the approach used for mesh generation and gives several justifications for its selection. Section 4 discusses the decomposition techniques implemented for the partitioning of the background mesh. Section 5 defines the subdomain boundary linking phase. The generation of the final mesh and its decomposition are discussed in Sections 6 and 7. A preliminary performance evaluation of this approach is presented in Section 8 together with a discussion of the results. Finally, the description of the various algorithms needed to support the implementation of the five phases of the parallel mesh generation and decomposition are listed in the Appendix of ref. [8] in some pseudo-language.
A Methodology for Parallel Mesh Generation and Decomposition
The problems of mesh generation and mesh partitioning have been addressed by many researchers. In this section we present the formulation of a parallel methodology for solving these two problems simultaneously. Figure 1 depicts the outline of this methodology for a 2-D region and a 4-processor machine configuration. It consists of five phases that can be described as follows:
1. Generation of a Coarse Background Mesh. In this step we generate an initial 'coarse' adaptive mesh that we call the background mesh. This initial mesh is used to split the given domain into ~ subdomains and to generate, in parallel, a refinement of the initial mesh in each subdomain (processor). The method used to generate the initial mesh and its local refinements is based on the quadtree approach. The implementation of this phase is described in Section 3 9 2. Partitioning of the Background Mesh. A heuristic procedure is applied to the background finite element mesh to generate its p-way partitioning that is at least toad balanced and 'guarantees' the minimization of the communication overhead of the underlying parallel computation, Several mesh decomposition heuristics are supported which differ with respect to the targeted optimal' criteria of the sought partitioning and the searching technique employed 9 Some of the partitioning criteria used include load balancing, minimum interface length and minimum aspect ratio. The implementation of this phase is discussed in Section 4.
Formulation of the Subdomain Boundaries.
For paralM mesh generation, the subdomain boundaries have to be identified and formed from the mesh decomposition data.
Parallel Mesh
Refinement. An adaptive quadtree based mesh refinement scheme is applied in each subdomain. The use of the quadtree node distribution data structure allows the determination of node refinement before actual node generation Therefore, communication between the processors as reduced to a minimum.
Refinement of Initial Domain DecompositiOn.
After mesh refinement, subdomain interfaces may be large~ even with a perfect partitioning of the initial mesh, In this phase the initial partitioning is modified based on the refined mesh. The implementation of this phase is described in Section 7.
Next, we describe the implementation of the above five phases and the necessary algorithmi c infrastructure. The user interfaces of the software tool that supports the above method0togy are depicted in Fig. 2 and are described in ref. [9] , 
The Initial Refinable Background Mesh Generation Phase
Two of the most often used groups of adaptive methods for generation of unstructured meshes are based on advancing front and quadtree/octree techniques. The methods in the first group [10] [11] [12] [13] are applied on the specified or computed boundaries. In contrast with the first group, the methods of the second group are applied on an initial coarse mesh that is modified by repeated refinement. For the implementation of these methods in the last group, a quadtree/octree data structure is used. A general discussion of these schemes can be found in ref. [14] : For the implementation of the proposed parallel mesh generation procedures we have decided to use the quadtree approach since it can (1) automatically derive its input from the geometric information given, Step 1. Decompose domain into quadtree aata swucture: We have implemented the quadtree scheme proposed in ref F15 ] that defines the node distribution on its related hierarchical data structure. We create the data structure during the generation of the initial background mesh and maintain it during local or global refinement.
Step 2. Generate element mesh: In this step, triangular or quadrilateral element meshes are generated by connecting the precomputed nodes in the previous phase. Figure 3 indicates the topology of elements that are currently supported, The available adaptive refinements include:
(1) element-wise strategies consisting of regular division and bisection as shown in Fig. 4 [16] , and (2) node-wise strategies implemented by using the well-defined quadtree data structure. Figure 5 depicts an example of a node-wise refinement. In this step we have adopted the so-called neutralflle outpu~format [17] for the element mesh.
Step 3. Adjust generated mesh: One of the difficulties in unstructured FEM mesh generation is to avoid degenerate elements in certain regions.
The usual way to solve this problem is to adjust the element and node distribution. This adjustment includes mesh smoothing and side swapping.
Maintain adjacency lists:
Four types of adjacency lists are maintained in the process of mesh generation [18] . They include nodenode adjacency, node-element adjacency, element-node adjacency and element-element adjacency.
The Background Mesh Partitioning Phase
The formulation and implementation of this phase is done at the topological graph level of the finite element mesh G = (V, E) of a domain f~, where V denotes the set of elements or nodes and E is the set of edges that represent the connectivity of the vertices V with its neighbors. In this section we describe a number of heuristics for the element-wise or node-wise partitioning of finite element meshes (i.e. graph G) that we have implemented and evaluated in the context of the proposed parallel mesh generation and decomposition strategy. For this, we first introduce some notation and the partitioning criteria. The optimality criteria applied are load balancing (the subdomains are of almost equal size), minimum interface length (minimum number of common edges or nodes between subdomains) and minimum subdomain connectivity.
Neighborhood Search Schemes
First we have hnplemented a class of enumerative heuristics that are based on some neighborhood search scheme utilizing the connectivity information of the mesh graph G. For these schemes, the partitioning of G is equivalent to the construction of a traversal tree from graph G. Two well-known neighborhood search schemes, depth-first search (DFS) and breadthfirst search (BFS) have been considered [19] . If the traversat order scheme remains fixed for the entire mesh graph G, then the searching strategy is called strip-wise. If the traversal order is allowed to change after the formulation of each subdomain, then the search is called domain-wise [20] . The optimality of these searching strategies depends on the starting vertex. It is usually selected as the one with minimum degree of connectivity that usually coincides with a boundary node or element. The criterion for evaluating the optimality of the partitioning obtained by the above schemes is the bandwidth (w) of the coefficient of the associated finite element matrix. It has been shown [21] that the maximum partitioning interface C is given by the relation C = (N~'w)/Nn.
A common search strategy that yields partitionings corresponding to finite element matrices with small bandwidth or profile is called pseudo-peripheral node (PPN) [22] [23] [24] [25] . The basic idea is to minimize the maximum width w, or to maximize the depth of the traversal tree, since the bandwidth of the sparse matrix is between w and 2e -1. A common disadvantage of neighborhood searching strategies is that they often produce disconnected subdomains. One way to prevent this from happening is to follow a traversal order that is based on the degree of connectivity of the graph G. A well-known ordering scheme is the reverse Cuthill-McKee (RCM) [26, 27] . In the Appendix of ref. [8] we present our implementations of the above search strategies.
Eigenvector Spectral Search (ESS)
According to this search the vertices V are visited in the order defined by an eigenvector of the Laplacian matrix L(G) of the graph G. The elements of L(G) [28] A recursive, domain-wise implementation of the ESS heuristic (RSB) is presented in ref. [33] . A strip-wise implementation of ESS is described in reE [34] . A multilevel implementation of MRSB appears in ref. [28] . We have implemented and evaluated the MRSB scheme.
Coordinate Axis Splitting
This is another class of enumerative schemes whose main characteristic is that they ignore the connectivity information of the mesh graph G. We have implemented three such schemes, They are based on coordinate sorting and partitioning along Cartesian, polar and symmetric inertial axes of the graph G.
Cartesian Axis Splittin9
In these schemes the Cartesian coordinates of the mesh nodes or the element center of mass are sorted and split along each axis. We have non-recursive and recursive implementations in both strip-wise and domain-wise forms. In the case of recursive schemes the bisection direction can vary for each recursive step. One can choose this direction by splitting along the longest expansion, which can be easily determined [33] . We have implemented a version of this scheme that compared the 'communication cost' of the produced partitioning in both possible directions and chooses the one corresponding to less costs. This scheme is referred to as the local optimum and turns out to be more expensive than the previous one but gives more accurate partitionings.
4.3,2. Polar~Spherical Axis Splitting
Their basic idea is similar to Cartesian axis splitting schemes. In the polar/spherical axis partitioning schemes the sorting of the coordinates of nodes or element center of mass is done along the R, | and Z/e axes. In addition to the available options in Cartesian axis splitting schemes, the origin point can be selected as either center of inertia or center of mass. An implementation of this scheme is described in re[ [35] . Due to the periodicity of the Cartesian to polar coordinates transformations, these schemes can produce disconnected subdomains with high probability. In our implementation of this scheme this is avoided by appropriate angle shifting [8] .
Inertia Axis Splittin9
This scheme first computes me mare symmetry axis from the node coordinates of the mesh or the coordinates of element mass [35] . Then, it splits the domain into several subdomains along this axis. It repeats this step until the predefined number of subdomains is reached. The symmetry axis is obtained by computing the eigenvector corresponding to the largest eigenvalue of the inertia ! = ATA [36] :
where A is the matrix of the mesh coordinates. We have implemented this scheme both in strip-wise and domain-wise forms. The domain-wise version is based on the recursive bisection approach. An alternative way to compute the main symmetry axis is to use any of the three eigenvectors of the following inertia matrix:
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As it turns out the eigenvaiues and eigenvectors of t and I' are related [21] . In addition to the axis, the user has to specify its origin. In our implementation, this can be selected either as the mesh center of inertia or its center of mass.
Subdomain Boundary Linking Phase
The most natura] way to [ink the new boandaries of subdomains is to partition the mesh of the geometric object element-wise before tinking. In case of nodewise partitioning the linking routine transforms the node-wide partitioning to an clement'wise one.: In some instances, the partitioning schemes might generate disconnected subdomains and additional holes. To eliminate these side effects, some refinement decomposition algorithm, to be discussed later, is applied on the initial partitioning before linking. After the refined mesh decomposition, the linking routine defines the new boundary in piecewise linear form for each subdomain before proceeding with the final mesh generation in parallel. This is accomplished by separating the outer boundary polygon from the hole polygon(s) [9] using the element-element adjacency list to identify the boundary element and the nodeelement adjacent list to locate the next boundary element.
Parallel Mesh Generation
Various strategies have been proposed for parallel mesh generation. One strategy [37] is to generate the mesh of each subdomain in parallel and generate the mesh of the inter-subdomain region sequentially. In this strategy communication between processor nodes is required for the generation of the intersubdomain mesh. Moreover, the generated mesh in each subdomain does not always have a globally smooth node distribution. In our approach, we have selected the quadtree data structure to supervise the node distribution. Thus, it is easy and efficient to refine it globally before generating the mesh in parallel. Therefore, there is no need for communication between processors during the generation of the parallel mesh. Furthermore, the global smoothness of the node distribution assures more uniform mesh elements. In addition, we can use the same algorithm as the sequential mesh generator to generate the unstructured mesh on each subdomain in parallel. Similarly, the parallel local mesh smoothing and side swapping can be done by the use of sequential global mesh smoothing and side swapping. Thus, our approach resembles the operation of existing sequential mesh generation codes. Figure 6 depicts a block view of the implemented parallel mesh generation approach.
Refinement of Initial Decomposition Phase
The refined parallel mesh obtained by the parallel phase described in Section 4 is decomposed according to the initial partitioning considered for the background mesh. In general, this decomposition is unbalanced and interface length is not minimum. Thus, it must be appropriately refined.
Kernighan-Lin Algorithm (KL)
This scheme attempts to locate the best k exchange pairs of nodes (elements) among two subdomains using the sum of the first k best gains to search for the best set of exchange pairs of gains based on some cost function. This searching procedure may continue even though some local gains are negative. Therefore, it can locally identify a swapping sequence that will produce the maximum gain. In order to make the improvement as large as possible, this scheme might be forced to visit all possible pairs, with considerable increase in the execution time [38] . Our experiments indicate that the ratio r k = k i n n is usually less than 0.05. This implies that K L is allowed to make significant redundant work. The KL algorithm can be speeded up by controlling the factor r k. In our implementation of KL, we restrict the searching for the best k exchange pairs below nk = fk'N~ where fk is a user defined factor. For the test results presented in Section 8, the factor fk = 0.05 was used. This gives a speedup more than 300 over the KL with fk = t.
Simulated Annealing Based Algorithms
The simulated annealing (SA) algorithm [39] is an optimization approach that attempts to prevent a poor local optimum by allowing an occasional uphill move based on some probabilistic strategy. In general, SA converges very slowly and it is not applicable for large meshes. We have implemented the double loop modification suggested in refs 1-40, 41] that usually converges faster. Another variation of SA is the so-called stochastic evolution (SE) algorithm. This scheme allows the uphill move probability to be updated whenever it is necessary. To prevent the SA searching procedure from becoming cyclically stuck, a list of predefined forbidden moves has been introduced. This list is called the Tabu list and the scheme Tabu search [42] . This list is constantly updated and its size affects the performance of the search. A size of 7 is suggested in refs [42, 43] . Most of the above heuristics are hard to parallelize. To overcome this difficulty a parallel search heuristic (MOB) was introduced in ref. [44] . Its basic idea is to swap large numbers of nodes between two subdomains. All of the above algorithms are described in the Appendix of ref. [8] .
Performance of Parallel Mesh Generation and Decomposition
To test the performance of the proposed parallel mesh generation and decomposition approach, we have selected several geometric objects including the engine rod head (Fig. t) , engine cap ( Fig. 7(a) ), engine axis ( Fig. 7(b) ), and torque arm (Fig. 7(c) ). The software realizing this approach was run on the nCUBE II and Sun SPARC 20 hardware platforms. The performance of the parallel mesh generator is measured in terms of fixed speedup, processor utilization, communication overhead, and synchronization overhead (idle processor time) [45=49]. The last three indicators were estimated using the ParaGraph tool. The performance of the parallel decomposition phase is measured in terms of the satisfiability of the load balancing, interface length, subdomain connectvity, and bandwidth of diagonal submatrices in the corresponding finite element matrix obtained using linear triangular elements. All the raw data obtained are reported in ref. [8] . In this paper we report the performance data c)btained for the engine axis geometric object and make general observations supported by all data obtained so far.
Performance of Parallel Mesh Generation
In Fig. 8(a) we display the speedup for the proposed parallel mesh generator with respect to its sequential time (T p) on a single nCUBE II processor. These data indicate that the scalability of the parallel scheme is almost superlinear. in idle, overhead, and busy states. suggest that the communication overhead is negligible while the synchronization overhead varies from 5 to 30% with an average of about 15%. In our opinion, this is a noticeable speedup of the mesh generation phase which, combined with the speedup obtained from the parallel decomoposition phase, can significantly reduce the cost of the preprocessing stages for parallel FEM computations.
Performance of Constructive Mesh Splitting A|gorithm
The objectives of all mesh splitting algorithms con- 
where Nb,j-denotes the number of neighboring subdomains of subdomain j. Also, the effect of these optimality partitioning criteria can be seen at the structure of the corresponding finite element matrix K. For example load balancing assures a uniform row partitioning of the matrix K, minimum interface length implies that the interface unknown vector is of minimum length, the minimum subdomain connectivity guarantees the minimum number of non-diagonal submatrices. Similarly, the ordering of the elements in each subdomain determines the bandwidth of each diagonal submatrix of K, which we considered as the fourth partitioning criterion, In Fig. 9 , we display the values of the objective functions corresponding to the above criteria for several meshes of the engine parts geometric objects.
From Fig. 9 (a) and the rest of the data in ref.
I-8],
we conclude that MRSB is the most expensive (in terms of the CPU time requirement) while the costs of the rest vary within a relatively small time interval independently of the mesh size. Figure 9 (b) suggests that CLO, PLO, CLE and MRSB produce equivalent partitionings with respect to the interface length criterion. The rest of the heuristic partitionings have higher interface length with RCM having the highest. Greedy and Inert partitionings usually have higher subdomain connectivity than the rest. The RCM and Inert partitionings have higher IBV than the rest, especially for finer meshes. With respect to the bandwidth criterion, RCM and Inert schemes are the worst. Figure 10 depicts various partionings of the engine axis mesh and displays the structure of the corresponding FEM matrices for linear triangular elements.
Conclusion
In this paper we have proposed a parallel methodology for handling the mesh generation and decomposition preprocessing phases required by domain decomposition based parallel FEM computations. A number of options were considered for the implementation of the decomposition phase. Application specific geometric objects were considered for its evaluation. The preliminary performance data obtained so far suggest that the proposed methodology is capable of significantly speeding up these computations on message passing hardware platforms.
