Abstract. In this article, we use functions studied by N. J. Fine and R. J. Evans to construct analogues of modular equations first discovered by S. Ramanujan. We then use these functions to construct new identities satisfied by ∞ n=0 p(ln + k)q n , with odd prime l and 0 ≤ k ≤ (l − 1). Our new partition identities are inspired by the work of O. Kolberg and Ramanujan.
Introduction
Let p(n) denote the number of unrestricted partitions of the non-negative integer n. Let l and k be non-negative integers and set P l,k (q) := ∞ n=0 p(ln + k)q n , |q| < 1.
In [13] , S. Ramanujan stated and sketched the proofs of the identities
(1 − q 5n )
5
(1 − q n ) 6 (1.1) and P 7,5 (q) = 7
Ramanujan then deduced from (1.1) and (1.2) that p(5n + 4) ≡ 0 (mod 5), p(25n + 24) ≡ 0 (mod 25), p(7n + 5) ≡ 0 (mod 7) and p(49n + 47) ≡ 0 (mod 49).
Around 1939, H. S. Zuckerman discovered the analogue of (1.1) and (1.2) for l = 13 and k = 6, namely, P 13, 6 (q) = 11
(1 − q 13n )
(1 − q n ) 6 (1.3) + 43940q
7
(1 − q n ) 8 + 171366q
9
(1 − q n ) 10 + 371293q
11
(1 − q n ) 12 + 371293q
13
(1 − q n ) 14 .
The pairs (l, k) = (5,4), (7, 5) , and (13, 6) From now on, we will denote the integer 1 ≤ k ≤ (l − 1) satisfying (1.4) by δ l .
When k = δ l , formulas for P l,k are much more complicated. For example, for l = 7 and k = 0, A. B. Ekin [5] discovered that
Besides (1.5), Ekin also discovered identities for P 7,i for i = 1, 2, 3, 4 and 6. Ekin's identities are not surprising in view of O. Kolberg's identity (see [9, Lemma 4] ). However, his identities are simpler than those obtained from Kolberg's formula. It was from Ekin's identities that R. P. Lewis [11] noticed that the group Γ 0 (7) acts on {P 7,i |0 ≤ k ≤ 6} giving the orbits {P 7,0 , P 7,2 , P 7,6 }, {P 7,1 , P 7,3 , P 7,4 } and {P 7,5 }. He proved that for every prime l > 3, the group Γ 0 (l) acts on {P l,k |0 ≤ k ≤ l − 1} and partitions this set into three orbits determined by the Jacobi symbol 24k−1 6l
. Note that there is always one orbit that contains a single element, namely, the one with k = δ l .
The evidence that {P l,k } can be partitioned into these three sets as indicated by Lewis 
The identities (1.8) and (1.9) suggest that their left hand sides are the "norms" of certain modular functions. If this were the case, then there should be identities associated with the "trace" of such functions. A natural guess would be certain expressions of P 7,1 + P 7,3 + P 7,4 and P 7,0 + P 7,2 + P 7, 6 in terms of h 7 . This initial guess turns out to be incorrect. The right functions to consider are functions of the type P l,i W l,j for some integers i and j. For example, we have
Note that if we interpret (1.10) as the "trace" of P 7,0 W 7,3 then indeed (1.9) is the "norm" since
The aim of this article is to establish and prove identities such as (1.10), as well as identities considered in Kolberg's paper.
Properties of the functions
The functions W l,j (z) were studied by Fine [7] and they occur in the following result of A.O.L. Atkin and P. Swinnerton-Dyer [3, Lemma 6]:
where
The properties of W l,j are best summarized as follows:
Fine called the function
, he concluded that every cyclic function is invariant under Γ 0 0 (l), where
and every cyclic, (l, 0)-isobaric polynomial is invariant under Γ 0 (l). A simple example of an isobaric (l, 0)-polynomial is
Instead of studying (cyclic) combinations of W l,j as functions on Γ 0 0 (l), we consider certain combinations of W l,j as functions on Γ 1 (l). This is motivated by the work of R.J. Evans [6] .
If α k ∈ Z, then from Theorem 2.2,
Hence, the following lemma is immediate.
is a modular function on Γ 1 (l). 
with g a primitive root modulo l.
The following theorem then follows.
is a modular function on Γ 0 (l). Moreover, the function has no poles on the upper half plane and at the cusp zero. For convenience, we will refer to functions satisfying the hypothesis of Theorem 2.4 as Fine-Evans functions. We now apply Theorem 2.4 to construct new identities associated with Fine-Evans functions. Recall that when l = 13, the group Γ 0 (13) has genus 0 and every modular function on Γ 0 (13) can be expressed as a rational function of
In particular, if the only singularity of the function is i∞ then the function is a polynomial of h 13 . It is clear that We next construct a slightly less obvious example. We know that 2 is a primitive root modulo 13. Suppose in the equation (2.1), we set α 1 = α 5 = 1 and α j = 0 for j = 1, 5 so that 1 .2) can be constructed using the above method. In particular, Ramanujan's modular equations of degrees 5, 7, and 13 which involve W l,j can be proved in this manner since Γ 0 (5), Γ 0 (7) and Γ 0 (13) has genus 0.
We now consider Γ 0 (l) with genus > 0. We want to study the modular functions on Γ 0 (l) with only singularity at i∞. In this case, the functions can no longer be expressed using only η-quotients. However, we conjecture that these functions can be expressed as sums of Fine-Evans functions. This conjecture can also be found in [ In what follow, we describe a method of constructing Fine-Evans functions for which every modular function on Γ 0 (11) is a polynomial of these functions. Examples of such functions have already been given in [7] , [8] and [3] . Our method here, however, allows us to have a systematic way of constructing such functions with specified order at i∞. We have no proof that this method will always work for a general prime l. But given N , our search for such functions can be performed in a finite number of steps.
We first observe that the order of the pole at i∞ of W l,j is given by
Let l = 11 and let C be the 5 × 5 matrix such that
since 2 is a primitive root modulo 11. In order to construct a function
with a specified v i∞ (F ) = −N , say, we need to know the image of x = (α 1 , · · · , α 5 ) under C subject to the condition
In other words, we consider the system 
Solving the system, we conclude that , we obtain the functions
respectively.
As an application, we consider the function P 11, 6 . In the next section, we will show that this function is on Γ 0 (11) with i∞ as its only pole. Assuming this for the moment, we conclude, by eliminating the negative q-powers in the expansion of P 11,6 using the F 's, that In particular, we conclude that p(11n + 6) ≡ 0 (mod 11), another congruence due to Ramanujan. Similar identities (with different FineEvans functions) for P 11, 6 are first independently given by Atkin and Hussein [2] and Fine [7] . We have illustrated here that there are infinitely many different expressions for P 11, 6 and these can be obtained by varying (a, b, c, d, k) .
It is interesting to note here that there is no solution for the above problem if exactly one of the numbers a, b, c, d and e is −1 and that the rest is strictly greater than −1. This turns out to correspond to the fact that there are no functions on Γ 0 (11), with exactly a pole of order 1 at i∞.
The functions P l,k and W l,j
The main purpose of this section is to prove (1.10). It will be clear that our method can be used to construct many identities such as (1.10). To prove (1.10), the usual approach is to first establish the behavior of P 7,k and W 7,j (this is already given in Theorem 2.2) under Γ 0 (7), verify that the expression on the left hand side of (1.10) is invariant under Γ 0 (7) with pole only at i∞, and conclude that it is a polynomial in h 7 where
However, this method does not tell us how to construct identities such as (1.10). Furthermore, it is not clear how one can obtain the modular behavior of P 7,k under Γ 0 (7).
Proof of (1.10). We check that
It follows that for any positive integers α,
is on Γ 0 (l 2 ) for any fixed integer α. In particular, when l = 7,
is a modular function on Γ 0 (49) with poles at i∞. Consider the function
This is a function on Γ 0 (49) with pole of order 2 at 0 and a pole of certain order at i∞. We now introduce the U (m)-operator defined on a formal power series
It can be checked that
we find that
Using the method illustrated in [10, p. 499-501] together with Theorem 2.2 (iii),
is a modular function on Γ 0 (7) with a pole of order 2 at the cusp 0. Therefore, the function
is holomorphic everywhere except at i∞ and we conclude that it is a polynomial in h 7 given by the right hand side of (1.10). (Note that similar argument for l = 11 allows us to conclude that P 11,6 is a function on Γ 0 (11) with just pole at i∞. This is assumed in the previous section). On the other hand, by applying (3.1) to the right hand side of (3.2) and multiplying by
, we obtain the left hand side of (1.10) and we conclude our proof.
Remarks. We may rewrite the left hand side of (1.10) in terms of Fine-Evans functions, namely, P 7,0 W 7,3 + P 7,2 W 7,2 + P 7,6 W 7,1 = F 7 (7, 0, 0) + 7F 7 (3, 2, 0) − 27, (3.3) where
In a similar way, we establish the following two identities: Solving (3.6), we obtain expressions of P 7,k , k = 0, 2 and 6 in terms of W 7,j , say, 
