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1. INTRODUCTION 
In the previous work [S], we studied the inverse Sturm-Liouville 
problem. We picked up a classical theorem by Borg [ 11, considered its 
generalizations, and found a certain bifurcation structure. Our purpose 
here is to show Theorem C stated in [S], along with its generalization. 
For p E C’[O, 11, h E W and HE 9, A+” denotes the Sturm-Liouville 
operator -d2/dx2 +p(x) in L2(0, 1) with the boundary condition 
(-d/dx+h).I,=,=(d/dx+H).I,=,=O. Ap,h,H is said to be (spatially) 
symmetric iff 
pECf[O,l]={qEC1[O,l]Iq(l-x)=q(x)(O~x~l)} (1.1) 
and 
h = H. (1.2) 
For p E C,l [0, l] and h E W, (I,(p, h) 1 n = 0, 1,2 ,... } denotes the eigen- 
values of A,,,,,: 
-co <&(p, h)<tI,(p, h)< ... + +m. 
The following theorem and its generalization will be shown in Section 3 of 
the present paper: 
THEOREM C. Forp,qEC,‘[O,l],h,jEaandn,E~-{0,1,2 ,... },if 
&(q, A = &A P, h) (nEJlr\hl) (1.3) 
and 
&q(O) - j* = fp(0) - h2, 
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then 
4 = p, j= h. (l-5) 
To this end, we show two key theorems in Section 2. 
Throughout the present paper, theorems, lemmas and propositions of 
[S] are sometimes referred to. In particular, the first deformation formula 
plays an important role. Let us state it again. 
For p E C’[O, 11, h E 9 and i E 9, 4 = b(.; p, h, A) denotes the solution of 
( 
-$+p(x) 4=@ 
) 
(OGx6 11, 40) = 1, &(O)=h. (1.6) 
LetD={(x,y)IO<y<x<l}. 
LEMMA 1. For given p, q E C,l [0, 1) and h, je 9, there exists a unique 
K = K(x, y) = K(x, y; q, j; p, h) E C’(D) such that 
K, - K,, + P(Y)K= q(x)K m (1.7.1) 
K(x,x)=(j-h)+:~~(q(s)-p(s))ds (06x< l), (1.7.2) 
K&x, 0) = hK(x, 0) (09x< 1). (1.7.3) 
LEMMA’ 2. For K= K(., .; q , j; p, h) in Lemma 1, the identity 
0; q, j, A) = 4(x; P, h, A) + 1: K(x, Y; q, j; P, h) 4(x; P, h, 1) dy (1.8) 
holdsfor q,pEC’[O, 11, j, hg9 and 1E9. 
2. KEY THEOREMS 
For I = A,( p, h), d(.; p, h, A) becomes an eigenfunction of Ap,h,h, which is 
henceforce denoted by 4,(*; p,h), for simplicity. Let Ap,h,h and A,,j,j be sym- 
metric operators, and let 0 < n, < n, < . . . < nN < co be given integers. Set 
C = {n, 1 1 < Z< N}. Then, we have first the following theorem, which is a 
generalization of Theorem 3 of [ 51: 
THEOREM 1. The following two conditions on A,,,,,, A,,j,j and .E are 
equivalent :
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(a) For each n E N\Z, there exists m(n) E JV such that 
A~(P, h) = L,,& .A (n E x\C), (2.1.1) 
m(n) = n (mod 2; n E ,Ir\C). (2.1.2) 
(/?) There exists GE C*( [0, l] -+ 9”‘) with G = ‘(g,, g2,..., gN) 
satisfying 
-$G= Z-&G.@)+p I-A G ) 1 (OGXG l), (2.2.1) 
g,(l-x)=(-l)“‘+‘g,(x) (Odx6 1; 1 <Z<N), (2.2.2) 
such that 
q=p+2-&G4), 
j=h+(G.@)(O). 
(2.3.1) 
(2.3.2) 
Furthermore, G in (p) is unique for given p, q E Ct [O, 11, h, j E W and C. 
Here in (2.2.1) and (2.3), @ and A denote 
@ = ‘(d,,(.; P, h),..., A,,(.; P, h)) (2.4) 
and 
Az,( P, h) 
A= . . 
’ 
(2.5) 
k,(p, h) i 
respectively, and. and I denote the inner product and the unit matrix in NN, 
respectively. 
To show Theorem 1, we prepare two lemmas below. The first one, 
Lemma 3, is a generalization of Lemma 5 of [S], while the second one, 
Lemma 4, has already been proven as Lemma 4 of [4]: 
LEMMA 3. For given p, q E C’ [0, 1 ] and h, j E 9, (2.1) holds if and only 
if there exist KE C*(d) and c,, dlE 9? (1 < 16 N) such that (1.7), 
j=h-K(l, l), (2.6) 
K(L Y) = 2 c,dn,(~; P, A) (Od y<l), (2.7) 
I=1 
UL Y) = f dd,,(y; P, A) (O<y<l). (2.8) 
I= 1 
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LEMMA 4. For p,qEC’[O, 11, h,j~% and c,,d!Ez% (1 </<IV), the 
solution K= K(x, y)~ C2(D) of(1.7.1) (1.7.3), (2.7) and (2.8) is unique, and 
is given by 
K(x, Y) = G(x). @(VI, (2.9) 
where G = G(x) E C2( [0, l] + 3”‘) is the soluion of 
( 
--$+q(x) G=AG 
) 
(06x< 1) 
with 
G(l) = T(c,,..., c,), G’( 1) = =(d, ,..., dN). 
(2.10) 
(2.11) 
Since Lemma 4 has already been proven in [4], we here only give the 
Proof of Lemma 3. Assume first, that (2.1) holds. Take 
K= K(x, y; q, j; p, h) E C’(D) of Lemma 1. By definition, K satisfies (1.7). 
Equation (2.1.1) means 
~‘(l;q,j,1)+j~(l;q,j,~)=O for I = I,(p, h) (n E N\C), (2.12) 
which is equivalent to 
(j-h+K(L l))ti,(l;~,h) 
+J1’ {KU, r)+iWl, Y,> cUy;p,h)dy=O 
(n#n,; 1<1<W, (2.13) 
by the first deformation formula (1.8). By the same arguments as in the 
proof of Lemma 5 of [ 51, (2.13) yields 
j=h-K(1, 1) (2.14) 
and 
I ‘(K,(l,~)+~~(l,y)}~,(y;p,h)dy=O (n#n,;l<l<N). (2.15) 0 
On the other hand, since 
4,(1--x; P, A)= (-1YMx; P, h) (O<x< 1) (2.16) 
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by Lemma 3 of [S], we get by (2.1.1) 
#(l;q,j,A)=(-1)“‘“’ and b(l;p,h,J)=(-1)” 
for A= A,( p, h) (n E Jlr\Z). Therefore, 
holds by (1.8.1) and (2.1.2). Obviously, (2.14), (2.15) and (2.17) give 
(2.6)-(2.8) for some c,, dl E %J (1 < 1 d N). 
Suppose, conversely, that K of (1.7) satisfies (2.6)-(2.8) for some 
c,, ~,EFA? (1 <l<iV). Equations (2.6~(2.8) imply (2.13) which means 
(2.12) because the first deformation formula (1.8) holds. Now, (2.12) is 
equivalent to (2.1.1). On the other hand, (2.17) follows from (2.7) which 
yields 
(- 1)“‘“’ -(-l)“=O (nfn,; 1 <f<N), 
hence (2.1.2) holds. 
We now give the 
Proof of Theorem 1. By virtue of Lemmas 3 and 4, (tl) is equivalent to 
the following: 
(y) There exists GE C’( [IO, l] -+ gN) such that (2.10) 
j=h-(G.@)(l) (2.18) 
and 
(G. @)(x) = (j-h) +tjx (q(s) - P(S)) ds (06x< 1). (2.19) 
0 
We first show that (y) implies (/I). In fact, (2.19) gives (2.3), so that 
(2.2.1) follows from (2.10). We now show (2.2.2). 
Since q( 1 - x) = q(x) and p( 1 - x) = p(x), we have 
(G.@)‘(l-x)=(G.@)‘(x), 
hence 
(G*@)(l-x)+(G.@)(x)=c (06x< 1) 
for some x E 9’. Here we note 
(G.@)(O)=j-h and (G.@)(l)=h-j, 
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derived from (2.18) and (2.19), and come to the relation 
(G*@)(l -x)+(G.@)(x)=O (O<xd 1). (2.20) 
In view of (2.16), (2.20) is nothing but 
,~,(n,(l-x)+(-l)“‘gA*))m.,(x;p,h)=O (O<xGl) (2.21) 
Putting now 
&z,(x) = g,(l -xl + (- 1 Y’&(X), (2.22) 
we show 2, - 0. 
Set G = ‘( gi,..., gN). Since q( 1 -x) = q(x) and (2.10), G satisfies 
@<x6 l), (2.23) 
so that 
satisfies 
K(x, Y) = Q-4 * Q(Y) (2.24) 
by (2.23), 
Kc, - Kyl + P( YK = dx)K m (2.25.1) 
K(x,x)=O (O<x< 1) (2.25.2) 
by (2.21) and 
K,(x,O)=hK(x,O) (O<x< 1). (2.25.3) 
As we have already shown in the proof of Lemma 1 of [S], (2.25) imply 
K 5 0 on D, so that g,(x) = 0 (0 < x ,< 1) follows. 
We show next that the uniqueness of G in (p) holds. To this end, let G, 
and G2 satisfy (2.2)-(2.3) for given p, qE Cf[O, 11, h, HEW and Z. Then, 
again 
K(x, Y) = (G,(x) - GAx)) * WY) 
satisfies (2.25), hence K E 0 on d and G, = G2 follow in turn. 
Finally, we show that (fi) implies (y). In fact, obviously, (2.3) and (2.2.1) 
imply (2.19) and (2.10), so that (2.18) follows from (2.3.2). 
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Remark 1. Hochstadt [2] showed that if (2.1.1) with m(n)=n 
(n E M\C) and j= h holds, then there exists GE C’( [0, l] -+ 9%““) such that 
(2.2.1) and (2.3.1). 
Now, let u(A,,,,~) be the eigenvalues of Ap,h,h: c$A~,~,~) = 
{&,(p, h) I n E N>. We then have the following 
THEOREM 2. Assume that either (a) or (/3) in Theorem 1 holds. Then, 
a(Aq,j,j) = o(Ap,/z,,) (2.26) 
if and only if G in (/I) satisfies 
G’(0) - jG(0) = 0. (2.27) 
Proof of Theorem 2. In the first place, we note that (2.1.1) in (a) implies 
#(.N\{m(n) I nEN\X})=N (2.28) 
by virtue of the asymptotic behaviors of A,( p, h) and i,(q, j) as m, n + co. 
For the proof, see [4]. Therefore, there exist some integers m, (1 < l< N) 
such that 
We have the following 
1 {l,,(q,j) ( 1 <l<N} =~(Ay,j,j). (2.29 
LEMMA 5. Assume that (a) or (/I) in Theorem 1 holds, and put 
a,=(s;(l)+jg,(l)).(-l)“‘, (2.30) 
where G = ‘(g, ,..., gN) E C*( [0, l] -+ 9’“) is the function given in (/I). Then, 
{ Iz,,(q, j) 1 1 < 1~ N} defined by (2.29) coincides with the set of zeros of the 
polynomial 
R(l) = R(I; q, j; P, h; C) 
=,el (W,(p,h))-/?I a/ n (A-&,(~,h)) 
k#I 
of degree N. 
(2.31) 
Theorem 2 is reduced to Lemma 5 as follows: Under the assumption (a), 
(2.26) is equivalent to 
{kn,(q,j)l 1d~<N}={~,,(p,h)I lGl<N). (2.32) 
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In view of Lemma 5, (2.32) is equivalent to 
a,=0 (1 <Z<N), (2.33) 
which means 
G’(l)+jG(l)=O. (2.34) 
By virtue of (2.2.2), (2.34) implies (2.7). In order to complete the proof of 
1 
Theorem 2, we now give the 
Proof of Lemma 5. Set 
P(4 P, h) = 4’(1; P, h, 2) + h&l; p, A, A). (2.35 
It is known (Levitan and Sargsjan [3]) that 
the zeros of ~(9; p, h) coincides with a(A,,,,,) = { A,(p, h) 1 n E N}, (2.36 
and that 
) 
each of them is simple. (2.37) 
By the frist deformation formula (1.8), we get 
p(~;q,j)-~‘(l;q,j,1)+j~(l;q,j,~) 
=p(~;P,h)+{~(l,l;q,j;P,h)+j-h}~(l;P,h,~) (2.38) 
+j~{~,(1,y;q,j;p,~)+j~(1,y;q,j;p,~)}~(y;p,~,~)~y. 
In the proof of Lemma 4, we have shown that in the case of (a) or (/I), 
K(x, y) = K(x, y; q, j; p, h) is given as 
Wx, Y) = G(x). @(Y), 
for some G = G(x) = ‘( gi(x),..., g,,,(x)) E C’( [0, l] -+ a”‘), satisfying (2.2). 
Furthermore, we have seen that 
K(l,l)=h-j 
holds in this case. Therefore, we get 
p(kq7j)=dkp3h)+ 2 (d(l)+.Ml)) 
I= 1 
(2.39) 
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On the other hand, by (1.6) we have 
Therefore, we obtain because of d,,( 1; p, h) = ( - 1)“’ and &( 1; p, h) = 
-M&l; P, h) that 
= n (2 - &JP? h))C&(l; P, h) 41; PY k 1) 
kfl 
-h&l; p, h) 4’(1; P, h, 111 
= 4, (~-~n,(P~ h))(- 1)“‘C4’(1; p, h, J)+h#(l; p, h, A)] 
= -kll, (A- &,(P, h)N - 1 Y’P(k p, h). (2.41) 
So that, (2.39) yields 
k=l 
=m P, A) 
i 
fi (~-~,,(P, A)) 
k=l 
--g, (~~(i;r,(P,~))(-l)“‘(g;(l)+lg,(l))} 
= PM; P, h) WI. (2.42) 
Noting (2.36) and (2.37), we see that our assertion holds by the equality 
(2.42). 
Remark 2. Since &,(p, h) # A,( p, h) for I # k, (2.27) is equivalent to 
(G’(0) -jG(O)) * A’@(O) = 0 (OGZdN- 1). (2.43) 
505/58/2-7 
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3. THEOREM C AND ITS GENERALIZATION 
Combining Theorem A of [S] with Theorems 1, 2 and Remark 2, we 
obtain 
THEOREM 3. Let symmetric operators A,,j,j, Ap,h,h and integers 
C = {n, 1 1 6 I < N} satisfy the condition (a) in Theorem 1. Then, 
4 = P, j=h (3.1) 
follows if and only zf G, given in (/I), satisfies 
(G’(0) - jG(0)). A’@(O) = 0 (OQZ<N- 1). (3.2) 
Now we show Theorem C; that is, 
THEOREM 4. Forp,qECi[O,l],h,jEBandn,EN,if 
Us, A = A( P, h) (n#n,) 
and 
iq(O) - j2 = $p(O) - h2, 
then 
(3.3) 
(3.4) 
4 = p, j= h. (3.5) 
Proof of Theorem 4. Since (a) holds for C = {n, }, there exists 
GE C*( [0, l] + 99’) such that (2.2) and (2.3). We have only to show that 
(G’(0) - jG(0)) * @p(O) =0 (3.6) 
follows from (3.4). In fact, we have from Q’(O) = h@(O) and (2.3) that 
(G’(O)- jG(O))*@(O) = (G.@)‘(O) -G(O).@‘(O)- jG(O).@(O) 
= (G- @p)‘(O) - (h + j)(G. Q)(O) 
=t(q(O)-p(O))-(h+j)(j-h) 
= 0. 
We now proceed to a generalization of Theorem 4. We note first that the 
following 
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THEOREM 5. Forp,qEC~[O,l],h,jE~ualld~=~n,I l</<N}, if(a) 
of Theorem 1 holds, then 
rrq-pEC’[O, l] (3.7) 
follows. 
Proof of Theorem 5. We recall that @ and G satisfy 
(O<xd 1) (3.8) 
and 
(OQx6 l), 
respectively. Since p, q E C’[O, I], we actually have 
@, Gd3([0, l] +P”), 
so that (3.6) follows from (2.3.1). 
Now, the following theorem holds: 
(3.9) 
(3.10) 
THEOREM 6. For p,qECi[O, 11, h, j~Wandn,,n,EM, if 
&(q, j) = A( P, h) (n#nl, n2), (3.11) 
fq(0) - j2 = 4 p(0) - h*, (3.12) 
$r”(O) = (jq’(0) - j4) - (hp’(0) - h4), (3.13) 
then 
4 = p, j= h. (3.14) 
Remark 3. If p”(0) or q”(0) exists, then (3.13) is represented as 
as”(O) - jq’(0) + j4 = $p”(O) - hp’(0) + h4. (3.13’) 
Proof of Theorem 6. Since (a) holds for Z= {n,, n,}, there exists 
GE C2( [0, l] + a’) such that (2.2) and (2.3). In the same way as in the 
proof of Theorem 4, (3.6) follows from (3.12). We have only to derive 
(G’(0) - jG(0)). A@(O) = 0 (3.15) 
from (3.12~(3.13). 
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~(x)=(G+)(x)d~[O, 11. 
By (2.3) and (3.12), we have 
d=fr, 
s(O)=j-h, 
s’(0) = j’ - h2. 
Furthermore, we note 
W(O) = h@(O) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
as well as (3.8) and (3.9). 
BY 
s’ = G’ . @ + G. @‘, (3.21) 
we get 
(G’.@)(O)=j(j-h), (G.@‘)(O)=h(j-h) (3.22) 
from (3.18)-(3.20). Next, we have 
u.f = -G” . @ - 2G’ . @’ _ G . @” 
=AG.cP+G.A@-(p+q)G.@-2G’.Qj’ (3.23) 
by (3.8) and (3.9). Since TA = A, we obtain 
TGA@=G-/l@= -+“+$(p+q)s+G’W. 
Now. we have 
(3.24) 
; (G’ . @‘) = G”. @’ + G’ . @” 
=(q-A)G.@‘+G’.(p-A)@ 
= qG . @’ + pG’ . CD - TGA@’ - TG’A@ 
=qG~@‘+pG’~@-~(TGA@), 
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so that we obtain from (3.24) 
TG’A@ + TGA@’ = -$ ( TGA@) (3.25) 
= -~s"'+~(p'+q')s+~(p+q)s'+;qGW+;pG'4. 
By means of (3.20) and (3.25), we see that 
(G’(O)-jG(0)). A@(O) 
= -(j+h)TG(0)A@(O)-~s"'(O)+~(p'(O)+q'(O))s(O) 
+~(p(O)+q(O))s'(O)+~q(O)(G4')(0)+~p(O)(G'4)(0). (3.26) 
Since 
'G(O)A@(O)= -~d'(O)+~(p(O)+q(O))(j-h)+jh(j-h) (3.27) 
follows from (3.24), (3.18) and (3.22), the equality (3.26) yields 
I- (G’(0) - jG(0)). /1@(O) 
= -bs"'(O)+f(j+ h)s"(O)-f(j-h)(j+h)(p(O)+q(O)) 
-jh(j+h)(j-h)+b(j-h)(p'(O)+q'(O)) 
+ i(j- W+ ~)(P(O) + q(O) + 2MO) + 2jp(O), (3.28) 
because s(O)=j-h, s’(O)=j’-hh2, (G.W)(O)=h(j-h) and (G’*@)(O)= 
j(j-h). Since s”(O)= t(q'(O)- p'(O)), 
I= ;+s'"(O)++(j+h)(q'(O)-p'(O))-jh(j+h)(j-h) 
+‘$(j-h){p'(O)+q'(O)+(j-h)(p(O)-q(O))). (3.29) 
By (3.12), p(O) - q(0) = 2(h2 - j’) holds, and we see that 
Z= -~s"'(O)++jq'(O)-@p'(O)-i(j4--h4). (3.30) 
Hence, (3.15) follows from (3.13). 
Note added in proof For p” = shd.(x; p, h)* dx, the asymptotic behavior 
pn = 4 + b&z2 + 0( l/n3) holds if p is sufficiently smooth. Here b,, = $r{ 2h + f. j; p(s) dr + h* - 
f. p(O)}. Similarly, J.j/* = nx + as/n + 0( l/n3) holds with as = 2h + 4. Ii p(s) ds. Therefore, 
$. p(0) - h2 = as - 2nb,, follows, so that this quantity, which appeared in (1.4), is related to the 
asymptotic behaviors of 1, and p,,. For these asymptotic formulas, see, for example, B. M. 
Levitan and M. G. Gasymov, Determination of a differential equations by two of its spectra, 
Russian Math. Surveys 19, No. 2 (1964), l-63; and also A. Mizutani, On the inverse 
Sturn-Liouville problem, J. Fuc. Sci. Univ. Tokyo 31 (1984) 319-350. 
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