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SOMMAIRE
L'ajout d'une charge minerale a un polymere ameliore ses proprietes mecaniques. Celles-ci pourraient
etre encore meilleures si la dispersion de la charge dans Ie polymere etait optimisee. La quantification de
cette variable etant tongue et fastidieuse, on utilise la technique de mesure par ultrasons developpee a
I'lnstitut des Materiaux tndustriels pour ce faire. Cette technique avait deja ete utilisee pour la
quantification de la fraction massique de charge minerale dans un polymere et a I'avantage de dormer une
reponse rapidement directement sur Ie procede, en continu.
Une analyse basee sur la litterature a permis d'identifier des variables manipulees et mesurees
potentiellement correlables a la dispersion. Apres avoir fait des essais sur une extrudeuse bivis de
configuration de vis fixe, il fut impossible d'eliminer quelque variable que ce soit. Devant la complexite des
relations presentes entre les variables, la dispersion fut modelisee par la technique des reseaux de
neurones en utilisant en entree, les variables manipulees, les variables mesurees puis I'ensemble de ces
variables. II fut egalement tente d'obtenir a la fois une mesure de la dispersion et de la fraction massique
de charge minerale dans Ie polymere a travers un meme reseau de neurones.
Les resultats obtenus se sont averes satisfaisants pour la dispersion seule a la sortie compte tenu de
I'erreur experimentale commise sur I'indice de dispersion. Pour tous les cas testes a deux sorties, les
reseaux de neurones ne permettent pas d'obtenir d'aussi bons resultats. Pour compliquer les chases, il
semble que les coefficients de performance utilises, tires des methodes statistiques, soit les coefficients de
correlation et de Fisher (stepw/se regression), ne permettent pas de statuer clairement et de fa^on fiable
sur les performances des reseaux de neurones. Par contre, les ecarts moyens et maximums pour les
patrons d'entramement et de validation semblent plus reproductibles.
En definitive, il est possible de quantifier la dispersion du carbonate de calcium (Camel CAL) dans du
polypropylene (grade 6631) a I'aide des reseaux de neurones a condition que I'on ait une structure
optimisee et a une sortie seulement. A prime abord, aucune raison ne pourrait empecher cette meme
technique de fonctionner pour d'autres charges avec un polymere non-polaire. Dans I'eventualite de la
conception d'un systeme de ce genre, it faudra tenir compte des energies de caracterisation necessaires a
I'obtention d'une mesure de la dispersion en fonction de la precision desiree, du temps pour I'obtention de
ces valeurs et des materiaux utilises.
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Qualite du melange
Abreviation utilisee pour designer la charge minerale dont Ie nom est
carbonate de calcium.
Abreviation utilisee pour designer Ie chloropolyethylene.
Le diametre moyen des agglomerats d'une matiere bien dispersee tend
vers la valeur du diametre moyen des particules elementaires de cette
meme matiere. Une matiere mal dispersee contient des agglomerats
dont les diametres ont une grande valeur par rapport a la valeur des
particules elementaires.
Une matiere est bien distribuee dans une matrice quand un echantillon
du maten'au resultant est representatif de n'importe quel echantillon de
meme dimension de ce meme materiau.
Une technique de mesure en-ligne directe permet de mesurer en continu
une caracteristique dans un processus sans echantillonner et sans
detourner I'ecoulement dont il mesure la caracteristique (traduction du
terme anglais "in-line").
Une technique de mesure en-ligne indirecte permet de mesurer en
continu une caracteristique dans un processus par detournement d'une
partie de I'ecoulement principal (traduction du terme anglais "on-line").
Surface de contact entre les particules agglomerees et Ie polymere.
Abreviation utilisee pour designer Ie polyethylene basse densite.
Nom utilise pour designer la composante d'un melange qui est present
en plus grande proportion.
Nom utilise pour designer la composante d'un melange autre que la
phase majeure.
Iteration d'un reseau correspondant a la meilleure performance par
rapport a un critere donne (dans Ie texte ce critere est SSR defini a la
section 7).
Signifie que Ie groupe de particules contient des particules de diametres
varies.
Abreviation utilisee pour designer Ie polypropylene.
Terme relie a I'homogeneite d'un melange. Une bonne qualite de
melange peut etre I'une des qualites recherchees dans un produit.
viii
Qualite du produit La qualite du produit designe I'ensemble des qualites qu'on desire
retrouver dans un produit donne par exemple, durete, ductilite,
resistance a I'impact, stabilite thermique,... Ne pas confondre avec
qualite du melange.
Temps de residence Le temps de residence d'une particule dans une zone designe Ie temps
compris entre I'admission d'une particule et sa sortie dans cette zone.
Pour plusieurs particules, on parlera de distribution des temps de
residence.
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1. INTRODUCTION
L'ajout d'une charge minerale a un polymere ameliore ses proprietes mecaniques. Get additif est
egalement utilise pour opacifier Ie polymere et pour en diminuer Ie cout [Maiti et coll. 1991, Mitsuishi et
coll. 1985, Vollenberg et Heikens 1990, Levita et coll. 1989, Riley et coll. 1990, Wang 1994, Pukanszky
1992 et Kurher 1993]. Plusieurs de ces auteurs ont demontre I'existence de liens entre les resultats aux
tests d'impact et en tension, d'une part, et la concentration de particules inorganiques dans un matrice de
polymere, d'autre part. Ces proprietes mecaniques pourraient etre ameliorees davantage si la d/'spers/'on1
de la charge minerale dans la matrice de polymere etait amelioree [Riley et coll, 1990]. Cependant, la
quantification de cette variable doit etre faite en laboratoire ce qui est long, fastidieux et peu economique,
done inapplicable au controle d'un procede en continu. Certaines techniques en-ligne dont quelques-unes
en-ligne directe ont recemment ete suggerees pour ce type d'application, par exemple, la technique de
mesures par ultrasons dont 11 sera question tout au long de ce memoire. En outre, cette technique est
sensible aux fluctuations de la concentration de charge minerals. Si les relations entre les mesures
en-ligne et les variables cibles (dispersion et charge reelle) etaient connues, ces mesures pourraient etre
integrees au controle du procede de melange. Un produit plus performant serait ainsi obtenu avec des
conditions d'operation mieux adaptees. Puisque les relations entre les mesures ultrasonores (attenuation
et vitesse) et les variables cibles sont difficiles a analyser, la technique des reseaux de neurones a ete
retenue comme outil de modelisation.
En premier lieu, il convient de verifier si la technique de mesures ultrasonores impliquant I'attenuation et la
vitesse ultrasonore est sensible a la dispersion et a la fraction massique de charge minerale dans Ie
polymere. Si ces parametres sont sensibles a la dispersion et a la concentration d'une charge minerale
dans Ie polymere, si les variables mesurees choisies sont suffisantes pour etablir un modele et si les
conditions d'operation choisies permettent une variation assez large des parametres d'interet, alors il
devrait etre possible d'etablir un modele en utilisant les reseaux de neurones. C'est cette idee qui
sous-tend I'ensemble de la these et les premisses de ce raisonnement servent de ligne directrice pour la
premiere partie du memoire. La revue de la litterature insiste sur la nature de la dispersion et sur les
techniques de mesure permettant de la quantifier. Vient ensuite Ie protocole experimental contenant les
hypotheses emises et les choix effectues. Ces derniers permettent d'induire une variation significative au
1 Les termes definis dans Ie lexique sont ecrits en italique lorsqu'on les rencontre pour la premiere fois
dans Ie texte.
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niveau des variables cibles et de detecter ces changements a travers les mesures ultrasonores. Puis, on
exposera en detail les regles suivies et les methodes employees pour mesurer la dispersion et la
concentration de charge reelle dans Ie plastique. Les resultats demontrant I'existence d'un lien entre
certaines variables mesurees, dont I'attenuation et la vitesse ultrasonore, terminent la premiere partie.
Dans la seconde partie, les reseaux de neurones seront utilises pour simuler une reponse des variables
cibles, la dispersion et la concentration de charge minerale dans un polymere, en ayant pour intrants des
variables mesurees dont certaines mesures ultrasonores (attenuation et vitesse). L'obtention d'un modele
devrait permettre d'augmenter les benefices de la technique de mesure par ultrasons. Pour en arriver la,
differentes techniques de modelisation sont expliquees. Ensuite, la structure du reseau de neurones est
presentee puisque c'est la technique de modelisation retenue. Enfin, une analyse des resultats permet de
rencontrer les objectifs des travaux effectues.
2. DISPERSION : NATURE ET TECHNIQUES DE CARACTERISATION EN CONTINU
Afin d'identifier les variables pouvant affecter la dispersion, il convient de bien en comprendre la nature.
Puisque toute modification de celle-ci passe par Ie mecanisme de melange de maniere plus generate, on
s'y attardera done. Enfin, on verra une technique prometteuse pour mesurer la valeur de la dispersion et
ce, directement sur un precede en continu.
2.1 Nature de la dispersion
Les annees soixante ont marque Ie developpement des polymeres renforces de charges minerales.
Lorsqu'on incorpore une charge minerale dans un polymere, on obtient un systeme a deux phases : une
matrice (Ie polymere) et une phase dispersee (la charge minerale). On peut distinguer deux
caracteristiques des melanges : la distribution et la dispersion [Biggio 1994, Kalyon et coll. 1988, Bolen et
Colwell 1958, Boluk et coll. 1989, Ess et Hornsby 1986]. Les deux phenomenes coexistent. La
distribution consiste a ameliorer la distribution spatiale de la phase mineure de la matrice sans que la
grandeur des agglomerats ne change. La dispersion consiste a diminuer la taille des agglomerats de la
phase mineure (ou phase dispersee). C'est done de la dispersion qu'il s'agira tout au long du present
memoire.
Le mecanisme de melange propose dans la litterature [Boluk et coll. 1989, Ess et Hornsby 1987]
comprend trois (3) etapes :
1) Tout d'abord, les particules se mouillent dans I'ecoulement fondu;
2) ensuite, les agglomerats se brisent en raison du cisaillement;
3) enfin, les nouvelles surfaces formees sont mouillees et les particules se distribuent a travers la
matrice.
Des forces dominantes regissent chacune de ces etapes. L'hypothese de depart de cette theorie implique
que les agglomerats sont presents des Ie depart et sont brises en consequence du malaxage.
a) Etape 1 :
Lors de la premiere etape, les interactions polymere/particule predominent. Les forces de Van der Waals
favorisent la dispersion en influen?ant Ie mouillage et I'adhesion a I'interface polymere/particule. Les
forces non-dispersives quant a elles, influencent fortement Ie mouillage et ainsi I'adhesion
polymere/particules. On les associe parfois aux acides ou aux bases ce qui explique pourquoi certains
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auteurs essaient de relier la dispersion a un critere d'acido-basicite (Ie concept de Drago modifie [Boluk et
coll.1989]). Si la charge et la matrice sont compatibles (matrice polaire), cette etape devrait etre
avantagee. Cependant, il existe beaucoup d'applications a base de matrices non-polaires pour lesquelles
la dispersion ne depend que des interactions particule/particule. Par consequent, les forces dispersives
ou permettant un bon mouillage ne sont pas dominantes. Un mouillage parfait signifie une dispersion
parfaite mais en pratique, cet etat est bien peu probable etant donne qu'il existe aussi des interactions
entre les particules. En realite, c'est a cette etape-ci que les gros agglomerats sont Ie plus facilement
brises puisque les interactions polymere/particule predominent, mais ils diminuent moins vite en taille que
les petits.
b) Etape 2:
A la seconde etape, ce sont plutot les interactions particule/particule dominees par les forces de cohesion
qui interviennent [Boluk et coll. 1989, Ess et coll. 1987]. Dependemment de la polarite de la matrice, les
forces de Van der Waals entrant egalement en jeu dans les interactions particule/particule. La presence
de statique et I'absorption d'eau entrament la formation de ponts hydrogenes (environ 4 fois plus forts que
les liens de Van der Waals) ou de ponts solides ou chimiques qui engendrent la compaction de la phase
mineure. Cette cohesion entre les particules peut etre contrecarree en grande partie par I'effet du
cisaillement. Une augmentation de celui-ci permet une meilleure dispersion, c'est pourquoi on evalue tres
frequemment Ie cisaiilement afin d'obtenir une mesure indirecte de la dispersion. La contrainte critique et
I'erosion progressive des agglomerats ("the onion model") sont deux mecanismes qui dominent cette
etape.
En 1958, Bolen et Colwell [Bolen et Colwell 1958] demontrent qu'une contrainte critique provoque la
rupture des agglomerats. En fait, il se developpe une contrainte de cisaillement dans la phase continue (la
matrice) qui contribue a casser les agglomerats de la phase dispersee (la charge). Cette rupture survient
seulement lorsqu'une contrainte critique (ou seuil) est atteinte. Par consequent, Ie nombre des particules
augmente et leur taille diminue. Ces deux demiers parametres et la valeur de la contrainte de cisaillement
valident la theorie.
En 1985, Shiga et Furuta [Shiga et Furuta 1985] etudient Ie mecanisme de I'erosion progressive des
agglomerats sous I'effet du cisaillement, un phenomene comparable a un oignon qui perdrait une a une
ses pelures. Dans ce cas-ci, on definit un parametre de dispersion, qui est relie au diametre des
agglomerats ayant subi I'erosion (etat final), a la contrainte de cisaillement et a I'attraction entre les
particules (forces de cohesion). Les resultats obtenus sont coherents avec les changements dans la
resistivite du melange.
En 1990, Rwei et Manas-Zloczower [Rwei et coll. 1990] comparent ces deux mecanismes a travers des
essais sur Ie noir de carbone. Us observent revolution de la dispersion en deposant sur une plaque des
agglomerats de noir de carbone preformes, pour teurs faire subir un certain niveau de cisaillement grace a
un cone rotatif. Le rapport des forces appliquees sur les forces de cohesion est utilise pour predire Ie
degre de dispersion. Ainsi, les auteurs demontrent que la valeur de la contrainte necessaire pour
provoquer la rupture des agglomerats (processus ponctuel) depasse celle requise pour I'erosion des
agglomerats (processus continu). Cependant, les deux phenomenes coexistent.
c) Etape 3:
La troisieme etape du processus de melange met en jeu les caracteristiques rheologiques de la matrice.
En fait, ces caracteristiques interviennent dans Ie mouillage des nouvelles surfaces formees et leur
distribution spatiale a travers Ie polymere fondu [Biggio 1994,Boluk et coll. 1989].
Ainsi, ces trois etapes constituent Ie processus de melange au complet. Les deux premieres etapes sont
cruciales pour la dispersion. La demiere contribue plutot a la distribution de la phase mineure dans la
matrice. II est important de noter que les interactions presentees a chacune des etapes sont presentes
tout au long du processus. Par exemple, dans certains cas, les forces de Van der Waals agiront comme
des forces dispersives a cause d'une bonne interaction polymere/particule et, dans d'autres, comme
non-dispersives a cause d'une meilleure adhesion entre les particules. A partir de ceci, on peut se
demander quelles sont les variables qui pourraient avoir un effet significatif sur la dispersion finale. De la,
on pourra davantage identifier les variables d'operation, ainsi que les caracteristiques du materiau et du
precede qui seront importantes.
2.2 Techniques de caracterisation
On distingue deux types de mesures : en laboratoire et en ligne. Les methodes en laboratoire sont tres
variees. Des techniques permettent d'obtenir une quantification tres exacts de la valeur de la dispersion
par la mesure de diametres des agglomerats sur des images obtenues par Ie truchement des techniques
comme la microscopie optique ou electronique couplee a I'analyse d'image [Shiga et Furuta 1985,
Hornsby 1988, Kalyon et coll. 1989a, Ess et Hornsby 1986] ou encore par la mesure des stries formees
par un pigment ou une charge minerale melee a un polymere. D'autres techniques en laboratoire donnent
un indice de I'etat de la dispersion. Les valeurs obtenues sont ainsi correlees avec des mesures plus
exactes de la dispersion. On compte parmi celtes-ci la diffraction de rayon X, certaines techniques par
infrarouges, I'absorbance (suivant la plage de validite de la loi de Lambert Beer's [Suchanek 1983]),
certaines proprietes mecaniques (tests d'impact et force en tension) et la resistivite electrique [Ess et
Hornsby 1986]. La qualite d'un melange s'exprime egalement par la mesure des temps de residence (un
plus grand temps de melange ameliorerait la dispersion), Ie rapport des forces appliquees sur les forces
de cohesion (calculees a partir de la viscosite, de certaines caracteristiques des particules employees et
du cisaillement [Rwei et coll. 1990]) et du taux de cisaillement seul (ou tout ce qui Ie mesure comme Ie
torque impose a la vis d'une extrudeuse ou I'energie fournie au procede [Boluk et coll.1989]). La
quantification des interactions particule/particute s'effectue en mesurant de differentes fa?ons la force
necessaire pour separer les agglomerats en laboratoire et ce, prealablement au melange de cette charge
minerale avec Ie polymere. Les desavantages des methodes en laboratoire resident dans les delais qui
empechent Ie controle automatique du procede et dans les variations problematiques pouvant survenir
entre deux echantillonnages.
Les desavantages relies aux methodes en laboratoire sont elimines en utilisant les methodes de
caracterisation en-ligne directes et indirectes. Les techniques en-ligne indirectes impliquent un
detournement d'une partie de I'ecoulement. En consequence, on note une perturbation de ce dernier.
Ceci implique egalement que des problemes peuvent surgir dans I'ecoulement non-detourne alors que rien
n'y paraTtrait dans I'ecoulement ou sent prises les mesures. Aussi, on s'interessera aux techniques en
ligne directe permettant de mesurer I'ecoulement au complet. Une seule technique en ligne directe
dormant une reponse exacte de la dispersion a ete denombree lors de la revue de la litterature [Mettlen
1989]. Elle consiste a placer une fenetre juste avant la filiere d'extrusion. On enregistre, en lumiere
transmise, une image qui est immediatement traitee par un logiciel d'analyse con^u a cette fin. On peut
ainsi detecter des differences de viscosite ("gels"), les agglomerats dans les polymeres faiblement charges
et les autres particules dans I'ecoulement fondu (voir figure 2-1). Malgre Ie grand potentiel de cette
methode, elle devient vite inefficace quand on ajoute au polymere une quantite de charge minerale
suffisante pour rendre Ie melange opaque. La difficulte d'analyse croTt done avec la quantite de particules,
ce qui constitue un probleme majeur.
Certaines methodes qualitatives simples incluent la comparaison avec des echantillons etalons comme
I'observation de la couleur, de stries1 ou d'agglomerats visibles, de la rugosite de surface. Enfin, il existe
d'autres methodes en-ligne dont les mesures pourraient etre correlees avec celles de la dispersion comme
L'observation qualitative de stries differe de la technique en laboratoire precedemment citee par Ie
fait que la premiere permet de voir les defauts macroscopiques du materiau alors que la seconde,pouvant
etre quantitative, permet d'en voir les defauts microscopiques a I'aide d'appareils prevus a cet effet, tels les
microscopes optiques ou eiectroniques.
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certaines techniques par infrarouges et celle dont 11 s'agira tout au long de ce memoire : la technique de
mesures par ultrasons.
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Figure 2-1 : Schema de la technique de mesure de la dispersion en ligne directe par lumiere transmise
telle que decrite par Mettlen [Mettlen 1989].
2.2.1 Utilisation des ultrasons pour faire te suivi de la djspersion
Selon Erwin et Donher, tout systeme de mesure de la dispersion devrait posseder les caracteristiques
suivantes [Erwin et Donher 1 984]: il doit permettre de mesurer une grande variete de materiaux tant
opaques, conducteurs que I'inverse, donner une reponse rapide et fiable. La technique ultrasonore repond
a ces objectifs. La technique permet de faire des mesures sur une grande variete de materiaux
(flexibilite), la seule contrainte etant la continuite de la matiere. L'instrumentation necessaire est simple
(fiabilite). En outre, les capteurs ultrasonores pourront etre places de maniere a ne pas nuire a
I'ecoulement et ce, a peu de frais. De plus, Ie delai d'acquisition est court et la mesure des proprietes a
travers Ie polymere fondu est de I'ordre de la seconde (rapidite). Cette methode a done ete retenue pour
mesurer la dispersion [Bridge et Cheng 1987].
Puisqu'elle est sensible aux details structuraux et a I'agitation thermique [Dufresne et coll. 1994], la
technique ultrasonore semble prometteuse pour de nombreuses applications dans Ie domaine des
polymeres : determination de la viscosite, suivi de la degradation d'un polymere [Gendron et coll. 1992b],
evaluation du module d'elasticite [Piche et coll. 1987], quantification des temps de residence [Gendron et
coll. 1994b], pour ne nommer que celles-la. Afin de montrer comment elle peut mesurer la dispersion, on
expliquera Ie comportement des ondes ultrasonores dans Ie polymere charge.
En 1984, Erwin et Donher montrent que la dispersion d'une charge minerale dans un polymere peut etre
mesuree a I'aide d'une technique de mesures ultrasonores focalisees sur une zone restreinte d'un
ecoulement [Erwin et Donher 1984]. Plus tard, en 1987, Bridge et Cheng demontrent qu'une technique
semblable mais a ultrasons non-focalises (mesure d'un plus grand volume) permet de mesurer la fraction
de charge minerale contenue dans Ie polymere [Bridge et Cheng 1987]. Les methodes utilisees dans les
deux cas presentent de legeres differences. Puis, I'lnstitut des materiaux industriels (IMI) du Conseil
National de Recherche du Canada a developpe une technique de mesures ultrasonore qui serait sensible,
entre autres, a la dispersion2 et a la fraction de charge minerale dans un polymere [Gendron et coll.
1991b,1992a,1993b, 1994a, Erwin et Donher 1984, Dufresne et coll. 1994].
En premier lieu, Ie type d'onde qui permettra de faire les mesures doit etre determine. Erwin et Donher ont
compare Ie potentiel des ondes electromagnetiques et des ondes mecaniques a fournir des informations
sur I'homogeneite et la dispersion d'une charge dans un polymere. D'apres leur analyse, I'onde
mecanique plane longitudinale s'est averee etre Ie bon choix pour ce type d'application. Les ondes
longitudinales transmises donnent des echos a ondes longitudinales dominantes. Ce sont ces dernieres
qui permettraient de mesurer I'homogeneite et la dispersion. De fait, quand Ie melange est mauvais, des
perturbations de la densite ou de la compressibilite surviennent (voir equation 2-1), ce qui a un effet sur
I'amplitude et la vitesse de I'onde ultrasonore. Pour un melange parfait, aucun effet n'est observe. Selon
Dufresne et coll. la vitesse ultrasonore longitudinale (Vys) est definie comme suit:
IK+4G/3
^S=V— (2-1)
ou K+4G/3 est Ie module longitudinal (K est Ie module de compressibilite; G, Ie module en cisaillement) qui
sert a decrire Ie comportement elastique et p est la masse volumique.
L'onde envoyee est dans la gamme des hautes frequences. En les utilisant, les deformations qui
surviennent sont microscopiques (de I'ordre du micron). Aussi, peu d'artefacts sont produits lors des
mesures. En fait, les ultrasons sondent les details associes a la mobilite des unites elementaires des
chames de polymeres [Dufresne et coll. 1994]. On recommande de travailler sur la plage de 0.5-20MHz
[Gendron et coll. 1994a] pour les ultrasons non-focalises ou de 1-10MHz pour les ultrasons focalises
[Erwin et coll. 1984]. De bans resultats furent obtenus avec 5 MHz [Gendon et coll. 1994a, Dufresne et
Bien qu'aucune correlation n'ait ete etablie, certains travaux effectues par les chercheurs de
I'lnstitut des materiaux industriels a Boucherville sur Ie polypropylene contenant du CaC03 traite dans
certains cas et non-traite dans d'autres, en plus des travaux de Erwin et Donher, montreraient cette
tendance [Gendon et coll. 1992a, 1993b, Erwin et Donher 1984].
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coll. 1994] et c'est done cette longueur d'onde qui sera utilisee. La frequence de I'onde incidente est en
forte relation avec la resolution desiree ou Ie seuil de detection.
Le systems employe est Ie meme que celui decrit par Dufresne et coll. Pour bien discriminer entre I'onde
incidente et les echos, on envoie Ie signal ultrasonore en mode impulsionnel a une frequence de 100 Hz.
Les signaux transmis aux recepteurs sont envoyes a un amplificateur large bande connecte a un
digitaliseur rapide (100 MHz). Ces signaux numerises sont ensuite traites par un ordinateur qui calcule la
vitesse ultrasonore et I'attenuation par des techniques de transformee de Fourier et d'autocorrelation
[Dufresne et coll. 1994].
La figure 2-2a represents Ie schema d'une filiere instrumentee qui est basee sur les experiences
precedemment mentionnees sur les ultrasons. Le montage est constitue de deux sondes ultrasonores
identiques jouant les roles d'emetteur et de capteur. L'emetteur envoie une onde mecanique plane
longitudinale a travers Ie materiau. Celle-ci est transmise dans Ie materiau et reflechie sur les parois.
Cette onde est attenuee par Ie passage de la surface metallique ^ celle du polymere, par Ie polymere
lui-meme (equation 2-2) et par la presence de discontinuites dans Ie materiau comme des pores ou des
agglomerats. Son trajet peut etre affecte par absorption et par dispersion de I'onde incidente.
OlusCO2)
aPP = ~^T~ <2-2)
^sus
r|us : viscosite resultante a la frequence ultrasonore longitudinale;
CD : frequence angulaire de I'onde ultrasonore ( o) = 2n f);
GCpp : attenuation du polymere pur.
Deux types de mecanismes d'attenuation sont possibles pour les systemes charges. Le premier est
associe a I'inertie de la particule. II est observe quand la longueur d'onde est a-peu-pres equivalente au
diametre de I'agglomerat ou de la particule. Deuxiemement, des pertes visqueuses surviennent en raison
du deplacement des particules lorsqu'elles sont frappees par des ondes. Ce deuxieme mecanisme prevaut
pour des tallies de particules beaucoup plus petites que I'onde envoyee [Dufresne et coll. 1994].
La figure 2-2b resume la maniere dont sont calculees I'attenuation et la vitesse ultrasonores. L'onde
traverse la distance (e) de I'ecoulement. Un premier signal A^ est re?u. L'onde est ensuite reflechie sur la
paroi du canal d'ecoulement puis est retransmise a travers Ie materiau; une partie de I'onde est reflechie et
retransmise a nouveau et on capte un autre signal A^. On definit ainsi I'attenuation telle qu'indiquee aux
equations 2-3a et b [Dufresne et coll. 1994].
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Figure 2-2 : Schema explicatifde la technique uttrasonore [Gendron et coll. 1994a].
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Figure 2-3 : Variations de I'attenuation (a) et de la vitesse ultrasonores (b) en fonction de la fraction
massique de charge minerale obtenues par Gendron et coll. [Gendron et coll. 1994a].
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A12=-(1/Cf)ln[(1/T2)(A2/Al)] en transmission (2-3a)
A23 = -(1 /2cf)ln [(1 /R2)(/\3/A2)] en reftexton (2-3b)
ou T est Ie rapport de I'amplitude de contrainte dans I'onde transmise par rapport a celle de I'onde
incidente. R se definit de la meme fa<?on mais pour une onde reflechie [Dufresne et coll. 1994].
Pour ce qui est de la vitesse ultrasonore (V ), on mesure Ie temps (At) entre deux echos successifs et on
calcule la relation suivante [Dufresne et coll. 1994]:
.2d
fus = Af (2-4)
Tel qu'enonce precedemment, ces deux variables ultrasonores sont sensibles a la fraction de charge
minerals dans Ie materiau. La relation, pour la vitesse ultrasonore, est presque lineraire selon Gendron et
coll. [Gendron et coll. 1992a]. Pour les particules plus petites, la pente est plus prononcee (figure 2-3a).
Pour I'attenuation (figure 2-3 (a)), on note aussi une dependance lineaire, mais pour de faibles
concentrations seulement La pente est moins prononcee par des particules de faible diametre. De plus,
pour ce meme type de particules, la relation cesse plus rapidement d'etre lineaire. La courbe d'attenuation
apparaTt plus rapidement (figure 2-3b). La relation suivante a ete proposee par Gendron et coll. [Gendron
et coll. 1993b] pour les basses valeurs de <{):
^
Aus = App + /C(j)[1 - ^/^m] (2-5)
Ays : attenuation ultrasonore du melange;
App : attenuation ultrasonore du polymere pur;
k : pente obtenue pour un cas dome sur une courbe attenuation en fonction de la
concentration de charge minerals pour des faibles concentrations;
(|) : fraction volumique de charge minerale;
(|)m : indice de compaction maximum ("maximum packing fraction");
Le signal devient rapidement sature lorsque (|) tend vers (^ m
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Les ultrasons sont egalement sensibles a la taille des particules. Ceci est reflete par la valeur de
I'attenuation ultrasonore. Comme on peut Ie constater sur la figure 2-3b Ie grade Camel-CAL
(d^y = 0.7 nm) a une valeur d'attenuation moins elevee que Ie grade Camel-WITE (d = 3 |im), pour une
meme concentration.
Les travaux realises par Gendron et coll. [Gendron et coll. 1992a, 1994a] semblent montrer que les
particules de faible diametre presentent une tendance a s'agglomerer plus facilement que les particules de
plus grand diametre. Cependant, certaines complications peuvent survenir etant donne que la capacite a
s'agglomerer varie avec la taille nominale des particules et en raison de la polydispersite des grades
usuels de carbonate de calcium tels Ie Camel-CAL et Ie Camel-WITE.
Comme on I'a precedemment vu, les travaux de Erwin et Donher en 1984 ont permis de mettre en relief la
sensibilite des ultrasons focalises a la dispersion. La figure 2-3 montre cette meme tendance pour la
technique elaboree par 1'IMI. Pour des grades similaires de carbonate de calcium (meme taille nominale
de particules) mais en distinguant la poudre ayant ete traitee au stearate de celle qui etait non-traitee, les
resultats obtenus tendraient a demontrer qu'une meilleure dispersion donnerait un signal moins attenue
[Gendron et coll. 1992a].
Les mesures ultrasonores ne sent pas sensibles uniquement a la dispersion et a la composition de la
charge minerals dans un polymere. En fait, les ultrasons sondent les proprietes en volume. Par
consequent, d'autres parametres viennent affecter les mesures ultrasonores. Dependemment du regime
d'ecoulement, les proprietes ultrasonores (attenuation et vitesse) sont gouvernees par la pression et la
temperature. En general, on essaie de controler la pression en ajustant la vitesse de rotation de la vis, la
configuration de la vis et Ie debit d'alimentation [Bridge et Cheng 1987]. La temperature de I'ecoulement
fondu est regie par Ie profil de temperature impose tout Ie long de la vis et par I'echauffement visqueux
(cisaillement du polymere, qui est regie par Ie debit et la vitesse de rotation de la vis). Cependant, Ie
controle de ces variables n'est pas si simple en production ou surviennent beaucoup de fluctuations. Pour
Ie polymere a I'etat fondu, la pression affecte moins les proprietes ultrasonores que la temperature
[Gendron et coll. 1994a], relativement aux variations de pression et temperature habituellement
rencontrees lors de I'extrusion.
Les mesures statiques des proprietes ultrasonores en fonction de la pression et de la temperature ne
correspondent pas aux mesures en ligne sur un precede en continu comme une extrudeuse [Gendron et
coll. 1991 b]. Cependant, on peut voir I'ordre de grandeur de la variation de ces variables en fonction des
proprietes ultrasonores. Dufresne et coll. ont montre que la vitesse ultrasonore varie d'environ
0.0482 m/s/Psi et de -4 m/s/°C. L'attenuation, pour les tests statiques, varie d'environ -0.06db/cm/°C et
d'environ -0.00041 db/cm/Psi.
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Pour des conditions de pression et de temperature equivalentes, les travaux sur les ultrasons semblaient
montrer que la vitesse ultrasonore est lineairement dependante de la pression et de la temperature dans
I'ecoulement fondu [GEN 1991a,1993b] mais les recentes recherches sur Ie comportement de ces
mesures dans les conditions ci-haut mentionnees (avec ecoulement) laissent envisager une realite
beaucoup plus complexe. La vitesse ultrasonore dependrait en fait du regime de I'ecoulement, celui-ci
etant determine par la vitesse de rotation de la vis, I'alimentation et la temperature du precede [Dufresne et
coll. 1994]. Cependant, les zones correspondant a chacun des regimes ne sont pas bien cernees etant
donne la complexite des interrelations entre les parametres d'operation. Ainsi, lorsqu'on choisit des
conditions d'operatio.n, il devient difficile de savoir dans quelle zone on se situe et quels parametres
influenceront les proprietes ultrasonores. Par contre, a faible regime, la pression et la temperature sont
les principales variables gouvernant les proprietes ultrasonores. A moyen regime cependant, Ie niveau de
cisaillement semble dominer. Les effets du cisaillement sont visibles sur les mesures ultrasonores meme
sur un polymere pur [Dufresne et coll. 1994].
La problematique des mesures complexifie davantage Ie probleme. La lecture de la temperature de
I'ecoulement fondu (T^), habituellement lue a I'aide d'un thermocouple, a etejugee douteuse par
quelques auteurs [Bridge et Cheng 1987, Gendron et coll. 1991 a] parce qu'on croit que la temperature lue
est celle du materiau dont est fabriquee I'enveloppe de I'extrudeuse plutot que celle de I'ecoulement. De
plus, I'emplacement du thermocouple est critique puisque la temperature de I'ecoulement fondu dans Ie
canal de la matrice est caracterisee par un gradient non-lineaire dependant aussi des proprietes du
materiel et des conditions operationnelles [Gendon et coll. 1991 a]. Par consequent, meme si la
temperature et la pression sontjugees constantes, de petites variations surviennent et provoquent des
variations pouvant etre importantes pour la qualite du produit.
2.3 Problematique
Les trois etapes du processus de melange telles que decrites a la section 2.1 mettent en lumiere la
complexite du phenomene. En fait, celle-ci joue autant sur I'equipement de production que sur les
conditions d'operation. Par consequent, I'equipement choisi devra permettre un ban melange dispersif.
Cette question sera traitee plus en detail a la section 3. Cependant, et c'est la que reside I'essentiel des
difficultes d'analyse rencontrees, les conditions d'operations influenceront la dispersion resultante
puisqu'elles fluctuent constamment au cours du processus de production. Tout ce qui agira sur les
interactions polymere/particules (choix des materiaux, rapidite de la fonte du polymere par la vitesse de
rotation de la vis, la temperature, etc), sur les interactions particule/particule ou degre de cisaillement
(temps de residence, vitesse de rotation de la vis, debits) ou sur les caracteristiques rheologiques de
I'ecoulement sera determinant. Aussi, Ie choix des variables mesurees et manipulees sera important.
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Celles-ci sont difficiles a analyser puisqu'on compte des phenomenes dont les effets peuvent s'annuler.
Cette recherche vise a surmonter ces difficultes afin d'obtenir une mesure en-ligne de la dispersion. La
technique de mesure ultrasonore semble prometteuse pour ce faire. Aussi, la premiere partie permettra
de demontrer Ie potentiel de cette technique, decrite en 2.2.2, pour la mesure de la dispersion.
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3. EXPERIMENTATION
En premier lieu, II convient d'etablir Ie cadre experimental. D'abord, Ie procede est choisi. Ensuite, les
variables manipulees et mesurees seront determinees en s'aidant des observations et commentaires tires
de la litterature.
3.1 Procede
La capacite a reduire la consommation d'energie, la qualite du produit et son homogeneite serviront de
criteres pour choisir Ie procede approprie [Cormont 1985]. Le but de la plupart des recherches concernant
la dispersion est d'obtenir un etat donne de melange avec Ie moins de travail possible (Joules). Differents
tests utilises dans I'industrie permettront de determiner la qualite du produit (indice de fluidite, "flat falling
dart test", rigidite (module elastique), timite elastique, elongation a la rupture, tests d'impacts "Izod" et
"notched", stabilite thermique, etc). Quant a I'homogeneite, ce concept a surtout ete qualifie par des tests
comparatifs. Des methodes plus au point sont en cours de developpement.
L'homogeneite concerne la dispersion et la distribution, mais on ne s'interessera qu'aux mesures
concernant la dispersion puisqu'elle est critique pour la qualite des materiaux. De plus, elle est fortement
liee a I'energie consommee [Esposito 1986, Boluk et coll. 1989, Brenner et Hornsby 1989].
Dans Ie cas present, on desire une bonne dispersion. On utilisera done les equipements congus a cette
fin. Leur particularite est de cisailler de fa?on importante et de supporter de plus grands moments de force
tout en permettant une production raisonnable. Le precede devra toutefois respecter Ie plus possible des
contraintes monetaires, de securite et de qualite pour Ie materiau produit.
II exists deux grandes classes de precedes pour Ie melange : continus et discontinus. Les procedes
discontinus, dont Ie melangeur interne (exemple, Ie Brabender) qui sert assez frequemment pour etudier la
dispersion, sent plus faciles a controler etant donne que leur dynamique est mieux connue. II existe des
logiciels de simulation qui donnent d'assez bons resultats. Les precedes continus ont une dynamique plus
complexe ce qui rend la modelisation plus difficile et limite les capacites de simulation p'ucker 1992].
L'extrusion fait partie de cette categorie.
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Figure 3-1 : Schema d'une extrudeuse [Beck 1970]
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Figure 3-2 : Comparaison entre les sens de rotation (a) co-rotatif et (b) contre-rotatif
3.1.1 Extrusion (simple et double-vis)
Une extrudeuse (figure 3-1) est constituee d'un tube en acier, d'une chemise polie ou a rainures,
d'elements chauffants, d'un systems de refroidissement, d'un systeme d'isolation, d'un systeme de
degazage, d'une ou plusieurs vis d'Archimede, d'une grille qui a une fonction filtrante et exerce une
contre-pression ce qui ameliore la plastification et aide a I'homogeneisation du melange, d'une tete de
boudineuse et d'une filiere qui donne au profile sa forme definitive.
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Le nombre et la configuration de vis d'Archimede de I'extrudeuse determinent sa capacite a bien disperser
la phase mineure dans la phase majeure. L'extrudeuse monovis comporte quelques lacunes a ce niveau.
De fait, on observe la compaction de la phase mineure dans les premieres sections de baril [Mack 1991].
Les zones a haut cisaillement ne peuvent pas disperser adequatement les agglomerats et on peut
disperser uniquement les melanges faiblement charges. En outre, les ameliorations, plus particulierement
une operation de premelange qui aurait pu aider I'operation de melange, se sont averees inefficaces a
contrecarrer les lacunes de la simple vis [Cormont 1985].
On parlera plus particulierement de I'extrudeuse bivis puisqu'elle s'est averee etre a de nombreuses
reprises, Ie precede de choix par son excellente capacite a melanger et a fournir la contrainte necessaire a
casser les agglomerats. Dans I'extrusion bivis, tous les desavantages cites ci-haut sent elimines. Tout
d'abord, Ie debit de sortie ne depend pas de la vitesse de rotation de la vis (la vis n'est pas entierement
remplie de materiaux). L'extrudeuse bivis permet d'obtenir une bonne dispersion etant donne les hauts
niveaux de cisaillement pouvant etre atteints. Elle est tres versatile. La configuration de cette vis peut etre
changes. La vis est constituee d'une serie de petits elements qu'on choisit en fonction des fins desirees.
On peut jntervertir des sections de barils, changer les emplacements de degazage, en ajouter ou en
enlever, changer ou ajouter plusieurs points d'alimentation, allonger ou reduire la longueur de la vis, etc.
On doit noter au passage que cette etude ne concerne pas la configuration de la vis et qu'on ne pretend
pas optimiser ses effets sur la dispersion bien qu'on tente, a tout Ie mains, de la favoriser.
Le sens de rotation des vis I'une par rapport a I'autre a son importance quand il s'agit de dispersion. En
general, Ie sens co-rotatif ou les vis penetrent I'une dans I'autre (figure 3-2a) est preferee au sens
contre-rotatif (figure 3-2b) pour des applications de melange. De nombreux essais demontrent que la
premiere option permet un melange dispersif plus probant p'hiele et coll. 1991, Brenner et Hornsby 1989,
Cormont 1985] pour un temps de residence reduit et ce, meme avec un faible nombre d'elements de vis
dispersif. On peut, en outre, utiliser de plus fortes vitesses de rotation de vis (robustesse) [Mack 1991].
Par ailleurs, la bivis contre-rotative ne permet pas toujours d'avoir une homogeneite adequate, la
consommation d'energie et la temperature y sont, dans la plupart des cas, plus elevees que dans Ie cas
des vis corotatives ce qui peut entramer la degradation du polymere et s'averer moins rentable [Cormont
1985, Thiele et coll. 1991]. Malgre Ie cisaillement eleve dans la bivis corotative copenetrante, il semblerait
qu'elle alt une tendance reduite a endommager les potymeres et additifs sensibles a la chaleur, au
cisaillement ou aux deux [Ess et Hornsby 1987].
Plusieurs auteurs ont travaille sur des modifications au precede et sur operations prealables pouvant
I'ameliorer. Dans les modifications possibles, on peutfaire du melange en cascades [Albers 1992],
modifier I'extrudeuse pour Ie melange ou modifier un melangeur pour I'extrusion [Cormont 1985]. Parmi
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les operations preables les plus populaires, on retrouve Ie premelange et Ie presechage. Le presechage
consiste a secher les materiaux avant leur admission aux tremies d'alimentation. Le premelange
consiste a meler la charge a fortes concentrations avec Ie polymere pour la diluer par la suite. Le
premetange serait essentiellement un processus distributif [Bolen et Colwell 1958]. De fait, lorsqu'on
alimente avec des granules provenant d'un melange mere, on dilue la solution dans un polymere ce qui
revient a la definition d'un melange distributif. Puisqu'on laisse les materiaux quelques heures dans les
tremies au cours des differentes experiences, ceux-ci pourraient avoir un pourcentage d'humidite plus
important a la fin qu'au debut des experiences ce qui pourraient entramer des variations non-controlees
dans la qualite des produits finis.
3.1.2 Materiaux utilises
Des experiences ont ete effectuees sur differents polymeres, certains polaires, d'autres non-polaires. Des
essais sur Ie PP (polypropylene qui est par nature non-polaire) et Ie nylon 6,6 (qui est par nature polaire),
[Ess et Hornsby 1987] ont montre que la matrice polaire chargee de CaC03 provenant de differentes
origines geologiques pemnettait d'obtenir une meilleure dispersion qu'avec de la matrice non-polaire.
D'autres experiences ont permis de raffiner ces observations. Sur une comparaison entre Ie LDPE
(polyethylene basses densite qui est par nature non-polaire) et Ie CPE (chloropolyethylene qui est par
nature polaire), la force du pigment semblait influencer la dispersion dans Ie cas de la matrice non-polaire
seulement [Boluk et coll. 1989].
Dans les presents travaux, Ie polypropylene de grade 6631 FB provenant de Himont Canada sera utilise
(non-polaire). II possede un indice de fluidite de 2 g/10min et une densite de 890 kg/m3. Atm de limiter Ie
nombre d'experiences tout en permettant la poursuite des objectifs recherches (relier les mesures
ultrasonores a la dispersion et a la fraction massique reelle), un seul polymere et un seul grade de charge
minerale furent choisis. La polarite de la matrice ne sera done pas au nombre des variables investiguees.
Le CaC03, comme charge minerale a ajouter au PP, fut choisi ce qui donnera un materiau opaque,
eliminant beaucoup de methodes de caracterisation pour mesurer la dispersion. L'ajout de CaC03 au PP
permet un abaissement du cout, ameliore la stabilite thermique et dimensionnelle, donne un meilleur
aspect de surface et une meilleure resistance a I'eau. On peut en faire des structures mecaniques
secondaires (ex: capotage), des pieces soudables, des pieces alimentaires (films, corps creux), des
pieces du secteur automobile, du batiment (ex: mobilier de jardin) et du secteur des sports et loisirs
(planche a voile, kayak, cordage). Certaines de ces pieces peuvent etre mises en forme entre autres par
les precedes d'extrusion [Dessarthe 1993].
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Dans les systemes faiblement charges, les petites particules ferment des agglomerats plus facilement.
Les grosses particules semblent dormer une dispersion meilleure et plus stable. Aussi Ie type de €3003
choisi est Ie Camel-CAL de diametre moyen de 0.7 p, m1. Le degre d'attraction polymere-charge peut etre
modifie par des traitements de surface. A cause de ces affinites physico-chimiques, Ie traitement des
particules au stearate donne de bans resultats [Ess et Hornsby 1987]. En fait, Ie type d'agent de surface
dependrait de son affinite a la surface du pigment [Dobbin et Baker 1992]. Dans un premier temps, on
effectuera des experiences avec Ie Camel-CAL sans traitement pour refaire, ensuite, les memes
experiences en utilisant Ie Camel-CAL ST (traite au stearate).
3.1.3 Identification des variables manipulees
Une dependance entre les conditions d'operation et Ie degre de dispersion existe [Suetsugu et coll.
1990b]. En plus de la taille des particules, du traitement qu'on leur a fait subir et de la polarite des
materiaux mis en presence et dont il fut question a la section 3.1.2, les variables repertoriees dans la
litterature sont la vitesse de rotation des vis, Ie debit de chacun des materiaux et Ie profil de temperature Ie
long de la vis. Mais comment interviennent ces variables sur la dispersion? C'est ce qui sera explique
dans les prochains paragraphes.
La zone de fusion est fortement liee a la dispersion et a la I'homogeneite [Ess et Hornsby 1987, Albers
1992]. De fait, la rupture des agglomerats survient dans certaines conditions de viscosite. Cette derniere
depend de la temperature, du taux de cisaillement et de la quantite de charge minerale contenue dans Ie
materiau. Dans Ie cas ou on ajoute Ie polymere et la charge au debut, une fonte rapide est souhaitable
[Brenner et coll. 1989]. En contrepartie, les agglomerats se forment2 a des temperatures elevees [Li et
Masuda 1990]. Ces deux phenomenes inverses entrameront des difficultes quant au choix des profils de
temperature et pour I'analyse subsequente de leur effet sur la dispersion. Ess et Hornsby ont essaye les
profils de temperature suivants : 165-200°C,185-220°C et 205-240°C (temperature a la tremie
d'alimentation - temperature a la neuvieme section de baril jusqu'a la sortie de I'extrudeuse). Apres avoir
compare dans les memes conditions, ces trois profils, ils en vinrent a la conclusion qu'a la sortie, la
dispersion etait la meme [Ess et Hornsby 1987]. Puisque ces travaux sont bases sur des analyses
partielles du phenomene, des profils differents seront choisis afin d'en mesurer les effets.
La fiche technique des differents types de Camel-CAL se trouve a I'annexe A.
Bien que les theories reconnues concernant la dispersion supposent que les agglomerats sont
presents au depart et sont brises tout au long du processus de melange, quelques auteurs, tels Massuda
et Li, affirment que des agglomerats peuvent egalement etre formes en cours de melange. Ces quelques
lignes viennent en quelque sorte completer la theorie exposee en 3.1. Selon I'avis de I'auteure, cette
interpretation du phenomene sans etre necessairement mauvaise, ne semble pas correspondre
exactement a ce qui est ordinairement emis dans la theorie sur la dispersion. C'est pourquoi elle fut
exclue de la section 2.1 .
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On a egalement touche la question de la charge minerale. II semblerait que la concentration jouerait un
certain role pour la dispersion. Ce phenomene serait influence par Ie diametre nominal des particules
[Suetsugu et coll. 1990b]. Puisqu'on ne travail que sur une seule origine geologique et un seul diametre
de particule de CaC03, aucune comparaison ne sera faite, mais on pourra quand meme voir les effets de
la concentration sur la dispersion pour Ie grade choisi.
Le temps de residence ou temps de melange est egalement important [Ess et coll. 1987]. Le temps de
residence dans une zone a fort cisaillement est determinant pour la dispersion [Suetsugu 1990a]. Plus il
est grand, plus Ie nombre de grands agglomerats diminue, augmentant du coup Ie nombre de petits
agglomerats [Suetsugu et coll. 1987]. Malgre cela, les agglomerats de tres grande taille ne diminuent pas
tres vite en grosseur et on observe un changement de la distribution de la dispersion en fonction du temps
de residence [Shiga et Furuta 1985]. D'autre part, il est difficile de controler la dispersion etant donne la
distribution du temps de residence. De fait, des particules admises en meme temps dans I'extrudeuse ne
sortiront pas simultanement.
t moyen (s)
240
220 I-
Amperage (A)
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Graphique 3-1 : Temps de residence moyens en fonction du debit et de la vitesse de rotation des vis.
On pourrait tout de meme penser qu'en augmentant Ie temps de residence on aurait toujours une
meilleure dispersion. Selon Ess et Hornsby, un niveau limite est atteint [Ess et hornsby 1987].
Cependant, si on augmente Ie temps de residence en diminuant la vitesse de rotation de la vis, on
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consommera plus d'energie (lie a I'amperage). C'est ce qu'on peut voir au graphique 3.1. D'autre part, si
on augmente Ie temps de residence en diminuant Ie debit, il en resultera un gain au niveau energetique (la
depense energetique sera plus faible) mais on diminue egalement Ie rythme de production. Un juste
milieu devrait etre vise en ce qui concerne Ie debit, la vitesse de rotation de la vis et la consommation
d'energie. Jusque la, on pourrait anticiper une influence plus grande d'une variation de debit sur la
dispersion qu'une variation de la vitesse de rotation de la vis, en raison des temps de residence.
Cependant, on doit tenir compte des effets du cisaillement sur les autres variables du precede. En fait,
plus la vitesse de rotation de la vis est grande, plus on cisaille et plus Ie polymere s'echauffe. En
s'echauffant de la sorte, la viscosite tend a diminuer ce qui entrame une consommation d'energie moins
grande, done une diminution du cisaillement. En etat de regime, on aura atteint un equilibre. II semblerait,
selon Li et Masuda [Li et Masuda 1990] que les agglomerats aient tendance a demeurer ou a se former
(dependemment des ecoles de pensee) a basse vitesse de rotation et ce, malgre un cisaillement plus
important.
3.1.4 Identification des variables mesurees
Les variables qui seront mesurees et calcuiees sont: la temperature et la pression de I'ecoulement fondu,
trois pressions au niveau de la filiere dans Ie but de connaTtre la valeur de la pression au niveau de la prise
de mesures ultrasonores. On mesurera egalement I'attenuation et la vitesse ultrasonores ainsi que la
contrainte de cisaillement qui est calculee en fonction du gradient de pression mesure. L'objectif de cette
premiere partie est de montrer qu'il existe un lien entre la dispersion et les mesures ultrasonores. Les
travaux d'Erwin et Dohner ayant permis de montrer un lien entre la trace laissee par un signal ultrasonore
focalise et la dispersion, il est possible qu'il y ait egalement un lien de cet ordre pour la trace des signaux
ultrasonores non focalises [Erwin et Donher 1984]. On en a done fait I'acquisition. La trace du signal
ultrasonore est illustree a la figure 2-2 b.
On desire ameliorer la dispersion, mais on veut eviter une surconsommation d'energie. On fera done
I'acquisition de Famperage du moteur de la vis afin d'en tenir compte. Cette mesure donne egalement un
ordre de grandeur du taux de cisaillement. Seules, les valeurs ultrasonores ne suffisent pas a dormer une
mesure de la dispersion. En fait, on I'a vu precedemment, la pression et la temperature de I'ecoulement
fondu influencent aussi, les mesures ultrasonores, selon Ie regime d'ecoulement ou on se situe.
Le cisaillement est aussi important selon Ie regime ou on se trouve. La contrainte de cisaillement, o ^
("shear stress"), presente dans I'ecoulement peut egalement etre calculee. La figure 3-6b (filiere) montre
un schema de la filiere qui sera utilisee. On a trois capteurs de pression qui permettront d'extrapoter la
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valeur de la pression au niveau des capteurs ultrasonores etant donne que Ie profil de pression attendu
est lineaire. Elles permettent egalement de calculer la valeur de la contrainte de la fagon suivante:
H }FAP^
012 = [2^-i'H/W)) W
oCi L est la distance entre les capteurs mesurant Ie gradient de pression, H est I'epaisseur du canal
d'ecoulement (id c'est 3 mm) et W est la largeur du canal (40 mm).
La viscosite peut aussi etre calculee de la fa^on suivante :
012 012 WH2
^=^'=~6Q~ (3-2)
ou Q est Ie debit volumique de polymere (cm3/s) et Yg Ie taux de cisaillement apparent (s-1).
Les variables enoncees precedemment permettront de mieux circonscrire la valeur de la dispersion.
3.2 Plan d'experiences
Les variables manipulees qui risquent de faire fluctuer les variables cibles (dispersion et fraction massique
de carbonate de calcium) sont les debits de polymere et de charge, la temperature de consigne sur la
zone de fusion, la vitesse de rotation de la vis, la temperature de sortie et Ie traitement donne a la charge
minerals (avec ou sans stearate).
Apres avoir choisi les variables manipulables, 11 convient d'etablir Ie protocole experimental. Pour chaque
variable manipulable, les plages d'operation et les niveaux choisis seront determines (section 3.2.1). Ces
deux premieres etapes sent resumees dans Ie tableau 3-1. Puis les composantes du montage
experimental choisies et les differentes etapes du deroulement des experiences seront identifiees et
expliquees (3.2.3). Les plages d'operation sont choisies en tenant compte de la capacite de I'appareil,
d'une part (capacite maximum), et de la limite de detection des appareils de mesure, d'autre part. Les
niveaux choisis tiennent compte des materiaux utilises et de I'utilisation habituelle.
La vitesse de rotation de la vis couvre une plage allant de 0 a 390 rpm. Get appareil est utilise
habituellement entre 20 et 80% de sa capacite. Par ailleurs, la relation entre la vitesse de rotation de la
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vis et les temps de residence est non-lineraire. On a done choisi trois niveaux tels qu'indiques au tableau
3-1.
La plage d'operation du debit de polypropylene a ete determinee en mesurant Ie debit maximum
d'avalement. Pour ce faire, on verifie que pour une vitesse de rotation des vis et un debit donnes,
I'amperage de I'extrudeuse se situe en dessous du niveau maximal. Si tel n'est pas Ie cas, ceci entrame
alors son I'arret complet de I'extrudeuse. Le debit maximum conforme aux vitesses de rotation de la vis
choisies est de 10 kg/h. Etant donne qu'on ajoutera du CaC03, on a juge que I'utilisation de 3.5 et 7.5 kg/h
permettrait d'effectuer les experiences desirees.
TABLEAU 3-1 : PLAN D'EXPERIENCES
Vitesse de rotation de la vis
Debit de PP
Fraction massique de CaC03
Profil de temperature
Agent de surface
A?l?A^^A%^ys—t;ii^V^iVA^^AVA^>yi^^A:
0-390 rpm
'avalement
0 - 20 %
Selon les
materiaux
Traite ou
non-traite
lllilliiliilillls:::i^$s:s:;:^^^^^s@:$;:@^$^:$::i:
$:i:§:^s^:::::^:::::^$:::::$$%^:^$^::::
3
2
5
2
2
l§j:j§§li:i§m§:;:jl:i§ll:§§§l§;§§;§§:j:ill:
100rpm
175rpm
300 rpm
3.5 kg/h
7.5 kg/h
0%
5%
10%
15%
20%
(1) 185-225 °C
(2) 200 °C
ST
non-ST
La fraction de CaC03 a la sortie doit etre inferieure a 30%, niveau auquel une saturation du signal
ultrasonore est anticipe. Ainsi, 5 niveaux ont ete selectionnes.
Le profil de temperature peut etre extremement varie. En fait, les niveaux choisis dependent des
materiaux utilises, principalement de la phase majeure. Le polypropylene a une temperature de fusion de
168-169 °C. Dans I'extrudeuse, on doit fixer la temperature de consigne a un minimum de 180°C afin
d'eviter une fusion tardive des materiaux. Le premier profil comprend ainsi une temperature d'entree de
185°C. Une augmentation de 5 degres entre chaque section de baril est programmee jusqu'a I'obtention
de 225 °C a la neuvieme section. De la jusqu'a la sortie, la temperature est maintenue constante. Le
second profil choisi implique I'imposition d'une temperature de 200°C a toutes les sections de baril de
I'extrudeuse.
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Pour ce qui est de I'agent de surface, II fut decide d'utiliser du CaC03 non-traite dans un premier temps et
traite dans un second temps. II fut egalement decide d'utiliser un melange contenant une proportion
equivalente des deux types de CaC03 (traite et non-traite) pour quelques experiences seulement. Les
conditions d'operation retenues pour les experiences avec ces melanges sont inscrites au tableau 3-2.
3.2.1 Protocole experimental
La figure 3-3 represents Ie schema de montage experimental. L'alimenteur gravimetrique Acrison (A) est
montre plus en details sur la photographie de la figure 3-4 a. II sert a alimenter I'extrudeuse avec du
polypropylene pur. De fait, aucun premelange n'a ete realise [Brenner et Hornsby 1989]. Selon Albers
[Albers 1992], a chaque fois qu'on melange Ie polymere, il se degrade un peu plus ce qui provoque une
baisse de la qualite du produit. L'alimenteur gravimetrique K-tron (B) permet d'alimenter la charge
minerale. II est montre a la figure 3-4b.
TABLEAU 3-2 : CONDITIONS D'OPERATION RETENUES POUR UN MELANGE CONTENANT DES
PROPORTIONS EQUIVALENTES DES DEUXTtTES DE CARBONATE DE CALCIUM
II
3.5
3.5
7.5
7.5
7.5
3.5
3.5
7.5
7.5
7.5
M
(1)
(1)
(1)
(1)
(1)
(2)
(2)
(2)
J2)
(2)
100
175
100
175
300
175
300
100
175
300
5
5
15
20
5
15
15
10
5
20
81
Les deux materiaux ont ete achemines ensemble au point d'alimentation via un canal vertical, con?u a
cette fin (C). Le point d'alimentation de I'extrudeuse se situe au niveau de la premiere section de baril
(pour les deux materiaux simultanement) bien que des resultats encourageant aient ete obtenus avec
I'alimentation de la charge minerale situe en aval [Brenner et Hornsby 1989, Ess et Hornsby 1987]. De
fait, les particules auraient tendance a isoler les granules de plastique de la chaleur et alors entrameraient
une augmentation de I'abrasion de la vis et du baril et une augmentation du nombre d'agglomerats. Une
extrudeuse (D) bivis co-penetrante et corotative de marque Leistritz telle que representee a la figure 3-5a
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comporte 11 sections de barils. Les vis presentent un rapport L/D de 43 et un diametre de 34 mm. La vis
est representee a la figure 3-5b. On y voit une serie d'elements de vis ayant differentes fonctions.
Figure 3-3 : Schema de montage experimental.
La section 0 est la zone d'alimentation. Jusqu'a la section 2, Ie polymere est transporte et subit Ie
processus de fusion. En ajoutant un element a pas inverse, on s'assure de la fusion du polymere. Les
elements suivants, jusqu'au milieu de la neuvieme section, fournissent Ie support necessaire a
I'augmentation et au maintien d'une pression necessaire au malaxage. Ensuite, on a un retour a la
pression atmospherique pemnettant la devolatilisation a I'aide d'une conduite congue a cette fin. Puis la
section 11 contient des elements de transport permettant d'acheminer Ie materiel vers la filiere. Des
elements de melange (blocs de petrissage) ont ete installes aux sections 4,6,7 et 8 en plus d'elements a
pas inverses aux sections 3 et 9.
L'humidite contenue dans les materiaux peut affecter la dispersion, comme on I'a vu precedemment, en
favorisant la formation de ponts hydrogene provoquant une augmentation de la force interparticulaire.
Deux solutions peuvent empecher ou du moins reduire I'ampleur de ce phenomene. II s'agit du
presechage [Ess et Hornsby 1987,Hornsby 1988, Malpass et coll. 1989] et de I'ajout d'un port de
degazage [Hornsby 1988, Malpass et coll. 1989, Brenner et Hornsby 1989]. Le PP et Ie 63003 sont
reconnus comme etant non-hygroscopiques, mais on suggere de les presecher tout de meme [Malpass et
coll. 1989]. Cependant, etant donne la manipulation subsequente et Ie temps des experiences, les
materiaux seraient vulnerables a la prise d'humidite p'hiele et coll. 1991] et des variations surviendraient
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(a)
(b)
Figure 3-4 : Alimenteurs (a) Acrison utilise pour I'atimentation des granules de PP (b) K-tron utilise pour
I'addition du carbonate de calcium.
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(a)
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(b)
Figure 3-5 : Photographie de (a) I'extrudeuse et (b) schema de la configuration de vis utilisee
qui pourraient etre causees non pas par des variations de la dispersion, mais par la variation du contenu
en humidite. Aussi, on a utilise la deuxieme solution soit la devolatilisation qui survient a la section 10. On
doit egalement souligner ici qu'une hausse de temperature ameliore la devolatilisation.
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(a)
(b)
Figure 3-6 : Filiere de I'extrudeuse vue de face (photographie (a)) et vue de cote en coupe (b).
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Le produit a I'etat fondu est alors achemine a travers la filiere (E) ou I'attenuation, la vitesse ultrasonore, Ie
gradient de pression et la temperature sont mesures. On peut voir une vue de face (figure 3-6a) et une
vue de cote en coupe (fig 3-6b) de la filiere d'extrusion; on note la presence de capteurs ultrasonores de
5 MHz et 12.7 mm de diametre de marque MATEC (models 2C5-5R). L'extrudat a la sortie de la filiere est
calandre a une epaisseur de 2 mm. Le produit fini est un long ruban.
Une fois que I'extrudeuse et les appareils peripheriques sont regles aux conditions d'operation desirees,
on attend que les conditions restent inchangees depuis 15 minutes. Des mesures sont alors prises a
toutes les secondes pendant 150 secondes au plus, jusqu'a ce qu'un minimum de 1.2 metres pieds de
ruban alt ete produit. Une marque est inscrite sur Ie ruban pour en indiquer Ie debut et la fin. Cette
section est prelevee et identifiee pour les tests de caracterisation subsequents (pyrolyse et microscopie) a
etre effectues.
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4. CARACTERISATION
Une fois les experiences effectuees, Ie ruban extrude est utilise pour quantifier les variables cibles. La
concentration de CaC03 a la sortie de I'extrudeuse est verifiee par pyrolyse. Les raisons ayant conduit a
choisir la microscopie electronique a balayage seront exposees a la section 4.2. Les etapes menant a un
indice de dispersion y figurent egalement.
4.1 Concentration de CaCO, a la sortie
La concentration de CaC03 a la sortie de I'extrudeuse a ete determinee par pyrolyse. Pour ameliorer la
validite des resultats obtenus, Ie ruban extrude a ete echantillonne a trois endroits soit au debut, au milieu
et a la fin du ruban. Chaque echantillon d'environ 15 cm de long est d'abord taille en pieces de dimension
inferieure a 3 cm2 afin d'augmenter la surface de contact. Puis, ces pieces furent placees dans des
creusets. On a laisse chauffer Ie tout dans un four a pyrolyse a 450°C pendant 4 heures. Apres ce
traitement, seul Ie carbonate de calcium subsistait dans Ie creuset. La concentration reelle est calculee
comme suit:
[CaCOJ =
m CaCO
WCaCO,+ mPP
m_ - mcp cv
m__- mca cv
(4-1)
[CaCO^
rrir
mpp
nr1cv
mca
"1cp
CaC03
concentration de carbonate de calcium;
masse du carbonate de calcium;
masse du polypropylene;
masse du creuset vide;
masse du creuset et de I'echantillon avant la pyrolyse;
masse du creuset et de I'echantillon apres la pyrolyse.
4.2 Mesures de la dispersion
On a verifie que la technique ultrasonore mesure la dispersion en comparant les resultats otenus par cette
methode avec ceux obtenus par une technique fiable en laboratoire. Le choix de cette methode est base
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sur la facilite a preparer les echantillons, la minimisation des artefacts, les erreurs inherentes a la methode
employee, la facilite a analyser les images obtenues et I'indice de dispersion utilise.
La microscopie optique par transmission (MET) est une technique souvent utilisee dans Ie cas des
polymeres. Dans ce cas-ci, il fut extremement difficile de realiser a la fois des couches assez minces
sans qu'il n'y ait des lignes de coupes apparentes tout en evitant I'arrachement des agglomerats [Ess et
Hornsby 1986]. De plus, on voulait eviter la superposition des particules. On a done privilegie la
microscopie electronique a balayage (MEB).
Lors des essais preliminaires, on a tente d'observer les images en electrons secondaires. Cependant, Ie
contrasts n'etait pas suffisant de sorts que la frontiere entre la phase mineure et la phase majeure etait
difficilement perceptible. On aurait pu effectuer une dissolution ou une impregnation par une substance
colorante d'une des deux phases mais ces methodes sont des sources potentielles d'artefacts : il peut en
decouler la confusion des pores avec la phase mineure et la reussite d'une bonne impregnation est
difficile [Ess et coll. 1984, Kalyon et coll. 1988]. Le souci de limiter les artefacts de preparation des
echantillons a fait porter Ie choix de la methods sur la microscopie a balayage en electrons retrodiffuses.
La figure 4-1 permet d'expliquer la difference entre les electrons secondaires et retrodiffuses. Tel qu'on
peut I'observer, les electrons retrodiffuses sont sensibles au numero atomique des elements mis en
presence tandis que cette influence est restreinte dans Ie cas des electrons secondaires. Plus Ie
coefficient electronique (r|,5) est eleve, plus I'objet apparaTtra brillant. Dans Ie cas present, Ie calcium de
la molecule de CaC03 (numero atomique : 20) fera apparaTtre cette phase plus brillante que Ie polymere
qui lui, est essentiellement constituee d'atomes de carbone et d'hydrogene (numeros atomiques
respectivement de 6 et 1).
En resume, la technique retenue est I'observation des echantillons au microscope electronique a balayage
en electrons retrodiffuses. Cette technique est celle qui permet d'observer Ie contraste Ie plus accentue
entre la matrice et la phase disperses pour les echantillons observes.
4.2.1 Preparation des echantillons
Afin d'avoir des resultats les plus precis possibles, quatre echantillons pris au debut de chacun des
rubans ont ete sectionnes [Dobbin et Baker 1992]: deux sur les cotes du ruban et deux au centre. Us sont
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juges representatifs de I'ensemble du ruban puisque les mesures et I'echantillonnage ont ete faits en etat
de regime [Underwood 1974].
II faut choisir un mode de preparation qui comporte Ie mains de manipulations possibles afin d'eviter les
risques d'artefacts. Pour I'analyse quantitative, I'echantillon doit presenter une face plane conductrice a
I'electricite et supporter Ie bombardement electronique dans Ie vide. "Une planeite a mains d'un micron
est necessaire pour eviter les artefacts d'absorption en analyse quantitative. Cette condition est d'autant
plus imperieuse que I'angle de detection est plus faible et que les elements a analyser sont plus legers
[Everhart 1989]. Des artefacts peuvent survenir a toutes les etapes de la preparation. La coupe et Ie
polissage final sont les etapes ou Ie risque d'artefacts est Ie plus eleve. Le polissage, apres enrobage
dans la resine1, fonctionne tres bien au dire de plusieurs auteurs [Suckanek 1983, Sawyer et Grubb 1987,
Hornsby 1988, Ess et Hornsby 1987] pour la lumiere reflechie ou au MEB.
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Figure 4-1: Courbe comparative des electrons secondaires (5) et des electrons retrodiffuses (r|)
[Gitzhofer1994]
1 L'enrobage dans la resine est necessaire afin de maintenir I'echantillon dans la meme position et
eviter un polissage inegal.
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A la suite des lectures faites [Dobbin et Baker 1992, Suetsugu 1990s, Ess et coll. 1984], deux methodes
de preparation des echantillons furent experimentees : I'enrobage dans la resine suivi d'un polissage et la
microtomie. Ces deux methodes permettent I'obtention d'une surface plane necessaire pour quantifier la
dispersion. Apres avoir fait quelques essais, I'enrobage fut rejete. Tout d'abord, I'adhesion entre la resine
et I'echantillon laissait a desirer (arrachement des echantillons lorsque leur format etait trap petit). De
plus, il etait difficile de garder I'echantillon vertical dans la resine, sans compter les artefacts possibles
inherents a la methode (inclusion de silice, stries observees sur la surface des echantillons). Ceci serait
cause principalement par la ductilite des materiaux et leur immiscibilite I'un avec I'autre. Aussi, la seconde
methode, soit la microtomie, fut retenue. Afin d'eviter les stries Ie plus possible et d'ameliorer la planeite,
on a imite Suestsugu [Suetsugu 1990a], Dobbin et Baker [Dobbin et Baker 1992] en tailtant a froict (-20 °C)
les echantillons avec une lame de tungstene. Les observations subsequentes ont demontre I'amelioration
de la qualite des echantillons decoulant de cette precaution.
Par la suite, chaque echantillon est fixe sur un porte-echantillon (12 mm de diametre) a I'aide d'un adhesif.
Le contact electrique est effectue grace a de la peinture d'argent. Les echantillons destines a etre
analyses au microscope electronique a balayage doivent etre conducteurs electriquement afin de
minimiser la concentration de charge occasionnee par la non-conductivite des polymeres, et pour qu'il y
ait une production suffisante d'electrons a observer [Sawyer et Grubb 1987]. Done une fois fixe sur Ie
porte-echantillon, on doit rendre la surface assez conductrice sans toutefois masquer des informations sur
la nature des echantillons. Les enduits conctucteurs augmentent Ie contraste et diminuent les dommages
par irradiation. Le calcul pour choisir I'enduit conducteur est base sur Ie rapport des intensites resume par
I'equation :
Wo =e-'lPAS
I/Io : intensite relative mesuree;
(J, : coefficient d'intensite de I'enduit conducteur pour I'element irradie;
p : densite de I'enduit conducteur;
As : epaisseur des echantillons (on la suppose equivalente pour tous les
enduits).
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(4-2)
Le tableau 4-1 presents tes donnees disponibles existantes pour chaque produit contenu dans Ie
materiau. On y trouve les rapports de coefficient d'intensite sur densite des ondes Ka. Celles-ci sont les
ondes les plus intenses du spectre d'ondes emis par Ie materiau. Elles permettent done une meilleure
discrimination. Pour determiner quel enduit conducteur prendre, on suppose ct'abord qu'on compare les
echantillons pour une epaisseur equivatente d'enduit. Par comparaison, il est possible de choisir I'enduit
compte tenu des materiaux observes. Le carbone a ete choisi pour eviter de masquer les materiaux
presents par des materiaux lourds et parce qu'on a estime qu'il permettrait d'obtenir un bon rapport
d'intensite. De plus, c'est celui qui permet d'obtenir les meilleures images pour ce type d'echantillon selon
Sawyer et Grubb [Sawyer et Grubb 1987]. On a estime I'epaisseur de I'enduit de carbone depose a
environ 10-20 nm. Par la suite, les echantillons ont ete seches au moins 12 heures au dessiccateur
prealablement a leur observation au microscope.
4.2.2 Observations au microscope electroniaue a balavaae
L'observation a ete effectuee sur un microscope electronique a balayage de marque JEOL 840A en
electrons retrodiffuses, mode composition. L'element Ie plus leger detectabte par Ie detecteur a electrons
retrodiffuses etant Ie sodium (numero atomique de 11) avec la fenetre de beryllium, cette technique
convenait parfaitement pour voir Ie carbonate de calcium dont I'element visible, Ie calciuhn, a une masse
molaire de 40,078 g-mote (element atomique numero 20).
TABLEAU 4-1 : COEFFICIENTS D'ABSORPTION MASSIQUE POUR LES Ka (p7p) CONCERNANT LE TYPE DE D^POT QUI
PERMETTRA UN MEILLEUR RAPPORT D'lNTENSHt (HEINRICH, 1966 TIR^ DES NOTES DE COURS DE GlTZHOFER
1994)(UNHtSl03CM2/G).
Depot (masse volumique)->
Elements presents
Ca
c
0
Au
(19.3)
1578.9
15.21
11.76
Pd
(12.0)
1703.4
5.250
18.33
Pt
(21.45)
1515.4
16.05
11.34
Ni
(8.9)
404.4
17.27
9.235
c
(2.34)
42.1
2.373
12.38
Le grossissement auquel ont ete prises les images a ete guide par les tallies des particules de carbonate
de calcium. Tel que represente dans Ie tableau des caracteristiques de ce materiau (annexe A), 99% des
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particules ont une taille inferieure a 5 p-m et 100% ont moins de 7 (J-m. Afin d'avoir un bon rapport qualite
d'image en fonction du temps consacre a ces mesures, on fait I'acquisition pour obtenir 16 niveaux de gris
et 256 pixels dans chaque direction [Russ 1992]. Puisqu'un seul pixel sur I'ecran peut etre associe au
bruit, on a fait I'acquisition d'une image qui donne une resolution qui tienne compte de cette particularite.
On doit egalement etre capable de voir les gros agglomerats (autour de 140 (J,m) autant que les petits.
Avec ces considerations et en tenant compte de la precision de grossissement du microscope
electronique a balayage, on a choisit 80x comme grossissement. Ainsi avec un balayage en grandeur
nominate de 90 mm x 90 mm (grandeur reelle de 1.125mm x 1.125mm), on obtient une surface de
4.39 (J,m x 4.39 p-m pour Ie plus petit objet observable (un pixel).
II faut etre conscient qu'il existe un artefact lie a la profondeur d'interaction des electrons a haute energie.
Par simulation de Monte-Carlo, la profondeur maximum d'interaction a ete evaluee a pres d'un micron.
Les resultats de cette simulation sont contenus a I'annexe B. Cette technique ne pourra etre que
comparative entre des echantillons traites et obsen/es de la meme fa?on.
4.2.3 Analyse d'imaaes
Avant de parler d'analyse, on doit trailer les images. Pour determiner la qualite de melange de fa?on
quantitative, on a eu recours a I'analyse d'image. Celle-ci a deux buts : ameliorer I'apparence de I'image
et la preparer a des mesures. Une image est digitalisee une fois que les ajustements ont ete effectues
sur Ie microscope pour dormer un maximum de contraste et une bonne qualite d'image. Tel que cite
precedemment, une image de 256 x 256 pixels pour 16 niveaux de gris donne un bon rapport
qualite-temps [Russ 1992].
L'image acquise sera traitee par Ie logiciel d'analyse d'image ImagePro Plus. Les traitements prealables
effectues sur I'image doivent faciliter I'analyse subsequente sans deformer les informations contenues sur
celle-ci. Ce logiciel permet d'ajuster Ie contraste, la brillance et Ie coefficient gamma, ce dernier
permettant d'accentuer Ie contraste dans les zones sombres ou claires. La nature des images acquises
facilite Ie traitement. On retrouve deux composantes, Ie CaC03 (zones claires) et la matrice (zones
sombres). La seule chose a faire est d'accentuer la difference entre ces deux zones. Les resultats
obtenus sont tres satisfaisants (voir figure 4-2).
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(a) (b)
Figure 4-2 : Images realisees (a) avant les ajustements et (b) apres les ajustements du contraste, de
la brillance et du coefficient gamma.
Une fois les ajustements de brillance, de contraste et de gamma pratiques, il reste a epurer les images.
On doit d'abord identifier les problemes relies a I'acquisition et choisir Ie ou les filtres appropries. Le cas
du bruit, sans etre evident, a ete analyse. Pour retirer Ie bruit, Ie filtre median s'avere etre Ie choix Ie plus
largement effectue. Celui-ci sert a eliminer Ie bruit en faisant une moyenne de I'intensite des voisins d'un
pixel et en rempla^ant ensuite la valeur de ce pixel par la moyenne obtenue. Cependant, il fut note que
son emploi detruisait beaucoup d'informations. Le meme resultat fut obtenu quand on utilisait une erosion
suivie d'une dilatation. Cependant, it est certain que des particules de bruit sont presentes sur I'image.
Aussi, une autre option fut envisagee afin de solutionner ce probleme. On a anticipe de quelle fa?on Ie
bruit pourrait apparaTtre sur une image, soit sous forme de pixels aleatoirement distribues. On a estime
que Ie cas ou deux pixels voisins auraient change d'etat a cause du bruit serait peu probable. On a utilise
I'option "fill holes" des agglomerats2 et tous les pixels isoles furent retires du groupe des agglomerats.
Des lors, un agglomerat devait compter plus de deux pixels. II semble, en outre, que les images acquises
sans emission d'electrons indiquent une tres faibte proportion de bruit.
Ensuite Ie logiciel a compte les particules grace a un compteur automatique. Aucun cas probleme ne
s'est manifeste. Les agglomerats aux frontieres de I'image sont automatiquement rejetees
puisqu'incomplets. Les valeurs dont on a fait Ie decompte sont : Ie nombre de particules, Ie diametre
2 Cette option ne risque pas de causer d'artefacts car tous les agglomerats observes avaient des
formes ellipso'fdes ou circulaires pleines. Aucune forme plus complexe n'a ete observee. Aussi, I'option
"fill holes" n'a ete utilisee que dans Ie but d'eliminer des pixels bruites a I'interieur de ces agglomerats.
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(moyenne sur 72 directions differentes), I'aire, Ie rapport directionnel, Ie perimetre. Cependant, seule I'aire
a ete utilisee en raison des erreurs evidentes obtenues sur la valeur du diametre moyen par Ie logiciel.
4.2.4 Definition et calcul de I'indice de dispersion
Afin de disposer d'un indice de dispersion representatif, on doit avoir un certain nombre d'agglomerats
pour Ie total des echantillons provenant d'un meme ruban. Considerant que I'indice de dispersion
(equation 4-3) represents une proportion et que I'echantillon est representatif mais que I'image acquise
est prise aleatoirement sur la surface de I'echantillon; on a calcule qu'avec 269 particules, on a une
precision de 0.05, 9 fois sur 10. Dans la plupart des cas, les 4 echantillons permettent de surpasser cet
objectif. Dans les cas ou mains de 269 particules furent comptees, on a sectionne d'autres echantillons
pour completer (moins de 0.5 % des cas).
Une etude tres interessante a ete realisee par Suetsugu [Suetsugu 1990a] concernant les indices de
dispersion du PP charge au CaC03. En utilisant un indice exprimant un rapport de la surface, il fut note
que ce dernier (equation 4-3) correle bien les proprietes en impact. Get indice est base sur la
determination du seuil minimum d'agglomerat. Autrement dit, on doit decider de la taille minimum d'un
agglomerat qui sera plus grand qu'un agregat qui lui-meme est plus grand qu'une particule. Par exemple,
pour un diametre moyen des particules de 0.15 p,m, Suetsugu a choisi [0.1 a 1 ou 2]p,m pour I'intervalle
contenant les agregats et [1 ou 2,a[ pour les agglomerats. Cependant, il observe que les proprietes
mecaniques sont davantage affectees par les agglomerats de plus de 10 p-m. Dans Ie cas present, c'est
38.0 (J,m2 qui fut choisi ( 0.7 p-m de diametre moyen des particules).
ID = 1 Agg/Ar = 1 - [ E Or d2 n, /4)] / (A ^) (4-3,
ID : Indice de dispersion;
A : Aire de la surface occupee par les agglomerats seulement;
AT : Aire de la surface totale occupee par Ie carbonate de calcium;
A : Aire totale observee;
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d; : diametre des iemes particules, ou i est Ie nombre de grandeurs differentes;
n, : nombre de particules de la ieme grandeur;
(|) : fraction volumique de charge minerals dans I'echantillon.
Mauvaise dispersion 0 ^ ID ^ 1 Bonne dispersion
^ = W/PcaC03 (4.4)
W/PcaC03 + 0-W)/Ppp
W : fraction massique de charge minerale dans I'echantillon.
ppp : densite de polypropylene soit 0.890 g/cm3.
pcacoa : densite de carbonate de calcium soit 2.71 g/cm3.
Puisque I'aire des agglomerats a ete mesuree, on aura recours a cette valeur pour calculer la surface
occupee par les agglomerats. Selon Underwood [Underwood 1974], les rapport de surface n'ont pas
besoin d'etre corriges. Aussi, aucune correction n'a ete apportee.
En resume, la caracterisation des echantillons permet d'obtenir la concentration reelle de CaC03 par la
pyrolyse. La microscopie electronique a balayage par electrons retrodiffuses en mode composition,
permet d'obtenir Ie contraste suffisant pour I'analyse d'image qui, grace a I'equation 4-3, donnera un
indice de dispersion. On doit couper au cryomicrotome pour reduire les risques d'artefacts. L'indice de
dispersion exprimee par Suetsugu sera utilise puisqu'il a montre une tendance qui suit celle des proprietes
mecaniques en impact et en tension. Enfin, on ne saurait trap insister sur Ie caractere relatif des indices
obtenus, cause par la profondeur d'interaction des electrons retrodiffuses. Ceci mene done directement a
la section 6, ou les resultats de la caracterisation seront analyses en fonction des variables manipulees et
mesurees.
38
5. RESULTATS PR^LIMINAIRES
Dans Ie present chapitre, on tentera de relier la concentration et la dispersion aux variables mesurables
dans une optique de controle. On reliera les proprietes ultrasonores aux variables cibles (concentration et
dispersion).
Pour rencontrer ces objectifs, on identifiera d'abord les zones grises pouvant affecter I'analyse des
donnees. On analysera egalement la relation existant entre les proprietes ultrasonores aux variables
cibles. Dans Ie but eventual d'en faire Ie controle, on identifiera I'effet d'un changement de chaque
variable manipulable sur les variables cibles. Tout ce travail permettra de faire Ie passage a la
modelisation comme telle.
5.1 Critique de la methode et sources d'erreurs
En cours de route et en raison de doutes emis dans la litterature, quelques points doivent etre clarifies.
L'ensemble des donnees brutes se trouve a I'annexe C avec les erreurs qui lui sont associees.
5.1.1 Mesure des pressions
Une premiere serie d'experiences fut effectuee avec trois capteurs de pressions (500, 1500,1500 Psi)
pour les essais avec Ie carbonate de calcium non-traite. Par la suite, un bris survenu a deux de ces trois
capteurs ont force Ie changement de ces instruments contre d'autres equivalents. Comme il n'y en avait
plus du meme type, on a utilise trois autres capteurs (1500, 3000, 3000, Psi) qui, on Ie savait, allaient faire
diminuer la resolution. II est possible que les differences observees entre Ie carbonate de calcium traite et
celui non-traite soient causees en partie par ce changement d'instruments soit par les instruments en tant
que tel (resolution), ou la recalibration qu'il a fallut refaire ou une deviation systematique possible.
Toutefois, Ie meme effet est observe sur la pression de I'ecoulement fondu qui n'a pas ete change.
5.1.2. La temperature
Tel que mentionne auparavant dans la litterature [Gendron 1991 c], II semblerait que la lecture de la
temperature de I'ecoulement fondu soit faussee par la conductivite thermique de I'enveloppe de
I'extrudeuse et de I'echauffement visqueux de I'ecoulement de polymere charge ou de la friction contre Ie
thermocouple de ce meme ecoulement. Une solution a ce problems pourrait etre d'utiliser des
thermocouples a infrarouges qui permettraient d'eliminer les causes des erreurs de lecture des
thermocouples conventionnels. Dufresne et coll. ont deja mentionne les effets d'une hausse de pression
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ou de temperature sur les proprietes ultrasonores. De la meme fa^on, un changement reel de la
temperature affectera la viscosite done, la contrainte de cisaillement (done la dispersion si les hypotheses
mentionnees a la section 2 sont bonnes) et par consequent, la pression.
5.1.3 Mesures ultrasonores prises au troisieme echo
Les mesures de vitesse ultrasonores calculees a partir du troisieme et du deuxieme echo doivent etre
semblables. Des differences surviennent cependant dans quelques cas. II est possible que la perte du
troisieme echo entrame une erreur sur Ie calcul des mesures ultrasonores calculees a partir de celui-ci.
Ces cas problemes sont les memes pour I'attenuation et pour la vitesse ultrasonore. Aussi, seuls les
vitesse et attenuation ultrasonores pris au deuxieme echo seront utilises.
1.1.4. Resultats manquants
Deux mesures a 20% de CaC03 n'ont pu etre etablies soit les cas S1751001 et N27510021. Les
conditions utilisees menaient I'extrudeuse en alarme en raison du trop grand torque impose a la vis.
Aussi, ces cas ont ete mis de cote. Pour des fins de comparaison, on s'est tout de meme assure d'avoir
I'orthogonalite en passant sous silence certaines experiences realisees selon Ie type de comparaison
demands. Aussi, ces resultats n'affecteront pas les conclusions tirees.
5.1.5 Degradation
La degradation est Ie processus selon lequel la matrice de polymere voit ses chames brisees sous I'action
de contraintes externes. Un polymere degrade possede une viscosite plus basse ce qui se reflete sur tes
valeurs de pression et de la contrainte de cisaillement. Done, on peut penser que cela pourrait affecter la
dispersion.
Deux types de degradations peuvent survenir: thermique et mecanique. La degradation thermique peut
etre occasionnee par de trap hautes temperatures d'operation mais depend egalement du temps de
sejour. La degradation mecanique se quantifie en termes de cisaillement mecanique done peut etre
affectee par la vitesse de rotation de la vis et aussi par un temps de sejour. Le graphique 5.1 montre que
les pires cas de degradation de la matrice apparaissent a 300 rpm et 3.5 kg/h done a fort cisaillement
La codification des echantillons, XTQPVWF se traduit comme suit: X signifie que la charge
ajoutee, s'il y a lieu, est traitee (S) ou non-traitee (N) au stearate. T est Ie numero de profit de
temperature, Ie debit reel de polypropylene est Q.P. La vitesse de rotation de la vis est representee par
WV et F est un code exprimant la fraction massique de charge ajoutee au materiau
(0=0%,5=5%,9=10%,1=15%,2=20%).
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mecanique et long temps de sejour. Les donnees mesurees (pression, contrainte de cisaillement, vitesse
de vis mesuree) devraient permettre au reseau de neurones de gerer ce phenomene.
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Note : ces mesures rheologiques ont ete prises en laboratoire sur des
echantillons ne comportant pas de charge, testes a 200° C
Graphique 5.1 : Degradation de la matrice (viscosite) en fonction des conditions d'operation
5.2 Concentration
Le travail id s'accomplit dans une optique de controle. A ces fins, on identifie les variables critiques. Tout
d'abord, on s'attarde a la concentration puis, a la dispersion. Les comparaisons avec la litterature seront
etablies pour valider les essais effectues.
52J. Influence des parametres d'operation
II est evident que la concentration depend des debits des alimenteurs. Les resultats bruts (annexe B)
montrent une deviation maximum de 1.57% en valeur absolue. Aussi, I'approche qui sera etudiee est
plutot I'effet de la concentration sur les variables mesurees afin d'en permettre Ie suivi en temps reel.
C'est ce qui sera aborde plus tard a la section 5.2.2.
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Graphique 5.2 : (a) vitesse ultrasonore et (b) attenuation en fonction de la fraction massique de charge
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5.2.2. Relation de la concentration avec les variables mesurees
5.2.2.1. Les proprietes ultrasonores
Les graphiques 5.2.a et b montrent une dependance entre les proprietes ultrasonores et la fraction
massique. En outre , les criteres statistiques du tableau E.1. confirment cette observation qui est encore
plus marquee dans Ie cas de I'attenuation ultrasonore.
Au graphique 5.2a, on observe la decroissance de la vitesse ultrasonore en fonction de I'augmentation de
CaC03. Au graphique 5.2b, on remarque la croissance de I'attenuation avec la fraction massique de
carbonate de calcium.
Ces resultats se rapprochent davantage de ceux obtenus par Gendron et coll. [Gendron et coll. 1994a]
(voir figure 3.3). Comme dans ces travaux, dans ce cas-ci, la vitesse ultrasonore est inversement
proportionnelle a la concentration et I'attenuation est directement proportionnelle a la concentration de
charge dans Ie polymere. Les differences observees entre les travaux de Bridge et Cheng et ceux de
Gendron et coll. sont peut-etre causes par la frequance ultrasonore utilisee (MHz dans Ie cas de Gendron
et coll.) et la plage de concentration investiguee. Puisque les travaux effectues ici se rapprochent
davantage de ceux effectues par Gendron et coll., II est normal qu'on ait a peu pres les memes resultats.
Fait interessant a noter, Ie passage du Camel-CAL au Camel-CAL ST correspond a une legere
augmentation de la vitesse ultrasonore (moins evidente ici que pour les travaux de Gendron et coll.) et par
une reduction de I'attenuation pour des conditions d'operations identiques et ce pour toutes les valeurs de
concentration de charge experimentees.
5.2.2.2. Autres variables mesurees
A I'annexe D, au tableau D.2.a, on peut observer I'influence de I'accroissement de la fraction massique sur
les differentes valeurs mesurees. En premier lieu on note une augmentation de la pression et du gradient
de pression en fonction de la concentration de charge minerale. Decoulant de ceci, on observe une
augmentation de la contrainte de cisaillement qui est calculee par I'equation 3.1. Une regression de la
fraction massique en fonction de ces variables mesurees sur I'ensemble des donnees acquises valide la
relation entre ces parametres (voir annexe E tableau E.1) pour un critere de 99%.
De la, on peut expliquer I'augmentation du torque en fonction de la concentration puisqu'un plus grand
debit demands un plus grand travail mecanique. Ces affirmations sont confirmees par Ie tableau D.2d qui
montre que I'accroissement du debit total, peu importe la concentration de charge, entrame une
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augmentation de pression, du torque et de la contrainte de cisaillement. Cette conclusion est respectee
dans tous tes cas.
A la section 2.2., il fut mentionne que les mesures ultrasonores en statique etaient liees a la pression. A
des fins de comparaison, on a extrapole la pression au point de mesure ultrasonore pour comparer les
valeurs de Dufresne et coll. de 0.048 m/s/Psi (7 m/s/Mpa) en fonction de la vitesse ultrasonore et de
-0.00041 dB/cm/Psi (-.06 dB/cm/Mpa) pour I'attenuation. La premiere chose qu'on note c'est qu'avec
Dufresne et coll. [Dufresne et coll. 1994], une augmentation de pression s'accompagnait d'une
augmentation de la vitesse ultrasonore alors que ce n'est pas necessairement Ie cas ici (voir resultats a
I'annexe D). On peut done penser que I'influence de la fraction massique sur la vitesse est plus grande
que ce que laisse entrevoir les valeurs observees puisqu'elle travaille dans Ie sens contraire de la
pression. Notez id que les tests sent dynamiques. Pour les travaux de Dufresne et coll., I'attenuation et la
pression etaient inversement proportionnels alors qu'avec une fraction de carbonate de calcium variable,
ils sont directement proportionnels. C'est done dire que I'effet preponderant est celui de la fraction de
charge.
Pour ce qui est de la temperature, elle varie tres peu selon ce traitement de donnees puisque les
conditions d'operation ont ete maintenues constantes exception faite du debit de carbonate de calcium
(evidemment). On rappelle que Dufresne et coll. ont obtenus des variations des mesures ultrasonores
reliees a la temperature sur des systemes non-charges de -.06 dB/cm/°C et -4 m/s/°C. Tout comme eux,
une augmentation de la temperature entrame une diminution de I'attenuation ou de la vitesse ultrasonore
par centre, cette tendance n'est pas aussi marquee dans ce cas-ci. Peut-etre que les differences de
concentration et de temperature d'operation expliquent ce phenomene.
Deja, on peut identifier des relations possibles pour les variables manipulees en entree:
ITICaC03
W = f(QcaC03. QPP) = mca'cosTmpp <5-1)
Pour les variables mesurees, avec les donnees de regression et I'analyse precedente, seule la
temperature de I'ecoulement fondu semble insignifiante du point de vue de la fraction massique mais
influence les proprietes ultrasonores. Aussi, pour avoir un modele complet, on se basera sur la relation
qui suit pour faire nos modeles neuronnaux.
(t) = f(Vus' Aus, P, AP(contrainte de cisaillement), T, Torque) (5.2)
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5.3. Dispersion
5.3.1 Influence des parametres d'operation
L'objectif est de comparer les criteres statistiques obtenus au tableau E.1 (en annexe E), avec les seuils
de confiance statistiques. On fixe Ie seuil acceptable a 90%. Tout ce que diront ces resultats c'est s'il y a
eu ou non possibilite d'interaction lineaire entre les variables dont on fait la regression avec la dispersion.
On a egalement les tableaux de valeurs compilees par plans orthogonaux a I'annexe D.
Le traitement du CaC03 au stearate est utilise pour ameliorer la dispersion. Le tableau D.2b2 permet de
valider cette theorie. Dans tous les cas sans exception, on constate une amelioration systematique de la
dispersion en consequence du traitement de surface des particules. D'ailleurs, les donnees de regression
partielles portent a confirmer egalement ce phenomene.
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Graphique 5.3 : Relation entre Ie debit et I'indice de dispersion
Le debit est la variable manipulee qui semble Ie plus affecter la dispersion. C'est ce qui est constate au
tableau E.1 ou Ie debit est la variable manipulee presentant Ie plus grand coefficient de Fisher (40.3) et de
determination (r=0.532) ce qui est largement suffisant pour esperer la possibitite d'un lien entre ces
variables. Au tableau D.2, c'est egalement Ie debit qui affecte Ie plus les valeurs de dispersion.
Les donnees ont ete separees en differenciant par categorie de concentration pour eviter de
glisser des erreurs qui seraient consequentes a des differences de concentration.
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Afin d'aller un peu plus loin dans la direction du debit, on a amalgame les resultats par classe de valeurs
d'indice de dispersion en faisant la moyenne pour chaque categorie (annexe D). De la, on obtient Ie
graphique 5.3 pour la variation du debit en fonction de la dispersion qui a un r2 = 0.8078 ce qui semble
confirmer nos observations anterieures. A noter que les conditions d'operations ne sont pas
necessairement identiques d'une classe a I'autre et que I'orthogonalite n'est pas respectee. On salt qu'une
hausse de debit entrame une decroissance des temps de residence (voir graphique 3.1). Si on suppose
qu'un materiau se faisant cisailler plus longtemps donnera une meilleure dispersion, on peut expliquer la
relation entre Ie debit et I'indice de dispersion.
Le profit de temperature semble avoir un impact important sur la dispersion. Ess et Hornsby [Ess et
Hornsby 1987] ont tente de varier la temperature et de verifier la dispersion (par une methode differente)
au long de la vis. A la sortie, peu importe Ie profil utilise3, ils avaient a-peu-pres la meme dispersion a la
sortie. Leur indice de dispersion est base sur Ie diametre moyen des particules. Dans Ie cas present, il en
est autrement. On observe des variations de t'indice de Suetsugu de 0.65 a 0.95 sur une echelle variant
de 0 a 1. Ces resultats peuvent s'expliquer par Ie fait qu'Ess et Hornsby ont effectues un premelange
avant de produire un profile par extrusion. Apres avoir pris des echantillons tout Ie long de la vis, ils ont
observe que I'etape critique de dispersion se situait dans les premieres sections de baril. Cependant, ils
ont egalement observe que Ie cisaillement favorisait Ie processus de dispersion en variant la configuration
de la vis. C'est peut-etre Ie lien qui peut etre fait avec les presents resultats. En chauffant davantage
dans les premieres sections de baril, on favorise la dispersion [Ess et Hornsby 1987]. Dans les dernieres
sections de baril, une diminution de temperature est associee a une augmentation de la viscosite done une
augmentation du cisaillement (voir equations 3.1 et 3.2). On observe au tableau D.2c une amelioration
systematique a chaque fois qu'on diminue la temperature de sortie et qu'on augmente la temperature
d'entree. En regroupant sous forme de classes de dispersion comme il fut fait pour Ie debit, la tendance
est confirmee (voir graphique 5.4). Pour confirmer ces hypotheses, it faudrait faire davantage d'essais a
differents profils de temperature. On peut meme essayer des profils de temperature inverses (exemple :
220-175°C). Cependant, il faut prendre garde de ne pas trop chauffer Ie polymere qui pourrait alors se
degrader. Le coefficient de Fisher calcule sur I'ensemble des donnees en tenant compte de la
temperature de sortie est satisfaisant et Ie coefficient de regression taisse entrevoir la possibilite d'une
relation plus profonde entre ces parametres (voir tableau E.1).
Tel qu'on peut Ie remarquer au tableau D.2a, la concentration de charge affecte tres peu la dispersion.
Cette observation est renforcee par la valeur du coefficient de determination r=0.126. Parmi les variables
Les trois profils de temperature utilises par Ess et Hornsby etaient 165-200°C, 185-220°C et 205 a
240°C.
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manipulees, c'est celle qui semble affectee Ie moins la dispersion. Cependant, des travaux anterieurs
semblent contredire cette observation [Suetsugu 1990a, Gendron et coll. 1994a].
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Graphique 5.4 : Relation entre la temperature et I'indice de dispersion
L'effet de la vitesse de rotation des vis n'est pas aussi clair. Pour des conditions d'operation identiques, la
vitesse de la vis ne semble pas avoir d'incidence claire sur I'indice de dispersion (tableau D.2e). Le
coefficient de determination est presente au tableau E.1, et exprime la possibilite qu'un lien de type lineaire
unisse les deux variables sur lesquelles ce facteur est calcule. La raison qui porte a croire a une realite
plus complexe vient de la dichotomie cisaillement -temps de residence. En augmentant la vitesse de
rotation des vis, on cisaille davantage mais Ie temps de residence diminue (bien que cet effet soit mains
important que dans Ie cas d'une variation de debit). II peut s'ensuivre la degradation partielle du polymere
si Ie cisaillement est tel qu'il provoque ce phenomene. Aussi, I'effet de la vitesse de rotation de la vis peut
etre noye par ces autres facteurs d'ou la complexite de I'analyse de cette variable.
5.3.2 Relation entre la dispersion et les variables mesurees
5.3.2.1. Proprietes ultrasonores
Les conditions d'operation utilisees permettent de changer la qualite de la dispersion. La variabilite
obtenue de I'indice de dispersion est suffisante pour permettre une analyse [0.69-0.91].
Etant donne que I'attenuation et la vitesse ultrasonore sont affectes par la pression, la temperature et la
fraction massique de CaC03, II faut mettre un bemol important lors de I'analyse. Les relations qui existent
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entre ces proprietes ultrasonores et I'indice de dispersion sont difficiles a extraire. Si on minimise les
effets de temperature, pression et de concentration, on note que I'attenuation va en general dans Ie sens
contraire de I'indice de dispersion tandis que la vitesse ultrasonore ne changera pas beaucoup. D'ailleurs,
au graphique 5.2a, on n'a note qu'une tres faible variation couverte par I'erreur experimentale) pour la
vitesse ultrasonore en fonction du traitement ce qui porte a croire qu'il n'y a pas vraiment de lien entre ces
deux variables. D'autre part, Ie graphique 5.2b renforce I'hypothese de la decroissance de I'attenuation
pour une amelioration de la dispersion. Malgre tout, il faut prendre garde aux conclusions hatives car, on
I'a deja dit, les proprietes ultrasonores sont affectees par de nombreuses conditions d'operation qui sont
difficiles a differencier les unes des autres.
5.3.2.2 Autres variables mesurees
Le couple impose a la vis semble avoir une tendance decroissante a mesure que I'indice de dispersion
augments. Les coefficients de determination et de Fisher portent a croire a une relation possible entre la
dispersion et Ie travail mecanique. Ce travail semble lie a la temperature dans une certaine mesure
puisqu'il est legerement moins important a temperature plus elevee ce qui porte a penser qu'il temoigne
en partie de la viscosite du materiau mais puisqu'il est une mesure du debit (voir relation 5.1) et que
celui-ci a un fort impact sur Ie niveau de dispersion, alors Ie taux de cisaillement (done Ie couple) sera tie
de la meme fagon a I'indice de dispersion . Dans ce cas-ci, et dans Ie cas de la contrainte de cisaillement
comme il sera explique plus loin, la degradation du materiau peut affecter ces valeurs.
Les variations de pression observees montrent une tendance inversement proportionnelle en fonction de
I'indice de dispersion (tableau D.3) avec des coefficients de determination et de Fisher satisfaisants pour
emettre I'hypothese d'une relation possible entre ces valeurs et la dispersion. Cependant, la pression est
fonction du debit de carbonate de calcium et de polypropylene et de la temperature. II est difficile de voir si
la variation totale de pression peut etre expliquee entierement par ces valeurs. Si on pense a la pression
en terme de gradient done de contrainte de cisaillement, on observe une relation qui semble inversement
proportionnelle (Fisher= 33.9 et r = 0.499 pour donnees brutes).
L'accroissement du debit etant lie a une chute du temps de residence, la duree du cisaillement n'est pas
suffisamment importante pour ameliorer la dispersion. C'est ce qu'on peut observer aux tableaux D.2a et
d. Pour un debit constant, si on augmente la temperature on diminue la viscosite alors Ie cisaillement
diminue egalement ce qui entrame une diminution de la dispersion. Ceci est observe au tableau D2c
explique a travers I'equation 3.2.
48
(a)
27.5 T
25.5 +
23.5 +
21.5
19.5 +
17.5
15.5 +
13.5 +
11.5 +
9.5
7.5
0.65
aus2/1
- couple
- pyrolyse
-0-------J
<^- ^
0.7 0.75
+
0.8
ID
0.85 0.9 0.95
(b)
1300
1200 +
1100 +
1000 +
900 +
800 +
700
0.65
• VUS2/1
P fondu
0.7 0.75 0.8
ID
0.85 0.9 0.95
Graphique 5.5 : Relations existantes entre (a) I'attenuation, I'amperage (b) la vitesse ultrasonore et la
pression de I'ecoulement fondu, avec la dispersion du carbonate de calcium dans la phase majeure
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5.4 Conclusion partielle
En resume, les debits sont evidemment les seuls variables manipulees affectant la concentration
massique de charges dans Ie polypropylene. La relation est donnee par 5.1. Dans une optique de
controle, on voudra utiliser les variables mesurees pour modeliser les variables cibles. Pour avoir un
modele complet, 11 importe d'y inclure, toutes les variables affectant les variables cibles mais aussi les
proprietes ultrasonores puisque c'est Ie lien que I'on veut mettre en evidence. II en sera de meme lorsque
la dispersion sera la variable a quantifier. II est impossible d'eliminer avec certitude I'une ou I'autre des
variables mesurees a ce stade-ci que ce soit pour determiner la fraction massique de charge, I'indice de
dispersion ou les deux a la fois en raison des interactions complexes.
Les relations sont trap complexes pour etre bien capables de les analyser dans un espace lineaire.
Logiquement, une modelisation subsequente faisant appel a la non-linearite permettrait d'effectuer Ie suivi
en-ligne de la variation de I'indice de dispersion si la technique de modelisation est choisie judicieusement.
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6. LA MOD^LISATION PAR LES RESEAUX DE NEURONES
6.1. Les techniques de modelisation pour les systemes non-lineaires
Dans cette partie, on expliquera les techniques de modelisation les plus utilisees soit les methodes de
regression et les methodes analytiques. Puis, on definira diverses techniques issues de I'inteltigence
artificielle et on expliquera dans quels domaines elles sont utilisees habituellement. Les reseaux de
neurones ont ete choisis comme outil de modelisation en raison de la complexite des phenomenes qui
surviennent au cours de la production d'un polymere charge dans une extrudeuse bivis.
6.1.1 Les techniques de regression
Les techniques de regression sont couramment utilisees pour I'obtention d'un modele mathematique. On
realise d'abord des experiences permettant I'identification des effets de chaque variable significative
d'entree d'un systeme sur la sortie de ce systeme. C'est Ie plan d'experiences (pour un exemple, voir la
section 3.2). Apres I'analyse des donnees obtenues de cette fagon, on peut faire I'hypothese d'un modele
(lineaire, premier ordre, second ordre, logarithmique, exponentiel, etc) et tester celle-ci pour en verifier la
validite. Cette verification se fait a I'aide de criteres statistiques comme Ie coefficient de correlation,
I'analyse des residus (erreur) et les tests pour verifier si Ie modele calcule colle bien aux mesures
effectuees ("lack-of-fit-test").
Ces methodes sont beaucoup utilisees pour les modeles lineaires puisque beaucoup de logiciels existent
pour trailer ces cas a peu d'efforts. Cependant, on ne peut les appliquer que pour un systems possedant
une seule sortie. Si on a une co-linearite, c'est-a-dire deux cas donnant Ie meme resultat, il se peut que la
technique ne puisse permettre d'obtenir un modele qui convienne. De plus, les efforts consacres a
I'obtention d'un modele peuvent devenir gigantesques dans Ie cas de modeles plus compliques.
Cependant, si on reduit la plage de travail de chaque variable pour qu'une approximation par un models
lineaire soit possible, les methodes de regression peuvent souvent convenir. C'est pourquoi ces
methodes sont largement utilisees dans I'industrie.
6.1.2 Les techniques analvtiaues
La rheologie et les equations de mouvement a plusieurs dimensions permettent de comprendre les
phenomenes d'ecoulement dans des canaux de differentes formes d'une extrudeuse. Quelques fois, 11 est
difficile de resoudre Ie systeme d'equations et on doit utiliser des techniques comme ceile des elements
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finis. POLYCAD en est un exemple [Kalyon et coll. 1988, O'Brien 1992, Kalyon et coll. 1989b]. En raison
de la complexite de I'ecoulement dans les extrudeuses multivis et parce que ces procedes n'ont pas re^u
de traitement theorique assez complet, on n'a pas vraiment accompli de simulation a I'exception du
logiciel POLYCAD. Ce dernier permet de simuler un ecoulement dans une bivis pour un fluids ayant un
comportement newtonien et dont la viscosite suit la loi de puissance, Ie modele de Carreau ou un
comportement du type log-polynomial. POLYCAD existe en une et deux dimensions seulement.
L'ecoulement doit etre asymetrique ou dans un plan en 2D et en 1D, Ie logiciel fonctionne pour un
ecoulement developpe dans des canaux de forme arbitraire. En fait, Ie logiciel POLYCAD solutionne des
equations de mouvement en utilisant les elements finis. Cependant, it ne permet pas encore la versatilite
qui est propre aux procedes d'extrusion multivis. Neanmoins, les resultats obtenus sont satisfaisants
mais les applications sont encore limitees par les hypotheses mentionnees ci-haut. Ainsi, des limitations
surviennent lorsque Ie processus etudie ne correspond pas aux hypotheses formulees comme
I'ecoulement developpe et Ie continuum de la matiere. Puisqu'ici on a un ecoulement comportant deux
matieres immiscibtes, Ie degre de difficulte augmente en meme temps que les restrictions, du point de vue
de la methods. On done la dans la modelisation par les techniques analytiques mais cela n'est pas
adapte a un problems de dispersion.
6.1.3 Les techniques de I'intelliaence artificielle
a) Les systemes experts
Un systeme expert resout des problemes qui sont normalement solutionnes par des experts humains. Un
systems expert comprend une base de connaissances qui peut etre representee sous forme de regles de
production. Etant donne que les regles sont explicitees, il est possible de suivre Ie raisonnement qui
mene a une conclusion de ces regles.
Un systems expert resout Ie probleme a I'aide de la base de connaissances qui lui a ete implantee. Done,
pour en construire un, il faudra qu'une source d'informations, experte dans Ie domaine concerne, soit
disponible et qu'ils soit capable de traduire ses connaissances en un formalisme coherent. On realise un
systems expert lorsqu'on dispose d'une expertise et quand des explications seront necessaires quant au
cheminement effectue pour en arriver a une certaine conclusion. Cependant, Ie developpement d'un tel
systems peut prendre plusieurs mois ou plus si Ie probleme est complexe [Caudill 1991]. Plusieurs
applications existent dans la mise en forme des plastiques [Anon 1988, Diraddo et coll. 1993, Hunkar et
Mastine 1991].
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b) Les reseaux de neurones
Un reseau de neurones est constitue de noeuds (neurones) connectes les uns les autres selon une
architecture definie. Les valeurs des noeuds sont modifiees grace a des algorithmes d'optimisation choisis
qui constituent la loi d'apprentissage. Les plages de valeurs et la continuite de ces valeurs sont
determinees par une fonction d'activation choisie par Ie concepteur du reseau. Au lieu d'etre representee
par des regles comme dans les systemes experts, la connaissance est distribuee a travers Ie reseau.
C'est pourquoi Ie dernier est vu comme une boTte noire dont 11 est difficile d'interpreter les parametres
internes.
Dans la pratique, les reseaux de neurones se distinguent des autres techniques de I'intelligence artificielle
et des methodes de regression par I'effort consacre pour I'obtention d'un modele assez complexe. II est
tres minime ici. Les reseaux de neurones ne prennent que quelques semaines a quelques mois pour etre
mis au point. En plus du temps necessaire a leur mise sur pled, Us sont tres flexibles. Par centre, aucune
explication n'est donnee quant aux resultats obtenus puisque les connaissances sont distribuees a travers
Ie reseau [Caudill 1991]. Les domaines d'application des reseaux de neurones sont la classification de
donnees, la modelisation, la prediction, I'optimisation et Ie traitement de signal. Plus particulierement, Ie
domaine des precedes industriels a donne plusieurs opportunites pour utiliser cet outil: la modelisation
des precedes, I'optimisation des procedes, comme systeme de controle en boucte ouverte pour aider la
surveillance du precede, pour la prediction de la qualite du produit en continu, Ie controle statistique de
precedes (multivarie, predictif, etc), organisation du calendrier de la maintenance preventive, la validation
de senseurs (donnant lieu a des alarmes si des problemes surviennent), Ie controle en temps reel. Les
reseaux de neurones ont ete dans Ie domaine des polymeres (Bos, Bos et Van der Linden 1992) et dans
la prediction de parametres de qualite en moulage par injection (Potente et Wendehals 1994).
Le phenomene etudie est complexe a cause des effets inverses et ne semble pas lineaire. Des lors, les
methodes de regression qui sont exceltentes pour les systemes lineaires doivent etre ecartees. Compte
tenu que les phenomenes menant a une dispersion donnee sont mat compris, les techniques analytiques
sont eliminees. !=tant donne Ie manque de connaissances de la phenomenologie du systems, on s'est
tourne vers une demarche empirique soit les reseaux de neurones. La prochaine section permettra
d'exposer les particularites de ceux-ci.
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6.2. Les reseaux de neurones
Un bref historique permettra au lecteur de mieux voir ou on en est avec les reseaux de neurones. Puis, on
montrera plus en details Ie fonctionnement d'un reseau de neurone tres populaire : Ie reseau de neurones
a connections unidirectionnelles avant et a apprentissage par retropropagation de I'erreur.
6.2.1 Historiaue
Les premieres ebauches de reseaux de neurones furent realisees en 1943 par McCullough et Pitts, qui
s'inspirerent des mecanismes du cerveau humain telle qu'on les connaissait a I'epoque. On y voyait de
simples elements connectes entre eux. Plusieurs entrees communiquent avec un noeud qui, a I'aide d'une
fonction de transfer! ou d'activation, calcule la sortie. A I'epoque, la fonction de transfert utilisee est
I'echelon. Aussi, on a un ensemble limits de possibilites pour les valeurs de sortie. Si la somme des
entrees depasse une valeur seuil, on active la sortie. Sinon, on la rend inactive. Ainsi, Ie neurone de
sortie a deux etats possibles. De plus, il depend seuleme.nt des entrees. Le neurone de base est montre
a la figure 6.1. Pour plus de details sur les travaux anterieurs, on peut lire [Ashby 1952, Minsky 1954,
Minsky et Papert 1969, Block 1962].
En 1959, Widrow de Stanford developpa un modele adaptatif lineaire [Widrow et Hoff 1960]. Ce fut Ie
premier projet de reseau de neurones qui s'attaquait a un vrai probleme dans Ie monde reel (elimination
des echos sur les lignes telephoniques). Widrow introduit Ie biais, un noeud servant a exprimer Ie seuil, a
travers Ie systeme ADALINE (adaptive linear element} et son successeur, MADALINE (multiple adaptive
linear elements), dans lequel ils connecterent plusieurs de ces elements simples entre eux pour former un
reseau.
En 1962, Rosenblatt [Rosenblatt 1962] mit au point un des premiers modeles de reseau de neurones sur
les bases des travaux precedents. Connectes entre eux de fa^on unidirectionnelle, les neurones forment
un reseau nomme perceptrons. La fonction de transfert demeure I'echelon. A I'aide d'un algorithme
d'optimisation, on minimise I'ecart entre les valeurs predites par Ie reseau de neurones et les valeurs
mesurees. Le gradient simple est un exemple d'algorithme d'optimisation. Cette technique permet de
classifier n'importe quel probleme avec des donnees lineairement separables [Rich et Knight 1990].
Rosenblatt fut pionnier dans la simulation de reseau de neurones par ordinateur.
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Figure 6.1 : Neurone de base
L'amelioration de la vitesse d'execution des ordinateurs, la construction des ordinateurs paralleles et
surtout grace a I'apparition d'algorithmes de calcul plus performants et de nouvelles architectures, ont
permis de developper, dans les annees 80, les reseaux de neurones [Rich et Knight 1991]. La sigmoTde
est la fonction d'activation qui est la plus souvent utilisee maintenant. Les reseaux modernes
comprennent des couches de noeuds caches entre les entrees et les sorties. La nouvelle loi
d'apprentissage s'appliquant a ces reseaux est la regle du delta generalisee ou regle de retropropagation
[Werbos 1974, Parker 1982, Rumelhart et coll. 1986a,b,c, Widrow et Hoff 1960].
Par la suite, en 1986, Rumelhart et McClelland [Rumelhart et coll. 1986a,b,c] developperent un reseau par
retropropagation (backpropagatioh) qui est encore couramment employe aujourd'hui. Le reseau utilisant
cet algorithme est compose d'une couche d'entrees, d'une couche de sorties et d'une ou plusieurs
couches cachees.
6.2.2 L'apprentissaae dans un reseau de neurones
II y a deux grandes classes de methodes d'apprentissage soit les reseaux supervises et non-supervises.
L'apprentissage supervise ressemble au renforcement positif [Barto 1985 dans Rich et coll. 1990]. II
consiste a presenter des entrees au reseau qui calcule alors une sortie. Un superviseur indique si c'est
ou non une bonne reponse. Les poids sont alors modifies et Ie reseau atteindra un etat stable apres
plusieurs iterations de ce type. L'entramement non-supervise consiste en un reseau de neurones dans
lequel les valeurs cibles d'entramement ne sont pas donnees. Le reseau gere cette information et fait lui-
meme des classes. Seuls les reseaux de neurones supervises seront investigues.
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6.2.3 Structure des reseaux de neurones
Un reseau de neurone est defini par ses trois composantes : sa fonction de transfert, son architecture et
sa loi d'apprentissage (ou algorithme de calcul). Le type de reseau Ie plus couramment utilise est celui a
connexion unidirectionnelle par retro propagation de I'erreur.
Ce type de reseau de neurones comprend un vecteur d'entrees, un vecteur de sorties et entre les deux,
un ou plusieurs vecteurs, chacun constituant une couche cachee [Werbos 1974, LeCun 1985, Parker,
1985, Rumelhart et coll. 1986]. Chaque vecteur est constitue de noeuds. Comme on peut Ie voir a la
figure 6.2, chaque noeud d'une couche est relie a chaque noeud de la couche suivante par une connexion
unidirectionnelle.Generalement, Ie reseau comprend pour chaque courbe, un noeud dont la valeur est 1;
ce noeud est appele Ie biais et sert de seuil pour la fonction d'activation.
Avant de pouvoir etre utilise, Ie reseau doit etre soumis a une phase d'apprentissage. Si on utilise la
fonction sigmoTde, un reseau a trois couches (1 couche cachee) et que la regle d'apprentissage est celle
par retropropagation de I'erreur alors, Ie fonctionnement de I'algorithme comprend les etapes suivantes.
Chaque connexion a une valeur numerique qui lui est attachee qu'on appelle poids. Ces poids sont
modifies par un algorithme de calcul et Ie plus classique est celui de retropropagation. Au depart, les
poids ont des valeurs aleatoirement choisies ou imposees par I'utilisateur. A partir des entrees, les
noeuds des couches cachees sont calcules (equation 6.1). Les noeuds de sortie sont calcules a partir de
la valeur des noeuds caches de la meme fa?on [Rich et Knight 1991]. Pour determiner dans quel
intervalle et quelles valeurs pourront prendre les valeurs de sortie, on doit definir une fonction d'activation.
On la definit comme un poids critique a partir duquel Ie signal sera envoye d'un noeud aux noeuds qui lui
sont connectes. L'utilisation de ces fonctions permet d'elargir I'eventail des problemes pouvant etre
resolus par les reseaux de neurones [Rich et Knight 1991 .Lawrence 1991]. L'equation 6.1 correspond a
une fonction d'activation de type sigmoTde. Cette fonction bornee permet la modelisation de phenomenes
tres complexes mais ne permet que des valeurs comprises entre -1 et 1 ou 0 et 1 .
On commence par utiliser ces equations pour Ie calcul des sorties des noeuds caches puis pour les
sorties du reseau. Pour calculer I'entree d'un noeud cache ou d'une sortie, on se sert de 6.2 qu'on
substitue dans 6.1. Une fois que la valeur des noeuds de sortie a ete trouvee, on calcule I'erreur entre les
valeurs calculees et les valeurs cibles ainsi que celle sur les noeuds caches en utilisant I'equation 6.3.
Les poids sont modifies en partant de la sortie vers les noeuds caches (equation 6.4). On calcule alors
I'erreur sur les noeuds caches (6.5). Puis, on modifie les poids entre la couche d'entree et la couche
cachee a I'aide de I'equation 6.4 qui est la regle du delta generalise.
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Figure 6.2 : Modele de reseau de neurones
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Entree du neurone i du patron p ou on etablit Ie calcul. i peut etre une entree ou un
noeud cache ;
associe au biais (vaut toujours 1);
poids du biais;
numero de la sortie;
numero de I'entree;
numero de I'experience ou du patron de donnees.
Le processus recommence en prenant comme poids de depart ceux calcules lors de la derniere etape
jusqu'a ce que I'erreur obtenue entre les sorties calculees et les valeurs cibles rencontre tes criteres
d'arret.
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dip=(Ti,p-Oip)f'(lj,p) (6.3)
djp : Erreur sur Ie neurone de sortie i pour Ie patron p;
Ojp : sortie calculee;
Tjp : valeur cible;
f'(lj^p) : derivee de la fonction d'activation.
Dn+i wj|< = b(d,,p - Oj,p) + aDn(wjk) (6.4)
b : taux d'apprentissage;
a : facteur de momentum;
n : numero d'identification de I'iteration.
5ip = f'(li,p)SK§K7iwjk (6.5)
§l<p : Erreur sur Ie neurone k pour Ie patron p;
k : Leneuroneaquiidanslacouchecachee,envoiesasortie.
Les poids sont modifies grace a 6.4. Le reseau de neurones apprend a partir d'un certain nombre de
patrons d'apprentissage constitues de vecteurs d'entree et de sortie. Les sorties constituent Ie vecteur
des valeurs cibles c'est-a-dire les valeurs pour lesquelles Ie reseau doit "apprendre" a quel vecteur
d'entree elles correspondent. Lors de la construction du reseau de neurones, on doit determiner Ie
nombre de couches et de noeuds caches. Actuellement, ceux-ci sont determines par essais-erreurs en
verifiant les performances obtenues lors de la validation [Linko et coll. 1992, Hoskin 1988]. Pour valider
les resultats obtenus apres t'entramement ainsi realise, on calculera un coefficient de correlation moyen
obtenu entre les donnees calculees par Ie reseau et les resultats reels [Cauditt 1991,Linko et coll. 1992].
Les patrons utilises pour la validation doivent appartenir aux m^mes intervalles que les patrons utilises
pour I'apprentissage. On presents ces patrons au reseau dont I'apprentissage est termine et qui a, par
consequent, des valeurs de poids fixes. Les valeurs calculees par Ie reseau en validation sont
comparees aux valeurs reelles mesurees. L'erreur de modelisation peut alors etre calculee.
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La fonction de transfert, I'architecture et la loi d'apprentissage d'un reseau sont ses composantes
principales. A travers les etapes de developpement du reseau de neurones, on a constate que la
combinaison sigmoTde, 3 couches avec retropropagation pouvait modeliser un ensemble tres varie de
phenomenes complexes non-lineaires. Les details de la structure des reseaux de neurones choisis font
I'objet de la section 7. .
6.3 Les reseaux de neurones et la technique ultrasonore
Quelques experiences tirees de la litterature portent sur Ie couplage reseaux de neurones-ultrasons. lci,
les ultrasonores s'apparentent a la technique montree en 2.2 mais gardent toutefois des differences
marquees. Par example, Guez et coll. [Guez et coll. 1991] ont utilise un reseau de neurones a poids
partages et un autre a connexions unidirectionnelles pour fins de comparaison dans la filtration d'images.
11s ont montre que I'epuration du bruit n'etait pas necessaire grace aux reseaux de neurones. Ceci permet
done d'eviter les etapes de traitement ce qui en ameliore I'efficacite tout en reduisant les risques d'erreurs
(bien que les resultats des reseaux de neurones ne soit pas exempts d'erreurs). Dans Ie controle de la
qualite de materiaux composites, on trouve quelques exemples egalement [Tomsen et coll. 1991, Raju
Damarla et coll. 1992]. Pour plus de details sur Ie couplage ultrasons-reseaux de neurones, on peut lire
Sachse(1991).
6.4 Problematique II
Les relations entre les variables cibles et les differentes variables influen?ant les dernieres sont vagues et
complexes. Etant donne ceci et en raison de I'insucces des quelques essais de regression effectues, la
technique des reseaux de neurones semble etre Ie choix qui permettra I'obtention d'un modele. Les
postulats qui sous-tendent les travaux de cette deuxieme partie s'expriment ainsi:
S'il existe des relations modelisables entre les entrees et les sorties;
si les entrees choisies circonscrivent bien les cas possibles a I'obtention des sorties;
si les valeurs choisies circonscrivent la zone d'operation;
ators, il est possible d'obtenir un modele a partir des reseaux de neurones.
59
7. MISE AU POINT DU R^SEAU DE NEURONES
L'outil de modelisation qui fut programme est Ie reseau de neurones a connections unidirectionnelles avant
et a apprentissage par retropropagation de I'erreur (voir section 6.2). Le but de ce chapitre est d'expliquer
davantage tous les details techniques et structuraux particuliers aux reseaux de neurones qui furent
utilises et d'interpreter les resultats obtenus a partir de cet outil.
7.1 Choix des patrons d'entraTnement et de validation
Sur la totalite des patrons de donnees, environ 50% servant a I'entramement et Ie reste sert a valider les
reseaux de neurones. L'important est de bien circonscrire les plages d'operations et de mesure de chacun
des parametres. Aussi, Ie choix des patrons d'entramement s'est fait en tenant compte des minimums et
des maximums pour chacune des variables manipulees mesurees ainsi que des variables cibles.
D'ailleurs, lors de la construction du plan experimental, les plages d'operation ont ete circonscrites.
A ces fins, on choisit les patrons de donnees correspondant aux optimums pour I'entramement. Pour
chaque cas, on regroupe les patrons ayant des conditions d'operation identiques pour toutes les
concentrations de charge possible. La totalite des valeurs correspondant aux patrons d'entramement et
de validation se trouve a I'annexe F. Les patrons utilises quand I'indice de dispersion fait partie des sorties
ne comportent pas les cas a 0% de €3003 puisqu'aucun indice ne peut etre calcule et que Ie reseau doit
comporter une valeur ayant un sens a tous ses noeuds d'entree et de sortie. Dans cette etude, lorsque la
concentration reelle est la seule sortie, on aura 57 patrons d'entramement et 61 pour la validation. Des
qu'on a I'indice de dispersion en sortie, 51 patrons d'entramement et 53 de validation sont alors utilises.
7.2 Choix de la structure du reseau de neurones
Les variables de sortie du reseau sont les variables cibles qu'on veut predire a partir de variables
d'entrees. lci, ce sont les mesures effectuees en laboratoire soient la concentration reelle de CaCC^ et
I'indice de dispersion. Le reseau tel que defini plus tot doit comporter une sortie ou plus. Aussi, les trois
combinaisons possibles de variables de sortie seront experimentees pour verifier les performances des
reseaux de neurones.
Les variables d'entree du reseau de neurones font partie des variables manipulees et mesurees du plan
d'experience. Pour determiner les variables d'entree qui permettront de produire un modele performant,
on doit d'abord poser des relations en fonction des variables cibles desirees (equations 7.1 a 7.9). La
relation de la pyrolyse avec les variables manipulees, mesurees ou les deux a la fois est assez bien
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connue. Elle sont des sous-ensembles des 3 premieres relations presentees. Elles ont ete simulees afin
de connaTtre la capacite du reseau de neurones a dresser une relation a partir de variables d'entrees dont
certaines n'ont pas de liens avec les sorties et d'autre part,dans Ie but de prevoir les effets de I'erreur
d'estimation de la fraction de charge reelle dans Ie cas ou on desire avoir une reponse a la fois pour cette
variable et pour I'indice de dispersion. On privilegiera les variables mesurees dans I'etablissement du
modete puisqu'elles permettront de predire les variables de sortie meme si des problemes surviennent au
niveau des conditions d'operation.
La partie 5.2.1 a montre les liens existants entre P1, P2, P3, Pmelt, la contrainte de cisaillement et Ie debit
pour la geometrie de filiere adoptee. On ajoutera tout de meme toutes ces variables a la fois car la
contrainte de cisaillement seule donne indirectement Ie gradient de pression vers la sortie, parce que
Pmelt indique ce qui se passe avant Ie dernier changement de geometrie de canal d'ecoulement et car P1,
P2, P3 donnent des valeurs absolues des pression vers la sortie. En ajoutant Ie debit, Ie reseau pourra
connaTtre approximativement la valeur de la viscosite en continu done du niveau de cisaillement et par
consequent, de la dispersion(voir equation 3.2). Les reseaux de neurones ont la capacite de gerer les
surplus d'information, les variables inutiles ou contenant du bruit. Aussi, meme si tous ces parametres ne
sont pas necessaires, ils ne sont pas supposes nuire aux resultats obtenus. De plus, ces precautions
premuniront centre un changement de geometrie de la filiere sans qu'on ait a recommencer tout
I'entramement du reseau.
0,=f(Type,T,,Qpp.RPM,,Oj (7.1)
^R = f(V^,A^.RPM^,A. M^,Mp, Pi.P^.Pa, Stress) (7.2)
0, = f(Type, T,, Qpp.RPM,.0,.V^.^,RPM^,A. M,,Mp, P,,P,,P3, Stress) (7.3)
ID=f(Type,T,.Qpp,RPM,,Oj . (7.4)
ID = f (V^A^.RPM^A, M,,Mp, ?„?„?„ Stress) (7.5)
ID = f (Type. T,, Qpp,RPM,,0,,V^,A^.RPM^A, M,,Mp. P^.Pg, Stress) (7.6)
g(0,,ID) = f (Type. T,, Qpp.RPM,.0,) (7.7)
g(OR.ID) = f (V^,^,RPM^,A, MpMp, P^P,, Stress) (7.8)
g(d)R,ID) = f (Type, T,, Qpp,RPM,,0,,V^,A,i,RPM^,A, M,,Mp, ?„?„?„ Stress) (7.9)
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^
ID
Type
TS
Qpp
RPM,,
^
V^/t
,1
RPM,
A
MT
M.
Stress
Fraction massique de charge reelle;
Indice de dispersion;
Type de carbonate de calcium utilise (ST ou N-ST);
Temperature de sortie de I'extrudeuse;
Debit massique de polypropylene;
Vitesse de rotation de la vis demande;
Fraction massique de charge demandee;
Vitesse ultrasonore;
Attenuation de I'onde ultrasonore;
Vitesse de rotation de la vis mesuree;
Couple impose a la vis (amperage);
Temperature de I'ecoulement fondu (T^,();
Pression de I'ecoulement fondu (Pme/i);
Pression no. 1;
Pression no. 2;
Pression no. 3;
Contrainte de cisaillement calcule par Ie profit de pression obtenu.
En deuxieme etape, on verifie quelle est la structure optimale en faisant varier Ie nombre de noeuds
caches pour un ensemble entrees-sorties donnees. Les resultats de ces travaux sent contenus a
I'annexe G. Pour chaque iteration, on calcule I'erreur au carre, les erreurs moyennes et maximums pour
I'ensemble d'entramement et celui de validation. De la, on calcule un facteur de qualite qui varie de 1 a
120. II est decrit par I'equation 7.10 et a ete utilise par Frederique Renard en 1995 [Renard 1995]. II
fonctionne comme suit. Apres avoir classe les cas en fonction des valeurs calculees, on attribue des
valeurs en fonction de la performance obtenue. Celui-ci permet de determiner I'iteration correspondant a
la meilleure performance a I'interieur de ce meme reseau. C'est ce qu'on appellera Ie point optimal de
convergence.
FQ =S(m-rang(i)) (7.10)
m
Erreur sur entramement ou sur validation (kmax, vmax, kmoy, vmoy,ke2,ve2);
Nombre d'iterations qui sont retenues
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Les valeurs de kmoy, vmoy, kmax, vmax sont calculees selon les equations suivantes :
kmoy=(£abs(Y^-0^)/nk (7.11)
vmoy=(2abs(Yp,-0^)/nv (7.12)
kmax=Max(abs(Yp,-0^) • (7.13)
vmax=Max(abs(Yp,-0^) (7.14)
ke2=0.5(£(Y^-0^2) (7.15)
ve2=0.5(£(Y^-0^2) (7.16)
Y,pk
0pk
e
v
kmoy
vmoy
kmax
vmax
ke2
ve2
Sortie mesuree de I'experience p;
Sortie calculee de I'experience p;
symbolise les patrons d'entramement;
symbolise les patrons de validation;
ecart moyen pour les patrons d'entramement;
ecart moyen pour les patrons de validation;
ecart maximum pour les patrons d'entramement;
ecart maximum pour les patrons de validation;
somme des erreurs au carre pour les patrons d'entramement;
somme des erreurs au carre pour les patrons de validation.
Le facteur de qualite est utile pour trouver Ie meilleur compromis pour un reseau de neurones ayant une
structure donnee. Pour comparer des reseaux ayant des structures differentes, on a emprunte des indices
aux methodes statistiques. Le reseau de neurones fournit les valeurs calculees des variables cibles et
non pas des coefficients d'une equation quelconque. Le traitement effectue peut donner I'etat des noeuds
du point optimal de convergence. Une technique respectant ce phenomene est celle de la regression a
pas avant [Walpole et Myers 1989]. Pour utiliser cette methode, on a besoin des valeurs de sortie
mesurees et calculees, ce que fournit Ie reseau programme. On calcule la somme des carres de la
regression pour chaque variable cible :
SSR,=^m(Oi,,--t,) (7.17)
SSRj : Somme des carres de la regression pour la variable i;
o, : variable de la sortie i, calculee;
t j : moyenne sur I'ensemble des mesures de la variables i;
nk : nombre de patrons d'entramement;
nv : nombre de patrons de validation;
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i : numero de la sortie correspond a une variable;
p : numero de I'experience;
On calcule la somme des carres des valeurs mesurees :
SST,=^nv(ti,--t^ (7.18)
t,, : variable cible mesuree;•Ip
SST, : Somme des carres des valeurs mesurees pour la variable I;
Le coefficient de correlation (R(P)2) est defini comme suit:
SSRi
R(P)2 =^ (7.19)
Plus la valeur de (R(P)2) est elevee, meilleure est la correlation. Done SSR,, puisque SST, est constant
pour Ie meme i, ou (R(P)2) permettront de comparer les reseaux entre eux. C'est aussi ce critere qui
servira a determiner Ie nombre de noeuds caches optimal.
On calcule la moyenne du carre de I'erreur (s2), ce qui permettra de calculer Ie coefficient de Fisher (Q
pour verifier si Ie modele obtenu donne une reponse en de?a d'une precision predetermines par I'usager.
Ce critere permettra d'evaluer les performances du reseau.
3=1 (P'ip~^p)
32 =—s— (7-20)
S2 est identifie Emoy2 dans les tableaux de I'annexe G.
^(p)2
f,=— (7.21)
sf
Le coefficient de Fisher est compare par rapport a un critere preetabli fa(1,ddl) ou a est I'incertitude
admissible; Ie nombre de degre de liberte (ddl), est determine par Ie nombre de connections ou poids
modifiables pour en arriver a un reseau representant Ie modele donne. 11 se calcule comme suit:
ddl=njn,+1)+n,(n,+1)-n, (7.22)
rig : nombre d'entrees;
n^, : nombre de noeuds caches;
rig : nombre de noeuds de sortie.
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Cette equation s'applique pour une couche cachee seulement. Les poids des biais sont egalement inclus
dans Ie calcul du nombre de degres de liberte. Le modele est valable si f, > fa(1,ddl). Une derniere etape
avant de batir Ie models final est de trouver la structure optimate. On calcule les SSR(() et SSR|D pour
differents nombres de noeuds caches en ayant toujours comme base de depart, les relations 7.1 a 7.9.
On choisit d'abord Ie meilleur reseau de neurones en comparant les SSR (les SST sont constants). Ceux
calcules par Ie programme de reseaux de neurones sont inscrits au tableaux de I'annexe G. Les resultats
relatifs aux relations 7.1 a 7.3 sont exprimes aux graphiques H.1a, b, H.2a, b, H.3a et b. On a fait varier Ie
nombre de noeuds caches sur une plage de 3 a 10. Le meilleur reseau semble se situer a 9, 6 et 8
noeuds caches respectivement pour les relations 7.1, 7.2 et 7.3 (voir annexe G). II ne semble pas y avoir
de tendance bien etablie entre Ie nombre de noeuds caches et Ie SSR (ou Fisher), ou les criteres kmax,
vmax, kmoy, vmoy ou E2moy. Trouver Ie nombre de noeuds caches optimal se fait done par essai-erreur.
Aussi, II se pourrait bien que des structures encore meilleures se trouvent en dehors de la plage de 3 a 10
noeuds caches.
Les resultats relatifs a la relation 7.4 a 7.6 sont exprimes aux graphiques H.4a, b, H.5a,b, H.6a et b. Pour
ces relations, la structure optimale se situe a 3, 8 et 6 noeuds caches sur la plage de 3 a 10 noeuds
respectivement. Pour les combinaisons des relations 7.7 a 7.9, on a trouve I'optimum a 6, 7 et 10 noeuds
caches (graphiques H.7a-e, H.8a-e et H.9a-e). Les calculs effectues pour ce reseau sont faits a partir des
sommes des criteres pour chaque variable.
SSR<|>,D = SSR<), + SSR|D (7.23)
SST<(,|D = SST,|> + SST|D (7.24)
sY,D=s2<t>+s2D (7.25)
7.3 Choix des autres parametres des reseaux de neurones
Les taux d'apprentissage et Ie facteur de momentum dont il fut question a la section 6.2.3 ont ete fixes a 1
pour toutes les experiences de reseaux de neurones. L'algorithme de descents utilise sera Ie gradient
conjugue bien que d'autres algorithmes tels BFGS puissent donner une convergence plus rapide.
Au depart, Ie reseau attribue des vateurs au hasard aux poids a travers tout Ie reseau a partir d'une valeur
quelconque donnee par t'utilisateur (SEEDVAL). La valeur des poids de depart peut correspondre a un
point od la convergence ne puisse se faire ailleurs que dans un minimum local. A cet egard, on pourrait
penser que la SEEDVAL ait une grande importance mais il semble, tels que Ie montrent des travaux
recents [RENARD 1995], que ce ne soit que dans des cas rarissimes. C'est ce qui fut obtenu ici. II
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semble dans certains cas que la convergence soit difficile et pose un probleme de debordement
{overflow}. En trouvant une bonne valeur de depart, it ne semble pas y avoir de probleme de minimum
local. Aussi, on a toujours la meme valeur de depart sauf dans des cas problemes.
7.4 Performance des reseaux de neurones
Les performances des reseaux de neurones seront analysees en trois volets. Tout d'abord, on evaluera
les performances obtenues pour les structures ayant la fraction de charge reelle a la sortie. Ensuite, on
passera aux reseaux ayant I'indice de dispersion en sortie et enfin, ce sera au tour des reseaux de
neurones ayant ces deux variables en sortie d'etre analyses.
7.4.1 Reseaux de neurones avant la fraction de charge reelte a la sortie
Pour la charge reelle a la sortie, on note les erreurs experimentales suivantes : kmax=1 .57, vmax=0.91,
kmoy=0.2840, vmoy=0.2977 et E2moy=s2=0.1689.
7.4.1.1. Influence des variables manipulees
En entree de ce reseau de neurones, furent ptacees toutes les variables manipulees meme si une seule
des variables incluses est necessaire pour connaTtre la fraction de charge reelle (soit la fraction
demandee). L'objectif est de savoir si Ie reseau de neurones est capable de tirer I'information pertinente
de la masse d'informations qu'il gere. Tel que presente a la section 7.3, Ie reseau de neurones
correspondant au point optimal de convergence qui est Ie plus satisfaisant dans la plage de noeuds
caches testes pour la relation 7.1 possede 9 noeuds caches. A la structure 5/9/1 correspond 59 degres de
liberte. Le processus iteratif pour cette structure se trouve au graphique H.1a. Si on compare Ie
coefficient de Fisher obtenu au tableau G.1 pour 9 noeuds caches soit 24.2 a fa(1,59) = 12.13, on trouve
que la valeur obtenue est significative a 99.9%.
Afin de connattre les performances du reseau de neurones pour la pyrolyse en sortie, on peut egalement
utiliser les valeurs de kmax, vmax, kmoy, vmoy et E2moy. Id, on voit que les erreurs et ecarts calcules
par Ie reseau de neurones sont inferieurs aux erreurs et ecarts commis experimentalement.
Sur Ie graphique H.1b de I'annexe H, on peut voir que les patrons d'entramement (•) et de validation (•)
collent bien a la droite indiquant Ie cas parfait. Les coefficients de correlation obtenus confirment cette
observation. De fait, on obtient R2=0.999 pour I'ensemble des donnees, pour celles d'entramement
seulement et pour celles de validation seulement (voir annexe I).
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En resume, pour la fraction de charge reelle a la sortie, on peut dire que les resultats sont tres
satisfaisants. Ceci implique que malgre quatre noeuds d'entree non significatifs, Ie reseau peut trouver la
relation clef. Bien sur, la correspondance n'est pas tellement complexe (on a du 1 pour 1+ Ae). La section
suivante montrera la capacite du reseau de neurones de trouver une relation avec des variables
insignifiantes mais pour des relations plus complexes.
7.4.1.2 Influence des variables mesurees
La vitesse ultrasonore et I'attenuation ont deja ete identifiees comme pouvant mesurer la fraction de
charge dans Ie materiau, on peut croire que Ie reseau pourra, s'il en a la capacite, tirer une relation
existant entre les entrees et la sortie. Le processus iteratif pour cette structure se trouve au graphique
H.2a.
Comme il fut mentionne a la section 7.3, Ie point optimal de convergence Ie plus satisfaisant du point de
vue du SSR obtenu en fonction du nombre de noeuds caches a une structure 10/6/1 . A cette structure
correspond 63 degres de liberte. Le coefficient de Fisher obtenu la (f=1.54) n'est pas suffisant pour
obtenir une correlation significative a 90% (fa(1,63)=2.79) pour I'ensemble des donnees.
Afin de connaTtre les performances du reseau de neurones pour la pyrolyse a la sortie et les variables
mesurees a I'entree, on peut aussi utiliser les valeurs kmax, vmax, kmoy, vmoy et E2moy (annexe G).
kmoy est a peu pres identique dans Ie cas simule qu'experimente. La valeur maximum kmax obtenue
avec les reseaux de neurones est inferieure de 0.727 a I'ecart reel experimental correspondant. Pour ce
qui est des valeurs de validation, I'ecart maximum est superieur a I'ecart maximum reel. L'ecart moyen est
beaucoup plus important lorsque calcule avec les reseaux de neurones. Pour ce qui est de E2moy, il est
de 0.5 plus grand dans Ie cas des erreurs calcules avec Ie reseaux de neurones. Mis a part la valeur de
vmax, les ecarts observes sont acceptables.
Sur Ie graphique H.2b de I'annexe H, on peut voir que les valeurs d'entramement collent davantage a la
droite (cas parfait) que les valeurs de validation. A I'annexe I, on note un R2 superieur dans Ie cas des
valeurs entraTnees que celles servant a la validation. De tous les cas de pyrolyse, c'est Ie pire cas de
correlation. La tendance se perpetue lorsqu'on vient calculer Ie coefficient de Fisher ou si on utilise les
ecarts moyens et maximums.
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7.4.1.3. Resultats obtenus avec les variables manipulees et mesurees en entree
Tel que presents a la section 7.3, Ie reseau de neurones optimal en fonction du nombre de noeuds caches
a une structure 15/8/1. A cette structure correspond 122 ddl. On peut voir son cheminement iteratif au
graphique H.3a (annexe H).
Le coeffjcient de Fisher correspondant etant de 5.79, on conclut qu'il est significatif a 97.5%
(fa(1,122)=5.15). On doit rappeler au passage que Ie nombre de noeuds caches optimal a ete choisi en
fonction du SSR obtenu. C'est pourquoi on observe de plus grandes valeurs de coefficients de Fisher
pour d'autres nombres de noeuds caches qui auraient pu faire I'affaire. Get aspect sera discute plus loin.
Encore une fois, Ie kmax calcule est inferieur a celui reel (Akmax = 0.831) et pour Ie vmax, c'est I'oppose
(vmax = 1.356 > vmax reel = 0.91). Pour les valeurs moyennes, les valeurs obtenues par les reseaux de
neurones sont meilleures que celles reelles en entramement mais pire pour la validation. Les resultats du
tableau G.3 montrent egalement que la structure donne une erreur globale, E2moy, superieure de 0.0061
a celle reelle.
Le graphique H.3b montre une bonne concordance en general entre les valeurs calculees et mesurees.
Celle-ci est cependant legerement superieure pour les valeurs d'entramement. Cette observation est
confirmee par les valeurs de R2 obtenues pour cette structure (annexe I).
En resume, les valeurs obtenues sent bonnes ou mauvaises dependement du critere utilise. Malgre la
presence de nombreuses entrees dont certaines ayant plus de bruit que d'autres, les valeurs statistiques
de correlation montrent que Ie reseau de neurones peut modifier ses poids de sorte que les entrees clefs
aient plus d'impact que les autres sur les sorties. Cependant, les criteres kmax, vmax, kmoy, vmoy et
E2moy pris ensemblent demontrent un probleme de reproductibilite en validation. Ces deviations sont tout
de meme acceptables puisqu'elles sont tres faibles.
7.4.1.4. Comparaison entre les resultats
Le meilleur reseau entre les trois reseaux precedemment analyses est celui comportant les variables
manipulees en entree. Etant donne I'evidence de la relation, ce n'est pas tres surprenant. On remarque
que peu imports la structure du reseau utilise, les patrons de validation ont toujours de mains bonnes
valeurs de vmax, vmoy et R2 que les patrons d'entramement. On s'attendait a des performances
a-peu-pres equivalentes.
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Les reseaux incluant les variables mesurees en sortie presentent une deterioration des reseaux en
validation. 11s peuvent avoir ete causes par la lecture de temperature dont on discute la validite.
Globalement, tous les resultats obtenus avec la fraction de charge reelle en sortie sont satisfaisant. E=tant
donne les reponses obtenues pour la fraction massique de charge en sortie en fonction de R2
habituellement utilise pour verifier I'exactitude des reponses donnees, on peut dire que Ie reseau repond
bien. On peut done supposer des lors que si une relation existe et que si toutes les informations
pertinentes a une relation mathematique sont presentes, Ie reseau pourra la trouver. Par centre, il
demeure une deterioration des reponses en validation qui est quelquefois tres importante. En mettant tous
les cas particuliers en entramement, on se retrouve peut-etre avec un reseau de neurones ne simulant
que des cas d'exception. On a alors Ie meme probleme que lorsqu'on n'entraTne pas un reseau a faire
face aux cas d'alarme dans Ie cadre d'un precede. Cependant, 11 est difficile de connaTtre les conditions
favorables pour les reseaux de neurones. Les resultats obtenus sont tout de meme satisfaisants etant
donne les erreurs experimentales observees.
7.4.2 Les reseaux de neurones ayant I'indice de dispersion a la sortie
Une difficulte supplementaire s'ajoute ici. On salt I'erreur commise sur les indices de dispersion (0.05
dans 90% des cas sans compter une erreur de resolution qu'on suppose incluse dans ces valeurs).
Cependant, on ne connaTt pas avec exactitude les kmax, vmax, kmoy, vmoy et E2moy. II faudra done etre
conscient de cela lors de 1'analyse. A des fins d'analyse, on notera que I'indice de dispersion moyen
mesure est de 0.83.
7.4.2.1 Influence des variables manipulees
Le reseau de neurones donnant Ie meilleur SSR en fonction du nombre de noeuds cache possedela
structure 5/3/1 pour I'indice de dispersion en sortie a laquelle correspond 17 ddl. Le processus iteratif pour
cette structure se trouve au graphique H.4a.
Le coefficient de Fisher obtenu est de 1130 ce qui est largement suffisant pour un f,,(1 ,17) = 14.79
indiquant que la valeur est significative a 99.9%. Cependant, pour tenir compte de I'erreur obtenue
experimentalement, on ne peut monter au dela de 95% ( fa(1,17) = 4.35).
L'indice de dispersion moyen est de 0.83 avec une erreur de 0.05. Suivant ces donnees, les erreurs
maximums en entramement et en validation sent respectivement de 10% et de 12% de I'erreur moyenne.
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Les ecarts moyens calcules sont inferieurs a I'erreur experimental de 0.05. Globalement, les erreurs sont
moindres en entramement que pour les valeurs de validation.
Le graphique H.4b montre que mis a part quelques valeurs divergentes qui peuvent expliquer les grandes
valeurs de kmax et vmax trouvees et surtout pour les valeurs de validation, on obtient des valeurs qui se
situent de part et d'autre de notre cas parfait. Les valeurs obtenues a I'annexe I montrent un coefficient de
correlation de 0.644 pour toutes les valeurs confondues, 0.727 pour I'entraTnement seul et 0.564 pour les
valeurs de validation. En sol, les coefficients de correlation obtenus ne sont pas suffisants pour conclure a
une bonne correlation entre les valeurs calculees et mesurees.
En resume, on peut dire que les resultats sont satisfaisants si on considere I'erreur experimentale sur les
valeurs obtenues par rapport aux valeurs kmoy, vmoy et E2moy et Ie coefficient de Fisher. Les vmax et
kmax sont trop eleves pour donner un reseau fiable a prime abord. Cependant, Ie coefficient de
correlation laisse croire que ces ecarts sont peut-etre trop importants pour la plage d'indice de dispersion
obtenue. Maintenant, il faut voir dans quelle mesure un controle du procede est possible en fonction des
variables mesurees.
7.4.2.2. Influence des variables mesurees
Le reseau de neurones donnant Ie meilleur SSR possede la structure 10/8/1 a laquelle correspond 87 ddl.
Le coefficient de Fisher obtenu (f=1174) est significatif a 95% f^(1,87) = 3.97). On peut voir Ie processus
iteratif correspondant a cette structure au graphique H.5a.
L'ecart maximum correspond a I'erreur experimental pour I'entramement tandis que pour les valeurs de
validation, elle correspond a environ 15% de la valeur moyenne. Pour ce qui est des ecarts moyens, its
sont nettement en dessous de I'erreur experimentale (voir tableau G.5).
Cette fois-ci encore, les donnees calculees par Ie reseau de neurones correspondent aux valeurs
mesurees en tenant compte de I'erreur experimentale, sauf pour quelques cas. Les coefficients de
correlation sont comparables a ceux obtenus pour les variables manipulees en entree R2= 0.635. Encore
id, les valeurs en entramement jouissent d'une meilleure correlation (0.778) que celles en validation
(0.540). Cette difference est tres importante mais peut s'expliquer par I'erreur commise. Sur Ie graphique
H.5b, on voit que les points experimentaux se regroupent autour de la droite representant Ie cas ideal mais
n'y touchent que rarement. Ceci affecte les valeurs de regression. Cependant, les ecarts obtenus sont
davantage satisfaisants que Ie cas discute en 7.4.2. puisque seule la valeur de vmax est plus grande que
I'erreur experimentale.
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En resume, les resultats obtenus avec ces variables mesurees en entree sont comparables a ceux
obtenus avec les variables manipulees en entree. Les resultats obtenus sont significatifs si on en croit les
criteres de Fisher calcules a partir du SSR. Tout comme pour les variables manipulees en entree, les
coefficients de correlation sont faibles mais les ecarts moyens obtenus correspondent a la precision
experimentale.
7.4.2.3. Resultats obtenus avec les variables manipulees et mesurees en entree
La structure correspondant au plus grand SSR contient 6 noeuds caches (15/6/1) et 88 ddl. Le processus
iteratif relie a cette structure se trouve au graphique H.5a. Le coefficient de Fisher obtenu, de 1055,est
largement suffisant pour permettre une reponse a 90% fiable ( fa(1,88) = 3.96). Les ecarts maximums
calcules sont superieurs a I'erreur experimentale et les ecarts moyens lui sent inferieurs (voir tableau G.6).
L'observation du graphique H.6b permet de constater que la majorite des valeurs equivalent au cas parfait
en tenant compte de I'erreur experimentale (represente par la droite). Les coefficients de correlation
obtenus ne sont pas meilleurs que dans les cas precedents. II semble meme y avoir deterioration de la
reponse (voir annexe I). Tout comme pour les variables manipulees seules, Ie kmoy, vmoy, E2moy sont
en dedans de I'ecart experimental tandis que kmax et vmax sont en dehors des valeurs experimentales.
Les donnees correspondent bien aux valeurs de I'erreur experimentale. Cependant, les coefficients de
correlation sont si faibles (validation) qu'on ne peut que conclure a un probleme dans la plage de donnees
obtenues, dans la methode en soi, i.e. Ie choix du coefficient de correlation pour la determination de la
performance du reseau de neurones, ou encore dans Ie choix de FQ et SSR pour la determination de la
structure optimale.
7.4.2.4. Comparaison entre les resultats obtenus
Les meilleures performances furent obtenues par Ie reseau de neurones avec les variables manipulees.
Dans tous les cas, les coefficients de correlation sont mauvais mais les coefficients de Fisher sont bons.
Dans tous les cas, les valeurs moyennes sont bonnnes mais les valeurs maximums n'entrent pas toujours
dans les tolerances de 0.05. Cependant, elles peuvent etre acceptables si on considere que les calculs
faits donnent 0.05 d'erreur 9 fois sur 10. Les ecarts maximum observes font peut-etre partie de cette
erreur.
On salt que les reseaux de neurones ont de la difficulte a extrapoler. Etant donne que !es conditions
ideales sent mal connus, il etait difficile de bien choisir les patrons de donnees pour I'entraTnement de
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sorte qu'il puisse se trouver des cas ou Ie reseau doit extrapoler en validation ce qui pourrait expliquer les
differences obtenues entre I'entraTnement et la validation.
7.4.3. Reseaux de neurones avant toutes les variables cibles en sortie
Etant donne qu'aucune valeur de dispersion n'est possible sans CaC03, tous les patrons de donnees a 0%
de CaC03 ont ete elimines. Ceci mene done a un recalcul des criteres a respecter pour la fraction de
charge reelle : kmoy=0.306, kmax=1.57, vmoy=0.317, vmax=0.91 et E2moy=0.1878. Pour I'indice de
dispersion, on a toujours la moyenne de 0.83 avec une precision de 0.05, 9 fois sur 10. Puisqu'il y a
plusieurs sorties, pour choisir Ie meilleur reseau, on a fait une somme des valeurs normalisees pour Ie
SSR et Ie Fisher.
7.4.3.1. Influence des variables manipulees
Le reseau de neurones ayant les meilleurs resultats possede une structure 5/6/2. A celle-ci sont associes
45 ddl. Les coefficients de Fisher obtenus pour les resultats ou on privilegie la pyrolyse au facteur de
qualite est de 5.64 pour la pyrolyse et de 845 pour I'indice de dispersion. Ces deux valeurs sont
suffisantes pour une determination a 95% (fa(1,45) = 4.06). Si on observe les resultats ou on privilegie
I'indice de dispersion dans Ie choix de la meilleure iteration en fonction du facteur de qualite, on n'a pas de
signification en fonction de Fisher pour la fraction de charge reelle (f=1.63) mais une tres bonne
signification pour I'indice de dispersion (f=1069). Les processus iteratifs se trouvent au graphique H.7a.
On commence d'abord par analyser les resultats obtenus favorisant Ie FQ de la pyrolyse. Les resultats
obtenus pour la pyrolyse sent assez satisfaisantes en general. Le kmoya (a indique qu'il s'agit de la
fraction de charge reelle) obtenu est comparable a sa valeur reelle et kmax est inferieur (kmaxa=0.92 <
kmax experimental=1.57). Pour les valeurs en validation, Ie vmoy=0.38 est acceptable et vmaxa est un
peu trop eleve. Globalement, les valeurs de pyrolyse sont acceptables avec une erreur moyenne de
0.1983 comparativement a 0.1878 pour I'erreur reelle. Le graphique H.7b montre la correlation entre les
valeurs mesurees et calculees. On constate une bonne correspondance qui est renforcee par I'obtention
d'un R2=0.993 pour I'ensemble des valeurs annexe I.
Les ecarts moyens obtenus avec ce reseau et les ecarts maximums pour I'entraTnement de I'indice de
dispersion sont inferieurs a I'erreur experimentale (0.05) tandis que I'ecart maximum de validation est
beaucoup trap grand. Globalement, Ie E2moy=0.00157 semble indiquer un comportement adequat du
reseau. On obtient de tres bonnes valeurs pour les patrons d'entramement (R2=0.945) mais etant donne
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la distance qui separe les valeurs de validation du cas parfait (graphique H.7c avec R2=0.124) I'ensemble
donne de pietres resultats (R2=0.433).
Pour les resultats obtenus en favorisant I'indice de dispersion, les resultats du tableau G.7 montrent que
c'est au grand detriment des resultats sur la pyrolyse. De plus, Ie seul gain semble se situer au niveau
des ecarts sur les valeurs de validation qui sont moindres. On ne peut en dire autant des valeurs a
I'entramement. Pourtant, on note une amelioration globale si on se Tie a la valeur de E2moy qui passe a
0.00081.
Au graphique H.7d, on note la distance separant les valeurs mesurees et calculees (plus importante que
I'erreur experimentale) ainsi qu'une separation des valeurs d'entramement et de validation. La correlation
obtenue est de 0.979. Le graphique H.7e indique une repartition plus uniforme des donnees autour du cas
parfait sauf pour quelques donnees rebelles. On a un R2=0.624 pour I'ensemble et tout comme en 7.4.2.1,
les donnees d'entraTnement correlent mieux que les donnees de validation.
En resume, les resultats obtenues sont moins satisfaisantes que les memes estimes obtenus par deux
reseaux de neurones a une sortie seulement. Si on gagne en correlation par I'entramement, on en perd
pour la validation. Globalement, aucun gain n'est visible par rapport a deux reseaux d'une sortie chacune.
7.4.3.2. Influence des variables mesurees
Le reseau de neurones donnant les meilleures performances selon les SSR ponderes du tableau G.10
possede une structure 10/7/2 et 83 ddl. Pour que les donnees soient significatives a 90%, on doit avoir un
coefficient de Fisher superieur a 2.78. Ceci n'est done respecte dans aucun cas pour les valeurs de
pyrolyse mais dans tous les cas pour I'indice de dispersion. D'ailleurs pour toutes les donnees obtenues
sauf pour Ie kmaxA calcule pour Ie FQ favorable a la pyrolyse, on trouve des valeurs superieures aux
kmoy, vmoy, kmax, vmax, E2moy obtenus experimentalement. Sur les graphiques H.8b et d, on peut
observer ces divergences. Les coefficients de correlation ne sont plus aussi bans que precedemment
(voir tableau G.8).
L'observation du graphique H.8c montre que les valeurs collent bien au cas ideal pour les valeurs
d'entramement (R2=0.892) mais assez mal pour les valeurs de validation (0.335). On ne pourrait done pas
se fier a ce type de reseau. Cependant, on doit noter que les kmoy, kmax, vmoy et E2moy ont des valeurs
inferieures aux ecarts experimentaux.
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On retrouve a-peu-pres Ie meme scenario (exception faite de kmax qui est superieur a I'erreur
experimentale) pour Ie graphique H.8e ou on a choisit I'iteration optimale en fonction du FQ calcule a partir
des resultats de I'indice de dispersion. On obtient done des resultats de regression lineaire inferieurs.
En resume, on peut dire que les performances du reseau a sortie double pour les variables mesurees en
entree ne sont pas satisfaisantes du point de vue des resultats obtenus pour la pyrolyse. Cette structure
ne permettrait done pas d'obtenir des resultats fiables pour la fraction massique de charge meme si les
indices de dispersion (mis a part Ie coeffident de correlation calcule) donnent de bans resultats.
7.4.3.3 .Resultats obtenus avec les variables manipulees etmesurees en entree
Le reseau de neurones donnant les meilleures performances selon les SSR ponderes du tableau G. 10
possede une structure 15/10/2 et 167 ddl. Pour Ie reseau correspondant a I'iteration favorisant Ie FQ (Ie
facteur de qualite) calcule pour la fraction massique de charge, on respects un f^(1,167) = 3.92. Les
resultats sont done significatifs a 95%. Les kmax, vmax, kmoy, vmoy et E2moy sont egaux ou inferieurs
aux valeurs calculees pour la pyrolyse. II en va de meme pour I'indice de dispersion a I'exception de
vmax. Le graphique H.9b montre une partie des resultats obtenus pour la fraction massique de charge et
Ie graphique H.9c montre la bonne correspondance des valeurs d'entramement par rapport aux valeurs de
validation. En outre, les resultats du graphique H.9b montrent un R2=0.997 (0.998 pour I'entraTnement et
0.995 pour la validation), tandis que les resultats du graphique H.9c montrent un R2=0.512 (0.993 pour
I'entramement et 0.201 pour la validation).
On ne peut en dire autant des reseaux correspondant a I'iteration favorisant Ie FQ calcule pour I'indice de
dispersion ou la encore, Ie critere de Fisher pour la pyrolyse ne montre pas que les donnees sont
significatives dans une marge raisonnable (< 90%). Comme pouvaient Ie laisser presager ces resuttats,
les kmax, vmax, kmoy, vmoy et E2moy sont toutes superieures aux ecarts experimentaux. Pour ce qui est
des valeurs d'indice de dispersion, bien que les coefficients de Fisher, E2moy, kmoy et vmoy soient
inferieurs aux ecarts experimentaux, les kmax et vmax sent trap grands. Compte tenu de tout ce qui
precede, on peut dire que Ie reseau a cette iteration ne serait pas fiable. Les graphiques H.9d et H.9e
ainsi que les coefficients de correlation correspondants confirment ces affirmations.
En resume, il semble que peu importe Ie nombre d'entrees, moins 11 y a de sortie, plus les resultats sont
bans pour I'ensemble des patrons de donnees. II semble que Ie cas a deux sorties provoque ce qu'on
pourrait appeler un surentraTnement puisque dans bien des cas, surtout pour la dispersion, on a de biens
meilleurs resultats pour I'entraTnement que pour la validation.
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7.4.3.4. Comparaison entre les resultats obtenus
II semble que les resultats obtenus avec les variables mesurees soient meilleurs tant pour les R2 que pour
les criteres kmoy, vmoy, kmax, vmax et E2moy. Les coefficients de Fisher ne semblent pas suivre la
meme tendance. Les resultats obtenus avec deux sorties ne sont pas satisfaisants. Une chose semble
ressortir de tout ceci: pour plus d'une sortie, 11 importe de developper des criteres de performance plus
precis.
7.4.4. Performances relatives
Pour I'ensemble des donnees, les performances obtenues en pla^ant deux sorties sont moindres que
dans 'e cas d'une seule sortie. Toutes les fois qu'on note une amelioration notable pour I'entramement, on
observe une baisse draconnienne des performances pour la validation. Aussi, il serait recommande
d'utiliser des reseaux a une seule sortie.
D'autre, part, il semble ressortir de ces travaux que les criteres de performances ne sent pas suffisamment
au point pour les sorties multiples. De plus, un raffinement de la methods est necessaire pour les sorties
simples. Ces affirmations mettent en lumiere la difficulte de choisir un point optimal de convergence et
une structure qui reflete bien Ie maximum de performances atteint.
Pour les sorties simples, on a de tres bons resultats a la mesure des attentes pour la fraction de charge
reelle, peu importe Ie critere utilise pour I'analyse. Plus Ie coefficient de Fisher augmente, plus les criteres
kmoy, vmoy, kmax et vmax respectent les ecarts experimentaux et plus Ie coefficient de correlation est
bon. II semblerait plus logique de se fier au critere de Fisher puisqu'il tient compte a la fois de I'etendue
des donnees par rapport a la moyenne et de I'erreur. Pour I'indice de dispersion, Ie coefficient de Fisher
est toujours grand. II serait bon de comparer cette valeur a une constante calculee en fonction des
besoins de I'utilisateur plutot qu'au gre du nombre de degres de liberte qui est tenement important parfois
qu'il pourrait rendre I'analyse caduque. Dans I'ensemble, on peut dire que les resultats sont acceptables
pour les sorties simples.
Le choix des patrons d'entramement pour I'indice de dispersion presentait une difficulte causee par la
meconnaissance des bornes sur les variables d'entree. On a utilise les valeurs maximums d'indice de
dispersion pour I'entraTnement mais il est possible que les indices ayant les plus grands ecarts aient ete
exclus du moins en partie, du patron d'entramement. L'absence de donnees pour I'indice de dispersion
reelle a complique Ie choix des patrons d'entramement et de validation. Ceci a pu affecter les resultats.
Les coefficients de correlation sont toujours tres faibles. Cependant, les performances en fonction des
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criteres vmax, kmax, vmoy et kmoy, sont toutes proportions gardees, aussi valables que ceux obtenus par
pyrolyse. Les coefficients de correlation ne suivent pas necessairement Ie chemjnement en qualite des
vmoy, kmoy, vmax et kmax calcules. II est possible que les meilleurs reseaux aient des structures ayant
des nombres plus importants de noeuds caches. Le choix de la plage de 3 a 10 etait base sur Ie fait que
les reseaux en entonnoir donnent en general de meilleurs resultats. On peut voir d'apres les resultats
obtenus et selon les criteres utilises que ce n'est pas toujours Ie cas.
En bref, la meilleure fagon de simuler la fraction massique de charge est d'utiliser les variables manipulees
en entree. Pour I'indice de dispersion, on devrait utiliser les variables mesurees en entree tandjs que pour
ces deux variables en sortie, aucun bon resultat ne peut etre obtenu a la fois pour I'indice de dispersion et
la pyrolyse.
7.5 Conclusions
Pour les travaux effectues sur les reseaux de neurones, voici les resultats obtenus:
• En general, il semble qu'un gain important de la correlation pour I'entramement conduit a une
baisse de la fiabilite des resultats obtenus en validation.
• Les sorties simples semblent dormer de meilleurs resultats que ies sorties doubles.
• Les travaux realises ont permis de mettre en lumiere de fa^on evidente, I'urgence de definir des
criteres de performance reproductibles et fiables.
• A ce jour, Ie coefficient de Fisher semble donner des resultats discutables et ce, meme si son
potentiel est eleve puisqu'il depend de I'etendue des valeurs et de I'erreur ce qui n'est pas Ie cas
du coefficient de correlation . Cependant, il faudrait I'ameliorer en Ie comparant a des valeurs plus
severes puisque les grilles de comparaison normalement utilisees laissent filtrer un peu n'importe
quoi. Le nombre de ddl obtenu relache trop les contraintes. II semble que la fiabilite augmente si
on considere kmoy, vmoy, kmax et vmax par rapport aux erreurs experimentales. Une chose est
certaine, Ie coefficient de correlation seul ne represente qu'une partie de la realite. On ne saurait
etablir de constat sur a ne considerer que cet element.
• Pour une meilleur precision sur la dispersion, il faudrait davantage de travail de microscopie
d'abord et verifier si Ie reseau peut ameliorer ses performances en consequence.
• Beaucoup de parametres experimentaux ont ete gardes constants. Dans Ie cas ou on voudrait un
systeme pouvant fonctionner avec des materiaux differents, 11 faudrait recommencer tout Ie travail.
• II y a du travail encore a faire avec Ie facteur de qualite. Peut-etre y a-t-il lieu de mettre plus
d'importance sur certains parametres que d'autres.
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• II etait difficile de voir si les cas inclus en entramement faisaient partie de cas particuliers ou non
pour I'indice de dispersion. En mettant tous les cas particuliers en entramement, on peut causer
Ie meme phenomene que lorsqu'on ne les met pas du tout. II faut garder une proportion des cas
"normaux" dans les fichiers d'entramement pour que I'apprentissage soit valable.
II est suggere de se baser d'abord sur la valeur de kmoy et de vmoy qui doivent etre Ie plus bas possible.
De la, on calculerait Ie pourcentage de patrons de donnees dont la reponse excede I'erreur experimentale.
Pour avoir un portrait complet, on pourrait utiliser I'ecart-type en se basant sur Ie kmoy ou Ie vmoy obtenu.
Tkmoy
Tvmoy
Ta,
^m
Rejets
"X
N
Tkmoy=
Tvmoy=
kmoy- kmoy^
kmoy
vmoy- vmoy*
vmoy
T0m=
^m-CTm*
C?m
Rejets = "XN
(7.26)
(7.27)
(7.28)
(7.29)
Pourcentage de deviation de la moyenne pour les patrons d'entramement.
Pourcentage de deviation de la moyenne pour les patrons de validation.
Les valeurs qui sont suivies de I'asterisque sont les valeurs
experimentales non calculees a I'aide des reseaux de neurones.
Pourcentage de deviation de I'ecart-type pour les patrons de "m"
(m=entramement ou validation).
Ecart-type calcule.
Taux de valeurs qui sont a I'exterieur de la courbe d'erreurs reelles.
Nombre de valeurs qui excedent I'erreur experimentale de x.
Nombre de patrons de donnees total.
L'idee qui sous-temps I'elaboration de ces differents criteres tient compte des commentaires exprimes sur
les differents criteres de comparaison experimentes et se rapproche des methodes statistiques. On
cherche a obtenir une supperposition des realites. Par exemple, si I'erreur sur la concentration de charge
77
reelle correspond a une courbe normale de moyenne m et d'ecart-type a, on cherchera a se rapprocher Ie
plus possible de cette realite en modelisant avec Ie reseau de neurones. Ce faisant, on evitera a tout prix
d'obtenir des valeurs deviantes, i.e. des valeurs qui sortent de la courbe que I'on cherche a reobtenir.
Puisqu'ils sont exprimes en pourcentages, les criteres suggeres sont plus facilement lisibles et peuvent
etre compares entre eux. II est suggere de faire les calculs separement pour la validation et pour
I'entratnement pour en connaTtre les differences.
D'apres tes resultats obtenus, il semble possible d'etablir un modele (exemple, Ie reseau de neurones)
reliant les variables mesurees, manipulees ou les deux a la fraction massique de charge d'une part et a
I'indice de dispersion d'autre part. Mais la question a laquelle I'utilisateur et Ie concepteur devront
repondre est: est-ce qu'on est interesse a avoir un outil dormant I'indice de dispersion, compte tenu du
travail a faire, de I'argent et du temps requis pour I'obtention d'un reseau de neurones fonctionnel et
performant ? D'ici la, Ie travail des chercheurs dans Ie domaine de I'intelligence artificielle permettra
peut-etre de leur rendre la tache plus facile en definissant des criteres de performances plus surs et
reproductibles.
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CONCLUSION G^N^RALE
La technique de mesure par ultrasons developpee a I'lnstitut des Materiaux Industiels a etc misea I'etude
pour quantifier la dispersion. Deja, elle a ete utilisee pour quantifier la concentration d'une charge minerale
dans un polymere. En ayant comme point de depart cet exemple connu et de la litterature, qui identifie
plusieurs parametres pouvant entrer en jeu dans un eventuel modele, puis en comparant avec les effets de
la dispersion sur les mesures ultrasonores, il fut impossible d'etablir clairement des relations
mathematiques entre les parametres etudies. Les interactions semblaient trop complexes pour une
analyse dans un espace lineaire. Le reseau de neurones fut identifie comme une solution potentielle a cet
obstacle. Celui-ci permet la modelisation en cas de non-linearite.
Les resultats obtenus avec cette technique sont encourageants. II semble que les reseaux de neurones a
une sortie seulement soient davantage performants que ceux a deux sorties. Le meilleur reseau de
modelisation de la dispersion a ete obtenu avec les variables mesurees en entree. Pour la fraction
massique de charge, on obtient de meilleurs resultats avec les variables manipulees a I'entree (evident
puisque les debits fournissent une mesure directe).
II semble evident que la principale difficulte dans I'analyse des resultats est qu'il n'y a pas vraiment de
critere qui permette la comparaison entre differents reseaux de neurones. Avant toute chose, il importe de
se pencher sur ce probleme puisqu'il affecte I'ensemble des travaux realises avec la technique des
reseaux de neurones. Quelques pistes de recherches ont etc emises au chapitre 7 comme les taux de
deviation de la moyenne et Ie taux de valeurs qui sortent de la courbe d'erreurs (en incluant I'erreur
experimentale).
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Annexe A
(Fiche technique pour la charge minerale utilisee)
TABLEAU A.1 : FICHE TECHNIQUE DU CARBONATE DE CALCIUM T/PE CAMEL CAL TRAITE ET
NON-TRAITE
Densite (solides)
Poids par gallon - solides (Ibs)
Poids par gallon-Vrac (Ibs a 25°C)
Diametre moyen de particules (microns,
sedigraph)
% Plus petit que 2 microns
Solides, % poids
Solides, % volume
PH
Viscosite Brookfield, eps (100rpm, spindle
3)
Brillance seche (min.)
Indice de refraction
Durete mho
Solubilite des solides dans I'eau (%poids)
Densite en vrac Ibs/pi3
Densite en vrac Ibs/pi3 ST
Traitement de surface (ST) % poids
Sec et ST sec
2.70-2.71
22.57
0.7
90
9.5
96
1.6
3
0.14
35
25
1
Vrac
2.70-2.71
5.8-6.0
0.7
90
75 ±0.5
52.6
9.5
90-150
96
1.6
3
0.14
Distribution de particules :
Plus fines que 7 microns 100%
Plus fines que 5 microns 99 %
Plus fines que 4 microns 98 %
Plus fines que 3 microns 96 %
Plus fines que 2 microns 90 %
Plus fines que 1 microns 65 %
Annexe B
(Resultats des simulations de Monte-Carlo)
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Graphique B.1 : Simulation de Monte-Carlo pour une surface de carbonate de calcium pure.
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Modele d'energie perdue (dE/dS) de Joy et Luo [1989]
Gauvin et L'Esperance [1992] pour la valeur de k
Modele de la section efficace total de Mott interpolee.
Potentiel R (Hartree-Fock relativiste,
Modele de la section efficace partielle de Mott interpolee.
approximation de Beihring
Forme : Plan horizontaux
Tension acceleration
Nombre electron simule
TOA du detecteur RX
Angle Polaire du Det. RX
Diametre du faisceau
Angle Polaire du faisceau
Coefficient Retrodiffuse
Gain Detecteur
Fraction Detectee
Fraction de Secondaire
Coefficient Transmit
Nombre Collision Moyenne
Tra jet Moyen
Energie perdue moyenne
Angle polaire moyenne
Angle azimuthal moyenne
et la parametrisation de
approximation de Beihring
Potentiel R (Hartree-Fock relativiste,
Position en X moyenne
Position en Y moyenne
Position en Z moyenne
Profondeur max. moyenne
Position du faisceau
10.000000
100000
39.999999
0.000000
30
0.000000
0.100090
53.256968
0.035660
0.000000
0.000000
186.810570
11.062159
-0.007269
10.837219
180.007223
-1.029801
2.235276
718.419279
1004.268137
(0.000000,0.000000)
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Graphique B.2 : Simulation de Monte-Carlo pour une surface de polypropylene.
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approximation de Beihring
Forme : Plan horizontaux
Tension acceleration
Nombre electron simule
TOA du detecteur RX
Angle Polaire du Det. RX
Diametre du faisceau
Angle Polaire du faisceau
Coefficient Retrodiffuse
Gain Detecteur
Fraction Detectee
Fraction de Secondaire
Coefficient Transmit
Nombre Collision Moyenne
Trajet May en
Energie perdue moyenne
Angle polaire moyenne
et la parametrisation de
approximation de Beihring
Potentiel R (Hartree-Fock relativiste,
Angle azimuthal moyenne
Position en X moyenne
Position en Y moyenne
Position en Z moyenne
Profondeur max. moyenne
Position du faisceau
10.000000
100000
39.999999
0.000000
30
0.000000
0.057320
29.864227
0.020480
0.000000
0.000000
202.679820
21.411204
-0.004288
10.318239
180.042291
-0.631265
5.365198
1742.246709
2370.382547
(0.000000,0.000000)
Annexe C
(Donnees brutes et erreurs commises)
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0.160116
0.124078
0.377331
12.59876
0.102938
0.120134
0.105494
0.299355
0.177694
0.13208
0.240939
0.244074
0.614161
0.554091
0.597751
0.670192
0.181804
0.173017
0.183413
0.184332
0.300741
0.328799
0.371967
0.378531
0.112316
0.140749
0.130787
0.163233
0.1775
0.188514
0.2411
0.206687
0.145557
0.19579
0.266247
0.213383
0.346015
0.385528
0.405323
0.423915
0.133328
0.172311
0.18001
0.190649
0.296803
0.34962
0.268087
0.27217
0.120075
0.153207
0.121882
0.16G031
0.22648
0.222618
0.259658
0.278245
0.234395
0.173903
0.507675
0.451483
0.171408
0.1641
0.151986
0.391432
0.31174
0.223219
0.276655
0.225948
0.256314
0.249553
0.194394
0.129024
0.191892
0.236852
0.341252
0.292412
0.784806
0.805616
0.677608
0.188751
0.304194
0.043988
0.265625
0.329288
0.286905
0.128375
0.314791
0.316549
0.100298
0.140505
0.179402
0.317145
0.311111
0.070435
0.19186
0.210666
0.19572
0.217787
0.178493
0.423109
0.23435
0.237743
0.412218
0.195564
0.069849
0.088378
0.08804
0.147532
0.142707
0.148831
0.099439
0.184359
0.420188
0.623154
0.310503
0.555967
0.483724
0.320451
0.178558
0.742865
0.517217
0.052385
33.09066
35.33892
11.05892
12.55258
23.68994
21.64858
23.8706
Annexe D
(Principaux resultats preliminaires compiles)
Tableau D.1 : Tableau descriptifdu contenu des graphiques de la section 5.
liMlillil
irmiiiii
Cas de base
iUMliiiiiii
liiiiijiaiifitiiii
N135175X
Augmentation N175175x
du d6bit
Dim. de la
vitesse de la
vis
Aug. de la
vitesse de la
vis
N135100X
N135300X
CaCOStraite S135175x
Changement N235175x
de profil de
temperature
iiMiii
lia^liilli
4on-traite
Jon-traite
»lon-traite
^lon-traite
Traite
^jon-traite
1
gill
3.5
7.5
3.5
3.5
3.5
3.5
imiMiim
1
1
1
1
1
2
iiMii^iiidi
l^:I^Hi|(}i|ni|iH^H;
175
175
100
300
175
175
Tableaux 0.2: Effet de la variation des conditions d'op6ration sur les variables mesur6es en-Iigne et en laboratoire (moyennes sur I'ensemble des r6sultats a conditions 6quivalentes)
Tableau D.2a : Effet de la variation de la concentration de carbonate de calcium.
ggFi^Kn;^::™:::;;:w::^PEWmg%mpront^g8nwft^^
w:§::%^^%:Ts:wi
^E?W^^^^StM&KS^^^f)^2f^^im^.^^
•%:;::X^03^w§:$w^ g:™:::%;:::::::g^
syKfonduggggKfQrKlu::^MfSMi1izi:nwK^RVISW%Sitress%::%^yr(M^i%:wfWw-
:%i:^i)?^|ws;?^
0
5
10
15
20
0.0 2
0.6 2
0.6 2
0.6 2
0.6 2
193 212
193 212
193 212
193 212
193 212
5.4 201 907 4.34 15.3
5.4 201 894 7.67 17.1
5.4 201 885 10.61 17.7
5.4 201 877 13.41 18.3
5.4 201 869 16.11 19.0
217
217
218
218
219
864
930
973
1018
1070
286
299
312
326
342
191
208
217
226
237
102
111
115
119
124
377
392
410
429
451
44
45
47
50
52
0.12
4.99
9.72
14.72
19.28
N.D.
0.83
0.84
0.83
0.82
Tableau D.2b : Changement du type de carbonate de calcium. Passage de trait6 S non-trait6 pour diff6rents cas de concentration^de carbonate de calcium
g:::;iPr9Ct(OH:;a^^:w^yT^
%;:wieffi(^:9;:;:::^^
i:©:^iOS^:;:%;%gS^
0
0
5
5
10
10
15
15
20
20
0.0
0.0
0.0
1.0
0.0
1.0
0.0
1.0
0.0
1.0
3
3
3
3
3
3
3
3
3
3
193
193
193
193
193
193
193
193
193
193
213
213
213
213
213
213
213
213
213
213
5.5
5.5
5.5
5.5
S.5
5.5
5.5
5.5
5.1
5.1
192
192
192
192
192
192
192
192
210
210
908
908
898
894
888
885
880
877
867
863
4.25
4.25
8.12
7.17
11.82
9.61
15.19
12.15
18.26
14.09
15.7
15.7
17.4
17.6
18.6
17.9
19.6
18.3
19.1
17.7
218
218
219
217
218
218
219
218
220
219
882
882
972
925
1022
961
1077
1000
1093
985
291
291
318
290
336
300
352
313
359
311
19S
195
213
209
224
216
236
224
239
222
104
104
113
111
118
115
124
118
125
117
384
384
421
380
443
393
467
410
475
408
45
45
49
43
52
45
55
47
56
47
0.11
0.11
4.96
4.99
9.79
9.69
14.85
14.61
19.28
19.29
N.D.
N.D.
0.81
0.84
0.81
0.85
0.80
0.84
0.79
0.84
Tableau D.2c : Changement de profil de temp6rature pour diff6rents cas de concentration de carbonate de calcium
;$;3RtactronyilB;
:w%Ca(M)?g%
iMnssU;
0
0
5
5
10
10
15
15
20
20
%%%i3rypE;
•Siifc?
0.0
0.0
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
liM^TiMifl!
^w^RBrtt^S:
iffiMU
0
5
0
5
0
5
0
5
0
5
^av?mCi6lstm^^^nEm^Ki^^m?^?^^MS^^
li^ii;Hi^iiii^ffiitii^%i$^^
200
185
200
185
200
185
200
185
200
185
200
225
200
225
200
225
200
225
200
225
5.5
5.5
5.5
5.5
5.5
5.5
5.5
5.5
6.3
5.3
192
192
192
192
192
192
192
192
200
200
929
887
916
875
907
867
898
859
887
849
4.21
4.28
7.31
7.98
9.91
11.52
12.64
14.70
15.21
17.16
15.9
15.5
17.6
17.4
18.3
18.2
19.1
18.8
19.1
18.7
206
230
205
231
206
231
206
231
207
232
966
799
1021
876
1059
925
1109
968
1131
995
319
262
330
278
342
293
358
307
365
315
215
174
228
193
236
204
247
212
252
218
113
94
120
104
124
109
129
113
132
115
422
346
435
365
451
385
472
405
482
416
50
40
51
42
52
44
55
47
56
48
0.12
0.10
4.97
4.98
9.71
9.77
14.78
14.68
19.29
19.30
N.D.
N.D.
0.84
0.82
0.85
0.80
0.83
0.80
0.83
0.81
Tableau D.2d : Changement du d6bit d'alimentation du polypropylfene (avec ajustement de la proportion de CaC03 relative) pour diff6rents cas de cconcentration de carbonate de calcium
^racitifl^tfe:::^̂ tlyinBi?:;::%:<:%?n!int::aMBmp!Staw^
gggpam^w^aRw^^
:%?DEBFCTB;W
3i:^(^;^;ii:;i:^
^^tWi^^^^^us^t^^ms^^^
wfiirt^i^Se^yK^S^m^^
'GOWA9M::%^?n(:!i^:%t;^:^
;ii^ffc^iiiffisi:?yw;iQ;ii§:3^
0
0
5
5
10
10
15
15
20
20
0.0
0.0
0.5
0.5
0.5
0.5
0.5
0.5
0.6
0.6
3
3
3
3
3
3
3
3
3
3
193
193
193
193
193
193
193
193
193
193
213
213
213
213
213
213
213
213
213
213
3.5
7.5
3.5
7.5
3.5
7.5
3.5
7.5
3.5
7.5
192
192
192
192
192
192
192
192
210
210
908
90S
896
896
886
888
877
880
863
866
4.18
4.31
7.12
8.16
9.87
11.56
12.67
14.67
14.98
17.35
12.9
18.5
14.4
20.6
15.1
21.4
15.7
22.2
15.9
22.0
218
218
218
218
218
219
218
219
219
220
724
1041
799
1098
834
1149
874
1203
898
1228
243
338
261
348
272
363
284
381
291
389
163
226
182
240
189
251
198
262
203
268
87
120
96
128
100
133
104
138
106
141
321
447
343
458
358
478
375
502
383
S13
38
52
40
53
41
55
43
58
44
60
0.13
0.09
5.00
4.96
9.70
9.78
14.80
14.66
19.43
19.19
N.D.
N.D.
0.85
0.81
0.86
0.80
0.85
0.78
0.84
0.80
Tableau D.2e : Changement de la vitesse de rotation des vis pour diff6rents cas de concentration de carbonate de calcium
^fiactti^dw^^^RI'fE^i^^ftwf^^
'Sea^asW^i^w^sw^p^^
%§^^^!^^S^^%t^w^^S^^
0
0
0
5
5
5
10
10
10
15
15
15
20
20
20
0.0
0.0
0.0
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.7
0.7
0.7
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
193
193
193
193
193
193
193
193
193
193
193
193
193
193
193
213
213
213
213
213
213
213
213
213
213
213
213
213
213
213
5.5
5.5
5.5
5.5
5.5
5.5
5.5
5.5
5.5
5.5
5.5
5.5
4.8
4.8
4.8
100
175
300
100
175
300
100
175
300
100
175
300
100
175
300
928
910
885
920
899
868
912
889
859
904
881
850
896
873
840
3.56
3.86
5.33
6.44
7.25
9.23
9.79
10.08
12.28
13.34
12.84
14.82
15.20
14.64
16.56
17.7
15.6
13.8
18.9
17.4
16.1
19.8
18.3
16.7
20.8
19.0
17.1
19.6
18.4
16.7
218
218
218
217
218
219
217
218
219
218
218
220
218
219
220
1013
923
711
1041
967
837
1079
1000
896
1127
1051
938
1100
1032
922
327
304
241
328
308
277
340
318
295
355
335
308
344
328
302
219
204
161
227
214
192
235
221
204
245
232
212
240
228
210
116
108
87
121
114
102
125
117
108
129
122
112
127
120
111
432
402
3g|8
431
406
3g4
447
418
389
467
442
406
453
432
398
51
47
37
50
47
42
52
48
45
54
51
47
52
50
46
0.13
0.13
0.08
4.95
5.00
4.98
9.77
9.86
9.59
14.70
14.87
14.62
19.35
19.29
19.27
N.D.
N.D.
N.D.
0.81
0.84
0.83
0.81
0.83
0.85
0.81
0.81
0.84
0.82
0.82
0.85
Tableau D.3 : Mesures moyennes obtenues en fonction de classes d'indice de dispersion
^S^:;%^S;2^^:¥Kouple:;©^;^^^KWawM^wwwWacSwKy^^^Pf'^
::::::^ndlc^:::w:%^::»aCC^;^^
;:a»:tj}$t?»$i^§»y^ ynam
igS^MxMWSsK^
:;:ir9<attoi!(::a:es::ui8:;
K<W?MWM
Snbre:::
HM
¥mSK :%^B/j[mi(:::::::m%i!?Si?!$%:: APlt%w^i:i^wft|^l%t:^$i^
0,65-0,7
0,7-0,75
0,75-0,8
0,8-0,85
0,85-0,9
0,9-0,95
13
14
13
13
11
10
0.0
0.5
0.3
0.4
0.7
0.8
185 225
185 225
190 216
193 211
194 210
193 213
7.5
7.5
6.9
5.5
4.3
5.5
Annexe E
(Resultats des regressions lineaires)
Tableau E.1 :
lil
fraction reelle
fraction r6elle
fraction r6elle
fraction r6elle
fraction reelle
fraction r6elle
fraction reelle
fraction r6elle
fraction reelle
fraction reelle
fraction reelle
fraction r6elle
fraction reelle
fraction reelle
fraction reelle
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
Donn6es de regression
llllllllililil^lliiillll
Vus(2/1)
Aus(2/1)
Couple
T fond u
P fondu
P1
P2
P3
Stress
fraction th6orique
Type
D6bit
D6bit total
Ts
Vvis reelle
fraction CaCOS
Type
Debit
Ts
Vvis
Vus(2/1)
Aus(2/1)
Couple
T fondu
P fondu
P1
P2
P3
Stress
Pyrolyse
calcutees a
iililliili
0.405
0.901
0.320
0.00732
0.335
0.315
0.362
0.339
0.297
0.999
0.314
0.007
0.215
0.034
0.027
0.128
0.363
0.532
0.277
0.170
0.052
0.375
0.609
0.306
0.503
0.494
0.445
0.467
0.499
0.129
partir de la totalite
0.164
0.812
0.102
0.000054
0.112
0.099
0.131
0.115
0.088
0.999
0.099
0.000
0.046
0.001
0.001
0.016
0.131
0.283
0.077
0.029
0.003
0.141
0.371
0.094
0.253
0.244
0.198
0.218
0.249
0.017
des valeurs brutes
25.2
552
14.6
0.00686
16.2
14.1
19.3
16.7
12.4
117619
14.0
0.00714
6.18
0.145
0.094
1.71
15.4
40.3
8.49
3.02
0.275
167
60.3
10.6
34.5
33.0
25.2
28.4
33.9
1.73
128
128
128
128
128
128
128
128
128
128
128
128
128
128
128
102
102
102
102
102
102
102
102
102
102
102
102
102
102
102
Tableau E.2:
lii
fraction reel Ie
fraction reelle
fraction r6elle
fraction reel Ie
fraction reel Ie
fraction reelle
fraction r6elle
fraction reel Ie
fraction reel Ie
fraction r6elle
fraction reel Ie
Donnees de regression
la pyrolyse (ref. tableau
illlilil^i^llliiiiiiil
ID
Vus(2/1)
Aus(2/1)
Couple
T fondu
P fond u
P1
P2
P3
Stress
Pyrolyse
calculees a
D.2e)
il
0.879
0.996
0.999
0.970
0.927
0.997
0.998
0.992
0.988
0.986
1.000
partir des classes de donnees
0.772
0.992
0.999
0.940
0.859
0.994
0.997
0.984
0.976
0.973
1.000
iiiiliilillllll
6.77
389
2064
47.3
18.3
495
881
190
123
107
18486
pour
2
3
3
3
3
3
3
3
3
3
3
Tableau E.3
lil
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
ID
: Donnees de regression calcul6es ^
de dispersion (r6f. tableau D.3)
i;;;;$:;:§;;g::l;;:::;:^i:*£^^
fraction theorique
Type
D6bit
Ts
Vvis
Vus(2/1)
Aus(2/1)
Couple
T fondu
P fondu
P1
P2
P3
Stress
Pyrolyse
0.806
0.825
0.891
0.911
0.565
0.271
0.975
0.827
0.943
0.880
0.887
0.878
0.908
0.873
0.783
partir des classes
0.650
0.680
0.793
0.830
0.319
0.073
0.951
0.683
0.889
0.774
0.786
0.771
0.825
0.763
0.612
de donnees
7.41
8.50
15.4
19.6
1.87
0.317
77.5
8.63
32.1
13.7
14.7
13.4
18.8
12.9
6.32
pour I'indice
|||||||||||l|j|l|
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
Annexe F
(Fichiers d'entramement et de validation
pour les reseaux de neurones)
Tableau F.1 : Patrons d'entralnement pour la pyrolyse seule d la sortie.
;l^:»%%S^%$S^RWBL^JmNiRU?^
||lBntt(on;:;:^(?^eaCO:%
A%^:i%:g%:aemana^
N1751750
N1751755
N1751759
N1751751
N1751752
N1353000
N1353005
N1353009
N1353001
N1353002
N1753000
N1753005
N1753009
N1753001
N1753002
N2351000
N2351005
N2351009
N2351001
N2351002
N2751000
N2751005
N2751009
N2751001
N2753000
N2753005
N2753009
N2753001
N2753002
S1751005
S1751009
S1751001
S1751002
S1353005
S1353009
S1353001
S1353002
S1753005
S1753009
S1753001
S1753002
S2351005
S2351009
S2351001
S2351002
S2751005
S2751009
S2751001
S2751002
S2351755
S2351759
S2351751
S2351752
H1351005
H1753005
H2751009
H2753002
;^%^^iw::?E^^;;^
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
0 0.0
5 0.0
10 0.0
15 0.0
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1.0
10 1.0
15 1.0
20 1.0
5 0.5
5 0.5
10 0.5
20 0.5
i::::^%%!SbwKg^v(s%»
;wmmm^:>:s;(lewm^
?^^w:*^$!^:ii^w$i
225 7.5 175
225 7.5 175
225 7.5 175
225 7.5 175
225 7.5 175
225 3.5 300
225 3.5 300
225 3.5 300
225 3.5 300
225 3.5 300
225 7.5 300
225 7.5 300
225 7.5 300
22S 7.5 300
225 7.5 300
200 3.5 100
200 3.5 100
200 3.5 100
200 3.5 100
200 3.5 100
200 7.5 100
200 7.5 100
200 7.5 100
200 7.5 100
200 7.5 300
200 7.5 300
200 7.5 300
200 7.5 300
200 7.5 300
225 7.5 100
225 7.5 100
225 7.5 100
225 7.5 100
225 3.5 300
225 3.5 300
225 3.5 300
225 3.5 300
225 7.5 300
225 7.5 300
225 7.5 300
225 7.5 300
200 3.5 100
200 3.5 100
200 3.5 100
200 3.5 100
200 7.5 100
200 7.5 100
200 7.5 100
200 7.5 100
200 3.5 175
200 3.5 175
200 3.5 175
200 3.5 175
225 3.5 100
225 7.5 300
200 7.5 100
200 7.5 300
v"»(
Iwffl
89
88
87
86
85
8®
85
84
83
82
86
85
84
83
82
95
94
93
92
92
95
94
93
92
90
89
88
87
86
89
89
88
87
84
83
82
81
84
84
83
82
94
93
92
91
93
93
92
91
92
91
90
89
89
85
92
85
AtKta
iiK®
3.81
8.00
12.K
15.7f
19.4(
4.63
8.73
13.01
17.0'
20.5!
5.94
10.8:
15.6-
18.1-
21.7:
3.98
6.35
8.88
12.1-
14.9<
3.24
6.56
10.4-
14.5i
6.26
W.B;
13.91
16.2-
18.91
6.59
10.8;
14.8!
18.0!
6.98
9.40
12.0'
13.7!
11.01
13.6-
15.7^
17.1:
5.51
7.52
10.31
12.2;
5.37
8.09
11.41
14.6;
6.69
8.53
10.01
12.0^
6.19
9.53
8.58
17.0-
?f»w^
WSWK
ww181
181
181
181
181
303
303
303
303
303
301
301
302
302
302
105
105
105
105
105
104
104
105
103
302
302
302
303
303
106
106
106
107
301
301
301
302
304
304
305
305
106
106
106
106
106
106
106
106
179
179
179
179
104
303
105
301
;$%Cciti(t!e
iii^
18.4
20.2
21.3
22.2
23.3
11.5
13.3
14.5
15.0
15.6
16.1
17.4
18.7
19.0
20.0
14.4
15.7
16.6
17.8
18.8
21.6
24.1
25.4
27.4
15.8
17.6
18.8
19.5
20.3
22.3
23.2
23.9
24.6
14.6
14.9
15.4
15.5
19.4
18.9
18.5
18.6
15.4
15.6
15.8
16.3
21.5
22.1
22.9
24.0
14.3
14.7
15.1
15.8
14.6
17.5
22.8
19.2
ftVffRIABffiS.MESlffi
::?3?RtoiliidU^
isisea^iiiHK;
231
231
232
232
233
229
231
231
232
232
231
232
233
233
234
205
205
205
206
206
204
205
205
206
207
208
209
210
212
230
230
230
231
231
231
232
232
232
233
233
233
203
204
204
204
205
205
205
206
204
205
205
205
229
230
202
209
h
sl
».
5
1
7
5
Tableau F
N13510C
N13510C
N13510C
N13510C
N13510C
N17510C
N17510C
N17510C
N17510C
N13517;
N13517S
N13517;
N13517;
N13517;
N23517;
N23517;
N23517;
N23517;
N23517;
N27517S
N27517;
N27517;
N27517i
N27517;
N23530C
N23530C
N23530C
N23530C
N23530C
S13510C
S13510C
S13510C
S13510C
S13517;
S13517;
S13517;
S13517;
S17517;
S17517S
S17517S
S17517E
S27517;
S27517;
S27517S
S27517;
S2353CK
S23530(
S2353CK
S23531X
S27530C
S27530C
S27530C
S27530C
H13517E
H17510C
H17517;
H23517S
H23530C
H27517S
N13522;
N13522;
'alrens de validalion pour la pyrolyse suls a la sortie.
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0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
0 0.0
5 0.0
10 0.0
15 0.0
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
0 0.0
5 0.0
10 0.0
15 0.0
20 0.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1-0
10 1.0
15 1.0
20 1.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1-0
10 1.0
15 1.0
20 1.0
5 0.5
15 0.5
20 0.5
15 0.5
15 0.5
5 0.5
0 0.0
5 0.0
STOtiifcKS
^SWslwK^f^:
225
225
225
225
225
225
225
225
225
225
225
225
225
225
200
200
200
200
200
200
200
200
200
200
200
200
200
200
200
225
225
225
225
225
225
225
225
225
225
225
225
200
200
200
200
200
200
200
200
200
200
200
200
225
225
225
200
200
200
225
225
3.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7-5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
3.5
7.5
7.5
3.5
3.5
7.5
3.5
3.5
SSVISA
(emanc
sws<
100
100
100
100
100
100
100
100
100
175
175
175
175
175
175
175
175
175
175
175
175
175
175
175
300
300
300
300
300
100
100
100
100
175
175
175
175
175
175
175
175
175
175
175
175
300
300
300
300
300
300
300
300
175
100
175
175
300
175
225
225
^
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904
897
890
882
876
905
899
893
887
889
880
866
858
851
929
920
911
904
897
931
922
909
901
893
903
887
878
868
860
899
889
880
871
876
867
859
851
877
869
862
855
918
909
900
891
883
874
864
855
883
873
865
857
876
879
857
901
864
919
876
866
K(2»]
Weak
3.73
7.38
11.39
15.13
17.91
3.27
7.63
12.49
17.10
4.29
8.17
11.52
14.83
17.81
4.01
7.50
10.06
12.90
15.26
3.32
7.17
10.59
13.95
17.65
4.47
8.20
11.66
14.43
18.29
6.16
8.69
11.20
13.44
6.90
8.84
10.98
13.12
7.37
10.57
13.47
15.82
6.24
8.39
10.77
13.77
6.89
8.85
10.96
13.20
10.34
11.97
13.88
16.36
6.80
12.94
13.93
10.84
11.97
6.31
4.50
8.44
msswwwvsss
:?^MStW6i^
wwvifimgwM
105
107
107
107
107
105
105
105
102
181
181
182
183
183
183
183
183
181
181
182
182
182
182
183
305
306
301
302
302
106
106
106
106
182
182
182
182
181
181
182
182
181
Tableau F.3
N1751755
N1751759
N1751751
N1751752
N1353005
N1353009
N1353001
N1353002
N1753005
N1753009
N1753001
N1753002
N2351005
N2351009
N2351001
N2351002
N2751005
N2751009
N2751001
N2753005
N27S3009
N2753001
N2753002
S1751005
S1751009
S1751001
S1751002
S1353005
S1353009
S1353001
S1353002
S1753005
S1753009
S1753001
S1753002
S2351005
S2351009
S2351001
S2351002
S275100S
S2751009
S2751001
S2751002
S2351755
S2351759
S2351751
S2351752
H1351005
H1753005
H2751009
H2753002
: Patrons d'entramement pour la dispersion seule ou un combinaison de la fraction reella de charge et de la dispersion S Is
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5
10
15
20
5
10
15
20
5
10
15
20
5
10
15
20
5
10
15
5
10
15
20
5
10
15
20
5
10
15
20
5
10
15
20
5
10
15
20
5
10
15
20
5
10
15
20
5
5
10
20
:WANST;"<
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0
0.5
0.5
0.5
0.5
e6?8:5;:S?i$$i
iltSfli?
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
KSdemandfi
:wmlf»nym
175
175
175
175
300
300
300
300
300
300
300
300
100
100
100
100
100
100
100
300
300
300
300
100
100
100
100
300
300
300
300
300
300
300
300
100
100
100
100
100
100
100
100
175
175
175
175
100
300
100
300
^^^^^8
S$::<mfs:$:$::M
881
873
866
858
851
841
833
825
854
845
837
827
946
937
928
922
942
935
929
891
882
872
863
897
891
884
877
845
835
826
818
849
842
833
827
943
933
922
913
939
930
921
914
920
911
901
892
895
851
929
859
W^VtBKt
8.0(
12.1
15.7
19.4
8.7;
13.0
17.0
20.5
10.8
15.6
18.1
21.7
6.3!
8.81
12.1
14.8
e.a
10.4
14.5
10.8
13.9
16.2
18.9
6.5!
10.8
14.8
18.0
6.91
9.41
12.0
13.7
11.0
13.6
15.7
17.1
5.5-
7.5:
10.3
12.2
5.3;
8.0!
11.4
14.6
6.6!
8.5;
10.G
12.0
6.1!
9.5;
8.51
17.0
?wS
3SUI
m181
181
181
181
303
i03
303
303
301
302
302
302
105
105
105
105
104
105
103
302
302
303
303
106
106
106
107
301
301
301
302
304
304
305
305
106
106
106
106
106
106
106
106
179
179
179
179
104
303
105
301
Mw?
s&KM
20.2
21.3
22.2
23.3
13.3
14.5
15.0
15.6
17.4
18.7
19.0
20.0
15.7
16.6
17.8
18.8
24.1
25.4
27.4
17.6
18.8
19.5
20.3
22.3
Tableau F.4: Patrons de validation pour la dispersion seuls ou un comblnaison de la fraction r6elle de charge et de la dispersion a la sortie
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W^^^mSS^^MSM'Sw^v'sS^
N1351005 5 0.0
N1351009 10 0.0
N1351001
N1351002
N1751005
N1751009
N1751001
N1351755
N1351751
N1351752
N2351755
15 0.0
: 20 0.0
i 5 0.0
i 10 0.0
15 0.0
5 0.0
15 0.0
; 20 0.0
5 0.0
N2351759 10 0.0
N2351751
N2351752
N2751755
N2751759
N2751751
15 0.0
; 20 0.0
5 0.0
i 10 0.0
15 0.0
N2751752 20 0.0
N2353005 5 0.0
N2353009
N2353001
N2353002
S1351005
S1351009
S1351001
S1351002
S1351755
S1351759
S1351751
S1351752
S1751755
S1751759
S1751751
S1751752
S2751755
S2751759
S2751751
S2751752
S2353005
S2353009
S2353001
S2353002
S2753005
S2753009
S2753001
S2753002
H1351755
H1751001
H1751752
H2351751
H2353001
H2751755
N1352255
i 10 0.0
15 0.0
20 0.0
5 1.0
10 1.0
15 1.0
20 1.0
5 1.0
i 10 1.0
15 1.0
20 1.0
5 1.0
i 10 1.0
15 1.0
; 20 1.0
5 1.0
i 10 1.0
15 1.0
; 20 1.0
5 1.0
i 10 1.0
15 1.0
; 20 1.0
5 1.0
i 10 1.0
15 1.0
20 1.0
5 0.5
15 0.5
20 0.5
15 0.5
15 0.5
5 0.5
5 0.0
SSSiCafsiusg
225
225
225
225
225
225
225
225
225
225
200
200
200
200
200
200
200
200
200
200
200
200
225
225
225
225
225
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200
200
200
200
200
200
200
200
200
225
225
225
200
200
200
225
vsf»mMvMS
:::::Sdemaml6
;ft(%fli;ffiwipm^
3.5
3.5
3.5
3.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
7.5
3.5
3.5
3.5
3.5
7.5
7.5
7.5
7.5
3.5
7.5
7.5
3.5
3.5
7.5
3.5
100
100
100
100
100
100
100
175
175
175
175
175
175
175
175
175
175
175
300
300
300
300
100
100
100
100
175
175
175
175
175
175
175
175
175
175
175
175
300
300
300
300
300
300
300
300
175
100
175
175
300
175
225
;=:Vi^s!tts%:::^tt;:t:a
;B:$::mte::H$S::S::SdB7cB
897 7.38
890 11.3E
882 15.13
876 17.91
899 7.63
893 12.4S
887 17.1C
880 8.17
858 14.83
851 17.81
920 7.50
911 10.06
904 12.90
897 15.26
922 7.17
909 10.58
901 13.9E
893 17.6S
887 8.20
878 11.6C
868 14.43
860 18.28
899 6.16
889 8.69
880 11.2C
871 13.44
876 6.90
867 8.84
859 10.98
851 13.12
877 7.37
869 10.57
862 13.47
855 15.82
918 6.24
909 8.39
900 10.77
891 13.77
883 6.89
874 8.85
864 10.96
855 13.2C
883 10.34
873 11.97
865 13.8G
857 16.36
876 6.80
879 12.94
857 13.93
901 10.84
884 11.97
919 6.31
868 8.44
iV
iBSurt
:vpm;m
107
107
107
107
105
105
102
181
183
183
183
183
181
181
182
182
182
183
306
301
302
302
106
106
106
106
182
182
182
182
181
181
182
182
181
182
180
181
303
303
303
303
301
302
302
303
179
105
180
181
302
181
232
M
WIABLESMESURe
KfWJ^W
3MiB»i«:%i
230
231
231
231
231
231
231
231
230
231
206
206
207
207
206
203
205
206
206
205
206
209
229
229
229
229
230
230
231
231
229
230
230
231
206
206
207
207
205
205
206
206
205
207
208
210
229
230
230
205
207
205
Annexe G
(Recherche du nombre optimal de neurones caches)
Tableau G.1
3
4
5
6
7
8
9
10
kk
144
102
92
93
62
61
267
74
: Deux meilleurs r6sultats obtenus pour diff6rents nombre de noeuds cacti6s pour Ie mod61e ayant
5 noeuds d'entr6e (variables manipulables) et la pyrolyse en sortie.
Fq
81
85
84
95
96
103
83
105
KMoyA
0.148
0.580
0.571
0.587
0.588
0.577
0.136
0.550
vMoyA
0.146
0.640
0.640
0.647
0.661
0.655
0.152
0.627
kMaxA
0.817
1.346
1.374
1.316
1.343
1.332
0.825
1.446
vMaxA
0,509
1.219
1.317
1.391
1.311
1.459
0.446
1.546
^moy2A
0.0443
0,5148
0,5135
0.5213
0.5434
0.5425
0.0415
0.4988
FisherA
22.6
1.83
1.81
1.79
1.70
1.73
24.2
1.88
RdeuxA
T002~
0.942
0.930
0.935
0.925
0.937
1.005
0.938
SSReg_A
~466T
4381
4326
4349
4305
4357
4673
4363
Tableau G.2
3
4
5
6
7
8
9
10
Ide
1931
535
586
426
136
465
495
327
: Deux meilleurs rtsultats obtenus pour diff6rents nombre de noeuds cach6s pour Ie modfele ayant
10 noeuds d'entr6e (variables mesurables) et la pyrolyse en sortie.
Tq-
85
88
83
90
87
92
84
97
T(M6yA
0.347
0.399
0.289
0.277
0.639
0.241
0,311
0.334
vMoyA
0.812
0.816
0.896
0.856
0.851
0.702
0.723
0.763
kMaxA
1.025T
1.089
0.858
0.884
1.868
0.843
1.369
1.171
vMaxA
37099
2.718
3.221
2.581
2.069
2.431
2,315
2,430
EmoyZA
^3.6193^
0.7390
0.7478
0.6690
0.8346
0.4735
0,5402
0.5549
FisherA
•\£2SS2
1.37155
1.35908
1.54184
1,18
2.16564
1.86747
1.80918
RdeuxA
1.007
1.014
1.016
1.032
0.982
1.025
1.009
1.004
SSReg_A
4683
4715
4727
4798
4568
4770
4693
4670
Tableau G.3
~3~
4
5
6
7
8
9
10
kk
-409-
185
306
639
247
283
328
651
: Deux meilleurs r6sultats obtenus pour diff6rents nombre de noeuds cach6s pour Ie modfele ayant
15 noeuds d'entrte (variables manipulables et mesurables) et la pyrolyse en sortie.
Fq
TOT
88
103
104
100
92
99
93
kMoyA
0.111
0.579
0.112
0.085
0.130
0.124
0.109
0.120
vMoyA
0.246
0.662
0.300
0.312
0.349
0.436
0.341
0.267
kMaxA
0.763
1.713
0.584
0,499
0.676
0.739
0.510
0.708
vMaxA
0.992
1,707
0.988
0.860
1.055
1.356
0.872
0,928
Emoy2A
0.0719
0,5667
0.0833
0.0828
0.1050
0.1750
0.0961
0.0767
FisherA
14.0645
1.64634
12.1
12,1665
9.60
5.79
10.5405
13,1152
RdeuxA
1.011
0.933
1.006
1.008
1.007
1.014
1.013
1.006
^SSRegJ^
4703
4340
4682
4687
4686
4718
4712
4679
Tableau G.4
~3~
4
5
6
7
8
9
10
TdT
~w
16
21
17
17
15
26
16
: Deux meilleurs rtsultats obtenus pour diff6rents nombre de noeuds cach6s pour Ie modfele ayant
5 noeuds d'entr6e (variables manipulables) et I'indlce de dispersion en sortie,
-Fq-
"9T
81
87
77
78
86
89
95
T<MoyA
0.018
0.021
0.020
0.022
0.021
0.021
0.021
0.021
vMoyA
0.023
0.021
0.022
0.023
0.021
0.021
0.021
0.022
T<MaxA
0.079
0.094
0,079
0.092
0.085
0.092
0.073
0.088
vMaxA
0.102
0.112
0.100
0.101
0,109
0.109
0.111
0.100
^moy2A
0.0008
0.0009
0.0008
0.0009
0.0008
0.0009
0.0008
0.0009
FlsKen«T
Tl30~
914
961
902
990
929
1042
865
TQeux/^
0.875
0.789
0.812
0.801
0.819
0.788
0.836
0.736
SSReg_A
THT
0.15
0.15
0.15
0.15
0.15
0.16
0.14
Tableau G.5
3
4
5
6
7
8
9
10
T<]<~
135
11
16
12
50
94
78
79
: Deux meilleurs rtsultats obtenus pour diff6rents nombre de noeuds cach6s pour Ie modfele ayant
10 noeuds d'entr6e (variables mesurabtes) et I'indice de dispersion en sortie.
~Fq-
99
75
86
73
82
79
88
76
kMoyA
0.021
0.025
0.024
0,025
0.020
0.018
0.020
0.020
vMoyA
0.023
0.023
0.023
0.025
0.023
0.025
0.023
0.024
kMax^
0.066
0.086
0.081
0.082
0.061
0.048
0.070
0.067
vMaxA
071T5-
0.089
0.094
0.093
0.117
0.120
0,098
0.107
Emoy2A
0;0009-
0.0011
0.0009
0.0011
0.0009
0.0008
0.0008
0.0008
FisherA
936
517
808
673
999
1174
1041
903
Tableau G.7
n
~3A~
38
4A
4B
5A
SB
6A
6B
7A
7B
8A
8B
9A
98
10A
10B
kk
"67
30
1193
59
163
36
1821
51
423
20
87
35
160
26
1484
70
: Deux meilleurs r6sultats obtenus pour diff6rents nombre de noeuds cach6s pour Ie modfele ayant
5 noeuds d'entr6e (variables manipulables) et la pyrolyse ainsi que I'indice de dispersion en sortie.
Fq
89
86
90
86
97
85
97
96
85
88
92
74
82
73
76
82
kMoyA
0.59
0.70
0.58
0.66
0.61
0.64
0.28
0.68
0.55
0.64
0.60
0.65
0.53
0.60
0.57
0.90
vMoyA
0.53
0.67
0.52
0.62
0.55
0.60
0.38
0.62
0.53
0.58
0.58
0.64
0.49
0.54
0.53
0.82
KMoyB
0.0197
0.0212
0.0132
0.0204
0.0154
0.0222
0.0083
0.0189
0.0090
0.0213
0.0156
0.0208
0.0133
0.0213
0.0079
0.0246
vMoyB
0.0248
0.0223
0.0280
0.0225
0.0297
0.0212
0.0436
0.0225
0.0377
0.0217
0.0316
0.0217
0.0495
0.0214
0.0392
0.0217
RMaxA
1.24
1.51
1.18
1.10
1.16
1.89
0.92
1.72
1.17
1.40
1.24
1.34
1.45
1.20
1.13
2.54
vMaxA
1.04
1.37
1.06
1.09
1.15
1.63
1.53
1.74
1.38
1.57
1.23
1.62
1.50
1.22
1.16
2.03
KMaxB
0.1059
0.0979
0.0571
0.0985
0.0617
0.0949
0.0259
0.0757
0.0447
0.0974
0.0670
0.0826
0.0483
0.0939
0.0448
0.0921
vMaxB
0.1123
0.1077
0.1320
0.1086
0.1337
0.1059
0.1741
0.1082
0.1318
0.1031
0.1186
0.1111
0.1728
0.1051
0.1247
0.1000
Emoy2A
0.3708
0.5715
0.3591
0.4757
0.4152
0.5132
0.1983
0.6370
0.3703
0.4866
0.4166
0.5188
0.3686
0.4111
0.3588
1.0122
FlsherA
2.76
1.75
2.84
2.08
2.43
2.01
5.64
1.63
2.81
2.06
2.42
1.94
2.82
2.40
2.84
0.97
RdeuxA
1.023
1.001
1.019
0.990
1.008
1.029
1.118
1.036
1.040
1.000
1.006
1.009
1.039
0.986
1.018
0.987
SReg_
2840
2779
2829
2748
2799
2858
3105
2877
2888
2778
2795
2802
2886
2740
2826
2740
Emoy2B
0.00096
0.00088
0.00089
0.00089
0.00105
0.00088
0.00157
0.00081
0.00139
0.00087
0.00112
0.00080
0.00212
0.00085
0.00132
0.00097
FtsherB
938
898
1246
880
910
875
845
1069
858
822
864
1162
725
912
850
766
RdeuxB
0.899
0.795
1.104
0.787
0.954
0.767
1.326
0.869
1.188
0.718
0.966
0.928
1.539
0.774
1.125
0.746
SSReg_B
0.169
0.149
0.207
0.148
0.179
0.144
0.249
0.163
0.223
0.135
0.181
0.174
0.289
0.145
0.211
0.140
Tableau G.8
n
~3f^
3B
4A
4B
5A
5B
6A
6B
7A
7B
8A
88
9A
9B
10A
10B
TdT
"986'
204
869
282
1221
48
857
98
422
179
1435
49
222
34
275
59
: Deux meilleurs r6sultats obtenus pour diff6rents nombre de noeuds cach6s pour Ie modfele ayant
10 noeuds d'entr6e (variables mesurables) et la pyrolyse ainsl que I'indice de dispersion en sortie.
s79"
84
79
92
83
88
80
91
79
93
97
81
102
89
87
87
kMoyA
"o^r
0.69
0.69
0.64
0.63
1.48
0.63
0.73
0.58
0.65
0.56
1.07
0.61
0.88
0.60
0.98
vMoyA
T00~
1.09
1.02
1.02
0.93
1.90
0.96
0.98
0.89
1.09
0.84
1.42
0.71
1.06
0.79
1.10
RMoyB
0.0126
0.0202
0.0125
0.0190
0.0091
0.0246
0.0108
0.0214
0.0116
0.0184
0.0070
0.0242
0.0163
0.0238
0.0169
0.0236
vMoyB
0.0316
0.0240
0.0304
0.0243
0.0425
0.0209
0.0367
0.0222
0.0369
0.0236
0.0539
0.0251
0.0344
0.0238
0.0350
0.0224
KMaxA
T84-
1.86
1.88
2.08
1.76
4.55
1.50
2.71
1.16
2.27
1.26
2.93
1.49
3.76
1.61
3.15
vMaxA
~2M~
3.23
2.76
3.06
3.27
6.90
2.58
3.65
2.34
3.41
2.10
5.51
1.83
4.91
2.81
5.68
KMaxB
0.0430
0.0642
0.0443
0.0578
0.0413
0.0880
Tableau 0.9
n
~3K~
3B
4A
4B
5A
5B
6A
6B
7A
7B
8A
SB
9A
98
10A
108
T(T
T7T
64
146
55
388
279
539
45
619
40
656
13
749
15
1135
34
: Deux meilleurs r6sultats obtenus pour diff6rents nombre de noeuds cach6s pour Ie modfele ayant
15 noeuds d'entr6e (variables manipulables et mesurables) et la pyrolyse ainsi que I'indice de dispersion en sortie.
-Fq~
88
73
107
84
94
85
84
83
73
93
101
77
95
78
90
82
T<M6yA
0.65
0.86
0.60
0.89
0.57
0.71
0.21
0.70
0.17
0.62
0.13
0.69
0.12
0.61
0.18
0.60
vMoyA
0.62
0.79
0.56
0.82
0.57
0.71
0.37
0.67
0.33
0.68
0.25
0.58
0.29
0.57
0.31
0.63
RMoyB
0.0177
0.0215
0.0178
0.0207
0.0211
0.0249
0.0054
0.0206
0.0080
0.0195
0.0022
0.0216
0.0031
0.0216
0.0026
0.0217
vMoyB
0.0282
0.0227
0.0294
0.0223
0.0260
0.0230
0.0383
0.0237
0.0393
0.0205
0.0416
0.0220
0.0516
0.0223
0.0400
0.0227
kMaxA
1.59
2.88
1.30
2.38
1.00
1.92
0.62
1.74
0.64
1.34
0.56
1.69
0.64
1.81
0.66
1.60
vMaxA
1.49
2.61
1.06
1.84
1.53
2.39
1.08
1.76
1.25
2.15
0.72
1.38
1.13
1.93
1.02
1.78
RMaxB
0.0558
0.0815
0.0953
0.0964
0.0648
0.0833
0.0211
0.0834
0.0304
0.0900
0.0120
0.0906
0.0224
0.0920
0.0163
0.0739
vMaxB
0.1259
0.1171
0.1093
0.1049
0.1122
0.1013
0.1196
0.1105
0.1358
0.1141
0.1375
0.1050
0.1511
0.1048
0.1325
0.1045
Emoy2A
0.5028
1.0387
0.4124
0.9553
0.4028
0.7768
0.1439
0.6837
0.1132
0.6088
0.0619
0.5841
0.0926
0.5316
0.1014
0.5643
FisherA
T.99
0.88
2.46
1.02
2.55
1.24
7.91
1.41
9.78
1.72
17.84
1.71
12.10
1.89
10.91
1.87
RdeuxA
17000
0.916
1.014
0.978
1.028
0.961
1.138
0.965
1.107
1.049
1.105
1.001
1.120
1.007
1.107
1.055
SReg_
^277T
2543
2817
2717
2854
2670
3161
2680
3074
2912
3068
2780
3110
2796
3073
2930
EmoyZB
0.0010
0.0009
0.0011
0.0009
0.00093
0.00101'
0.00125
0.0009
0.00143
0.0008
0.00142
0.0009
0.00225
0.0009
0.00133
0.0009
FtsherB
TOST
940
964
741
916
718
973
862
911
1013
872
928
684
893
1031
952
RdeuxB
1.033
0.834
1.056
0.683
0.85363
0.72424
1.2124
0.764
1.3064
0.825
1.2409
0.796
1.543
0.788
1.3664
0.816
SSReg_B
0.194
0.157
0.198
0.128
0.160353
0.136047
0.227753
0.144
0.245413
0.155
0.233096
0.149
0.289855
0.148
0.256672
0.153
Tableau G.10 : Critferes de Fisher pond6r6s pour d6terminer Ie nombre de noeuds cach6s
pour les r6seaux a plus d'une sortie
n.caches
3
4
5
6
7
8
9
10
5 entrees
0.349
0.549
0.340
0.614
0.319
0.487
0.373
0.093
Fisher
10 entrees
0.724
0.726
0.166
0.569
0.762
0.341
0.490
0.365
15 entrees
0.438
0.244
0.248
0.534
0.728
0.756
0.558
0.809
5 entrees
0.199
0.207
0.300
0.847
0.259
0.390
0.390
0.148
SSR^
10 entrees
0.560
0.615
0.578
0.563
0.789
0.544
0.277
0.271
15 entrees
0.315
0.212
0.200
0.603
0.830
0.669
0.804
0.848
Annexe H
(Graphiques des resultats obtenus
avec les reseaux de neurones)
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Graphique H.1a : Ecarts moyens et maximums pour les ensembles d'entramement (k) et de validation (v) (5/9/pyrolyse)
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Graphique H.2a : Ecarts moyens et maximums pour les ensembles d'entramement (k) et de validation (v) (10/6/pyrolyse)
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Graphique H.2b : Fractions massiques mesurees en fonction de celles calculees pour Ie reseau (10/6/pyrolyse)
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Graphique H.3a : Ecarts moyens et maximums pour les ensembles d'entramement (k) et de validation (v) (15/8/pyrolyse)
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Graphique H.4a : Ecarts moyens et maximums pour les ensembles d'entrainement (k) et de validation (v) (5/3/dispersion)
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Graphique H.5a : Ecarts moyens et maximums pour les ensembles d'entrainement (k) et de validation (v)
(10/8/dispersion)
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Graphique H.5b : Indices de dispersion mesurees en fonction de celles calculees pour Ie reseau (10/8/dispersion)
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Graphique H.6b : Indices de dispersion mesurees en fonction de celles calculees pour Ie reseau (15/6/dispersion)
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Graphique H.7a : Ecarts moyens et maximums pour les ensembles d'entrainement (k) et de validation (v)
(5/6/[pyrolyse+dispersion])
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Graphique H.7c : Indices de dispersion mesurees en fonction de celles calculees pour Ie reseau
(5/6/[pyrolyse+dispersion])
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Graphique H.7e : Indices de dispersion mesurees en fonction de celles calculees pour Ie reseau
(5/6/[pyrolyse+dispersion])
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Graphique H.8a : Ecarts moyens et maximums pour les ensembles d'entrainement (k) et de validation (v)
(10/7/[pyrolyse+dispersion])
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Graphique H.9a : Ecarts moyens et maximums pour les ensembles d'entrainement (k) et de validation (v)
(15/10/[pyrolyse+dispersion])
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Graphique H.9b : Fractions massiques mesurees en fonction de celles calculees pour Ie reseau
(15/10/[pyrolyse+dispersion])
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Graphique H.9c : Indices de dispersion mesurees en fonction de celles calculees pour Ie reseau
(15/10/[pyrolyse+dispersion])
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Annexe I
(Criteres statistiques calcules entre les valeurs mesurees
et calculees par Ie reseau de neurones)
Tableau 1.1 : Criteres de correlation lineaires calculees entre les valeurs mesurees et les valeurs calculees par Ie reseau de neurones.
iiiiswum
Pyrolyse
Pyrolyse
Pyrolyse
ID
ID
ID
Pyrolyse*+ID
Pyrolyse + ID*
Pyrolyse*+ID
Pyrolyse + ID*
Pyrolyse*+ID
Pyrolyse + ID*
Pyrolyse*+ID
Pyrolyse + ID*
Pyrolyse*+ID
Pyrolyse + ID*
Pyrolyse*+ID
Pyrolyse + ID*
ii^ririeiM
Man.
Mes.
Man. + mes.
Man.
Mes.
Man. + mes.
Man.
Man.
Man.
Man.
Mes.
Mes.
Mes.
Mes.
Man. + mes.
Man. + mes.
Man. + mes.
Man. + mes.
p
I
p
I
p
I
p
I
p
I
p
I
iltcllilnliiliNtlia^
0.999
0.973
0.996
0.644
0.635
0.603
0.993
0.433
0.979
0.624
0.972
0.556
0.962
0.639
0.997
0.512
0.981
0.603
116
116
116
102
102
102
102
102
102
102
102
102
102
102
102
102
102
102
iiif^RiilCTUluiiiil
0.999
0.987
0.999
0.727
0.778
0.716
0.995
0.945
0.979
0.715
0.979
0.892
0.986
0.751
0.998
0.993
0.983
0.678
55
55
55
49
49
49
49
49
49
49
49
49
49
49
49
49
49
49
liiiWi
0.999
0.967
0.994
0.564
0.54
0.481
0.991
0.124
0.979
0.526
0.961
0.335
0.952
0.543
0.995
0.201
0.979
0.526
liiiiil
^T
59
59
51
51
51
51
51
51
51
51
51
51
51
51
51
51
51
^9~
63
122
17
87
88
45
45
45
45
83
83
83
83
167
167
167
167
*: Indique que Ie reseau choisi a converge en premier en fonction de la variable etoilee.
**: Indique que les criteres ont et6 calcules pour la fraction massique de charge reelle ou pyrolyse (P) ou pourl'indice de dispersion (I).
***; Le R2 calcul6 id n'estpas Ie coefficient de determination comme a /'annexe H mais Ie coefficient de correlation lin^aire.
DDLR: degres de liberty calculi par la regression lin6aire
DDLN : degres de liberte calculi par l'6quation 7.22
P: Indique que les valeurs sont calculees pour verifier la correspondance entre les concentrations de charge calcul^es a I'aide du
reseau a deux sorties et les valeurs r6elles.
/; Indique que les valeurs sont calcul6es pour v6rifierla correspondance entre les indices de dispersion calculees a I'aide du
reseau a deux sorties et les valeurs r^elles.
