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Abstract
According to a general definition of discrete curves, surfaces, and manifolds (Li Chen, “Generalized discrete
object tracking algorithms and implementations,” In Melter, Wu, and Latecki ed, Vision Geometry VI, SPIE Vol.
3168, pp 184-195, 1997. ). This paper focuses on the Jordan curve theorem in 2D discrete spaces. The Jordan
curve theorem says that a (simply) closed curve separates a simply connected surface into two components. Based
on the definition of discrete surfaces, we give three reasonable definitions of simply connected spaces. Theoretically,
these three definition shall be equivalent. We have proved the Jordan curve theorem under the third definition
of simply connected spaces. The Jordan theorem shows the relationship among an object, its boundary, and its
outside area.
After the publication of the first version of the paper (L. Chen, Note on the discrete Jordan Curve Theorem.
In: SPIE Conf. on Vision Geometry VIII, vol. 3811, pp. 82-94. SPIE, Bellingham (1999). ), we found some
statements in the original proof of the Jordan Curve Theorem were not explained well. One case was not proven
in details. In this revision, we added two more minor definitions and make the proof more solid and sound when
it is needed for embedding a discrete surface into a Euclidean space.
In this revision, we also proved that the third definition of simply connected spaces equivalent to the second
definition of simply connected spaces.
Keywords: discrete curve, discrete surface, discrete manifold, graph, Jordan curve theorem, image processing .
1 Introduction
In 1999, The author declared that we have proved the discrete Jordan Curve Theorem for 2D discrete manifolds,
which should be a generalization of the proof of the theorem in planar graphs made by W.T. Tutte in 197923.
However, when the author present the same result in the book “Discrete Surfaces and Manifolds”, SP Computing,
in 200425. The author seems found that the proof in 1999 was not very sound comparing to Tutte’s proof. Recently,
researchers still show considerable interests in Jordan curve theorem due to the fact of trustable mathematical proof
and formalized proof using computers24. The author get back to review the original paper by O. Veblen in 190523,
this paper was regraded as the first correct proof of this fundamental theorem. It was so interesting that Veblen’s
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proof was not solidly sound neither if using a strict standard. This is because that Veblen made many definitions
for some concepts instead of proving them. It was very obvious that Veblen’s definitions are very reasonable.
(It was shown that, for a very basic mathematics theorem, the proof may need to involve some reasonable
axiom-like definitions in order to make a proof. )
In this revision, we will add two reasonable definitions, and they are much less than what Veblen did. We then
will use the same proving strategy in our 1999 paper to give a solid proof of the discrete Jordan Curve Theorem. In
fact, the discrete Jordan Curve Theorem can be applied to prove the continuous version of Jordan curve theorem
in plane in a natural way. Our proof still maintain its pure discrete forms.
A simple closed curve will separate a plane into two disconnected components. This obvious fact needs a proof.
C. Jordan gave a first proof. But many mathematicians do not accept his proof. In 1905, Vablen gave a proof of
this theorem. Vablen’s proof not only provided a solid proof but also set a standard for mathematics for what a
proof should be.
In Veblen’s proof, he first defined what a curve is? A curve must be defined. We know today, a 2D curve is a
continuous mapping from [0,1] to a 2D Euclidean space. This is even harder to define since we need to first define
a function or a mapping. Draw a curve in the plane, can you get a mapping easily? No! 1-1 mapping for [0,1] to
the plane is not constructible. Veblen rather define the curve directly.
This is one of the motivation we want to use discrete curves for computers. Computers always want an object
to be programable or even finite . that is possible to be put in to the computer memory or disk space.
In order to make this current revision focuses only on the discrete Jordan Curve Theorem, we will omit some
materials from the original paper.
Most of the related research work deals with curves and surfaces in Σm, a space containing all integer grid
points. We usually call such a space a digital space. A general definition of discrete objects such as curves, sur-
faces, and n-Manifold is considered based on a general graph G = (V,E) in 1,4. This note focuses on the Jordan
curve theorem in the general 2D discrete space.
2 Discrete Surfaces and Discrete Manifolds
A graph, G, consists of two sets V and E. V is a set of vertices, and E is a set of pairs of vertices, called edges. An
edge is said to be incident with the vertices it joins. We assume G = (V,E) is an undirected graph in this paper.
We also assume G = (V,E) is a simple graph, meaning every pair of vertices has only one edge which is incident
to these two vertices, and there is no (a, a) ∈ E for any a ∈ V .
If (p, q) is in E, p is said to be adjacent to q. Let p0, p1, ..., pn−1, pn be n + 1 vertices in V . If (pi−1, pi) is in
E for all i = 1, ..., n, then {p0, p1, ..., pn−1, pn} is called a path. If p0, p1, ..., pn−1, pn are distinct vertices, the path
is called a simple path. A simple path {p0, p1, ..., pn−1, pn} is closed if (p0, pn) is an edge in E. A closed path is
also called a cycle. Two vertices p and q are connected if there is a path {p0, p1, ..., pn−1, pn} such that p0 = p and
pn = q. G is called connected if every pair of vertices in G is connected. We always assume G is connected in this
paper.
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Let S be a set. Assume S′ is a subset of S, denoted by S′ ⊆ S. If S is not a subset of S′, then S′ is called a
proper-subset of S, denoted by S′ ⊂ S . Suppose G′ = (V ′, E′) is a graph where V ′ ⊂ V and E′ ⊂ E for graph
G = (V,E). We say G′ = (V ′, E′) is a partial-graph of G. If E′ consists of all edges in G whose joining vertices are
in V ′, then the partial-graph G′ = (V ′, E′) is called a subgraph of G, denoted by G′  G. If V ′ is a proper-subset
of V , then we denote G′ ≺ G. We note that for a certain subset V ′ of V , the subgraph G′ with vertices V ′ is
uniquely defined.
2.1 Basic Cells: Point-cells, Line-cells, and Surface-cells
Definition 2.1 Each element of V is called a point-cell, 0-cell, or point. Each element of E is called a line-cell,
or 1-cell.
Because G is simple and undirected, an element of E, (a, b), (or a 1-cell) can be defined as the subset which
contains two 0-cells {a, b}. Intuitively, a surface-cell (2-cell) represents a certain area, such as an unit square.
However, there is no “area” in a graph. So, a surface-cell can be defined as a closed path of points, p0, ..., pn,
where pi and pi+1 are adjacent , or a path of edges, e0, ..., en, where ei and ei+1 share a point. A path forms a
partial-graph of G. Thus, we have two choices:
First, if we define a surface-cell to be a closed path, then the vertices of the path may generate several closed
paths. This approach can be used to represent and describe indirect adjacency in Σm. For example in Σ2, assume
a, b, c, d are four points of an unit square, then {a, b, c, d} is a surface-cell. Moreover, {a, b, c}, {a, b, d}, etc. are
(8-adjacency) surface-cells. Such cases may generate ambiguities and local non-Jordan cases6,7,8.
Second, a surface-cell must be not only a closed path (a partial graph), but also a subgraph. That is to say,
the simple closed path has no any proper partial-graph in G that is a simple closed path. Because a subgraph is
uniquely defined, we may use the set of vertices of the subgraph to represent the surface-cell. This matches our
ideal, that is, any i-cells can be defined as a set of points.
[Note that the original paper was confused with subgraph and partial graph. Shall be swapped. ]
This paper mainly discusses the second case. i.e. a surface-cell is a subgraph or a set of points in G. We will
only consider this case in the rest of the paper if we do not specify otherwise. We sometimes call the first case the
indirect-adjacency case as well as the second case a direct-adjacency case 5,7,8.
According to the definition of subgraphs, if a subgraph D of G is a simple cycle, then D has no proper partial-
graph of itself that is a closed path. Such a D is also called a minimal-cycle. A surface-cell must be a minimal
cycle, but a minimal cycle may not be a surface-cell. Suppose that we have a G as shown in Figure 2.1. In (a) and
(b), every surface-cell is clear. However, G in (c) and (d) has the same V and E, but each could have a different
interpretation. If the simple cycle (a, b, c, f, i, h, g, d) is not a surface-cell, then G looks like a plane; if the cycle is
a surface-cell, then G would have a 3-dimensional-cell (3-cell). A geometrical interpretation of G is needed to give
a geometrical frame (a topological structure) to G.
Let C be the set of all minimal cycles in G. Defining a subset of C to be the set of surface-cells is a way to
generate a geometrical frame for G.
Definition 2.2 Let C be the set of all minimal cycles in G. A subset of C, U2 is called a surface-cell set if for
any two different minimal cycles in U2, u and v, u ∩ v is connected in u ∩ v.
[The definition of the minimal cycle is still valid now. We want to add the following definition to make the
definition of surface-cell strong and more reasonable. Each surface-cell or 2-cell is a minimal closed path.
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Additional definition for discrete 1-cells and 2-cells: Each 1-cell contains a pseudo vertex or point in between
two end vertices. This pseudo point is representative or reference point of the 1-cell. Will not allow any edge to
be added at the pseudo point. A surface-cell also contains a pseudo point. This pseudo point just like a central
point for an object. It is used to refer that this is a 2D or 1D entity or just a set of vertices. It is reasonable since
in Euclidean plane, we always can make such a point. This idea was from our idea of refinement of grid space. We
can add finite number of points or vertices in these cells as necessary. We can also define the those points in 3-cells
and m-cells. Only finite number of them are allowed. They can be called the middle point, or inner points, or
central point. They are not real vertices. These points are called central pseudo points. These points are usually
used only indicating the status of cells and paths. Another type of pseudo points are relative pseudo points, for
instance, a point only links two adjacent point, this point can be deleted in the manifold. It is original point, not
added later. ]
Each of the elements of U2 is called surface-cell with respect to the pair < G,U2 >. In the above definition,
if u ∩ v is empty, then u and v are not adjacent. We want u ∩ v to be a connected path because we need the
intersection of two surface-cells to be on the “edges” of these two surface-cells. If u ∩ v is just a node (point), we
say u and v are point-connected. If u ∩ v has a line-cell, then u and v are said to be line-connected. See Fig. 2.1
(a) (b).
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Figure 2.1 Examples of discrete spaces; (a) a minimal cycle in 2D;
(b) a minimal cycle in 3D; (c) minimal cycle {abcflhgda} is not considered as a 2-cell;
(d) minimal cycle {abcflhgda} is considered as a 2-cell.
2.2 Discrete Curves and Surfaces
A subgraph is unique for a certain subset of vertices of G. If G′ is a partial-graph, G(G′) is the subgraph with
all vertices in G′. For a subset of vertices of G, V ′, denote by G(V ′) the subgraph of G with all vertices in V ′.
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Definition 2.2 A semi-curve D is a simple path P = {p0, ..., pn} such that G(P ) = P if (p0, pn) is not an
edge, or a semi-curve D is G(P ) = P ∪ {(p0, pn)} if (p0, pn) is an edge in G.
We can view a semi-curve as a subset of vertices of G. It is true that a semi-curve is a subgraph D of G where
each vertex has one or two adjacent vertices in D. In other words, a semi-curve D is a simple path p0, ..., pn such
that pi and pj are not adjacent in G if i 6= j ± 1 excepting i = 0 and j = n.
Definition 2.3 For a graph G = (V,E) and a U2 of G, D ⊂ V is called a curve if D is a semi-curve and D
does not contain any surface-cell in U2.
Note, we intentionally did not use G(D) in Definition 2.3 because they are equivalent. We can summarize the
above definitions to be one for the discrete curves:
For a graph G = (V,E) and a U2 of G, D ⊂ V is said to be a discrete curve with respect to < G,U2 > if (1) D
is connected (0-connected, or point-connected), (2) each point (0-cell) is contained by one or two line-cells, and (3)
D does not contain any surface-cell.
It follows easily that:
Lemma 2.1 If a semi-curve C is not a curve, then C is a surface-cell.
A common definition of curves is that “A simple discrete (or digital) curve is just a simple path in G.”9 It is a
semi-curve in this paper. The reason is that there is a simple path, such as {e, f, l, h} in Fig. 2.1 (c), that cannot
separate the surface into two disconnected nonempty sets. This property is called the Jordan theorem, which holds
on continuous space. We will discuss this property in section 3.
To determine the geometrical and topological structure of a graph G, selection of U2 is a critical issue. In order
to discuss the properties of all discrete spaces, we give a default definition of U2 here. Unless specified otherwise,
this default definition will apply.
Definition 2.4 Let G be a simple graph, the default definition of U2 of G is :
(1) Assume m is the minimum value of the lengths for all simple cycle. Then all simple cycle with length m are
surface-cells, i.e. in U2.
(2) If a point p is not a point of any surface-cell in U2 by (1), a minimum value of the simple cycle containing
p will be included in U2.
After defining discrete curves, we now consider discrete surfaces.
Definition 2.5 Subgraph D of G is a semi-surface if and only if each line-cell of D is included in one or two
surface-cells in D. D is called a closed semi-surface if and only if each line-cell is included in exact two surface-cells
of D.
We also can view D in Definition 2.5 as the vertex set of D because D is uniquely defined by its vertex set.
In other words, we can use “vertex subset D” substitutes “subgraph D” in the definition. A 3-dimensional-cell
(solid-cell or 3-cell) is a closed semi-surface, but a closed semi-surface may not be a 3-cell. Similarly, we can define
discrete surfaces as follows. A closed semi-surface is called a minimal closed semi-surface if it does not contain any
proper subset that is a closed semi-surface.
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Definition 2.6 Let S be the set of all minimal closed semi-surfaces in G. A subset of S, U3, is a 3-cell set if
for any two different elements in U3, u and v, u ∩ v is empty, a vertex, point-connected if it contains line-cells, or
line-connected if it contains surface-cells (in u ∩ v).
In most cases, in u∩ v is a point (0-cell), a line-cell, or a surface-cell. Each of the elements of U3 is a 3-cell with
respect to < G,U2, U3 >.
Definition 2.7 Subset S of G is a discrete surface with respect to < G,U2, U3 > if and only if S is a semi-surface
and S does not contain any subset that is a 3-cell.
Definition 2.8 The boundary of surface S, denoted by ∂S, is a subset of S such that if b ∈ ∂S , then there is
a line-cell B containing b contained by exactly one surface-cell in S.
Corollary 2.1 A discrete surface is closed if and only if ∂S = φ.
2.3 Regular Surface Points
If S is a subset of G, suppose that S(p) contains all points in the set of all surface-cells in S containing p.
Definition 2.910,11 A point p in a discrete surface S is regular if the set of all surface-cells containing p are
line-connected among these surface-cells. If a point in S is not regular, it is called irregular.
We may generalize the above definition. For any < G = (V,E), U2, U3 >, a point p ∈ V is said to be a regular
surface point if S(p) (meaning the subgraph generated by S(p) with all line and surface-cells) is a surface and all
surface-cells in S(p) are line-connected.
Lemma 2.5 For discrete surface S, let a point p ∈ S, if p has only two adjacent points p′, p′′ in S, then there are
two surface-cells A,B such that A∩B contains p′, p, p′′. If p′, p′′ are adjacent in S, then p′, p, p′′ form a surface-cell.
Lemma 2.6 Let S be a discrete surface. If p is a inner and regular point of S, then there exists a simple cycle
containing all points in S(p)− {p} in S.
Definition 2.10 Let S be a discrete surface. Then p is said to be a simple surface point if S(p)− p is a closed
curve.
A regular inner point is a simple surface point in digital space Σm. For a digital surface S in Σ3, a simple surface
point under Morgenthaler-Rosenfeld’s definition is a regular inner surface point in the case of direct adjacency8.
3 Simply Connected Discrete Surfaces and the Jordan Curve Theo-
rem
In topology, there is a fundamental theorem called the Jordan curve theorem: A simply closed curve J in a plane
Π decomposes Π − J into two components12. In fact, this theorem holds for a simply connected surface. A plane
is a simply connected surface in continuous space. This theorem is not true for a general continuous surface. For
example, a meridian circle of a ring-surface can not separate the ring-surface into two components.
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In continuous space, a connected topological space T is simply connected if for any point p in T , any simply
closed curve containing p can be contracted to p. The contraction is a continuous mapping among a series of
closed curves. To simulate the proof of the Jordan theorem in discrete space is not easy. First, we must define a
“discretely” continuous mapping, then we need the concept of “discrete contraction.”
3.1 Gradual Variation and Simply Connected Surfaces
Rosenfeld proposed “continuous” functions on digital spaces.13 Pawlak used the concept of “roughly continuous.”14
Chen proposed λ-connectedness to represent the relationship between a pixel and its adjacent pixel in an image. 15
In order to simplify the proof of an important interpolation and extension theorem, Chen translated λ-connectedness
to so called “gradual variation.”16 In this paper, we still use gradual variation to represent the “continuous” con-
traction. On the otherhand, a simply connected continuous surface is orientable. In this section, we assume the
discrete surface is both regular and orientable. 5
Definition 3.117 Let G and G′ be two connected graphs. A mapping f : G→ G′ is gradually varied if for two
vertices a, b ∈ G that are adjacent in G, then f(a) and f(b) are adjacent in G′ or f(a) = f(a′).
In this paper, we do not directly use the gradually varied function, but we need to use the same idea to build
a concept for “continuously” changing from a curve to another curve. “Gradual variation” is still a good term
to describe the “continuous” change between two simple paths. Herman defined “elementarily N-equivalent” for
defining simply connected space.1
We will call a simple path a pseudo-curve in the rest of the paper in order to extend the concept to 2D and
higher dimensional objects. Intuitively, “continuous” change from a simple path C to another C′ is that there is
no “jump” between these two paths. If x, y ∈ S, d(x, y) denotes the distance between x and y. d(x, y) = 1 means
that x and y are adjacent in S.
Definition 3.2 Two simple paths C = p0, ..., pn and C
′ = q0, ..., qm are gradually varied in (a regular surface)
S if d(p0, q0) ≤ 1 and d(pn, qm) ≤ 1 and for any non-end point p in C, then
(1) p is in C′, or p is contained by a surface-cell A (in G(C ∪ C′)) such that A has a point in C′.
(2) Each non-end-edge in C is contained by a surface-cell A (in G(C ∪C′)) which has an edge contained by C′
but not C if C′ is not a single point.
and vise versa for C′.
For example, C and C′ in Fig. 3.1 (a) are gradually varied, but C and C′ in Fig. 3.1 (b) are not gradually
varied. We can see that a surface-cell, which is a simple path, and any point in the surface-cell are gradually varied.
Assume E(C) denotes all edges in path C. Let XorSum(C,C′) = (E(C)−E(C′)) ∪ (E(C′)−E(C)). XorSum is
called sum(modulo2) in Newman’s book 18.
Figure 3.1 (a) C and C′ are gradually varied; (b) C and C′ are not gradually varied.
7
Lemma 3.1 Let C be a pseudo-curve and A be a surface-cell. If A ∩ C is an arc containing at least an edge,
then XorSum(C,A) is a gradual variation of C.
It is not difficult to see that XorSum(XorSum(C,A), A) = C and XorSum(XorSum(C,A), C) = A under
the condition of Lemma 3.1.
Definition 3.3 Two simple paths (or pseudo-curves) C,C′ are said to be homotopic if there is a series of simple
paths C0, ..., Cn such that C = C0, C
′ = Cn, and Ci, Ci+1 are gradually varied.
Lemma 3.2 If two simple paths C,C′ are homotopic then there is a series of simple paths C0, ..., Cm such that
C = C0, C
′ = Cn, and XorSum(Ci, Ci+1) is a surface-cell excepting end-edges of C,C
′.
Because a surface-cell A is a closed path, we can define two orientations (normals ) to A: clockwise and counter-
clockwise. Usually, the orientation of a surface-cell is not a critical issue. However, for the proof of the Jordan
theorem it seems necessary. In fact, a curve which is a set of points has no “direction,” but a pseudo-curve, a path,
has its own “travel direction” from p0 to pn. For two paths C and C
′, which are gradually varied, if a surface-cell
A is in G(C ∪ C′), the orientation of A with respect to C is determined by the first pair of points (p, q) ∈ C ∩ A
and C = ...pq... . Moreover, if a line-cell of A is in C (meaning all 1-cells of A are in C ), then the orientation of A
is fixed with respect to C.
According to Lemma 2.6, S(p) contains all adjacent points of p and S(p)−{p} is a simple cycle (there is a cycle
containing all points in S(p)−{p}). We assume that cycle S(p)−{p} is always oriented clockwise. For two points
a, b ∈ S(p) − {p}, there are two simple cycles containing the path a → p → b : (1) a cycle from a to p to b then
moving clockwise to a, and (2) a cycle from a to p to b then moving counter-clockwise to a. See Fig. 3.2. It is easy
to see that the simple cycle S(p)−{p} separates S−{S(p)−{p}} into at least two connected components because
from p to any other points in S the path must contain a point in S(p)− {p}. S(p)− {p} is called a Jordan curve.
Figure 3.2 (a) Two adjacent points a and b of p in S(p); (b) an example for two cross-over paths.
Definition 3.4 C and C′ are said to “cross-over” each other if there are points p and q (p may be the same
as q) such that C = ...apb...sqt... and C′ = ...a′pb...sqt′... where a 6= a′ and t 6= t′. The cycle apa′...a without b in
S(p) and the cycle qt...t′q without s in S(q) have different orientations with respect to C.
For example, in Fig. 3.2, C and C′ are “cross-over” If C and C′ are not “cross-over” , then we say that C is at
a side of C′.
Lemma 3.3 If C and C′ do not cross-over each other, and they are gradually varied, then every surface-cell in
G(C∪C′) has the same orientation with respect to the “travel direction” of C and opposite to the “travel direction”
of C′.
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We also say that C,C′ in Lemma 3.3 are sided-gradually varied. Intuitively, a simply connected set is such
that for any point, every cycle containing the point can contract to the point. According to the nature of the word
“contraction,” we can give the mathematical definition of ”contraction” for discrete spaces. In fact, the contraction
procedure relates to some substance. This substance gradually loses the size (which can be space occupied), and
when a part was lost, it will never come back again.
Definition 3.5 A simple cycle C can contract to a point p ∈ C if there exist a series of simple cycle, C =
C0, ..., p = Cn: (1) Ci contains p for all i; (2) If q is not in Ci then q is not in all Cj , j > i; (3) Ci and Ci+1 are
side-gradually varied.
We now show three reasonable definitions of simply connected spaces below. A general definition of a simply
connected space should be :
Definition 3.6(a) < G,U2 > is simply connected if any two closed simple paths are homotopic.
However, if we use this definition, then we may need an extremely long proof for the Jordan theorem. The next
one is the special case of the Definition 3.6(a),
Definition 3.6(b) A connected discrete space < G,U2 > is simply connected if for any point p ∈ S, every
cycle containing p can contract to p.
This definition of the simply connected set is based on the original meaning of simple contraction. In order
to make the task of proving the Jordan theorem simpler, we give the third strict definition of simply connected
surfaces as follows.
We know that a simple closed path (simple cycle) has at least three vertices in a simple graph. This is true
for a discrete curve in a simply connected surface S. For simplicity, we call an unclosed path an arc. Assume
C is a simple cycle with clockwise orientation. Let two distinct points p, q ∈ C. Let C(p, q) be an arc of C
from p to q in a clockwise direction, and C(q, p) be the arc from q to p also in a clockwise direction, then we know
C = C(p, q)∪C(q, p). We use Ca(p, q) to represent the counter-clockwise arc from p to q. Indeed, C(p, q) = Ca(q, p).
We always assume that C is in clockwise orientation.
Definition 3.6(c) A connected discrete space < G,U2 > is simply connected if for any simple cycle C and
two points p, q ∈ C, there exists a side-gradually varied simple cycle path Q0, ..., Qn such that C(p, q) = Q0 and
Ca(p, q) = Qn.
[In fact, Definition 3.6(b),(c) are special cases of Definition 3.6(a). Definition 3.6(b) and Definition 3.6 (c) are
equivalent. In Chen’s book 2004, we think the proof of the equivalence is hard. It is not. we can now extend a
point as two points, so Definition 3.6(b) is a special case of Definition 3.6(c). ]
Proposition 3.1 (new) Definition 3.6(b) and Definition 3.6 (c) are equivalent.
Proof Definition 3.6(b) is a special case of Definition 3.6(c). Now we prove that Definition 3.6(c) can be induced
from Definition 3.6(b). When we select contracting point x is p , then let the contracting sequence C0, C1,...,Ci
contain q, (so path from p to q, Ck(p, q), and q to p, Ck(q, p) have their own corresponding gradually varied paths,
respectively in Ck, k = 0,...,i.) but Ci+1, ..., Cn = p do not contain q. (Ci+1 does not contain q is the key, the other
are not really matter.) Note that, all Ct, t = i+1,...,n− 1 are closed path. In Ci+1, q has a corresponding point in
Ci+1, say q
i+1, (q changed to qi+1, in the process.) from p to qi+1 . There are two paths p to qi+1, Ci+1(p, q
i+1), and
qi+1 to p, Ci+1(q
i+1, p) . Therefore, Ci(p, q) and Ci+1(p, q
i+1) are gradually varied, so are Ci(q, p) and Ci+1(q
i+1, p)
. In the same way, we can find qi+2,...,qn−1 . Thus, C0(p, q),...,Ci+1(p, q
i+1),...,Cn−1(p, q
n−1), Cn−1(q
n−1, p),...
Ci+1(q
i+1, p) ,C0(q, p) are such a gradually varied sequence.
Basically, the deformation does not really care about cross-over points. Does not allow cross-over points will
make the proof easier.
[More discussion : If we can prove the follow statement then Definition 3.6(b) and Definition 3.6(c) are equivalent.
“ For a simply connected surface by Definition 3.6(b), let C be a simple cycle and let two points p, q ∈ C. Then
there is a simple cycle path, C(p, q) = Q0, ..., C
a(p, q) = Qn, such that Qi and Qi+1 are side-gradually varied for
all i. ”]
3.2 The Jordan Theorem
Since a simple cycle could be a surface-cell, it can not separate S into two disconnected components. [In the
case of allowing the central pseudo points, we will have the general Jordan Curve Theorem. We will prove that in
the last of this section]
However, for a closed discrete curve, we have
Theorem 3.1 (The Jordan Theorem) Discrete simply connected surfaces S, defined by Definition 3.6(c), have
Jordan’s properties: A closed discrete curve C which does not contain any point of ∂S divides S into at least
two disconnected components. In other words, S − C consists of at least two disconnected components. (These
components are disconnected.)
Proof Suppose that C is a closed curve in a simply connected surface S. C does not reach the border of S,
i.e. C ∩ ∂S = ∅. Assume point p ∈ C, then suppose that q and r are two adjacent points of p in C with form of
...qpr, ..., where the direction of ... q to p to r ...to p is clockwise. See Fig. 3.3. {p, r} is a line-cell, then there are
two surface-cells containing {p, r}. Denote these by A and B with clockwise orientation. Our strategy is to prove
that if there is a point a in A which is not in C, and a point b ∈ B and b /∈ C, then any path from a to b must
contain a point in C. Then we can see that S − C are not (point-) connected and we have the Jordan theorem.
First, we want to prove that there must exist a point in A− C. If each point in A is in C, since A is a simple
cycle, then C = A. However, C is not a surface-cell, so the statement can not be true. Thus, there is a point
a ∈ A−C. For the same reason there is a point b ∈ B − C. We assume that a is the last such point in A starting
with p, and b is the first such point in B starting with p. (see Fig 3.3) We always assume clockwise direction here
unless we indicate otherwise.
On the other hand, based on the discussion of Section 3, if a surface S does not contain any abundant point
then the intersection of any two surface-cells in S at most contains a line-cell. So, A ∩B = {q, p}. There is a path
from a to b, Q(a, b) = apq...q′b, where p, q, ..., q′ are in C.
Suppose we make the counter statement: there is a path from a to b, P (a, b), such that there is no point of
P (a, b) in C. Because Q(a, b) has only two points a, b in S − C, P (a, b) ∩ Q(a, b) just contains two points {a, b}.
Thus, D = P (a, b) ∪Q(a)(b, a) is a simple cycle. We may assume P (a, b) ∪Q(a)(b, a) is oriented clockwise.
According to Definition 3.6(c), For simple cycle D, there are finite simple cycle D = D0, ..., Dm = {p} where
Di and Di+1 are side-gradually varied. (We suppose Di and Dj are different). Meanwhile, there are finite paths
P (a, b) = P0(a, b), ..., Pn(a, b) = Q(a, b) so that Pi(a, b) and Pi+1(a, b) are side-gradually varied.
Because Pn(a, b) = Q(a, b) is cross-over to C, we only need to prove the following statement to reach a contra-
diction: each Pj(a, b) does not cross-over C.
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Figure 3.3 A close curve C and the paths from a to b
If there is a Pi(a, b) cross-over to C, let Pi(a, b) be the first one, i.e., Pi−1(a, b) do not cross-over C. Let point
x in Pi(a, b) ∩ C and x /∈ Pi−1(a, b).
Suppose that x = “p′′ and x = “q′′ in Definition 3.4 and assume Pi(a, b) = ...uxv... and C = ...cxd..., where
v 6= d. We know that u, v, c, d are in simple cycle S(x)− {x} (Lemma 2.6).
According to Definition 3.2, there is a surface-cell X contains (u, x) and an edge e ∈ Pi−1(a, b) − Pi(a, b). We
might as well assume that x is the first point on Pi(a, b) that is in C. Thus, c, d /∈ X . If X also contains v, then c, d
in S(x) must in the same side of uxv. Therefore, C and Pi(a, b) do not cross-over each other at x. (See Fig. 3.3
(b).) If X does not contain v, then there is a 2-cell Y contains (x, v). We can see that X and Y are line-connected
in S(x); otherwise, there is an edge in Pi−1(a, b) contained by a 2-cell in G(Pi−1(a, b)∪Pi(a, b)) which has no edge
in Pi(a, b). (See Fig. 3.3 (c).) Suppose the X ∩ Y = (x, y), then y is on Pi−1(a, b) and u...y...v is on the simple
cycle S(x)−{x}. c, d in S(x) must in the same side of uxv. Therefore, C and Pi(a, b) do not cross-over each other
at x.
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If C = ...cxs...tyd... and Pi(a, b) = ...uxs...tqv where x 6= y, c 6= u, and d 6= v. We know that none of x, s, ..., t, y
is in Pi−1(a, b). Each surface-cell in G(Pi−1(a, b) ∪ Pi(a, b)) containing (u, x), (x, s),..., or (y, t) does not contain
c or d. C is on the side of G(Pi−1(a, b) ∪ Pi(a, b)) at the arc of cxs...tyd. Consider S(x) and S(y), C does not
cross-over Pi(a, b).
However, P (n) do cross-over C. Thus, there is no path from a to b that does not contain a point of C. We have
proved of Jordan theorem for simply connected discrete surfaces. ♦
The New and More Detailed Proof: Here is the new modified proof. Part 1 is just clarify some statements.
Part 2 has more changes.
Suppose that C is a closed curve (or simple path, at least has a pseudo point in the center of a 2-cell)
The idea of the proof is to find two points in each sides of curve C. This is because that for any 1-cell (r, p)
in C, there are two 2-cells A,B sharing (r, p) by 2D discrete surface definition. A must contain a vertex a and B
must contain b, and they are not in C. (a, b are adjacent to some point in C). We are going to prove that from a
to b, a path must cross-over C. That is the most important part of the Jordan curve theorem.
We assume, on the contrary, there is a simple path from a to b does not cross-over C, called P(a, b). But we
know there is P (b, a) in A ∪B does cross-over C. (Fig. 3.3(a))
Because S(r) containing all 2-cells that contains r, the boundary of S(r) is a simple curve. This is because
we always assume that r is a regular point. (When a is not a pseudo-point,) a is on the boundary of S(r). (The
boundary of S(r) is denoted as S(r)− r). A ∪B is a subset of S(r).
We can assume that P(a, b) /∈ S(r); otherwise, it must cross-over C. (a 2-cell containing r must have an edge
on C, or all points of the 2-cell are on the boundary of S(r) except r). If P (a, b) does not contain r, must be a part
of boundary of S(r) which is a cycle. r has two adjacent points on C, (if they are not pseudo, meaning here it can
be eliminated or added on an edge that does not affect to the 2-cell) so these two points are also in the boundary
of S(r). So there are only two ways from a to be on the boundary of S(r). These two points are not on the same
side of the cross-over path containing r. (The boundary of S(r) was separated by the cross-over path containing
r.) P(a, b) must contain a such point that is on C.
Therefore, P(a, b) /∈ S(r). Then P(a, b)∪P (b, a) is a simple closed curve. (P (b, a) passes r). By the definition of
the simply-connected surface, there are finite numbers of paths P (a, b) = P0(a, b),..., Pn−1(a, b), such that so that
Pi(a, b) and Pi+1(a, b) are (side-)gradually varied. In addition Pn−1(a, b) is gradually varied to Pn(a, b) = P
a(b, a)
(reversed P (b, a) that passes r).
We now can assume that there is a smallest i such that Pi(a, b) cross over C, but Pi−1(a, b) does not. (Fig. 3.3
(a)). The idea is we will prove that it is impossible if Pi−1(a, b) does not cross over C.
Let point x in Pi(a, b)∩C and x /∈ Pi−1(a, b). There are two cases: (1) cross over single point, or (2) cross over
a sequence of points on C.
Case 1: Suppose that x = “p′′ and x = “q′′ in Definition 3.4 and assume Pi(a, b) = ...uxv... and C = ...cxd...,
where v 6= d.
We know that u, v, c, d are in the boundary of S(x), a simple cycle S(x)−{x} (Lemma 2.6). There is a surface-
cell X (in between Pi−1 and Pi) contains (u, x). X has a sequence of points S1 in Pi−1 and a sequence of points
S2 in Pi. X has at most two edges e1, e2 not in Pi−1 ∪ Pi ; S1, e1, S2, e2, are the boundary of X . e1 is the
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edge linking S1 to S2, and e2 is the edge linking S2 to S1 counterclockwise.(Again, e1 may or may not be directly
incident to u, and e1 may be an empty edge if Pi−1 intersects Pi at point u. e2 may also in the same situation.)
We might as well assume that x is the first point on Pi(a, b) (from a to b in path Pi )that is in C. Thus, c, d /∈ X .
(If c is in X c must be in Pi−1. if d is in X , x is not only cross over point. )
If X contains v, we will have a cycle u · d · v(e2)(S1)(e1) in the boundary of S(x) (e2)(S1)(e1) contains only
points in Pi−1 and u,v (that are possible end points of e1, e2). c is on the boundary of S(x) too. Where is c? It
must be in the boundary curves (of S(x)) from u to d or the curve from d to v. Then c, d in S(x) must in the same
side of uxv which is part of Pi. Therefore, C and Pi(a, b) do not cross-over each other at x. (See Fig. 3.3 (b).)
If X does not contain v, then there must be a 2-cell Y (in between Pi−1 and Pi) containing (x, v). We can see
that X and Y are line-connected in S(x). (See Fig. 3.3 (c).) This is due to the definition of regular point of x, all
surface-cells containing x are line-connected. Meaning there is a 2-cell paths they share a 1-cell in adjacent pairs.
Since X and Y are line-connected, we can assume: a) X ∩ Y = (x, y), then y is on Pi−1(a, b). Let e3 be the
possible edge from v to Pi−1(a, b). (e3 could be empty as e1) and u(e1)..y...(e2)v is on the boundary cycle of S(x).
Except u and v, u(e1)..y...(e2)v is on Pi−1(a, b). u...d...v is part of the boundary cycle of S(x). In addition, c (that
is not in Pi−1(a, b)) must be in the boundary curves (of S(x)) from u to d or the curve from d to v. Again, c, d in
S(x) must in the same side of uxv which is part of Pi. Therefore, C and Pi(a, b) do not cross-over each other at x.
(See Fig. 3.3 (c).) b) X ∩ Y = x , let us assume that e1 incident to Pi−1(a, b) at y
′ (y′ is u if e1 is empty. ) and e3
incident to Pi−1(a, b) at y
′′. We will have a set of points y′ = y0, y1, ..., yk = y
′′ in Pi−1(a, b). All yi’s are contained
in a 2-cell containing x. All y0, y1, ..., yk are in the boundary cycle of S(x). c that is not in Pi−1(a, b). c must be
in the boundary curves (of S(x)) from u to d or the curve from d to v. Thus, c, d in S(x) must in the same side of
uxv which is part of Pi. C and Pi(a, b) do not cross-over each other at x. (See Fig. 3.3 (c).)
Case 2: Suppose Pi(a, b) and C cross over a sequence of points on C: Pi(a, b) = ...ux0x1...xmv... and C =
...cx0x1...xmd..., where v 6= d.
We still have e1 = (u, y0) and e3 = (v, yk) where y0 and yk are on Pn−1 for some k all yt , t = 0, 1, ..., k, are
in a 2-cell that containing xj , j = 0, 1, ...,m. (If u does not have a direct edge linking to Pn−1, u will be in a
2-cell between Pn and Pn−1, either u is a pseudo point on Pn for the deformation from Pn−1 to Pn, or Pn−1 and
Pn intersects at u. That u is a pseudo point means here it has a neighbor that has an edge link to Pn−1, or the
neighbor’s neighbor, and so on. We can just assume here u is the point that is adjacent to a point in Pn−1. In the
theory, as long as u is contained by a 2-cell such that all the points in the 2-cell are in Pn−1 or Pn.)
The same way will apply to this case just treat x0,...,xm to x in Case 1. We first get the union of S(x0),...,S(xm).
The boundary of this union will be simple cycle too; using mathematical induction we can prove it. Then, we
can prove the rest of theorem using the same method in Case 1. See Fig. 3.4.
The following is the detailed proof: (Some idea was represented in the original proof.)
Let S(x0, ..., xk) = S(x0) ∪ ... ∪ S(xk). We will first prove that the boundary of S(x0) ∪ S(x1) is a simple cycle
(it is a simple closed curve too).
We know that (x0, x1) is an edge in C ∩ Pi(a, b). Also, there are two 2-cells A,B in S(x0) containing (x0, x1) .
x1 is a boundary point in S(x0) , so no other 2-cell will contain x1. In the same way, S(x1) also contains A,B,
and x1 is only contained in two 2-cells in S(x1). Therefore, S(x0) ∩ S(x1) = A ∪B and A ∩B = (x0, x1).
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Figure 3.4 The union of neighborhoods of a sequence of adjacent points, S(x0, ..., xk) and its boundary
A and B are adjacent 2-cells. On the other hand, x1 is on the boundary curve (that is closed) of S(x0), so x1
has two adjacent points on this cycle, y1 and y2. (We assume that y1 and y2 are not pseudo points, so) y1 and y2
are both on the boundary of S(x0)∪S(x1). (If y1 or y1 is pseudo points, we can ignore y1 or y2 to find the a actual
point that adjacent to x1.) (x1, y1) has two 2-cells containing (x1, y1) in S(x0) ∪ S(x1). For instance, in Fig. 3.4
(a) , A and A1 contain (x1, y1) and B and B1 contain (x1, y2). Thus, the boundary of S(x0) ∪ S(x1) is a closed
curve that is formed by the arc from y1 to y2 in the boundary of S(x0), plus the arc from y2 to y1 in the boundary
of S(x1).
Then, we assume the boundary of S(x0, ..., xk−1) is a closed curve, when we consider the arc x0, ..., xk−1, xk in
C, we can prove the boundary of S(x0, ..., xk) is also a closed curve.
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We know that we have two closed curves: Suppose that Q is the boundary of S(x0, ..., xk−1) , and R is the
boundary of S(xk). (xk−1, xk) is in S(xk), and (xk−1, xk) is in S(x0, ..., xk−1) . There are two 2-cells A, B
containing (xk − 1, xk) in S(xk) ∩ S(x0, ..., xk−1).
xk−1 is on the boundary cycle of S(xk), then xk−1 must have two adjacent points in R, y1, and y2. (xk−1, y1)
and (xk−1, y2) are two edges in S(xk) ∩ S(x0, ..., xk−1). In the same way above, we will have the cycle passing y1
and y2 that is the boundary curve of S(x0, ..., xk) .
In the rest of the proof, we just need to treat S(x0, ..., xm) to be S(x) in Case 1. See Fig. 3.5.
Figure 3.5 A pair of crossing-over curves pass an arc X = {x0, ..., xm}
So we will have, if Pi−1(a, b) and C do not cross over each other, then, Pi(a, b) and C will not cross over each
other. Therefore, any P (a, b) must cross over C. This completes the proof of the discrete Jordan curve theorem.
Let’s first state again that Pi(a, b) passes x0...xm but Pi−1(a, b) does not contain any point of {x0, ..., xm}. In
addition, Pi−1(a, b) and Pi(a, b) is gradually varied, i.e. Pi(a, b) was deformed from Pi−1(a, b). We also know that
S(X) = S(x0, ..., xm) is the neighborhood of the arc in C meaning that x0, ..., xm is a part of the closed curve C.
The boundary of S(X) = S(x0, ..., xm) is a closed curve too.
u, v, c, d are on the boundary of S(x0, ..., xm) (Assume u, v, c, d are not pseudo points, otherwise, we can find
corresponding none-pseudo on the boundary of S(x0, ..., xm).) u, (x0, ..., xm), v is a part of Pn We also know that
c and (x0, ..., xm) are not in Pn−1. There will be two 2-cells, U and V , are in between Pi(a, b) and Pi−1(a, b) (all
points of U and V are in Pi(a, b) ∪ Pi−1(a, b)) such that (u, x0) ∈ U and (xm, v) ∈ V .
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Let Pn−1 ∩U = S1 and Pn ∩U = S2. Let e1 be the edge in U linking S1 to S2 (in most cases, e1 incident to u,
but not necessarily ), and let e2 be the edge in U linking S2 to S1 (possibly starting at x0). So, (e2)(S1)(e1)(S2)
are the boundary of U , counterclockwise.
Subcase (i): If U contains v (U = V ), all points in U ’s boundary are contained in S({x0, ..., xm}) by the
definition of S(x0). we will have a cycle u · d · v(e2)(S1)(e1) in the boundary of S(X = {x0, ..., xm}) c is on the
boundary of S(X) too. But c /∈ Pi−1 It must be in the boundary curves (of S(X)) from u to d or the curve from
d to v. Then c, d in S(X) must in the same side of uXv which is part of Pi. Therefore, C and Pi(a, b) do not
cross-over each other at X . (See Fig. 3.5.)
Subcase (ii): If U does not contain v, then there must be a 2-cell V (in between Pi−1 and Pi) containing (xm, v).
Let e1 = (p1, p2) be the edge in U incident to a point in Pi−1 and a point in Pi, respectively. (In most cases,
e1 incident to u, i.e. u = p2, but not necessarily ). And let e2 = (r2, r1) be the edge in V incident to a point in Pi
and a point in Pi−1, respectively. r2 is usually v.
c must not be in U , deformation means each point in each 2-cell in between Pi and Pi−1 must be in Pi ∪ Pi−1.
Formally, (Pi XoRSum Pi−1) is a set of 2-cells; every point in these 2-cells is in Pn ∪ Pn−1 .
We can see that U and V are line-connected in S(X) by the definition of line-connected paths meaning there is
a path of 2-cells where each adjacent pair shares a 1-cell. (See Fig. 3.5 )
From r1 to p1, there is an arc in Pi−1 . To prove that all the point in this arc are in the boundary of S(X) we
need to prove each point on the arc must be in a 2-cell that contains a point in {x0, ..., xm}, and this 2-cell is other
than (except this 2-cell is) U or V . It gives us some difficult to prove it.
We found a more elegant way to prove this case by finding another curve that cross-over C. The method is the
following: If U 6= V , there must be a xk in {x0, ..., xm}, xk has an edge linking to Pi−1. (Otherwise, u, x0, ..., xm, v
are in a 2-cell that contains some points in Pi−1. Therefore, U = V .) We can also assume that k is notm, otherwise,
v is in Pi−1, so U = V . See (See Fig. 3.6 )
We select the smallest k having an edge linking to Pi−1, 0 ≤ k ≤ m − 1. Might as well let (xk, v′) is such an
edge, and v′s is a point in Pi−1. Therefore, the new curve, P
′
i that is the same as Pi before and including the point
xk, and followed by the partial curve of Pi−1 after point v
′ . This curve P ′i = ..., u, x0, ..., xk, v
′, ... does cross-over
C = ..., c, x0, ..., xk, xk+1, ..., xm, d, ... . It is obvious that Pi−1, P
′
i , Pi are gradually varied. We just inserted a path
in between of Pi−1 and Pi. This new path P
′
i−1 has such a good property that is {x0, ..., xk−1} do not have an edge
in Pi−1 . Since v
′ is in P ′i−1, the 2-cell V
′ (in Pi−1 XoRSum P
′
i−1) contains v
′ also contains (xk−1xk) and (xk, v)
(in S(xk)). Since no edge from x0, ..., xk−1 to Pi−1 , U containing u is just V
′. We will have just Subcase (i).
The entire theorem is proven. ♦
Theorem 3.1, the discrete Jordan curve theorem, has a little difference from the classical description of The
Jordan curve Theorem. This is because that discrete curve has its own strict property: C does not contain any
2-cell. In order to satisfy the classical form. We need to use central pseudo points for each type of cells, especially
1-cells (line-cells) and 2-cells (surface-cells) So we will allow the simple path (semi-curve) in the prove of Theorem
3.1. (A little modification will do the task in the following theorem.) The rest of work is to prove that there are
only two (connected) components in in S − C.
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Figure 3.6 An edge only starts at xk to Pi−1; x0, ..., xk−1 do not have any edge to Pi−1.
Theorem 3.2 (The Jordan Curve Theorem for Generalized Curves) Let S be a discrete simply connected
surfaces, (S can be closed or a discrete plane embedded in 2D Euclidean Space). A closed simple path (0-cell
connected semi-curve) C which does not contain any point of ∂S divides S into two components (in terms of
allowing central pseudo points for each cell). In other words, S − C consists of two components. These two
components are disconnected.
Proof We have now the central pseudo points for each 1-cells and 2-cells. In the proof of Theorem 3.1. We
know that 2 − cell a ∈ A and b ∈ B are not connected in S − C. C has orientation of counterclockwise. (p, r) is
counterclockwise in A, and (p, r) is clockwise in B. We call A is counterclockwise, and B is clockwise. All 2-cells
that has an edge ei = (p, r) in C will have two 2-cells containing ei, Ai and Bi. We always assume that Ai is
counterclockwise and Bi is clockwise. We now add all the central pseudo points to S and remove the central pseudo
points from C. Since each 2-cell must have at least three boundary 1-cells.
Case 1: A simple path could be just the boundary of a 2-cell. In this case, we have a central point in the cell,
denoted A. In addition, the rest of S − C is point-connected. This is because that each other cell has an edge not
in C shared by two 2-cells. Those points in two cells are connected including pseudo points. ( a central pseudo
point in 2-cell always connected to the points on its boundary points.) There are finite number of 2-cells. This
process will stop. If there are two components in S −A, a component must have a boundary, this boundary must
contain at least an edge e that is not in ∂S and e is not in C. Because C does not include any point in ∂S. e will
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be contained by two cells, the center pseudo points of the two cells are connected by the center pseudo point of e.
e is not a boundary edge of the set. Therefore the boundary is only C or ∂S
Case 2: Let’s prove the case of there are more 2-cells in counterclockwise, i.e. Ai, i ≥ 1. We can prove that
all Ai are connected. This is because that any point p in C is contained by two 1-cells e1 and e2 in C. These two
1-cells are contained by Ai and Aj , respectively. If Ai and Aj share an edge, then, the central pseudo points of Ai
and Aj are connected. If Ai and Aj do not share an edge, we know Ai and Aj are in S(p), there must be a cycle
contains some edges in Ai and some edges of Aj , and e1 ∪ e2. So Ai and Aj are connected (meaning their central
pseudo points ) do not pass e1 ∪ e2. Therefore, all Ai’s (meaning their central pseudo points) are connected.
(All 2-cells sharing an edge e ∈ Ai, e is not in C, are connected. Since S is simply connected, there will be a
(side-)gradually varied sequence of closed paths from C to boundary of Ai. All cells pass through the sequence are
connected. There is only one component. Seems not necessary since we have Theorem 3.1.)
In the same way, we can prove that all Bi’s are connected. Extend Bi by connecting its edge not in C will
result several components. Those components does not have an edge as we discussed above (in case 1) except C
and ∂S. So the component that contain a Bi will be just a component.
Let’s now prove that any point p in S−C, must be contained in the component containing Ai or the component
containing Bi. We know that any two points are point-connected by a path in S. Let c ∈ C, P (p, c) is such a path.
There must be a first point in P (p, c), p′, that is adjacent a point c′ ∈ C ( may or may not be point c). (p′, c′)
must belong to an Ai or Bj . So If (p
′, c′) belong to Ai, it is point connected to the central pseudo points of Ai .
We call it component A. All points in A are connected since Ai are connected for all i.
If (p′, c′) belong to Bj , it is point connected to the central pseudo points of Bj . We call it component B. All
points in B are connected since Bj are connected for all j.
Points in Ai − C is not connected to Bj in S − C based on Theorem 3.1. Therefore, any point in A is not
connected to any point in B in in S − C. We now complete the proof of Theorem 3.2, the general Jordan Curve
Theorem. ♦
So we can allow the simple path (semi-curve). This is the general case of Jordan Curve Theorem.
Discussion
We have added more details to the original proof of the discrete Jordan curve theorem. The idea of proof is
unchanged.
Up to now, we can see that we have proved completely the discrete Jordan curve theorem. If we embed the
discrete surface into a plane. The proof is still valid.
This proof is general and extendable not only for Euclidean space. There is no approximation process since the
boundary of a simple closed surface can be grabbed as any type of shapes.
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