In this paper, a new multiresolution approach is proposed for reservoir parameter estimation, i.e., to estimate the spatial distribution of the reservoir properties by proper integration of all types of data available (either static or dynamic). We considered the integration of production history data, seismic data and well test data in this work.
Introduction
The most commonly encountered and probably the most challenging task in reservoir engineering is to describe the reservoir accurately and efficiently. An accurate description of a reservoir is crucial to the management of production and the efficiency of oil recovery. Reservoir characterization has been a major research subject in reservoir engineering since the 1960s [1] [2] [3] [4] . The goal is to estimate the spatial distribution of the reservoir properties, e.g., permeability and porosity, by integration of all kinds of available information. The information is divided into two categories: prior information and dynamic information. The prior information includes all the phenomenological information and static data (core, logging, seismic and geologic information, etc.). The dynamic information includes production data, pressure transient data, tracer testing data, long-term pressure history, etc. Recently, companies have begun performing 4-D seismic surveys, providing another type of dynamic data 5, 6, 7 . Recently, there have been numerous papers and a significant number of ongoing studies in the field of reservoir characterization. In this paper, we will restrict our scope to inferring the parameters from the indirect measurements or observations using automatic history matching procedures with numerical simulators. Thus the process is posed as an inverse problem, or a parameter estimation problem, which is commonly encountered in the fields of optimization, operations research and economics systems. Although there are many mathematical techniques available for this type of problem, reservoir characterization is unique and extremely difficult for several reasons. First of all, permeability and porosity are the parameters that have the largest influence on the reservoir performance. Usually we can not obtain any direct measurements of permeability and porosity since the formations are often several thousand feet deep underground. Even though we can make some indirect measurements, for example, using well logs, the sampling locations are sparse and the amount of information is scarce. Secondly, direct and indirection measurements are obtained with different technologies and reflecting different aspects of the reservoir. It is very difficult to integrate all the information and extract useful and reliable information. Furthermore, due to the complex nature of the reservoir, we usually need to use a numerical reservoir simulator as the mathematical model of the reservoir behavior. It is very difficult for us to implement an efficient and robust inverse SPE 62985
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Pengbo Lu, and Roland N. Horne, SPE, Stanford University procedure based on the numerical simulator. One reason is that the computational load is too heavy to obtain a fast algorithm, another is that the inverse problem is under-determined with scarce information.
In the context of reservoir engineering, the parameter estimation problem has several key issues to be addressed: parameterization of the system, resolution and uncertainty tradeoff, data integration, inversion procedure, and preservation of geological structures. Although many studies have focused on these issues [9] [10] [11] [12] [13] [14] [15] , the problems are far from being solved and are currently the subjects of major research effort. This work attempted to address several of these important issues by incorporating inverse problem theory and wavelet analysis.
As is well known, modern supercomputers can handle millions grid blocks in a numerical reservoir simulation. Hence, we can have up to millions of model parameters in a complex reservoir configuration. However, if we look at the problem from the other end, there is a big question mark as to how to estimate such a huge number of parameters. There is always a trade-off between model parameter uncertainty and spatial resolution. As the discretization in numerical simulations becomes finer, the uncertainty associated with model parameters increases. One solution would be to use fewer grid blocks, but this may bias the result.
As stated in inverse problem theory 16, 17, 18 , when we use a large number of grid blocks to model the spatial variation of a reservoir, it may no longer possible to determine distinct model parameters. Instead, we can only estimate certain spatial averages of the model parameters, for example, some linear combinations of permeability or porosity. One common approach to investigate this issue is to use a singular value decomposition (SVD) 16, 18 . We can control the trade-off between the parameter uncertainty and spatial resolution by thresholding the singular values. The SVD analysis also leads to the use of the model parameter resolution operator, which is a quantitative measurement of the spatial averaging inherent in the parameter estimates.
In our approach, following a philosophy similar to the SVD analysis, we use wavelet decomposition to parameterize the spatial distribution of reservoirs. Instead of using permeability and/or porosity, we use the wavelet coefficients of permeability and/or porosity as the model parameters. By thresholding the wavelet coefficients 19 , we effectively estimate the spatial averages of reservoir properties, since the wavelet transform is a linear transformation and wavelet coefficients are linear combinations of parameters in the real space. Since wavelet analysis has the capability of multiresolution analysis and good time-frequency localizaiton, it is a natural choice for reservoir parameter estimation.
The wavelet analysis is also a powerful tool to integrate different types of information, e.g., prior geological information, 3-D seismic data, and well logging data. As we know, different information has different uncertainty and focus at different resolution levels. Therefore it is difficult to incorporate this different information properly. Wavelet analysis provides us a practical means to integrate as much information as possible, without further complicating the inverse procedure.
During the procedure, we can reduce the uncertainty of estimation, preserve more geological features, and we can have a more feasible and effective inverse approach.
Wavelet Analysis
The development of wavelets is fairly recent in applied mathematics, but wavelets have already had a remarkable impact on many aspects of technology. Broadly defined, a wavelet is simply a wavy function carefully constructed so as to have certain mathematical properties 20 . A wavelet usually has such properties as good time-frequency localization, fast algorithms, simplicity of form, and the most important in our study, the capability of multiresolution analysis (MRA).
Wavelets have a built-in "spatial adaptivity" that allows efficient estimation of functions with sharp spikes and discontinuities in the functions. Thus wavelet methods are useful in nonparameteric regression for a very broad class of functions. That is also one of the major reasons that we adopted wavelet methods for our particular purpose, since the reservoir parameter estimation problem is essentially one of nonlinear regression. Wavelets are also intrinsically connected to the notion of "multiresolution analysis." That is, objects (signals, functions, and data) can be examined using widely varying levels of focus.
Wavelets have gained popularity in several practical fields. In signal processing, the interest lies in analyzing and coding the signal, with the eventual aim of transmitting the encoded signal so that it can be reconstructed with only minimal loss upon receipt. Denoising is another important application, which is also a goal in statistical function estimation. Image analysis is actually a special case of signal processing, dealing with two-dimensional signals representing digital pictures. The aim in data compression is to transform an enormous data set, saving only the most important elements of the transformed data, so that it can be reconstructed later with only minimal loss. Recently there is increasing interest being directed to several areas related to petroleum engineering, such as solving partial differential equations 21 , upscaling rock properties 22 , data denoising and processing 23, 24, 25 , and reservoir characterization 
The wavelet transform of function f ∈ L 2 ( ¶) at the time u and scale s is 3
The wavelet transform can detect and characterize transients with a zooming procedure across scales. Since ψ has zero average, a wavelet coefficient w(u,s) represents the variation of f in a neighborhood of u whose size is proportional to s. Sharp signal transitions create large-amplitude wavelet coefficients. Singularities are detected by following the local maxima of the wavelet transform across scales. In images, high amplitude wavelet coefficients indicate the position of edges, which are sharp variations of the image intensity.
Reservoir Modeling and Sensitivity Coefficients
Reservoir Modeling. In this study, we consider a threedimensional, two-phase (oil and water) flow in a heterogeneous reservoir containing multiple wells. The feasibility of the inversion procedure relies heavily on the accuracy and efficiency of the forward mathematical model. We use a finitedifference numerical reservoir simulator with a fully implicit scheme as the forward model, while the reservoir is discretized into three-dimensional Cartesian grids. A discrete reservoir system at time t (k+1) can be written as a set of mass conservation equations
where u (k) are the reservoir responses at time-step k (well pressure, water cut, saturation distribution, etc.), v are known reservoir properties, m are unknown reservoir properties, or the model parameters,
is the time-step. In a forward model, there are no differences between v and m, since all reservoir properties are known. Eq. 4 can be solved by the Newton-Rhapson method, which involves the calculation of Jacobian matrix
Sensitivity Coefficients. The sensitivity coefficients are the first order derivatives of the reservoir responses with respect to the model parameters. For the problem considered here, the sensitivity coefficients represent the derivatives of the wellbore pressures, water cut and other reservoir responses, with respect to the grid block values of permeability and porosity. In the case of wavelets, the derivatives are with respect to the wavelet coefficients of the spatial distribution. An efficient method for calculating sensitivity coefficients is crucial to a gradient-based method. Tang et al. 4 presented an approximate method for solving inverse problems by a method called the generalized pulse-spectrum technique (GPST), which is very efficient in calculating sensitivity coefficients. Chu et al. 12 proposed the modified GPST for two-dimensional, one-phase reservoirs, which is slightly different from the original GPST. Landa 5 presented another version of GPST, which is suitable for two-dimensional, two-phase black-oil models. In this study, a similar approach is adapted with some slight modification. Imposing a small perturbation δm on the model parameters m in Eq. 4 
We can expand Eq. 6 in a Taylor's series around (u (k) ,u (k) ,m) and drop high-order terms, then we have
Reordering Eq. 7, we have
where
is a very sparse block-diagonal matrix, and
Both D (k+1) and Y (k+1) are very easy to calculate inside the simulator without much overhead.
Eq. 8 can be expressed as a recursive relationship
with the sensitivity coefficient matrix
We always assume that there is no sensitivity at time t=0, so S (0) =0 Therefore we can use this recursive relationship to calculate all the sensitivity coefficients necessary for the gradient-based regression Sensitivities of Wavelet Coefficients. In order to run the nonlinear regression with wavelets as the parameters, we need to calculate the sensitivity coefficients representing the derivatives of reservoir responses with respect to wavelet coefficients of the spatial distribution. Since the discrete wavelet transform is a linear transformation, the relationship between the original model parameters and their wavelet coefficients can be written as
where w is the wavelet coefficients and W is the transformation matrix. Since we only consider orthonormal wavelet bases 28 in this study, W is an orthogonal matrix and Eq. 13 may also be expressed as (14) and
The new sensitivity coefficient matrix is given by
However, in order to calculate ) (k w S , we need to calculate the whole set of S (k) , which is not desirable computationally. In our approach, we only use a subset of the wavelet coefficients. Therefore Eq. 16 has too much overhead. Rewriting Eq. 8, we have
Now we introduce a new scheme to calculate the sensitivity coefficient matrix:
In order to calculate the sensitivity coefficients for a set of wavelet coefficients, we only need to use a subset of W T on the left-hand side of Eq. 18. We use the preconditioned Generalized Minimal Residual (GMRES) method to solve Eq. 18. where C M and C D are the covariance matrices for m and d obs respectively, and m pri is the prior estimation of model parameters. The goal of the inverse problem is to obtain a maximum likelihood estimation of model parameters, i.e., to minimize the objective function E(m).
Inverse Problem
Gauss-Newton algorithm. There are many nonlinear regression algorithms available. In this study, we used the GaussNewton algorithm, which fulfilled our objective very well. In order to minimize E(m), we need to generate its gradient with respect to the model parameters m
The Hessian matrix H is given by
where G is the sensitivity coefficient matrix generated by the modified GPST method
The k th iteration of the Gauss-Newton formulation is (24) with the search direction δm k+1 given by ), (
where µ k is the line-search coefficient or damping factor. In the case of wavelet analysis, the Gauss-Newton algorithm is formulated as
with the search direction δw k+1 given by ), ( (27) where the new gradient vector is
The Hessian matrix H w becomes
where C W =WC M W T is the covariance matrix for the prior information on wavelet coefficients.
Parameterization Based on Wavelet Analysis
Due to the reservoir heterogeneity and complexity, a huge number of grid blocks are required to required to describe a reservoir. The large size of the parameter set (grid block properties) makes the inverse problem under-determined and unreliable, since the constraining information is too scarce to resolve all the parameters. Secondly, the computational overhead in calculating sensitivity coefficients is almost proportional to the number of parameters. Furthermore, the inversion of large Hessian matrices is a computational drawback. To circumvent all these difficulties, many studies have investigated reparameterization of the inverse problem to reduce its size. There are several techniques to reparameterize the inverse problem and they all have favorable features: object modeling 5, 30 , CAD approaches 29 , and spectral decomposition and subspace method 10, 11 and so on. The reparameterization can reduce the size of the problem, decrease the uncertainty of the parameter estimation, and improve the computational efficiency.
In our study, we investigated a new reparameterization technique based on the wavelet analysis, i.e., we use the wavelet coefficients of grid block properties as the primary model parameters. The methodology is outlined as follows. . ) (
Similarly, we have the covariance matrix for wavelet coefficients
Note that the covariance matrix depends on the uncertainty in the data as well as on the reservoir model g(m), since
It is useful to have an overall quantitative measure of the covariance matrix Since the covariance matrix is symmetric and positive-definite, it is mathematically desirable to chose the trace of the a posteriori covariance matrix to measure the total uncertainty in the parameter estimates:
with N M is the number of model parameters. The trace is one of the invariant variables of a matrix and Eq. 31 shows that the covariance matrix of wavelet coefficients is a similarity transformation of the original covariance matrix, so it yields
Hence, the wavelet transform does not change the overall uncertainty of the estimation, because the wavelet transform is an orthogonal transformation. Apparently, the wavelet transform does not do us any good if we use the full set of parameters for the inverse problem. However, we do not use the full set of parameters to model the reservoir spatial distribution. It is always desirable to run nonlinear regression with a small number of parameters. In this case, the wavelet analysis holds a huge advantage over the conventional approach. We can order the wavelet coefficients according to their As shown in Eq. 34, the following relationship holds
However, numerical experiments show that
for a small p, which is not unexpected (we will show some results from numerical experiments in the followed section). Mathematically, the wavelet coefficients are linear combinations of the original model parameters m. Some of the wavelet coefficients are low-resolution spatial averages of the model parameters, the others are local variations at different resolution levels. In a situation in which the information does not have sufficient resolving power, especially where there is not much spatial information, the lower-resolution spatial averages will be better determined, perhaps with some highresolution information. For example, it is very difficult to resolve the properties for an individual grid block away from any wells, since most of the information is concentrated around wellbores, e.g., bottom-hole pressures, water cuts, etc. On the other hand, the estimation certainty for the spatial property average of grid blocks around that particular grid block would be much higher.
Another popular reparameterization technique in reservoir parameter estimation is the singular value decomposition (SVD) method or the spectral decomposition method, which was introduced in geophysical inverse problems 16, 17, 18 . Refs. 10,11 demonstrated that the spectral decomposition method significantly decreases the computational time required to generate realizations of the reservoir property distribution, but the performance depends largely on the prior covariance matrix of the model parameters. If there is no significant nugget effect in the log-permeability or porosity variogram, then computational savings may be obtained. However, in many practical situations, the a priori information may be very scarce and with high uncertainty, therefore the covariance matrix is not very well defined or has large nugget effects. If the nugget effect is large, the computational savings decrease dramatically. In an extreme example, if there is no correlation between model parameters at all, and all the parameters are with similar variance, the spectral decomposition does not do us any good. In this case, the eigenvalues of the covariance matrix are clustered together. It is impossible to distinguish one from another, so the decay of the prior variance is too slow to make the computational savings significant.
Data Integration
As shown in Appendix C, it is always desirable to integrate as much information as possible. Proper data integration can sta-bilize the inverse procedure, and reduce the uncertainty of parameter estimation. Now there are new types of data available in the oil industry, e.g., 4-D seismic surveys, cross-well tracer tests, etc. However, it is a huge challenge to integrate all the relevant data into the inverse procedure properly, since different data have different uncertainty, have different impact on the parameter estimation at different resolution levels, and most importantly, depend on totally different physical mechanisms. Many studies have explored the integration of different types of dynamic data, but there are many issues left to be addressed.
Parameter estimation based purely on the dynamic data may suffer from instability and nonuniqueness. Furthermore, the resulting distributions may not capture the major geological structures and yield unrealistic predictions. Here we apply the wavelet analysis to integrate the 3-D seismic data directly into the inverse procedure. Given a seismic data set (at the current stage, we assume the seismic data is at the same resolution as the numerical simulation), we can perform the wavelet transform on this data. In most cases, the largeamplitude coefficients or local maxima indicate the locations of discontinuities or edges. In reservoirs, the discontinuities are the major geological features like faults and channels, which are crucial to the reservoir characterization and performance. We can pick the first p most significant wavelet coefficients as the model parameters in our inverse procedure. The procedure is as follows. First, we perform the wavelet transform as If we assume the 3-D seismic data (or interpretation of it) is correlated with the reservoir property distribution, the transformation matrix W p usually characterizes the reservoir as well. Therefore, we can chose w p = W p ⋅m as the new model parameters. Unlike the spectral decomposition technique, we do not need to assume any prior parameter distribution. Furthermore, since we do not use the actual seismic distribution to infer any individual parameter, but only the overall structure, this technique will work well even if the 3-D seismic data is only loosely correlated with the reservoir property distribution.
Computational Examples
In this paper, we present two computational examples to demonstrate the applicability and flexibility of the newly developed algorithm. All the test problems considered in this paper represent two-dimensional, two-phase flow in a reservoir of uniform thickness h = 100 ft, with no-flow boundaries. The reservoir is rectangular with dimensions 1600 × 1600 ft. The reservoir is partitioned into 32 × 32 uniform grid blocks. No particular permeability distribution is assumed, except that the permeability is around 700 md and with a log variance of 1.0, and no correlation between grid blocks. The permeability field is also assumed to be isotropic. The porosity distribution is assumed to be uniform at 0.22. Other relevant reservoir and fluid properties are as follows: system compressibility, c t = 3.0×10 -6 psi -1 ; Table 1 shows fluid viscosities and formation volume factors; wellbore radius 0.25 ft; and the initial pressure 6000 psi. The standard deviation of measured data are assumed to be σ p = 1.0 psi for bottom-hole pressures, and σ wc = 1% for water cut. All the computations were carried out on a SGI Origin 200 with two 270MHz MIPS R12000 (IP27) CPUs. The program was parallelized using MPI and PETSc 31 . Example 1. This example was designed to investigate the applicability and flexibility of the new algorithm for reservoir parameter estimation with data integration, and also to examine the advantage over conventional approaches. In this example, there are four active wells in the reservoir, with grid indices (3, 3) , (3, 29) , (29, 3) , (29, 29) respectively. The well at the left-bottom is the injecting well with a injection rate at 10000 STB/day, the rest are all producing wells with production rates at 2000, 2000, 6000 STB/day respectively. The elapse time is 400 days and all the producing wells have water breakthrough, therefore information of both the bottom-hole pressure and water cut at each well is available. The true permeability distribution is shown in Fig. 1 .
Example 1a: trade-off curves for different approaches. In this example, we assumed no a priori information was available, that is, the log variance of permeability field is very large, σ lnk = 10. In this example, we used three different choices of reservoir model parameters: (a) grid block logpermeability ln(k), (b) Haar wavelet coefficients, or (c) Daubechies-4 wavelet coefficients. Fig. 2 shows the total uncertainty of estimation (the sum of variance) estimation using different number of parameters for the inverse procedure. As we can see, there is no significant difference between two different wavelet bases in this particular example. However, using a small number of parameters, the wavelet approaches always yielded much smaller uncertainty than the conventional approach. Using 100 parameters (out of the original 1024), the total variance of estimation in the wavelet approaches is about 100, while that in the conventional approach is more than 220. Fig. 3 shows the uncertainty (the sum of variance) tradeoff curve for the Haar wavelet using different time duration. Using only 10-day pressure history, the total uncertainty is very high even with a very small number of parameters. The procedure can only resolve a few parameters. Longer pressure history (250 days) can reduce the total uncertainty, but still can not resolve many parameters. However, after the water breaks through, the uncertainty is reduced dramatically, showing that the water cut information has a high resolving power and a strong impact on the inverse procedure. The integration of 4-D seismic information improves the performance further. Although the 4-D seismic information has a high uncertainty (in this example, the water saturation change has a variance of 0.01), this data provides a lot of spatial information, and helps resolve more parameters.
Example 1b: comparison between different approaches. In this example, we present results from three different regression schema, which all integrate 4-D seismic data as dynamic information. The three approaches are referred to as Cases 1, 2, and 3 respectively. Throughout this paper, when referring to 4-D seismic data, we mean the interpretation of 4-D seismic data, that is, the water saturation change inferred between two 3-D seismic surveys. Fig. 4 shows the water saturation change between t = 100 days and t = 200 days. The first case used the conventional approach using all the grid block logpermeability as the model parameters, therefore the total number of parameters is 1024. The second case used a level-bylevel approach, in which we first use the wavelets at the lowest resolution level as the model parameters; the inverse procedure then progresses in later iterations to successively higher resolution levels until the procedure reaches convergence. In this case, we started the inversion from wavelet level 2 with 16 parameters, then level 3, and so on. The highest level in this example is level 5 with all the 1024 parameters. This approach may be referred to as the linear estimation, since the resolution is always uniform in the course of the regression. The third case used a nonlinear estimation approach. In this approach, the model parameters are the wavelet coefficients at the second highest resolution level (level 4, in this case) plus some local refinement near wellbores. In this particular example, the total number of parameters was 331. However, we do not need to use them all at once. At each iteration, we only use the most important parameters, thus we can reduce the actual number of parameters in use. Fig. 5, Fig. 6, and Fig. 7 show the regression results from the three approaches and Table 2 shows the numbers of iterations and CPU times for each approach. All the three approaches produce acceptable results. The conventional approach (Case 1) yields some artificial variation around one producer and unnecessary details in the middle of the reservoir. Furthermore, this approach is inefficient and takes more than 40 hours to reach convergence. The linear estimation approach (Case 2) is much more efficient, but still with some drawbacks. Though this approach reduces the number of parameters at early stages, it has to use all the parameters at each resolution level, which is not very efficient since the model resolving power is not uniform at all. The inverse procedure is forced to go for the highest resolution at the end of the regression, increasing the computational time dramatically. The nonlinear estimation approach (Case 3) is by far the most efficient and robust method. The algorithm is faster, the results are more realistic, and there is no need to use all the parameters.
Example 1c: application of 3-D seismic data. In Example 1b, we demonstrated that the nonlinear estimation approach with wavelets holds huge advantages over the conventional approach. Though the 4-D seismic information has high spatial resolving power, 4-D seismic surveys are not always available and can be very difficult to interpret. Fig. 8 shows the synthetic seismic map of the field that is closely correlated to the permeability distribution. We used two different wavelet bases to analyze the seismic map. Fig. 9 and Fig. 11 show the reconstructed seismic maps using Haar wavelets and Daubechies-4 wavelets. Fig. 10 and Fig. 12 show the wavelet coefficient masks respectively. In this case, instead of applying edge detection techniques to improve the performance, we simply chose the wavelet coefficients with larger amplitudes as the model parameters. The Haar wavelet has only a vanishing moment of 1 and a very compact support; the Daubechies-4 wavelet has a vanishing moment of 2 and a less compact support. Therefore the reconstruction using the Haar wavelet has artificial blocky features while the Daubechies-4 wavelet yields a more realistic reconstruction. However, due to the particular configuration of this example, there are step changes in the permeability field, therefore, the Daubechies-4 wavelet does not have any advantage over the Haar wavelet, as shown in Fig. 13 and As demonstrated in Example 1a, the water cut information after breakthrough reduces the total uncertainty estimation dramatically. However, in practice, we usually have to characterize reservoirs long before breakthroughs. Fig. 15 shows the regression result with the Haar wavelet and 3-D seismic information, but before water breaks through in any producing wells. The result (referred to as Case 6) is acceptable in comparison with Fig. 13 and Fig. 14. Furthermore, Fig. 16 shows the regression result with the Haar wavelet, but without any spatial information (referred to as Case 7). As we can see, the model does not have sufficient resolving power to determine the permeability distribution in the middle of the field and we have a large block with almost uniform permeability.
Example 2.
This example is designed to demonstrate the impact of different wavelet bases in a more complicated configuration. The configuration of this example is similar to that of Example 1, except there are two observation wells located at (16, 20) and (14, 10) . The true permeability distribution is shown in Fig. 17 .
First, we ran the inverse procedure without any spatial information, using the Haar wavelet and the Daubechies-4 wavelet. Both algorithms converged very quickly. The result using the Haar wavelet approach (Case 1, shown in Fig. 18 ) has many artificial straight edges, which are not very realistic. The Daubechies-4 wavelet (Case 2, shown in Fig. 19 ) yielded a more realistic permeability distribution and a better representation of the true distribution.
Then we reran the inverse procedure including the 3-D seismic information. Fig. 20 shows that there is not much improvement for the Haar wavelet (Case 3), both in the sense of permeability reproduction and computational efficiency. However, as shown in Fig. 21 , the Daubechies approach (Case 4) reproduces the permeability distribution very well, with much less parameters. Table 3 also shows this approach reduces the computational time more than 25%, compared to Case 2.
Conclusions
In this paper, we have demonstrated that most of the properties of the wavelet analysis are very desirable in reservoir characterization and data integration. Not only can the wavelet analysis overcome most of the shortcomings of conventional parameter estimation methods, but also can make the algorithm more efficient and more stable. Furthermore, the approach makes it very easy for us to balance the trade-off between resolution and uncertainty.
1.
The discrete wavelet transform is very fast and efficient, with a computational complexity of O(N). Therefore there is almost no additional computational overhead for the wavelet transform, in comparison with the numerical simulation and the inverse procedure.
2.
Wavelets are powerful in reducing the number of parameters. All the wavelet coefficients are distributed at different resolution levels, therefore the sensitivity of the reservoir responses may be different at different levels. In real problems, it would be impossible for us to resolve all the parameters, so it makes no practical sense to consider the entire set of wavelet coefficients. Using different configurations and thresholds, we can reduce the number of wavelets dramatically. This mechanism improves the performance in several ways. First of all, the new method reduces the number of unknowns, so the regression will converge must fast. Secondly, each iteration takes far less time to compute sensitivity coefficients for the reduced set of wavelet coefficients.
The wavelet approach provides a natural combination of reservoir parameters into the groups that are most appropriately defined by the data available.
3.
The wavelet analysis is powerful and flexible in data integration. Due to the complex nature of the multiple scales of heterogeneity in reservoirs, different types of information may be sensitive to different scales of heterogeneities, or localized on different resolution levels. For instance, production data gives low-resolution information, core and log data give high-resolution information, but only in a very small region. 4-D seismic data are more likely localized on an intermediate level, but are more powerful in spatial description than core and log data. Each type of information has its own advantage and limitation. The wavelet analysis gives us a powerful tool to analyze and integrate all the information appropriately.
4.
The wavelet analysis provides a method to incorporate geological information and preserve the geological structure of reservoirs. Wavelet analysis has a wide-range of applications in image analysis, especially in pattern recognition. The pattern recognition technique is very useful in reservoir characterization, in which we try to capture the major geological structures, e.g., faults, channels, and bounding surfaces. All of the geological structures can be treated as localized discontinuities, or edges. The wavelet analysis shows local maxima at certain levels, which stand for object edges, providing a means of edge detection. Further investigation is ongoing on this subject. parameters The wavelet transform is a fundamental component of the multiresolution approximation. The approximation of a function f at the scale 2 j is defined as the orthogonal projection on V j , where the sequence of subspaces {V j } j∈¾ is a multiresolution approximation of L 2 ( ¶) An orthogonal basis of each space V j , can be constructed by dilating and translating a single function φ called a scaling function 20 . Decomposition coefficients in a wavelet orthogonal basis are computed with a fast algorithm that cascades discrete convolutions with two discrete filters h and g, and subsamples the output. The discrete filter h is defined as The discrete wavelet coefficients of a 0 [n] .are defined to be the wavelet coefficients of f:
Nomenclature
with the scaling coefficients as
Then the wavelet decomposition is calculated with discrete convolutions:
Similarly, at the reconstruction, we have
The two-dimensional wavelet transform on separable wavelet bases can be computed using a similar algorithm. 
is a positive definite matrix, therefore all the diagonal elements are positive, i.e., A ii >0, for i=1,..,n. Eq. C.5 yields , , , , '
which means the variance of estimation for all the parameters are reduced. Therefore, as long as the data are properly weighed, additional information (more constraints) always stabilizes the inverse problem and gives parameter estimation with a higher certainty. 
