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The question of whether a monoid presented bya finite Thue system iseancellative is shown 
to be undecidable (its negation is semidecidable), even when the Thue system is Church- 
Rosser. A decision procedure is described for the case of monadic Church-Rosser Thue 
systems and general commutative Thue systems. For canonical commutative systems, the 
negation of the problem is in NP. 
1. Introduction 
Term-rewriting systems have been of considerable interest in recent years due to their 
applications in such diverse areas as abstract data types, theorem proving, database 
schemes and computer algebra. Most of these applications are centered around their word 
problems, or, in other words, equivalences of terms in their equational theories. Though 
in their full generality they are computationally infeasible (because the word problem is 
undecidable in general) some large decidable subclasses of them have been found. For 
instance, term-rewriting systems with the Church-Rosser p operty (also called canonical or 
complete term-rewriting systems) are of particular interest, since the Church-Rosser 
property enables us to compute normal forms for equivalence classes of terms. 
In this paper, we focus our attention on string-rewriting systems of Thue systems, 
which one can regard as presentations of semigroups. These have been studied in great 
detail in Book (1982, 1983), Kapur & Narendran (1985), Nivat (1971), 0'Dfinlaing 
(1983) and Otto (1985). The Chureh-Rosser property (though defined in a more 
restricted way than for general term-rewriting systems) again plays an important role in 
these studies. One is prompted to ask whether certain combinatorial properties of 
Church-Rosser presentations of semigroups are effectively decidable: for instance, 
whether every congruence class is finite (Narendran etal., 1985) (this is strongly 
undecidable). The survey paper of Book (1987) asks whether certain algebraic properties 
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are decidable, such as decidability of whether the cancellation law holds for semigroups 
with Church-Rosser presentations. Cancellativity in such monoids ensure the existence of  
certain decision procedures: for instance, in a cancellative monadic Church-Rosser 
monoid, it is decidable whether a given finite set generates a free submonoid (Book, 
1983). Cancellativity has also been studied in detail in (Adjan, 1966, Chapters I and II) 
in connection with the question of ernbeddability of sernigroups in groups. 
In this paper we answer Book's question as follows: the question is undecidable for 
Thue systems even if they are required to be monadic, and, alternatively, even if they are 
required to be Church-Rosser. Adjan (1966, Chapter II) presents a sufficient condition 
for cancellativity. However, if the Thue systems are required to be both monadic and 
Church-Rosser the question is decidable. We show that in the commutative setting the 
question is always decidable, and show moreover that for canonical systems the problem 
is in eo-NP. We leave open the question of whether it is in P. The last result derives 
essentially from the observation that every cancellative commutative sernigroup is natu- 
rally embeddable in a group, which is in sharp contrast with the non-commutative case 
(Adjan, 1966). 
2. Basic Definitions 
2.1. STRINGS OVER AN ALPHABET 
Let ~3 be any finite alphabet and Y.* the set of all possible strings over IE, including the 
null string ,L Given a string w in E*, I wl denotes its length. Given strings u and v, their 
product uv is obtained by concatenating v onto u. A string x is said to be a prefix 
(respectively, suffix) ofy  if there exists z such that y = xz (respectively, zx); x is a proper 
prefix (respectively, suffix) of y if x is a prefix (suffix) of y and [x [< [y [. 
2.2. THUE SYSTEMS 
A Thue system T is a set of pairs of strings over ~*: 
T = {Li ~ R/: i = 1 . . . . .  k}. 
Formally, the elements of  7', which we call rules (or relations) of the Thue system, are 
merely ordered pairs of strings, but the notation 'L ~ R' is more suggestive than '(L, R).' 
The Thue congruence ~--~* defined by T is the reflexive transitive closure of the relation 
defined as follows: if u ~ v is an element of 7", then for all x, y, xuy ~ xvy and 
xvy ~ xuy. (Thus '~--~' has two meanings, a mild abuse of notation.) When x ~-+* y, we 
say that x and y are congruent modulo T. (Sometimes we write ~r ,  and so on, where the 
defining Thue system is not obvious from the context. Also, the phrase 'modulo T' will 
be omitted whenever it is obvious from the context.) For any string x, [X]r denotes the 
congruence class containing x, i.e., 
[x]r = {y: y ~--~* x}. 
We write x -~y i f  x ~ y and Ixl > lyl. Let --,* denote the reflexive, transitive closure 
of --*. The relation 4"  is referred to as reduction (modulo T). When a rule L ~-~ R has 
sides of differing length, we call the longer the redex and the shorter the reduct in the rule; 
more generally, if e ~ p or/~ ,--* ~ is such a rule and e is the redex, then for any strings 
u and w we write uew ~ ut~w and speak of the designated occurrences of ~ and 17 in the 
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respective strings as the redex and reduct, respectively. Inverse to the reduction relation 
~*  is the expansion relation +--* (i.e., x ~*y ,  x expands to y, means y ~,x ) :  we write 
also *--r to indicate the application of a single length-increasing rewrite. Thus we can 
speak of 'reducing a redex' or 'expanding a reduet' in a string. I f  x ~*  y then x is an 
ancestor of y and y is a descendant of x. For a set 2" of strings, A*(X') denotes the set of 
all strings which are descendants of  strings in X; i.e., 
A*(X) = {x: w -~* x for some w in X}. 
Two strings x and y are said to be joinable if they have a common descendant. Clearly 
two joinable strings are congruent. A string w is irreducible (modulo T) if there is no y 
such that w ~y.  IRR(T) denotes the set of all strings that are irreducible modulo T. I f  
x --** y and y is in IRR(T), then y is called a normal form for x. 
A Thue system T is Chureh-Rosser if and only if every two congruent strings are 
joinable. In other words, for every choice of x and y, x ~*y  implies that for some 
z, x ~*  z and y ~*  z. It can be shown that in a Church-Rosser system every string has 
a unique normal form. 
A Church-Rosser system T is reduced if, for every rule L ~ R in T, neither L nor R is 
reducible modulo T - {L ~ R}. Two Thue systems T and U are equivalent if they are 
defined over the same alphabet and for any two strings x and y, x ~--~*y if and only if 
x ~*  y. In view of the following result, we shall assume in the rest of the paper that every 
Church-Rosser system is reduced: 
PROPOSITION 2.1 (Narendran, 1984). For every Church-Rosser Thue system T, there is a 
unique reduced Church-Rosser Thue system T' equivalent to 7". I f  T is finite then T" is also 
effectively computable from T. [] 
PROPOSITION 2.2 (Book & 0'Dflnlaing, 1981). It is polynomial-time d cidable, given a Thue 
system T, whether T has the Church-Rosser property. [] 
All the systems T constructed in this paper will be both Church-Rosser and reduced 
based on a sufficient condition given by the following proposition, which we state without 
proof: 
PROPOSITION 2.3. I f  T is a Thue system in which (i) in every rule the two sides have 
different lengths and the redex determines the reduct uniquely, (ii) no two distinct redexes 
of T overlap at all, and (iii) all reducts have the same length, then T is Chureh-Rosser and 
reduced. 
A Thue system is monadie if, in every rule, one side has length 1 or 0, and the other side 
is longer than the first. 
3. Cancellative Semigroups 
In this paper we shall investigate the property of cancellativity in finitely presented 
monoids. Throughout he discussion, a Thue system T is considered to present a monoid 
Mr  (i.e., a semigroup with identity) in the following sense: 
1. The elements of M r are the congruence classes [X]r, 
2. Given two elements [X]r and [Y]r, their product in the semigroup is defined as [xy]r 
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(clearly, this is independent of choice of representatives of the two congruence 
classes), and 
3. [2It is the identity in the monoid. 
A semigroup G satisfies the left cancellation law (or is left-cancellative) if for all 
members 0~, x, and y of G, ax = ay implies x = y. The right cancellation law is defined 
similarly in the obvious way. A semigroup is cancellative if it is both left- and right-can- 
cellative. 
In what follows, of course, we shall be thinking only of semigroups which are monoids 
presented by appropriate Thue systems. Throughout he rest of the paper we say 'T is 
cancellative' to abbreviate 'the semigroup resented by T is cancellative.' The following 
should be noted first: 
LEMMA 3.0. Given a finite Thue system T, it & undecidable whether T & (i) left-cancella- 
tire, (ii) right-cancellative, or (iii) both. 
PROOF. The proofs for all three are identical, so we shall consider (i) only. It is enough 
to show that left-cancellativity is a Markov property (Markov, 1951; Mostowski, 1952; 
O'Dflnlaing, 1983). In other words, it is enough to prove (a) the property is a property 
of the monoid M r independent of its presentation: immediate from the definition; (b) 
there exists a system T with this property: any presentation of the trivial semigroup is 
cancellative; and (c) there exists a monoid Ms which cannot be embedded in any 
leff-cancellative monoid Mr:  true, since, first, the system S = {c ~ ca} is clearly not 
(left-) eancellative, and, second, no caneellative monoid contains a non-cancellative 
submonoid. [] 
Indeed, it is possible to extend the above result to Thue systems which are monadic. 
We shall derive this stronger esult from the analogue to Markov's theorem in finitely 
presented groups; then we can exploit the fact that every finite presentation of a group, 
in which the inverses of symbols are implicit, may be used to generate ffectively a Thue 
system which presents an isomorphic monoid; the latter Thue system is obtained by 
explicitly adding new symbols to represent the inverse and explicitly adding rules of the 
form aa-1 ._~ 2 and a-~a ~ 2. The resulting Thue system is special, i.e., in every rule the 
reduct is the empty string 2. 
PROPOSITION 3.1 (See Lyndon and Schupp (1977), theorem IV.4.1). Let S be a special 
(and therefore monadic) Thue system presenting a group G. Given any word w over the 
alphabet of S one can construct effectively a special Thue system S(w) (also presenting a
group) over a larger alphabet which contains the alphabet of S, and a homomorphism h from 
Ms to Mso,,) such that if w is congruent to 2 (modulo S) then S(w) presents the trivial group, 
and if w is not congruent to 2 then h is an embedding. [] 
We can assume that the word problem of the group G presented by S is undecidable, 
hnd also that we can identify a symbol a in the alphabet for the presentation such that 
a is not equal to the identity in G, so it is not congruent to ,~ (modulo S). If necessary, 
choose a to be a new symbol not mentioned in the rules of S and add it to the alphabet 
for G: in the resulting roup the word problem remains undecidable. Let c be a symbol 
not in the alphabet of S(w), and define T(w) = S(w) w {ca ~ c). Clearly T(w) is monadic, 
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and it is easy to show that MTO,,~ is left-cancellative if and only if w ~*  2; moreover, if 
w ,--~ 2 then MTO,.~ is isomorphic to {e}* which is cancellative. Since the word problem 
for G reduces effectively to deciding whether certain monoids Mro~.~ are (left-) cancella- 
tive, and we can choose G to have an undecidable word problem, the following 
generalization of Lemma 3.0 is immediate. 
THEOREM 3.2. Cancellativity, or left-cancellativity, is an undecidable property of  Thue 
systems S even when the systems S are required to be monadic. [] 
The above proof still leaves unsettled the question of whether cancellativity is decidable 
for finite special Thue systems. We conjecture that it is not. 
We next consider the technically more challenging problem of determining whether 
cancellativity is decidable for Church-Rosser Thue systems T. 
LEMMA 3.3. A Thue system T presents a left-cancellative s migroup M T i f  and only if the 
following condition holds: 
For all a in Y. and x, y in Y~*, 
ax *-** ay implies x ~*  y. 
PROOF. Clearly the 'only if' part is true. To prove the converse, suppose that there exist 
strings a, x', and y'  such that x '  and y'  are not congruent (modulo T) but ax" and ey" 
are. Let us suppose that a has minimum length among such strings, and write a = aft for 
some alphabet symbol a. Then by minimality of la [, fix' and fly' are not congruent, and 
so we can choose x = fix' and y = fly'. [] 
COROLLARY 3.4. A Church-Rosser Thue system T presents a left-cancellative s migroup 
MT iJ" and only if the following condition holds: 
For all a in Z and x, y in IRR(T), 
ax ~-~* ay implies x = y. 
PROOF. An easy consequence of Lemma 3.3 and the fact that in a Church-Rosser system 
every string has a unique normal form. [] 
The following further corollary is easily shown: 
LEMMA 3.5. Let T be a reduced Church-Rosser system such that Mr  is left-cancellative. 
Then T cannot contain rules of the form ax ~ ay where a ~ ~Z. [] 
The following theorem is stronger than Lemma 3.3 in the case where T is Church- 
Rosser and reduced. 
THEOREM 3.6. Let T be reduced Church-Rosser system. Then T is not teft-cancellative if 
and only if there exist a in Z and y~, Y2 in [RR(T) such that 
(a) Yl ~ Yz, 
(b) ayt ~--,* ay2, and 
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(e) no redex in T is a prefix of both ayl and ay2 (i.e., the strings cannot be reduced by 
the same rule of T). 
PROOF. The 'if' part is trivial 
'Only if': Assume Mr  is not left-cancellative and let S be the set of all triples (a, yt, Y2) 
satisfying (a) and (b). By Corollary 3.4, S is nonempty. Let (a, Yt, Y2) be a triple from S 
such that 
(d) [y, [ + ly2l is minimal. 
Let us deduce that (c) holds for this triple; otherwise, there exists a common prefix/~ 
of Yl and Y2 and a rule a/~ +-~ V in T which can be applied to both strings. Write yj ---/~z,. 
(i = 1, 2), so Vz; are congruent but z; are not. Choose the longest (necessarily nonempty) 
suffix of y, a'~', say, where a' is a single symbol, such that a'3'z~ are congruent but 
fl'zi, which we write as y~, are not. Then the triple (a', y], y~) is also in S, contradicting 
(d). [] 
The criteria in Theorem 3.6 can be rephrased as follows. Suppose that au -~ v is a rule 
which applies to aye, so, by (c), u is not a prefix of Yz. Let us write 
Rl(au ) = {aw:weIRR(T)  and u is a prefix of w}, 
and 
R~(au) = {ax :xs IRR(T)  and u is not a prefix of x}. 
So ayi is in Ri(au ) (i = 1, 2), and they have a common descendant in
A*(R 1 (au)) c~ A*(Rz(au)) 
(the intersection of the sets of descendants of strings in Rl(au) and R2(au)); therefore this 
intersection is nonempty. Conversely, suppose that the intersection is nonempty. Then 
there must exist strings ayi in Ri(au ) (i = 1, 2), which have a common descendant. These 
strings are clearly different by definition of the two sets Ri(au); thus ayi are congruent but 
y,. are not, and the system T is not Ieft-cancellative. Thus we can conclude the following: 
THEOREM 3.7. A reduced Chureh-Rosser Thue system T presents a left-cancellative 
monoid if, and only if, for all redexes au of rules of  T, A*(Rl(au)) nA*(Rz(au)) = O. [] 
Note that the sets R~(au) are always regular and effectively computable from the rules 
of 7". When T is monadie, R regular implies A*(R) is also regular and effectively 
computable (Book, 1982). Thus the above theorem gives us the following: 
THEOREM 3.8. art is decidable whether a finite monadic Church-Rosser Thue system is 
left-eaneellative. []
Clearly this also implies the existence of a decision procedure to test whether a finite 
monadic Church-Rosser Thue system is cancellative, since right-cancellativity can be 
shown to be decidable by a symmetric argument. It has been recently observed (Naren- 
d ran& Otto, 1987) that the above test can be performed in polynomial time, exploiting 
methods given in Book (1983). 
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4. The Case of Arbitrary Chureh-Rosser Systems 
In this section we show that the problem of cancellativity is undecidable for arbitrary 
Church-Rosser systems. The construction is a modification of that given in Narendran et 
al. (1985). We start with a deterministic Turing Machine Z with an undecidable halting 
problem and construct a Church-Rosser Thue system T~ over an alphabet El and a 
regular set FINAL c ~* with the following property: 
TI is cancellative, and, given a string x, the question of whether [X]r~ F~FINAL 
is empty is undecidable. 
We then construct another Thue system T2 (by adding more rules to Tl) and a symbol 
a from an extended alphabet Z2 such that 
T 2 is cancellative and Chureh-Rosser, aeZ 2-E~, and given a string w, the 
question of whether there exists a string y such that ay --+* w is undecidable. 
Finally, we show how, for a given w, T2 can be extended to /'3 such that T 3 is 
cancellative if and only if there does not exist any string y such that ay --+* w. 
We shall now outline the construction of TI. Since the construction to be discussed here 
is only a trivial modification of that in Narendran et al. (1985), we shall present it with 
a minimum of detail. Let Z = (K, Z, rI, #, q0, q#, fl) be a Turing machine where K is the 
(finite) set of states, Z and 17 the input and tape alphabets, respectively (N c_ rl), # the 
transition function (expressed as quintuples: see below), q0 the initial state, qy the final 
state, and fl the blank symbol. Assume also that the halting problem for Z is undecidable. 
We now construct T~ which is cancellative and Church-Rosser, over an alphabet F, such 
that the action of the Turing Machine Z is simulated by expansion modulo T1. The 
alphabet F is described below. 
One begins with K (regarded as a finite alphabet) and II, which are (without loss of 
generality) disjoint sets. "Mirror-image sets' K and 1~ are constructed, where 
YI= {fi:a~rI}, K={qo . . . . .  q,,}, and K={p0, . . .  ,p,,}. Symbols in II and Y[ we call, 
respectively, right and left tape symbols, and the other symbols are called right and left 
state symbols. As in Narendran et aL (1985), we classify the symbols of F as follows: 
Left and right 'endmarkers' $ and r 
State symbols, from K and I(; the distinction is that the symbols in K 
will be called 'right state-symbols,' and the symbol being 'scanned' will lie to 
their right, and the symbols in g. will be called 'left state-symbols,' and the 
symbol being scanned will be to their left. 
Left and right tape symbols. The right tape symbols occur to the right of the 
state-symbol, and are identical to the symbols of l-I; FI is the set of left 
tape-symbols. 
Left dummy symbols. These are dummy symbols to the left of the state symbol. 
There is one symbol L: for every pair z in the following two sets: 
K x ({r  
and 
({$}un) x K 
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There is also a dummy symbol L s which can appear only to the left of the 
symbol $; D L denotes the set of left dummy symbols. 
Right dummy symbols R, for the same sets of pairs z, and an additional symbol 
Re, which can only appear after the symbol r DR denotes the set of right 
dummy symbols. 
The alphabet F is the set of all symbols in the above five classes. The set {$} w D/. u n 
comprises the left symbols in F; similarly the set {r u D R u 17 comprises the right symbols 
of F. Finally, we define regular sets CONFIG, which encodes all possible configurations 
of the machine Z, and FINAL, which encodes all the final configurations of Z: 
CONFIG = L* .  {$}. (FI ~ DL)*" (K u K)" (17 u DR)*" {r R~', 
FINAL=L~'{$} . (nUDL)* '  {qj ;pf} ' ( I IuDR)* '  {r ' R~'. '. 
Clearly FINAL ~_ CONFIG. 
The construction of T~ is illustrated in Table 1 (in it, 8 represents the symbol in rI 
corresponding to the symbol a in 17 and R, and L~ are assumed to be pairs of 
corresponding dummy symbols). 
It can be seen by inspection that TI is Church-Rosser and reduced, since no two 
redexes overlap, and no two rules have the same redex. Note also that the construction 
of T~ is basically the same as the construction given in Narendran et al. (1985) except for 
the usage of the new dummy symbols L s and Re: they are added to ensure cancetlativity. 
For technical reasons it is useful that pf and qf be excluded from the rules of category 5. 
As in Narendran et al. (1985), we can prove. 
THEOREM 4.1. There is an effective correspondence b tween the configurations of Z and 
the strings in CONFIG, represented by a surjective function ~ mapping CONFIG onto the 
configurations of Z, such that x reduces to y modulo TI if and only if re(y)yields r~(x). In 
particular, Z halts on input x if and only if there is some string in FINAL that is an ancestor 
of Sqoxr modulo T l . [] 
Consequently it is undecidable for input strings x whether [$q0xr c~ FINAL is empty. 
THEOREM 4.2. T~ is caneellative. 
PROOF. Assume T1 is not left-cancellative. Then by Theorem 3.6 there exist a~F,  and 
x, yeIRR(TO such that x ~ y, ax and ay are joinable and ax and ay do not get reduced 
by the same rule. 
Let CRUXI be the set of all possible substrings of strings in CONFIG; i.e., 
CRUX1 = {w: xwyeCONFIG for some x and y}. 
Every string s in F* can be factored as a sequence s~s2.., sk where the segments s~ . . . . .  sk 
are in CRUX1, and maximal in the sense that no string s; is contained in a longer string 
also belonging to CRUX1. (Informally speaking, given s, the sequence s~.~2  9 s~ can be 
got by deleting from s the longest prefix belonging to CRUX1 and repeating until the 
string is exhausted.) By arguments similar to those in Narendran et al. (1985) if s *-~* t 
(rood TI) then t has the form t~t2.., tk where t jsCRUXI and sj ~*  tj (mod TI) for 
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1 ~<j ~< k. Hence in the proof that follows we may assume k = 1 and we only need to 
consider a, x and y such that ax and ay belong to CRUX1. Furthermore, as noted in 
Narendran et al. (1985), two strings in CRUX1 are joinable if and only if one can be 
reduced to the other. 
By inspecting the redexes of TI we can conclude that a is either a left dummy-symbol 
or a left state-symbol. Inspecting the reducts of T~ we conclude that (since a must recur 
as a reduct) it is a left dummy-symbol and it recurs in a rule of the form L~pi ~ p~R~Rz. 
However, expanding the string ay according to this rule yields a string beginning with 
Pt, and since this is the only occurrence of a state-symbol in the string (since k = 1), the 
new string cannot be expanded further: i.e., ax ~*  ay implies x = y. This concludes the 
proof. (7"1 is right-cancellative by similar arguments.) [] 
Now we construct a system T2 extending T~. First consider the set 
(C}" F INAL"  (D} 
where C and D are symbols not in F. Let So . . . . .  s3 be four new symbols, let f~ denote 
Fu  {C, D}, and let ~ be a disjoint copy of f~, and which does not contain the symbols 
s,.. (Note: fl contains both II and 1~; fi contains yet another copy of ri0 We define a Thue 
system S with the following rules: 
C$Sl ~ So C6"~,~,, 
aS 1 ~ slaa, 
where a is any left tape- or dummy-symbol, 
ps-s2 ~ sipip/., 
as 2 ~ s2aa ,
where a is any right tape- or dummy-symbol, and 
CDs 3 ~ szr162 
Table 1. Construction of T~ 
Definition of T 1 
Quintuple of Z Rules of Ti 
qsabRqj q~a ~ Lq~ql 
(lpt +-~ Lop,Eql 
qiflbRqj qir *'~ Lq,r162162 
$Pt ~ Ls$Lsp~ffql 
q flb Lqj q fl ,~--~ p~b Rq~ 
qjflbLqj qir ~ pzbRq,r162162 
$Pt +'+ LISpsbRsm 
n/a(i -'st:f) qiR. ~ L~L~qi 
L~p~  p~R~R~ 
i i i 
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The rules of  S imitate a finite automaton accepting the regular set {C} 9 F INAL .  {D}, if 
we think of  s~ as being the "initial' state and the automaton reads its input from right to 
left. The following lemma contains some straightforward properties of the system S and 
T~, and the simple but tedious proofs will be omitted. 
LEMMA 4.3. (i) Given a string co in I)*, the string cos3 has an ancestor beginning with So 
(modulo S) i f  and only i f  co~ { C} . F INAL 9 {D}, and given a string rt in (f2~)~)*, the string 
so~l has a descendant ending in s3 if and only if ~l is the homomorphic mage h(O) of a string 
0 in {C}. FINAL -{D} under the homomorphism h :a~6 on f~; (ii) ifc~ is a string over 
the alphabet f~ ~ (~ w {So . . . . .  s3}, containing just one state-symbol (q~ or pj) and ~ ~*~ fl, 
then either c~ ~ *~ fl or ~ ~ *t c~; (iii) i f  ~ is a string over the alphabet given in (ii) containing 
exactly one symbol from {So . . . . .  s3}, and ~ ~--~* ~, then either c~ ~*  t3 or ~ ~*  ~. [] 
The system T2 is defined as follows: 
T2 = S u T,. 
THEOREM 4.4. (i) Both S and T2 are Church-Rosser and reduced; (ii) a string x in X* is 
accepted by the Turing machine Z if and only if the string C$qoxCDs 3 has an ancestor So~l 
(modulo T2), where ~ is in ~*; and (iii) T2 is cancellative. 
PROOF. (i) This can be argued in the usual way: the redexes do not overlap and no two 
rules have the same redex. (ii) The 'only if' part is straightforward, so we concentrate on 
the 'if' part. Therefore, suppose that the string X = C$qoxCDs3 has an ancestor sort where 
r/is in ~*. Let ~ be the unique irreducible descendant so~t (modulo S) (note: not modulo 
T~). Notice that every descendant of ~ (modulo T0 is also irreducible (modulo S): this 
implies that X is the unique irreducible descendant of ~ (modulo Tz). But no rule of T~ 
can affect any symbol s t, so, since 2" ends with s 3, so does 4. By Lemma 4.3 ~ is in 
{C} . F INAL  . {Ds3), so Z accepts x by Theorem 4.1. 
(ilia) 7"2 is left-cancellative: we argue by contradiction. Suppose otherwise, so by 
Theorem 3.6 there exist strings x r y in IRR(T2), and a symbol cr such that o-x and ay are 
congruent (modulo T2) and the redexes in these strings are incompatible in the sense that 
neither is a prefix of the other. Clearly, Tl is also cancellative over the (larger) alphabet 
of 7'2, so o'x and ~ry are not congruent (modulo Tl). Let ~ and r/ be the irreducible 
descendants of crx and ay (modulo S). Therefore we can write 
~rx --** ~-~'2 ; ~*a r/ *--* ay, (4.1) 
and observe, as before, that no string between ~ and rt in (4.1) can be reduced by any rule 
of S. Also we can assume that p is in IRR(T2). The transformations carrying ~ to r/use only 
the rules of 7"i. 
Next we observe that the strings ~ and rt each contain at least one of the symbols si. 
This is because, since T~ is cancellative, at least some rules of S must be involved in the 
above chain of transformations, and therefore at least one string in the sequence, and 
hence all, must contain at least one symbol from {So . . . . .  s3}. Let as be the shortest prefix 
of ~ containing one of these symbols, and let fit be the shortest such prefix of ~/(so both 
s and t are among the symbols s~). Since no rule of Tl involves any symbol s,., it follows 
that s = t and there exists a prefix n of p which is a common descendant of c~ and /~ 
(modulo T1). Furthermore, by definition of the system S, c~,/~, and n have the property 
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that they have at most one occurrence of a state-symbol each, all the symbols to the left 
of it are left-symbols (or C), and all the symbols to the right of it are right-symbols (or 
D). Thus, these strings are substrings of strings in {C} 9 CONFIG. {D}, and just as for 
strings in CRUX1 either a is an ancestor of fl (modulo TI) or vice-versa. But neither 
string can be expanded by any rule of Tit so as = fit. However, by definition of S, ax and 
~ry begin with the same string (an ancestor of as) and therefore begin with compatible 
redexes, contradicting the assumption. Therefore T2 is left-cancellative. 
(iiib) 7"2 is right-cancellative. We can duplicate the reasoning of (iiia) to establish that 
if it is not right-cancellative then there exists a sequence of transformations:~ 
where x and y are in IRR(T2), r and r/ are in IRR(S), a is a single symbol from ~, and 
the redexes in xa and ya are incompatible. But it is clear from the definition of S that a 
determines the redex uniquely, and the contradiction is immediate. This concludes the 
proof. [] 
Given an input string x for Z, we form T3 from T2 by adding the rule 
C$qoxr 3 ~ soD. (4.2) 
THEOREM 4.5. (i) 7"3 & Church-Rosser and reduced, (ii) it is right-cancellative, and (iii) it 
is left-cancellative if and only if Z fails to halt on input x. 
PROOF. (i) This follows from the same considerations a  applied to Tl and T 2. 
(ii) Supposing that T3 is not right-cancellative, by Lemma 3.3 there exist irreducible 
strings u and v which are incongruent (modulo T3), and a symbol cr in 
f~w~w {so . . . . .  s3} such that 
u~r --**3 P ~ '3  wr. (4.3) 
We can assume that (4.3) is realized by a minimal-length sequence of transformations. 
Since 7"2 is cancellative, the sequence (4.3) must involve at least one application of the 
rule (4.2), whose reduct, soD, overlaps no other redex nor reduct in T 3. 
Consider all occurrences of soD in p. Among all the reducts and redexes of the rules in 
T3 this string overlaps only one, where it occurs as a reduct of rule (4.2). Thus some 
occurrences will be expanded in producing u~r and others will be expanded in producing 
v~r. We may assume that no occurrence persists (without being rewritten) throughout the 
sequence (4.3), since otherwise we could factorize the strings and work with suffixes to the 
right of the rightmost 'persistent' occurrence of soD. Moreover, we can suppose that no 
occurrence is expanded both in producing u~r and wz, since that would be a redundant 
operation and the sequence (4.3) could be shortened. 
If  the rightmost occurrence of soD in ua is as a suffix then ~r = D. Then u and v are 
irreducible but uD and vD are not; this is impossible since no redex of T3 ends in D. 
Hence we may assume that neither soD occurs as a suffix in neither u nor v. 
Construct new strings Ua and Vcr by uniformly replacing occurrences of soD in ua 
(respectively, va) by the redex in (4.2). Claim that these strings are congruent (modulo 
7'2), because if we follow the reduction applied in (4.3) but avoiding applications of the 
"['This is why rules mvolving the accepting state-symbols were xcluded from category 5 of the table for T~. 
there --*+ denotes the transitive closure of ~ rather than the reflexive transitive closure ~*. 
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rule (4.2), we obtain a common descendant p' which corresponds to replacing every 
occurrence of soD in p by the redex CSqoxr Since 7'2 is cancellative, U and V are 
congruent (modulo T2) and therefore uand v are congruent (modulo T3), a contradiction. 
(iii) It is easy to prove the 'only if' part, so we concentrate on the 'if.' Thus suppose 
there exists strings u and v which are incongruent (modulo T3) and a symbol a such that 
au -0~'3 P +-'3 av. (4.4) 
By reasoning as in (ii) we can rule out the possibility that nonempty prefixes of both au 
and av are unaffected by the new rule X+-~soD (X denotes the string C$qoxr 
Therefore we can assume that soD is a prefix of av and this is replaced by X somewhere 
in the sequence of transformations (4.4). We can therefore write (4.4) as 
SoU ~3 l(u' ~ soDu' ~'-~'3 So v" (4.5) 
Furthermore, since the string X has only one occurrence of D, we can write 
SoU ---~ Xu', 
by, if necessary, "postponing" reductions involving the rule (4.2) which cannot apply to 
the designated part of the strings. Note that in Xu', no further reductions (modulo T2) 
can be applied except in u'. We then consider another canonical sequence of reductions 
beginning with SoU: 
sou ~*  ultu2 ~'1 rtu2, (4.6) 
where we first apply rules of S as long as possible, to the leftmost s~-symbol in- the 
reduced strings, so that in the sequence (4.6) t is an s~-symbol, leftmost, and no reduction 
(modulo S) applied to tu2 can involve the designated occurrence of t, and then reduce ut 
to an irreducible string Y (modulo T0. Therefore we have 
Xu" +~"2 Ytu2, 
so these strings possess a common irreducible descendant (modulo T2). But no reduction 
(modulo 7'2) can further affect either X or Yt, so we conclude that 2" = Yt, so by Theorem 
4.4, applied to those prefixes of the strings affected by the transformations (4.6), Z 
accepts the input string x. This concludes the proof. [] 
It immediately follows that the question: Is T 3 (implicitly parametrized by input strings 
x for Z) cancellative? is undecidable, and hence cancellativity is undecidable for Church- 
Rosser systems. Finally, we should note that the property of a finite Church-Rosser 
system T not being cancellative is semidecidable. This follows from the definition of 
cancellativity since the word problem is decidable for T: there exist strings x, y, and z, 
where x and y are not congruent but either xz and yz, or zx and zy, are congruent. 
Combining Theorem 4.5 it follows that cancellativity is complete for 1-I1 in the arithmetic 
hierarchy. 
5. Canceilativity of Commutative Thue Systems is Decidable 
In this section, we show that the cancellativity problem is decidable for finitely 
presented commutative Thue systems. A commutative Thue system is a rewriting system 
over permutable strings, i.e., strings in which the order of symbols is immaterial. It is 
known that every finitely generated commutative semigroup is equivalent o a finitely 
presented one (Clifford & Preston, 1967, Section 9.3). 
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Let T be a commutative Thue system over some alphabet YE, (Permutable) strings over 
2 can be viewed as Parikh vectors or, in other words, n-tuples of non-negative integers 
where n is the size of the alphabet: the value of the ith element denotes the number of 
occurrences of the ith symbol in the string. 
Strings u and v are said to be conjugate if and only if there exists a string w such that 
uw *-~* my. Let GT be the abelian group obtained from T by explicitly adding the inverses 
of symbols in 2. For a string w over (2uZ -~) let RED(w) be its "reduced" form, 
obtained by cancelling out any simultaneous occurrences of a symbol and its inverse. 
Thus, for instance, RED(aba - lb - ~) = 2. Let 
AG(T) = {RED(u lV) m 2, RED(v - 'u) ~ 2: u +-* v e T} u {aa -1 m 2: a ~YE}. 
Thus AG(T) is a commutative Thue system such that MAa(r~ is isomorphic to Gr. Now 
it can be show that 
THEOREM 5.1. For all u, veZ*,  u and v are congruent modulo AG(T) if and only if they 
are conjugate modulo T. 
PROOF: The 'ff' part is trivial. 
'Only if': let S abbreviate AG(T). We prove the 'only if' part by proving the following 
(slightly stronger) statement: if u, ve(Eu2-~)  * and u m~ v, then there exists w in 2 '  
such that RED(uw), RED(vw)e2* and RED(uw) m* RED(vw). This is proved by induc- 
tion on the number of steps in the transformation from u to v modulo S. 
Let us consider the case when the transformation i volves only one step, i.e., u m s v. 
There are two cases: 
(i) u ~sV by application of the rule aa-~m2.  Then we can take w =2 since 
RED(u) = RED(v). 
(ii) u m s v by application of a rule xy - ~ ~ 2, where for some p in Y-.* px ~ py is a rule 
of T. Write u = u~us -~ and v = ulu2 ~, where u, are vectors in Z*. If w =pu2y, then 
RED(wu) = pulx and RED(wv) = puly, so RED(wu) ~--~r RED(w@ 
Assume now the result when the number of steps is n - 1. Let u ms  u' ~}-  ~ v. By the 
inductive hypothesis, there exists w'eY.* such that RED(u'w'),RED(vw')e2* and 
RED(u'w') m* RED(vw'). By what has been proved above, there also exists xeY.* such 
that RED(ux), RED(u'x)eYE* and RED(ux) mr  RED(u'x). Now taking w = xw' we get 
the result, since 
RED(uxw') ~*  RED(u'xw') m*. RED(vxw'). 
[] 
COROLLARY 5.2. Let T be a commutative Thue system that is not cancellative. Then there 
exist u, v in Z* that are congruent modulo AG(T) but not congruent modulo T. 
PROOF: Follows from the definition of cancellativity. [] 
DEFINITION, A semi-Thue system, i.e., a set of oriented rewrite rules over strings, is 
called complete (or canonical) if (i) it is noetherian, i.e., no string has infinitely many 
descendants, and (ii) it is confluent, so all descendants of the same string have a (unique) 
common descendant. 
PROPOSITION 5.3 (Lankford & Ballantyne, 1977). For every finite commutative Thue 
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system T there exists an equivalent finite canonical commutative semi-Thue system which 
can be effectively constructed fi'om T. [] 
Corrollary 5.2 and Proposition 5.3 immediately ield the following criterion for a 
commutative Thue system not to be cancellative. 
THEOREM 5.4. Let T be a commutative Thue system and let T' be an equivalent finite 
canonical semi-Thue system. Then T is NOT eancellative if[ there exist distinct strings 
u, v~ IRR(T' )  which are congruent modulo AG(T). [] 
We now proceed to examine the word problem for abelian groups in an entirely 
different l ight--as a special case of the membership roblem for polynomial ideals over 
Z. This has been developed in great detail in Kandri-Rody et al. (1985). We merely 
elucidate some of the important points here. 
Let A = {a~, a2 . . . . .  a,,} be the generators of an abelian group and let + stand for the 
group operator. Clearly, every term over the group can be viewed as a linear polynomial 
with no constant erm over Z with the elements of A as indeterminates. I f  F is a finite 
presentation of an abelian group over the alphabet A, then F can be viewed as a set of 
equations of the form cl * al + 9 9 9 + e,, 9 a,, = 0 where the c/s are integers. (The notation 
e*ar, where c is an integer, denotes a i+" '+a i  (]c I times) if e is positive and 
- ai +"  9 ' + - a,- ( [e [ times) if e is negative.) In other words, each relation in F is a linear 
polynomial from Z[al . . . . .  a,,] with a constant term of 0. Let (F) stand for the ideal 
generated by F and =F denote the congruence generated by F. We can show 
THEOREM 5.5. Let ej and e2 be two expressions and let p be the polynomial corresponding 
to e l -e2 .  Then el =Fe2 if and only if p~(F).  [] 
We can also show a stronger version for the above theorem: 
THEOREM 5.6. Let el, e2 and p be as above and 
only if there exist integers cl . . . . .  c m such that 
P = ~ (G 
i= l  
let F= {Pl . . . . .  Pro}" Then el =re2 if and 
* p,.). 
The proof  is straightforward and hence left to the reader. 
It can now be shown that testing whether a canonical commutative Thue system T is 
not cancellative is in NP. (Thus cancellativity is in co-NP.) Let T be over an alphabet 
A = {a 1 . . . . .  a,}. As before we treat words as Parikh vectors. For ease in exposition, let 
us establish the following (array-like) notation: for a word x, let x[t] (1 <~ i <. n) denote 
the number of occurrences of the letter a; in x. Let T = {(L; ~ R,.) 11 ~< i ~< k}. We show 
how to non-deterministically find words u and v such that u # v, u, v e IRR(T)  and u and 
v are congruent modulo AG(T). 
We treat the u[t]'s and v[l]'s as unknowns. Note that for two words to be distinct, it is 
enough that they differ in the number of occurrences of some letter. In other words, u # v 
if and only if u[j] # v[j] fo r j  such that 1 ~<j ~< n. In our non-deterministic algorithm, we 
assume that j has been chosen correctly. Similarly, for a word w to be irreducible by a 
rule (Li-~ R~.), it is necessary and sufficient hat w[j*] < Li[j*] for some j ' .  Thus u is in 
IRR(T)  if and only if there exist integers Jl . . . . .  jk such that u[jj < Lt[j~] for all i, 
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t ~< i ~< k. Hence the ji's are also choices that we have to make in our non-deterministic 
algorithm. The condition that u and v be congruent modulo AG(T)  can be expressed 
using a system of linear integral equations as shown in Theorem 5.6. 
The outline of the non-deterministic algorithm should be clear by now; choose the 
2k + 1 integer values (each of which is bounded by n, the number of letters in the 
alphabet) which reflect the choice o f  inequalities howing that u and v are distinct and 
irreducible, form the system consisting of the appropriate inequalities and the equations 
denoting that u and v are congruent (modulo AG(T))  as in Theorem 5.6, and 
check whether this system has an integral solution. The last step mentioned, namely that 
o f  checking for solvability, is in NP because integer programming is in NP  (see 
Papadimitriou & Steiglitz, 1982). Thus the entire algorithm can be performed in non- 
deterministic polynomial time. Summarizing: 
THEOREM 5.7. The question o f  whether a canonical commutative Thue system is not 
eaneellative is in NP. [] 
In view of Proposition 5.3, the following corollary is immediate. 
THEOREM 5.8. The question o f  whether a commutative Thue system is cancellative is 
decidable. [] 
A last point to note is that the results in this section could be rephrased as follows: 
Cancetlativity in commutative Thue systems is expressible as a formula in Presburger 
Arithmetic (see Fischer & Rabin, 1974) and hence is decidable. It is conceivable that this 
result also follows from the work o f  Szmielew (1954); however it is not clear to the 
authors how to express the condition in Theorem 5.4, say, in the elementary theory o f  
abelian groups. 
We thank Deepak Kapur, Bob McNaughton, Friedrich Otto and the referees for their comments 
and suggestions which improved the presentation. 
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