The identification of non-genuine or malicious messages poses a variety of challenges due to the continuous changes in the techniques utilised by cyber-criminals. In this article, we propose a hybrid detection method based on a combination of image and text spam recognition techniques. In particular, the former is based on sparse representation based classification, which focuses on the global and local image features, and a dictionary learning technique to achieve a spam and a ham subdictionary. On the other hand, the textual analysis is based on semantic properties of documents to assess the level of maliciousness. More specifically, we are able to distinguish between meta-spam and real spam. Experimental results show the accuracy and potential of our approach. Abstract The identification of non-genuine or malicious messages poses a variety of challenges due to the continuous changes in the techniques utilised by cyber-criminals.
Introduction
The ability of assessing malicious and non-genuine communication is crucial in all our activities, which are undeniably based on information sharing. For example, email communication has been an important means of communication in modern society due to its low cost and efficiency. There has been 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 an increasing amount of research on spam, which includes unsolicited or malicious messages sent over the Internet, for the purposes of advertising, phishing, spreading malware, etc. [1] . However, there is a mounting argument regarding the concept of non-genuine communication. Spam emails are certainly part of non-genuine communications, where a user receives unwanted emails on a variety of topics. However, such type of communication can also be used to hide another message, such as the type of communication shared by terrorist cells after the 9/11 attack [2] . In a sense, the way terrorists attempted to share information is beyond the strict definition of spam. In fact, their communication was hidden into a non-genuine message. A full discussion into the differences between spam and non-genuineness goes beyond the scope of this article. As a consequence, we will use the terms "non-genuine message" and "spam" interchangeably, unless we wish to specify mutually exclusive features, and in such case, this would be clearly stated.
Non-genuine messages usually contain well-defined fragments of semantic networks based on specific keywords as well as on their usage. One of the most successful and efficient ways to detect spam messages focuses on metainformation contained in the message, e.g. sender's details, and title of the email. However, if we take a message without any such type of information, it is much harder to determine whether a message is genuine, especially when the message is carried out automatically. In fact, a sentence like "buy a Rolex!" would be identified as spam, in a similar fashion as "asking you to buy a Rolex is very suspicious" even though the latter does not appear to be spam.
Image spam usually transfers spam text such as advertisement, forged message, etc. onto an image, as depicted in Figure 3 . The main properties related to an image include global and local features. The global features refer to the whole image, reflecting the overall characteristics of the image, which include colour, texture and shape. While the local features are based on a local image region, reflecting the details of an image. In this paper, such properties will be further investigated to provide a hybrid method to utilise in spam recognition. The other component is based on text analysis. Text based spam recognition often focuses on specific keywords, which might indicate the likelihood that a document, such as emails, is malicious [1] . However, this is not an easy task since, for example, an email discussing a fraudulent transaction could be potentially identified as malicious even though it may not be. Moreover, the current state-of-the-art methods and techniques often neglect the dynamics of the information extracted from textual sources. In fact, in a similar manner as in a variety of data and text mining tasks, information consists of "dynamic entities" and as such, its interpretation should consider its evolving nature [12] .
The article is structured as follows: Section 2 gives an overview of the existing approaches, Sections 3.1 and 3.2 describe the methods and algorithms related to image and text based spam detection, respectively. In Section 4, the evaluation of the proposed methods is carried out, and finally, Section 5 concludes the paper and discusses future directions.
Hybrid Spam Detection Method Based on Unstructured datasets 3 
Related Work
In recent years, image spam has also become the effective communication channels of massive commercial advertisements and forged messages, which has led to the wide spread of spam and brings great challenges to the traditional textbased spam filtering. Currently, image spam detection methods fall into three categories, as discussed in the rest of this section. The first category includes methods based on the approximation of the image properties in spam emails sent from the same source. Therefore, spam emails can be detected by clustering method based on the similarity of email images. Zhang et al. [3] and Chen et al. [4] have divided each image into three regions (i.e., text, foreground and background), and performed clustering based on the textual and visual features extracted from the image to detect the spams. Mehta et al. [5] represent the image with Gaussian mixture model, and cluster emails through Jensen-Shannon difference to identify spam. These methods have clustered spam emails based on the image features, thus the selection of image features will largely affect the clustering result. The second category includes methods based on text extracted from images by the Optical Character Recognition (OCR) technology, which can be used to detect spam emails characterized by such texts. Fumera et al. [6] , Issac et al. [7] , and Youn et al. [8] recognize texts in email images with OCR, and then identify spam emails with text filters. To avoid being detected, spammers usually disguise the images by text tilt, misspelling or misspelled, noise, etc. Byuu et al. [9] depict the image with the multiple-feature decision rules, and detect spam through MFOM learning method based on four major features. Dredze et al. [10] detect spam with maximum entropy and Bayes classifier based on the edge information and major colour range. Nhung et al. [11] employ the edge direction of characters in the image and supported vector machine to identify spams. To effectively detect spam, these methods are all needed to select discriminative features, and train strong classifiers. The key of image spam detection and classification lies in the discriminative features and the distinguishable classifier. To accurately detect image spam, this paper combines global and local features, and employs the subclass discriminant analysis to select the discriminative features, and then detects spam based on sparse representation based classification (SRC). A well-known method to identify spam from textual sources, is based on Naive Bayes classifiers [1] , which correlates the use of words in texts with spam and non-spam attributes. Bayesian inference subsequently calculate a probability that such text is indeed spam. Another successful approach is Enhanced TopicBased Space Model (eTVSM) [26] further improves the semantic evaluation by considering term interpretations. More specifically, the vector space defined by eTVSM is similar to the vector space of the TVSM, with the difference that document models are defined by interpretation vectors, which are created by analysing the formal procedure generated by the semantic relationships, such as word, word stem, term, interpretation and topic. To fully capture such 
Method
In this section, we discuss the main components of our approach, i.e. image and text spam recognition, as well as their implementations. Figure 1 gives an overview of the main components of the approach introduced in this paper. In particular, Figures 2 and 4 depict the flow of the image and textual analysis, as discussed in Sections 3.1 and 3.2, respectively.
Image Spam Recognition
As discussed above, image features include global and local features. Among the former, the main features of the colour of an image include mean, variance, deviation, entropy and dispersion of image histogram; the texture features refer to the mean, variance, deviation, entropy and dispersion of LBP [13] image. Among local features, scale-invariant feature transform (SIFT) can effectively address the disturbance in image spam, since SIFT is invariant to scale and rotation, and also robust to additive noise, affine distortion, and light changes. Due to the diversity and complexity of image spam, we take into account both global features and local features to accurately identify image spam.
Sparse Representation based Classification
Sparse representation reconstructs a new element with the linear combination of few dictionary elements, which are populated via dictionary learning technology. As opposed to other methods such as wavelet transform or Fourier transform, sparse representation does not require orthogonal or predefined dictionary elements. The process of dictionary learning is a task-driven proce -1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 dure and different tasks result in different dictionaries, whose elements need to be "representative". In particular, the aim of sparse representation is to distinguish multiple classes, suggesting that the elements in dictionary must be "discriminative". Suppose D ∈ R n×N is a learned dictionary, which contains n × N −dimension base elements. The sparse representation selects some elements in dictionary to represent a new element x ∈ R n . The sparse coding is as follows
where c ∈ R N is the sparse code of x regarding the dictionary D, || · || 1 is a L1−norm, λ is a coefficient used to control the sparsity, i.e. the number of non-zero elements of c * . In particular, larger values of λ imply sparser values of c * . In recent years, sparse representation based classification [3] has achieved promising result in face recognition. In the sparse representation based classification, to classify a new sample, we represent it with training samples from different classes simultaneously. The classification label is determined by the class with lowest representation error. Specifically, the training samples of the same class are first column-wisely combined into a sub-dictionary. Then all sub-dictionaries from different classes are further combined into a final global dictionary as follows
where D i is the sub-dictionary of the i−th class, M is the total number of classes, d i,j is the j−th training samples from the j−training sample from
N i is the total number of training samples across all classes, where N i is the number of training samples from the i−th class. To classify a new sample x ∈ R i , we apply (1) on the global dictionary D to get the global sparse code c * ∈ R N , and then compute the representation residual r i of each class, respectively. Therefore, we have
where c * i is part of the global sparse code corresponding to the sub-dictionary D i . Subsequently, a new sample is classified into the class with the minimal norm of residual. Although the method is effective in face identification, it is not applicable to the massive spam detection for the two reasons. Firstly, due to the large number of spam, it is not feasible to include all training samples in the global dictionary, which will largely increase the computation of sparse representation. Secondly, the similarity of spam and normal emails entails the fact that the conventional hard classification method tends to generate the classification error, which cannot be corrected in later stage.
Hybrid Spam Detection Method Based on Unstructured datasets 7
Improved Sparse Representation based Classification
In spam detection, different email classes can potentially contain similar training samples, which will decrease the overall classification performance. On the other hand, the process of discriminative sub-dictionary learning is based on elements in different sub-dictionaries, which are as different as possible. In this article, we combine feature selection and dictionary learning technology to learn discriminative sub-dictionaries. More specifically, we first select discriminative features with feature selection to increase the identification of different training samples. Subsequently, we adopt the dictionary learning technology to learn a compact sub-dictionary. The highly discriminative features can increase the distance of samples in different classes, and reduce the distance of samples in the same class, e.g., linear discriminant analysis (LDA) [15] . In particular, to eliminate useless and redundant features, LDA attempts to find a projection vector to maximize the Fisher discriminant criteria,
where S B and S W represent the scatter matrix of between-class and withinclass, respectively, that is
where N is the total number of classes,µ i is the mean of samples in the i−th class, µ is the mean of all samples, C i is the set of samples in the i−th class, f ij is the feature of the j−th sample in the i−th class. Note that the eigenvector with the maximum eigenvalue of matrix S −1 W S B is the optimal projection vector ω * . For two-class spam classification, the samples are actually projected into one-dimension feature sub-space, which tends to hinder the spam identification. Therefore, we assume that each class i can be divided into L i subclasses. With the subclass discriminant analysis [16] , S B can be re-defined as:
where p i,j = P i,j /Q and P i,j represent the weight and the number of samples of the j−th sub-class in the i−th class, respectively, µ i,j is the mean of samples of the j−th sub-class in i−th class, and L i is the number of subclasses in the i−th class, which is determined by clustering on each class with affinity propagation 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 65 [17] . By considering Equation 7, we maximise the distance between different subclasses. Note that
which addresses the issue of insufficient rank. The feature dimension in SDA is finally determined by the feature vectors with 95% variation. After feature selection, considering the efficiency, the large number of training samples cannot be directly used to construct the dictionary. To alleviate the storage space and computation cost, it is essential to learn a compact discriminative dictionary. Currently, most of the dictionary learning methods are used in reconstruction [18] [19] [20] , where a dictionary can successfully represent a new sample. In this article, we use K-means clustering method to learn a compact sub-dictionary for each class as it aims to cluster training samples and select clustering centres as sub-dictionary elements to keep the discriminative ability of training samples and achieve better classification ability.
Once the sub-dictionary of each class is learned, the dictionary elements are normalized column-wise, and then combined as (2) to achieve a global dictionary for classification.
Soft Classification based on Logistic Regression
Since the potential similarity between spam and genuine emails, we perform soft classification based on Logistic Regression to avoid the error of hard classification. More specifically, after sparse representation based classification, the residuals r i of different classes are combined into a residual vector R i to establish a residual space. Subsequently, the probability of each email being spam is assessed via Logistic Regression [21] . The Logistic Regression model can be obtained as follow:
where α and ρ are the coefficients of Logistic Regression, R i is the combinational residual vector of the i−th sample, z i is the label of the i−th sample, K is the total number of training samples, φ is a regulation coefficient, || · || 2 is a L2−norm, which is used to avoid over fitting. With the optimal coefficient α * and ρ * , Logistic Regression can predict the probability of each sample
where R y is combinational residual vector of a test sample y. The label can be determined by comparing the probability h(y) and a threshold T h. We, therefore propose Algorithm 1. To keep our method adaptive to the change of spam, we need to update the existing dictionary with new samples. Based on a set of labelled emails ,   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 we achieve the original sub-dictionaries by K−means. After classification, a new email can be taken as a sample of the corresponding class, and used to update the corresponding sub-dictionary. In this way, the dictionary contains the latest email information, and the proposed method can achieve accurate classification.
Textual Identification of Non-Genuine Messages
The second part of this article focuses on an efficient and accurate method to identify and assess spam embedded in texts. As discussed in [12] , the use of network theory can be very beneficial in terms of power of abstraction and generalisation, efficiency, and scalability. In this section, we discuss how networks, and semantic networks more specifically, can be utilised to identify and assess the level of maliciousness of a message. Figure 4 depicts the main architecture of the approach discussed in this section. Let G = G(V, E) be a network, such that V = {v i : 1 ≤ i ≤ n} is the vertex set and E = {e i,j } n i =j=1 is the edge set. Suppose that G can be embedded onto two different hyperplanes H 1 and H 2 , such that the former is the semantic layer, and the latter is the non-genuine layer, which contains the concepts related to spam messages and their mutual relationships. More specifically, H 1 = H 1 (V H1 , E H1 ) where e i,j ∈ E H1 if and only if v i , v j ∈ V H1 are linked by a semantic relationship, such as synonymy, and H 2 = H 2 (V H2 , E H2 ) where e i,j ∈ E H2 if and only if v i , v j ∈ V H2 are connected by a non-genuine relationship. In particular, H 2 contains sub-networks, not necessarily connected, describing concepts which are likely to be part of a non-genuine message, as well as their corresponding synonyms. However, only concepts do not provide enough information to assess whether a message is indeed of malicious nature. On the other hand, specific collections of such concepts linked by mutual relationships, lead to their full and successful assessment. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Consider, for example "pornography is illegal in certain countries" opposed to "Buy cheap pornography!". The former, unlike the latter, discusses an issue regarding the "pornography" concept, which is perfectly genuine. However, the term "pornography" can erroneously activate keyword-based semantic rules, suggesting that this message is spam. Therefore, to optimise the classification process, it is crucial to have a deeper understanding of the meaning of such sentences. Loosely speaking, this issue can be formulated as the task of distinguishing spam messages from non-spam (more generally, meta-spam, i.e. messages, or texts about spam). In this paper, we make the assumption that if a fragment of a text, likely to be identified as non-genuine, refers to direct communication, i.e. between quotation marks, then it is regarded as non-spam. In particular, we define Algorithm 2.
Textual Analysis Details
The aim of the algorithm above is to be able is to incrementally update the network by considering newly available textual datasets. Each time a new text, or document is included, the steps above are carried out, which update the network by merging it with new nodes and edges. The process of merging the X i 's into X is carried out recursively, so that identical nodes and edges are merged, as there is no loss of information. In fact, the relation rel between NP1 and NP2 has general semantic connotations, and so, there is no need to diversify them .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 Parse T i , and carry out anaphora resolution.
5:
Extract all triples <NP1, rel, NP2>, where NP1 and NP2 are the noun phrases connected by rel, which is a combination of verbs and specific keywords. 6:
A network X i = X i (V X i , E X i ) is defined by all the couples of nouns/keywords within NP1 and NP2 7:
Merge X i into a weighted network X = X(V X , E X )
8:
For every edge e i,j ∈ E X , let its weight we i,j = |e i,j | ex,y ∈E X |ex,y| 9: i = i + 1 10: end while 11: return X
Seed Extraction
We define a seed as a sub-network S ⊂ G, where G is the network defined in Section 3.2.1. The level of non-genuineness of S is then measured depending on the number of components of S ∩ H 2 , i.e. the components of S that can be of malicious nature. All the steps of this part are define Algorithm 3. Choose the seed set S = {s i } N i=1 such that Require:
Algorithm 3 Seed Extraction
5: s i are maximal 6:
for X S do 8:
Minimise size(X S ) 9:
Either minimise e i,j ∈E X S we i,j
10
: Or e i,j ∈E X S we i,j < T , where T is the weight threshold 11: end for 12: end loop 13: Let M be the non-genuineness parameter
14: return M   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  6412 Yeqin Shao et al. Clearly, condition 10 in Algorithm 3 provides a "soft" requirement compared to condition 9.
Note that 0 ≥ M ≤ 1, so that if M = 0 the network does not contain any seed which may indicate a (totally) genuine message, whereas M = 1 would be the opposite, i.e. a completely malicious message. Consider, for example the following two sentences 1. Follow this link for legal pornography! 2. Pornography is illegal in this country.
We can easily see that the first sentence is certainly more likely to be of malicious nature than the second one. In fact, according to the keywords described in Section 4, the seed extraction would identify pornography, link are nodes of H 2 , whereas illegal, legal, and country belong to V H1 . As depicted in Figure 5 , it is clear that the first sentence will be identified as more malicious than the second one.
Algorithm 4 General Algorithm
1: Let F be a file, and assume it has either text, one or more images, or a combination of both 2: if F contains image(s) file then 3:
Start
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Evaluation
In this section we discuss the evaluation results of the hybrid system we have discussed. We considered the dataset described in [10] for the experimental evaluation of image spam identification as discussed in Section 4.1, and a variety of emails from the Enron dataset [1] , as well as one short text and articles, as detailed in Section 4.2. Even though we are proposing a hybrid system, we decided to evaluate its two main components, i.e. image and textual spam identification, separately. This decision was taken to allow a more thorough evaluation and comparison with existing non-hybrid approaches.
Evaluation of Image Spam Recognition
A comparison with other methods is carried out by considering dataset described in [10] , which contains 2550 personal ham images, 3239 personal spam images, and 9503 spam Archive images. We set the threshold T h of classification 0.5. The sparse tool introduced in [22] is used to perform sparse representation. To evaluate the performance of our method, we use standard metrics, such as accuracy, precision, recall, and false positive rate (FPR). We use fourfold cross validation to quantitatively analyse the performance. Based on all possible classification results in Table 1 , the above metrics can be represented as follows:
To study the roles of local and global features, under the same classification framework, we compare the local features, global features, and their combination. As we can see from Table 2 , comparing with single local features or single global features, their combination achieves better classification performance .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 14 Yeqin Shao et al. Also, compared with single global features, the performance of single local ones is better, as the former represent the characteristics of a whole image, whereas the latter capture the corresponding details. Although the global features of some spam images are similar to the normal email images, their local features are different. Therefore, it is easier for local features to identify spam.
To validate the contribution of subclass discriminant analysis in feature selection, we have combined local features and global features, and compared linear discriminant analysis (LDA) with subclass discriminant analysis (SDA) to select features in the same classification framework. The final classification performance using LDA and SDA is shown in Table 3 . As it can be seen, features selected by SDA can better distinguish spam from normal emails compared to LDA. This is due to the fact that SDA carries out discriminant analysis based on subclasses after clustering, which makes it easier to follow the assumption of Gaussian distribution with a single mode, therefore the selected features by SDA have higher discrimination. Subsequently, we compare our method with logistic regression and support vector machine, as shown in Table 4 . It can be observed that, as a state-of-the-art classifier, support vector machine is better than logistic regression in terms of accuracy, precision, and recall. However, our method achieves better performance than support vector machine. Finally, we compare our method with other well-established image spam detection methods, as shown as Table 5 . Here, Win et al. [23] employed the histogram and Hough transform to detect spam image. Basheer et al. [24] compared decision tree, bias network, and random forest with texture fea -1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 [25] employed the texture features based on Wavelet, and applied Active Learning Clustering and feedback-driven semi-supervised support vector machine classification to detect image spams. Table 5 lists the best classification performance of [23] and [24] . It can be observed that, our method achieves better spam detection performance compared to other methods.
Evaluation of Textual Based Spam Identification
The network G defined in Section 3.2.1, was defined by the semantic structures defined by WordNet. In particular, we only considered the synonymity between words when building the network H 1 ⊂ G. On the other hand, H 2 was manually created as follows -A team of experts identified a set of keywords likely to be associated with malicious messages, see Table 6 for a selection.
The edges E H2 were defined based on mutual similarities (again, assessed manually) and keywords that are misspelled, such as "V!AGRA" rather than "VIAGRA". Note that there are typically edges between nodes in V H1 and V H2 . These refer to two words (or keywords) which are synonymous, where on the them is deemed "harmless" , and the other as "malicious" ,   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   16 Yeqin Shao et al. such as "gender" and "sex". The latter, is more likely to be associated with a harmless message, whereas the former is more likely to be harmless.
We considered the following approach to validate our method -Approximately 500 emails randomly extracted from the Enron spam dataset, to simulate "static" textual sources. This produced a precision of 96% and a recall of 98%. -Two articles [27] , [28] , randomly selected which discuss spam, were analysed. Both texts were identified as non-spam. -Approximately 200 short texts randomly containing both malicious and genuine texts were also analysed. Each text was added and assessed at sequential time steps, to simulate the dynamic nature of information extraction. In the interpretation of the maliciousness of these texts, we assumed that the trend of the nature of the texts would provide the necessary information, as follows -If the analysis of a text shows it has malicious nature, then assume an output equal to −1 is associated with such text. -Similarly, if it is non-spam, then the output is 1.
-If the average of all the outputs is positive, then the texts generate a non-spam document. If it is negative, the created document is spam. The above is depicted in Figure 6 . The mean is 0.02, which is very close to 0 and so might be deemed as inconclusive. The manual validation suggested that the generated document is unlikely to be spam, even though only marginally. This is consistent with the output of our method.
Conclusion
In this article, a hybrid method to determine whether an unstructured dataset is of malicious nature is discussed. The main motivation is to provide a more flexible and accurate spam detection based on unstructured datasets. As shown   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 above, experimental results show accuracy and efficiency of our approach, also demonstrating its potential.
In particular, we aim to further expand our approach to fully incorporate a variety of unstructured datasets, not only based on image and textual sources. Furthermore, we are also planning to widen our line of inquiry to fully address non-genuineness. As mentioned, earlier, there are cases where malicious messages have been hidden within seemingly legitimate files (or the other way round), with the intention to be only visible to specific individuals. However, this is by no means a simple task as a deep semantic understanding is required . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
