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ROGERS FUNCTIONS AND FLUCTUATION THEORY
MATEUSZ KWAS´NICKI
Abstract. Extending earlier work by Rogers, Wiener–Hopf factorisation is studied for
a class of functions closely related to Nevanlinna–Pick functions and complete Bernstein
functions. The name Rogers functions is proposed for this class. Under mild additional
condition, for a Rogers function f , the Wiener–Hopf factors of f(ξ) + τ , as well as their
ratios, are proved to be complete Bernstein functions in both ξ and τ . This result has a
natural interpretation in fluctuation theory of Le´vy processes: for a Le´vy process Xt with
completely monotone jumps, under mild additional condition, the Laplace exponents
κ↑(τ ; ξ), κ↓(τ ; ξ) of ladder processes are complete Bernstein functions of both ξ and
τ . Integral representation for these Wiener–Hopf factors is studied, and a semi-explicit
expression for the space-only Laplace transform of the supremum and the infimum of
Xt follows.
1. Introduction and statement of the results
The main subject of this paper is the Wiener–Hopf factorisation a class of Nevanlinna–
Pick-type functions which, to the author’s knowledge, first appeared in the Rogers’s
article [40]. Functions of this type will be called Rogers functions, and the set of Rogers
functions will be denoted by R. In [21] a very closely related notion is called asymmetric
complete Bernstein function, because if g is a complete Bernstein function (g ∈ CBF in
short) then g(ξ2) is a symmetric Rogers function.
Importance of complete Bernstein functions (known also as operator monotone func-
tions) in various areas of mathematics (see [43]) suggests that also Rogers functions can
find numerous applications; for example, one can expect that some properties of the oper-
ators g(− d2
dx2
) for g ∈ CBF can be extended to asymmetric operators f(−i d
dx
) for f ∈ R.
Our primary motivation for their study originates in the fluctuation theory of Le´vy pro-
cesses, and two possible applications are given in Theorems 1.1 and 1.5. Nevertheless,
some knowledge of Le´vy processes and their fluctuation theory is required only in the
last section of this article.
A function f holomorphic in C→ = {ξ ∈ C : Re ξ > 0} is a Rogers function if
Re(f(ξ)/ξ) ≥ 0 for all ξ ∈ C→. Equivalently, −f(−iξ)/ξ is a Nevanlinna–Pick function,
that is, it maps C↑ = {ξ ∈ C : Im ξ > 0} into the closure of this set.
For readers familiar with Le´vy processes, suppose that Xt is a Le´vy process and Ψ is
the Le´vy–Khintchine exponent of Xt. Then Ψ(ξ) = f(ξ) for ξ > 0 for some f ∈ R if
and only if the Le´vy measure of Xt is absolutely continuous with respect to the Lebesgue
measure, and its density function ν(x), as well as ν(−x), are completely monotone on
(0,∞). Conversely, every Rogers function corresponds, up to an additive constant, to
such a Le´vy process.
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2 MATEUSZ KWAS´NICKI
The class of Rogers functions is clearly isomorphic to the class of Nevanlinna–Pick
functions, and many properties of the former are direct analogues of known results for
the latter. Nevertheless, the Wiener–Hopf theory developed in [40] and extended below
appears to be specific to Rogers functions, and has no clearly available counterpart for
Nevanlinna–Pick functions. For this reason, it seems appropriate to coin a separate name,
Rogers functions, for the class considered herein.
The main goal of this article is to develop the theory of Rogers functions, and in
particular their Wiener–Hopf factorisation. An application to fluctuation theory of Le´vy
processes presented in the following two theorems is a concise summary of main results.
The description of intermediate results is given later in the introduction.
A Rogers function f is said to be balanced if the set {ξ ∈ C→ : f(ξ) ∈ [0,∞)} is
contained in {ξ : |Arg ξ| < pi
2
− ε} for some ε > 0 (see Definition 8.7 and Lemma 8.8).
For example, the Le´vy–Khintchine exponents of all strictly stable Le´vy processes Xt
which are not monotone in t (that is, neither Xt nor −Xt is a subordinator) are balanced
Rogers functions. A more general condition that f ∈ R is nearly balanced is discussed in
detail in Section 8 (Definition 8.20).
Theorem 1.1. If Xt is a Le´vy process whose Le´vy–Khintchine exponent Ψ is a nearly
balanced Rogers function, then the Laplace exponents κ↑(τ ; ξ), κ↓(τ ; ξ) of the ascending
and descending ladder processes for Xt are complete Bernstein functions in both ξ and τ .
Furthermore, if 0 ≤ τ1 ≤ τ2 and 0 ≤ ξ1 ≤ ξ2, then
κ↑(τ1; ξ)
κ↑(τ2; ξ)
,
κ↓(τ1; ξ)
κ↓(τ2; ξ)
,
κ↑(τ ; ξ1)
κ↑(τ ; ξ2)
,
κ↓(τ ; ξ1)
κ↓(τ ; ξ2)
are complete Bernstein functions of ξ and τ , respectively.
Remark 1.2. For a detailed discussion of the Wiener–Hopf factors κ↑(τ ; ξ) and κ↓(τ ; ξ)
(often denoted κ(τ ; ξ) and κˆ(τ ; ξ) in literature) in the present context, see Section 11.
General information on Wiener–Hopf factorisation for Le´vy processes can be found in [1,
4, 12, 15, 31, 42]. In analytical terms, κ↑(τ ; ξ) and κ↓(τ ; ξ) are holomorphic functions
of ξ in the region C→ = {ξ ∈ C : Re ξ > 0} and continuous on the boundary, which
satisfy κ↑(τ ;−iξ)κ↓(τ ; iξ) = Ψ(ξ) + τ and are normalised so that κ↑(τ1, ξ)/κ↑(τ2; ξ) and
κ↓(τ1, ξ)/κ↓(τ2; ξ) converge to 1 as ξ ↗∞ for all τ1, τ2 ≥ 0.
The functions κ↑(τ ; ξ) and κ↓(τ ; ξ) are Laplace exponents of ladder processes, and
are closely related to the distribution of the supremum and infimum functionals for Xt.
Theorem 1.1 and its extensions can therefore yield detailed description of these important
objects. The first step in this direction is contained in Theorem 1.5. Related problems
were recently studied by many authors, mostly for strictly stable Le´vy processes; see [3,
13, 14, 16, 17, 20, 27, 28, 37] and the references therein.
Remark 1.3. It is relatively simple to show that if Ψ is a Rogers function and Xt is
monotone in t, then the assertion of Theorem 1.1 is also true. In a sense, in this case Ψ
is a completely imbalanced Rogers function. Therefore, it is natural to conjecture that
Theorem 1.1 holds for general Rogers functions Ψ, without assuming that Ψ is nearly
balanced. For Xt with one-sided jumps, this conjecture is shown to be true in [9].
The class of functions defined by the assertion of Theorem 1.1 could be called bivariate
complete Bernstein functions. The representation and properties of such functions may
be of independent interest.
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Remark 1.4. Parts of Theorem 1.1 seem to be new even for symmetric processes Xt,
studied in [35, 36]. These articles suggest possible applications of Theorem 1.1. A closely
related concept is the generalised eigenfunction expansion of the generator and transition
operators of Xt killed upon leaving a half-line, developed in [32] in the symmetric setting.
See Section 11 for further discussion.
Theorem 1.5. If Xt is a Le´vy process whose Le´vy–Khintchine exponent Ψ is a balanced
Rogers function, then the Laplace transforms of the supremum and infimum functionals
X↑t = sup{Xs : s ∈ [0, t]}, X↓t = inf{Xs : s ∈ [0, t]}
have Laplace transforms
E exp(−ξX↑t ) =
1
pi
∫ ∞
0
Ψr↑(ξ)
ξRe ζ(r)
ξ2 − 2ξ Im ζ(r) + r2
λ′(r)
λ(r)
e−tλ(r)dr
E exp(ξX↓t ) =
1
pi
∫ ∞
0
Ψr↓(ξ)
ξRe ζ(r)
ξ2 + 2ξ Im ζ(r) + r2
λ′(r)
λ(r)
e−tλ(r)dr.
(1.1)
for t, ξ > 0. In the above formulae, ζ(r) ∈ C→ is the unique point such that |ζ(r)| = r
and Ψ(ζ(r)) is a real number (where Ψ is the holomorphic extension to C→ of the Le´vy–
Khintchine exponent), λ(r) = Ψ(ζ(r)), and
Ψr↑(ξ) = lim
ε↘0
exp
(
1
pi
∫ ∞
0
Re
((
ζ ′(s)
ξ + iζ(s)
− ζ
′(s)
ε+ iζ(s)
)
×
× log (ζ(s)− ζ(r))(ζ(s) + ζ(r))
λ(s)− λ(r)
)
ds
)
,
Ψr↓(ξ) = lim
ε↘0
exp
(
1
pi
∫ ∞
0
Re
((
ζ ′(s)
ξ − iζ(s) −
ζ ′(s)
ε− iζ(s)
)
×
× log (ζ(s)− ζ(r))(ζ(s) + ζ(r))
λ(s)− λ(r)
)
ds
)
.
(1.2)
Remark 1.6. For the application of Theorem 1.5 to strictly stable Le´vy processes, see
Theorem 2.1. In this case the limit in (1.2) can be calculated by substituting ε = 0 in
the integral, and adding an extra term corresponding to the Dirac measure cδ0(ds) for
an appropriate constant c. Similar procedure is applicable whenever arg ζ(r) has a limit
as r ↘ 0.
Remark 1.7. Over the last decade, symmetric Le´vy processes (in particular those whose
Le´vy–Khintchine exponent Ψ is a Rogers function, that is, Ψ(ξ) = g(ξ2) for some g ∈
CBF) attracted much attention; see, e.g., [6, 7, 8, 18, 22, 23, 24, 25, 32, 33, 34, 43] and
the references therein for recent results in potential theory and spectral theory of these
processes. There are, however, very few papers where similar problems are studied for
asymmetric processes, see [38, 46]. In the present paper the theory of Rogers functions is
developed and applied to fluctuation theory of Le´vy processes. One can expect that the
results of this article may be applied also to potential theory and spectral theory, thus
stimulating its development in the asymmetric setting.
The structure of the article is as follows. To facilitate reading, in Section 2 main
ideas of the article are presented for the power-type Rogers functions, which correspond
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to strictly stable Le´vy processes. This part also contains a brief discussion of various
parametrisations of strictly stable Le´vy processes, introduction to their fluctuation theory,
statement of Theorem 1.5 for power-type Rogers functions (Theorem 2.1) and discussion
of some special cases.
Preliminary results, including classical theorems on harmonic and holomorphic func-
tions, are collected in Section 3. In Section 4, the notion of complete Bernstein functions
is briefly recalled.
Section 5 contains equivalent definitions of Rogers functions. Theorem 5.1 identifies the
class of Le´vy–Khintchine exponents of Le´vy processes with completely monotone jumps
with Stieltjes-type transforms, functions with a Stieltjes-type exponential representation
and a class of Nevanlinna–Pick-type functions. At the end of this section, a few examples
of Rogers functions are given.
Basic properties of Rogers functions are studied in Section 6. First, non-zero, non-
constant, non-degenerate, bounded and unbounded Rogers functions are defined. Next,
the class R is proved to be closed under various transformations, for example, if f ∈ R
and f is not the zero function, then ξ2/f(ξ), ξ2f(1/ξ) and 1/f(1/ξ) are Rogers functions.
Finally, some estimates are studied. For example, it is proved that for f ∈ R and ξ > 0,
1√
2
|ξ|2
1 + |ξ|2 ≤
|f(ξ)|
|f(1)| ≤
√
2 (1 + |ξ|2)
(Proposition 6.6), and an upper bound for |ξf ′(ξ)/f(ξ)| is found (Proposition 6.8).
The line γf along which a Rogers function f takes real values is studied in Section 7.
The key step is to show that if ζ ∈ C→ and f(ζ) > 0, then
f[ζ](ξ) =
(ξ − ζ)(ξ + ζ¯)
f(ξ)− f(ζ)
is a Rogers functions (Lemma 7.1). Then γf is defined so that γf ∩C→ is the set of those
ζ ∈ C)→, for which f(ζ) > 0. It is proved that γf is a system of simple analytic curves
(typically a single curve), and that for each r > 0, γf ∩C→ contains at most one point ζ
with |ζ| = r.
Next three sections discuss the Wiener–Hopf factorisation of Rogers functions. In
Section 8 a short proof of the Rogers’s result is provided: f ∈ R if and only if f(ξ) =
f ↑(−iξ)f ↓(iξ) for complete Bernstein functions f ↑, f ↓ (Theorem 8.1). After proving some
simple properties of Wiener–Hopf factors f ↑, f ↓, the notion of a balanced Rogers function
is introduced (Definition 8.7 and Lemma 8.8). Various formulae for the Wiener–Hopf
factors are provided in Lemmas 8.11 and 8.13, Corollaries 8.12 and 8.14, and Remark 8.15.
The most classical expression is
f ↑(ξ) = c↑ exp
(
1
2pi
∫ ∞
−∞
(
1
ξ + ir
− 1
1 + ir
)
log f(r)dr
)
,
f ↓(ξ) = c↓ exp
(
1
2pi
∫ ∞
−∞
(
1
ξ − ir −
1
1− ir
)
log f(r)dr
)
.
In the remaining part of this section, a technical lemma is proved, and nearly balanced
Rogers functions are discussed.
The functions κ↑(τ ; ξ) and κ↓(τ ; ξ) in Theorem 1.1 are, for a fixed τ , the Wiener–
Hopf factors of f(ξ) + τ . The Wiener–Hopf factors are defined up to multiplication by a
positive constant, which here may depend on τ . Section 9 contains those results on the
Wiener–Hopf factors of f(ξ) + τ which do not depend on the choice of the τ -dependent
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constant. This is the most technical part of the article, where holomorphic extensions
to τ ∈ C \ (−∞, 0) of the Wiener–Hopf factors are studied (Lemma 9.3). Noteworthy,
the boundary limits of these Wiener–Hopf factors are expressed using the Wiener–Hopf
factors of f[ζ] (Lemma 9.6). The results are first proved for balanced Rogers functions,
and then extended to nearly balanced ones.
In Section 10 the proper choice of the τ -dependent constant is done, which leads to an
analytical construction of κ↑(τ ; ξ) and κ↓(τ ; ξ). Main results follow now quickly from the
theory developed in Section 9. A few examples are discussed at the end of Section 10.
Finally, Section 11 starts with a short discussion of fluctuation theory of Le´vy pro-
cesses. In particular, it is proved that the choice of τ -dependent constant from Section 10
coincides with the classical probabilistic definition. Theorem 1.1 follows immediately.
Nest, the proofs of Theorem 1.5 and its version for power-type Rogers functions (The-
orem 2.1) are provided. In the final part, inversion of the Laplace transform in (1.1) is
discussed, and connection to generalised eigenfunction expansion is given. The formula
for the conjectured generalised eigenfunctions for power-type Rogers functions is provided
(Lemma 11.8).
The following notation is used throughout the article. The right, left, upper and lower
complex half-planes are denoted by C→, C←, C↑ and C↓, respectively. Their closures
are denoted by C→ etc. By iR we denote the imaginary axis. By (z1, z2) and [z1, z2]
we denote line segments in the complex plane. In a similar manner, for z ∈ C \ {0},
(0, z∞) denotes the ray with initial point 0, which contains z. The complex plane C
is commonly identified with R2. The Fourier transform of an integrable function is
defined by Ff(ξ) = ∫∞−∞ e−iξxf(x)dx, and the Laplace transform is denoted by Lf(ξ) =∫∞
0
e−ξxf(x)dx. Finally, f(0+) = limξ↘0 f(ξ) and f(∞−) = limξ↗∞ f(ξ).
2. Power-type Rogers functions
The main part of the article is rather technical. For this reason, in this section key
ideas are discussed for a still technical, but at least explicit example: f(ξ) = aξα with
α ∈ (0, 2] and a ∈ C \ {0} satisfying
|Arg a| ≤ αpi
2
and |Arg a| ≤ (2− α)pi
2
. (2.1)
This example is motivated by its probabilistic counterpart. Namely, f(ξ) = aξα cor-
responds to the Le´vy–Khintchine exponent Ψ of a strictly stable Le´vy process (in this
section, f and Ψ are clearly distinguished), which is defined by
Ψ(ξ) = aξα for ξ > 0, Ψ(ξ) = a¯(−ξ)α for ξ < 0. (2.2)
2.1. Parametrisations. For α 6= 1 it is customary parametrise strictly stable Le´vy
processes by (α, β, k), where α ∈ (0, 2] is the stability index, β ∈ [−1, 1] is the skewness
parameter (β = 0 if α = 2), and k > 0 is the scale parameter. These parameters are
related to a through the formulae
a = kα(1− iβ tan αpi
2
), k = (Re a)1/α, β = −tan(Arg a)
tan αpi
2
. (2.3)
A different parametrisation is required for α = 1 (the skewness parameter is then nonzero
for stable Le´vy processes which are not strictly stable). Another common choice for
parameters is (α, %, k), where α and k are as above and % = P(Xt > 0) is the positivity
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parameter. Then
a = kα(1− i tan((2%− 1)αpi
2
)), % = 1
2
− 1
αpi
Arg a, (2.4)
and % ∈ [0, 1] if α ∈ (0, 1], % ∈ [1− 1
α
, 1
α
] if α ∈ (1, 2]. For α 6= 1,
% = 1
2
+ 1
αpi
arctan(β tan αpi
2
). (2.5)
If |Arg a| = αpi
2
(and necessarily α ∈ (0, 1]), then Xt is monotone in t (that is, Xt or
−Xt is a subordinator). This corresponds to % ∈ {0, 1}, or to |β| = 1 (when α 6= 1). If
|Arg a| = (2− α)pi
2
and α ∈ (1, 2), then Xt has one-sided jumps, but it is not monotone
in t. This corresponds to % ∈ {1 − 1
α
, 1
α
}, or to |β = 1|. When α = 2, then necessarily
a ∈ (0,∞) and Xt is the Brownian motion.
Yet another parametrisation is based on separation of negative and positive jumps. For
α ∈ (0, 1), Ψ(ξ) = c↑(−iξ)α + c↓(iξ)α for some c↑, c↓ ≥ 0. Then a = e−iαpi/2c↑ + eiαpi/2c↓.
If α ∈ (1, 2), then f(ξ) = −c↑(−iξ)α − c↓(iξ)α for some c↑, c↓ ≥ 0. In this case a =
eipi−iαpi/2c↑ + e−ipi+iαpi/2c↓. Furthermore,
β =
c↑ − c↓
c↑ + c↓
, % =
1
2
+
1
αpi
arctan
(
c↑ − c↓
c↑ + c↓
tan
αpi
2
)
;
here α ∈ (0, 1) ∪ (1, 2). When α = 1, a = c − ib for c ≥ 0 and b ∈ R. If b = 0, then Xt
is the Cauchy process. If c = 0, then Xt is the (deterministic) process of uniform motion
with velocity b.
2.2. Wiener–Hopf factorisation. For each τ > 0, the Wiener–Hopf factors κ↑(τ ; ξ)
and κ↓(τ ; ξ) are holomorphic functions of ξ ∈ C→ such that κ↑(τ ;−iξ)κ↓(τ ; iξ) = Ψ(ξ)+τ
for ξ ∈ R. Wiener–Hopf theory states that this condition defines κ↑(τ ; ξ) and κ↓(τ ; ξ)
uniquely up to a positive constant, which may depend on τ :
κ↑(τ ; ξ) = c↑(τ) exp
(
− 1
2pii
∫ ∞
−∞
(
1
iξ − z −
1
i− z
)
log(Ψ(z) + τ)dz
)
,
κ↓(τ ; ξ) = c↓(τ) exp
(
− 1
2pii
∫ ∞
−∞
(
1
iξ + z
− 1
i+ z
)
log(Ψ(z) + τ)dz
) (2.6)
for τ > 0 and ξ ∈ C→. In probability, however, there is a natural choice of c↑(τ), which
is unique up to a positive constant c. A fundamental result in fluctuation theory of Le´vy
processes (often referred to as Fristedt formula, but already present in works of Pecherski
and Rogozin; see [15, 39, 41]) states that
κ↑(τ ; ξ) = c exp
(∫ ∞
0
∫
(0,∞)
e−t − e−τt−ξx
t
P(Xt ∈ dx)dt
)
,
κ↓(τ ; ξ) =
1
c
exp
(∫ ∞
0
∫
(−∞,0)
e−t − e−τt+ξx
t
P(Xt ∈ dx)dt
)
;
(2.7)
Using the fact that the Fourier transform of P(Xt ∈ dx) is e−tΨ(ξ), one can derive an
expression resembling the Baxter–Donsker formula (see [2]),
κ↑(τ ; ξ) = c exp
(
− 1
2pii
∫ ∞
−∞
(
log(Ψ(z) + τ)
iξ − z −
log Ψ(z)
i− z
)
dz
)
,
κ↓(τ ; ξ) =
1
c
exp
(
− 1
2pii
∫ ∞
−∞
(
log(Ψ(z) + τ)
iξ + z
− log Ψ(z)
i+ z
)
dz
) (2.8)
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for all τ > 0 and ξ ∈ C→. An alternative argument is provided in Corollary 10.7 (see
also Section 11), so we omit the details.
Since Ψ(kξ) = kαΨ(ξ) for k > 0 and ξ ∈ R, the process Xkt has the same law as
k1/αXt. By (2.7) one can prove that
κ↑(τ ; ξ) = τ %κ↑(1; τ−1/αξ) = ξ%ακ↑(ξ−ατ ; 1),
κ↓(τ ; ξ) = τ 1−%κ↓(1; τ−1/αξ) = ξ(1−%)ακ↓(ξ−ατ ; 1),
(2.9)
where % is the positivity parameter. (This property also follows from (2.8), for a similar
calculation see the proof of Theorem 2.1 in Section 11.)
2.3. Main ideas. Theorem 1.1 implies that if |Arg a| < αpi
2
(see (2.1)), then κ↑(τ ; ξ) and
κ↓(τ ; ξ) are complete Bernstein functions of both τ and ξ. In particular, this means that
for each τ > 0, κ↑(τ ; ξ) and κ↓(τ ; ξ) extend to holomorphic functions of ξ ∈ C \ (−∞, 0],
and in a similar manner, for each ξ > 0, these functions extend to holomorphic functions
of τ ∈ C \ (−∞, 0]. These properties, however, do not follow clearly neither from (2.8),
nor from the probabilistic definition (2.7).
The key idea consists in appropriate deformations of the integration contour in (2.8).
Below only κ↑(τ ; ξ) is considered; the argument for κ↓(τ ; ξ) is very similar.
First, observe that the integrand in (2.8) extends to a holomorphic function of z in C←
and in C→. Indeed, Ψ(z) = azα for z > 0 and Ψ(z) = a¯(−z)α for z < 0. Moreover, due
to assumptions (2.1), one has |Arg a| ≤ (2−α)pi
2
and |Arg zα| < αpi
2
, so that azα extends
to a holomorphic function in C→, and taking values in C \ (−∞, 0]. In a similar manner,
a(−z)α extends to a holomorphic function in C←, also taking values in C \ (−∞, 0].
Using the above extensions, Cauchy’s theorem and an appropriate limiting procedure,
one can prove that for ϑ ∈ (−pi
2
, pi
2
), the integral in the first part of (2.8) is equal to∫ 0
−e−iϑ∞
(
log(a¯(−z)α + τ)
iξ − z −
log(a¯(−z)α)
i− z
)
dz
+
∫ eiϑ∞
0
(
log(azα + τ)
iξ − z −
log(azα)
i− z
)
dz.
By considering different values of ϑ, this can be used to prove that κ↑(τ ; ξ) is a complete
Bernstein function of τ and ξ.
When |Arg a| < (2− α)αpi
2
, taking ϑ↘ −pi
2
and writing z = −ir gives
κ↑(τ ; ξ) = c exp
(
− 1
2pii
∫ ∞
0
(
log(a¯eiαpi/2rα + τ)
ξ + r
− log(a¯e
iαpi/2rα)
1 + r
)
dr
+
1
2pii
∫ ∞
0
(
log(ae−iαpi/2rα + τ)
ξ + r
− log(ae
−iαpi/2rα)
1 + r
)
dr
)
.
Recall that Im log z = Arg z. Hence,
κ↑(τ ; ξ) = c exp
(
− 1
pi
∫ ∞
0
(
Arg(a¯eiαpi/2rα + τ)
ξ + r
− Arg(a¯e
iαpi/2rα)
1 + r
)
dr
)
.
Since Arg(a¯eiαpi/2rα + τ) ∈ [0, pi), the right-hand side of the above expression is virtually
the exponential representation of a complete Bernstein function (see Theorem 4.1(c)
below), and therefore κ↑(τ ; ξ) is a complete Bernstein function of ξ (we omit the details).
With little effort, the above argument can be extended to the case |Arg a| = (2− α)αpi
2
.
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To prove that κ↑(τ ; ξ) is a complete Bernstein function of τ , one takes ϑ = − 1
α
Arg a,
so that azα is real-valued for z ∈ (0, eiϑ∞). Then a(eiϑr)α = a¯(−e−iϑr)α = |a|rα for
r > 0, so that
κ↑(τ ; ξ) = c exp
(
−e
−iϑ
2pii
∫ ∞
0
(
log(|a|rα + τ)
iξ + e−iϑr
− log(|a|r
α)
i+ e−iϑr
)
dr
− e
iϑ
2pii
∫ ∞
0
(
log(|a|rα + τ)
iξ − eiϑr −
log(|a|rα)
i− eiϑr
)
dr
)
= c exp
(
1
pi
∫ ∞
0
(
Re
(
1
eiϑξ − ir
)
log(|a|rα + τ)
− Re
(
1
e−iϑ − ir
)
log(|a|rα)
)
dr
)
.
Since Re(1/(eiϑξ− ir)) = (ξ cosϑ)/|eiϑξ− ir|2 is an integrable function of r ∈ (0,∞), for
some constant c˜ > 0,
κ↑(τ ; ξ) = c˜ exp
(
1
pi
∫ ∞
0
ξ cosϑ
ξ2 − 2ξr sinϑ+ r2 log(|a|r
α + τ)dr
)
(the parenthesised expression in the right-hand side is often called Darling’s integral,
see [5, 10, 11, 16, 19, 26, 29]). Furthermore, the weight 1
pi
(ξ cosϑ)/(ξ2 − 2ξr sinϑ + r2)
is nonnegative and its integral over r ∈ (0,∞) is 1. Therefore, κ↑(τ ; ξ) is a weighted
geometric integral average of |a|rα + τ with respect to r ∈ (0,∞). Since |a|rα + τ is
a complete Bernstein function of τ for every r > 0, and since a geometric average of
complete Bernstein functions is again a complete Bernstein function, one concludes that
κ↑(τ ; ξ) is a complete Bernstein function of τ .
The proof that κ↑(τ ; ξ) is a complete Bernstein function of ξ provided above extends
almost verbatim to any Rogers function f . It is essentially contained in [40]; a different
argument for strictly stable Le´vy processes was given later in [17].
Unfortunately, similar direct extension of the proof that κ↑(τ ; ξ) is a complete Bernstein
function of τ fails for two reasons. First, the integral over the two rays (−e−iϑ∞, 0) and
(0, eiϑ∞) needs to be replaced by an integral over an appropriate (typically unbounded)
contour γf , over which f takes real values. Handling this integral requires some regularity
assumption on the Rogers function f (namely, that f is a balanced Rogers function). Fur-
thermore, the integral in the last step of the argument is no longer a weighted geometric
integral average: in general, the weight function fails to be nonnegative. Instead, integra-
tion by parts is used to transform the expression again to the exponential representation
of a complete Bernstein function.
2.4. Supremum and infimum functionals. The supremum and infimum functionals
X↑t = sup{Xs : s ∈ [0, t]}, X↓t = inf{Xs : s ∈ [0, t]}
are described by the Wiener–Hopf factors:∫ ∞
0
E exp(−ξX↑t )σe−σtdt =
κ↑(σ; 0)
κ↑(σ; ξ)
,
∫ ∞
0
E exp(ξX↓t )σe
−σtdt =
κ↓(σ; 0)
κ↓(σ; ξ)
; (2.10)
see [2, 41, 15]. The Mellin transforms of X↑t and X
↓
t are well-known. For completeness,
a simple derivation is included below. Only X↑t is considered, the calculations for X
↓
t are
very similar.
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By Fubini, ∫ ∞
0
κ↑(σ; 0)
κ↑(σ; ξ)
ξs−1dξ =
∫ ∞
0
∫ ∞
0
E exp(−ξX↑t )σe−σtξs−1dtdξ
= Γ(s)
∫ ∞
0
E(X↑t )
−sσe−σtdt
for s > 0 and σ > 0. Since X↑t has the same distribution as t
1/αX↑1 ,∫ ∞
0
κ↑(σ; 0)
κ↑(σ; ξ)
ξs−1dξ = Γ(s)E(X↑1 )
−s
∫ ∞
0
t−s/ασe−σtdt = Γ(s)Γ(1− s
α
)σs/α E(X↑1 )
s.
This gives the formula for the Mellin transform of X↑t (see [5, 10, 19, 29]),
E(X↑t )
s =
( t
σ
)s/α
Γ(s)Γ(1− s
α
)
∫ ∞
0
κ↑(σ; 0)
κ↑(σ; ξ)
ξs−1dξ (2.11)
for s, t, σ > 0. Clearly, formula (2.11) extends to s ∈ C such that E(X↑t )Re s is finite.
Noteworthy, the integral can be expressed using the double gamma function, see [28, 29].
Hence, at least formally, inversion of the Mellin transform in (2.11) can be written down,
which provides an integral formula for the density of X↑t .
The Wiener–Hopf factorisation of Rogers functions developed in this article provides
an integral formula for the Laplace transform of X↑t for a much more general class of
Le´vy processes than just the strictly stable processes (see Theorem 1.5). The following
result is a version specialised to this context.
Theorem 2.1. Let Xt be a strictly stable Le´vy process with stability index α ∈ (0, 2],
positivity parameter % ∈ (0, 1) and scale parameter k > 0. Then for t, ξ > 0,
E exp(−ξX↑t ) =
α
pi
∫ ∞
0
u−(2−α)% sin(%pi)
1 + 2u cos(%pi) + u2
exp
(
I(u) + J(u)− k
αtξαuα
cos((2%− 1)αpi
2
)
)
du,
(2.12)
where
I(u) =
1
pi
∫ ∞
0
sin(%pi)
1 + 2v cos(%pi) + v2
log
(v − u)√u2 − 2uv cos(2%pi) + v2
vα − uα dv,
J(u) =
1
pi
∫ ∞
0
1 + v cos(%pi)
1 + 2v cos(%pi) + v2
1
v
Arg(u− v cos(2%pi) + iv sin(2%pi))dv.
(2.13)
A similar formula for exp(ξX↓t ) is obtained by replacing % by 1− %.
Remark 2.2. When α ∈ (0, 1) and s > 0, then exp(−sξα) is the Laplace transform of
the positive strictly stable distribution. This can be used to invert the Laplace transform
in (2.12). Similar method fails for α ∈ (1, 2), as then exp(−sξ2) fails to be the Laplace
transform for s > 0.
When α = 2, necessarily % = 1
2
. Therefore, I(u) = J(u) = 0 and (2.12) takes form
E exp(−ξX↑t ) =
2
pi
∫ ∞
0
1
1 + u2
e−k
2tξ2u2du,
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which agrees with P(X↑t > x) = 2P(Xt > x) for x ≥ 0. Finally, when α = 1, the
statement of the theorem simplifies to
E exp(−ξX↑t ) =
1
pi
∫ ∞
0
u−% sin(%pi)
1 + 2u cos(%pi) + u2
exp
(
I(u) + J(u)− ktξu
cos((2%− 1)pi
2
)
)
du,
(2.14)
where
I(u) =
1
2pi
∫ ∞
0
sin(%pi)
1 + 2v cos(%pi) + v2
log(u2 − 2uv cos(2%pi) + v2)dv,
J(u) =
1
pi
∫ ∞
0
1 + v cos(%pi)
1 + 2v cos(%pi) + v2
1
v
Arg(u− v cos(2%pi) + iv sin(2%pi))dv.
(2.15)
In particular, with u = x cos((2%− 1)pi
2
)/(kt),
P(X↑t ∈ dx) =
1
pi
u−% sin(%pi)
1 + 2u cos(%pi) + u2
eI(u)+J(u)dx. (2.16)
3. Preliminaries
In this short section several classical results are recalled.
Theorem 3.1 (Bernstein theorem). A function f : (0,∞)→ R is completely monotone
if and only if f is the Laplace transform of a Radon measure µ on [0,∞), that is, for
x > 0,
f(x) =
∫
[0,∞)
e−sxµ(ds), (3.1)
and the integral is convergent for every x > 0. Furthermore, if −1 < α ≤ β, then∫∞
0
xα min(1, xβ−α)f(x)dx is finite if and only if
∫∞
0
s−1−β min(1, sβ−α)µ(ds) is finite.
Theorem 3.2 (Harmonic conjugate). If g : D → R is a harmonic function defined on
a connected and simply connected open set D ⊆ C, then there is a harmonic function
f : D → R such that f+ ig is holomorphic in D. The function f is unique up to addition
by a real constant.
Theorem 3.3 (Herglotz theorem). A function f : C→ → [0,∞) is harmonic if and only
if there are c ≥ 0 and a nonnegative Radon measure m on R satisfying the integrability
condition
∫
R
s−2 min(1, s2)m(ds) <∞, such that
f(x+ iy) = cx+
1
pi
∫
R
x
x2 + (y − s)2 m(ds) (3.2)
for all x > 0 and y ∈ R. Furthermore, in this case m is the vague limit of measures
f(x + is)ds as x ↘ 0, and c = limx↗∞(f(x)/x). If m is absolutely continuous, then its
density function is equal to the limit of f(x+ is) as x↘ 0 for almost every s ∈ R.
Theorem 3.4 (Poisson representation and nontangential limits). A bounded function
f : C→ → C is harmonic if and only if there is a bounded function g on R, such that
f(x+ iy) =
1
pi
∫ ∞
−∞
x
x2 + (y − s)2 g(s)ds (3.3)
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for all x > 0 and y ∈ R. Furthermore, in this case for every α ∈ (0, pi
2
),
g(s) = lim
ξ↘0
|Arg ξ|<α
f(s+ ξ)
(3.4)
for almost all s ∈ R.
The following proposition is a direct consequence of Taylor series expansion.
Proposition 3.5. If f is a real-analytic function in an open set D ⊆ C and f is zero on
D ∩R, then f(ξ)/ Im ξ extends to a real-analytic function on D.
Throughout the article we commonly use the Cauchy’s theorem and its extension. The
basic form is stated below.
Theorem 3.6 (residue theorem). If f is a meromorphic function f in a simply connected
region D ⊆ C, γ a simple contour contained in D, not containing any poles of f and
oriented counter-clockwise, then∫
γ
f(z)dz =
∑
w
Res(f ;w),
where Res(f ;w) is the residue of f at w, and the sum spans over all poles w of f inside
γ.
We often extend the above statement to unbounded contours, such as in the following
statement.
Corollary 3.7. If f is a holomorphic function f in C→ and |f(z)| ≤ c(ε)(1 +
|z|2)−1 log(|z|+ |z|−1) when |Arg z| < pi
2
− ε, then∫ eiϑ∞
0
f(z)dz =
∫ ∞
0
f(z)dz
for all ϑ ∈ (−pi
2
, pi
2
).
This result, as well as similar ones used below, can be proved using Theorem 3.6 and
an appropriate limiting procedure.
4. Complete Bernstein functions
The class of Rogers functions is closely related to the notion of complete Bernstein func-
tions: on one hand, f(ξ) is a complete Bernstein function if and only if f(ξ2) is a symmet-
ric Rogers function (see Section 6); on the other hand, f(ξ) is a Rogers function if and only
if it admits a Wiener–Hopf type factorisation into the product f(ξ) = f ↑(−iξ)f ↓(iξ) of
two complete Bernstein functions f ↑, f ↓ (see Section 8). In the present section equivalent
definitions of complete Bernstein functions are briefly discussed. The primary reference
for complete Bernstein functions and related notions is [43].
Theorem 4.1 (see [32, Section 2.5] and [43, Chapter 6]). Let f be a holomorphic function
in C \ (−∞, 0]. The following conditions are equivalent:
(a) There are constants c0, c1 ≥ 0, and a completely monotone function ν˜ on (0,∞)
satisfying the integrability condition
∫∞
0
min(1, z)ν˜(z)dz <∞, such that
f(ξ) = c0 + c1ξ +
∫ ∞
0
(1− e−ξz)ν˜(z)dz (4.1)
for all ξ ∈ C→.
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(b) There are constants c0, c1 ≥ 0 and a Radon measure µ˜ on (0,∞) satisfying the
integrability condition
∫
(0,∞) s
−2 min(1, s)µ˜(ds) <∞, such that
f(ξ) = c0 + c1ξ +
1
pi
∫
(0,∞)
ξ
ξ + s
µ˜(ds)
s
(4.2)
for all ξ ∈ C \ (−∞, 0].
(c) There is a constant c˜ ≥ 0 and a function ϕ˜ : (0,∞)→ [0, pi] such that
f(ξ) = c˜ exp
(
1
pi
∫ ∞
0
(
ξ
ξ + s
− 1
1 + s
)
ϕ˜(s)ds
s
)
(4.3)
for all ξ ∈ C \ (−∞, 0].
(d) f(ξ) ∈ C↑ for all ξ ∈ C↑, and f(ξ) ∈ [0,∞) for ξ ∈ (0,∞).
(e) There are constants c0, c1 ≥ 0, and a function ν, such that ν is completely mono-
tone on (0,∞), ν(−x) = ν(x), ∫∞−∞min(1, z2)ν(z)dz <∞, and
f(ξ2) = c0 + c1ξ
2 +
∫ ∞
−∞
(1− eiξz + iξ(1− e−|z|) sign z)ν(z)dz (4.4)
for all ξ ∈ (0,∞).
(f) There are constants c0, c1 ≥ 0, and a symmetric Radon measure µ on R \ {0}
satisfying the integrability condition
∫
R\{0} |s|−3 min(1, s2)µ(ds) <∞, such that
f(ξ2) = c0 + c1ξ
2 +
1
pi
∫
R\{0}
(
ξ
ξ + is
+
iξ sign s
1 + |s|
)
µ(ds)
|s| (4.5)
for all ξ ∈ C→.
(g) There is a constant c ≥ 0 and a function ϕ : R → [0, pi] such that ϕ(−s) = ϕ(s)
for all s > 0, and
f(ξ2) = c exp
(
1
pi
∫ ∞
−∞
(
ξ
ξ + is
− 1
1 + |s|
)
ϕ(s)
|s| ds
)
(4.6)
for all ξ ∈ C→.
(h) For all ξ ∈ C→, f(ξ2)/ξ ∈ C→, and f(ξ) ∈ [0,∞) for ξ ∈ (0,∞).
The constants c0 and c1 in representations (4.1), (4.2), (4.4) and (4.5) are equal, and
they are uniquely determined by the function f ,
c0 = lim
ξ↘0
f(ξ), c1 = lim
ξ↗∞
f(ξ)
ξ
. (4.7)
Furthermore,
ν˜(z) =
1
pi
∫
(0,∞)
e−szµ˜(ds), ν(z) =
1
2pi
∫
(0,∞)
exp(−s√|z|)√
s
µ˜(ds) (4.8)
for z > 0 and z ∈ R, respectively, and if 0 < a < b, then
µ([
√
a,
√
b]) =
∫
[a,b]
1√
4s
µ˜(ds). (4.9)
Moreover, also µ˜ is uniquely determined by the function f ,
pic0δ0(ds) +
µ˜(ds)
s
= lim
t↘0
(
− Im f(−s+ it)−s+ it ds
)
, (4.10)
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with the vague limit of measures on the right-hand side. Finally, c˜ = f(1) in (c), and if
f is not identically zero, ϕ˜(s) and ϕ(s) = ϕ˜(s2) are given uniquely by the formula
ϕ˜(s) = lim
t↘0
Arg f(−s+ it), (4.11)
for almost all s > 0.
Formula (4.2) in (b) is referred to as Stieltjes representation of f , while (4.3) in (c) is
the exponential representation of f .
Proof. Equivalence of (a), (b), (c) and (d) is standard, see [43, Theorems 6.2 and 6.17].
Formulae (4.7) and (4.10), as well as the expressions for ν˜ and ϕ˜, are parts of these results,
see [43, Corollary 6.3]. Conditions (e), (f), (g) and (h) are prepared for the definition
of Rogers functions. Condition (e) and the formula for ν were given explicitly in [32,
Corollary 2.16 and Proposition 2.18], but similar results are already contained in [40].
Equivalence of (b) and (f), as well as of (c) and (g), is proved by symmetrizing the
integrals in (4.5) and (4.6). Finally, the Nevanlinna–Pick-type condition (h) is equivalent
to (f) in greater generality, as will be proved in Theorem 5.1 below. 
Definition 4.2 (see [43, Definition 6.1]). A function f satisfying any of the equiva-
lent conditions of Theorem 4.1 is a complete Bernstein function. The class of complete
Bernstein functions is denoted by CBF .
Remark 4.3. In (a), f(ξ) is given as the Laplace exponent of a subordinator (a non-
decreasing Le´vy process) with completely monotone density of the Le´vy measure, killed
at the rate c0. According to (e), f(ξ
2) is the Le´vy–Khintchine exponent of a symmetric
Le´vy process with completely monotone density of the Le´vy measure on (0,∞), killed at
the rate c0.
Conditions (b) and (f) are related to the representation theorem for the nonnegative
harmonic functions Im f(ξ) and Im f(ξ2) (Theorem 3.3), while (c) and (g) correspond to
the representation theorem for the bounded harmonic functions Arg f(ξ) and Arg f(ξ2)
(Theorem 3.4).
The following two properties of complete Bernstein functions are well-known.
Proposition 4.4. For a nonzero function f holomorphic in C \ (−∞, 0], the following
conditions are equivalent:
(a) f ∈ CBF ;
(b) 0 ≤ Arg f(ξ) ≤ Arg ξ for ξ ∈ C↑;
(c) −Arg ξ ≤ Arg f(ξ) ≤ 0 for ξ ∈ C↓.
Proof. By Theorem 4.1(d), if f ∈ CBF , then Arg f(ξ) ≥ 0 for ξ ∈ C↑. Furthermore,
ξ/f(ξ) is a complete Bernstein function, and hence, again by Theorem 4.1(d), Arg ξ −
Arg f(ξ) ≥ 0 for ξ ∈ C↑. Conversely, if 0 ≤ Arg f(ξ) ≤ Arg ξ for ξ ∈ C↑, then, by
continuity, f(ξ) ∈ [0,∞) for all ξ ∈ (0,∞), and hence, by Theorem 4.1(d), f ∈ CBF . A
similar argument works for C↓. 
Proposition 4.5 ([43, Corollary 7.6]). If fn is a sequence of complete Bernstein functions
and f(ξ) = limn→∞ fn(ξ) exists for every ξ ∈ (0,∞), then either f is infinite on (0,∞),
or f extends to a complete Bernstein function. In the latter case, the convergence extends
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to all ξ ∈ C \ (−∞, 0], and
lim
n→∞
(c0,nδ0(ds) + c1,nδ∞(ds) + s−2 min(1, s)µ˜n(ds))
= c0δ0(ds) + c1δ∞(ds) + s−2 min(1, s)µ˜(ds)
in the sense of vague convergence of measures on [0,∞]; here c0, c1 and µ˜ are the param-
eters in the Stieltjes representation (4.2) of f in Theorem 4.1(b), and c0,n, c1,n and µ˜n
correspond in a similar way to fn.
The last result of this section is required for the study of nearly balanced Rogers
functions.
Proposition 4.6. (a) If r > 0, f ∈ CBF , f extends to a holomorphic function in
C\[−r, 0] and f(ξ) ≥ 0 for ξ ∈ (−∞,−r), then (ξ+r)f(ξ) is a complete Bernstein
function of ξ.
(b) If r > 0, f ∈ CBF , f extends to a holomorphic function in C\[−r, 0] and f(ξ) ≤ 0
for ξ ∈ (−∞,−r), then f(ξ)/(ξ + r) is a complete Bernstein function of ξ.
Proof. By Theorem 4.1(b), with the notation of (4.2), in both parts of the proposition,
f(ξ) = c0 + c1ξ +
1
pi
∫
(0,r]
ξ
ξ + s
µ˜(ds)
s
for all ξ ∈ C \ [−r, 0]; indeed, µ˜((r,∞)) = 0 by (4.10). If f(ξ) ≥ 0 for ξ ∈ (−∞,−r),
then 0 ≤ c1 = limξ↘−∞(f(ξ)/ξ) ≤ 0, that is, c1 = 0. Hence,
(ξ + r)f(ξ) = c0(ξ + r) +
1
pi
∫
(0,r]
ξ(ξ + r)
ξ + s
µ˜(ds)
s
= c0r +
(
c0 +
1
pi
∫
(0,r]
µ˜(ds)
s
)
ξ +
1
pi
∫
(0,r]
ξ
ξ + s
(r − s)µ˜(ds)
s
is a complete Bernstein function of ξ. If f(ξ) ≤ 0 for ξ ∈ (−∞,−r), then, by monotone
convergence,
0 ≥ lim
ξ↗−r
f(ξ) = c0 − c1r + 1
pi
∫
(0,r]
r
r − s
µ˜(ds)
s
;
in particular, µ˜({r}) = 0. Furthermore,
f(ξ)
ξ + r
= c0
1
ξ + r
+ c1
ξ
ξ + r
+
1
pi
∫
(0,r]
ξ
(ξ + s)(ξ + r)
µ˜(ds)
s
=
c0
r
+
(
c1 − c0
r
− 1
pi
∫
(0,r]
µ˜(ds)
s(r − s)
)
ξ
ξ + r
+
1
pi
∫
(0,r]
ξ
ξ + s
µ˜(ds)
s(r − s) .
Since the parenthesised expression is nonnegative, f(ξ)/(ξ + r) is a complete Bernstein
function of ξ. 
5. Definition of Rogers functions
In this section the notion of Rogers functions is formally introduced. In Theorem 5.1
the equivalence of conditions (e), (f), (g) and (h) in Theorem 4.1 is generalised to the
asymmetric case. Major part of the proof of this result is a simplified version of the
argument given in the Rogers’s paper [40]. At the end of this section, some examples of
Rogers functions are provided.
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Theorem 5.1. Let f be a holomorphic function in the right complex half-plane C→. The
following conditions are equivalent:
(a) There are constants c0 ≥ 0, c1 ∈ R and c2 ≥ 0, and a function ν on R \ {0}
satisfying the integrability condition
∫∞
−∞min(1, z
2)ν±(z)dz < ∞, such that ν(z)
and ν(−z) are completely monotone on (0,∞), and
f(ξ) = c0 − ic1ξ + c2ξ2 +
∫ ∞
−∞
(1− eiξz + iξ(1− e−|z|) sign z)ν(z)dz (5.1)
for all ξ ∈ (0,∞).
(b) There are constants c0 ≥ 0, c1 ∈ R and c2 ≥ 0, and a Radon measure µ on R\{0}
satisfying the integrability condition
∫
R\{0} |s|−3 min(1, s2)µ(ds) <∞, such that
f(ξ) = c0 − ic1ξ + c2ξ2 + 1
pi
∫
R\{0}
(
ξ
ξ + is
+
iξ sign s
1 + |s|
)
µ(ds)
|s| (5.2)
for all ξ ∈ C→; equivalently, for a fixed r > 0,
f(ξ) = c0 − ic˜1ξ + c2ξ2 + 1
pi
∫
R\{0}
(
ξ
ξ + is
+
iξs
r2 + s2
)
µ(ds)
|s| (5.3)
for the same c0, c2 and µ, and for some c˜1 ∈ R.
(c) There is a constant c ≥ 0 and a function ϕ : R→ [0, pi], such that
f(ξ) = c exp
(
1
pi
∫ ∞
−∞
(
ξ
ξ + is
− 1
1 + |s|
)
ϕ(s)
|s| ds
)
(5.4)
for all ξ ∈ C→.
(d) For all ξ ∈ C→, f(ξ)/ξ ∈ C→.
The constants c0, c1, c˜1 and c2 in representations (5.1), (5.2) and (5.3) are equal, and
they are uniquely determined by the function f ,
c0 = lim
ξ↘0
f(ξ), c1 = lim
ξ↗∞
− Im f(ξ)
ξ
, c2 = lim
ξ↗∞
f(ξ)
ξ2
, c˜1 = Im f(r) . (5.5)
Furthermore, for z > 0,
ν(z) =
1
pi
∫
(0,∞)
e−szµ(ds), ν(−z) = 1
pi
∫
(−∞,0)
eszµ(ds), (5.6)
and also µ is uniquely determined by the function f ,
pic0δ0(ds) + µ(ds) = lim
t↘0
(
Re
f(t+ is)
t+ is
ds
)
, (5.7)
with the vague limit of measures in the right-hand side. If f is not identically zero, then
ϕ is uniquely determined by the formula
ϕ(s) = − sign s lim
t↘0
Arg f(t− is) (5.8)
for almost all s ∈ R.
Formula (4.2) in (b) will be referred to as Stieltjes representation of f , while (4.3) in (c)
is the exponential representation of f .
Equivalence of (a), (b) and (c) was given in [40], see formulae (14)–(18) therein. For
completeness, a simple proof is provided. Condition (d) is related to the Nevanlinna–Pick
functions (it is discussed also in [21]).
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Proof. By Bernstein’s representation theorem (Theorem 3.1), the formula ν±(z) =∫
(0,∞) e
−zsµ±(ds) defines a one to one correspondence between completely monotone func-
tions ν± on (0,∞) satisfying
∫∞
0
min(1, z2)ν±(z)dz < ∞, and Radon measures µ± on
(0,∞) satisfying ∫
(0,∞) |s|−3 min(1, s2)µ±(ds) <∞. By taking µ(E) = µ+(E ∩ (0,∞)) +
µ−(−E ∩ (0,∞)), and ν(z) = ν+(z)1(0,∞)(z) + ν−(−z)1(−∞,0)(z) and a short calcula-
tion, one obtains equivalence of (a) and the first part of (b) (we omit the details). The
equivalence of both formulations of (b) follows by comparing the right-hand sides.
By a direct verification, (b) implies (d). Conversely, by the representation theorem for
nonnegative harmonic functions (Theorem 3.3), for any holomorphic function f in C→
satisfying Re(f(ξ)/ξ) ≥ 0, one has
Re
f(ξ)
ξ
= c2 Re ξ +
1
pi
∫
R
Re ξ
(Re ξ)2 + (s+ Im ξ)2
m(ds)
= c2 Re ξ +
1
pi
∫
R
Re
(
1
ξ + is
+
i sign s
1 + |s|
)
m(ds)
(5.9)
for some c2 ≥ 0 and a Radon measure m on R satisfying the integrability condition∫
R
s−2 min(1, s2)m(ds) <∞ (note that m(E) above is equal to m(−E) in Theorem 3.3).
By Theorem 3.2, it follows that for some c1 ∈ R,
f(ξ)
ξ
= −c1i+ c2ξ + 1
pi
∫
R
(
1
ξ + is
+
i sign s
1 + |s|
)
m(ds).
This is equivalent to (5.2) after taking c0 = pim({0}) and µ(ds) = 1R\{0}(s)|s|−1m(ds).
Hence, (b) and (d) are equivalent.
If f(ξ) = 0 for some ξ ∈ C→ and (d) holds, then, by the maximum principle, f is
identically zero. If f is nonzero and (d) holds, then Arg(f(ξ)/ξ) = Im(log(f(ξ)/ξ)) is
a bounded harmonic function in C→, taking values in [−pi2 , pi2 ]. By the representation
theorem (Theorem 3.4),
Im
(
log
f(ξ)
ξ
)
=
1
pi
∫ ∞
−∞
Re ξ
(Re ξ)2 + (s+ Im ξ)2
g(s)ds (5.10)
for some g : R→ [−pi
2
, pi
2
] (again, g(s) is equal to g(−s) in Theorem 3.4). Since Im(log ξ)
is given by a similar integral with g(s) replaced by −pi
2
sign s, one obtains
Im(log f(ξ)) = − 1
pi
∫ ∞
−∞
Re ξ
(Re ξ)2 + (s+ Im ξ)2
(pi
2
sign s− g(s)
)
ds
=
1
pi
∫ ∞
−∞
Im
(
ξ
ξ + is
− 1
1 + |s|
)(pi
2
− g(s) sign s
) ds
|s| .
(5.11)
Representation (5.4) follows by Theorem 3.2, with ϕ(s) = pi
2
− g(s) sign s. Conversely,
if (c) holds, then, by the above argument, the boundary limits of the harmonic function
Arg(f(ξ)/ξ) are in [−pi
2
, pi
2
], which proves (d).
Uniqueness properties and formulae for c2 and µ in (5.5) and (5.7) follow from the
representation theorem for the harmonic function Re(f(ξ)/ξ) in (5.9). In a similar man-
ner, formula (5.8) is a consequence of the representation theorem for bounded harmonic
function in (5.10). Formulae for c0 and c1 are simple corollaries of (5.2) and dominated
convergence. 
Definition 5.2. A function satisfying any of the equivalent conditions of Theorem 5.1 is
said to be a Rogers function. The class of Rogers functions is denoted by R.
ROGERS FUNCTIONS 17
Remark 5.3. Condition (a) states that f ∈ R if and only if f is the Le´vy–Khintchine
exponent of a Le´vy process, whose Le´vy measure has a density function ν such that ν(z)
and ν(−z) are completely monotone on (0,∞), killed at the rate c0. Such a Le´vy process
(with no killing) is said to have completely monotone jumps.
More precisely, the Le´vy–Khintchine exponent Ψ(ξ) of the Le´vy process described
above, is equal to f(ξ) for ξ > 0 and to f(−ξ) for ξ < 0. This Le´vy–Khintchine exponent
extends to a holomorphic function on C \ iR, given by f(ξ) when Re ξ > 0, and by
f(−ξ¯) when Re ξ < 0. For this reason, the domain of definition of a Rogers function f is
automatically extended to C \ iR by the formula f(ξ) = f(−ξ¯) for ξ ∈ C←. Note that if
f ∈ R corresponds to the Le´vy process Xt, then also f(ξ¯) = f(−ξ) is a Rogers function,
corresponding to the dual process Xˆt = −Xt.
As in Remark 4.3, conditions (b) and (c) are consequences of representation theorems
for harmonic functions. Condition (d) turns out to be very convenient in applications.
Remark 5.4. By comparing Theorems 4.1 and 5.1, there is a one to one correspondence
between symmetric Rogers functions f (satisfying f(ξ¯) = f(ξ), or f(ξ) = f(−ξ)) and
complete Bernstein functions g, given by the formula f(ξ) = g(ξ2). Therefore, Le´vy
processes with completely monotone jumps can be thought of as asymmetric analogues
of Le´vy processes with Le´vy–Khintchine exponent g(ξ2) for a complete Bernstein function
g. The latter class have been studied in [32, 34, 35], but also e.g. in [6, 8, 18, 22, 23, 24]
in different contexts.
The following are equivalent conditions for a Rogers function f to be symmetric: f is
real-valued on (0,∞); c1 = 0 and µ is a symmetric measure; c1 = 0 and ν(z) = ν(−z) for
z > 0; c1 = 0 and ϕ(s) = ϕ(−s) for s > 0.
Remark 5.5. Another link between Rogers functions and complete Bernstein functions
can be stated as follows. If f is a complete Bernstein function, then f(−iξ) and f(iξ)
are Rogers functions of ξ (by Theorem 4.1(b) and Theorem 5.1(b)).
Conversely, if f is a Rogers function, f extends to a holomorphic function in C \
(−i∞, 0], and this extension satisfies f(iξ) ≥ 0 for ξ > 0, then f(iξ) defines a complete
Bernstein function of ξ. In a similar manner, if f ∈ R, f extends to a holomorphic
function in C\[0, i∞) and f(−iξ) ≥ 0 for ξ ∈ (0,∞), then f(−iξ) is a complete Bernstein
function of ξ. This also follows easily from Theorem 5.1(b) and Theorem 4.1(b) (we omit
the details).
Rogers functions of the form f(−iξ) or f(iξ) for f ∈ CBF can be thought of as com-
pletely asymmetric Rogers functions. The corresponding Le´vy processes are nondecreas-
ing or nonincreasing, respectively. This classes should be distinguished from the larger
families of Rogers functions corresponding to spectrally positive or spectrally negative
Le´vy processes (i.e. processes without negative of positive jumps, respectively).
Example 5.6. The following functions of ξ belong to R:
(a) f(ξ) = 1
2
ξ2−ibξ for ξ ∈ C→∪C←, the Le´vy–Khintchine exponent of the Brownian
motion with drift; here b ∈ R;
(b) f(ξ) = aξα for ξ ∈ C→ and f(ξ) = a¯(−ξ)α for ξ ∈ C←, the Le´vy–Khintchine
exponent of a strictly stable Le´vy process, discussed in detail in Section 2; here
α ∈ (0, 2] and a satisfies (2.1);
(c) f(ξ) = −ibξ for ξ ∈ C→ ∪C←, the Le´vy–Khintchine exponent of the (determin-
istic) process of uniform motion with velocity b; here b ∈ R;
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(d) f(ξ) = aξα − ibξ for ξ ∈ C→ and f(ξ) = a¯(−ξ)α − ibξ for ξ ∈ C←, the Le´vy–
Khintchine exponent of a stable (but not necessarily strictly stable) Le´vy process;
here α ∈ (0, 2], a satisfies (2.1) and b ∈ R;
(e) f(ξ) = ξ/(ξ − ai) − ibξ for ξ ∈ C→ ∪ C←, the Le´vy–Khintchine exponent of
the classical risk process (the Crame´r–Lundberg model) with exponentially dis-
tributed claims; here a, b > 0;
(f) any linear combination with nonnegative coefficients of the examples given above.
Noteworthy, the if the measure µ in Theorem 5.1(b) is purely atomic, with atoms
forming a discrete subset of R, then f is meromorphic, and it is the Le´vy–Khintchine
exponent of a meromorphic Le´vy process, studied in detail in [30].
6. Basic properties of Rogers functions
Significance of complete Bernstein functions is partially due to a great number of prop-
erties of various type they have. In this section some of these properties are generalised
to the asymmetric setting of Rogers functions. We begin with distinguishing nonzero,
nondegenerate, bounded and unbounded Rogers functions. Next, various operations on
the class of Rogers functions are studied (Propositions 6.3 and 6.4). Finally, we provide
estimates of Rogers functions and related notions (Propositions 6.6, 6.8 and 6.9).
6.1. Simple subclasses of Rogers functions. Clearly, R is a convex cone of functions,
and if f ∈ R, then f(aξ) is a Rogers function for arbitrary a > 0. By Theorem 5.1(d),
any f ∈ R maps C→ into C \ (−∞, 0).
Proposition 6.1. If f ∈ R is not identically 0, then f(ξ) 6= 0 for all ξ ∈ C→. If f ∈ R
is not of the form f(ξ) = −c1iξ for some c1 ∈ R, then f(ξ)/ξ ∈ C→ for all ξ ∈ C→, that
is, f(ξ)/ξ maps C→ into C→.
Proof. Since Re(f(ξ)/ξ) is nonnegative and harmonic in C→, it is either identically equal
to 0 or everywhere positive. In the former case, f(ξ) = −c1iξ. The result follows. 
If f(ξ) = −c1iξ, the Rogers function f is said to be degenerate; otherwise, f is nonde-
generate. If f ∈ R is not constantly zero, f is said to be nonzero. If f ∈ R is a bounded
function on (0,∞), then f is said to be bounded. Note that a bounded Rogers function
may fail to be a bounded function on C→.
Proposition 6.2. Every bounded Rogers function f has the form
f(ξ) = c0 +
1
pi
∫
R\{0}
ξ
ξ + is
µ(ds)
|s| , (6.1)
where c0 ≥ 0 and µ(ds)/|s| is a finite measure. In this case f(∞−) = limξ↗∞ f(ξ) exists
and it is a real number. If f ∈ R is not bounded, then limξ↗∞ |f(ξ)| =∞. Furthermore,
with the notation of Theorem 5.1(b), one of the following conditions is satisfied: c2 > 0,
or µ(ds)/|s| is an infinite measure, or µ(ds)/|s| is a finite measure and f(ξ)+ icξ is given
by the right-hand side of (6.1) for some c ∈ R \ {0}.
Proof. The statement follows easily from Theorem 5.1: if f ∈ R and Re f(ξ) is a bounded
function of ξ ∈ (0,∞), then, with the notation of Theorem 5.1(b), the function
Re f(ξ) = c0 + c2ξ
2 +
1
pi
∫
−R\{0}
ξ2
ξ2 + s2
µ(ds)
|s|
ROGERS FUNCTIONS 19
remains bounded as ξ ↗∞, so that c2 = 0 and the measure µ(ds)/|s| is finite. Therefore,
for some c ∈ R, f(ξ) + icξ is given by the right-hand side of (6.1). If c = 0, then f is
bounded; otherwise, f is not bounded. 
6.2. Operations on Rogers functions. The class of Rogers functions is closed under
various operations, described in the following results.
Proposition 6.3. If f, g ∈ R, then the following functions of ξ belong to R:
(a) ξ2f(1/ξ);
(b) ξ2/f(ξ) and 1/f(1/ξ) if f is nonzero;
(c) ξ1−αf(ξα) if α ∈ [−1, 1];
(d) g(ξ)f(ξ/g(ξ)) if g is nonzero;
(e) (f(ξ))α(g(ξ))1−α if α ∈ [0, 1];
(f) ((f(ξ))α + (g(ξ))α)1/α if α ∈ [−1, 1].
Proof. All statements follow directly from the condition given in Theorem 5.1(d). For
example, Re(ξ−1(ξ1−αf(ξα))) = Re(f(ξα)/ξα) ≥ 0 proves (c). 
Note that the statement (d) contains as a special case the statement (c), which in turn
generalises (a).
Proposition 6.4. If f ∈ R and g ∈ CBF , then g(f(ξ)) is a Rogers function of ξ.
Proof. With no loss of generality one may assume that both g and f are nonzero. For
ξ ∈ C→ with Im f(ξ) ≥ 0 one has 0 ≤ Arg g(f(ξ)) ≤ Arg f(ξ) (by Proposition 4.4), and
therefore
−pi
2
≤ Arg(g(f(ξ))/ξ) ≤ Arg(f(ξ)/ξ) ≤ pi
2
.
Hence, Arg(g(f(ξ))/ξ) ∈ [−pi
2
, pi
2
]. By a similar argument Arg(g(f(ξ))/ξ) ∈ [−pi
2
, pi
2
] when
ξ ∈ C→ and Im f(ξ) ≤ 0. The result follows by Theorem 5.1(d). 
Proposition 6.5. If f is a bounded Rogers function and c ≥ f(∞−), then c− f(1/ξ) is
a (bounded) Rogers function of ξ.
Proof. By Proposition 6.2 and dominated convergence, with the notation of (6.1),
c ≥ c0 + 1
pi
∫
R\{0}
µ(ds)
|s| ,
and
c− f(1/ξ) = c− c0 − 1
pi
∫
−R\{0}
1
1 + iξs
µ(ds)
|s|
=
(
c− c0 − 1
pi
∫
R\{0}
µ(ds)
|s|
)
+
1
pi
∫
R\{0}
iξs
1 + iξs
µ(ds)
|s| .
Substituting s = −1/t gives
c− f(1/ξ) =
(
c− c0 − 1
pi
∫
R\{0}
µ(ds)
|s|
)
+
1
pi
∫
R\{0}
ξ
ξ + it
µ˜(dt)
|t| ,
where
∫
[a,b]
|t|−1µ˜(dt) = ∫
[−1/a,−1/b] |s|−1µ(ds) if 0 < a < b or a < b < 0. The result follows
by Proposition 6.2. 
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6.3. Estimates of Rogers functions. Application of dominated convergence for inte-
grals involving Rogers functions often requires estimates contained in the results stated
below. The first one is typically applied for r = 1 or r = |ξ|.
Proposition 6.6. If f ∈ R, r > 0 and ξ ∈ C→, then
1√
2
|ξ|2
r2 + |ξ|2
(
Re ξ
|ξ|
)
|f(r)| ≤ |f(ξ)| ≤
√
2
r2 + |ξ|2
r2
( |ξ|
Re ξ
)
|f(r)|. (6.2)
Proof. Since f(rξ) is a Rogers function of ξ, with no loss of generality one may assume
that r = 1. Let s ∈ R and ξ = x+ iy, where x > 0 and y ∈ R. By a simple calculation,
(x2 + (y + s)2)(1 + x2 + y2)− (1 + s2)x2 = (x2 + y(y + s))2 + (y + s)2 ≥ 0,
so that
|ξ + is|2 = x2 + (y + s)2 ≥ (1 + s
2)x2
1 + |ξ|2 . (6.3)
Furthermore, ∣∣∣∣ ξξ + is + iξs1 + s2
∣∣∣∣ = |ξ||1 + iξs||ξ + is|(1 + s2) ≤ |ξ|
√
1 + |ξ|2
|ξ + is|√1 + s2 .
It follows that ∣∣∣∣ ξξ + is + iξ sign s1 + |s|
∣∣∣∣ ≤ |ξ|(1 + |ξ|2)x(1 + s2) .
By Theorem 5.1(b), with the notation of (5.3) (for r = 1),
|f(ξ)| ≤ |ξ|(1 + |ξ|
2)
x
(
c0 + |c˜1|+ c2 + 1
pi
∫
R\{0}
1
1 + s2
µ(ds)
|s|
)
. (6.4)
On the other hand,
1
1 + is
+
is
1 + s2
=
1
1 + s2
,
so that
Re f(1) + | Im f(1)| = c0 + |c˜1|+ c2 + 1
pi
∫
R\{0}
1
1 + s2
µ(ds)
|s| .
Since Re f(1)+| Im f(1)| ≤ √2|f(1)|, the upper bound for |f(ξ)| follows. The lower bound
is obtained from the upper bound for the Rogers function ξ2/f(ξ) (if f is nonzero). 
Proposition 6.7. If f ∈ R and r > 0, then
f ′(ξ) = −ic˜1 + 2c2ξ + 1
pi
∫
R\{0}
(
is
(ξ + is)2
+
is
r2 + s2
)
µ(ds)
|s| (6.5)
for all ξ ∈ C→, with c˜1, c2 and µ as in Theorem 5.1(b).
Proof. Formula (6.5) follows from Theorem 5.1(b) by dominated convergence. Indeed,
let ξ ∈ C→. If |ε| ≤ 12 Re ξ and s ∈ R, then∣∣∣∣ ξ + εξ + ε+ is − ξξ + is + iεs1 + s2
∣∣∣∣ = ∣∣∣∣iεs(1 + ξ2 + 2iξs+ εs+ iεs)(ξ + ε+ is)(ξ + is)(1 + s2)
∣∣∣∣
≤ c |s|(1 + |s|)
(1 + |s|)(1 + |s|)(1 + s2) ≤ c|s|
−2 min(1, |s|3)
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for some c (depending on ξ). 
Proposition 6.8. If f ∈ R and ξ ∈ C→, then∣∣∣∣ξf ′(ξ)f(ξ)
∣∣∣∣ ≤ 4(1 +√2)(1− | Im ξ||ξ|
)−1( |ξ|
Re ξ
)
. (6.6)
Proof. By Proposition 6.7, with the notation of (6.5) (for r = |ξ|, see Theorem 5.1(b)),
ξf ′(ξ) = −ic˜1ξ + 2c2ξ2 + 1
pi
∫
R\{0}
(
iξs
(ξ + is)2
+
iξs
|ξ|2 + s2
)
µ(ds)
|s|
= −ic˜1ξ + 2c2ξ2 + 1
pi
∫
R\{0}
iξs(ξ2 + 2iξs+ |ξ|2)
(1 + s2)(ξ + is)2
µ(ds)
|s| .
Let ξ = x+ iy with x > 0, y ∈ R. By a simple calculation,
(x2 + (y + s)2)|ξ| − (|ξ| − |y|)(x2 + y2 + s2) = |y|(|ξ|+ s sign y)2 ≥ 0,
so that
|ξ + is|2 = x2 + (y + s)2 ≥
(
1− |y||ξ|
)
(|ξ|2 + s2).
Together with the inequality |s|(|ξ|+ |s|) ≤ 1
2
(1 +
√
2) (|ξ|2 + s2), this yields
|ξf ′(ξ)| ≤ |c˜1||ξ|+ 2c2|ξ|2 + 1
pi
(
1− |y||ξ|
)−1 ∫
R\{0}
2|ξ|2|s|(|ξ|+ |s|)
(|ξ|2 + s2)2
µ(ds)
|s|
≤ (1 +
√
2)
(
1− |y||ξ|
)−1(
c0 + |c˜1||ξ|+ c2|ξ|2 + 1
pi
∫
R\{0}
|ξ|2
|ξ|2 + s2
µ(ds)
|s|
)
.
The parenthesised expression is equal to Re f(|ξ|) + | Im f(|ξ|)|, which is not greater than√
2|f(|ξ|)|. Therefore,
|ξf ′(ξ)| ≤ (
√
2 + 2)
(
1− |y||ξ|
)−1
|f(|ξ|)|.
The result follows by Proposition 6.6 (with r = |ξ|). 
Proposition 6.9. If f ∈ R, then∫ ∞
0
| Im f(ξ)|
ξ(1 + ξ2)
dξ <∞.
Proof. By Theorem 5.1(b), with the notation of (5.3) (for r = 1), for ξ > 0,
| Im f(ξ)|
ξ
≤ c˜1 + 1
pi
∫
R\{0}
∣∣∣∣ 1ξ2 + s2 − 11 + s2
∣∣∣∣µ(ds)
= c˜1 +
1
pi
∫
R\{0}
|1− ξ2|
(1 + s2)(ξ2 + s2)
µ(ds).
Since |1− ξ2|/(1 + ξ2) ≤ 1 and ∫∞
0
|s|/(ξ2 + s2)dξ = pi
2
, by Fubini,∫ ∞
0
| Im f(ξ)|
ξ(1 + ξ2)
dξ ≤ c˜1pi
2
+
1
2
∫
R\{0}
1
|s|(1 + s2) µ(ds) <∞,
as desired. 
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7. Real values of Rogers functions
Description of the set of points at which a Rogers function takes real values play
a crucial role in our development. The main result in this direction is Theorem 7.6,
the proof of which relies upon the generalisation of a well-known property of complete
Bernstein functions, given in Lemma 7.1. A modification of the proof of Lemma 7.1
yields a new property of complete Bernstein functions (Lemma 7.3). Some examples are
provided at the end of the section.
7.1. Difference quotients. Recall that for any ζ ∈ (0,∞) and f ∈ CBF , the difference
quotient (ξ − ζ)/(f(ξ)− f(ζ)) (extended continuously at ξ = ζ) is a complete Bernstein
function of ξ.
Lemma 7.1. If f ∈ R and ζ ∈ C→, then
g(ξ) =
ξ2
(ξ − ζ)(ξ + ζ¯)
(
f(ξ)− Re f(ζ)− iξ + Im ζ
Re ζ
Im f(ζ)
)
, (7.1)
defined for ξ ∈ C→ \ {ζ} and extended continuously at ξ = ζ, is a Rogers function. In
particular, if f is a nonconstant Rogers function, ζ ∈ C→ and f(ζ) ∈ (0,∞), then
f[ζ](ξ) =
(ξ − ζ)(ξ + ζ¯)
f(ξ)− f(ζ) , ξ ∈ C→ \ {ζ}, (7.2)
extended continuously at ξ = ζ so that f[ζ](ζ) = (2 Re ζ)/f
′(ζ), defines a Rogers function.
Proof. By Theorem 5.1(b) and a direct calculation, with the notation of (5.2),
f(ξ) = c0 + icξ + c2(ξ
2 − 2iξ Im ζ) + 1
pi
∫
R\{0}
(
ξ
ξ + is
+ iξ
s
|ζ + is|2
)
µ(ds)
|s| (7.3)
for some c ∈ R. Observe that
f(ζ) = c0 + icζ + c2(ζ
2 − 2iζ Im ζ) + 1
pi
∫
R\{0}
ζ(ζ¯ − is) + iζs
|ζ + is|2
µ(ds)
|s|
= c0 + icζ + c2|ζ|2 + 1
pi
∫
R\{0}
|ζ|2
|ζ + is|2
µ(ds)
|s| .
(7.4)
Hence, Im f(ζ) = cRe ζ. By (7.3) and (7.4) and a short calculation,
f(ξ)− Re f(ζ)− iξ + Im ζ
Re ζ
Im f(ζ) = c2(ξ
2 − 2iξ Im ζ − |ζ|2)
+
1
pi
∫
R\{0}
(
ξ
ξ + is
+ iξ
s
|ζ + is|2 −
|ζ|2
|ζ + is|2
)
µ(ds)
|s| .
By another simple calculation,
ξ
ξ + is
+ iξ
s
|ζ + is|2 −
|ζ|2
|ζ + is|2 =
ξ|ζ + is|2 + (iξs− |ζ|2)(ξ + is)
(ξ + is)|ζ + is|2
=
is(ξ2 − 2iξRe ζ − |ζ|2)
(ξ + is)|ζ + is|2 ,
and
(ξ2 − 2iξ Im ζ − |ζ|2) = (ξ − ζ)(ξ + ζ¯).
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It follows that
f(ξ)− Re f(ζ)− iξ + Im ζ
Re ζ
Im f(ζ)
= (ξ − ζ)(ξ + ζ¯)
(
c2 +
1
pi
∫
R\{0}
is
ξ + is
µ(ds)
|s||ζ + is|2
)
.
(7.5)
Therefore,
g(ξ) = c2ξ
2 +
1
pi
∫
R\{0}
isξ2
ξ + is
µ(ds)
|s||ζ + is|2
= c2ξ
2 +
1
pi
∫
R\{0}
(
ξ
ξ + is
+
iξ
s
) |s|µ(ds)
|ζ + is|2
= c2ξ
2 + iξ
(
1
pi
∫
R\{0}
1
s(1 + s2)
|s|µ(ds)
|ζ + is|2
)
+
1
pi
∫
R\{0}
(
ξ
ξ + is
+
iξs
1 + s2
) |s|µ(ds)
|ζ + is|2 .
(7.6)
By Theorem 5.1(b), g ∈ R. For the second statement of the lemma, simply note that
f[ζ](ξ) = ξ
2/g(ξ). 
Remark 7.2. If f is a nonconstant Rogers function and f(ζ) ∈ (0,∞) for some ζ ∈ C→,
then f is nondegenerate, and from (7.6) it follows that also f[ζ] is nondegenerate. In
particular, f[ζ](ξ) is well-defined for ξ ∈ C→. Hence f(ζ) 6= f(ξ) for all ξ ∈ C→ \ {ζ}.
This means that a nonconstant f ∈ R takes real values at unique points in C→ (a similar
statement for nonreal values is not true in general). This result is strengthened below in
Theorem 7.6.
If f ∈ R is nonconstant and symmetric, then f(ζ) ∈ (0,∞) if and only if ζ ∈ (0,∞),
and in this case f[ζ] is symmetric for every ζ ∈ (0,∞).
The next result specialises Lemma 7.1 for Rogers functions of the form f(−iξ) or f(iξ)
for a complete Bernstein function f (see Remark 5.5). When ζ ∈ (0, i∞) in the following
lemma, the corresponding result was proved in [32].
Lemma 7.3 (see [32, Lemma 2.20]). If f is a complete Bernstein function and ζ ∈ C↑,
then for some complete Bernstein function g
f(ξ)
(ξ − ζ)(ξ − ζ¯) =
1
2i Im ζ
(
f(ζ)
ξ − ζ −
f(ζ¯)
ξ − ζ¯
)
− g(ξ)
ξ
.
Furthermore, the constants c0 and c1 in the Stieltjes representation (4.2) (Theorem 4.1(b))
of the complete Bernstein function g are equal to 0.
Lemma 7.3 is only needed in Section 11.4, where generalised eigenfunction expansion
is discussed.
Proof. If ζ ∈ C↑, then iζ¯ ∈ C→. By Theorem 4.1(b), f(−iξ) is a Rogers function and
f(−iξ) = c0 + icξ + 1
pi
∫
(0,∞)
(
ξ
ξ + is
+ iξ
s
|ζ + is|2
)
µ˜(ds)
s
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for some c ∈ R and c0, µ˜ as in Theorem 4.1(b). By (7.5) from the proof of Lemma 7.1
for f(−iξ) and iζ¯, one obtains
f(ξ)− Re f(ζ¯)− −ξ + Re ζ
Im ζ
Im f(ζ¯) = (iξ − iζ¯)(iξ − iζ) 1
pi
∫
(0,∞)
is
iξ + is
µ(ds)
|s||iζ¯ + is|2
for ξ ∈ C \ (−∞, 0]. After simplification, this gives
f(ξ)− (ξ − ζ¯)f(ζ)− (ξ − ζ)f(ζ¯)
2i Im ζ
= −(ξ − ζ¯)(ξ − ζ) 1
pi
∫
(0,∞)
1
ξ + s
µ(ds)
|ζ + s|2 .
Hence,
ξ
2i Im ζ
(
f(ζ)
ξ − ζ −
f(ζ¯)
ξ − ζ¯
)
− ξf(ξ)
(ξ − ζ)(ξ − ζ¯) =
1
pi
∫
(0,∞)
ξ
ξ + s
s
|ζ + s|2
µ(ds)
s
,
and because s/|ζ + s|2 is bounded, the right-hand side defines a complete Bernstein
function of ξ. 
7.2. Line of real values. Recall that every f ∈ R is automatically extended to C← by
the formula f(ξ) = f(−ξ¯) for ξ ∈ C←. It can be easily checked that this extension is also
given by (5.4) in Theorem 5.1(c). If s0 ∈ R and, with the notation of (5.4), ϕ(s) = 0 for
almost all s in some neighbourhood of s0, then (5.4) defines the holomorphic extension
of f in the neighbourhood of −is0, and clearly f(−is0) ∈ (0,∞). This motivates the
following definition.
Definition 7.4. For a nonzero Rogers function f , let Df = C \ (−i ess suppϕ), where
ϕ is the function in the exponential representation of f (Theorem 5.1(c)) and ess supp
denotes the essential support.
Suppose that f is nonconstant. Since f extends to a holomorphic function on Df and
f takes positive values in Df ∩ iR, the function h(ξ) = (Im f(ξ))/(Re ξ) extends to a
real-analytic function in Df (Proposition 3.5). Let γf be the system of curves given by
the equation h(ξ) = 0, and oriented so that positive values of h lie on the left-hand side
of γf (cf. Theorem 7.6 below).
Remark 7.5. The set Df may fail to be a maximal domain on which f is holomorphic.
For example, if f(ξ) = ξ2, then Df = C \ iR, despite the fact that f extends to an entire
function.
Clearly, γf is symmetric with respect to the imaginary axis. Furthermore, γf ∩ C→
is the set of zeros (the nodal set) of a harmonic function Im f (or, equivalently, Arg f),
hence it is a system of piecewise analytic curves. In particular, γf is piecewise analytic.
In the next lemma the properties of γf are studied in more detail.
Theorem 7.6. Let f be a nonconstant Rogers function.
(a) The system of curves γf intersects any centred circle in at most two points. For
every r > 0, there is at most one ζ ∈ γf ∩C→ such that |ζ| = r, and in this case
sign(Im f(ξ)) = sign
(
Arg
ξ
ζ
)
(7.7)
for all ξ ∈ C→ with |ξ| = r. In other words, the system of curves γf splits C→
into two sets {ξ ∈ C→ : Im f(ξ) > 0} and {ξ ∈ C→ : Im f(ξ) < 0}, the first of
which is located between γf ∩C→ and (0, i∞), and the other one between (−i∞, 0)
and γf ∩C→ (see Figure 1).
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Figure 1. Plot of γf ∩C→ for: (a) f(ξ) = 12ξ2− iξ; (b) f(ξ) = 2(−iξ)1/2 +
(iξ)1/2; (c) f(ξ) = (−iξ+1)1/2 +3(iξ+19)1/2; (d) f(ξ) = 3(−iξ)1/3 +(iξ)2/3;
(e) f(ξ) = ξ
2
iξ+2
; (f) f(ξ) = −iξ+2−iξ+3
iξ
iξ+a
iξ+15
iξ+20
for a ≈ 0.10966.
The point ζ defined above, if it exists, is denoted by ζf (r), and |γf | is the set of those
r > 0 for which the point ζ defined above exists.
(b) The function ζf (r) can be continuously extended to (0,∞) in such a way that
ζf (r) ∈ {−ir, ir} for every r ∈ (0,∞) \ |γf |. Furthermore, ζf (r) ∈ Df for every
r ∈ (0,∞) \ |γf |.
(c) The system of curves γf ∩C→ consists of pairwise disjoint simple analytic curves.
Furthermore, γf ∩ iR is the closure of the set of endpoints of γf ∩ C→ and it
contains no interval.
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(d) The function λf (r) = f(ζf (r)), defined for r ∈ (0,∞)\∂|γf |, is strictly increasing,
and λ′f (r) > 0 for each r ∈ (0,∞) \ ∂|γf |.
Here |γf | and ∂|γf | denote the closure and the boundary (in (0,∞)) of the set |γf |.
Proof. By definition, γf ∩ C→ is the nodal set of the bounded harmonic function
h(ξ) = Arg f(ξ) = Im(log f(ξ)), or, equivalently, the function g(ξ) = h(ξ)/Re ξ. By
Theorem 5.1(c) and the identity
Im
x+ iy
x+ iy + is
= − xs
x2 + (s+ y)2
,
for x ∈ R \ {0} and y ∈ R one has, with the notation of (5.4),
g(x+ iy) =
1
pi
∫ ∞
−∞
1
x2 + (s+ y)2
(−ϕ(s) sign s) ds, (7.8)
as in (5.11). By dominated convergence and a short calculation (we omit the details),
(x ∂
∂y
− y ∂
∂x
)g(x+ iy) =
1
pi
∫ ∞
−∞
−2xs
(x2 + (s+ y)2)2
(−ϕ(s) sign s) ds
=
2
pi
∫ ∞
−∞
x|s|
(x2 + (s+ y)2)2
ϕ(s)ds.
(7.9)
Recall that f ∈ R is nonconstant, so that ϕ is nonzero on a set of positive Lebesgue
measure. Hence, the right-hand side is strictly positive for all x > 0 and y ∈ R. It
follows that for all x > 0, y ∈ R,
(x ∂
∂y
− y ∂
∂x
)g(x+ iy) > 0. (7.10)
In particular, the gradient of g is nonvanishing in C→. By the implicit function theorem,
the nodal set {ξ ∈ C→ : h(ξ) = 0} = γf ∩ C→ consists of a family of mutually disjoint
simple analytic curves. These curves necessarily start and end on the boundary of C→,
or at complex infinity. The first statement of part (c) is proved.
The inequality (7.10) can be rephrased as follows: given r > 0, the function gr(ϑ) =
g(reiϑ) has a strictly positive derivative in ϑ ∈ (−pi
2
, pi
2
). Clearly, gr has at most one zero
ϑ(r) ∈ (−pi
2
, pi
2
), corresponding to a zero ζf (r) = re
iϑ(r) of g. Furthermore, in this case
gr(ϑ) > 0 for ϑ > ϑ(r), and gr(ϑ) < 0 for ϑ < ϑ(r). Formula (7.7) and part (a) follow.
The definition of ζf can be extended to (0,∞) so that ζf (r) = ir when hr is negative on
(−pi
2
, pi
2
), and ζf (r) = −ir when hr is positive on (−pi2 , pi2 ). By the definition, if ζf (r) = ir
for r in some interval (r1, r2), then ϕ(−r) = 0 for almost all r ∈ (r1, r2), and therefore
(ir1, ir2) ⊆ Df . In a similar manner if ζf (r) = −ir for r ∈ (r1, r2), then (−ir2,−ir1) ⊆ Df .
This proves part (b).
Recall that h and g extend to Df . Suppose that r0 > 0 and ir0 ∈ Df . In this
case h(ir0) = 0, and hence g(ir0) =
∂
∂x
h(ir0). Furthermore, if ir0 is not in the closure
of γf ∩ C→, then either ζf (r) = ir in the neighbourhood of r0, or ζf (r) 6= ir in the
neighbourhood of r0. In the former case h(x+ iy) < 0 for x+ iy ∈ C→ sufficiently close
to ir0, while in the latter h(x + iy) > 0 for x + iy ∈ C→ sufficiently close to ir0. By
Hopf’s lemma, g(iy) < 0 in the former case, and g(iy) > 0 in the latter; in both cases,
g(iy) 6= 0. In a similar way, g(−iy) 6= 0 if r0 > 0 and −ir0 ∈ Df . Part (c) is proved.
It remains to establish the properties of λf (r) = f(ζf (r)). As in the previous paragraph,
if r0 ∈ (0,∞) \ |γf |, then either ζf (r) = ir in a neighbourhood of r0, or ζf (r) = −ir in a
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neighbourhood of r0. In the former case, by Theorem 5.1(c) and dominated convergence
(we omit the details),
λ′f (r0) = −if ′(ir0) = f(ir0) exp
(
1
pi
∫ ∞
−∞
s
(r0 + s)2
ϕ(s)ds
|s|
)
.
Hence, by (7.8), λ′f (r0) = λf (r0)g(ir0), which is positive by the former part of the proof.
Similar argument works for the other case, that is, ζf (r) = −ir in a neighbourhood of r0.
Let r ∈ |γf | and ζf (r) = reiϑ. Recall that h(ξ) = g(ξ) Re ξ and g(reiϑ) = 0, so
that ∂
∂ϑ
h(reiϑ) = (r cosϑ) ∂
∂ϑ
g(reiϑ). Hence, by (7.10), ∂
∂ϑ
h(reiϑ) > 0. Since h(ξ) =
Im(log f(ξ)), one has
r ∂
∂r
(Re f)(reiϑ) = ∂
∂ϑ
(Im f)(reiϑ) = f(reiϑ) ∂
∂ϑ
h(reiϑ) > 0.
Differentiating both sides of |ζf (r)|2 = r2 gives Re(ζ ′f (r)ζf (r)) = r > 0. By the definition,
λf only takes real values, so that 0 = Imλ
′
f (r) = Im(f
′(ζf (r))ζ ′f (r)). Hence, f
′(ζf (r)) =
aζ ′f (r) for some a ∈ R, and
r ∂
∂r
(Re f)(reiϑ) = Re(reiϑf ′(reiϑ)) = Re(ζf (r)aζ ′f (r)) = ar.
It follows that a > 0, and therefore λ′f (r) = f
′(ζf (r))ζ ′f (r) = a|ζ ′f (r)|2 > 0, as desired.
The above arguments prove that λf (r) is an increasing function of r on every interval in
(0,∞)\∂|γf |, but this is not sufficient if |γf | 6= (0,∞) and |γf | 6= ∅. Suppose that r ∈ |γf |
and ζ = ζf (r); in particular, f is nondegenerate. By Lemma 7.1, f[ζ] (defined in (7.2))
is a Rogers function, and by Remark 7.2, f[ζ] is nondegenerate. By Proposition 6.1,
f[ζ](ξ)/ξ ∈ C→ for all ξ ∈ C→.
We claim that g˜(ξ) = ξ−1(ξ − ζ)(ξ + ζ¯) ∈ C→ when ξ ∈ C→ and |ξ| > r. Indeed, the
function Arg g˜(ξ) = Arg(ξ − ζ) + Arg(ξ + ζ¯)−Arg ξ is a bounded harmonic function on
the set Dr = {ξ ∈ C→ : |ξ| > r}, it is continuous on {ξ ∈ C→ : |ξ| ≥ r} \ {ζ}, and its
boundary values are Arg g˜(ξ) = pi
2
sign(Im(ξ− ζ)) for ξ ∈ ∂Dr \{ζ} (we omit the details).
The claim follows by the maximum principle.
Recall that ζ = ζf (r) and take ξ = C→ with |ξ| > r. Then f[ζ](ξ)/ξ ∈ C→, g˜(ξ) ∈ C→,
and so f(ξ)− f(ζ) = g˜(ξ)/(f[ζ](ξ)/ξ) ∈ C \ (−∞, 0]. If ξ ∈ γf , then f(ξ)− f(ζ) is real,
and hence positive. This proves that λf is increasing on |γf |.
It follows that h˜(ξ) = Arg(f(ξ)−f(ζ)) is a bounded harmonic function in Dr, h˜(ξ) > 0
if Im f(ξ) > 0 and h˜(ξ) < 0 if Im f(ξ) < 0. Recall that f(ξ) − f(ζ) = g˜(ξ)/(f[ζ](ξ)/ξ)
for ξ ∈ C→, and that Arg g˜(ξ) = pi2 sign(Im(ξ − ζ)) and Arg(f[ζ](ξ)/ξ) ∈ (−pi2 , pi2 ) for
ξ ∈ ∂Dr \ {ζ}. Therefore, for almost all s > r,
lim
t↘0
h˜(is+ t) ∈ [0, pi], lim
t↘0
h˜(−is+ t) ∈ [−pi, 0]. (7.11)
Suppose that r0 ∈ (0,∞) \ |γf |, r0 > r and that the above limits exist for s = r0. Then
either ζf (r0) = ir0 or ζf (r0) = −ir0. In the former case, Im f(ξ) < 0 and h˜(ξ) < 0
for ξ ∈ C→ sufficiently close to ir0, and therefore limt↘0 h˜(ir0 + t) ≤ 0. Similarly, if
ζf (r0) = −ir0, then limt↘0 h˜(−ir0 + t) ≥ 0. By (7.11),
lim
t↘0
h˜(ζf (r0) + t) = 0.
By continuity of f at ζf (r0), f(ζf (r0)) − f(ζ) ∈ [0,∞) for almost all, and hence for all
r0 ∈ (0,∞) \ |γf | such that r0 > r.
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A similar argument shows that f(ζf (r0)) − f(ζ) ∈ (−∞, 0] for all r0 ∈ (0,∞) \ |γf |
such that r0 < r. (Alternatively, one can reuse the result for r0 > r by considering the
Rogers function 1/f(1/ξ).) 
Example 7.7. (a) For f(ξ) = 1
2
ξ2− ibξ (the Le´vy–Khintchine exponent of the Brow-
nian motion with drift; b ∈ R), one has Df = C \ ((−i∞,−2ib] ∪ [2ib, i∞)),
γf = bi + R, ζf (r) = (r
2 − b2)1/2 + bi and λf (r) = 12r2 for r ≥ |b|, and
ζf (r) = ir sign b and λf (r) = |b|r − 12r2 for r ∈ (0, b).
(b) For f(ξ) = aξα (the Le´vy–Khintchine exponent of a strictly stable Le´vy process;
α ∈ (0, 2], a satisfies (2.1)), one has γf = (−e−iϑ∞, 0)∪ (0, eiϑ∞), ζf (r) = reiϑ for
r > 0 and λf (r) = cr
α for r > 0, where ϑ = − 1
α
Arg a and c = |a| (see Section 2).
8. Wiener–Hopf factorisation
The proof that the Wiener–Hopf factors of a Rogers function are complete Bernstein
functions was essentially given in [40, Theorem 2], where the condition f ∈ R is proved
to be equivalent to the factorisation f(ξ) + 1 = g↑(−iξ)g↓(iξ) with g↑, g↓ ∈ CBF . In this
section a slightly modified statement is given in Theorem 8.1, and a simplified version of
the proof from [40] is presented. Next we provide some examples and develop estimates
for the Wiener–Hopf factors (Proposition 8.6). After defining the notion of balanced
Rogers functions, in Lemma 8.11 and in Corollaries 8.12 and 8.14 alternative formulae
for the Wiener–Hopf factors are given (Corollary 8.12 corresponds to the most common
definition). The relation between the asymptotic behaviour of the ratio of two Rogers
functions and the ratio of their Wiener–Hopf factors is discussed in Lemma 8.17. Finally,
we introduce the notion of nearly balanced Rogers functions and study some of their
properties.
8.1. Wiener–Hopf factorisation theorem. Thanks to Theorem 5.1(c), the following
fundamental result has a surprisingly simple proof.
Theorem 8.1 (see [40, Theorem 2]). A function f is a nonzero Rogers function if and
only if f admits a decomposition f(ξ) = f ↑(−iξ)f ↓(iξ) for nonzero complete Bernstein
functions f ↑, f ↓. There is a unique normalised choice of f ↑ and f ↓ satisfying f ↑(1) =
f ↓(1), and any other pair of factors is equal to cf ↑ and c−1f ↓ for some c > 0.
Proof. Suppose that f ∈ R and f is not identically 0. With the notation of (5.4) in
Theorem 5.1(c), define
f ↑(ξ) =
√
c exp
(
1
pi
∫ ∞
0
(
ξ
ξ + s
− 1
1 + s
)
ϕ(s)ds
)
f ↓(ξ) =
√
c exp
(
1
pi
∫ ∞
0
(
ξ
ξ + s
− 1
1 + s
)
ϕ(−s)ds
)
.
(8.1)
By Theorem 4.1(c), f ↑, f ↓ ∈ CBF , and f ↑(1) = f ↓(1) = √c. Theorem 5.1(c) gives
f ↑(−iξ)f ↓(iξ) = c exp
(
1
pi
∫ ∞
−∞
(
ξ
ξ + is
− 1
1 + |s|
)
ϕ(s)ds
)
= f(ξ),
as desired. To prove the converse, one reverses the above argument. Uniqueness follows
by uniqueness of the representations in Theorem 4.1(c) and Theorem 5.1(c). 
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Remark 8.2. For symmetric Rogers functions f , the Wiener–Hopf factors f ↑ and f ↓
are equal, and therefore their normalisation is quite natural. In the general case, the
condition f ↑(1) = f ↓(1) is somewhat artificial, and in many cases it may not be the most
convenient one; see, for example, the extended Wiener–Hopf factorisation in Section 10.
Nevertheless, from now on, the symbols f ↑, f ↓ always correspond to the normalised
Wiener–Hopf factors.
Note, however, that the expressions f ↑(ξ1)/f ↑(ξ2), f ↓(ξ1)/f ↓(ξ2) and f ↑(ξ1)f ↓(ξ2) do
not depend on the choice of the normalisation.
Remark 8.3. By the formula f ↑(ξ) = f(iξ)/f ↓(−ξ), f ↑ extends to a holomorphic func-
tion in (C \ (−∞, 0]) ∪ (−iDf ), where Df is the domain of f (see Definition 7.4). In a
similar manner, f ↓ extends to a holomorphic function in (C \ (−∞, 0]) ∪ (iDf ). These
extensions are again given by (8.1).
Example 8.4. (a) The Wiener–Hopf factors for f(ξ) = 1
2
ξ2 − ibξ are given by
f ↑(ξ) =
√
1 + 2b
2
ξ, f ↓(ξ) =
ξ + b√
2(1 + 2b)
for b ≥ 0, and by
f ↑(ξ) =
ξ − b√
2(1− 2b) , f
↓(ξ) =
√
1− 2b
2
ξ
for b ≤ 0.
(b) When f(ξ) = aξα (α ∈ (0, 2], a satisfying (2.1)), the Wiener–Hopf factors are
power functions, f ↑(ξ) = |a|1/2ξβ↑ , f ↓(ξ) = |a|1/2ξβ↓ , where
β↑ = α2 − 1pi Arg a, β↓ = α2 + 1pi Arg a.
Hence, β↑ = %α and β↓ = (1− %)α; see (2.9) and Section 2.
8.2. Basic properties of Wiener–Hopf factors. Wiener–Hopf factorisation is consis-
tent with multiplicative operations on Rogers functions.
Proposition 8.5. If f is a nonzero Rogers function, then the Wiener–Hopf factors of
ξ2
f(ξ)
,
1
f(1/ξ)
, ξ2f(1/ξ)
are, respectively,
ξ
f ↑(ξ)
and
ξ
f ↓(ξ)
,
1
f ↓(1/ξ)
and
1
f ↑(1/ξ)
, ξf ↓(1/ξ) and ξf ↑(1/ξ).
Proof. To prove the third statement, observe that (−iξ)f ↓(1/(−iξ))(iξ)(f ↑(1/(iξ)) =
ξ2(f ↓(i/ξ)f ↑(−i/ξ)) = ξ2f(1/ξ). The other ones are proved in a similar manner. 
Estimates of Wiener–Hopf factors play an important role.
Proposition 8.6. If f is a nonzero Rogers function and ξ > 0, then√
|f(1)|
2
ξ
1 + ξ
≤ f ↑(ξ) ≤
√
2|f(1)| (1 + ξ),√
|f(1)|
2
ξ
1 + ξ
≤ f ↓(ξ) ≤
√
2|f(1)| (1 + ξ).
(8.2)
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Proof. Recall that |f ↑(−i)||f ↓(i)| = |f(1)| and f ↑(1) = f ↓(1). From the Stieltjes repre-
sentation (Theorem 4.1(b)) and the inequality
1√
2
∣∣∣∣ −i−i+ s
∣∣∣∣ ≤ 11 + s ≤ Re
(
(1 + i)
−i
−i+ s
)
,
it follows that
|f ↑(−i)|√
2
≤ f ↑(1) ≤ Re((1 + i)f ↑(−i)) ≤
√
2|f ↑(−i)|.
This and a similar estimate for f ↓ yield
(f ↑(1))2 = f ↑(1)f ↓(1) ≤ 2|f ↑(−i)||f ↓(i)| = 2|f(1)|2,
and a similar lower bound with constant 1
2
. Since f ↑ is a complete Bernstein function,
one has (by concavity and positivity)
min(1, ξ) ≤ f
↑(ξ)
f ↑(1)
≤ max(1, ξ)
for ξ ∈ (0,∞). This completes the proof of the estimate for f ↑. Estimate for f ↓ is proved
in a similar way. 
8.3. Balanced Rogers functions. Main results of this paper require regularity condi-
tion stated in the following definition.
Definition 8.7. The system of curves γ is said to be balanced if:
(a) γ∩C→ is a single curve, γ∩iR is either empty or equal to {0}, and γ is symmetric
with respect to the imaginary axis;
(b) for all r > 0, the intersection of γ with {z ∈ C : |z| = r} is equal to {ζ(r),−ζ(r)}
for some ζ(r) ∈ C→;
(c) the orientation of γ is chosen so that ζ(r) (r ∈ (0,∞)) is a parametrisation of
γ ∩C→, and −ζ(−r) (r ∈ (−∞, 0)) is a parametrisation of γ ∩C←;
(d) sup {|Arg ζ(r))| : r ∈ (0,∞)} < pi
2
;
(e) |ζ ′(r)|(1 + r2)−1 log(r + 1/r) is integrable over r ∈ (0,∞).
The function ζ(r) is said to be the canonical parametrisation of γ∩C→. A point ξ ∈ C\γ
is said to lie above γ, denoted ξ ∈ γ↑, if
Arg↑ ξ ∈ (Arg ζ(|ξ|), pi − Arg ζ(|ξ|)),
where Arg↑ is the continuous version of the argument function on C \ (−i∞, 0]. In a
similar manner, ξ ∈ C \ γ lies below γ, denoted ξ ∈ γ↓, if
Arg↓ ξ ∈ (−pi − Arg ζ(|ξ|),Arg ζ(|ξ|)),
where Arg↓ is the continuous version of the argument function on C \ [0, i∞). A Rogers
function f is said to be balanced if it is nonconstant, and γf is balanced.
Note that the definition of ζ(r) for γf coincides with ζf (r) defined in Theorem 7.6.
It turns out that f ∈ R is a balanced Rogers function if and only if the line of real
values γf is contained in the sector {ξ ∈ C→ : |Arg ξ| < pi2 − ε} for some ε > 0.
Lemma 8.8. If f is a nonconstant Rogers function and γf satisfies condition (d) in
Definition 8.7, then it automatically satisfies condition (e), and therefore f is a balanced
Rogers function. In fact, in this case |ζ ′f (r)| is bounded by a constant, which depends only
on the supremum in condition (d) in Definition 8.7.
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Proof. Let ζf (r) = re
iϑ(r). Then ζ ′f (r) = (1 + irϑ
′(r))eiϑ(r), so that it suffices to prove
that rϑ′(r) is bounded in r ∈ (0,∞).
Define g(ξ) = (Arg f(ξ))/(Re ξ), as in the proof of Theorem 7.6. Since g(ζf (r)) = 0,
the gradient of g at ζf (r) is orthogonal to ζ
′
f (r). Therefore,
rϑ′(r) = −r
∂
∂r
g(reiϑ(r))
∂
∂ϑ
g(reiϑ(r))
= −(x
∂
∂x
+ y ∂
∂y
)g(reiϑ(r))
(x ∂
∂y
− y ∂
∂x
)g(reiϑ(r))
.
By (7.9),
(x ∂
∂y
− y ∂
∂x
)g(x+ iy) =
2
pi
∫ ∞
−∞
x|s|
(x2 + (s+ y)2)2
ϕ(s)ds
for x > 0 and y ∈ R; here ϕ is as in Theorem 5.1(c). A similar calculation shows that
(x ∂
∂x
+ y ∂
∂y
)g(x+ iy) =
1
pi
∫ ∞
−∞
−2x2 − 2y(s+ y)
(x2 + (s+ y)2)2
(−ϕ(s) sign s)ds
= −2g(x+ iy)− 2
pi
∫ ∞
−∞
(s+ y)|s|
(x2 + (s+ y)2)2
ϕ(s)ds.
(8.3)
Since g(reiϑ(r)) = 0, it suffices to prove that for some c > 0 and all r > 0,∣∣∣∣∫ ∞−∞ (s+ y)|s|(x2 + (s+ y)2)2 ϕ(s)ds
∣∣∣∣ ≤ c∫ ∞−∞ x|s|(x2 + (s+ y)2)2 ϕ(s)ds,
where x+ iy = reiϑ(r) = ζf (r). Equivalently,∫ ∞
−∞
cr cosϑ(r)± (s+ r sinϑ(r))
(r2 + s2 + 2rs sinϑ(r))2
|s|ϕ(s)ds ≥ 0
for both choices of sign. After substituting s = ru, one needs to prove that∫ ∞
−∞
c cosϑ(r)± (u+ sinϑ(r))
(1 + u2 + 2u sinϑ(r))2
|u|ϕ(ru)du ≥ 0 (8.4)
for both choices of sign and all r > 0.
Let δ = sup {|Arg ζ(r))| : r ∈ (0,∞)}. By the assumption, δ < pi
2
, and by Theorem 7.6,
g(rteiδ) ≥ 0 and g(rt−1e−iδ) ≤ 0 for all t > 0. By (7.8),
0 ≤ t2g(rt−1e−iδ)− t−2g(rt−1e−iδ)
=
∫ ∞
−∞
(
t2(−ϕ(s) sign s)
(rt cos δ)2 + (s+ rt sin δ)2
− t
−2(−ϕ(s) sign s)
(rt−1 cos δ)2 + (s− rt−1 sin δ)2
)
ds
=
∫ ∞
−∞
(t+ t−1)(2r sin δ − (t− t−1)s)
(r2t2 + s2 + 2rts sin δ)(r2t−2 + s2 − 2rt−1s sin δ) |s|ϕ(s)ds.
Substitution s = ru gives∫ ∞
−∞
2 sin δ − (t− t−1)u
(t2 + u2 + 2tu sin δ)(t−2 + u2 − 2t−1u sin δ) |u|ϕ(ru)du ≥ 0. (8.5)
Define
c1(δ, u) = inf
{
(1 + u2 + 2u sinϑ)2
(t2 + u2 + 2tu sin δ)(t−2 + u2 − 2t−1u sin δ) : ϑ ∈ [−δ, δ], t =
√
2± 1
}
,
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c2(δ, u) = sup
{
(1 + u2 + 2u sinϑ)2
(t2 + u2 + 2tu sin δ)(t−2 + u2 − 2t−1u sin δ) : ϑ ∈ [−δ, δ], t =
√
2± 1
}
for u ∈ R. By a simple calculation, c1(δ, u) and c2(δ, u) converge to 1 as u ↗ ∞ or
u↘ −∞, and furthermore u(c1(δ, u)− 1) and u(c2(δ, u)− 1) are bounded in u ∈ R.
By taking t =
√
2− 1 in (8.5),∫ ∞
−∞
(c1(δ, u)1(−∞,− sin δ)(u) + c2(δ, u)1(− sin δ,∞)(u))(sin δ + u)
(1 + u2 + 2u sinϑ)2
|u|ϕ(ru)du ≥ 0
for all ϑ ∈ [−δ, δ]. Therefore, if
c3(δ) = sup
{
(c1(δ, u)1(−∞,− sin δ)(u) + c2(δ, u)1(− sin δ,∞)(u))(sin δ + u)− u
} ∈ [0,∞),
then it follows that ∫ ∞
−∞
c3(δ) + u
(1 + u2 + 2u sinϑ)2
|u|ϕ(ru)du ≥ 0
for all ϑ ∈ [−δ, δ] and r > 0. In a similar manner, by considering t = √2 + 1,∫ ∞
−∞
c3(δ)− u
(1 + u2 + 2u sinϑ)2
|u|ϕ(ru)du ≥ 0.
Formula (8.4) follows, with c = (c3(δ) + sin δ)/ cos δ (recall that ϑ(r) ∈ [−δ, δ]). 
Example 8.9. (a) The Rogers function f(ξ) = 1
2
ξ2 − ibξ (the Le´vy–Khintchine ex-
ponent of the Brownian motion with drift; b ∈ R) is a balanced Rogers function
if and only if b = 0.
(b) The Rogers function f(ξ) = aξα (the Le´vy–Khintchine exponent of a strictly
stable Le´vy process; α ∈ (0, 2], a satisfies (2.1)) is balanced if and only if |Arg a| <
αpi
2
(see (2.1)).
(c) The Rogers function f(ξ) = ξ/(ξ − ai) − ibξ (the Le´vy–Khintchine exponent of
the classical risk process; a, b > 0) is not a balanced Rogers function.
Proposition 8.10. If f is a balanced Rogers function, then
λf (0
+) = f(0+) = c0, (8.6)
where c0 is the constant in the Stieltjes representation of f (Theorem 5.1(b)). If f is in
addition bounded, then
λf (∞−) = f(∞−); (8.7)
otherwise, limr↗∞ λf (r) =∞.
Proof. Since f(ξ) − c0 is a Rogers function of ξ, by Proposition 6.6 (with r = |ξ|) and
Definition 8.7, there is c such that |λf (r) − c0| = |f(ζf (r)) − c0| ≤ c|f(r) − c0| for all
r > 0. This and (5.5) in Theorem 5.1 proves (8.6).
If f bounded, then it is given by (6.1) in Proposition 6.2. By condition (d) in Defi-
nition 8.7, there is c such that |ξ/(ξ + is)| ≤ |ξ|/Re ξ ≤ c for ξ ∈ γf ∩ C→ and s ∈ R.
Hence, dominated convergence can be applied to (6.1), and
lim
r↗∞
λf (r) = c0 +
1
pi
∫
R\{0}
µ(ds)
|s| = limξ↗∞ f(ξ),
as desired. If f is unbounded, then, by Proposition 6.6 (with r = |ξ|) and condition (d)
in Definition 8.7, there is c > 0 such that |λf (r)| = |f(ζf (r))| ≥ c|f(r)|, and so, by
Proposition 6.2, limr↗∞ λf (r) =∞. 
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8.4. Further formulae for the Wiener–Hopf factors. Various useful expressions for
the Wiener–Hopf factors can be obtained by appropriate contour deformations, and by
integration by parts.
Lemma 8.11. If f is a nonconstant Rogers function and γ is a balanced curve, then
f ↑(ξ1)
f ↑(ξ2)
= exp
(
− 1
2pii
∫
γ
(
1
iξ1 − z −
1
iξ2 − z
)
log f(z)dz
)
(8.8)
for all ξ1, ξ2 such that iξ1, iξ2 ∈ γ↑, and
f ↓(ξ1)
f ↓(ξ2)
= exp
(
− 1
2pii
∫
γ
(
1
iξ1 + z
− 1
iξ2 + z
)
log f(z)dz
)
(8.9)
for all ξ1, ξ2 such that −iξ1,−iξ2 ∈ γ↓. Furthermore,
f ↑(ξ1)f ↓(ξ2) = exp
(
− 1
2pii
∫
γ
(
1
iξ1 − z +
1
iξ2 + z
)
log f(z)dz
)
(8.10)
for all ξ1, ξ2 such that iξ1 ∈ γ↑ and −iξ2 ∈ γ↓.
Note that if ξ1, ξ2 ∈ (0,∞), then the above expressions can be rewritten as
f ↑(ξ1)
f ↑(ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
((
ζ ′(r)
iξ1 − ζ(r) −
ζ ′(r)
iξ2 − ζ(r)
)
log λ(r)
)
dr
)
,
f ↓(ξ1)
f ↓(ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
((
ζ ′(r)
iξ1 + ζ(r)
− ζ
′(r)
iξ2 + ζ(r)
)
log λ(r)
)
dr
)
,
f ↑(ξ1)f ↓(ξ2) = exp
(
− 1
pi
∫ ∞
0
Im
((
ζ ′(r)
iξ1 − ζ(r) +
ζ ′(r)
iξ2 + ζ(r)
)
log λ(r)
)
dr
)
,
(8.11)
where ζ(r) is the canonical parametrisation of γ ∩C→ and λ(r) = f(ζ(r)).
Proof. By Proposition 6.6 (with r = 1) and conditions (d) and (e) in Definition 8.7,
the integrals in (8.8), (8.9) and (8.10) are well-defined. Denote the right-hand side of
formula (8.8) by h(ξ1, ξ2). By an appropriate contour deformation (we omit the details),
h(ξ1, ξ2) = exp
(
− 1
2pii
∫
(−ie−iε∞,0)∪(0,−ieiε∞)
(
1
iξ1 − z −
1
iξ2 − z
)
log f(z)dz
)
for all sufficiently small ε > 0. By a natural parametrisation,
h(ξ1, ξ2) = exp
(
1
2pii
∫ ∞
0
((
eiε
ξ1 + eiεr
− e
iε
ξ2 + eiεr
)
log f(−ieiεr)
−
(
e−iε
ξ1 + e−iεr
− e
−iε
ξ2 + e−iεr
)
log f(−ie−iεr)
)
dr
)
.
Recall that f(−ie−iεr) is the complex conjugate of f(−ieiεr), so that
h(ξ1, ξ2) = exp
(
1
pi
∫ ∞
0
(
Re
(
eiε
ξ1 + eiεr
− e
iε
ξ2 + eiεr
)
Arg f(−ieiεr)
+ Im
(
eiε
ξ1 + eiεr
− e
iε
ξ2 + eiεr
)
log |f(−ieiεr|)
)
dr
)
.
By Theorem 3.4 (see also (5.8) in Theorem 5.1), Arg f(−ieiεr) converges as ε ↘ 0 to
−ϕ(r) for almost all r > 0, where ϕ is the function in the exponential representation of
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f (Theorem 5.1(c)). By Proposition 6.6 (with r = 1), dominated convergence applies as
ε↘ 0 (we omit the details), and it follows that
h(ξ1, ξ2) = exp
(
1
pi
∫ ∞
0
(
1
ξ1 + r
− 1
ξ2 + r
)
ϕ(r)dr
)
.
Formula (8.8) follows by the first part of (8.1). Formula (8.9) is proved in a similar way.
The proof of (8.10) follows the same line, but the residue theorem is used in contour
deformation. Suppose first that ξ2 is not real. By an argument as in the first part of the
proof (we omit the details), the right-hand side of (8.10) is equal to
exp
(
log f(−iξ2)− 1
2pii
∫
(−ie−iε∞,0)∪(0,−ieiε∞)
(
1
iξ1 − z +
1
iξ2 + z
)
log f(z)dz
)
= exp
(
log f(−iξ2) + 1
2pii
∫ ∞
0
((
e−iε
ξ1 + e−iεr
+
e−iε
ξ2 − e−iεr
)
log f(−ie−iεr)
−
(
eiε
ξ1 + eiεr
+
eiε
ξ2 − eiεr
)
log f(−ieiεr)
)
dr
)
for all ε > 0 small enough. When ε↘ 0, the right-hand side converges to
exp
(
log f(−iξ2) + 1
pi
∫ ∞
0
(
1
ξ1 + r
+
1
ξ2 − r
)
ϕ(r)dr
)
.
By (8.1) and Theorem 8.1, the above expression is equal to
f(−iξ2)f ↑(ξ1)
f ↑(−ξ2) = f
↑(ξ1)f ↑(ξ2),
as desired. Formula (8.10) for ξ2 ∈ (0,∞) follows by continuity. 
Corollary 8.12. Let f be a nonzero Rogers function. Then for all ξ1, ξ2 ∈ C→,
f ↑(ξ1)
f ↑(ξ2)
= exp
(
1
2pi
∫ ∞
−∞
(
1
ξ1 + ir
− 1
ξ2 + ir
)
log f(r)dr
)
,
f ↓(ξ1)
f ↓(ξ2)
= exp
(
1
2pi
∫ ∞
−∞
(
1
ξ1 − ir −
1
ξ2 − ir
)
log f(r)dr
)
,
f ↑(ξ1)f ↓(ξ2) = exp
(
1
2pi
∫ ∞
−∞
(
1
ξ1 + ir
+
1
ξ2 − ir
)
log f(r)dr
)
.
(8.12)
Proof. If f is nonconstant, then the result follows directly from Lemma 8.11. Otherwise,
when f(ξ) = c for all ξ ∈ (0,∞), one easily checks that both sides of first two lines
of (8.12) are equal to 1, while both sides of the third line of (8.12) are equal to c. 
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Lemma 8.13. If f is a nonconstant Rogers function, γ is a balanced curve, ζ(r) is the
canonical parametrisation of γ ∩C→, λ(r) = f(ζ(r)) and ξ1, ξ2, s > 0, then
log
f ↑(ξ1)
f ↑(ξ2)
=
1
pi
∫ ∞
0
Arg
(
ζ(r)− iξ2
ζ(r)− iξ1
)
Re
λ′(r)
λ(r)
dr − 1
pi
log
ξ1
ξ2
Arg λ(s)
+
1
pi
∫ ∞
0
(
log
∣∣∣∣ζ(r)− iξ2ζ(r)− iξ1
∣∣∣∣+ 1(0,s)(r) log ξ1ξ2
)
Im
λ′(r)
λ(r)
dr,
log
f ↓(ξ1)
f ↓(ξ2)
=
1
pi
∫ ∞
0
Arg
(
ζ(r) + iξ1
ζ(r) + iξ2
)
Re
λ′(r)
λ(r)
dr − 1
pi
log
ξ2
ξ1
Arg λ(s)
+
1
pi
∫ ∞
0
(
log
∣∣∣∣ζ(r) + iξ1ζ(r) + iξ2
∣∣∣∣+ 1(0,s)(r) log ξ2ξ1
)
Im
λ′(r)
λ(r)
dr,
(8.13)
and
log(f ↑(ξ1)f ↓(ξ2)) =
1
pi
∫ ∞
0
(
Arg
(
ζ(r) + iξ2
ζ(r)− iξ1
)
− pi1(0,s)(r)
)
Re
λ′(r)
λ(r)
dr
+
1
pi
∫ ∞
0
(
log
∣∣∣∣ζ(r) + iξ2ζ(r)− iξ1
∣∣∣∣+ 1(0,s)(r) log ξ1ξ2
)
Im
λ′(r)
λ(r)
dr
+ log |λ(s)| − 1
pi
log
ξ1
ξ2
Arg λ(s).
(8.14)
Proof. By Lemma 8.11, f ↑(ξ1)/f ↑(ξ2) is given by (8.11). Integration by parts gives∫ (
ζ ′(r)
iξ1 − ζ(r) −
ζ ′(r)
iξ2 − ζ(r)
)
log λ(r)dr
= log
(
c
ζ(r)− iξ2
ζ(r)− iξ1
)
log λ(r)−
∫
log
(
c
ζ(r)− iξ2
ζ(r)− iξ1
)
λ′(r)
λ(r)
dr
(8.15)
for arbitrary c > 0. By Proposition 6.6 (with r = 1) and condition (d) in Definition 8.7,
the function
log
(
c
ζ(r)− iξ2
ζ(r)− iξ1
)
log λ(r)
tends to 0 as r ↗ ∞ if c = 1, and tends to 0 as r ↘ 0 if c = ξ1/ξ2. It follows that for
any s > 0,
log
f ↑(ξ1)
f ↑(ξ2)
=
1
pi
∫ s
0
Im
(
log
(
ξ1
ξ2
ζ(r)− iξ2
ζ(r)− iξ1
)
λ′(r)
λ(r)
)
dr
+
1
pi
∫ ∞
s
Im
(
log
(
ζ(r)− iξ2
ζ(r)− iξ1
)
λ′(r)
λ(r)
)
dr − 1
pi
log
ξ1
ξ2
Arg λ(s),
where the integrals are improper integrals at 0 and at∞. We claim that these integrals are
absolutely convergent. Indeed, by condition (d) in Definition 8.7 and a simple calculation
(we omit the details), for some c1 (depending on γ, ξ1, ξ2 and s),∣∣∣∣log(ζ(r)− iξ2ζ(r)− iξ1
)∣∣∣∣ ≤ c1r
for r ∈ (s,∞), and ∣∣∣∣log(ξ1ξ2 ζ(r)− iξ2ζ(r)− iξ1
)∣∣∣∣ ≤ c1r
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for r ∈ (0, s). By Proposition 6.8 and condition (d) in Definition 8.7, for some c2 (de-
pending on γ and f),∣∣∣∣λ′(r)λ(r)
∣∣∣∣ = ∣∣∣∣f ′(ζ(r))ζ ′(r)f(ζ(r))
∣∣∣∣ ≤ c2 ∣∣∣∣ζ ′(r)ζ(r)
∣∣∣∣ = c2|ζ ′(r)|r . (8.16)
The claim follows by condition (e) in Definition 8.7, and the first part of (8.13) is proved.
The other part of (8.13) is proved in a similar way. The proof of (8.14) is slightly
different, in this case one uses c = −ξ1/ξ2 for the integral over (0, s). Note that
log
(
−ξ1
ξ2
ζ(r) + iξ2
ζ(r)− iξ1
)
= log
ζ(r) + iξ2
ζ(r)− iξ1 + log
ξ1
ξ2
− ipi.
This leads to
log(f ↑(ξ1)f ↓(ξ2)) =
1
pi
∫ s
0
Im
(
log
(
−ξ1
ξ2
ζ(r) + iξ2
ζ(r)− iξ1
)
λ′(r)
λ(r)
)
dr
+
1
pi
∫ ∞
s
Im
(
log
(
ζ(r) + iξ2
ζ(r)− iξ1
)
λ′(r)
λ(r)
)
dr − 1
pi
log
ξ1
ξ2
Arg λ(s) + log |λ(s)|,
as desired. 
Corollary 8.14. If f is a balanced Rogers function, ζf is the canonical parametrisation
of γf ∩C→, λf (r) = f(ζf (r)) and ξ1, ξ2 > 0, then
f ↑(ξ1)
f ↑(ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 − ζf (r) −
ζ ′f (r)
iξ2 − ζf (r)
)
log λf (r)dr
)
= exp
(
1
pi
∫ ∞
0
Arg
(
ζf (r)− iξ2
ζf (r)− iξ1
)
λ′f (r)
λf (r)
dr
)
,
(8.17)
and
f ↓(ξ1)
f ↓(ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 + ζf (r)
− ζ
′
f (r)
iξ2 + ζf (r)
)
log λf (r)dr
)
= exp
(
1
pi
∫ ∞
0
Arg
(
ζf (r) + iξ1
ζf (r) + iξ2
)
λ′f (r)
λf (r)
dr
)
.
(8.18)
Furthermore,
f ↑(ξ1)f ↓(ξ2) = exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 − ζf (r) +
ζ ′f (r)
iξ2 + ζf (r)
)
log λf (r)dr
)
= λf (s) exp
(
1
pi
∫ ∞
0
(
Arg
(
ζf (r) + iξ2
ζf (r)− iξ1
)
− pi1(0,s)(r)
)
λ′f (r)
λf (r)
dr
) (8.19)
for all s > 0, and if f(0+) > 0, then
f ↑(ξ1)f ↓(ξ2) = f(0+) exp
(
1
pi
∫ ∞
0
Arg
(
ζf (r) + iξ2
ζf (r)− iξ1
)
λ′f (r)
λf (r)
dr
)
(8.20)
for all ξ1, ξ2 > 0.
Proof. First three statements follow directly from Lemmas 8.11 and 8.13. Suppose that
f(0+) is positive. In this case, by Theorem 5.1(b) (see (5.5)), f(ξ) − f(0+) is a Rogers
function, and by Proposition 6.6 and condition (d) in Definition 8.7, λf (s) − f(0+) =
f(ζf (s)) − f(0+) converges to 0 as s ↘ 0. Furthermore, λ′f (r)/λf (r) is integrable
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over (0, 1), so by dominated convergence, the integral in (8.19) converges to the inte-
gral in (8.20) as s↘ 0. This proves (8.20). 
Remark 8.15. By a substitution s = λf (r), the expressions given in Corollary 8.14 can
be rewritten as
f ↑(ξ1)
f ↑(ξ2)
= exp
(
1
pi
∫ f(∞−)
f(0+)
Arg
(
f−1(s)− iξ2
f−1(s)− iξ1
)
1
s
ds
)
,
f ↓(ξ1)
f ↓(ξ2)
= exp
(
1
pi
∫ f(∞−)
f(0+)
Arg
(
f−1(s) + iξ1
f−1(s) + iξ2
)
1
s
ds
)
,
f ↑(ξ1)f ↓(ξ2) = f(0+) exp
(
1
pi
∫ f(∞−)
f(0+)
Arg
(
f−1(s) + iξ2
f−1(s)− iξ1
)
1
s
ds
)
,
(8.21)
where f(0+) = λf (0
+) and, slightly abusing the notation, f(∞−) = λf (∞−).
Remark 8.16. Lemma 8.11 apparently can be extended to more general curves γ, e.g. if
the integral is understood as an improper Lebesgue integral. In a similar way, expressions
given in Lemma 8.13 and Corollary 8.14 seemingly can be extended to more general Rogers
functions. However, mostly due to technical problems with handling improper integrals
(e.g. when using Morera’s theorem), this article deals only with balanced curves.
8.5. Ratios of Rogers functions. The following result is crucial for the normalisation
of extended Wiener–Hopf factors in Section 10.
Lemma 8.17. Let f, f˜ be nonzero Rogers functions. If limξ↘0(f(ξ)/f˜(ξ)) exists and it
is a positive number, and ξ−1 Arg(f(ξ)/f˜(ξ)) is integrable in ξ ∈ (0, 1), then the limits
of f ↑(ξ)/f˜ ↑(ξ) and f ↓(ξ)/f˜ ↓(ξ) as ξ ↘ 0 exist and they are positive numbers. More
precisely,
lim
ξ↘0
f ↑(ξ)
f˜ ↑(ξ)
=
f ↑(1)
f˜ ↑(1)
exp
(
1
pi
∫ ∞
0
1
1 + r2
log
∣∣∣∣f(r)f˜(r)
∣∣∣∣ dr)×
×
(
lim
ξ↘0
f(ξ)
f˜(ξ)
)1/2
exp
(
1
pi
∫ ∞
0
1
r(1 + r2)
Arg
(
f(r)
f˜(r)
)
dr
)
,
lim
ξ↘0
f ↓(ξ)
f˜ ↓(ξ)
=
f ↓(1)
f˜ ↓(1)
exp
(
1
pi
∫ ∞
0
1
1 + r2
log
∣∣∣∣f(r)f˜(r)
∣∣∣∣ dr)×
×
(
lim
ξ↘0
f(ξ)
f˜(ξ)
)1/2
exp
(
− 1
pi
∫ ∞
0
1
r(1 + r2)
Arg
(
f(r)
f˜(r)
)
dr
)
.
Similarly, if limξ→∞(f(ξ)/f˜(ξ)) exists and ξ−1 Arg(f(ξ)/f˜(ξ)) is integrable in ξ ∈ (1,∞),
then
lim
ξ↗∞
f ↑(ξ)
f˜ ↑(ξ)
=
f ↑(1)
f˜ ↑(1)
exp
(
1
pi
∫ ∞
0
1
1 + r2
log
∣∣∣∣f(r)f˜(r)
∣∣∣∣ dr)×
×
(
lim
ξ↗∞
f(ξ)
f˜(ξ)
)1/2
exp
(
1
pi
∫ ∞
0
r
1 + r2
Arg
(
f(r)
f˜(r)
)
dr
)
,
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lim
ξ↗∞
f ↓(ξ)
f˜ ↓(ξ)
=
f ↓(1)
f˜ ↓(1)
exp
(
1
pi
∫ ∞
0
1
1 + r2
log
∣∣∣∣f(r)f˜(r)
∣∣∣∣ dr)×
×
(
lim
ξ↗∞
f(ξ)
f˜(ξ)
)1/2
exp
(
− 1
pi
∫ ∞
0
r
1 + r2
Arg
(
f(r)
f˜(r)
)
dr
)
.
Proof. Let a = limξ↘0(f(ξ)/f˜(ξ)). By Lemma 8.11 (or Corollary 8.12), for ξ > 0,
f˜ ↑(1)f ↑(ξ)
f ↑(1)f˜ ↑(ξ)
= exp
(
− 1
pi
∫ ∞
−∞
Im
((
1
iξ − r −
1
i− r
)
log
f(r)
f˜(r)
)
dr
)
.
Observe that
−
(
1
iξ − r −
1
i− r
)
= i
(
ξ
ξ2 + r2
− 1
1 + r2
)
+
r(1− ξ2)
(ξ2 + r2)(1 + r2)
.
By the assumption and Proposition 6.6 (with r = 1), there is c such that∣∣∣∣log f(r)f˜(r)
∣∣∣∣ ≤ c(1 + log(1 + r2))
for r ∈ R \ {0}. By dominated convergence in the integrals over (−∞,−1] and [1,∞),
and vague convergence of ξ(ξ2 + r2)−1dr to piδ0(dr) in the integral over (−1, 1), it follows
that
lim
ξ↘0
∫ ∞
−∞
ξ
ξ2 + r2
log
f(r)
f˜(r)
dr = pia.
Furthermore, by the assumption and dominated convergence,
lim
ξ↘0
∫ ∞
−∞
r(1− ξ2)
(1 + r2)(ξ2 + r2)
log
f(r)
f˜(r)
dr = 2 lim
ξ↘0
∫ ∞
0
r(1− ξ2)
(1 + r2)(ξ2 + r2)
Arg
(
f(r)
f˜(r)
)
dr
= 2
∫ ∞
0
1
r(1 + r2)
Arg
(
f(r)
f˜(r)
)
dr.
This proves that f ↑(ξ)/f˜ ↑(ξ) has the desired limit as ξ ↘ 0. A similar argument proves
that f ↓(ξ)/f˜ ↓(ξ) converges. The statement about the limits at infinity is proved in a
similar way. (Alternatively, one can reuse the result for limits at 0 by considering Rogers
functions 1/f(1/ξ) and 1/f˜(1/ξ).) 
8.6. Nearly balanced Rogers functions. In the next section, most results are proved
for balanced Rogers functions. The following two lemmas are used to extend some of
them to slightly more general context.
Lemma 8.18. If f is a nonconstant Rogers function, 0 ≤ r0 < r∞ ≤ ∞, |γf | ⊆ (r0, r∞),
ζ0 = ζf (r0) and ζ∞ = ζf (r∞) (where ζf is the canonical representation of γf , ζf (0) = 0
and ζf (∞) is complex infinity), then
g(ξ) = f(ξ + ζ0)
defines a Rogers function g such that |γf | ⊆ (0, |ζ∞−ζ0|). Furthermore, the Wiener–Hopf
factors of f and g are related to each other by
g↑(ξ1)
g↑(ξ2)
=
f ↑(−i(iξ1 + ζ0))
f ↑(−i(iξ2 + ζ0)) ,
g↓(ξ1)
g↓(ξ2)
=
f ↓(i(−iξ1 + ζ0))
f ↓(i(−iξ2 + ζ0)) ,
g↑(ξ1)g↓(ξ2) = f ↑(−i(iξ1 + ζ0))f ↓(i(−iξ2 + ζ0))
(8.22)
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for all ξ1, ξ2 for which both sides of these equalities are defined.
Proof. Note that by Theorem 7.6, ζf ((0, r0)) and ζf ((r∞,∞)) are contained in Df , and
λf (r) = f(ζf (r)) is nonnegative and increasing on (0,∞) \ {r0, r∞}.
If r0 = 0, then ζ0 = 0 and g = f . If r0 > 0, then either ζ0 = ir0 or ζ0 = −ir0. Consider
first the case ζ0 = ir0. The function Arg(g(ξ)/ξ) = Arg f(ξ + ζ0) − Arg ξ is a bounded
harmonic function in C→, and with the notation of (5.4) in Theorem 5.1(c), its boundary
values are given by
lim
t↘0
Arg g(t+ is)
t+ is
= lim
t↘0
Arg f(t+ is+ ir0)− pi2 sign s
= sign(s+ r0)ϕ(−s− r0)− pi2 sign s
(8.23)
for almost all s ∈ R.
Recall that ϕ takes values in [0, pi], and that ϕ vanishes almost everywhere on (−r0, 0)
(because (0, ir0) ⊆ Df ). Therefore, the right-hand side of (8.23) is in [−pi2 , pi2 ] when s > 0
or s < −r0, and it is equal to pi2 for almost all s ∈ (−r0, 0). By the maximum principle,
Arg(g(ξ)/ξ) ∈ [−pi
2
, pi
2
] for all ξ ∈ C→. By Theorem 5.1(d), g is a Rogers function. Clearly,
γg is the translation of γf , hence |γg| ⊆ (0, |ζ∞ − ζ0|).
Observe that f ↑(ξ − iζ0) = f ↑(ξ + r0) is a complete Bernstein function of ξ. By
Theorem 8.1 (see (8.1) and Remark 8.3), f ↓(ξ + iζ0) = f ↓(ξ − r0) is holomorphic in
ξ ∈ C \ (−∞, 0] and f ↓(ξ − r0) ≥ 0 for ξ ∈ (0,∞). Furthermore, Im f ↓(ξ − r0) ≥ 0 when
ξ ∈ C↑. Hence, f ↓(ξ − r0) is a complete Bernstein function of ξ.
Since f ↑(−i(ξ+ iζ0))f ↓(i(ξ+ iζ0)) = f(ξ+ iζ0) = g(ξ) for all ξ ∈ C \ iR, the functions
f ↑(ξ − iζ0) and f ↓(ξ + iζ0) are Wiener–Hopf factors of g, and therefore the are equal to
cg↑(ξ) and c−1g↓(ξ), respectively, for some c > 0. This proves (8.22) for ξ1, ξ2 ∈ C \ iR.
Extension to ξ1, ξ2 ∈ iR for which both sides make sense follows by continuity.
The proof in the case ζ0 = −ir0 is very similar. 
Lemma 8.19. With the assumptions and notation of Lemma 8.18,
g(ξ) = f(u(ξ)), where u(ξ) = ζ0 +
(ζ∞ − ζ0)ξ
ξ + (ζ∞ − ζ0)
(with the convention that (ζ∞− ζ0)ξ/(ξ− ζ∞+ ζ∞) = ξ if ζ∞ is complex infinity), defines
a Rogers function g. Furthermore, the Wiener–Hopf factors of f and g are related to
each other by
g↑(ξ1)
g↑(ξ2)
=
f ↑(−iu(iξ1))
f ↑(−iu(iξ2)) ,
g↓(ξ1)
g↓(ξ2)
=
f ↓(iu(−iξ1))
f ↓(iu(−iξ2)) ,
g↑(ξ1)g↓(ξ2) = f ↑(−iu(iξ1))f ↓(iu(−iξ2))
(8.24)
for all ξ1, ξ2 for which both sides of these equalities are defined.
Note that u is the Mo¨bius transformation which maps ζ0 to 0 and ζ∞ to ∞, and
preserves C→ and iR ∪ {∞} (here ∞ stands for the complex infinity). When ζ∞ is
complex infinity, then u(ξ) = ξ + ζ0 is a translation, and the statement of the lemma
reduces to Lemma 8.18. One easily finds that
u−1(ξ) = (ζ0 − ζ∞) ξ − ζ0
ξ − ζ∞ .
Furthermore, u−1(0) = (ζ0/ζ∞)(ζ0 − ζ∞) and u−1(∞) = (ζ0 − ζ∞).
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Proof. By a direct calculation, u(ξ) = u0(u∞(ξ)), where u0(ξ) = ξ + ζ0 is a translation,
and u∞(ξ) = (1/ξ + 1/(ζ∞ − ζ0))−1 can be viewed as a translation in the 1/ξ variable.
By Lemma 8.18, g0(ξ) = f(u0(ξ)) is a Rogers function, with |γg0| ⊆ (0, |ζ∞ − ζ0|).
Hence, g1(ξ) = 1/g0(1/ξ) is a Rogers function, and |γg1| ⊆ (|ζ∞ − ζ0|−1,∞). By another
application of Lemma 8.18, g∞(ξ) = g1(ξ + 1/(ζ∞− ζ0)) is a Rogers function. Therefore,
also
1
g∞(1/ξ)
=
1
g1(1/ξ + 1/(ζ∞ − ζ0)) = g0
(
1
1/ξ + 1/(ζ∞ − ζ0)
)
= g0(u∞(ξ)) = g(ξ)
is a Rogers function, as desired. In a similar way one shows that a double application
of (8.22) proves (8.24). 
Definition 8.20. A nonconstant Rogers function f is nearly balanced if |γf | = (r0, r∞)
for some r0, r∞, and the Rogers function g defined in Lemma 8.19 is balanced.
Example 8.21. (a) The Rogers function f(ξ) = 1
2
ξ2 − ibξ (the Le´vy–Khintchine
exponent of the Brownian motion with drift; b ∈ R) is a nearly balanced Rogers
function.
(b) The Rogers function f(ξ) = aξα (the Le´vy–Khintchine exponent of a strictly
stable Le´vy process; α ∈ (0, 2], a satisfies (2.1)) is nearly balanced if and only if
it is balanced, that is, |Arg a| < αpi
2
(see (2.1)).
(c) The Rogers function f(ξ) = aξα − ibξ (the Le´vy–Khintchine exponent of a non-
strictly stable Le´vy process; α ∈ (0, 1) ∪ (1, 2], a satisfies (2.1), b ∈ R \ {0}) is
nearly balanced if and only if α = 2.
(d) The Rogers function f(ξ) = aξ(1+iβ 2
pi
log ξ)−ibξ (the Le´vy–Khintchine exponent
of a nonstrictly stable Le´vy process with stability index 1; a > 0, b ∈ R, β ∈
[−1, 1] \ {0}) is not a nearly balanced function.
(e) The Rogers function f(ξ) = ξ/(ξ − ai) − ibξ (the Le´vy–Khintchine exponent of
the classical risk process; a, b > 0) is a nearly balanced Rogers function.
9. Extended Wiener–Hopf factorisation
The Wiener–Hopf factorisation in the ξ variable of f(ξ)+τ for τ > 0 and f ∈ R, referred
to as extended Wiener–Hopf factorisation, plays an important role in the fluctuation
theory of Le´vy processes. This topic is addressed in the following two sections, while
applications are studied in Section 11.
This section is the most technical one in the article. Its results do not depend on
normalisation and they are stated for the Wiener–Hopf factors of f(ξ) + τ as defined
above. In the next section the definitions are modified in order to agree with standard
notions for Le´vy processes, where the limits of Wiener–Hopf factors of f(ξ) + τ are
asymptotically equal as ξ ↗∞.
In Lemmas 9.3 and 9.4 the ratios of extended Wiener–Hopf factors of balanced Rogers
functions are proved to be complete Bernstein functions in τ . This is extended to nearly
balanced Rogers functions in Lemma 9.9. In Lemma 9.6, the boundary limits in τ at
(−∞, 0) are calculated, which, in view of Theorem 5.1(b), yields a formula for the measure
µ in the representation of the ratios. Finally, an integral identity for the Wiener–Hopf
factors is given in Lemma 9.11.
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9.1. Holomorphic extensions of extended Wiener–Hopf factors. In this section
by saying that a statement holds for admissible ξ1, ξ2, it is understood that ξ1, ξ2 sat-
isfy the appropriate assumptions of Lemma 8.11 for γ = γf . The following definition
introduces a convenient notation for (f + τ)↑(ξ) and (f + τ)↓(ξ).
Definition 9.1. Suppose that f ∈ R, τ > 0 and g(ξ) = f(ξ) + τ . We define f ↑(τ ; ξ) =
g↑(ξ), f ↓(τ ; ξ) = g↓(ξ).
Remark 9.2. Due to the normalisation of the Wiener–Hopf factors, f ↑(τ ; 1) = f ↓(τ ; 1)
in the above definition. However, this is not the desired condition in the application to
the fluctuation theory of Le´vy processes. The results of this part do not depend on the
choice of the normalisation, which will become important in the next section.
Lemma 9.3. Let f be a balanced Rogers function. Then for all admissible ξ1, ξ2,
f ↑(τ ; ξ1)/f ↑(τ ; ξ2), f ↓(τ ; ξ1)/f ↓(τ ; ξ2) and f ↑(τ ; ξ1)f ↓(τ ; ξ2) extend to holomorphic func-
tions of τ ∈ C \ (−∞, 0]. If ζf is the canonical parametrisation of γf ∩ C→ and
λf (r) = f(ζf (r)), then for all ξ1, ξ2 > 0 and all τ ∈ C \ (−∞, 0],
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 − ζf (r) −
ζ ′f (r)
iξ2 − ζf (r)
)
log(λf (r) + τ)dr
)
= exp
(
1
pi
∫ ∞
0
Arg
(
ζf (r)− iξ2
ζf (r)− iξ1
)
λ′f (r)
λf (r) + τ
dr
)
,
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 + ζf (r)
− ζ
′
f (r)
iξ2 + ζf (r)
)
log(λf (r) + τ)dr
)
= exp
(
1
pi
∫ ∞
0
Arg
(
ζf (r) + iξ1
ζf (r) + iξ2
)
λ′f (r)
λf (r) + τ
dr
)
,
(9.1)
and
f ↑(τ ; ξ1)f ↓(τ ; ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 − ζf (r) +
ζ ′f (r)
iξ2 + ζf (r)
)
log(λf (r) + τ)dr
)
= τ exp
(
1
pi
∫ ∞
0
Arg
(
ζf (r) + iξ2
ζf (r)− iξ1
)
λ′f (r)
λf (r) + τ
dr
)
.
(9.2)
Proof. By Lemma 8.11, if iξ1, iξ2 ∈ γ↑f and τ > 0,
log
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
= − 1
2pii
∫
γf
(
1
iξ1 − z −
1
iξ2 − z
)
log(f(z) + τ)dz. (9.3)
Since f takes positive values on γf , the integrand in the right-hand side extends to a
holomorphic function of τ ∈ C \ (−∞, 0] for each z ∈ γf . We claim that by Morera’s
theorem, the integral is a holomorphic function of τ ∈ C \ (−∞, 0]. The proof of this
claim requires a few simple estimates.
Observe that for each ξ1, ξ2 such that iξ1, iξ2 ∈ γ↑f , there is c1 (depending on f , ξ1 and
ξ2) such that ∣∣∣∣ 1iξ1 − z − 1iξ2 − z
∣∣∣∣ = |ξ1 − ξ2||iξ1 − z||iξ2 − z| ≤ c11 + |z|2 (9.4)
42 MATEUSZ KWAS´NICKI
for all z ∈ γf . Furthermore, for z ∈ γf and τ ∈ C \ (−∞, 0],
max(| Im τ |,Re τ) ≤ |f(z) + τ | ≤ f(z) + |τ |,
so that
− 1
max(| Im τ |,Re τ) ≤ log |f(z) + τ | ≤ log(1 + f(z)) + |τ |,
It follows that
| log(f(z) + τ)| ≤ pi + | log |f(z) + τ ||
≤ pi + 1
max(| Im τ |,Re τ) + log(1 + f(z)) + |τ |.
(9.5)
By condition (d) in Definition 8.7 and Proposition 6.6 (with r = 1), there is c2 (depending
on f) such that
log(1 + f(z)) ≤ c2(1 + log(1 + |z|)) (9.6)
for z ∈ γf . By (9.4), (9.5), (9.6) and condition (e) in Definition 8.7, Fubini can be used
to show that the integral of the right-hand side of (9.3) along any closed simple smooth
curve contained in C\ (−∞, 0] is zero. By Morera’s theorem, the right-hand side of (9.3)
is therefore a holomorphic function of τ ∈ C \ (−∞, 0], as claimed.
It follows that f ↑(τ ; ξ1)/f ↑(τ ; ξ2) extends to a holomorphic function of τ ∈ C\(−∞, 0],
given by (9.3). The first part of formula (9.1) follows by symmetry of γf , as in (8.11). The
properties of f ↓(τ ; ξ1)/f ↓(τ ; ξ2) and f ↑(τ ; ξ1)f ↓(τ ; ξ2), as well as the third part of (9.1)
and the first part of (9.2), are proved in a similar manner.
The second part of (9.1) for τ > 0 is simply an application of Corollary 8.14. In order
to extend this equality to all τ ∈ C \ (−∞, 0], one only needs to use Morera’s theorem
to show that the second line of (9.1) defines a holomorphic function of τ ∈ C \ (−∞, 0].
This is done using similar estimates to those used in the proof of Lemma 8.13. Indeed,
for each ξ1, ξ2 > 0 there is c3 (depending on f , ξ1 and ξ2) such that∣∣∣∣Arg(ζf (r)− iξ2ζf (r)− iξ1
)∣∣∣∣ ≤ ∣∣∣∣log(ζf (r)− iξ2ζf (r)− iξ1
)∣∣∣∣ ≤ c31 + r
for all r > 0. Furthermore, ∣∣∣∣ λ′f (r)λf (r) + τ
∣∣∣∣ ≤ λ′f (r)|τ |
for r ∈ (0, 1), and, as in (8.16), there is c4 (depending on f) such that∣∣∣∣ λ′f (r)λf (r) + τ
∣∣∣∣ ≤ c4|ζ ′f (r)|r
for r ∈ (1,∞). Hence, by condition (e) in Definition 8.7, the integral in the second
line of (9.1) is absolutely convergent and, by Fubini and Morera’s theorem, it defines
a holomorphic function of τ ∈ C \ (−∞, 0] (we omit the details). The second equality
in (9.1) follows by uniqueness of holomorphic extension. The fourth part of (9.1) and the
second part of (9.2) are proved in the same way. 
Lemma 9.4. With the assumptions and notation of Lemma 9.3, if 0 < ξ1 < ξ2, then
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
and
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
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are complete Bernstein functions of τ . Furthermore, if ξ1, ξ2 > 0, then
f ↑(τ ; ξ1)f ↓(τ ; ξ2)
is a complete Bernstein function of τ . Finally, for all ξ1, ξ2 > 0, the functions
f ↑(τ ; ξ1)/f ↑(τ ; ξ2), f ↓(τ ; ξ1)/f ↓(τ ; ξ2) and f ↑(τ ; ξ1)f ↓(τ ; ξ2)/τ converge to 1 as τ →∞.
Proof. By Lemma 9.3, f ↑(τ ; ξ1)/f ↑(τ ; ξ2) extends to a holomorphic function of τ ∈ C \
(−∞, 0] and it is nonnegative for τ > 0. Suppose that 0 < ξ1 < ξ2. Then
−pi ≤ Arg
(
ζf (r)− iξ2
ζf (r)− iξ1
)
≤ 0, (9.7)
and hence for τ ∈ C↑,
0 ≤ 1
pi
∫ ∞
0
Arg
(
ζf (r)− iξ2
ζf (r)− iξ1
)
Im
(
λ′f (r)
λf (r) + τ
)
dr
≤ 1
pi
∫ ∞
0
(−pi) Im
(
λ′f (r)
λf (r) + τ
)
dr
= lim
r↘0
Arg(λf (r) + τ)− lim
r↗∞
Arg(λf (r) + τ) ≤ Arg τ.
By Lemma 9.3, for τ ∈ C↑,
Arg
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
= Im
(
1
pi
∫ ∞
0
Arg
(
ζf (r)− iξ2
ζf (r)− iξ1
)
λ′f (r)
λf (r) + τ
dr
)
∈ [0,Arg τ ],
which implies that f ↑(τ ; ξ1)/f ↑(τ ; ξ2) is a complete Bernstein function of τ .
A similar argument shows that if 0 < ξ1 < ξ2 and τ ∈ C↑, then
Arg
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
= Im
(
1
pi
∫ ∞
0
Arg
(
ζf (r) + iξ1
ζf (r) + iξ2
)
λ′f (r)
λf (r) + τ
dr
)
∈ [0,Arg τ ],
and if ξ1, ξ2 > 0 and τ ∈ C↑, then
Arg(f ↑(τ ; ξ1)f ↓(τ ; ξ2)) = Arg τ + Im
(
1
pi
∫ ∞
0
Arg
(
ζf (r) + iξ2
ζf (r)− iξ1
)
λ′f (r)
λf (r) + τ
dr
)
∈ [0,Arg τ ],
which proves that also f ↓(τ ; ξ1)/f ↓(τ ; ξ2) (when 0 < ξ1 < ξ2) and f ↑(τ ; ξ1)f ↓(τ ; ξ2) (when
ξ1, ξ2 > 0) are complete Bernstein functions of τ .
Finally, the last statement follows from Lemma 9.3 by (9.7) (and its analogues for
f ↓(τ ; ξ1)/f ↓(τ ; ξ2) and f ↑(τ ; ξ1)f ↓(τ ; ξ2)) and dominated convergence. 
Remark 9.5. The proof of Lemma 9.4 requires only formulae in Corollary 8.14. For
balanced Rogers function, the statement can be strengthened. Indeed, by Definition 8.7,
there is α↑ ∈ (0, pi) such that Arg ζf (r) ≤ α− pi2 for all r > 0. Hence,
−α↑ ≤ Arg
(
ζf (r)− iξ2
ζf (r)− iξ1
)
≤ 0
whenever 0 < ξ1 < ξ2 and r > 0. The proof of Lemma 9.4 shows that in fact
Arg
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
∈ [0, α↑Arg τ ]
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for τ ∈ C↑. In a similar way there is α↓ ∈ (0, pi) such that Arg ζf (r) ≥ pi2 − α↓ for all
r > 0, and one has
Arg
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
∈ [0, α↓Arg τ ]
if 0 < ξ1 < ξ2 and τ ∈ C↑. Therefore, the functions(
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
)1/α↑
and
(
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
)1/α↓
are complete Bernstein functions of τ .
Lemma 9.6. With the assumptions and notation of Lemma 9.3, for all admissible ξ1, ξ2,
the limits
lim
t↘0
f ↑(−s+ it; ξ1)
f ↑(−s+ it; ξ2) , limt↘0
f ↓(−s+ it; ξ1)
f ↓(−s+ it; ξ2) , limt↘0(f
↑(−s+ it; ξ1)f ↓(−s+ it; ξ2)) (9.8)
exist for every s ∈ R. If ξ1, ξ2 > 0, then in addition
lim
t↘0
(
Im
f ↑(−s+ it; ξ1)
f ↑(−s+ it; ξ2) ds
)
=
(
lim
t↘0
Im
f ↑(−s+ it; ξ1)
f ↑(−s+ it; ξ2)
)
ds, (9.9)
with the vague limit of measures in the left-hand side, and similar formulae hold for
f ↓(τ ; ξ1)/f ↓(τ ; ξ2) and f ↑(τ ; ξ1)f ↓(τ ; ξ2). Furthermore:
(a) For ζ ∈ γf ∩C→ and ξ1, ξ2 > 0,
lim
t↘0
f ↑(−f(ζ) + it; ξ1)
f ↑(−f(ζ) + it; ξ2) =
(
f ↑[ζ](ξ1)
ξ1 + iζ
)−1
f ↑[ζ](ξ2)
ξ2 + iζ
,
lim
t↘0
f ↓(−f(ζ) + it; ξ1)
f ↓(−f(ζ) + it; ξ2) =
(
f ↓[ζ](ξ1)
ξ1 + iζ¯
)−1
f ↓[ζ](ξ2)
ξ2 + iζ¯
,
and
lim
t↘0
(f ↑(−f(ζ) + it; ξ1)f ↓(−f(ζ) + it; ξ2)) =
(
f ↑[ζ](ξ1)
ξ1 + iζ
)−1(
f ↓[ζ](ξ2)
ξ2 + iζ¯
)−1
.
(b) If s < inf{f(ζ) : ζ ∈ γf}, then f(ξ) − s is a Rogers function, f ↑(τ ; ξ1)/f ↑(τ ; ξ1),
f ↓(τ ; ξ1)/f ↓(τ ; ξ1) and f ↑(τ ; ξ1)f ↓(τ ; ξ1) extend continuously at τ = −s, and for
ξ1, ξ2 > 0, the values at τ = −s are given by (9.1) and (9.2).
(c) If s > sup{f(ζ) : ζ ∈ γf}, then again f ↑(τ ; ξ1)/f ↑(τ ; ξ1), f ↓(τ ; ξ1)/f ↓(τ ; ξ1) and
f ↑(τ ; ξ1)f ↓(τ ; ξ1) extend continuously at τ = −s. For ξ1, ξ2 > 0, the values at
τ = −s are given by
f ↑(−s; ξ1)
f ↑(−s; ξ2) = exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 − ζf (r) −
ζ ′f (r)
iξ2 − ζf (r)
)
log(s− λf (r))dr
)
,
f ↓(−s; ξ1)
f ↓(−s; ξ2) = exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 + ζf (r)
− ζ
′
f (r)
iξ2 + ζf (r)
)
log(s− λf (r))dr
)
,
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and
f ↑(−s; ξ1)f ↓(−s; ξ2)
= − exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 − ζf (r) +
ζ ′f (r)
iξ2 + ζf (r)
)
log(s− λf (r))dr
)
,
(9.10)
where ζf is the canonical parametrisation of γf ∩C→ and λf (r) = f(ζf (r)).
Proof. The proof is divided into two parts. In the first one, the existence of boundary
limits is shown, while in the second one, statements (a)–(c) are proved. Recall that for
ζ ∈ γf ∩C→ and ξ ∈ γf \ {ζ,−ζ¯},
f[ζ](ξ) =
(ξ − ζ)(ξ + ζ¯)
f(ξ)− f(ζ)
defines a Rogers function f[ζ], and f[ζ](ζ) = (2 Re ζ)/f
′(ζ).
Part I. Suppose that iξ1, iξ2 ∈ γ↑f , τ ∈ C↑, τ = −s + it for s ∈ R and t > 0. The
argument is similar to the proof of Lemma 9.3, but with more careful estimates: by
dominated convergence it is shown that the boundary limit can be taken in (9.3) (and its
analogues for f ↓(τ ; ξ1)/f ↓(τ ; ξ2) and f ↑(τ ; ξ1)f ↓(τ ; ξ2)) under the integral sign. By (9.4),
there is c1 (depending on f , ξ1 and ξ2), such that∣∣∣∣ 1iξ1 − ζf (r) − 1iξ2 − ζf (r)
∣∣∣∣ ≤ c11 + r2 (9.11)
for all r > 0. If |λf (r)− s| ≥ 1, then
0 ≤ log(|λf (r)− s|2 + t2) ≤ log(|λf (r)− s|2) + t2;
otherwise,
t2 ≥ log(1 + t2) ≥ log(|λf (r)− s|2 + t2) ≥ log(|λf (r)− s|2).
It follows that
| log(λf (r) + τ)| ≤ pi + 12 | log(|λf (r)− s|2 + t2)| ≤ pi + t2 + | log |λf (r)− s|| (9.12)
for all r > 0. By Proposition 6.6 (with r = 1) and condition (d) in Definition 8.7, there
is c2 > 1 (depending on f) such that
|λf (r)− s| ≤ λf (r) + |s| ≤ c2(1 + r2) + |s|. (9.13)
For the lower bound on |λf (r)− s|, three cases are considered separately.
If s ≤ λf (0+), then f(ξ) − s is a Rogers function of ξ (by Proposition 8.10). Hence,
by Proposition 6.6 (with r = 1) and condition (d) in Definition 8.7, there is c3 > 1
(depending on f) such that
|λf (r)− s| = |f(ζf (r))− s| ≥ 1
c3
r2
1 + r2
. (9.14)
In a similar way, if s ≥ λf (∞−), then f is a bounded Rogers function (by Proposition 8.10)
and s− f(1/ξ) is a Rogers function of ξ (by Proposition 6.5). Hence, by Proposition 6.6
(with r = 1) and condition (d) in Definition 8.7, there is c4 > 1 (depending on f) such
that
|λf (r)− s| = |s− f(ζf (r))| ≥ 1
c4
(1/r)2
1 + (1/r)2
=
1
c4
1
1 + r2
. (9.15)
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Finally, consider s = λf (r0) for some r0 > 0, and let z = ζf (r), z0 = ζf (r0). Then
|λf (r)− s| = |f(z)− f(z0)| = |z − z0| |z + z¯0||f[z0](z)|
≥ |r − r0|
2
|f[z0](z)|
.
By Proposition 6.6 (applied twice, to the Rogers function f[z0]) and condition (d) in
Definition 8.7, there are c5, c6 > 1 (depending on f) such that
|f[z0](z)| ≤ c5
r20 + r
2
r20
|f[z0](|z0|)| ≤ c6
r20 + r
2
r20
|f[z0](z0)| ≤ c6
r20 + r
2
r20
2r0
|f ′(z0)| .
Hence,
|λf (r)− s| ≥ 1
c6
|z0f ′(z0)| |r − r0|
2
2(r20 + r
2)
. (9.16)
Recall that as in (9.3) (with τ = −s+ it),
log
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
= − 1
2pii
∫
γf
(
1
iξ1 − z −
1
iξ2 − z
)
log(f(z) + τ)dz
= − 1
2pii
∫ ∞
0
(
ζ ′f (r)
iξ1 − ζf (r) −
ζ ′f (r)
iξ2 − ζf (r) +
ζ ′f (r)
iξ1 + ζf (r)
− ζ
′
f (r)
iξ2 + ζf (r)
)
log(λf (r) + τ)dr.
Denote the integrand in the right-hand side by I(r). By (9.11) and (9.12), it follows that
|I(r)| ≤ 2c1|ζ
′
f (r)|
1 + r2
(pi + t2 + | log |λf (r)− s||).
By (9.13) and (9.14), there is c7 (depending on f , ξ1, ξ2) such that
|I(r)| ≤ 2c1|ζ
′
f (r)|
1 + r2
(
pi + t2 + log(c2(1 + r
2) + |s|) + log 1 + r
2
c3r2
)
≤ c7|ζ
′
f (r)| log(r + 1/r)
1 + r2
for all s ≤ λf (0+) and t ∈ (0, 1]. In a similar way, by (9.13) and (9.15), there is c8
(depending on f , ξ1, ξ2) such that
|I(r)| ≤ c8|ζ
′
f (r)| log(r + 1/r)
1 + r2
for all s ≥ λf (∞−) and t ∈ (0, 1]. Finally, if s = λf (r0) for some r0 > 0, and if z0 = ζf (r0),
then by (9.13) and (9.16), there is c9 (depending on f , ξ1, ξ2) such that
|I(r)| ≤ 2c1|ζ
′
f (r)|
1 + r2
(
pi + 1 + log(c2(1 + r
2) + |s|) + max
(
log
2c6(r
2
0 + r
2)
|z0f ′(z0)| |r − r0|2 , 0
))
≤ c9|ζ
′
f (r)|
1 + r2
log
(
r +
1
r
+
1
|r − r0| + r0 +
1
r0
+
1
|z0f ′(z0)|
)
for t ∈ (0, 1]. By condition (e) in Definition 8.7, the right-hand sides of the above
three estimates are integrable in r ∈ (0,∞). In addition, these estimates prove that for
t ∈ (0, 1], ∫∞
0
|I(r)|dr ≤ c10(s), where c10 depends on f , ξ1 and ξ2, c10(s) is constant
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on (−∞, λf (0+)] and on [λf (∞−),∞), and it is continuous on (λf (0+), λf (∞−)). By
dominated convergence, for every s ∈ R, the finite limit
lim
t↘0
log
f ↑(−s+ it; ξ1)
f ↑(−s+ it; ξ2) = −
1
2pii
∫
γf
(
1
iξ1 − z −
1
iξ2 − z
)
log↑(f(z)− s)dz
= − 1
2pii
∫ ∞
0
(
ζ ′f (r)
iξ1 − ζf (r) −
ζ ′f (r)
iξ2 − ζf (r) +
ζ ′f (r)
iξ1 + ζf (r)
− ζ
′
f (r)
iξ2 + ζf (r)
)
log↑(λf (r)− s)dr
exists, and it is bounded by c10(s)/(2pi); here log↑ denotes the continuous version of the
complex logarithm in C \ (−i∞, 0]. The existence of the first limit in (9.8) is proved.
The other parts of (9.8) are proved in a similar manner.
For future reference, note that if ξ1, ξ2 > 0, then the formula for the boundary limit
simplifies to
lim
t↘0
f ↑(−s+ it; ξ1)
f ↑(−s+ it; ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r)
iξ1 − ζf (r) −
ζ ′f (r)
iξ2 − ζf (r)
)
log↑(λf (r)− s)dr
)
,
(9.17)
and similar formulae can be given for f ↓(τ ; ξ1)/f ↓(τ ; ξ2) and f ↑(τ ; ξ1)f ↓(τ ; ξ2).
When 0 < ξ1 < ξ2, then, by Lemma 9.4, g(τ) = f
↑(τ ; ξ1)/f ↑(τ ; ξ2) is a complete Bern-
stein function of τ . Recall that | log g(−s + it)| ≤ c10(s)/(2pi) for s ∈ R and t ∈ (0, 1].
Hence, 0 ≤ Im g(−s + it) ≤ exp(c10(s)/(2pi)) for all t ∈ [0, 1] and s ∈ R, and there-
fore the vague limit m(ds) = limt↘0(Im g(−s+ it))ds, except possibly at s = λf (0+) and
s = λf (∞−), is absolutely continuous, with density function bounded by exp(c10(s)/(2pi)).
If m(ds) had an atom at s = λf (0
+) or at s = λf (∞−), then, by the representation of non-
negative harmonic functions (Theorem 3.3), the limit limt↘0(Im g(−s+ it)) would be infi-
nite at this value of s, a contradiction. Therefore, m is indeed absolutely continuous, and
hence (9.9) follows from Theorem 3.3. The same argument works for f ↓(τ ; ξ1)/f ↓(τ ; ξ2)
and f ↑(τ ; ξ1)f ↓(τ ; ξ2), and the first part of the proof is complete.
Part II. We first prove statement (a). By (8.8),
f ↑[ζ](ξ1)
f ↑[ζ](ξ2)
= exp
(
− 1
2pii
∫
γf
(
1
iξ1 − z −
1
iξ2 − z
)
log
(z − ζ)(z + ζ¯)
f(z)− f(ζ) dz
)
.
Together with the first part of the proof, this shows that if s = f(ζ), then
f ↑[ζ](ξ1)
f ↑[ζ](ξ2)
lim
t↘0
f ↑(−s+ it; ξ1)
f ↑(−s+ it; ξ2) = exp
(
− 1
2pii
∫
γf
(
1
iξ1 − z −
1
iξ2 − z
)
hζ(z)dz
)
, (9.18)
where hζ(ξ) is a version of the complex logarithm of (ξ−ζ)(ξ+ ζ¯), which is continuous in ξ
on γ↑f\(iR∪{ζ,−ζ¯}) (here γ↑f is the closure of γ↑f ), and such that hζ(ξ) = log((ξ−ζ)(ξ+ζ¯))
when ξ ∈ γ↑f ∩C→ and Im ξ > Im ζ, and hζ(ξ) = log((ξ−ζ)(ξ+ ζ¯))+ipi when ξ ∈ γ↓f ∩C←
and Im ξ > Im ζ and ξ ∈ C← (see Figure 2). In a similar manner,
f ↓[ζ](ξ1)
f ↓[ζ](ξ2)
lim
t↘0
f ↓(−s+ it; ξ1)
f ↓(−s+ it; ξ2) = exp
(
− 1
2pii
∫
γf
(
1
iξ1 + z
− 1
iξ2 + z
)
hζ(z)dz
)
(9.19)
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Figure 2. Notation for the proof of Lemma 9.6. For ζ ∈ γf ∩ C→, the
function log((ξ−ζ)(ξ+ζ¯)) is holomorphic in the complement of the segment
[−ζ¯ , ζ]. The function hζ(ξ) is defined to be holomorphic in the hatched area
(with the branch cut along imaginary axis), equal to log((ξ − ζ)(ξ + ζ¯)) in
gray area (I), and equal to log((ξ − ζ)(ξ + ζ¯)) + ipi in gray area (II).
for ξ1, ξ2 such that −iξ1,−iξ2 ∈ γ↓f , and
f ↑[ζ](ξ1)f
↓
[ζ](ξ2) limt↘0
(f ↑(−s+ it; ξ1)f ↓(−s+ it; ξ2))
= exp
(
− 1
2pii
∫
γf
(
1
iξ1 − z +
1
iξ2 + z
)
hζ(z)dz
)
(9.20)
for ξ1, ξ2 such that iξ1 ∈ γ↑f and −iξ2 ∈ γ↓f .
Recall that hζ(ξ) is a version of the logarithm of (ξ−ζ)(ξ+ζ¯). Suppose that iξ1, iξ2 ∈ γ↑f .
By an appropriate use of the residue theorem and a limit procedure (we omit the details),
exp
(
− 1
2pii
∫
γf
(
1
iξ1 − z −
1
iξ2 − z
)
hζ(ξ)dz
)
=
ξ1 + iζ
ξ2 + iζ
.
In a similar manner,
exp
(
− 1
2pii
∫
γf
(
1
iξ1 + z
− 1
iξ2 + z
)
hζ(ξ)dz
)
=
ξ1 + iζ¯
ξ2 + iζ¯
for all ξ1, ξ2 such that −iξ1,−iξ2 ∈ γ↓f . Finally,
exp
(
− 1
2pii
∫
γf
(
1
iξ1 − z +
1
iξ2 + z
)
hζ(ξ)dz
)
= (ξ1 + iζ)(ξ2 + iζ¯)
for all ξ1, ξ2 such that iξ1 ∈ γ↑f and −iξ2 ∈ γ↓f . Part (a) follows.
Part (b) follows immediately from Lemma 9.3. Finally, part (c) is proved using (9.17)
and its analogues for the other two expressions: in this case one has log↑(λf (r) − s) =
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log(s− λf (r)) + ipi for all r > 0, and the result follows by the residue theorem (we omit
the details; note the minus sign in front of the exponential in (9.10)). 
Remark 9.7. If f is a bounded balanced Rogers function, s ≥ λf (∞−), then g(ξ) =
1/(s− f(ξ)) and h(ξ) = 1/g(1/ξ) = s− f(1/ξ), then, by Lemma 9.6(c), Proposition 8.5
and a short calculation,
f ↑(−s; ξ1)
f ↑(−s; ξ2) =
g↑(ξ2)
g↑(ξ1)
=
h↓(1/ξ1)
h↓(1/ξ2)
,
f ↓(−s; ξ1)
f ↓(−s; ξ2) =
g↓(ξ2)
g↓(ξ1)
=
h↑(1/ξ1)
h↑(1/ξ2)
,
and
f ↑(−s; ξ1)f ↓(−s; ξ2) = − 1
g↑(ξ1)g↓(ξ2)
= −h↓(1/ξ1)h↑(1/ξ2)
for all admissible ξ1, ξ2.
9.2. Extension to nearly balanced Rogers functions. With some effort, Lemma 9.4
can be extended to nearly balanced Rogers functions. Below we only sketch the argument,
leaving some details to the reader.
Lemma 9.8. Let f be a nonconstant Rogers function, r0 > 0, |γf | ⊆ (r0,∞), ζ0 = ζf (r0)
(where ζf is the canonical parametrisation of γf∩C→), g(ξ) = f(ξ−ζ0) as in Lemma 8.18
and h(ξ) = g(ξ)− λf (r+0 ) (where λf (r) = f(ζf (r))). If the assertion of Lemma 9.4 holds
for h, then it also holds for f .
Proof. The argument, although relatively simple, is quite lengthy. Recall that either
ζ0 = ir0 or ζ0 = −ir0. Suppose first that ζ0 = ir0. By (8.22),
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
=
g↓(τ ; ξ1 + r0)
g↓(τ ; ξ2 + r0)
=
h↓(τ + λf (r+0 ); ξ1 + r0)
h↓(τ + λf (r+0 ); ξ2 + r0)
.
If 0 < ξ1 < ξ2, then, by the assertion of Lemma 9.4 for h, f
↓(τ ; ξ1)/f ↓(τ ; ξ2) is a complete
Bernstein function of τ , as desired. In a similar manner, by (8.22),
f ↑(τ ; ξ1)f ↓(τ ; ξ2) = h↑(τ + λf (r+0 ); ξ1 − r0)h↓(τ + λf (r+0 ); ξ2 + r0).
If ξ1 > r0 and ξ2 > 0, then, by the assertion of Lemma 9.4 for h, f
↑(τ ; ξ1)f ↓(τ ; ξ2) is a
complete Bernstein function of τ . If 0 < ξ1 < r0 and ξ2 > 0, then, by the definition of
the Wiener–Hopf factors and the identity h(iξ1 − ir0) + λf (r+0 ) = f(iξ1) = λf (ξ1),
f ↑(τ ; ξ1)f ↓(τ ; ξ2) =
h(iξ1 − ir0) + τ + λf (r+0 )
h↓(τ + λf (r+0 ); r0 − ξ1)
h↓(τ + λf (r+0 ); ξ2 + r0)
= (τ + λf (ξ1))
h↓(τ + λf (r+0 ); ξ2 + r0)
h↓(τ + λf (r+0 ); r0 − ξ1)
.
By the assertion of Lemma 9.4 for h, the function h↓(τ ; r0−ξ1)/h↓(τ ; ξ2 +r0) is a complete
Bernstein function of τ . By substituting τ + λf (r
+
0 ) − λf (ξ1) for τ (note that λf (r+0 ) −
λf (ξ1) > 0), so are
h↓(τ + λf (r+0 )− λf (ξ1); r0 − ξ1)
h↓(τ + λf (r+0 )− λf (ξ1); ξ2 + r0)
and τ
h↓(τ + λf (r+0 )− λf (ξ1); ξ2 + r0)
h↓(τ + λf (r+0 )− λf (ξ1); r0 − ξ1)
.
Substituting τ+λf (ξ1) for τ in the right-hand side expression proves that f
↑(τ ; ξ1)f ↓(τ ; ξ2)
is a complete Bernstein function of τ . Finally, if ξ1 = r0 and ξ2 > 0, then, by continuity
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of the Wiener–Hopf factors and Proposition 4.5,
f ↑(τ ; ξ1)f ↓(τ ; ξ2) = lim
ε↘0+
f ↑(τ ; ξ1 + ε)f ↓(τ ; ξ2)
is a complete Bernstein function of τ as a pointwise limit of complete Bernstein functions.
Therefore, f ↑(τ ; ξ1)f ↓(τ ; ξ2) is a complete Bernstein function of τ whenever ξ1, ξ2 > 0.
The remaining case is very similar. Once again by by (8.22),
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
=
g↑(τ ; ξ1 − r0)
g↑(τ ; ξ2 − r0) =
h↑(τ + λf (r+0 ); ξ1 − r0)
h↑(τ + λf (r+0 ); ξ2 − r0)
.
As before, if r0 < ξ1 < ξ2, then f
↑(τ ; ξ1)/f ↑(τ ; ξ2) is a complete Bernstein function of τ
directly by the assertion of Lemma 9.4 for h. If ξ1 < r0 < ξ2, then
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
=
τ + λf (ξ1)
h↑(τ + λf (r+0 ); ξ2 − r0)h↓(τ + λf (r+0 ); r0 − ξ1)
.
By the assertion of Lemma 9.4 for h, h↑(τ ; ξ2 − r0)h↓(τ ; r0 − ξ1) is a complete Bernstein
function of τ . Substituting as in the former part of the proof, we obtain that
τ
h↑(τ + λf (r+0 )− λf (ξ1); ξ2 − r0)h↓(τ + λf (r+0 )− λf (ξ1); r0 − ξ1)
and
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
are complete Bernstein functions of τ . If ξ1 < ξ2 < r0, then, in a similar manner,
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
=
τ + λf (ξ1)
τ + λf (ξ2)
h↓(τ + λf (r+0 ); r0 − ξ2)
h↓(τ + λf (r+0 ); r0 − ξ1)
.
By the assertion of Lemma 9.4 for h, h↓(τ ; r0− ξ2)/h↓(τ ; r0− ξ1) is a complete Bernstein
function of τ . Substituting τ + λf (r
+
0 )− λf (ξ2) for τ , then τ + λf (ξ2)− λf (ξ1) for τ , and
finally τ + λf (ξ1) for τ , we obtain that
τ
h↓(τ + λf (r+0 )− λf (ξ2); r0 − ξ1)
h↓(τ + λf (r+0 )− λf (ξ2); r0 − ξ2)
,
τ
τ + λf (ξ2)− λf (ξ1)
h↓(τ + λf (r+0 )− λf (ξ1); r0 − ξ2)
h↓(τ + λf (r+0 )− λf (ξ1); r0 − ξ1)
,
and f ↑(τ ; ξ1)/f ↓(τ ; ξ2) are all complete Bernstein functions of τ . The remaining cases
r0 = ξ1 < ξ2 and 0 < ξ1 < ξ2 = r0 are resolved by continuity of the Wiener–Hopf factors
and Proposition 4.5, as in the former part of the proof.
The proof is complete if ζ0 = ir0. In the remaining case ζ0 = −ir0, the argument is
very similar. 
Lemma 9.9. Lemma 9.4 extends to nearly balanced Rogers functions.
Proof. In this proof, the notation of Lemmas 8.18 and 8.19 are used. In particular,
g(ξ) = f(u(ξ)), or f(ξ) = g(u−1(ξ)), where u is the Mo¨bius transformation defined
in (8.24), and g is a balanced Rogers function. As in the proof of Lemma 8.19, one has
u(ξ) = u0(u∞(ξ)), where u0(ξ) = ξ + ζ0 and u∞(ξ) = (1/ξ + 1/(ζ∞ − ζ0))−1.
The argument is somewhat similar to the proof of Lemma 9.8. It suffices to show that
the assertion of Lemma 9.4 holds for f∞(ξ)−λf (r+0 ), where f∞(ξ) = g(u−1∞ (ξ)) = f(u0(ξ)).
Indeed, then the result for f(ξ) = f∞(u−10 (ξ)) follows by Lemma 9.8. By substituting
g(ξ)−λf (r+0 ) for g and f∞(ξ)−λf (r+0 ) for f , one sees that it suffices to consider the case
r0 = 0 and λf (0
+) = 0.
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We therefore assume that f(ξ) = g((1/ξ − 1/ζ∞)−1) for a balanced Rogers function g.
If r∞ = ∞, then f(ξ) = g(ξ) and the result reduces to Lemma 9.4. Otherwise, either
ζ∞ = ir∞ or ζ∞ = −ir∞. Suppose that ζ∞ = ir∞. By (8.24),
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
=
g↓(τ ; (1/ξ1 + 1/r0)−1)
g↓(τ ; (1/ξ2 + 1/r0)−1)
,
which is a complete Bernstein function of τ if 0 < ξ1 < ξ2 by Lemma 9.4. In a similar
manner, by (8.24),
f ↑(τ ; ξ1)f ↓(τ ; ξ2) = g↑(τ ; (1/ξ1 − 1/r0)−1)g↓(τ ; (1/ξ2 + 1/r0)−1)
is a complete Bernstein function of τ if 0 < ξ1 < r∞ and ξ2 > 0. If ξ1 > r∞ and ξ2 > 0,
then, as in the proof of Lemma 9.8,
f ↑(τ ; ξ1)f ↓(τ ; ξ2) =
g(iξ1 − ir0) + τ
g↓(τ ; (1/r0 − 1/ξ1)−1) g
↓(τ ; (1/ξ2 + 1/r0)−1)
= (τ + λf (ξ1))
g↓(τ ; (1/ξ2 + 1/r0)−1)
g↓(τ ; (1/r0 − 1/ξ1)−1) .
By Lemma 9.4, the function g↓(τ ; (1/ξ2 + 1/r0)−1)/g↓(τ ; (1/r0 − 1/ξ1)−1) is a complete
Bernstein function of τ , and by Lemma 9.6(c), it extends to a holomorphic function
of τ ∈ C \ [−λf (r−∞), 0], with positive values on (−∞,−λf (r−∞)). By Proposition 4.6,
f ↑(τ ; ξ1)f ↓(τ ; ξ2) is a complete Bernstein function of τ . Finally, if ξ1 = r∞ and ξ2 > 0,
one uses continuity of Wiener–Hopf factors and Proposition 4.5.
For the remaining case, once again by by (8.24),
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
=
g↑(τ ; (1/ξ1 − 1/r0)−1)
g↑(τ ; (1/ξ2 − 1/r0)−1) .
As before, if 0 < ξ1 < ξ2 < r∞, then f ↑(τ ; ξ1)/f ↑(τ ; ξ2) is a complete Bernstein function
of τ by Lemma 9.4. If 0 < ξ1 < r∞ < ξ2, then
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
=
g↑(τ ; (1/ξ1 − 1/r0)−1)g↓(τ ; (1/r0 − 1/ξ2)−1)
τ + λf (ξ2)
.
By Lemma 9.4, the numerator is a complete Bernstein function of τ , and by Lemma 9.6(c),
it extends to a holomorphic function of τ ∈ C \ [−λf (r−∞), 0], with negative values on
(−∞,−λf (r−∞)). By Proposition 4.6, f ↑(τ ; ξ1)/f ↓(τ ; ξ2) is a complete Bernstein function
of τ . If r∞ < ξ1 < ξ2, then
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
=
(τ + λf (ξ1))g
↓(τ ; (1/r0 − 1/ξ2)−1)
(τ + λf (ξ2))g↓(τ ; (1/r0 − 1/ξ1)−1) ,
and again, by Lemmas 9.4 and 9.6(c), and by a double application of Proposition 4.6,
f ↑(τ ; ξ1)/f ↓(τ ; ξ2) is a complete Bernstein function of τ . Finally, if 0 < ξ1 < ξ2 = r∞ or
r∞ = ξ1 < ξ2, one uses continuity of Wiener–Hopf factors and Proposition 4.5. 
Remark 9.10. Using similar methods, Lemma 9.6, and so also Theorem 1.5, apparently
can be extended to nearly balanced Rogers functions. However, the proof requires rather
tedious calculations.
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9.3. Integral identity. The following result was proved in the symmetric case in [35,
Lemma 3.1] and used in [32, 35] to construct eigenfunction expansion of the generator of
the process killed upon leaving half-line. For further discussion, see Section 11.4.
Lemma 9.11. With the assumptions and notation of Lemma 9.3, for all ξ1, ξ2 > 0,
ξ1 + ξ2
pi
∫ ∞
0
f ↑[ζf (r)](ξ1)
(ξ1 + iζf (r))(ξ1 − iζf (r))
f ↓[ζf (r)](ξ2)
(ξ2 − iζf (r))(ξ2 + iζf (r))
λ′f (r) Re ζf (r)dr = 1,
(9.21)
where ζf is the canonical parametrisation of γf ∩C→ and λf (r) = f(ζf (r)).
Proof. By Lemma 9.4, the function h(ξ1, ξ2; τ) = τ/(f
↑(τ ; ξ1)f ↓(τ ; ξ2)) is a complete
Bernstein function of τ , and limτ↗∞ h(ξ1, ξ2, τ) = 1. Furthermore, by Proposition 8.6,
h(ξ1, ξ2; τ) ≤ 2 1 + ξ1
ξ1
1 + ξ2
ξ2
τ√|f(1)|+ τ√|f(1)|+ τ ,
so that limτ↘0 h(ξ1, ξ2; τ) = 0. In particular, the constants c0 and c1 are equal to zero
in the Stieltjes representation (4.2) (Theorem 4.1(b)) of the complete Bernstein function
h(ξ1, ξ2; τ).
By Theorem 4.1(b), monotone convergence and (9.9) in Lemma 9.6,
1 = lim
τ↗∞
h(ξ1, ξ2; τ) =
1
pi
∫ ∞
0
lim
t↘0
(
− Im h(ξ1, ξ2;−s+ it)−s+ it
)
ds.
By Lemma 9.6, the integrand vanishes if 0 < s < inf{f(ζ) : ζ ∈ γf} or s > sup{f(ζ) :
ζ ∈ γf}. Hence, substituting s = λf (r) = f(ζf (r)),
1
pi
∫ ∞
0
lim
t↘0
(
− Im h(ξ1, ξ2;−f(ζf (r)) + it)−f(ζf (r)) + it
)
λ′f (r)dr = 1.
Again by Lemma 9.6 and the identity
− Im 1
(ξ1 + iζ)(ξ2 + iζ¯)
=
(ξ1 + ξ2) Re ζ
(ξ1 + iζ)(ξ1 − iζ¯)(ξ2 − iζ)(ξ2 + iζ¯)
,
one obtains
1
pi
∫ ∞
0
(ξ1 + ξ2)f
↑
[ζf (r)]
(ξ1)f
↓
[ζf (r)]
(ξ2) Re ζf (r)
(ξ1 + iζf (r))(ξ1 − iζf (r))(ξ2 − iζf (r))(ξ2 + iζf (r))
λ′f (r)dr = 1,
as desired. 
10. Normalisation of extended Wiener–Hopf factors
In order to apply the results of the preceding section in the fluctuation theory of Le´vy
processes, the extended Wiener–Hopf factors need to be renormalised. In this short
section we introduce the modified Wiener–Hopf factors κ↑f (τ ; ξ), κ
↓
f (τ ; ξ) and κ
•
f (τ), and
prove that they satisfy the assertion of Theorem 1.1, in particular, they are complete
Bernstein functions in both ξ and τ . In the next section it will be argued that κ↑f (τ ; ξ)
and κ↓f (τ ; ξ) agree with the usual definition of the Wiener–Hopf factors for a Le´vy process
with Le´vy–Khintchine exponent f .
Recall that f(ξ) + τ = f ↑(τ ;−iξ)f ↓(τ ; iξ) is the extended Wiener–Hopf factorisation,
considered in the previous section.
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10.1. Normalisation. The main definition requires the following technical result.
Lemma 10.1. For every nonzero Rogers function f and τ1, τ2 > 0, the functions
f ↑(τ1; ξ)/f ↑(τ2; ξ) and f ↓(τ1; ξ)/f ↓(τ2; ξ) converge as ξ ↗∞ to positive numbers.
Proof. If f is bounded, then, by Proposition 6.2, a = f(∞−) is nonnegative. Hence,
lim
ξ↗∞
f(ξ) + τ1
f(ξ) + τ2
=
τ1 + a
τ2 + a
> 0.
Using the inequality |Arg z| ≤ | Im z|/Re z for z = f(ξ) + τ ∈ C→, and then again
Proposition 6.2, for τ, ξ > 0 one obtains
|Arg(f(ξ) + τ)| ≤ | Im f(ξ)|
τ + Re f(ξ)
≤ 1
τ + a
1
pi
∫ ∞
−∞
ξ|s|
ξ2 + s2
µ(ds)
|s| ,
so that ∫ ∞
0
|Arg(f(ξ) + τ)|
ξ
dξ ≤ 1
τ + a
1
2
∫ ∞
−∞
µ(ds)
|s| <∞.
Hence the functions f(ξ) + τ1 and f(ξ) + τ2 satisfy the assumptions of Lemma 8.17, and
the result follows.
Suppose now that f is not bounded. Then, by Proposition 6.2, limξ↗∞ |f(ξ)| =∞, so
that
lim
ξ↗∞
f(ξ) + τ1
f(ξ) + τ2
= 1.
Assume with no loss of generality that τ1 ≥ τ2. Then z = 1 + (τ1− τ2)/(f(ξ) + τ2) ∈ C→
for ξ > 0, so that |Arg z| ≤ | Im z|/Re z. Hence,∣∣∣∣Arg f(ξ) + τ1f(ξ) + τ2
∣∣∣∣ = ∣∣∣∣Arg(1 + τ1 − τ2f(ξ) + τ2
)∣∣∣∣
≤
∣∣∣∣Im τ1 − τ2f(ξ) + τ2
∣∣∣∣ ≤ (τ1 − τ2)| Im f(ξ)||f(ξ)|2 = (τ1 − τ2)
∣∣∣∣Im 1f(ξ)
∣∣∣∣ .
Therefore, ∫ ∞
1
∣∣∣∣Arg f(ξ) + τ1f(ξ) + τ2
∣∣∣∣ dξξ ≤ (τ1 − τ2)
∫ ∞
1
∣∣∣∣Im ξ2f(ξ)
∣∣∣∣ dξξ3 ,
which is finite by Proposition 6.9 applied to the Rogers function ξ2/f(ξ) (see Proposi-
tion 6.3(b)). Again f(ξ) + τ1 and f(ξ) + τ2 satisfy the assumptions of Lemma 8.17, and
the proof is complete. 
By Lemma 10.1, the following definition is well-formed. It provides a modified version
of the extended Wiener–Hopf factorisation: f(ξ) + τ = κ•f (τ)κ
↑
f (τ ;−iξ)κ↓f (τ ; iξ).
Definition 10.2. For a nonzero Rogers function f , we define
κ↑f (τ ; ξ) =
(
lim
η↗∞
f ↑(1; η)
f ↑(τ ; η)
)
f ↑(τ ; ξ),
κ↓f (τ ; ξ) =
(
lim
η↗∞
f ↓(1; η)
f ↓(τ ; η)
)
f ↓(τ ; ξ),
κ•f (τ) =
(
lim
η↗∞
f ↑(τ ; η)
f ↑(1; η)
)(
lim
η↗∞
f ↓(τ ; η)
f ↓(1; η)
)
=
f(ξ) + τ
κ↑f (τ ;−iξ)κ↓f (τ ; iξ)
(10.1)
54 MATEUSZ KWAS´NICKI
for all ξ ∈ C \ (−∞, 0] and τ > 0.
Lemma 10.3. If f is a bounded nonzero Rogers function, then κ•f (τ) = (τ + a)/(1 + a)
for all τ > 0, where a = f(∞−) > 0. Otherwise, κ•f (τ) = 1 for all τ > 0.
Proof. Let a = f(∞−) if f is bounded, a =∞ otherwise. By Corollary 8.12, for η, τ > 0,
f ↑(τ ; η)f ↓(τ ; η)
f ↑(1; η)f ↓(1; η)
= exp
(
1
2pi
∫ ∞
−∞
(
1
η + ir
+
1
η − ir
)
log
f(r) + τ
f(r) + 1
dr
)
= exp
(
1
pi
∫ ∞
−∞
η
η2 + r2
log
f(r) + τ
f(r) + 1
dr
)
= exp
(
1
pi
∫ ∞
−∞
1/η
1/η2 + s2
log
f(1/s) + τ
f(1/s) + 1
ds
)
.
As η ↗∞, the measures (1/η)/(1/η2 + s2)ds converge to piδ0(ds), and hence
lim
η↗∞
f ↑(τ ; η)f ↓(τ ; η)
f ↑(1; η)f ↓(1; η)
= exp
(
log
a+ τ
a+ 1
)
,
where if a =∞, it is understood that (a+ τ)/(a+ 1) = 1. 
Corollary 10.4. If f is a nearly balanced Rogers function, then
κ↑f (τ ; ξ), κ
↓
f (τ ; ξ), κ
•
f (τ)κ
↑
f (τ ; ξ), κ
•
f (τ)κ
↓
f (τ ; ξ), κ
•
f (τ)
are complete Bernstein functions of both ξ and τ for all ξ, τ > 0.
Proof. For a fixed τ > 0, κ↑f (τ ; ξ) = cf
↑(τ ; ξ) for some c > 0, so that κ↑f (τ ; ξ) and
κ•f (τ)κ
↑
f (τ ; ξ) are complete Bernstein functions of ξ. Furthermore, for a fixed ξ > 0,
by Lemma 9.9, κ↑f (τ ; ξ) and κ
•
f (τ)κ
↑
f (τ ; ξ) are pointwise limits of complete Bernstein
functions of τ , namely
κ↑f (τ ; ξ) = lim
η↗∞
(
f ↑(1; η)
f ↑(τ ; ξ)
f ↑(τ ; η)
)
, κ•f (τ)κ
↑
f (τ ; ξ) = lim
η↗∞
f ↑(τ ; ξ)f ↓(τ ; η)
f ↓(1; η)
.
By Proposition 4.5, κ↑f (τ ; ξ) and κ
•
f (τ)κ
↑
f (τ ; ξ) are complete Bernstein functions of τ .
Statements related to κ↓f (τ ; ξ) are proved in a similar manner. Finally, κ
•
f (τ) is either
constant or equal to (τ + a)/(1 + a) for some a > 0, and hence a complete Bernstein
function of τ . 
Corollary 10.5. If f is a nearly balanced Rogers function, 0 < τ1 < τ2 and 0 < ξ1 < ξ2,
then
κ↑f (τ1; ξ)
κ↑f (τ2; ξ)
,
κ↓f (τ1; ξ)
κ↓f (τ2; ξ)
,
κ↑f (τ ; ξ1)
κ↑f (τ ; ξ2)
,
κ↓f (τ ; ξ1)
κ↓f (τ ; ξ2)
are complete Bernstein functions of ξ and τ , respectively.
Proof. Observe that for fixed τ1, τ2, one has κ
↑
f (τ1; ξ)/κ
↑
f (τ2; ξ) = cf
↑(τ1; ξ)/f ↑(τ2; ξ) for
some c > 0. Furthermore, by Corollary 8.12,
f ↑(τ1; ξ)
f ↑(τ2; ξ)
=
f ↑(τ1; 1)
f ↑(τ2; 1)
g↑(ξ)
g↑(1)
,
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where
g(ξ) =
τ1 + f(ξ)
τ2 + f(ξ)
= ξ2
(
ξ2 + (τ2 − τ1) ξ
2
τ1 + f(ξ)
)−1
is a Rogers function by Proposition 6.3(a). In particular, κ↑f (τ1; ξ)/κ
↑
f (τ2; ξ) is a complete
Bernstein function of ξ. By Lemma 9.9, also κ↑f (τ ; ξ1)/κ
↑
f (τ ; ξ2) = f
↑(τ ; ξ1)/f ↑(τ ; ξ2) is a
complete Bernstein function of τ . Statements related to κ↓f (τ ; ξ) are proved in a similar
manner. 
Remark 10.6. The exponential representation (Theorem 5.1(c)) of the functions
κ↑f (τ ; ξ1)/κ
↑
f (τ ; ξ2) = f
↑(τ ; ξ1)/f ↑(τ ; ξ2) and κ
↓
f (τ ; ξ1)/κ
↓
f (τ ; ξ2) = f
↓(τ ; ξ1)/f ↓(τ ; ξ2),
where 0 < ξ1 < ξ2, is described by Lemma 9.6. Similar statement for κ
↑
f (τ ; ξ) and
κ↓f (τ ; ξ), where ξ > 0 is fixed, can apparently be obtained by taking an appropriate limit
(see Proposition 4.5). If this procedure can be justified, then one has
lim
t↘0
κ↑f (−f(ζ) + it; ξ) =
(
f ↑[ζ](ξ)
ξ + iζ
)−1
lim
η↗∞
f ↑(1; η)f ↑[ζ](η)
η
,
lim
t↘0
κ↓f (−f(ζ) + it; ξ) =
(
f ↓[ζ](ξ)
ξ + iζ¯
)−1
lim
η↗∞
f ↓(1; η)f ↓[ζ](η)
η
for ζ ∈ γf ∩C→ and ξ > 0. In particular, the measures µξ↑(ds), µξ↓(ds) in the Stieltjes
representation (4.2) (Theorem 4.1(b)) for κ↑f (τ ; ξ) and κ
↓
f (τ ; ξ) (as functions of τ) would
have density functions c↑(s)/f
↑
[ζ(s)](ξ), c↓(s)/f
↑
[ζ(s)](ξ) for some c↑(s), c↓(s) and ζ(s) ∈
γf∩C→ satisfying f(ζ(s)) = s. Noteworthy, these density functions are Stieltjes functions
of ξ.
10.2. Formulae and examples. After proving three different expressions for the nor-
malised extended Wiener–Hopf factors, four examples are discussed. The first result is
reminiscent of [26].
Corollary 10.7. If f is a nonzero Rogers function, then for all τ, ξ > 0√
κ•f (τ)
κ↑f (τ ; ξ)
f ↑(1; 1)
= exp
(
− 1
pi
∫ ∞
0
Im
(
log(f(r) + τ)
iξ − r −
log(f(r) + 1)
i− r
)
dr
)
,
√
κ•f (τ)
κ↓f (τ ; ξ)
f ↓(1; 1)
= exp
(
− 1
pi
∫ ∞
0
Im
(
log(f(r) + τ)
iξ + r
− log(f(r) + 1)
i+ r
)
dr
)
.
(10.2)
Recall that if f is unbounded, then κ•f (τ) = 1.
Proof. By Lemma 8.11 (see (8.11)),
κ↑f (τ ; ξ)
f ↑(1; 1)
= lim
η↗∞
exp
(
− 1
pi
∫ ∞
0
Im
(
log(f(r) + τ)
iξ − r −
log(f(r) + 1)
i− r
− 1
iη − r log
f(r) + τ
f(r) + 1
)
dr
)
.
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Observe that for η ∈ (0,∞), r ∈ (0,∞),
Im
(
1
iη − r log
f(r) + τ
f(r) + 1
)
= − η
η2 + r2
log
∣∣∣∣f(r) + τf(r) + 1
∣∣∣∣− rη2 + r2 Im log f(r) + τf(r) + 1 .
By a substitution r = ηs and dominated convergence,
lim
η↗∞
∫ ∞
0
η
η2 + r2
log
∣∣∣∣f(r) + τf(r) + 1
∣∣∣∣ dr = limη↗∞
∫ ∞
0
1
1 + s2
log
∣∣∣∣f(ηr) + τf(ηr) + 1
∣∣∣∣ ds = 0
if f is unbounded (note that limr↗∞ |f(r)| =∞ by Proposition 6.2). For bounded f , in
a similar manner,
lim
η↗∞
∫ ∞
0
η
η2 + r2
log
∣∣∣∣f(r) + τf(r) + 1
∣∣∣∣ dr = pi2 log f(∞−) + τf(∞−) + 1 .
Furthermore, by monotone convergence, provided that the integral in the left-hand side
of the following formula is finite for some η ∈ (0,∞),
lim
η↗∞
∫ ∞
0
r
η2 + r2
∣∣∣∣Im log f(r) + τf(r) + 1
∣∣∣∣ dr = 0,
and the first part of (10.2) follows. The other one is proved by a similar argument. Hence,
it remains to prove finiteness of the integral in the left-hand side.
Suppose that τ > 1. Observe that the following are complete Bernstein functions of ξ:
log(1 + (τ − 1)ξ), 1/ log(1 + (τ − 1)/ξ), and finally
g(ξ) =
(
log
ξ + τ
ξ + 1
)−1
=
(
log
(
1 +
τ − 1
ξ + 1
))−1
.
By Proposition 6.4, g(f(r)) is a Rogers function. Hence, so is
h(r) =
r2
g(f(r))
= r2 log
f(r) + τ
f(r) + 1
.
By Proposition 6.9,∫ ∞
0
r
η2 + r2
∣∣∣∣Im log f(r) + τf(r) + 1
∣∣∣∣ dr = ∫ ∞
0
r
η2 + r2
Im |h(r)|
r2
dr
is finite for η = 1.
If τ < 1, the argument is very similar (we omit the details). The case τ = 1 reduces to
Lemma 8.11 (see (8.11)). 
By Lemma 9.3 and dominated convergence, one obtains easily the following two results
(we omit the details).
Corollary 10.8. If f is a balanced Rogers function and
∫∞
1
1/(rλf (r))dr <∞, then for
all τ, ξ > 0
κ↑f (τ ; ξ)
f ↑(1; 1)
= exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r) log(λf (r) + τ)
iξ − ζf (r) −
ζ ′f (r) log(λf (r) + 1)
i− ζf (r)
)
dr
)
,
κ↓f (τ ; ξ)
f ↓(1; 1)
= exp
(
− 1
pi
∫ ∞
0
Im
(
ζ ′f (r) log(λf (r) + τ)
iξ + ζf (r)
− ζ
′
f (r) log(λf (r) + 1)
i+ ζf (r)
)
dr
)
.
(10.3)
Here λf (r) = f(ζf (r)), where ζf (r) is the canonical parametrisation of γf ∩C→.
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Corollary 10.9. If f is a balanced Rogers function, then for all τ, ξ > 0
κ↑f (τ ; ξ)
f ↑(1; 1)
= exp
(
− 1
pi
∫ ∞
0
(
λ′f (r) Arg(ζf (r)− iξ)
λf (r) + τ
− λ
′
f (r) Arg(ζf (r)− i)
λf (r) + 1
)
dr
)
,
κ↓f (τ ; ξ)
f ↓(1; 1)
= exp
(
− 1
pi
∫ ∞
0
(
λ′f (r) Arg(ζf (r) + iξ)
λf (r) + τ
− λ
′
f (r) Arg(ζf (r) + i)
λf (r) + 1
)
dr
)
.
(10.4)
Here λf (r) = f(ζf (r)), where ζf (r) is the canonical parametrisation of γf ∩C→.
Example 10.10. Let f(ξ) = 1
2
ξ2 − ibξ with b ∈ R be the Le´vy–Khintchine exponent of
the Brownian motion with drift. By a simple calculation,
f(ξ) + τ = 1
2
(−iξ +
√
b2 + 2τ − b)(iξ +
√
b2 + 2τ + b),
so that
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
=
ξ1 +
√
b2 + 2τ − b
ξ2 +
√
b2 + 2τ − b ,
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
=
ξ1 +
√
b2 + 2τ + b
ξ2 +
√
b2 + 2τ + b
and
κ↑f (τ ; ξ) =
√
1 +
√
b2 + 2 + b
2(1 +
√
b2 + 2− b) (ξ +
√
b2 + 2τ − b),
κ↓f (τ ; ξ) =
√
1 +
√
b2 + 2− b
2(1 +
√
b2 + 2 + b)
(ξ +
√
b2 + 2τ + b).
These formulae are well-known, see e.g. [31].
Example 10.11. If f is the Le´vy–Khintchine exponent of a strictly stable Le´vy process
(see Section 2), the extended Wiener–Hopf factors typically are not given by a closed-form
expression; see [29] for the description of known cases and series representation. Here we
consider case of stability index 1, that is, f(ξ) = aξ with Re a ≥ 0. Then ζf (r) = reiϑ and
λf (r) = cr, where ϑ = −Arg a and c = |a| (see Example 7.7). Denote δ = eiϑ. By (8.8),
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
= exp
(
− 1
pi
∫ ∞
0
Im
(
δ
iξ1 − δr −
δ
iξ2 − δr
)
log(cr + τ)dr
)
for τ, ξ1, ξ2 > 0. Recall that the dilogarithm Li2 x is the antiderivative of − log(1− x)/x,
holomorphic in C \ [1,∞). By a short calculation,
−
∫
δ
iξ − δr log(cr + τ)dr = Li2
δ(cr + τ)
δτ + icξ
+ log(cr + τ) log
(
1− δ(cr + τ)
δτ + icξ
)
.
Since Im(δ/(δτ + icξ)) < 0 when ξ > 0, and since Li2 x +
1
2
(log x)2 + ipi log x converges
to pi2/3 as |x| ↗ ∞ and Im x < 0, one obtains, after a short calculation,
−
∫ ∞
0
(
δ
iξ1 − δr −
δ
iξ2 − δr
)
log(cr + τ)dr = Li2
δτ
δτ + icξ2
− Li2 δτ
δτ + icξ1
+ log τ log
ξ2
ξ1
+
(
ipi +
1
2
log
δτ
δτ + icξ1
+
1
2
log
δτ
δτ + icξ2
)
log
δτ + icξ1
δτ + icξ2
.
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Hence, for τ, ξ1, ξ2 > 0,
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
= exp
(
1
pi
Im
(
Li2
δτ
δτ + icξ2
− Li2 δτ
δτ + icξ1
+
(
ipi +
1
2
log
δτ
δτ + icξ1
+
1
2
log
δτ
δτ + icξ2
)
log
δτ + icξ1
δτ + icξ2
))
,
and, in a similar manner, for τ, ξ > 0,
κ↑f (τ ; ξ)
f ↑(1; 1)
= exp
(
1
pi
Im
(
−Li2 δτ
δτ + icξ
− ipi
2
log τ +
(
ipi +
1
2
log
δ2τ 2
δτ + icξ
)
log(δτ + icξ)
+ Li2
δ
δ + ic
−
(
ipi + log
δ2
δ + ic
)
log(δ + ic)
))
.
It follows that
κ↑f (τ ; ξ) =
c√
τ
exp
(
Re
((
1 +
1
2pii
log
δ2τ 2
δτ + icξ
)
log(δτ + icξ)
)
− 1
pi
Im Li2
δτ
δτ + icξ
)
for some constant c > 0. By a similar argument,
κ↓f (τ ; ξ) =
c√
τ
exp
(
Re
((
1 +
1
2pii
log
δ¯2τ 2
δ¯τ + icξ
)
log(δ¯τ + icξ)
)
− 1
pi
Im Li2
δ¯τ
δ¯τ + icξ
)
for a (possibly different) constant c > 0. For a related calculation in the symmetric case,
see [25].
The following explicit example illustrates the extended Wiener–Hopf factorisation for
nearly balanced Rogers functions.
Example 10.12. Let f(ξ) = ξ/(ξ − 4i) − iξ = (−iξ)(iξ + 3)(iξ + 4)−1 be the Le´vy–
Khintchine exponent of the classical risk process (see Example 5.6(e)). Then f ↑(ξ) =
(2/
√
5)ξ and f ↓(ξ) = (
√
5/2)(ξ + 3)/(ξ + 4). Furthermore, by a simple calculation,
Im f(x+ iy) = 0 if and only if x = 0 or x2 + (y − 4)2 = 4, so γf is the circle |ξ − 4i| = 2
and |γf | = (2, 6). It can be checked that
f(ξ) + τ =
ξ2 + (τ − 3)iξ + 4τ
iξ + 4
=
(iξ + 1
2
(
√
τ + 1
√
τ + 9− τ + 3))(−iξ + 1
2
(
√
τ + 1
√
τ + 9 + τ − 3))
iξ + 4
It follows that
f ↑(τ ; ξ1)
f ↑(τ ; ξ2)
=
ξ1 +
1
2
(
√
τ + 1
√
τ + 9 + τ − 3)
ξ2 +
1
2
(
√
τ + 1
√
τ + 9 + τ − 3) ,
f ↓(τ ; ξ1)
f ↓(τ ; ξ2)
=
(ξ1 +
1
2
(
√
τ + 1
√
τ + 9− τ + 3))(ξ2 + 4)
(ξ2 +
1
2
(
√
τ + 1
√
τ + 9− τ + 3))(ξ1 + 4)
and
κ↑f (τ ; ξ) =
1√
5
(
ξ + 1
2
(
√
τ + 1
√
τ + 9 + τ − 3)
)
,
κ↓f (τ ; ξ) =
√
5
ξ + 1
2
(
√
τ + 1
√
τ + 9− τ + 3)
ξ + 4
.
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11. Applications to fluctuation theory
The results of the previous section apply directly to the Wiener–Hopf factorisation in
fluctuation theory of Le´vy processes. In the following section the main results of the
article are proved. First, a short introduction to fluctuation theory is provided. Next
it is shown that the Laplace exponents of ladder processes are the Wiener–Hopf factors
κ↑f (τ ; ξ) and κ
↓
f (τ ; ξ), studied in the previous section. This already proves Theorem 1.1.
Then, a formula for the space-only Laplace exponent of the supremum functional is given
(Theorem 1.5), and it is specialised for strictly stable Le´vy processes (Theorem 2.1). Fi-
nally, inversion of this Laplace transform (Conjecture 11.6) and connection to generalised
eigenfunction expansions are discussed.
11.1. Elements of fluctuation theory. Let Xt be a Le´vy process and Ψ its Le´vy–
Khintchine exponent. Define the supremum and the infimum functionals
X↑t = sup{Xs : s ∈ [0, t]}, X↓t = inf{Xs : s ∈ [0, t]}
Furthermore, let
T ↑t = inf{s ∈ [0, t] : Xs = X↑t }, T ↓t = inf{s ∈ [0, t] : Xs = X↓t }
be the (unique almost surely if Xt is not a compound Poisson process) times at which the
process Xt attains its supremum and infimum over [0, t], respectively. Fluctuation theory
provides a description of the above objects and studies their properties. This is typically
done using Laplace exponents of increasing and decreasing ladder processes, which are
given by the Fristedt–Pecherski–Rogozin formulae: for τ ≥ 0 and ξ ∈ C→,
κ↑(τ ; ξ) = exp
(∫ ∞
0
∫
(0,∞)
e−t − e−τt−ξx
t
P(Xt ∈ dx)dt
)
,
κ↓(τ ; ξ) = exp
(∫ ∞
0
∫
(−∞,0)
e−t − e−τt+ξx
t
P(Xt ∈ dx)dt
)
,
κ•(τ) = exp
(∫ ∞
0
e−t − e−τt
t
P(Xt = 0)dt
)
,
(11.1)
and for τ, σ ≥ 0 and ξ ∈ C→,∫ ∞
0
E exp(−ξX↑t − τT ↑t )σe−σtdt =
κ↑(σ; 0)
κ↑(τ + σ; ξ)
,∫ ∞
0
E exp(ξX↓t − τT ↓t )σe−σtdt =
κ↓(σ; 0)
κ↓(τ + σ; ξ)
.
(11.2)
For the derivation of these formulae and various extensions, see [4, 12, 31].
As was observed e.g. in [4], for τ > 0 and ξ ∈ R,
κ•(τ)κ↑(τ ;−iξ)κ↓(τ ; iξ) = exp
(∫ ∞
0
∫
R\{0}
e−t − e−τt+iξx
t
P(Xt ∈ dx)dt
)
,
= exp
(∫ ∞
0
e−t − e−t(τ+Ψ(ξ))
t
dt
)
= exp(log(τ + Ψ(ξ))) = τ + Ψ(ξ)
(the second equality is an application of Frullani integral). This provides the Wiener–Hopf
factorisation of τ + Ψ(ξ).
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Remark 11.1. Unless Xt is a compound Poisson process (that is, Ψ is bounded on
R), κ•(τ) = 1 and therefore it can be ignored in definitions. Some authors decide to
exclude compound Poisson processes from their results, others incorporate κ•(τ) into
κ↑(τ ; ξ) or κ↓(τ ; ξ). However, this either breaks the perfect duality between the Wiener–
Hopf factors, or leads to less general results. For this reason, below κ•(τ) is kept in the
notation, following, e.g., [44, 45].
11.2. Connection with Wiener–Hopf factorisation for Rogers functions. If Ψ is
equal to a Rogers function f , then, by uniqueness of the Wiener–Hopf factorisation, the
two factorisations of τ + Ψ(ξ) = τ + f(ξ): Fristedt–Pecherski–Rogozin one using (11.1)
and Baxter–Donsker-type one based on (10.1), must agree up to a constant. That is,
κ↑(τ ; ξ) = c1(τ)κ
↑
f (τ ; ξ) and κ
↓(τ ; ξ) = c2(τ)κ
↓
f (τ ; ξ) for ξ ∈ C→ for some c1(τ), c2(τ) > 0.
Furthermore, by Definition 10.2,
lim
ξ↗∞
κ↑f (τ ; ξ)
κ↑f (1; ξ)
= 1,
and by the definition (11.1) and monotone convergence,
lim
ξ↗∞
κ↑(τ ; ξ)
κ↑(1; ξ)
= 1.
It follows that c1(τ) does not depend on τ . In a similar manner, c2(τ) is a constant.
As a corollary, κ•(τ) = c3κ•f (τ) for some constant c3. If 0 < τ1 < τ2 and 0 < ξ1 < ξ2,
Theorem 1.1 is therefore an immediate consequence of Corollaries 10.4 and 10.5. The
cases τ1 = 0 and ξ1 = 0 follow by continuity and Proposition 4.5; the cases τ1 = τ2 and
ξ1 = ξ2 are trivial.
As an almost immediate consequence of Theorem 1.1, one obtains complete monotonic-
ity of the following functionals of Xt.
Theorem 11.2. If Xt is a Le´vy process whose Le´vy–Khintchine exponent is a nearly
balanced Rogers function, then for σ > 0 and ξ > 0,
d
dx
∫ ∞
0
σe−σtP(X↑t < x)dt,
d
ds
∫ ∞
0
σe−σtP(T ↑t < s)dt and E exp(−ξX↑t )
are completely monotone functions on (0,∞) of x, s and t, respectively. Similar statement
holds for X↓t and T
↓
t .
Proof. The Laplace transforms of the above expressions in the corresponding variables
are given by
κ↑(σ; 0)
κ↑(σ; ξ)
,
κ↑(σ; 0)
κ↑(τ + σ; 0)
,
1
σ
κ↑(σ; 0)
κ↑(σ; ξ)
,
as functions of ξ, τ and σ, respectively. All these functions are Stieltjes functions : the
first two are reciprocals of complete Bernstein functions (of ξ an and τ , respectively),
and the last one is a complete Bernstein function of σ divided by σ (see [43, Chapter 2
and Theorem 7.3]). To complete the proof, recall that a Stieltjes function is the Laplace
transform of a sum of a completely monotone function on (0,∞) and a multiple of the
Dirac measure δ0 (see [43, Theorem 2.2]). 
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11.3. Space-only Laplace transform of the supremum. Inversion of the Laplace
transform in the time variable σ is possible, and it leads to a technically complicated, but
useful expression for the Laplace transform of X↑t and X
↓
t , contained in Theorem 1.5.
Proof of Theorem 1.5. For consistency with the main part of the article, denote the Le´vy–
Khintchine exponent of Xt by f . Note that with the present notation, ζ(r) = ζf (r),
λ(r) = λf (r), Ψr↑(ξ) = f
↑
[ζf (r)]
(ξ)/f ↑[ζf (r)](0
+) and Ψr↓(ξ) = f
↓
[ζf (r)]
(ξ)/f ↓[ζf (r)](0
+) in (1.1)
and (1.2). Formula (1.2) follows directly from Lemma 8.11. It remains to prove (1.1).
Let ξ > 0. As in the proof of Theorem 11.2, the Laplace transform of E exp(−ξX↑t ),
where t is transformed into σ, is given by σ−1κ↑f (σ; 0)/κ
↑
f (σ; ξ). By Lemma 9.4, for
ε ∈ (0, ξ),
κ↑f (σ; ε)
κ↑f (σ; ξ)
=
f ↑(σ; ε)
f ↑(σ; ξ)
is a complete Bernstein function of σ, whose limit as σ ↗∞ is equal to 1. Hence, in the
Stieltjes representation (4.2) (Theorem 4.1(b)) of the above function, the constant c1 is
equal to zero. By Theorem 4.1 and Lemma 9.6,
κ↑f (σ; ε)
κ↑f (σ; ξ)
=
κ↑f (0; ε)
κ↑f (0; ξ)
+
1
pi
∫ ∞
0
f ↑[ζ(r)](ξ)
f ↑[ζ(r)](ε)
Im
(
ε+ iζ(r)
ξ + iζ(r)
)
σ
σ + λ(r)
λ′(r)
λ(r)
dr
= lim
τ↘0
f ↑(τ ; ε)
f ↑(τ ; ξ)
+
1
pi
∫ ∞
0
f ↑[ζ(r)](ξ)
f ↑[ζ(r)](ε)
(ξ + ε) Re ζ(r)
|ξ + iζ(r)|2
σ
σ + λ(r)
λ′(r)
λ(r)
dr,
(11.3)
with ζ = ζf and λ = λf .
By Lemma 9.3 and monotone convergence (note that the integrand is negative),
lim
τ↘0
f ↑(τ ; ε)
f ↑(τ ; ξ)
= exp
(
1
pi
∫ ∞
0
Arg
(
ζ(r)− iξ
ζ(r)− iε
)
λ′(r)
λ(r)
dr
)
.
By Fatou’s lemma,
lim
ε↘0
lim
τ↘0
f ↑(τ ; ε)
f ↑(τ ; ξ)
≤ exp
(
1
pi
∫ ∞
0
Arg
(
ζ(r)− iξ
ζ(r)
)
λ′(r)
λ(r)
dr
)
.
By Definition 8.7, there is α ∈ (0, pi
2
) such that |Arg ζ(r)| ≤ α for r ∈ (0,∞). This and
the inequality arctanx ≥ x/(1 + x) for x > 0 imply that
Arg
(
ζ(r)− iξ
ζ(r)
)
≤ Arg(1− ieiα(ξ/r)) = − arctan (ξ/r) sinα
1 + (ξ/r) cosα
≤ − (ξ/r) sinα
1 + (ξ/r) cosα + (ξ/r) sinα
≤ −sinα
2
ξ/r
1 + ξ/r
= −sinα
2
ξ
r + ξ
.
Therefore,
lim
ε↘0
lim
σ↘0
f ↑(σ; ε)
f ↑(σ; ξ)
≤ exp
(
−sinα
2pi
∫ ∞
0
ξ
r + ξ
λ′(r)
λ(r)
dr
)
≤ exp
(
−sinα
4pi
∫ ξ
0
λ′(r)
λ(r)
dr
)
= 0,
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because limr↘0 log λ(r) = −∞. Hence, the first term in the right-hand side of (11.3) is
equal to zero, that is,
κ↑f (σ; 0)
κ↑f (σ; ξ)
=
1
pi
lim
ε↘0
∫ ∞
0
f ↑[ζ(r)](ξ)
f ↑[ζ(r)](ε)
(ξ + ε) Re ζ(r)
|ξ + iζ(r)|2
σ
σ + λ(r)
λ′(r)
λ(r)
dr.
Note that (ξ+ε) ≤ 2ξ and f ↑[ζ(r)](ε) ≥ f ↑[ζ(r)](0+) for ε ∈ (0, ξ). By dominated convergence,
1
σ
κ↑f (σ; 0)
κ↑f (σ; ξ)
=
1
pi
∫ ∞
0
f ↑[ζ(r)](ξ)
f ↑[ζ(r)](0
+)
ξRe ζ(r)
|ξ + iζ(r)|2
1
σ + λ(r)
λ′(r)
λ(r)
dr.
It remains to observe that 1/(σ+λ(r)) =
∫∞
0
e−σt−λ(r)tdt, and use Fubini and uniqueness
of the Laplace transform. 
Remark 11.3. The second paragraph of the proof shows that for a Le´vy process whose
Le´vy–Khintchine exponent is a balanced Rogers function, one has κ↑(0; 0) = κ↓(0; 0) = 0.
This property is equivalent to each of the following two statements: the ladder processes
are proper subordinators (with no killing); Xt oscillates as t↗∞.
Proof of Theorem 2.1. Recall that Xt is a strictly stable Le´vy process with Le´vy–
Khintchine exponent f(ξ) = aξα for ξ > 0 (see Section 2), and the Rogers function
f is nondegenerate, that is, a 6= 0 and |Arg a| < αpi
2
(equality may hold in the other
condition in (2.1), |Arg a| ≤ (2 − α)αpi
2
). In this case ζf (r) = re
iϑ and λf (r) = cr
α for
r > 0, where c = |a| and ϑ = − 1
α
Arg a (see Example 7.7).
By (1.1) in Theorem 1.5, and a substitution r = ξu, with the present notation,
E exp(−ξX↑t ) =
1
pi
∫ ∞
0
f ↑
[reiϑ]
(ξ)
f ↑
[reiϑ]
(0+)
ξr cosϑ
ξ2 − 2ξr sinϑ+ r2
cαrα−1
crα
e−ctr
α
dr
=
α
pi
∫ ∞
0
f ↑
[ξueiϑ]
(ξ)
f ↑
[ξueiϑ]
(0+)
cosϑ
1− 2u sinϑ+ u2 e
−ctξαuαdu.
By (1.2) in Theorem 1.5,
f ↑
[reiϑ]
(ξ)
f ↑
[reiϑ]
(0+)
= lim
ε↘0
exp
(
1
pi
∫ ∞
0
Re
((
eiϑ
ξ + iseiϑ
− e
iϑ
ε+ iseiϑ
)
×
× log (se
iϑ − reiϑ)(seiϑ + re−iϑ)
csα − crα
)
ds
)
= lim
ε↘0
exp
(
1
pi
∫ ∞
0
(
ξ cosϑ
|ξ + iseiϑ|2 −
ε cosϑ
|ε+ iseiϑ|2
)
log
(s− r)|se2iϑ + r|
c(sα − rα) ds
− 1
pi
∫ ∞
0
(
ξ sinϑ− s
|ξ + iseiϑ|2 −
ε sinϑ− s
|ε+ iseiϑ|2
)
Arg(se2iϑ + r)ds
)
.
By a direct calculation,
1
pi
∫ ∞
0
ε cosϑ
|ε+ iseiϑ|2 ds =
1
2
+
ϑ
pi
= % (11.4)
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(see (2.4)), and hence
lim
ε↘0
(
1
pi
ε cosϑ
|ε+ iseiϑ|2 1(0,∞)(s)ds
)
= %δ0(ds).
Using this for the former integral and dominated convergence for the latter one (we omit
the details), one obtains
f ↑
[reiϑ]
(ξ)
f ↑
[reiϑ]
(0+)
= exp
(
1
pi
∫ ∞
0
ξ cosϑ
|ξ + iseiϑ|2 log
(s− r)|se2iϑ + r|
c(sα − rα) ds− % log
r2−α
c
− 1
pi
∫ ∞
0
(
ξ sinϑ− s
|ξ + iseiϑ|2 +
1
s
)
Arg(se2iϑ + r)ds
)
.
When r = ξu, a substitution s = ξv gives
f ↑
[ξueiϑ]
(ξ)
f ↑
[ξueiϑ]
(0+)
= exp
(
1
pi
∫ ∞
0
cosϑ
|1 + iveiϑ|2 log
(v − u)|ve2iϑ + u|
cξα−2(vα − uα) dv
− % log (ξu)
2−α
c
− 1
pi
∫ ∞
0
(
sinϑ− v
|1 + iveiϑ|2 +
1
v
)
Arg(ve2iϑ + u)
v
dv
)
.
Finally, by (11.4),
f ↑
[ξueiϑ]
(ξ)
f ↑
[ξueiϑ]
(0+)
= exp
(
1
pi
∫ ∞
0
cosϑ
1− 2v sinϑ+ v2 log
(v − u)|ve2iϑ + u|
vα − uα dv
− % log u2−α − 1
pi
∫ ∞
0
1− v sinϑ
1− 2v sinϑ+ v2
Arg(ve2iϑ + u)
v
dv
)
.
The above calculations prove that
E exp(−ξX↑t ) =
α
pi
∫ ∞
0
exp
(
1
pi
∫ ∞
0
cosϑ
1− 2v sinϑ+ v2 log
(v − u)|ve2iϑ + u|
vα − uα dv
− 1
pi
∫ ∞
0
1− v sinϑ
1− 2v sinϑ+ v2
Arg(ve2iϑ + u)
v
dv
)
u−(2−α)% cosϑ
1− 2u sinϑ+ u2 e
−ctξαuαdu.
(11.5)
It remains to use ϑ = pi%− pi
2
. 
11.4. Toward the formula for the distribution function of the supremum and
generalised eigenfunction expansion. In the remaining part of this section, inversion
of the Laplace transform in Theorem 1.5 is discussed. This requires the following defini-
tion, which for symmetric Rogers functions reduces to generalised eigenfunctions studied
in [32, 35].
Definition 11.4. Let f be a balanced Rogers function and r > 0. The functions Ff↑(r;x)
and Ff↓(r;x) of x ∈ (0,∞) are defined by means of Laplace transform,
LFf↑(r; ξ) = Re ζf (r)|f ↑[ζf (r)](iζf (r))|
f ↑[ζf (r)](ξ)
(ξ + iζf (r))(ξ − iζf (r))
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for ξ ∈ C→ such that Re ξ > Im ζf (r), and
LFf↓(r; ξ) = Re ζf (r)|f ↓[ζf (r)](iζf (r))|
f ↓[ζf (r)](ξ)
(ξ − iζf (r))(ξ + iζf (r))
for ξ ∈ C→ such that Re ξ > − Im ζf (r).
Lemma 11.5. Let f be a balanced Rogers function, r > 0 and ζf (r) = af (r) + ibf (r).
Then for x > 0,
Ff↑(r;x) = ebf (r)x sin(af (r)x+ ϑf↑(r))−Gf↑(r;x),
Ff↓(r;x) = e−bf (r)x sin(af (r)x+ ϑf↓(r))−Gf↓(r;x),
where Gf↑(r;x), Gf↓(r;x) are completely monotone functions of x ∈ (0,∞), with Laplace
transforms
LGf↑(r; ξ) = 1
2i|f ↑[ζ](iζ¯)|
(
f ↑[ζ](iζ¯)
ξ − iζ¯ −
f ↑[ζ](−iζ)
ξ + iζ
)
− Re ζ|f ↑[ζ](iζ¯)|
f ↑[ζ](ξ)
(ξ − iζ¯)(ξ + iζ) ,
LGf↓(r; ξ) = 1
2i|f ↓[ζ](iζ)|
(
f ↓[ζ](iζ)
ξ − iζ −
f ↓[ζ](−iζ¯)
ξ + iζ¯
)
− Re ζ|f ↓[ζ](iζ)|
f ↓[ζ](ξ)
(ξ − iζ)(ξ + iζ¯)
(here ζ = ζf (r)), and ϑf↑(r), ϑf↓(r) ∈ [0, pi) are given by
ϑf↑(r) = Arg f
↑
[ζf (r)]
(iζf (r)) = −Arg f ↑[ζf (r)](−iζf (r)),
ϑf↓(r) = Arg f
↓
[ζf (r)]
(iζf (r)) = −Arg f ↓[ζf (r)](−iζf (r)).
(11.6)
Furthermore, ϑf↑(r)− ϑf↓(r) = Arg f ′(ζf (r)) = −Arg ζ ′f (r).
Proof. Let ζ = ζf (r). By Lemma 7.1 and Theorem 8.1, f
↑
[ζ] is a complete Bernstein
function. By Lemma 7.3 (applied to f ↑[ζ] and iζ¯),
f ↑[ζ](ξ)
(ξ − iζ¯)(ξ + iζ) =
1
2iRe ζ
(
f ↑[ζ](iζ¯)
ξ − iζ¯ −
f ↑[ζ](−iζ)
ξ + iζ
)
− g↑(r; ξ)
ξ
for ξ ∈ C \ (−∞, 0], where g↑(r; ξ) is a complete Bernstein function of ξ.
Recall that for g ∈ CBF , g(ξ)/ξ is a Stieltjes function, that is, the Laplace transform
of a completely monotone function plus a multiple of the Dirac measure δ0 (see [43,
Theorem 2.2]). Furthermore, g↑(r; ξ)/ξ converges to 0 as ξ ↗ ∞ (see Lemma 7.3).
Therefore, g↑(r; ξ)/ξ is the Laplace transform of a completely monotone function.
Observe that since f ↑[ζ] and f
↓
[ζ] are complete Bernstein functions, one has
f ↑[ζ](iζ¯) = f
↑
[ζ](−iζ), f ↓[ζ](−iζ¯) = f ↓[ζ](iζ).
This proves that (11.6) properly defines ϑf↑(r) and ϑf↓(r). Furthermore, by Lemma 7.1
and Theorem 8.1,
f ↑[ζ](−iζ)f ↓[ζ](iζ) = f[ζ](ζ) =
2 Re ζ
f ′(ζ)
, (11.7)
and therefore ϑf↓(r)− ϑf↑(r) = −Arg f ′(ζ).
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Finally, for z ∈ C, the function 1/(ξ−z) is (the holomorphic extension of) the Laplace
transform of ezx1(0,∞)(x). It follows that
Ff↑(r;x) =
exp(iζ¯x+ iϑf↑(ζ))− exp(−iζx− iϑf↓(ζ))
2i
−Gf↑(ζ;x),
as desired. The proof for Ff↓(r;x) is very similar. 
It follows that the first part of (1.1) can be rewritten as∫ ∞
0
e−ξxP(X↑t < x)dx =
∫ ∞
0
|f ↑[ζf (r)](iζf (r))|
f ↑[ζf (r)](0
+)
LFf↑(r;x)e−tλf (r)λ′f (r)dr.
Provided that Fubini can be used to change the order of integration, one can invert the
Laplace transform, thus obtaining a semi-explicit expression for the distribution of X↑t .
This leads to the following conjectured result, which possibly could be proved by using
the methods developed in [32, 35] for the symmetric case. The natural question whether
the assumption sup{Im ζf (r) : r ∈ (0,∞)} < ∞ can be relaxed seems challenging, even
for strictly stable Le´vy processes.
Conjecture 11.6. If Xt is a Le´vy process whose Le´vy–Khintchine exponent f is a bal-
anced Rogers function, sup{Im ζf (r) : r ∈ (0,∞)} < ∞, sup{ϑf↑(r) : r ∈ (0,∞)} < pi2 ,
and ∫ ∞
1
|f ↑[ζf (r)](iζf (r))|
f ↑[ζf (r)](0
+)
e−t0λf (r)λ′f (r)dr <∞
for some t0 ∈ [0,∞), then
P(X↑t < x) =
∫ ∞
0
|f ↑[ζf (r)](iζf (r))|
f ↑[ζf (r)](0
+)
Ff↑(r;x)e−tλf (r)λ′f (r)dr (11.8)
for t > t0 and x > 0. Here ζf is the canonical parametrisation of γf (see Definition 7.4),
λf (r) = f(ζf (r)), f[ζ] is defined in Lemma 7.1, Wiener–Hopf factor f
↑
[ζ] is defined in
Theorem 8.1 and Ff↑(r;x) is described by Lemma 11.5.
Remark 11.7. If {Im ζf (r) : r ∈ (0,∞)} is a bounded subset of R, then the expression
for P(X↑t < x) in the above conjecture corresponds to the eigenfunction expansion of the
constant 1 in the system of generalised eigenfunctions Ff↑(r;−x) and coeigenfunctions
Ff↓(r;−x) of the generator of the process Xt, killed upon leaving (−∞, 0). With this
interpretation, Lemma 9.11 can be rewritten as
2
pi
∫ ∞
0
LFf↑(r; ξ1)LFf↓(r; ξ2)|ζ ′f (r)|dr =
1
ξ1 + ξ2
. (11.9)
The numbers LFf↓(r; ξ2) are the coefficients of the eigenfunction expansion of f2(x) =
eξ2x1(−∞,0)(x). Similarly, LFf↑(r; ξ1) are the coefficients of the coeigenfunction expan-
sion of f1(x) = e
ξ1x1(−∞,0)(x). Since 〈f1, f2〉 = 1/(ξ1 + ξ2), and the functions of the
form eξx1(−∞,0)(x) form a linearly dense set in L2((−∞, 0)), formula (11.9) asserts that
Ff↑(r;x) and Ff↓(r; ξ) form a complete system of generalised eigenfunctions and coeigen-
functions.
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When {Im ζf (r) : r ∈ (0,∞)} is not bounded, a formal statement of the notion of
generalised eigenfunction expansion is already a challenging problem. With an appropri-
ate definition, Lemma 9.11 can be hoped to be applicable in a similar way as described
above.
11.5. Generalised eigenfunctions for strictly stable Le´vy processes (or power-
type Rogers functions). Suppose that the assumptions of Theorem 2.1 are satisfied,
that is, the Le´vy–Khintchine exponent ofXt is the Rogers function f(ξ) = aξ
α for ξ ∈ C→,
where α ∈ (0, 2], a satisfies (2.1) and |Arg a| < αpi
2
(see Section 2). Below formulae for
ϑf↑(r), ϑf↓(r), Gf↑(r;x) and Gf↓(r;x) are found.
Lemma 11.8. Let Xt be a strictly stable Le´vy process with stability index α ∈ (0, 2],
positivity parameter % ∈ (0, 1) and scale parameter k > 0. If f denotes the corresponding
Rogers function, then for r, x > 0,
Ff↑(r;x) = e−rx cos(%pi) sin(rx sin(%pi) + (1− %)(1− α%)pi2 )−Gf↑(rx),
where
Gf↑(x) =
1
pi
√
α cosϑ
2
∫ ∞
0
sin(αpi%)uα
1 + 2uα cos(αpi%) + u2α
eI(u)+J(u)−xudu,
with
I(u) = − 1
2pi
∫ ∞
0
(
2u sin(%pi)
u2 − 2uv cos(%pi) + v2 −
sin(2%pi)
1− 2v cos(2%pi) + v2
)
×
× log (v − 1)
√
1− 2v cos(2%pi) + v2
vα − 1 dv
J(u) =
1
2pi
PV
∫ ∞
0
(
2v − 2u cos(%pi)
u2 − 2uv cos(%pi) + v2 +
1
1− v −
v − cos(2%pi)
1− 2v cos(2%pi) + v2
)
×
× Arg(1− v cos(2%pi) + iv sin(2%pi))dv,
and PV
∫
denoting the Cauchy principal value integral, with a singularity at v = 1. A
similar formula for Ff↓(r;x) is obtained by replacing % by 1− %.
Proof. Recall that f(ξ) = aξα for ξ ∈ C→. Let c = |a| and ϑ = − 1α Arg a, so that
ζf (r) = re
iϑ and λf (r) = cr
α. As in the proof of Theorem 2.1,
log f[reiϑ](se
iϑ) = log
(s− r)|se2iϑ + r|
c(sα − rα) + iArg(se
2iϑ + r),
and log f[reiϑ](−se−iϑ) is the conjugate number. Furthermore, by Lemma 8.11 with ξ2 = ξ
and ξ1 = −iζf (r) + εeiϑ = −i(r + εi)eiϑ as ε↘ 0,
log
f ↑
[reiϑ]
(−ireiϑ)
f ↑
[reiϑ]
(ξ)
= − 1
2pii
PV
∫ ∞
0
(
eiϑ
reiϑ − seiϑ −
eiϑ
iξ − seiϑ
)
log f[reiϑ](se
iϑ)ds
− 1
2pii
∫ ∞
0
(
e−iϑ
reiϑ + se−iϑ
− e
−iϑ
iξ + se−iϑ
)
log f[reiϑ](−se−iϑ)ds+
log f[reiϑ](re
iϑ)
2
;
(11.10)
the last term in the right-hand side corresponds to −1
2
δr(ds) being the limit of measures
1
2pi
Im(eiϑ/((r + iε)eiϑ − seiϑ))ds as ε↘ 0 (we omit the details).
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Recall that ϑf↑(r) = − Im(log f ↑[reiϑ](−ireiϑ)), and that f ↑[reiϑ](1) > 0. By taking ξ = 1
in (11.10) and comparing the imaginary parts of both sides,
ϑf↑(r) = − 1
2pi
PV
∫ ∞
0
Re
(
1
r − s log f[reiϑ](se
iϑ) +
1
re2iϑ + s
log f[reiϑ](−se−iϑ)
)
ds
− Arg f[reiϑ](re
iϑ)
2
.
Since f[reiϑ](re
iϑ) = (2r cosϑ)/f ′(reiϑ) = 2
αc
r2−αeiϑ cosϑ, one has
ϑf↑(r) = − 1
2pi
PV
∫ ∞
0
((
1
r − s +
r cos(2ϑ) + s
|re2iϑ + s|2
)
log
(s− r)|se2iϑ + r|
c(sα − rα)
− r sin(2ϑ)|re2iϑ + s|2 Arg(se
2iϑ + r)
)
ds− ϑ
2
.
Substituting s = ru in the integral over (0, r − ε) and s = r/u in the integral over
(r + ε,∞), and taking the limit as ε↘ 0, one obtains
ϑf↑(r) = − 1
2pi
∫ 1
0
((
1
1− u +
cos(2ϑ) + u
|e2iϑ + u|2
)
log
(u− 1)|ue2iϑ + 1|
crα−2(uα − 1)
− sin(2ϑ)|e2iϑ + u|2 Arg(ue
2iϑ + 1)
+
1
u
(
1
u− 1 +
cos(2ϑ)u+ 1
|e2iϑu+ 1|2
)
log
(1− u)|e2iϑ + u|
crα−2u2−α(1− uα)
− sin(2ϑ)|e2iϑu+ 1|2 Arg(e
2iϑ + u)
)
du− ϑ
2
.
Elementary simplification yields
ϑf↑(r) =
1
4pi
∫ 1
0
(
2
1− u +
1
u+ e2iϑ
+
1
u+ e−2iϑ
)
log
1
u2−α
du
+
1
pi
∫ 1
0
ϑ sin(2ϑ)
u2 + 2u cos(2ϑ) + 1
du− ϑ
2
.
By a direct calculation, ∫ 1
0
ϑ sin(2ϑ)
u2 + 2u cos(2ϑ) + 1
du = ϑ2.
As in [32, Example 6.1], by the series expansion, Fubini and integration by parts,∫ 1
0
(
2
1− u +
1
u+ e2iϑ
+
1
u+ e−2iϑ
)
log
1
u2−α
du
= −(2− α)
∞∑
n=0
(2− (−e2iϑ)n+1 − (−e−2iϑ)n+1)
∫ 1
0
un log u du
= 2(2− α)
∞∑
n=0
1− cos(2(n+ 1)(pi + 2ϑ))
(n+ 1)2
=
(2− α)(pi2 − 4ϑ2)
2
;
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the last equality follows by the Fourier series expansion of the right-hand side. Therefore,
ϑf↑(r) =
(2− α)(pi2 − 4ϑ2)
8pi
+
ϑ2
pi
− ϑ
2
=
(1− %)(1− α%)pi
2
, (11.11)
because % = 1
2
+ ϑ
pi
.
An explicit formula for Gf↑(r;x) is obtained by inverting the Laplace transform. Let
r > 0 and ζ = ζf (r) = re
iϑ. By Lemma 11.5, the Laplace transform of Gf↑(r;x)
is a Stieltjes function, so that Gf↑(r;x) is the Laplace transform of a measure, which
is described by the boundary values of the holomorphic extension of LGf↑(r; ξ) along
(−∞, 0]. By the definition of the Wiener–Hopf factors (Theorem 8.1), the holomorphic
extension of LGf↑(r; ξ) satisfies (we omit the details)
lim
t↗0
Im(LGf↑(r;−s+ it)) = − Re ζ|f ↑[ζ](−iζ)|
1
f ↓[ζ](s)(−s− iζ¯)(−s+ iζ)
lim
t↗0
Im(f[ζ](−is− t))
=
r cosϑ
c |f ↑[ζ](−iζ)f ↓[ζ](s)|
sin(αpi%)sα
r2α + 2rαsα cos(αpi%) + s2α
.
Therefore (see [43, ]),
Gf↑(r;x) =
1
pi
∫ ∞
0
r cosϑ
c |f ↑
[reiϑ]
(−ireiϑ)f ↓
[reiϑ]
(s)|
sin(αpi%)sα
r2α + 2rαsα cos(αpi%) + s2α
e−xsds
=
1
pi
∫ ∞
0
r2−α cosϑ
c |f ↑
[reiϑ]
(−ireiϑ)f ↓
[reiϑ]
(ru)|
sin(αpi%)uα
1 + 2uα cos(αpi%) + u2α
e−rxudu.
As in (11.10), for ξ > 0,
log(f ↑
[reiϑ]
(−ireiϑ)f ↓
[reiϑ]
(ξ)) = − 1
2pii
PV
∫ ∞
0
(
eiϑ
reiϑ − seiϑ +
eiϑ
iξ + seiϑ
)
log f[reiϑ](se
iϑ)ds
− 1
2pii
∫ ∞
0
(
e−iϑ
reiϑ + se−iϑ
+
e−iϑ
iξ − se−iϑ
)
log f[reiϑ](−se−iϑ)ds+
log f[reiϑ](re
iϑ)
2
.
Hence, taking ξ = ru and comparing real parts of both sides, in a similar way as in the
calculation of ϑf↑(r),
log
c|f ↑
[reiϑ]
(−ireiϑ)f ↓
[reiϑ]
(ru)|
r2−α
= log
c
r2−α
+
log |f[reiϑ](reiϑ)|
2
− 1
2pi
PV
∫ ∞
0
((
− r sin(2ϑ)|re2iϑ + s|2 − 2
ru cosϑ
|irue−iϑ + s|2
)
log
(s− r)|se2iϑ + r|
c(sα − rα)
+
(
1
r − s −
r cos(2ϑ) + s
|re2iϑ + s|2 + 2
ru sinϑ+ s
|irue−iϑ + s|2
)
Arg(se2iϑ + r)
)
ds .
By a substitution s = ru, simplification and direct calculation (we omit the details),
log
c|f ↑
[reiϑ]
(−ireiϑ)f ↓
[reiϑ]
(ru)|
r2−α
=
1
2
log
2 cos(ϑ)
α
+
+
1
2pi
∫ ∞
0
(
sin(2ϑ)
|e2iϑ + v|2 + 2
u cosϑ
|iue−iϑ + v|2
)
log
(v − 1)|ve2iϑ + 1|
vα − 1 dv
+
1
2pi
PV
∫ ∞
0
(
1
1− v −
cos(2ϑ) + v
|e2iϑ + v|2 + 2
u sinϑ+ v
|iue−iϑ + v|2
)
Arg(ve2iϑ + 1)dv.
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This completes the proof. 
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