Abstract. Given a certain factorization property of a ring R, we can ask if this property extends to the polynomial ring over R or vice versa. For example, it is well known that R is a unique factorization domain if and only if R[X] is a unique factorization domain. If R is not a domain, this is no longer true. In this paper we survey unique factorization in commutative rings with zero divisors, and characterize when a polynomial ring over an arbitrary commutative ring has unique factorization.
Introduction
Let D be an integral domain. It is well known that the polynomial ring D[X] is a unique factorization domain (UFD) if and only if D is a UFD. Of course D is a UFD if (1) every nonzero nonunit of D is a finite product of irreducible elements and (2) if a 1 · · · a n = b 1 · · · b m where a i , b j are irreducible, then n = m and after re-ordering if necessary a i and b i are associates. Equivalently, D is a UFD if each nonzero nonunit of D is a finite product of principal primes.
Suppose that we allow our commutative ring R to have zero divisors. We consider the question: is R[X] a unique factorization ring if and only if R is? Now there are several ways to define a "unique factorization ring", all of which agree in the domain case. First, there are a number of ways to define "irreducible" element and the notion of "associates", see Section 2 for details. We define R to be a (Bouvier [15] Galovich [22] ) unique factorization ring if (1) and (2) defined in the first paragraph hold, see Definition 5.3. A related type of unique factorization ring, called weak unique factorization rings, were considered in [1] . Fletcher [19] defined another type of unique factorization ring and several types of "reduced unique factorization rings" were investigated in [17] . We can also consider rings, called factorial rings, in which the nonunit regular elements have unique factorization into irreducibles.
Let R be a commutative ring and X an indeterminate over R. The main purpose of this article is to determine when the polynomial ring R[X] has some form of unique factorization. We determine when R[X] is a factorial ring, a unique factorization ring, a weak unique factorization ring, a Fletcher unique factorization ring, or a [strong] (µ−) reduced unique factorization ring, see Section 5. Unlike the domain case, if a commutative ring R has one of these types of unique factorization, R[X] need not. In Section 6 we examine the good and bad behavior of factorization in R[X] where R is one of these types of unique factorization rings.
In Section 2 we begin with a brief review of factorization in integral domains and commutative rings with zero divisors. The various types of irreducible elements and associate relations are defined. Section 3 reviews some basic facts about polynomial rings that will be used throughout the paper. We also discuss "irreducible" elements of R [X] .
Section 4 involves the factorization of powers of an indeterminate X over a commutative ring R. It is shown (Theorem 4.3) that X is a product of irreducible elements (resp., principal primes) if and only if R is a finite direct product of indecomposable rings (resp., integral domains). In the case where X is a product of irreducibles, this factorization is unique up to order and associates (Theorem 4.3) while each power of X n has unique factorization into irreducibles if and only if R is reduced and a finite direct product of indecomposable rings (Theorem 4.5).
Throughout this paper all rings will be commutative with an identity. Suppose that R is a commutative ring. We denote the Jacobson radical, nilradical, the set of zero divisors, and the set of idempotents of R by J(R), nil(R), Z(R), and Id(R), respectively. An element is regular if it is not a zero divisor.
A Brief Review of Factorization
In this section we first give a very brief review of factorization in an integral domain and then give a slightly longer review of factorization in a commutative ring with zero divisors.
Let D be an integral domain. Two elements a, b ∈ D are associates, denoted a ∼ b, if a | b and b | a which is equivalent to Da = Db or to a = ub for some unit u ∈ D. An element a ∈ D is irreducible or an atom if a is a nonzero nonunit and for b, c ∈ D, a = bc implies b or c is a unit of D. It is easy to see that for a nonzero nounit a ∈ D, the following conditions are equivalent: (1) a is irreducible, (2) if a = bc for b, c ∈ D, then a ∼ b or a ∼ c, and (3) Da is a maximal element of the set of proper principal ideals of D.
An integral domain is atomic if every nonzero nonunit of D is a finite product of atoms while D satisfies the ascending chain condition on principal ideals (ACCP) if every ascending chain of principal ideals becomes stationary. It is well known that if D satisfies ACCP then D is atomic, but the converse need not hold. For a review of factorization in an integral domain the reader is referred to [4] and [23] .
The terminology and general theory of factorization for commutative rings with zero divisors is less standard. A general approach to factorization in commutative rings is given in [11] . Also see [2] and [12] . We review some of the details. Let R be a commutative ring. Two elements, a, b ∈ R are associates, denoted a ∼ b, (resp., strong associates, denoted a ≈ b, very strong associates, denoted a ∼ = b) if a | b and b | a, or equivalently Ra = Rb (resp., a = ub for some unit u ∈ R, a ∼ b and either a = b = 0 or a = 0 and a = rb for r ∈ R implies that r is a unit in R). For a, b ∈ R we have a ∼ = b =⇒ a ≈ b =⇒ a ∼ b, but none of these implications can be reversed. While ∼ and ≈ are congruences on the monoid (R, ·), ∼ = is reflexive on R and hence a congruence on (R, ·) if and only if R is prèsimplifiable, that is, each element x of R is prèsimplifiable: x = xy for y ∈ R =⇒ x = 0 or y is a unit of R.
In [6] the last two associate relations were generalized as follows. The elements a, b ∈ R are strongly regular associates, denoted a ≈ r b (resp., very strongly regular associates, denoted a ∼ =r b,) if a = rb and b = sa where r, s ∈ R are regular (resp., a ∼ b and either a = b = 0 or a = 0 and a = rb for r ∈ R implies that r is regular.) Finally, R is weakly prèsimplifiable if for x, y ∈ R, x = xy implies x = 0 or y is regular.
Using the three different associate relations, we can define three different types of irreducible elements. A nonunit a ∈ R (with possibly a = 0) is irreducible or an atom (resp., strongly irreducible, very strongly irreducible) if for a = bc with b, c ∈ R, a ∼ b or a ∼ c (resp., a ≈ b or a ≈ c, a ∼ = b or a ∼ = c). The nonunit a ∈ R is m-irreducible if Ra is a maximal element of the set of proper principal ideals of R. Note that the following are equivalent: (1) R is an integral domain, (2) 0 is prime, (3) 0 is irreducible, (4) 0 is strongly irreducible, and (5) 0 is very strongly irreducible. But 0 is m-irreducible if and only if R is a field.
Let R be a commutative ring. A nonzero nonunit p ∈ R is weakly prime
Certainly a prime element is weakly prime and a weakly prime element is irreducible. Moreover, a weakly prime element p is either prime or satisfies p 2 = 0. For suppose that p is weakly prime and
Thus p is prime. Hence a regular weakly prime element is prime. Also, if R is not indecomposable, a nonzero weakly prime element p is prime.
. For more on weakly prime elements, see [10] .
For a nonzero element of R we have the following implications, none of which can be reversed: prime weakly prime very strongly irreducible + 3 m-irreducible + 3 strongly irreducible + 3 irreducible
The following theorem summarizes some useful facts about irreducible elements.
Theorem 2.1. Let R be a commutative ring.
(1) For regular elements, or more generally nonzero prèsimplifiable elements, the four types of irreducible elements coincide. (2) For a ∈ R, the following are equivalent:
(a) a is irreducible, (b) there is a prime ideal P of R with Ra a maximal element of the set of principal ideals of R contained in P , and (c) either (i) a is regular and a is m-irreducible or (ii) a is a zero divisor and Ra is a maximal element of the set of principal ideals of R contained in Z(R). (3) If a 1 , a 2 ∈ R with a 1 irreducible and Ra 1 Ra 2 R, then a 1 is a zero divisor and a 2 is regular.
(4) A nonzero nonunit a ∈ R is very strongly irreducible if and only if for b, c ∈ R with a = bc, either b or c is a unit. (5) Suppose that 0 = a ∈ R is very strongly irreducible. Then ann(a) ⊆ J(R).
Hence if J(R) = 0, a is regular. (6) For 0 = a ∈ R, a is m-irreducible if and only if either (i) a is very strongly irreducible or (ii) Ra is an (idempotent) maximal ideal. Thus for R indecomposable, a is m-irreducible if and only if it is very strongly irreducible. (7) Let {R α } α∈Λ be a nonempty family of commutative rings and let (a α ) ∈ α∈Λ R α . Then (a α ) is irreducible (resp., strongly irreducible, m-irreducible, prime) if and only if each (a α ) except for one α 0 ∈ Λ is a unit in R α and that a α0 is irreducible (resp., strongly irreducible, m-irreducible, prime.) However, (a α0 ) is very strongly irreducible if and only if each a α except for one α 0 ∈ Λ is a unit in R α and that a α0 is very strongly irreducible in R α0 and is nonzero unless |Λ| = 1 and R α0 is an integral domain.
Proof.
(1) If x is a nonzero prèsimplifiable element, then x ∼ y ⇐⇒ x ∼ = y. So x is irreducible if and only if it is very strongly irreducible. Each of the forms of irreducibility leads to a form of atomicity. The commutative ring R is atomic (resp., strongly atomic, very strongly atomic, m-atomic, p-atomic) if each nonzero nonunit of R is a finite product of irreducible (resp., strongly irreducible, very strongly irreducible, m-irreducible, prime) elements of R. Note that if R is not a domain, then 0 too is a finite product of the appropriate type of irreducible elements. We collect some facts about atomic rings. Theorem 2.2. Let R be a commutative ring,
(1) R very strongly atomic =⇒ R m-atomic =⇒ R strongly atomic =⇒ R atomic; R p-atomic =⇒ R strongly atomic and R satisfies ACCP; and R satisfies ACCP =⇒ R is atomic. However, none of these implications can be reversed. (2) Suppose that R is indecomposable. Then R is very strongly atomic ⇐⇒ R is m-atomic. (3) R is p-atomic ⇐⇒ R is a finite direct product of UFDs and SPIRs. (4) Suppose that 0 is a product of n, n ≥ 1, irreducible elements. Then R is a direct product of at most n indecomposable rings. (5) Suppose that {R α } α∈Λ is a nonempty family of commutative rings. If α∈Λ R α satisfies ACCP or any of the forms of atomicity, then Λ is finite. (6) Let R 1 , . . . , R n be commutative rings.
(a) R 1 × · · · × R n satisfies ACCP (resp., is atomic, strongly atomic, patomic) if and only if each R i satisfies ACCP (resp., is atomic, strongly atomic, p-atomic), (b) R 1 × · · · × R n is m-atomic if and only if each R i is m-atomic and if n > 1 and some R i0 is an integral domain, then R i0 must be a field. (c) R 1 × · · · × R n is very strongly atomic if and only if each R i is very strongly atomic and if some R i0 is an integral domain we must have n = 1. (7) If R satisfies ACCP (resp., is atomic, strongly atomic, m-atomic, very strongly atomic, p-atomic), then R is a finite direct product of indecomposable rings satisfying ACCP (resp., which are atomic, strongly atomic, m-atomic, very strongly atomic, p-atomic).
Proof. 
Some Simple Results about Polynomial Rings
In this section we collect some simple useful results concerning polynomial rings. The following characterizations of units, zero divisors, idempotents, and nilpotents and of the Jacobson radical and nilradical of R[X] are well known. Theorem 3.1. Let R be a commutative ring and X an indeterminate over R. Let
(1) f is a unit ⇐⇒ a 0 is a unit and a i is nilpotent for i ≥ 1 (2) f is a zero divisor ⇐⇒ there exists 0 = c ∈ R with cf = 0 (3) f is idempotent ⇐⇒ a 0 is idempotent and
Since Id(R) = Id(R[X]), R is indecomposable if and only if R[X] is indecomposable. Any finite direct product decomposition of R[X] arises from a direct product decomposition of R. For a finite direct product decomposition R = R 1 × · · · × R n , we may naturally identify
For an ideal I of R we may also identify R[X]/I[X] with (R/I)[X] via the map a 0 + a 1 X + · · · + a n X n + I[X] → (a 0 + I) + (a 1 + I)X + · · · + (a n + I)X n . Now for a ∈ R, we may consider a as an element of R or of R[X], and for example for a, b ∈ R we may consider a ∼ = b as elements of R or of R [X] . With the obvious notation we write a ∼ =R b or a ∼ = R[X] b. The next result collects some simple results. Theorem 3.2. Let R be a commutative ring and X an indeterminate over R. Let a, b ∈ R and f, g ∈ R[X].
( Proof.
) and hence c ∈ nil(R). If R is an integral domain and a ∈ R and f ∈ R[X] with a ∼ f , then f ∈ R. Suppose that R has a nonzero nilpotent a.
, R must be reduced. The converse is also true. Proposition 3.3. For a commutative ring R and indeterminate X over R, the following are equivalent.
(
Proof.
(1) =⇒ (2) Suppose that R is reduced and a ∼ f = a 0 + a 1 X + · · ·+ a n X n ∈ R[X]. Let P be a prime ideal of R. Then inR = R/P ,ā ∼f =ā 0 +ā 1 Let a ∈ R. We have seen that a is irreducible as an element of R if and only if a is irreducible as an element of R[X] and certainly the same holds for "prime". However, the next example (essentially [11, Example 6.1]) shows that this does not hold for the other forms of irreducibility. Indeed, a can be very strongly irreducible (and prime) as an element of R but not even strongly irreducible as an element of R[X]. But it is easily checked that if a ∈ R is strongly irreducible, very strongly irreducible, m-irreducible, or weakly prime as an element of R[X], then it has the corresponding property as an element of R. We do not know whether a weakly prime element of R is weakly prime as an element of R[X].
. So R is a one-dimensional local ring and hence is prèsimplifiable and very strongly atomic. Let a = (0,1) ∈ R, so a is very strongly irreducible and prime as an element of R. So as an element of R[X], a is irreducible and prime. However, a is not strongly irreducible as an element of R[X], in fact a is not even a product of strongly irreducible elements of R[X]. Hence a strongly irreducible (resp., m-irreducible, very strongly irreducible) of R need not be strongly irreducible (resp., m-irreducible, very strongly irreducible) as an element of R[X]. For let f = (1,0) + (2,0)X ∈ R[X]; so a = af 2 = (af )f . However, it is easily checked that a ≈ af and a ≈ f ; so a is not strongly irreducible as an element of R[X]. Moreover, a is not even a product of strongly irreducible
gives that a ∼ f i for some i. But then f i strongly irreducible gives that a is strongly irreducible, a contradiction. Thus R is very strongly atomic, but R[X] is not even strongly atomic. However, since R[X] is Noetherian, it is atomic. Note that a ∼ af , but a ≈ af and a ∼ =R a, but a ∼ = R[X] a. Also, R is prèsimplifiable, but R[X] is not. Now in general an element can be m-irreducible, but not very strongly irreducible (e.g., a = (0,1) in R = Z 2 × Z 2 ). Note that the element a = (0,1) ∈ Z 2 × Z 2 just defined is strongly irreducible as an element of R[X] but is not m-irreducible. (In fact, it is not even a product of m-irreducible elements of R[X], here R[X] is strongly atomic but not m-atomic.) However, we next show that for a nonzero element in a polynomial ring, the notions of m-irreducible and very strongly irreducible coincide. We have already given an example of an irreducible element of R[X], R = Z (2) (+)Z 4 , that is not strongly irreducible.
Theorem 3.5. Let R be a commutative ring and X an indeterminate over R.
(1) f is m-irreducible if and only if f is very strongly irreducible. 
Proof.
(1) A nonzero very strongly irreducible element is always m-irreducible. Conversely, suppose that 0 = f ∈ R[X] is m-irreducible. By Theorem 2.1 (6) either f is very strongly irreducible or
. So in the second case we have f = f 2 g for some It is well known that R atomic does not imply R[X] is atomic, even for R an integral domain [26] . However, it is easily seen that if R is an integral domain and R[X] is atomic, then R itself is atomic. Coykendall and Trentham [18] give an example of a zero-dimensional quasilocal ring S having no atoms with S[X] being very strongly atomic. (Note that in [18] the term "strongly atomic" is used for what we have called very strongly atomic. However, in this case since S[X] is prèsimplifiable the various forms of atomicity all coincide.) They also show that if R is a reduced ring with R[X] very strongly atomic, then R is very strongly atomic. However, by Theorem 3.4 (4) such a ring R is actually an integral domain, and hence trivially R[X] atomic implies R is atomic. If R is an integral domain, R[X] satisfies ACCP if and only if R does. While for any commutative ring R, R[X] satisfies ACCP implies R satisfies ACCP, the converse is false [25] .
For an integral domain R a polynomial f ∈ R[X] is indecomposable if it is not a product of two polynomials of positive degree. This is equivalent to f = gh, g, h ∈ R[X], implies g ∈ R or h ∈ R which may be restated as f = gh implies g ≈ R[X] a or h ≈ R[X] a for some a ∈ R. Certainly an irreducible polynomial is indecomposable, but 2X + 4 ∈ Z[X] is indecomposable but not irreducible. Any polynomial of degree at most one is indecomposable, and any polynomial is a product of indecomposable polynomials. (With this definition the zero polynomial is indecomposable.)
We would like to extend the definition of an indecomposable polynomial to commutative rings with zero divisors. In general, the condition that f must not be a product of two polynomials of positive degree is very strong. For if R has nonzero nilpotent elements, R[X] has units of positive degree and hence if a ∈ R is a factor of f , so is au for any unit u ∈ R[X]. With this in mind we define f ∈ R[X] to be
We next collect some facts about indecomposable polynomials. Theorem 3.6. Let R be a commutative ring and X an indeterminate. Let f ∈ R[X].
(1) f very strongly irreducible =⇒ f is indecomposable.
(2) For R reduced, f is indecomposable ⇐⇒ f is not a product of two polynomials of positive degree. (3) 0 is indecomposable ⇐⇒ 0 is irreducible, or equivalently, prime.
(1) Suppose that f is very strongly irreducible. If f = 0, this follows from (3), so suppose f = 0. Now f = gh for g, h ∈ R[X] implies f or g is a unit in R[X] and hence is very strongly associated with 1 in Then a + aX = cu where u ∈ U (R[X]), so we may take u = u 0 + u 1 X where u 0 ∈ U (R) and u 1 ∈ nil(R). Then a = cu 0 and a = cu 1 , so a = au
We next give some examples of "bad behavior" of indecomposable elements.
Example 3.7.
(1) (R reduced but X not indecomposable) Let R = Z 6 and X an indeterminate over R. Then X = (2 +3X)(3 +2X), so X is not indecomposable. In Theorem 4.1 we will see that X is indecomposable ⇐⇒ X is irreducible ⇐⇒ R is indecomposable. . Now a = af 2 = (af )f . Hence (a) = (af ) and so af is also irreducible and prime in R[X]. We claim that a and af are not indecomposable. Now a = (af )f and af = (af )f 2 , so it suffices to show that af
Factorization of Powers of X
In this section we investigate when X n is a product of irreducible elements and when this factorization is unique. We first show that X is irreducible, or equivalently, indecomposable, if and only if R is indecomposable. Theorem 4.1. Let R be a commutative ring and X an indeterminate over R.
(1) X is prime ⇐⇒ R is an integral domain.
(2) The following are equivalent.
Since X is regular, it is actually very strongly irreducible. By Theorem 3.6 (1), X is indecomposable. (b) =⇒ (c) Suppose that X is indecomposable, but R is not indecomposable. Let e = 0, 1 be a nontrivial idempotent of R. Now X = (e + (1 − e)X)((1 − e) + eX). Without loss of generality, we can assume that e
2 = e and (a 0 ) = (e). Since R is indecomposable, e = 0 or e = 1. If e = 0, then a 0 = 0. So X = X(a 1 + a 2 X + · · · + a n X n−1 )g. Thus 1 = (a 1 + a 2 X + · · · + a n X n−1 )g so g is a unit. If e = 1, a 0 is a unit. So a 0 b 0 = 0 gives b 0 = 0. Then as before f is a unit.
Since the map R[X] → R[X] given by X → X − a, a ∈ R, is an automorphism, X is irreducible ⇐⇒ X − a is irreducible. Thus if R is indecomposable, each X − a is irreducible.
We next generalize Theorem 4.1 to powers of X being a product of atoms. We need the following lemma. Lemma 4.2. Let R be a commutative ring and X an indeterminate over R. Let f ∈ R[X] be a nonunit factor of X n , n ≥ 1. Then f is indecomposable if and only if f is (very strongly) irreducible.
Proof. (⇐=) Let f be an irreducible factor of X n . Since X n is regular, so is f . Hence f is very strongly irreducible. By Theorem 3.6, f is indecomposable. (=⇒) Suppose that f is a nonunit factor of X n that is indecomposable, say
Since a is a factor of X n , it is regular. Write
Since au(0) is regular, m = n and 1 = au(0)b m . Thus a is a unit and hence f 1 = au is a unit. So f is very strongly irreducible. Theorem 4.3. Let R be a commutative ring and X an indeterminate over R. Then the following are equivalent.
(1) R is a finite direct product of indecomposable rings.
(2) X is finite product of atoms (resp., indecomposable elements). (3) Each X n , n ≥ 1, is a finite product of atoms (resp., indecomposable elements). (4) Some X n , n ≥ 1, is a finite product of atoms (resp., indecomposable elements).
In this case X can be written uniquely up to order and unit associates as a finite product of atoms (resp., indecomposable elements).
Proof. We first do the "atomic case". The "indecomposable case" then follows from Lemma 4. (1, 1, . . . , 1, X, 1, . . . , 1) , where X is in the i th coordinate, is an atom of
, it has exactly one coordinate that is a nonunit. Since each coordinate of X n is a nonunit, s ≤ m. Since there is a bound on the number of factors in a direct product decomposition of R, R is a finite direct product of indecomposable rings. (The equivalence (1) ⇐⇒ (2) for the atomic case is given in [11, Theorem 6.4] .)
. So for each i exactly one f ij , say f ij i , is not a unit and it is an atom in (1) R is a finite direct product of integral domains.
(2) X is a product of primes. (3) Each X n , n ≥ 1, is a product of primes. (4) For some n ≥ 1, X n is a product of primes.
So X = (X, . . . , X) = (X, 1, . . . , 1) · · · (1, . . . , 1, X) is a product of primes. (2) =⇒ (3) =⇒ (4) Clear. (4) =⇒ (1). Suppose that X n is a product of primes. Then X n is a product of atoms, so R = R 1 × · · · × R m where R i is indecomposable. So X is irreducible in R i [X] and X n is a product of primes in R i [X], say X n = p 1 · · · p s . Now p i prime gives p i | X and since X is irreducible, p i ∼ X. Thus X is prime in R i [X] and hence R i is an integral domain.
We next determine when each X n has a unique factorization into atoms.
Theorem 4.5. Let R be a commutative ring and X an indeterminate over R. Then the following are equivalent.
(1) R is reduced and is a finite direct product of indecomposable rings.
(2) For each n ≥ 1, X n has a unique factorization into irreducibles up to order and unit multiplication. (3) For some n ≥ 2, X n has unique factorization into irreducibles up to order and unit multiplication. (4) X 2 has unique factorization into irreducibles up to order and unit multiplication.
Proof. (2) =⇒ (3) Clear. (3) =⇒ (4) Suppose that X
n has a unique factorization into irreducibles. By Theorem 4.3, X 2 is a finite product of irreducibles. Suppose that X 2 has two different factorizations into irreducibles. Now either n = 2 or X n−2 is a product of irreducibles. Thus X n = X 2 X n−2 also has two different factorizations into irreducibles, a contradiction. (4) =⇒ (1) By Theorem 4.3, R is a finite direct product of indecomposable rings, say R = R 1 ×· · ·×R m . Suppose that R is not reduced. Hence some R i is not reduced. Let 0 = a ∈ R i with a 2 = 0. Then in R i [X], X 2 = X · X = (X + a)(X − a) are two different atomic factorizations of X 2 . But this leads to two different atomic factorizations of X 2 in R[X], a contradiction. (1) =⇒ (2) Since R is a finite direct product of indecomposable rings, X n is a product of atoms. Since R is reduced, U (R[X]) = U (R). Suppose that R = R 1 × · · · × R m where each R i is indecomposable. An easy modification of the proof in Theorem 4.3 that X has a unique factorizations shows that if X n has a unique factorization into atoms in each R i [X], then X n has a unique factorization into atoms in R[X]. Thus we may assume that R is a reduced indecomposable ring. Since X has a unique factorization into atoms by Theorem 4.3, we may assume that n ≥ 2. Let f = a 0 + a 1 X + · · · + a s X s be an irreducible factor of X n , say X n = f g where
So e = a 0 b n is idempotent with (a 0 ) = (e). Since R is indecomposable, either e = 1, so a 0 is a unit or e = 0 so a 0 = 0. First suppose that a 0 is a unit. Let P be a prime ideal of R. Then in (R/P )[X],ā 0 +ā 1 X + · · · +ā s X s is a factor of X n . Since a 0 is a unit,ā 0 = 0, soā 1 = · · · =ā s =0, that is, a 1 , . . . , a s ∈ P . Then for i ≥ 1, a i ∈ {P | P ∈ Spec(R)} = nil(R) = 0. So f = a 0 is a unit, a contradiction. So e = 0 and hence a 0 = 0. So f = a 1 X + · · · + a s X s = (a 1 + . . . + a s X s−1 )X. Now f is irreducible and regular and hence is very strongly irreducible. Thus a 1 + . . . + a s X s−1 ∈ U (R[X]) = U (R). So a 1 ∈ U (R) and 0 = a 2 = · · · = a s . So f = a 1 X where a 1 ∈ U (R). Corollary 4.6. Let R be a commutative ring and X an indeterminate over R. Then the following conditions are equivalent.
(1) R is reduced and indecomposable. (2) S = {uX n | u ∈ U (R), n ≥ 1} is a saturated multiplicatively closed subset of R[X]. We have seen that each power of X n has unique factorization into irreducibles if and only if R is reduced and a finite direct product of indecomposable rings. The smallest example of a ring in which each X n is a product of irreducibles but the factorization is not unique is Z 4 . Here Z 4 [X] is prèsimplifiable so all the forms of irreducibility coincide. Also, Z 4 is indecomposable, so X is strongly irreducible and hence indecomposable. So each aX + b where a ∈ {1,3} and b ∈ Z 4 is irreducible and indecomposable. Now2 is prime and hence irreducible and indecomposable. It is easily checked that2X and2X +2 are indecomposable. The only atomic factorizations are2X =2 · X =2(X +2) and2X +2 =2(X +1) =2(X +3). Now for n ≥ 1, X n +2 is irreducible. For each n ≥ 2,
are two different atomic factorizations of X n . Now for n ≥ 1, X 2n = (X n +2) 2 , so X 2n has atomic factorizations of length 2 and 2n. It is easily checked that any atomic factorization of X 2n has length l with 2 ≤ l ≤ 2n. Likewise, for n ≥ 1, X 2n+1 = X(X n +2) 2 and it is easily checked that any atomic factorization of X 2n+1 has length l where 3 ≤ l ≤ 2n + 1. For n ≥ 1, let L(X n ) = {m | f 1 · · · f m where f i is irreducible}, the set of lengths of X n . It is easily checked that L(X) = {1}, L(X 2 ) = {2}, and L(X 3 ) = {3}. Belshoff, Kline, and Rogers [13] have shown that L(X 4 ) = {2, 4}, L(X 5 ) = {3, 4}, L(X 6 ) = {2, 4, 6} and for n ≥ 7 L(X n ) = {2, 3, . . . , n − 4} ∪ {n − 2, n} for n even and L(X n ) = {3, 4, . . . , n − 4} ∪ {n − 2, n} for n odd. In fact, they have determined L(X n ) where (R, M ) is a local Artinian ring with M 2 = 0.
Unique Factorization in R[X]
It is well known that for D an integral domain, D[X] is a UFD if and only if D is a UFD. There are a number of ways in which the notion of a UFD can be extended to commutative rings with zero divisors. In this section we investigate when R[X], R a commutative ring, satisfies any of these various generalizations of a UFD. While structure theories for certain of these generalizations are known, we strive to derive our results from "first principles" using certain features of R [X] .
Of course an integral domain D is a UFD if (1) every nonzero nonunit of D is a product of irreducibles, and (2) this factorization into irreducibles is unique up to order and associates. In the nondomain case we have a number of ways to define "associate" and "irreducible." We begin with the following definition:
Definition 5.1. Let R be a commutative ring and a ∈ R a nonunit. Two factorizations of a into nonunits a = a 1 · · · a n = b 1 · · · b m are isomorphic (resp., strongly isomorphic, very strongly isomorphic) if n = m and there exists a permutation σ ∈ S n with a i ∼ b σ(i) (resp., a i ≈ b σ(i) , a i ∼ = b σ(i) ). Two factorizations of a into nonunits a = a 1 · · · a n = b 1 · · · b m are homomorphic (resp., strongly homomorphic, very strongly homomorphic, weakly homomorphic) if for each i ∈ {1, . . . , n} there exists a j ∈ {1, . . . , m} with a i ∼ b j (resp., a i ≈ b j , a i ∼ = b j , a i | b j ) and for each i ∈ {1, . . . , m} there exists a j ∈ {1, . . . , n} with b i ∼ a j (resp.,
Note that isomorphic factorizations are homomorphic, but the converse may be false even if a is regular. For consider the two homomorphic factorizations of X 15 into irreducibles in Q[X 2 , X 3 ]:
Also, if e is a nontrivial idempotent of a commutative ring R, e = e 2 are homomorphic but not isomorphic factorizations of e. However, if for each nonunit regular element of R any two atomic factorizations are weakly homomorphic, then any two atomic factorizations of a regular nonunit are isomorphic.
Each form of atomicity and "isomorphic" leads to a type of unique factorization ring as given by our next definition.
Definition 5.2. Let R be a commutative ring. Let α ∈ {atomic, strongly atomic, m-atomic, very strongly atomic} and β ∈ {isomorphic, strongly isomorphic, very strongly isomorphic}. Then R is an (α, β)-unique factorization ring if (1) R is α and (2) any two factorizations of a nonzero, nonunit element into irreducible elements of the type used to define α are β.
Note that for any choice of α and β, an (α, β)-unique factorization ring R is prèsimplifiable. Thus in an (α, β)-unique factorization ring, the notions of associate, strongly associate, and very strongly associate coincide and hence the notions of irreducible, strongly irreducible, m-irreducible, and very strongly irreducible coincide as do the notions of isomorphic, strongly isomorphic, and very strongly isomorphic factorizations.
Definition 5.3. Let R be a commutative ring. Then R is a unique factorization ring (UFR) if R is an (α, β)-unique factorization ring for some (and hence all) (α, β).
In our terminology Bouvier [15] showed that R is an (m-atomic, isomorphic)-unique factorization ring if and only if R is either (1) a UFD, (2) an SPIR, or (3) a quasilocal ring (R, M ) with M 2 while Galovich [22] gave a similar characterization of (very strongly atomic, strongly isomorphic)-unique factorization rings. So R is a UFR if and only if R is either (1) a UFD, (2) an SPIR, or (3) a quasilocal ring (R, M ) with M 2 = 0. Since a polynomial ring R[X] is never quasilocal, it follows that R[X] is a UFR if and only if R[X] (or equivalently, R) is a UFD. However, we give a simple proof of this result without the use of the previously mentioned structure theory for UFRs, see Corollary 5.5.
In [11, Theorem 4.6] it was shown that for a commutative ring R the following conditions are equivalent: (1) R is either (a) a UFD, (b) a quasilocal ring (R, M ) with M 2 = 0, or (c) a finite direct product of SPIRs and fields, (2) R is atomic and any two factorizations of a nonzero, nonunit element into irreducibles are homomorphic, and (3) R is m-atomic and any two factorizations of a nonzero, nonunit element into m-irreducibles are strongly homomorphic. And it was noted that this result could be stated for any form of atomicity except for very strongly atomic and for either homomorphic or strongly homomorphic. In the statement of this result we cannot replace "atomic" by "very strongly atomic" since a direct product of two or more rings where at least one is an integral domain is not very strongly atomic. Using [11, Theorem 4.6] one can show that the following are equivalent for a commutative ring R: (1) R is either (a) a UFD, (b) a quasilocal ring (R, M ) with M 2 = 0, or (c) a finite direct product of SPIRs that are not fields and (2) R is very strongly atomic and any two factorizations of a nonzero, nonunit element into very strongly irreducible elements are homomorphic (or equivalently strongly homomorphic, or very strongly homomorphic.) Now since R[X] has infinitely many maximal ideals using the previously mentioned structure theory, we have that the following are equivalent: (1) R[X] is a UFD, (2) R[X] is atomic and any two factorizations of a nonzero, nonunit elements into irreducibles are homomorphic, and (3) R[X] is very strongly atomic and any two factorizations of a nonzero, nonunit element into very strongly irreducible elements are very strongly homomorphic. However, we will again give a simple proof from first principles, see Corollary 5.5.
Another generalization of a UFD was given in [1] . A commutative ring R was defined to be a weak UFR if (1) R is atomic and (2) any two factorizations of a nonzero nonunit of R into irreducibles are weakly homomorphic. It was shown that the following conditions are equivalent: (1) R is a weak UFR, (2) every nonzero nonunit of R is a finite product of weakly prime elements, (3) R is atomic and every irreducible elements of R is weakly prime, and (4) (1) and (4) are equivalent.) Thus R[X] is a weak UFR if and only if R is a finite direct product of UFDs. In Theorem 5.4 we give a proof of this without recourse to the structure theorem given in [1] .
Fletcher [19] defined a "unique factorization ring" in yet another way. Let R be a commutative ring. For r ∈ R, let U (r) = {s ∈ R | s(r) = (r)}. He defined the U-decomposition of a nonunit a ∈ R as a = a 1 
. . , n. He then called R a "unique factorization ring" (which we will called a Fletcher unique factorization ring) if (1) every nonunit of R has a U -decomposition, and (2) for i = 1, . . . , n. As any atomic factorization of an element can be "refined" to a U -decomposition it is (2) that is essential. Note that if a ∈ R is a regular nonunit, then a U -decomposition of a is just a factorization of a into irreducible elements. So in a Fletcher unique factorization ring any two factorizations of a regular nonunit into irreducible elements are isomorphic. We call R a factorial ring if (1) every regular nonunit of R is a finite product of irreducible elements and (2) any two factorizations of a regular nonunit into irreducible elements are isomorphic. Thus a Fletcher unique factorization ring is a factorial ring. In [20] Fletcher proved that R is a Fletcher unique factorization ring if and only if R is a finite direct product of UFDs and SPIRs. Thus R[X] is a Fletcher unique factorization ring if and only if R is a finite product of UFDs. We prove this without recourse to Fletchers's structure theory in our next theorem. It is worth noting [1, Theorem 2.1] that R is a Fletcher unique factorization ring if and only if (1) R is atomic and (2) any two atomic factorizations of a nonunit (possibly 0) are weakly homomorphic. 
But it is easily checked that in a direct product of UFDs, each nonunit is a product of prime elements. (2) =⇒ (3) Clear. (3) =⇒ (4) Now a prime element is irreducible, so every regular nonunit of R[X] is a product of irreducible elements. Moreover, since a regular irreducible element is a product of primes, it is itself prime. But it is well known that the factorization of a regular element into primes is unique up to order and associates. (4) 
and it is easily checked that each R i [X] satisfies (5). Thus we can assume that R is indecomposable and we must prove that R is an integral domain (for then R is a UFD). Suppose that there exist nonzero elements a and b of R with ab = 0. Since R is indecomposable, X, X − a, X − b, and (7) Here R[X] is a finite direct product of UFDs and it is easily checked that a finite direct product of UFDs is a weak UFR. (7) =⇒ (5) If for every regular nonunit any two atomic factorizations are weakly homomorphic, they are actually homomorphic.
The equivalence of (1), (4), and (6) of Theorem 5.4 is given in [8, Theorem 3.8] (also, see [9] ) where we use the term UFR for a Fletcher unique factorization ring. The proof given there involves Krull rings. We next discuss a theory of factorization introduced in [17] . Let R be a commutative ring. By a µ-factorization of a nonunit a ∈ R we mean a factorization a = λa 1 · · · a n where λ ∈ U (R) and each a i is a nonunit. A factorization of a is a µ-factorization with λ = 1 (which is then omitted). The µ-factorization λa 1 · · · a n is (strongly) reduced if λa 1 · · · a n = λa 1 · · ·â i · · · a n (λa 1 · · · a n = λa i1 · · · a ij for any proper subset {i 1 , . . . , i j } of {1, . . . , n}) and is (strongly) µ-reduced if λa 1 · · · a n = λ ′ a 1 · · ·â i · · · a n (λa 1 · · · a n = λ ′ a i1 · · · a ij ) for any proper subset {i 1 , . . . , i j } of {1, . . . , n}). So we have strongly µ-reduced + 3 strongly reduced µ-reduced + 3 reduced and it is easily seen that none of these implications can be reversed. Note that if a ∈ R is a regular nonunit, then any λ-factorization is strongly µ-reduced. Also, it is easily seen that any (µ-) factorization can be "reduced" to a strongly (µ-) factorization. Then R is a (weak) [strongly] µ-reduced unique factorization ring if (1) R is atomic and (2) for each (nonzero) nonunit a ∈ R, if a = λ 1 a 1 · · · a n = λ (2) there is no loss in generality in just taking λ = 1 and hence omitting it.) Thus we have
and in the next paragraph we note that the two vertical implications are actually equivalences. Theorem 3.3 [17] gave that R is a (strongly) µ-reduced UFR if and only if R is a finite direct product of UFDs and SPIRs while Theorem 3.4 [17] gave that R is a (strongly) reduced UFR if and only if R is a UFD, SPIR, or a finite direct product (
In either case it is easily checked that R[X] is a reduced UFR. 
where u and u −1 appear in the i th coordinate are two strongly reduced atomic factorizations of (0, 1, . . . , 1), a contradiction.
It is interesting to note that while Theorems 3.3 and 3.4 of [17] require the factorization of 0 to be unique, Theorems 5.6 and 5.7 do not.
Our last result of this section summarizes the various unique factorization characterizations for R[X] and extends them to several variables. Theorem 5.8. Let R be a commutative ring and X an indeterminate over R.
(1) The following are equivalent.
is a UFR (resp., is atomic and any two factorizations of nonzero nonunits into irreducibles are homomorphic). (c) For any set {X α } α∈Λ , |Λ| ≥ 1, of indeterminates over R, R[{X α } α∈Λ ] is a UFR (resp., is atomic and any two factorizations of nonzero nonunits into irreducibles are homomorphic).
is a UFR (resp., is atomic and any two factorizations of nonzero nonunits into irreducibles are homomorphic.) (2) The following are equivalent.
(a) R is a finite direct product of UFDs. (a) R is either a UFD or
is a (weak) [strongly] reduced UFR.
is a UFR (resp., is atomic and any two factorizations of nonzero nonunits into irreducibles are homomorphic). By 
Polynomial Rings over Unique Factorization Rings
A polynomial ring over a UFD is again a UFD. This is not the case for the other types of unique factorization rings that we have defined. Suppose that R is a total quotient ring. Then R is certainly factorial, but R[X] need not even be atomic; indeed, X need not be a finite product of atoms (e.g., R an infinite direct product of fields). If R is an SPIR or a quasilocal ring (R, M ) with M 2 = 0, then R is factorial, a UFR, a weak UFR, and a [strongly] (µ-) reduced UFR, but R[X] has none of those properties except for the trivial case where R is a field. And if R is an SPIR, then R is a Fletcher UFR, but R[X] is not a Fletcher UFR unless R is a field. This raises the question of what factorization properties R[X] has in the case where R is an SPIR or a quasilocal ring (R, M ) with M 2 = 0. Recall the following definitions from [11] . Let R be a commutative ring. Then R is a half factorial ring (HFR) if R is atomic and for any nonzero nonunit a ∈ R, any two atomic factorizations of a have the same length. The ring R is a bounded factorization ring (BFR) if (1) R is atomic and (2) for each nonzero nonunit a ∈ R, there is a bound on the length of atomic factorizations of a, or equivalently, (3) for each nonzero nonunit a ∈ R, there is a natural number N (a) so that for any factorization of a into nonunits a = a 1 · · · a n , n ≤ N (a). Finally, R is called a finite factorization ring (FFR) if every nonzero nonunit of R has only a finite number of factorizations up to order and associates, a weak finite factorization ring (WFFR) if every nonzero nonunit of R has only a finite number of nonassociate divisors, and an atomic idf ring if R is atomic and each nonzero element of R has at most a finite number of nonassociate irreducible divisors. An HFR, FFR, and a BFR are présimplifiable.
Note that the following are equivalent: (1) R is an FFR, (2) R is a BFR and WFFR, (3) R is prèsimplifable and a WFFR, (4) R is a BFR and an atomic idfring, and (5) R is prèsimplifiable and an atomic idf ring [11, Proposition 6.6] . We have the following diagram where none of the implications can be reversed. HFR $ , P P P P P P P P P P P P P P P P P P P P P P
$ , P P P P P P P P P P P P P P P P P P P P P P P P BFR
In Section 3 we remarked that Coykendall and Trentham [18] gave an example of a zero-dimensional quasilocal ring S with S[X] atomic (or equivalently, very strongly atomic), but S is not atomic. It is easily checked that if R[X] satisfies any of the conditions in the diagram other than being atomic or an atomic idf ring, then so does R. Certainly, if R[X] is an idf ring, so is R. Now if R[X] is an atomic idf ring, then either R is an integral domain (and hence a FFD) or R is a finite local ring [12, Theorem 1.7] . In either case R is prèsimplifiable and hence so is R[X]. So for a polynomial ring R[X], the notions of FFR, WFFR, and atomic idf ring coincide. Hence if R[X] is an atomic idf ring, so is R.
Suppose that (R, M ) is a quasilocal ring with M n = 0 for some n ≥ 1. Then R is a BFR. We next note that R[X] is a BFR. Theorem 6.1. Suppose that (R, M ) is a quasilocal ring with M n = 0 for some n ≥ 1. Let X be an indeterminate over R. Then R[X] is a BFR. Hence if R is a UFR, R[X] is a BFR and thus is atomic.
Proof. In [7, Theorem 12] it was shown that if R is a BFR with the zero ideal primary and We next show for R a UFR, R[X] is an HFR only in the trivial case where R is a UFD. Theorem 6.2. Let R be a commutative ring and X an indeterminate over R. Suppose that R has a nonzero nilpotent atom. Then R[X] is a not an HFR. Hence if R is a zero-dimensional quasilocal ring that is not a field (e.g., a UFR that is not a UFD), R[X] is not an HFR.
Proof. We may suppose that R is indecomposable for otherwise R[X] is not an HFR. Let m be a natural number. Let b ∈ nil(R). We first note that X m + b is a product of atoms and any atomic factorization of X m + b has at most m factors. For other examples of non-unique factorization in the SPIR Z p n for n ≥ 2, see [21] .
We end by noting that for R a UFR that is not an integral domain (or equivalently a UFD), R[X] is an FFR if and only if R is finite. Theorem 6.3. Let R be a commutative ring and X an indeterminate over R. Then R[X] is an FFR if and only if either (1) R is an FFD or (2) (R, M ) is a finite local ring satisfying (a) for x 1 , . . . , x k ∈ M \M 2 , x 1 · · · x k ∈ M k \M k+1 for 1 ≤ k ≤ n − 1 (or equivalently, x ∈ M i \M i+1 and y ∈ M j \M j+1 =⇒ xy ∈ M i+j \M i+j+1 for i + j < n) where M n = 0, but M n−1 = 0 and (b) aM = M 2 for a ∈ M \M 2 . Thus if R is a UFR, R[X] is an FFR if and only if R is a UFD or R is finite. Note that if R is one of the types of "unique factorization rings" that are not indecomposable, then R and R[X] have nontrivial idempotents and hence are not BFRs, let alone HFRs and FFRs.
