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Abstract
We consider a nonlinear reaction–diffusion equation in a domain con-
sisting of two bulk regions connected via small channels periodically dis-
tributed within a thin layer. The height and the thickness of the channels
are of order , and the equation inside the layer depends on the param-
eter . We consider the critical scaling of the diffusion coefficients in the
channels and nonlinear Neumann-boundary condition on the channels’ lat-
eral boundaries. We derive effective models in the limit  → 0, when
the channel-domain is replaced by an interface Σ between the two bulk-
domains. Due to the critical size of the diffusion coefficients, we obtain
jumps for the solution and its normal fluxes across Σ, involving the solu-
tions of local cell problems on the reference channel in every point of the
interface Σ.
Keywords: Array of channels; homogenization; two-scale convergence; reaction-
diffusion equation; effective transmission conditions; nonlinear boundary condi-
tions
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1 Introduction
In this paper we consider reaction-diffusion processes in a microscopic domain
Ω consisting of two bulk-domains Ω
+
 and Ω
−
 , which are connected via small
periodically distributed channels ΩM∗, obtained by scaled and shifted reference
elements Z∗. The height and the thickness of the channels is of order , where
the parameter  is small compared to the size of the bulk-domains. Within the
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microscopic domain Ω we consider a reaction-diffusion equation with nonlin-
ear reaction-kinetics and nonlinear Neumann-boundary condition on the lateral
boundary of the channels. This boundary condition describes for example re-
actions taking place at the boundary of the channels or exchange with the sur-
rounding medium. Within the channels we assume low diffusivity of order . The
aim is the derivation of a macroscopic model with effective interface conditions
in the singular limit → 0.
Reaction-diffusion transport plays an important role in many applications.
We want to mention gap junctions connecting biological cells and also ion chan-
nels in the membranes of cells and organells. Other important examples are filters
arising in engineering sciences. In all these applications nonlinear effects on the
boundary of the channels play an important role. However, even for relatively
simple models, just taking into account reaction and diffusion processes, numer-
ical simulations are very expensive. Therefore, macroscopic approximations of
the solutions, obtained in the limit → 0, are highly demanded.
In the singular limit → 0 we obtain two bulk-domains Ω+ and Ω−, which are
separated by the interface Σ. The crucial point is the derivation of the interface
conditions across Σ in the macroscopic model. These interface conditions carry
information about the microscopic processes in the channels ΩM∗,. We obtain a
jump for the solution and its normal fluxes across Σ, involving the solution of
local cell problems of reaction-diffusion type on the reference element Z∗ in every
point of the interface Σ. This coupling between the microscopic variable from Z∗
and the macroscopic variable from Σ arises due to critical scaling for the diffusion
in the microscopic model, and leads to additional difficulties in the limit process.
Here, the most challenging step is to pass to the limit in the thin channels, where
we have to cope simultaneously with the singular limit and the periodicity of the
channels. Therefor we use the method of two-scale convergence for thin channels
and their oscillating surface, which was defined in [3] and is closely related to the
two-scale convergence in thin heterogeneous layers introduced in [18]. Due to
the specific scaling in the microscopic equation in the channels, the macroscopic
two-scale limit of the microscopic solution is depending on both, the macroscopic
variable x¯ ∈ Σ and the microscopic variable y ∈ Z∗.
As a first step in the derivation of the macroscopic model we derive -
dependent a priori estimates for the microscopic solutions, which imply (weak)
two-scale convergence for the solutions in the thin layer. These compactness
results are enough to pass to the limit in the linear terms of the microscopic
equation, but not for the nonlinear terms, especially on the boundary of the
channels. For those terms we need strong two-scale compactness results. Using
the unfolding method for thin channels, which gives us an equivalent character-
ization of the two-scale convergence, we prove a general strong two-scale com-
pactness result based on error estimates for the discrete shifts of the microscopic
solution. An additional difficulty in our problem arises due to the fact, that
the time-derivative of the microscopic solution is only a functional on a function
space defined on the whole domain Ω and it is not straightforward to obtain the
existence of the time-derivative of the unfolded sequence together with suitable
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a priori estimates. To overcome this problem we use a duality argument to show
that the time-derivative of the unfolded sequence in the channels exists and can
be controlled by the time-derivative of the microscopic solution on the whole
domain. To exhibit the form of the macroscopic model in the limit  → 0, we
construct test-functions adapted to the structure of the transmission problem
and which are admissible for the definition of the two-scale convergence in the
channel domain. These test-functions lie in a function space which we show to
be dense in the space of macroscopic solutions.
First homogenization results for problems with a geometrical framework re-
lated to our setting were given in [20]. In [7, 8], the Stokes-equation was consid-
ered in two-bulk domains separated by a sieve of thickness zero. Contributions
to the homogenization of the Laplace equation in domains connected by thin
channels have been given in [9, 19, 21, 22], where the asymptotic behavior of
the solution is investigated for different ratio of the thickness of the layer and
the radius of the cylindrical channels. The homogenization of an elliptic Steklov
type spectral problem in domains connected by thin channels was considered in
[1, 10]. Reaction-diffusion problems a thin layer instead of channels were consid-
ered in [14, 15, 18]. In this paper we extend those results to channels, nonlinear
boundary conditions, and low regularity for the time-derivative, for the case of
low diffusion in the channels, see also [11]. The case of moderate and high diffu-
sivity, however for linear problems with Neumann boundary conditions, can be
found in [3]. The more challenging problem concerning the ion transport through
channels of biological membranes was announced in [17] .
The structure of the paper is as follows. In Section 2 we introduce the micro-
scopic model with its underlying geometrical structure, and give the definition of
a weak solution and the necessary function spaces. Further, we prove existence
and uniqueness of a unique solution and establish a priori estimates for these
solutions and their shifts. In Section 3 we give the definition of the two-scale
convergence and the unfolding operator for thin channels. Further, we derive
weak and strong two-scale compactness results associated with the specific scal-
ing in our microscopic model. Finally in Section 4 we derive the macroscopic
model.
2 The microscopic model
Let  > 0 be a sequence of positive numbers tending to zero such that −1 ∈ N
and let H > 0 be a fixed real number. Let n ∈ N, n ≥ 2. For x ∈ Rn, we write
x = (x¯, xn) ∈ Rn−1 × R. Let Ω be a subset of Rn defined as
Ω := Σ× (−H,H),
where Σ ⊂ Rn−1 is a connected and open domain with Lipschitz-boundary.
We consider the domain Ω ⊂ Ω consisting of three subdomains: the bulk
regions Ω+ and Ω
−
 which are connected by channels periodically distributed
within a thin layer constituting the domain ΩM∗,, see Figure 1. The bulk regions
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Figure 1: Microscopic domain Ω
for the case  = 1
3
and n = 3.
Figure 2: Standard channel do-
main Z∗ in the standard cell Z.
are given by:
Ω+ = Σ× (,H), Ω− = Σ× (−H,−).
Furthermore, we denote by
S+ = Σ× {}, S− = Σ× {−},
the bottom and the top of Ω+ and Ω
−
 , respectively. The thin layer separating
the two bulk domains is given by
ΩM := Σ× (−, ).
To define the channels, which are periodically distributed within ΩM , we first
define the standard cell
Z := Y × (−1, 1) := (0, 1)n−1 × (−1, 1)
with the upper and lower boundaries
S± := Y × {±1}.
Let Z∗ ⊂ Z be a connected and open Lipschitz domain representing the standard
channel domain, see Figure 2, such that
S±∗ := {y ∈ ∂Z∗ : yn = ±1}
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is a Lipschitz-domain in Rn−1 with positive measure. Let the lateral boundary
of the standard channel be denoted by
N := ∂Z∗ \ (S+∗ ∪ S−∗ ).
We assume that this lateral boundary has a finite distance to the lateral boundary
∂Z \ (S+ ∪ S−)) of the standard cell Z. The domain consisting of the channels
is then given by
ΩM∗, :=
⋃
k¯∈I

(
Z∗ + (k¯, 0)
)
where I = {k¯ ∈ Zn−1 : 
(
Z+(k¯, 0)
) ⊂ ΩM }. The interfaces between the channel
domain and the bulk domains are defined by
S±∗, :=
⋃
k¯∈I

(
S±∗ + (k¯, 0)
)
.
The microscopic domain Ω is thus defined by
Ω = Ω
+
 ∪ Ω− ∪ ΩM∗, ∪ S+∗, ∪ S−∗,.
We assume Ω to be Lipschitz. The boundary of Ω is given by ∂Ω = N∪∂NΩ,
where
N :=
⋃
k∈I

(
N + (k, 0)
)
, ∂NΩ := ∂Ω \N.
For a function defined on Ω, we usually add superscripts +,−,M to denote its
restriction to the sub-domains Ω+ ,Ω
−
 and Ω
M
∗, respectively. Finally, we define
the domains
Ω+ := Σ× (0, H), Ω− := Σ× (−H, 0).
which are separated by the interface Σ.
Let p ∈ [1,∞] and p′ denotes the dual exponent of p, i. e., 1
p
+ 1
p′ = 1. For a
suitable subset G ⊂ Rm with m ∈ N we use the following notation for u ∈ Lp(G)
and v ∈ Lp′(G):
(u, v)G :=
∫
G
u(z)v(z)dz,
and for p = p′ = 2 we just obtain the inner product on L2(G). With the subscript
per we indicate function spaces of functions defined on subsets of Rn which are
periodic with respect to the first (n − 1) components. For example we write
Cper(Z∗) for the space of functions C(Z∗) periodically extended in y¯-direction.
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2.1 The microscopic model
We study the following reaction-diffusion problem for the unknown function u =
(u+ , u
M
 , u
−
 ) : (0, T )× Ω → R:
∂tu
±
 −D±∆u± = f±(u± ) in (0, T )× Ω± ,
1

∂tu
M
 −∇ ·
(
DM
(x

)
∇uM
)
=
1

g(u
M
 ) in (0, T )× ΩM ,
(1a)
with the boundary conditions
∇u± · ν = 0 on (0, T )× ∂NΩ,
−DM
(x

)
∇uM · ν = h(uM ) on (0, T )×N,
(1b)
where ν denotes the outer unit normal with respect to Ω, and the initial condi-
tions
u(0) = u,i on Ω. (1c)
At the interfaces S±∗,, we impose the natural transmission conditions, i.e., the
continuity of the solution and of the normal flux, namely
u± = u
M
 on (0, T )× S±∗,
D±∇u± · ν = DM
(x

)
∇uM · ν on (0, T )× S±∗,,
(1d)
where here ν denotes an arbitrary unit normal on S±∗,. We emphasize that we
consider constant diffusion coefficients D± in the bulk-domains Ω± just for an
easier notation. The results can be easily extended to more general problems,
for example oscillating diffusion coefficients.
2.1.1 Assumptions on the Data:
(A1) We assume D± > 0 and DM : Z∗ → Rn×n with DM ∈ L∞(Z∗)n×n Y -
periodic and coercive, that means for almost every y ∈ Z∗ and all ξ ∈ Rn
it holds for c0 > 0 that
DM(y)ξ · ξ ≥ c0‖ξ‖2.
(A2) For the reaction rates in the bulk domains we assume f ∈ C0([0, T ]×Ω×R)
is Lipschitz-continuous with respect to the last variable.
(A3) For the reaction rate in the channels domain we assume g(t, x, z) = g
(
t, x

, z
)
for (t, x, z) ∈ (0, T )×ΩM∗,×R, with g ∈ C0([0, T ]×Z∗×R) Y -periodically
extended in the second variable. Further, we assume that g is Lipschitz-
continuous with respect to the last variable.
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(A4) For the reaction rate on the lateral surface of the channels we assume
h(t, x, z) := h
(
t, x

, z
)
for (t, x, z) ∈ (0, T )×N × R, with h ∈ C0([0, T ]×
N × R) extended Y -periodically with respect to the second variable, and
Lipschitz-continuous with respect to the last variable.
(A5) For the initial conditions, we assume that
u,i(x) =

u+i (x) for x ∈ Ω+ ,
uMi
(
x¯, xn

)
for x ∈ ΩM∗,,
u−i (x) for x ∈ Ω− ,
where (u+i , u
M
i , u
−
i ) ∈ L2(Ω+) × L2(Σ, C0(Z∗)) × L2(Ω−). Especially, it
holds that
1√

∥∥∥uMi (·, ·xn )∥∥∥L2(ΩM∗,) ≤ ‖uMi ‖L2(Σ,C0(Z∗)) ≤ C.
2.2 Weak solution of the microscopic problem
In this section we define a weak solution of the microscopic model (1). Therefore,
we introduce Hilbert spaces with inner products adapted to the scaling in the
equation for uM in the channels. First of all, we define
L := L2(Ω) = L2(Ω+ )× L2(ΩM∗,)× L2(Ω− ),
together with the inner product
(w, v)L := (w, v)Ω+ + (w, v)Ω− +
1

(w, v)ΩM∗, .
The second equality in the definition of L means that we always identify L2(Ω)
with the product space on the different compartments. Further, we define
H := H1(Ω) =
{
(u+ , u
M
 , u
−
 ) ∈ H1(Ω+ )×H1(ΩM∗,)×H1(Ω− ) : u± = uM on S±∗,
}
,
with the inner product
(w, v)H := (w, v)L + (∇w,∇v)Ω+ + (∇w,∇v)Ω− + (∇w,∇v)ΩM∗, .
The associated norms on L and H are denoted by ‖ · ‖L and ‖ · ‖H . We
immediately obtain the Gelfant-triple
H ↪→ L ↪→ H′. (2)
Definition 2.1. We say that u = (u
+
 , u
M
 , u
−
 ) is a weak solution of the micro-
scopic model (1), if
u ∈ L2((0, T ),H) ∩H1((0, T ),H′),
7
for all φ ∈ H it holds the variational equation
〈∂tu, φ〉H′,H +
∑
±
(
D±∇u± ,∇φ
)
Ω±
+ 
(
DM
( ·

)
∇uM ,∇φ
)
ΩM∗,
=
∑
±
(
f±(u± ), φ
)
Ω±
+
1

(
g(u
M
 ), φ
)
ΩM∗,
− (h(uM ), φ)N , (3)
and u fulfills the initial condition (1c).
The duality pairing in (3) is connected to the scaling in the microscopic
equation in (1a) in the following way. For ∂tu
±
 ∈ L2((0, T ), H1(Ω± )′) and ∂tuM ∈
L2((0, T ), H1(ΩM∗,)
′) we obtain from the Gelfand-tripel (2) and the definition of
the inner product on L
〈∂tu, φ〉H′,H =
∑
±
〈∂tu± , φ〉H1(Ω± )′,H1(Ω± ) +
1

〈∂tuM , φ〉H1(ΩM∗,)′,H1(ΩM∗,).
However, in our case the time-derivative ∂tu is a functional defined on the whole
space H, i. e., a space of functions defined on the whole domain Ω, and it is not
straightforward to restrict such functionals to H1(Ω± )
′ and H1(ΩM∗,)
′. For the
derivation of the strong compactness results in the channels we have to control
the time-derivative in the domain ΩM∗,. Therefore, we introduce the space of
functions with zero traces on the interface between the channels and the bulk-
domains
HM,0 :=
{
vM ∈ H1(ΩM∗,) : uM |S±∗, = 0
}
,
together with the inner product
(wM , v
M
 )HM,0 :=
1

(wM , v
M
 )ΩM∗, + (∇wM ,∇vM )ΩM∗, ,
and the associated norm denoted by ‖ · ‖HM,0 . This leads to the Gelfand-triple
HM,0 ↪→ L2(ΩM∗,) ↪→ (HM,0)′. By extending functions φM ∈ HM,0 by zero to Ω, we
obtain for u ∈ L2((0, T ),H) ∩H1((0, T ),H′)
〈∂tuM , φM 〉(HM,0)′,HM,0 = 〈∂tu, φM 〉H′,H ,
and
‖∂tuM ‖(HM,0)′ ≤ ‖∂tu‖H′ . (4)
2.3 Existence of a weak solution and a priori estimates
In this section we give the existence result for the microscopic model (1) and show
a priori estimates depending explicitly on the parameter . These estimates form
the basis for the derivation of the macroscopic model.
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Proposition 2.2. There exists a unique weak solution of the microscopic model
(1).
Proof. The claim follows from the Galerkin-method and a Leray-Schauder fixed-
point argument, together with a priori estimates similar as in Lemma 2.3. Since
this is quite standard we skip the details.
In the next lemma, we state the a priori estimates for the microscopic solution
u. Therefore, we make use of the following Poincare´-inequality: For all θ > 0
there exists C(θ) > 0, such that for all φM ∈ H1(ΩM∗,) it holds that
‖φM ‖L2(N) ≤
C(θ)√

‖φM ‖L2(ΩM∗,) + θ
√
‖∇φM ‖L2(ΩM∗,). (5)
This result is easily obtained by decomposing ΩM∗, into microscopic cells (Z
∗ +
(k¯, 0)) for k¯ ∈ I, using a scaling argument, and the usual trace estimate on ∂Z∗.
Lemma 2.3. The solution u of the microscopic model (1) fulfills the following
a priori estimate
‖∂tu‖L2((0,T ),H′) + ‖u‖L2((0,T ),H) ≤ C.
Especially, we obtain
‖∂tu‖L2((0,T ),(HM,0)′) ≤ C.
Proof. We test the variational equation (3) with u to obtain with the coercivity
of DM
1
2
d
dt
‖u‖2L +
∑
±
D±‖∇u± ‖2L2(Ω± ) + c0‖∇u
M
 ‖2L2(ΩM∗,)
≤
∑
±
(
f±(u± ), u
±

)
Ω±
+
1

(
g(u
M
 ), u
M

)
ΩM∗,
− (h(uM ), uM )N . (6)
We only consider the boundary term on N in more detail, since the other terms
can be treated in a similar way. The Lipschitz-continuity of h and the trace-
inequality (5) imply for θ > 0 (remember |N| ≤ C)∣∣(h(uM ), uM )N∣∣ ≤ C‖1 + uM ‖L2(N)‖uM ‖L2(N) ≤ C(1 + ‖uM ‖2L2(N))
≤ C(θ)
(
1 +
1

‖uM ‖2L2(ΩM∗,)
)
+ θ‖∇uM ‖2L2(ΩM∗,).
For θ > 0 small enough the last term can be absorbed from the left-hand side in
the inequality (6). Integration with respect to time and the Gronwall inequality
implies the estimate for u in the norm of L
2((0, T ),H)). For the estimate of
the time-derivative we just test equation (3) with φ ∈ H and ‖φ‖H ≤ 1. We
skip the details. The last inequality in the Lemma follows from (4).
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To pass to the limit in the nonlinear terms of (3), we need strong two-scale
compactness results. Due to the critical scaling of the equation in the channels,
we will see that the two-scale limit uM0 of u
M
 is depending on a macroscopic
variable x¯ ∈ Σ and a microscopic variable y ∈ Z∗, see Theorem 4.2. Hence,
usual compactness arguments, for example a direct application of the Aubin-
Lions lemma, fail. To overcome this problem we use the unfolding operator
for thin layers and apply a Kolmogorov-type compactness result to the unfolded
sequence. This argument is based on error estimates for the difference of discrete
shifts of the microscopic solution. We introduce the following notation:
For an arbitrary set U ⊂ Rn and a function v : U → R, we define for l ∈ Zn
the shifted function
vl(x) := v(x+ l).
Here, if not stated otherwise, we extend v by zero to Rn. Then, we define the
difference between the shifted function and the function itself by
δlv(x) := δv(x) := v
l
(x)− v(x) = v(x+ l)− v(x).
If it is clear from the context we neglect the index l and just write δv. Now, for
0 < h 1 we define
Σh := {x ∈ Σ : dist(∂Σ, x) > h},
and
Ω,h := Ω ∩
(
Σh × (−H,H)
)
, Ω±,h := Ω,h ∩ Ω± .
We emphasize that in the definition of Ω,h channels can be intersected by the
boundary of Σh × (−H,H) and we would loose the Lipschitz-regularity of Ω,h.
Therefore we use the domain Ω̂,h defined in the following. Let
I,h :=
{
k¯ ∈ Zn−1 : (Y + k¯) ⊂ Σh
}
, Σ̂h := int
 ⋃
k¯∈I,h

(
Y + k¯
) ,
and
Ω̂M∗,,h := Ω
M
∗, ∩
(
Σ̂h × (−, )
)
, Ω̂+,h := Σ̂h × (,H), Ω̂−,h := Σ̂h × (−H,−).
The top and the bottom of the channels in Ω̂∗,,h are denoted by Ŝ±∗,,h, and the
lateral boundary of the channels by N̂,h. Then we define
Ω̂,h := Ω̂
+
,h ∪ Ω̂−,h ∪ Ω̂M∗,,h ∪ Ŝ+∗,,h ∪ Ŝ−∗,,h.
On this domain we define the function space
H,h,0 :=
{
v ∈ H1(Ω̂,h) : v|∂Σ̂h×(−H,−) = v|∂Σ̂h×(,H) = 0
}
⊂ H,
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where we consider H,h,0 as a subset of H by extending functions from H,h,0 by
zero to the whole domain Ω. In a similar way we define
L,h := L2(Ω̂,h) = L2(Ω̂+,h)× L2(Ω̂M∗,,h)× L2(Ω̂−,h) ⊂ L,
what leads to the Gelfand-triple
H,h,0 ↪→ L,h ↪→ H′,h,0.
We emphasize that on L,h we consider the same inner product as on L, just by
extending function in L,h by zero to the whole domain Ω.
Lemma 2.4. Let u be the solution of the microscopic model (1). Then, for
every 0 < h  1, there exists a C = C(h) > 0, such that for all l ∈ Zn−1 × {0}
with |l|  h it holds that
1√

‖δu‖L∞((0,T ),L2(Ω̂M∗,,2h)) +
√
‖∇δu‖L2((0,T )×Ω̂M∗,,2h)
≤C
(
+ ‖δu(0)‖L,h +
∑
±
‖δu± ‖L2((0,T )×Ω±,h)
)
.
(7)
Proof. We have u|Ω̂,h , ul|Ω̂,h ∈ H1((0, T ),H′,h,0) and for all φ,h ∈ H,h,0 it
holds almost everywhere in (0, T ) that
〈∂tδu, φ,h〉H′,h,0,H,h,0 +
∑
±
(
D±∇δu± ,∇φ,h
)
Ω̂±,h
+ 
(
DM
(x

)
∇δuM ,∇φ,h
)
Ω̂M∗,,h
=
∑
±
(
f±
(
(u± )
l
)− f±(u± ), φ,h)Ω̂±,h + 1 (g((uM )l)− g(uM ), φ,h)Ω̂M∗,,h
− (h((uM )l)− h(uM ), φ,h)N̂,h .
Now, let η ∈ C∞0
(
Σ̂h
)
be a cut-off function with 0 ≤ η ≤ 1 and η = 1 in Σ̂2h, and
‖∇x¯η‖L∞(Σ̂h) ≤ C = C(h). As a test-function in the equation above we choose
φ,h = η
2δu and obtain with the coercivity of D
M
1
2
d
dt
‖ηδu‖2L,h +
∑
±
D±
∥∥η∇δu± ∥∥2L2(Ω̂±,h) + c0∥∥η∇δuM ∥∥2L2(Ω̂M∗,,h)
≤
∑
±
{
−2 (D±∇δu± , ηδu± ∇η)Ω̂±,h + (δf±(u± ), η2δu± )Ω̂±,h}
− 2
(
DM
(x

)
∇δuM , ηδuM ∇η
)
Ω̂M∗,,h
+
1

(
δg(u
M
 ), η
2δuM
)
Ω̂M∗,,h
− (δh(uM ), η2δuM )N̂,h
= :
∑
±
[
I±,1 + I
±
,2
]
+
5∑
j=3
IM,j .
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Integration with respect to time gives us for almost every t ∈ (0, T )
‖ηδu(t)‖2L,h +
∑
±
‖η∇δu± ‖2L2((0,t)×Ω̂±,h) + ‖η∇δu
M
 ‖2L2((0,t)×Ω̂M∗,,h)
≤ C
∫ t
0
{∑
±
[
I±,1 + I
±
,2
]
+
5∑
j=3
IM,j
}
dt+
∑
±
I±,6 + I
M
,7,
with
I±,6 := ‖ηδu± (0)‖2L2(Ω̂±,h), I
M
,7 :=
1

‖ηδuM (0)‖2L2(Ω̂M∗,,h).
We start to estimate the term I±,1. For θ > 0 we obtain∫ t
0
I±,1 ≤ C‖η∇δu± ‖L2((0,t)×Ω̂±,h)‖δu
±
 ‖L2((0,t)×Ω̂±,h)
≤ C(θ)‖δu± ‖2L2((0,t)×Ω̂±,h) + θ‖η∇δu
±
 ‖2L2((0,t)×Ω̂±,h),
for a constant C(θ) > 0 depending on θ. In a similar way and using the a priori
estimate from Lemma 2.3, we obtain for IM,3∫ t
0
IM,3dt ≤ C‖∇δuM ‖L2((0,t)×Ω̂M∗,,h)‖η∇δu
M
 ‖L2((0,t)×Ω̂M∗,,h)
≤ C
(
3‖∇δuM ‖2L2((0,t)×Ω̂M∗,,h) +
1

‖ηδuM ‖2L2((0,t)×Ω̂M∗,,h)
)
≤ C
(
2 +
1

‖ηδuM ‖2L2((0,t)×Ω̂M∗,,h)
)
.
For IM,5 we use the Lipschitz-continuity of h, the trace-inequality (5), and again
the a priori estimate from Lemma 2.3 to obtain for θ > 0∫ t
0
IM,5dt ≤ C‖ηδuM ‖2L2((0,t)×N̂,h)
≤ C(θ)

‖ηδuM ‖2L2((0,t)×Ω̂M∗,,h) + C‖δu
M
 ‖2L2((0,t)×Ω̂M∗,,h) + θ‖η∇δu
M
 ‖2L2((0,t)×Ω̂M∗,,h)
≤ C(θ)

‖ηδuM ‖2L2((0,t)×Ω̂M∗,,h) + C
2 + θ‖η∇δuM ‖2L2((0,t)×Ω̂M∗,,h).
For I±,2 and I
M
,4 we obtain directly from the Lipschitz-continuity of f
± and g∫ t
0
∑
±
I±,2 + I
M
,4dt ≤ C‖δu‖2L2((0,t),L,h).
Choosing θ > 0 small enough, the desired result follows from the Gronwall-
inequality.
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Remark 2.5. The error term I±,1 arises due to the cut-off function η in the proof
of Lemma 2.4. Hence, with the method used above we are not able to get rid of
the norms of δu± on the right-hand side of inequality (7). For specific boundary
conditions, like zero Dirichlet-boundary conditions, or in case of a rectangle Σ,
zero Neumann-boundary conditions or periodic boundary conditions on the lateral
boundary, it is easily possible to extend the solution u in x¯-direction and obtain
an estimate of the form
‖δu‖L2((0,T ),H) ≤ C (+ ‖δu(0)‖L) .
However, the interior estimate in Lemma 2.4 is enough to obtain strong two-scale
compactness results in the channel domain and the method presented in the proof
has the advantage that it is applicable for more general boundary conditions.
3 Two-scale convergence and the unfolding op-
erator for thin channels
In this section we define the two-scale convergence for thin channels and give some
weak two-scale compactness results based on a priori estimates in L2((0, T ),H).
Further, we derive strong two-scale convergence results based on error estimates
for the discrete shifts as in Lemma 2.4. Therefore, we make use of the unfolding
operator and a Kolmogorov-type compactness result. We start with the definition
of the two-scale convergence for channels, see also [3].
Definition 3.1. Let p ∈ [1,∞) and p′ the dual exponent of p.
(i) We say the sequence v ∈ Lp((0, T ) × ΩM∗,) converges (weakly) in the two-
scale sense to a limit function v0 ∈ Lp((0, T )× Σ× Z∗), if
lim
→0
1

∫ T
0
∫
ΩM∗,
v(t, x)ψ
(
t, x¯,
x

)
dx dt =
∫ T
0
∫
Σ
∫
Z∗
v0(t, x¯, y)ψ(t, x¯, y) dy dx¯ dt,
for all ψ ∈ Lp′((0, T ) × Σ, Cper(Z∗)). The sequence converges strongly in
the two-scale sense (in Lp) if it holds that
lim
→0
−
1
p‖v‖Lp((0,T )×ΩM∗,) = ‖v0‖Lp((0,T )×Σ×Z∗).
(ii) We say the sequence v ∈ Lp((0, T )×N) converges (weakly) in the two-scale
sense to a limit function v0(t, x¯, y) ∈ Lp((0, T )× Σ×N) on N, if
lim
→0
∫ T
0
∫
N
v(t, x)ψ
(
t, x¯,
x

)
dx dt =
∫ T
0
∫
Σ
∫
N
v0(t, x¯, y)ψ(t, x¯, y) dy dx¯ dt,
for all ψ ∈ Lp′((0, T ), C(Σ, Cper(N))). The sequence converges strongly in
the two-scale sense (in Lp) on N if it holds that
lim
→0
‖v‖Lp((0,T )×N) = ‖v0‖Lp((0,T )×Σ×N).
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We just say a sequence converges in the two-scale sense, if it converges in the
two-scale sense in Lp.
In the following Lemma we give some weak two-scale compactness results in
the microscopic channels, based on a priori estimates of the microscopic solution.
Lemma 3.2. Let p ∈ (1,∞) and p′ the dual exponent of p.
(i) Let v be a sequence of functions in L
p((0, T )× ΩM∗,) such that
−
1
p‖v‖Lp((0,T )×ΩM∗,) ≤ C.
Then, there exists v0 ∈ Lp((0, T )×Σ×Z∗) such that, up to a subsequence,
v two-scale converges to v0.
(ii) Let v be a sequence of functions in L
p((0, T )×W 1,p(ΩM∗,)) such that
−
1
p‖v‖Lp((0,T )×ΩM∗,) + 
1
p′ ‖∇v‖Lp((0,T )×ΩM∗,) ≤ C.
Then, there exists v0 ∈ Lp((0, T ) × Σ,W 1,p(Z∗)), such that up to a subse-
quence v → v0 and ∇v → ∇yv0 in the two-scale sense.
(iii) Let v be a sequence of functions in L
p((0, T )×N) such that
‖v‖Lp((0,T )×N) ≤ C.
Then, there exists v0 ∈ Lp((0, T ) × Σ × N), such that v → v0 in the
two-scale sense on N.
Proof. Statements (i) and (iii) were shown in [3, Theorem 4.4] for p = 2. The
general case works the same lines. To prove (ii) we notice that
−
1
p
(‖v‖Lp((0,T )×ΩM∗,) + ‖∇v‖Lp((0,T )×ΩM∗,)) ≤ C.
Hence, there exist v0 ∈ Lp((0, T )×Σ× Z∗) and ξ0 ∈ Lp((0, T )×Σ× Z∗)n, such
that up to a subsequence
v → v0 in the two-scale sense,
∇v → ξ0 in the two-scale sense.
By integration by parts we obtain for all Φ ∈ C∞0 ((0, T )× Σ× Z∗)n∫ T
0
∫
Σ
∫
Z∗
v0∇y · Φ(t, x¯, y)dydx¯dt = lim
→0
v
[
∇x¯ · Φ
(
t, x¯,
x

)
+∇y · Φ
(
t, x¯,
x

)]
dxdt
= − lim
→0

∫ T
0
∫
ΩM∗,
∇v · Φ
(
t, x¯,
x

)
dxdt
= −
∫ T
0
∫
Σ
∫
Z∗
ξ0 · Φ(t, x¯, y)dydx¯dt,
which yields the desired result.
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Lemma 3.2 and the a priori estimates for the microscopic solution from
Lemma 2.3 are enough to pass to the limit in the linear terms in the channels
ΩM∗, in the variational equation (3). To pass to the limit in the nonlinear terms,
we need strong two-scale convergence. To establish these convergence results, we
use the unfolding operator for channels defined below.
Definition 3.3. Let (G, G) ∈ {(ΩM∗,, Z∗), (N, N)}. Then for p ∈ [1,∞) we
define the unfolding operator
T : Lp((0, T )×G)→ Lp((0, T )× Σ×G),
Tv(t, x¯, y) = v
(
t, 
([ x¯

]
, 0
)
+ y
)
,
where [·] denotes the Gauß-bracket.
Here it makes sense to use the same notation for the unfolding operator on
ΩM∗, and N, since the unfolding operator commutes with the trace operator in
the following sense: For v ∈ Lp((0, T ),W 1,p(ΩM∗,)) it holds that
T(v)|N = T
(
v|N
)
.
We summarize some properties of T:
Lemma 3.4. Let p ∈ [1,∞). Then it holds that:
(i) For v,∈ Lp((0, T )×ΩM∗,) and w ∈ Lp′((0, T )×ΩM∗,), where p′ denotes the
dual exponent of p, we have
(Tv, Tw)(0,T )×Σ×Z∗ = 1

(v, w)(0,T )×ΩM∗, ,
‖Tv‖Lp((0,T )×Σ×Z∗) = −
1
p‖v‖Lp((0,T )×ΩM∗,),
and for v ∈ Lp((0, T ),W 1,p(ΩM∗,)) it holds that
∇yTv = T∇v.
(ii) For v ∈ Lp((0, T ) × N) and w ∈ Lp′((0, T ) × N), where p′ denotes the
dual exponent of p, we have
(Tv, Tw)(0,T )×Σ×N = (v, w)(0,T )×N ,
‖Tv‖Lp((0,T )×Σ×N) = ‖v‖Lp((0,T )×N).
Proof. These results are obtained by a simple calculation. For the main ideas of
the proof see [6].
We have the following relation between the two-scale convergence and the
unfolding operator.
Lemma 3.5.
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(i) The sequence v ∈ Lp((0, T )×ΩM∗,) for p ∈ (1,∞) converges weakly/strongly
in the two-scale sense in Lp, if and only if Tv converges weakly/strongly
in Lp((0, T )× Σ× Z∗) to the same limit.
(ii) The sequence v ∈ Lp((0, T )×N) for p ∈ (1,∞) converges weakly/strongly
in the two-scale sense in Lp, if and only if Tv converges weakly/strongly
in Lp((0, T )× Σ×N) to the same limit.
Proof. This result was obtained for p = 2 and weak convergences in [4] for
bulk domains. However, the proof can easily be extended to our setting. The
strong convergence results follow from the properties of the unfolding operator
in Lemma 3.4.
The following Lemma shows, that the strong two-scale convergence is suffi-
cient to pass to the limit in the nonlinear terms.
Lemma 3.6. Let g and h satisfy the Assumptions (A3) and (A4).
(i) Let v be a sequence in L
2((0, T )× ΩM∗,) such that
1√

‖v‖L2((0,T )×ΩM∗,) ≤ C,
and v converges to v0 ∈ L2((0, T )×Σ×Z∗) strongly in the two-scale sense
in Lp for p ∈ [1, 2]. Then it holds that
g(v)→ g(v0) in the two-scale sense.
(ii) Let v be a sequence in L
2((0, T )×N) such that
‖v‖L2((0,T )×N) ≤ C,
and v converges to v0 ∈ L2((0, T )×Σ×N) strongly in the two-scale sense
in Lp on N for p ∈ [1, 2]. Then it holds that
h(v)→ h(v0) in the two-scale sense.
Proof. We only prove the second result, since the first one follows in a similar
way. Let φ ∈ Lp′((0, T ), C(Σ, Cper(N))), vn ∈ C∞0 ((0, T )×Σ, Cper(N)) for n ∈ N
such that vn → v0 in L2((0, T )× Σ×N), and we define vn (t, x) := vn
(
t, x¯, x

)
.
∫ T
0
∫
N
h(v)φ
(
t, x¯,
x

)
dσdt =
∫ T
0
∫
N
[
h(v)− h(vn )
]
φ
(
t, x¯,
x

)
dσdt
+
∫ T
0
∫
N
h(v
n
 )φ
(
t, x¯,
x

)
dσdt =: I,1 + I,2.
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For the first term I,1 we use the Lipschitz continuity of h and the properties of
the unfolding operator to obtain (with Tvn (t, x¯, y) = vn
(
t, 
[
x¯

]
+ y¯, y
)
)
|I,1| ≤ C‖v − vn ‖Lp((0,T )×N) = C‖Tv − Tvn ‖Lp((0,T )×Σ×N)
≤ C(‖Tv − v0‖Lp((0,T )×Σ×N) + ‖v0 − vn‖Lp((0,T )×Σ×N) + ‖vn − Tvn ‖Lp((0,T )×Σ×N)).
The first term convergence to zero for  → 0, due to the strong two-scale con-
vergence of v and Lemma 3.5. The second term goes to zero for n → ∞, and
the last term vanishes for  → 0, due to the dominated convergence theorem of
Lebesgue, since Tvn → vn almost everywhere in (0, T )× Σ×N .
Let us estimate I,2:
I,2 =
[ ∫ T
0
∫
N
h(v
n
 )φ
(
t, x¯,
x

)
dσdt−
∫ T
0
∫
Σ
∫
N
h(vn)φ(t, x¯, y)dσydx¯dt
]
+
∫ T
0
∫
Σ
∫
N
[
h(vn)− h(v0)
]
φdσydx¯dt+
∫ T
0
∫
Σ
∫
N
h(v0)φdσydx¯dt.
The term in the brackets converges to zero for  → 0, due to the oscillation
lemma, see [3, Lemma 4.3]. The second term vanishes for n → ∞, due to the
Lipschitz continuity of h. This gives the desired result.
To establish the strong two-scale convergence of uM we will show the strong
convergence in Lp of TuM . This requires to control the dependence on the time-
variable. Since the time-derivative of u respectively u
M
 only exists in a weak
sense, in fact we have ∂tu
M
 ∈ L2((0, T ), (HM,0)′), it is not obvious in which space
∂tTuM lies and how its norm can be estimated with respect to . To overcome
this problem we use a functional analytical argument. We consider the L2-adjoint
of T, the so called averaging operator U, to obtain a representation of ∂tT via
the averaging operator. Therefore, we have to restrict the domain of definition
for T and U. This idea was already used in [15] and here we put in a more
general framework. First of all, let us give a general functional analytic result:
Lemma 3.7. Let V, W reflexive, separable Banach-spaces, and Y, X Hilbert-
spaces, such that we have the Gelfand-triples
V ↪→ Y ↪→ V ′, W ↪→ X ↪→ W ′,
with continuous and dense embeddings. Here, we identify Y and X with their
dual spaces Y ′ and X ′ via the Riesz-representation theorem. Let A ∈ L(Y,X)
and we denote by A∗ ∈ L(X, Y ) the adjoint operator of A. If A∗(W ) ⊂ V with
‖A∗w‖V ≤ C‖w‖W for all w ∈ W , and u ∈ L2((0, T ), Y ) ∩H1((0, T ), V ′), then
it holds ∂tAu ∈ L2((0, T ),W ′) with
〈∂tAu,w〉W ′,W = 〈∂tu,A∗w〉V ′,V for all w ∈ W.
Here we apply the operator A pointwise to u with respect to t ∈ (0, T ).
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Proof. This is just a consequence of the definition of the adjoint operator and
the generalized time-derivative. In fact, we have for all w ∈ W and ψ ∈ D(0, T )∫ T
0
(Au,w)Xψ
′(t)dt =
∫ T
0
(u,A∗w)Y ψ′(t)dt = −
∫ T
0
〈∂tu,A∗w〉V ′,V ψ(t)dt.
Let us define −1U as the L2-adjoint of T, i. e., let
U : L2((0, T )× Σ× Z∗)→ L2((0, T )× ΩM∗,),
such that (Tv, φ)(0,T )×Σ×Z∗ = 1 (v,Uφ)(0,T )×ΩM∗, ,
for all v ∈ L2((0, T )×ΩM∗,) and φ ∈ L2((0, T )×Σ×Z∗). It is easy to check that
U(φ)(t, x) =
∫
Y
φ
(
t, 
(
z¯ +
[ x¯

])
,
({ x¯

}
,
xn

))
dz¯ for (t, x) ∈ (0, T )× ΩM∗,,
and x = [x] + {x}, but we will not use this explicit formula for U(φ).
Corollary 3.8. For all φ ∈ L2((0, T )× Σ× Z∗) it holds that
‖Uφ‖L2((0,T )×ΩM∗,) ≤
√
‖φ‖L2((0,T )×Σ×Z∗).
Proof. This follows by a simple duality argument, see also [12, Corollary 2.15]
for more details.
Concerning the regularity of U(φ) with respect to the spatial variable, we
have that
U : L2((0, T )× Σ, H1(Z∗))→ L2(0, T ), H1(ΩM∗,))
with
∇U(φ) = U(∇yφ) for all φ ∈ L2((0, T )× Σ, H1(Z∗)). (8)
This result uses the fact that Z∗ is not touching the lateral boundary of Z and
can be shown by similar arguments like in the proof of [15, Proposition 6]. We
emphasize that the situation gets more delicate if the channel Z∗ touches the
lateral boundary of Z and in that case one has to restrict to function spaces with
vanishing traces on ∂Z, see also [15].
Next, we apply Lemma 3.7 to obtain a representation of ∂tTuM by means
of the ∂tu
M
 and U. However, since we have just ∂tuM ∈ L2((0, T ), (HM,0)′), we
have to restrict the operator U. We define
H0 := {v ∈ H1(Z∗) : v|S±∗ = 0} ⊂ H1(Z∗).
and consider
U : L2((0, T )× Σ,H0)→ L2((0, T ),HM,0).
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Proposition 3.9. Let v ∈ L2((0, T ), L2(ΩM∗,)) ∩ H1((0, T ), (HM,0)′). Then we
have Tv ∈ H1((0, T ), L2(Σ,H0)′) with
〈∂tTv(t), φ〉L2(Σ,H0)′,L2(Σ,H0) =
1

〈∂tv(t),Uφ〉(HM,0)′,HM,0
for all φ ∈ L2(Σ,H0) and almost every t ∈ (0, T ). Additionally, we have
‖∂tTv‖L2((0,T ),L2(Σ,H0)′) ≤
1

‖∂tv‖(HM,0)′ . (9)
Proof. ∂tTv ∈ L2((0, T ), L2(Σ,H0)′) follows directly from Lemma 3.7, if we
choose V = HM,0, Y = L2(ΩM∗,), W = L2(Σ,H0), X = L2(Σ × Z∗), and A = T.
Then we have A∗ = −1U, and Lemma 3.7 implies the desired result for the
existence of the time-derivative ∂tTv. For the estimate (9) we choose φ ∈
L2(Σ,H0) with ‖φ‖L2(Σ,H0) ≤ 1 and obtain
〈∂tTv, φ〉L2(Σ,H0)′,L2(Σ,H0) =
1

〈∂tv,Uφ〉(HM,0)′,HM,0
≤ 1

‖∂tv‖(HM,0)′‖Uφ‖HM,0 ≤
1

‖∂tv‖(HM,0)′ ,
where the last inequality follows from (8) and Corollary 3.8.
Lemma 3.10. For all φ ∈ L2((0, T ) × ΩM∗,), 0 < h  1, and ξ¯ ∈ Rn−1 with
|ξ¯|  h, it holds for  small enough that∥∥Tφ(·, ·+ ξ¯, ·)− Tφ∥∥2L2((0,T )×Σ2h×Z) ≤ 1 ∑
j¯∈{0,1}n−1
‖δlφ‖2L2((0,T )×Ω̂M∗,,h)
with l = l(, ξ¯, j¯) = j¯ +
[
ξ¯

]
.
Proof. The idea of the proof can be found in [18, page 709] for a thin layer and
can be extended in an obvious way to our setting.
In the next theorem we formulate a general strong two-scale compactness
result for sequences v ∈ L2((0, T ), H1(ΩM∗,)) and their traces v|N . This result
allows us to pass to the limit in the nonlinear terms in (3). Similar ideas have
been used in [15, Theorem 7.5], where however, they were carried-out for the
sequence of solutions of a microscopic problem in a thin layer with oscillating
diffusion coefficients.
Theorem 3.11. Let v ∈ L2((0, T ), H1(ΩM∗,)) ∩H1((0, T ), (HM,0)′) such that
(i) we have the estimate
1

‖∂tv‖L2((0,T ),(HM,0)′) +
1√

‖v‖L2((0,T )×ΩM∗,) +
√
‖∇v‖L2((0,T )×ΩM∗,) ≤ C,
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(ii) for all 0 < h 1 and l ∈ Zn−1 × {0} and |l|  h it holds that
1√

‖δv‖L2((0,T )×Ω̂M∗,,h) +
√
‖∇δv‖L2((0,T )×Ω̂M∗,,h)
l→0−→ 0.
Then there exists v0 ∈ L2((0, T ) × Σ, H1(Z∗)) such that up so a subsequence it
holds for p ∈ [1, 2) and β ∈ (1
2
, 1
)
v → v0 in the two-scale sense,
∇v → ∇yv0 in the two-scale sense,
Tv → v0 strongly in Lp(Σ, L2((0, T ), Hβ(Z∗)).
Especially, we have v → v0 strongly in the two-scale sense in Lp and v|N → v0|N
strongly in the two-scale sense on N in L
p.
Proof. The weak two-scale convergences of v and ∇v follow directly from
Lemma 3.2 and the estimates in (i). The strong two-scale convergence of v and
v|N in Lp follow from the strong convergence of Tv in Lp(Σ, L2((0, T ), Hβ(Z∗))
by the imbedding Hβ(Z∗) ↪→ L2(N), and Lemma 3.5. So it remains to prove the
strong convergence of Tv. Therefore, we use the Kolmogorov-type compactness
result [13, Corollary 2.5] for the sequence
Tv ∈ L2(Σ, L2((0, T ), H1(Z∗)) ↪→ Lp(Σ, L2((0, T ), Hβ(Z∗))).
We have to check the following three conditions:
(K1) For every A ⊂ Σ measurable, the sequence
vA (t, y) :=
∫
A
Tvdx¯
is relatively compact in L2((0, T ), Hβ(Z∗)).
(K2) For 0 < h 1 and ξ¯ ∈ Rn−1 with |ξ¯| < h it holds that
sup

‖Tv(·, ·+ ξ¯, ·)− Tv‖Lp(Σh,L2((0,T ),Hβ(Z∗)))
ξ¯→0−→ 0.
(K3) For 0 < h 1 it holds that
sup

‖Tv‖Lp(Σ\Σh,L2((0,T ),Hβ(Z∗)))
h→0−→ 0.
Let us start with (K3). We obtain from the Ho¨lder-inequality since p < 2 that
‖Tv‖Lp(Σ\Σh,L2((0,T ),Hβ(Z∗))) ≤ C|h|
2−p
2p ‖Tv‖L2(Σ\Σh,L2((0,T ),H1(Z∗))) ≤ C|h|
2−p
2p ,
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where the last inequality follows from (i) and the properties of the unfolding
operator from Lemma 3.4. This gives (K3). To prove (K1) we first notice that
we have
vA ∈ L2((0, T ), H1(Z∗)) ∩H1((0, T ),H′0)
with
〈∂tvA , φ〉H′0,H0 = 〈∂tTv, χA(·x¯)φ(·y)〉L2(Σ,H0)′,L2(Σ,H0)
for all φ ∈ H0. Obviously, due to (i) and Lemma 3.4, the sequence vA is bounded
in L2((0, T ), H1(Z∗)). Proposition 3.9 and the estimate of ∂tv in (i) imply the
boundedness of ∂tTvA in L2((0, T ), L2(Σ,H0)′). Since H1(Z∗) ↪→ Hβ(Z∗) is
compact for 1
2
< β < 1 and Hβ(Z∗) ↪→ H′0 is continuous, the Aubin-Lions
lemma, see [16], implies (K1). Now, we choose 0 < h 1 and obtain for |ξ¯| < h
with Lemma 3.10
‖Tv(·, ·+ ξ¯, ·)− Tv‖L2(Σ2h,L2((0,T ),H1(Z∗)))
≤ C
∑
j¯∈{0,1}n−1
(
1√

‖δv‖L2((0,T )×Ω̂M∗,,h) +
√
‖∇δv‖L2((0,T )×Ω̂M∗,,h)
)
,
for l = j¯ +
[
ξ¯

]
. Due to assumption (ii), the right-hand side converges to zero
for , ξ¯ → 0. The uniform convergence with respect to  in (K2) is obtained by
the convergence of the shifts to 0 for every fixed . The result follows from [13,
Corollary 2.5].
4 Derivation of the macroscopic model
The aim of this section is the derivation of the macroscopic model for → 0 with
the methods developed in Section 3, which are based on the a priori estimates
for the microscopic solutions established in Section 2.3. First of all we give a
convergence result for the sequences in the bulk-domains:
Proposition 4.1. Let u be the sequence of solutions of the microscopic problem
(1). Then there exists u±0 ∈ L2((0, T ), H1(Ω±)) such that up to a subsequence
χΩ± u
±
 → u±0 strongly in L2((0, T )× Ω±),
u± (·x¯,±)→ u±0 |Σ strongly in L2((0, T )× Σ),
χΩ± ∇u± ⇀ ∇u±0 weakly in L2((0, T )× Ω±).
Proof. This result was shown in [18, Proposition 2.1 and 2.2] for time-derivatives
∂tu
±
 in L
2((0, T ) × Ω± ). In our case, we have that ∂tu± are functionals on the
space {
φ± ∈ H1(Ω± ) : φ± = 0 on Σ× {±}
}
.
However, the methods from [18] can easily be extended to our setting and we
skip the details.
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In the next theorem we give the convergence results for the sequences in the
channels.
Theorem 4.2. Let u be the sequence of solutions of the microscopic problem
(1). Then there exists uM0 ∈ L2((0, T )×Σ, H1(Z∗)) such that up to a subsequence
it holds for p ∈ [1, 2)
uM → uM0 strongly in the two-scale sense in Lp,
∇uM → ∇yuM0 in the two-scale sense,
uM |N → uM0 |N strongly in the two-scale sense in Lp.
Additionally, uM and u
M
 |N also converges weakly in the two-scale sense in L2.
Further, uM0 fulfills the following boundary condition on the top and the bottom
of Z∗:
uM0 (t, x¯, y) = u
±
0 (t, x¯, 0) for almost every (t, x¯, y) ∈ (0, T )× Σ× S±∗ , (10)
i. e.,uM0 is constant on S
±
∗ .
Proof. For the convergence results we only have to check the conditions in The-
orem 3.11. Condition (i) is just Lemma 2.3. For (ii) we use inequality (7) from
Lemma 2.4. The initial terms in (7) tend to 0 for l → 0, due to the standard
Kolmogorov-compactness result, see for example [5] and the Assumption (A5).
The last term on the right-hand side in (7) goes to 0, because of the strong
convergence of u± from Proposition 4.1 and again the Kolmogorov-compactness
result.
It remains to show the equation on S±∗ . Therefore we choose functions φ ∈
C∞((0, T )×Σ×Z∗)n such that φ(t, x, ·) has compact support in Z∗ ∪ S+∗ ∪ S−∗ ,
and extend this function by zero to Z and then Y -periodically in y¯-direction.
From the two-scale results for uM and the strong convergence of u
±
 (·x¯,±) we
obtain by integration by parts∫ T
0
∫
Σ
∫
Z∗
∇yuM0 φdydx¯dt = lim
→0
1

∫ T
0
∫
ΩM∗,
∇uM φ
(
t, x¯,
x

)
dxdt
= lim
→0
{
− 1

∫ T
0
∫
ΩM∗,
uM ∇y · φ
(
t, x¯,
x

)
dxdt+
∑
±
∫ T
0
∫
S±∗,
u± φ
(
t, x¯,
x

)
· νdσdt
}
=−
∫ T
0
∫
Σ
∫
Z∗
uM0 ∇y · φdydx¯dt+
∑
±
∫ T
0
∫
Σ
∫
S±∗
u±0 φ · νdσydx¯dt.
Using again the integration by parts formula gives us the desired result.
Next, we will state the macroscopic model, which is solved by the limit func-
tion u0 := (u
+
0 , u
M
0 , u
−
0 ) from Proposition 4.1 and Theorem 4.2. The appropriate
solution space is L2((0, T ),H), where H is given by
H := {u = (u+, uM , u−) ∈ H1(Ω+)× L2(Σ, H1(Z∗))×H1(Ω−) :
u±|Σ = uM |S±∗ on Σ× S±∗
}
,
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with the inner product
(u, φ)H =
∑
±
(u±, φ±)H1(Ω±) + (u
M , φM)Σ×Z∗ + (∇yuM ,∇yφM)Σ×Z∗ . (11)
For the derivation of the macroscopic problem in the limit  → 0, we have to
exploit the convergence properties of the microscopic solutions u. Especially
this requires to choose in the variational equation (3) test-functions adapted to
the structure of the transmission problem and whose restrictions to the channel
domain is admissible for the definition of two-scale convergence. In fact, in
general, for u ∈ H the function uM(x¯, x

) is not well-defined in ΩM∗, and N.
Therefore, we consider the subspace H∞ of H of smooth functions
H∞ := C∞(Ω+)× C∞0 (Σ, C∞(Z∗))× C∞(Ω−) ∩H.
The following density result holds.
Proposition 4.3. The space H∞ is dense in H with respect to the norm induced
by (11).
Proof. We have H = H∞ ⊕H∞⊥. Hence, for u = (u+, uM , u−) ∈ H∞⊥ we have
(uM , φM)Σ×Z∗ + (∇yuM ,∇yφM)Σ×Z∗ = 0
for all φ ∈ C∞0 (Σ, C∞(Z∗)) with φM = 0 on S±∗ . This implies ∆yuM = uM ,
∇yuM ∈ L2(Σ, H(div, Z∗)), and ∇yuM ·ν = 0 in the distributional sense, i. e., for
all φM ∈ C∞0 (Σ, C∞(Z∗)) with φM = 0 on S±∗ it holds that
〈∇yuM · ν, φM〉L2(Σ,H− 12 (∂Z∗)),L2(Σ,H 12 (∂Z∗)) = 0. (12)
By density, see [2, Theorem 3.1], equation (12) is also true for all φM ∈ L2(Σ, H1(Z∗))
with φM = 0 on S±∗ . Since u ∈ H∞⊥, we obtain for arbitrary φ = (φ+, φM , φ−) ∈
H∞ by the divergence theorem
〈∇yuM · ν, φM〉L2(Σ,H− 12 (∂Z∗)),L2(Σ,H 12 (∂Z∗)) = −
∑
±
(u±, φ±)H1(Ω±). (13)
Due to (12) we have
−
∑
±
(u±, φ±)H1(Ω±)
=
〈
∇yuM · ν, yn + 1
2
φ+(x¯, 0)− yn − 1
2
φ−(x¯, 0)
〉
L2(Σ,H−
1
2 (∂Z∗)),L2(Σ,H
1
2 (∂Z∗))
Hence, by density of C∞(Ω±) in H1(Ω±), the equation above holds for all φ± ∈
H1(Ω±), and using again (12), we get (13) for all φ ∈ H and therefore u = 0.
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Theorem 4.4. The limit function u0 = (u
+
0 , u
M
0 , u
−
0 ) from Proposition 4.1 and
Theorem 4.2 is the unique weak solution of the following problem:
u0 ∈ L2((0, T ),H) ∩H1((0, T ),H′)
and
∂tu
±
0 −D±∆u±0 = f±(u±0 ) in (0, T )× Ω±,
−D±∇u±0 · ν± = 0 on (0, T )× ∂Ω± \ Σ,
u±0 (0) = u
±
i in Ω
±,
with the interface conditions
u±0 |Σ = uM0 |S±∗ on (0, T )× Σ× S±∗ ,
[D±∇u±0 · ν±]Σ =
∑
±
∫
S±∗
DM∇yuM0 · νMdσ on (0, T )× Σ,
with the jump of the normal fluxes across the interface [D±∇u±0 ·ν±]Σ =
(
D+∇u+0 −
D−∇u−) · ν+, νM is the outer-unit normal on ∂Z∗, and uM0 solves the local cell
problem
∂tu
M
0 −∇y
(
DM∇yuM0
)
= g(uM0 ) in (0, T )× Σ× Z∗,
−DM∇yuM0 · ν = h(uM0 ) on (0, T )× Σ×N,
uM0 = u
M
i in Σ× Z∗.
Proof. From Proposition 4.1 and Theorem 4.2 immediately follows that u0 ∈
L2((0, T ),H). Let φ ∈ C∞0 ([0, T ),H∞) and choose as a test-function in (3)
φ(t, x) :=

φ+(t, x¯, xn − ) for x ∈ Ω+ ,
φM
(
t, x¯, x

)
for x ∈ ΩM∗,,
φ−(t, x¯, xn + ) for x ∈ Ω− .
Integration with respect to time, integration by parts in time, and Proposition
4.1 and Theorem 4.2 together with Lemma 3.6 imply for → 0∑
±
{−(u±0 , ∂tφ±)(0,T )×Ω± + (D±∇u±0 ,∇φ±)(0,T )×Ω±}
− (uM0 , φM)(0,T )×Σ×Z∗ + (DM∇yuM0 ,∇yφM)(0,T )×Σ×Z∗
=
∑
±
{
(f±(u±0 ), φ
±)(0,T )×Ω± + (u
±
i , φ
±(0))Ω±
}
+ (g(uM0 ), φ
M)(0,T )×Σ×Z∗ − (h(uM0 ), φM)(0,T )×Σ×N + (uMi , φM(0))Σ×Z∗ .
By density, see Proposition 4.3, this equation also holds for all φ ∈ C∞0 ([0, T ),H).
This, together with the relation (10) is just the weak formulation of the macro-
scopic problem in the Theorem. Especially, this equation implies ∂tu0 ∈ L2((0, T ),H′)
and u0(0) = (u
+
i , u
M
i , u
−
i ). Uniqueness follows by standard arguments.
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