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Abstract-We prove a result about the potentiaIIy global stabilizability by means of a family of 
linear feedback controls for a two-dimensional normal form cascade system. 
1. INTRODUCTION AND RESULTS 
In this work we continue the study of those stabilizability properties of nonlinear control systems 
which can be achieved by means of linear static state feedback (see [1,2]). Here, we are interested 
in particular to the potentially global stabilization of certain planar systems. First of all, we recall 
that in general, a nonlinear system represented by a finite-dimensional, time-invariant equation 
i = f(T a>, x E R”, UERrn (I) 
is said to be potentially globally stabilizable (in short, PGS) if for each compact set R E R” there 
exists a map u : Rm + R” (possibly depending on a) such that 
1. U(Z) is smooth (at least C’) and u(O) = 0; 
2. the closed-loop system i = f(z, U(Z)) h as an asymptotically stable equilibrium at 2 = 0; 
3. the region of attraction of the origin for the closed-loop system contains Qt. 
The PGS property is a weakened form of the notion of global asymptotic stabilization (an 
example of a l-dimensional PGS system which is not globally stabilizable, due to P. Kokotovic 
and H. Sussmann, is mentioned in [3]). H owever, it is clearly sufficient for practical applications. 
The PGS property has been introduced independently in [4] and [5], and has been studied by 
several authors (see for instance [S-9]). It is also called semiglobal stabilizability and stabilization 
on compacta. 
In this work we are interested in systems which exhibit the following state decomposition 
1 ti = P(Y,Zh i =u, 
wherex=(y,r),yERP,zER”‘andp+m= n. The map ‘p in (2) is assumed to be C” and 
to satisfy ~(0, 0) = 0. The following theorem has been proved in [8] (see also [2]). 
THEOREM 1. Assume that the p-dimensional system of ODE’s 
Ii = cp(Y> 0) (3) 
has a globally asymptotically stable equilibrium at the origin. Then, (2) is PGS. More precisely, 
for each n c R” there exists (Y > 0 such that the feedback law u(z) = --QZ stabilizes (2) at 
y = z = 0 and the region of attraction contains R. 
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On the other hand, it is well-known that if the p-dimensional system 
i = cp(Y! u) (4) 
is globally stabilizable by a C2 feedback v = k(y) such that k(0) = 0, then also (2) is globally 
stabilizable [lo]. However, in this case the feedback law is not linear, even if the map k(y) can 
be actually chosen to be a linear one. Now, it is obvious that linear feedback controls, when they 
exist, are more convenient. In fact, conditions for linear stabilizability of certain critical nonlinear 
systems are given in [1,11,12]. We are now ready to present the main result of this paper. 
THEOREM 2. Let p = m = 1 and let ‘p be analytic. Assume that for some k E R, the feedback 
v = ky globally stabilizes the l-dimensional equation (4). Then, for each compact set R C R2 
there exists cr > 0 such that the linear feedback u(y, z) = (~(-2 + ky) is a stabilizer for (2), and R 
is included in the region of attraction of the origin for the closed-loop system. Thus, (2) is PGS 
by means of a family of linear feedback controls. 
The proof of Theorem 2 is given in Section 2. We remark that the analyticity assumption 
about ‘p is needed only in order to guarantee that cp is not Cm-flat at the origin. On the 
contrary, the proof relies heavily on certain 2-dimensional results from topological dynamics. So, 
for the moment we are not able to formulate a conjecture concerning the case p > 1. We remark 
also that (2) belongs to the class of the so-called afine systems. In fact, in the planar single-input 
case, every affine system of the form 
k = fo(2) + lJfl(Z), 
such that fl(O) # 0 can be reduced to the form (2) by feedback equivalence. 
2. PROOF OF THE THEOREM 
The proof is carried out in two parts. The first part deals with the local aspect, while the 
global achievement is performed in the second one. 
Part One 
The goal is to prove that if v = by stabilizes (4) locally, then u = a(-.~ + ky) renders (2) 
locally asymptotically stable for each cr large enough. Let us write 
CP(Y, 2) = UY + b.z + $(Y, z) (5) 
where rl, E Cw and $(O,O) = $$(O,O) = $$(O,O) = 0. We distinguish three cases. 
CASE 1. Let a = b = 0. In this case the linearization of the closed-loop system can be diagonal- 
ized by the change of coordinates Y = y, Z = z - ky. We obtain 
{ 
3 = $(Y,Z+kY), 
i = -cuZ - k+(Y, 2 + kY), 
(6) 
where the Y-subsystem is now stabilizable setting 2 = 0. For each (Y > 0, system (6) admits a 
center manifold, defined by some map Z = h(Y). By applying the same reasoning as in Theorem 1 
of [3], we see that the Taylor expansion at Y = 0 of $J(Y, kY) and $(Y, h(Y) + ICY) have the same 
leading term. The conclusion easily follows. 
CASE 2. Let b # 0. Our assumption implies of course that a+ bk 5 0. It is immediate to see that 
if cx > max{O,a}, either the eigenvalues of the linearization of the closed-loop system are both 
with negative real part, or one is negative and the other is zero. In the first case the conclusion 
is obvious. In the second case, taking into account that a = -bk, we proceed to a linear change 
of coordinates Y = (cry + b.z)/A, Z = (-ky + %)/A, where A = a! + bk > 0 (recall that we are 
assuming (Y > a). We obtain the system 
1 
+ = g$(Y - bZ, ICY + CXZ), 
i =-AZ - $$J(Y - bZ, ICY + crZ>. 
The proof can be now carried out as in Case 1 by means of center manifold theory. 
CASE 3. Let b = 0, a # 0. The assumption implies actually a < 0. It is therefore clear that the 
linearization of the closed-loop system has two negative eigenvalues. 
The proof of the local part of the statement is so complete. 
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Part Two 
We turn now to the global part of the theorem. Let k E R be such that (4) is globally 
asymptotically stable at the origin for v = ky. Such a k exists by assumption, and we know that 
u = a(-.~ + ky) is a local stabilizing feedback for (2), provided that CY > a. We shall actually 
prove that the origin is an attractor for any trajectory whose initial state is in 52. 
The first step consists in proving that there is r > 0 such that for each Q > a + 1 the closed 
loop system has neither singular points (apart from the origin) nor limit cycles in the ball B(r, 0) 
centered at y = z = 0 and of radius r. 
Singular Points 
Assume that there is a singular point (Yc, zc) # 0. The right-hand-side of the second equation 
of the closed-loop system implies zc = kYc and hence the first one implies cp(Yo, kyo) = 0. This 
contradict the global stabilizability assumption about the y-subsystem. 
Limit Cycles 
To exclude the existence of limit cycles we apply Bendixson’s divergence criterion. According 
to (5), the divergence of the right-hand-side of the closed-loop system is given by 
$(Y,%)-a= ;; a+-(y,z)-o<-1+ Z(YI r) 
provided that CY > a + 1. By definition, 
y2p$_o !$Y, %I = 0. 
Hence, there is r > 0 sufficiently small and independent of any o > a + 1 such that (7) is 
negative for all (y, z) in the ball B(r, 0). 
Having now fixed k and r, let 
w(~, %) = Y2 + t% - ky)2 
2 
and let R > 0 be such that R is contained in {(y, z) : W(y, z) 5 R}. Next step consists in 
the following claim: there exist sufficiently large values of cx for which the derivative of 
with respect to the closed-loop system is negative in the set 
6 = {(YG) : ; I W(Y, z) I RI, 
proving 
W(Y, %) 
where p = min W(y,z) for y2 + z2 = r2. But first, we remark that W is positive definite and 
that, being the y-subsystem l-dimensional, for each y E R we have 
YCP(Y, ky) < 0. 
Let us compute k(y,z) = ycp(y,z)-k(z-ky)cp(y,ky)--cr(~-ky)~. Let first (y,z) E Gn{(y,r) : 
z = ky}. For these points we have 
&(Y, z) = f+(y, kY) = YP(Y, ky) < 0 
by assumption. Therefore, by continuity, there exists an open neighborhood U of 0 II {(y, z) : 
t = ky} such that yp(y, .z) - k(z - ky)cp(y, ky) < 0 for (y, z) E U and, hence, W(y, z) < 0 for 
each (y, z) E U and every Q > 0. Then let E = G\U. The set E is compact and does not contain 
any point (y,r) for which z = ky. Thus, 
M = m,rr[ycp(y, z) - k(z - ky)cp(y, ky)] and m = mp(z - 
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exist and m > 0. It is now easy to verify that choosing (Y > M/m one has *(y,z) < 0 for all 
(y, z) E E. Summing up, we proved that for (Y large enough k(y, z) < 0 for each (y, z) E E as 
well as for each (y, z) E U. Since (g n V) U E = G, the proof of the claim is accomplished. 
Let now @,z) E 52, and let CY > max{a + l,M/m}. Using classical arguments (as in the 
proof of LaSalle’s invariance principle, for instance), we see that the trajectory of the closed-loop 
system starting from @,z) cannot leave the set {(y, z) : W(y, z) 5 R} and ultimately enters the 
set {(Y, ~1 : WY, ~1 L 1.4‘4 w K h’ h is contained by construction in the ball f3(r, 0). Let P be the 
positive limit set of this trajectory. According to the classical Poincark-Bendixson theory, since 
there are no limit cycles in B(r,O), either P = (0) or P contains a homoclinic orbit. But the 
second possibility is excluded by the conclusions of Part One. Indeed, systems with homoclinic 
orbits approaching the origin cannot be stable. Hence, we finally conclude that P = {0}, and 
the proof of Theorem 2 is completed. 
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