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A B S T R A C T
We describe in detail a model that can be used to estimate the X-ray photoelectron spectroscopic data of
surfaces when a time varying bias or a modulation of the electrical properties of the surface is applied by
external stimulation, in the presence of a neutralizing electron beam. Using the model and spectra
recorded under periodic sample bias modulation, certain electronic properties related to charging
dynamics of the surface can be estimated. The resulting technique is a non-contact impedance
measurement technique with chemical specificity. Typical behavior of spectra under a square wave bias
is given. Alternative modulation schemes are investigated, including small-signal square wave
modulation, sinusoidal modulation and modulation of sample resistivity under fixed bias.
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X-ray photoelectron spectroscopy (XPS) is a celebrated technique
[1,2], that can be used to study composition and structures of
surfaces and nanostructures on surfaces. Specifically, XPS spectra
contain information about the chemical bonding states of the atoms
under inspection [3,4] and structural information about the sample
can be deduced from such data. The differences between the binding
energies due to different bonding configurations of a species are
typically on the order of an eV, and these shifts can be well resolved
with spectroscopic systems with instrumental energy resolutions on
the order of tens of meV. The inherent width of peaks are generally
greater than the instrumental resolution and data processing is
employed to estimate peak positions and separate multiple peaks
corresponding to different bonding states. The chemical shifts of
species can be calculated using ab initio methods [5–7] for different
materials and structures. However, charging effects [8] and
differential charging effects reduce the reliability of data obtained
for samples where there is a finite conductance from the surface to
the ground plane. Moreover, for novel technological applications, it
may be desirable to study samples where a finite impedance to the
substrate is an integral part of the sample system to be studied [9].
Therefore, a description of the XPS spectra that takes into account
the variations of the surface potential due to local electrical
properties of the sample is useful in more reliable interpretation
of data. By applying voltage stress to the sample rod while recording
XPS spectra, it has been shown that the extent of charging can be* Tel.: +90 312 2903502; fax: +90 312 266 4365.
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could be extracted [10–13]. In addition to static information derived
from application of DC voltage stress, dynamical information can
also be extracted if the voltage stimuli is applied in the form of
pulses, as recently reported. Since an electron and/or an ion source
can not be turned on and off rapidly, the application of the voltage
stress to the sample rod brings an important advantage for
dynamical measurements [14–16].
In this article, we describe a theoretical model that can be used to
include the effect of local charging to the XPS spectra. The model
assumes that an electron gun supplies a surface potential dependent
current to the sample. Such charge neutralization schemes are used
to compensate the deficiency of electrons created by photoemission
and eliminate the surface potential shifts to obtain more reliable
spectra [17,18]. The model is a dynamic model, meaning, time
dependent surface potentials can be interpreted using the model
and resulting XPS spectra can be estimated. In the simplest case,
characteristic charging time constants can be deduced using the
model along with the finite resistance from the surface to the
substrate. The model can be used to study other time dependent or
transient phenomena that can effect the surface potential, such as
modification of XPS spectra under time varying illumination. The
model can be extended, for example, using angle dependent
collection of photoelectrons to depth dependent electrical char-
acterization with chemical specificity. Higher spatial resolution can
be achieved using focused X-ray illumination.
2. Surface charging model under electron beam compensation
The simplified surface charging model used in this article is
illustrated in Fig. 1a and b. Previously, the model was demon-
Fig. 1. (a) Schematic description of the dynamic XPS experiment where the sample
is illuminated with X-rays and a charge compensating low energy electron beam.
Different domains are denoted by different geometric shapes and colors. The
sample substrate is subjected to a time varying external stimulus VðtÞ. (b) The
surface potential of each domain is described by a lumped R and C circuit, where the
X-ray-induced photoemission currents and electron gun currents are lumped into a
single voltage controlled current source. The surface of the domains are assumed to
be electrically isolated.
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external voltage modulation [19–22]. In the dynamical XPS
experiment, the sample is illuminated with X-rays and a charge
compensating low energy electron beam. The sample substrate is
subjected to a time varying external stimulus VðtÞ. In this
simplified model, the surface potential of each domain is described
by a lumped R and C circuit, where the X-ray-induced photo-
emission currents and electron gun currents are lumped into a
single voltage controlled current source. Due to different dynamic
and static solutions of the surface potential, domains with different
effective R and C values will have different time varying surface
potentials. The surface of the domains are assumed to be
electrically isolated. Alternatively, the R and C values of the
domains can be modulated in time, for example by shining an
amplitude modulated external light beam with a wavelength
tuned to the absorption of a particular domain. Further models for
layered multiple domains can also be derived from the presented
model in a straight forward manner. The resistance values Rn for
each domain are assumed to be linear, although conduction in
dielectric materials generally have highly nonlinear behavior
[23,24]. Still, for the case of a periodic voltage modulation, a linear
resistor approximation is observed to produce good results. The
electron gun and the photoelectron currents are modeled by
voltage controlled current sources. The nonlinear voltage–current
curve IsðVsÞ can be extracted through analysis of a series of XPSmeasurements by applying DC voltages VDC to a silicon sample
through a series resistance Rext , a value typically around 1 M V.
For such static measurements, the binding energy of the biased
substrate peak (typically gold) will shift by Vs with respect to the






The current–voltage relation dependence IsðVsÞ is assumed to
be the same throughout the dynamic measurements. The electron
gun behaves like a vacuum diode and the typical IsðVsÞ can be
approximated by a piecewise linear curve, where for negative Vs
the current is nearly constant, dominated by the photoelectron
current and for positive Vs (above a threshold value that depends
on the electron beam energy) the electron current proportional to
Vs dominates.
The excitation voltage VðtÞ can be an arbitrary time varying
voltage. Consider a single domain with given R and C values. In
order to calculate the XPS spectra collected under such conditions,
we need to solve the differential equation describing the dynamics




þ Vs  V
R
þ IsðVsÞ ¼ 0: (2)
Solutions to Eq. (2) can be obtained by numerical integration for
arbitrary excitations VðtÞ. For a periodic excitation of period T, one
can calculate a line-shape function that gives the intensity of the





d½VsðtÞ  n: (3)
The significance of the line-shape function can be understood
intuitively as follows: gðnÞ quantifies the time spent by the surface
potential VsðtÞ in the vicinity of the potential n. It can be seen thatR1
1 gðnÞdn ¼ 1 and hence the line-shape function is normalized,
meaning the surface potential VsðtÞmust be at a value between1
and 1 during the period. In a numerical solution of Eq. (2), the
lineshape can be calculated simply using a histogram of the values
of VsðtÞ at discrete time steps, and subsequent normalization.
The XPS spectrum recorded during external voltage stimulus
SXPSðVBEÞ can now be calculated by convolution of the line-shape
function gðnÞwith the original spectrum S0ðVBEÞ obtained for a zero




gðVBE  lÞS0ðlÞdl: (4)
In reality, the model predicts that, even if the external bias is
zero, due to the finite resistance of the surface to the substrate,
there may be charging and the surface potential of Vs may be
shifted from zero. If we assume that the external current sources
are identical for each domain, this problem can be solved by
applying a bias where there is net zero surface current. Also, the
relative intensities of the X-ray source and the electron gun can be
adjusted to coincide this condition with zero external bias.
In the following sections, we analyze the properties of
lineshapes calculated in the described manner for various
excitation waveforms and features of XPS spectra obtained under
such excitations.
3. Square wave excitation
In this section, a periodic square wave potential is assumed to
be applied to the substrate. The potential VðtÞ is described by
VðtÞ ¼ V p for 0< t  nT < T=2 and VðtÞ ¼ Vm for T=2< t  nT < T
Fig. 2. The time varying surface potential VsðtÞ under square wave excitation can be
approximated by two exponential decays. The time constants tþ and t are
different for the two half-periods due to changes in the equivalent small-signal
shunt resistance of the current source.
Fig. 3. Lineshapes gðnÞ for typical experimental values of R ¼ 5 MV and R ¼ 10 MV,
C ¼ 100 nF, for a square wave excitation with V p ¼ 10 V and Vm ¼ 10 V for
different frequencies of f ¼ 0:1 Hz, 1 Hz and 10 Hz.
Fig. 4. Lineshapes gðnÞ for a square wave excitation with V p ¼ 10 V and
Vm ¼ 10 V, R ¼ 10 MV and C ¼ 1 nF, plotted in a gray scale image as a
function of frequency (gðnÞ’s are normalized to maximum value for each
frequency for better figure clarity. Originally, during the broadening around
25 Hz, peak intensities decrease).
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particularly suitable since typical surface potentials with respect to
the substrate are on the order of few volts in a real experiment, and
by choosing Vm ¼ 10 V and V p ¼ 10 V, the surface potentials lay
in two linear regions of the IsðVsÞ curve. In such a case, piecewise
analytical solutions can be given for VsðtÞ and calculation of the
lineshapes and resulting spectra can be rapidly performed without
numerically solving Eq. (2).
When the sample is excited by a square wave, the surface
potential can be piecewise described by exponential decays typical
of a first order circuit (Fig. 2). If Vm’  10 V and V p’10 V, the two
half-periods generally have different time constants. The reason
for this is that the slope of the IsðVsÞ curve is different for the two
half-periods, and the voltage controlled current IsðVsÞ acts as a
small-signal resistance in parallel with the sample resistance. In
the steady state, the surface voltages for the positive and negative
half-periods can be written as VsðtÞ ¼ Vþ þDVþexp ðt=tþÞ and
VsðtÞ ¼ V þDVexp ððt  T=2Þ=tÞ. Here, Vþ, V, DVþ and DV
are unknowns to be determined. The equations needed to solve for
the unknowns can be obtained from the requirements of
continuity of voltages at the transitions (t ¼ nT and
t ¼ nT þ T=2, n being an integer) and from asymptotic values
resulting from the steady state assumption. The time constants are
t ffi ðRkRE ÞC and tþ ffi ðRkRþE ÞC, where R
þ
E ¼ ½dVs=dIsjVs V p and
RE ¼ ½dVs=dIsjVs Vm is the equivalent small-signal resistance of
the electron gun. The solution can be expressed as
DVþ ¼ 
½ðVþ  VÞ  V pulseð1 exp ðT=2tÞÞ
1 exp ðT=2tÞexp ðT=2tþÞ
(5)
DV ¼ ½ðVþ  VÞ  V pulse þDVþexp ðT=2tþÞ (6)
where V pulse ¼ V p  Vm. The values of Vþ and V can be
determined by solving for the asymptotic equilibrium conditions
ðVþ  V pÞ=Rþ IsðVþÞ ¼ 0 and ðV  VmÞ=Rþ IsðVÞ ¼ 0.
The lineshape gðnÞ can be calculated using the above solution.
When lineshapes calculated by direct numerical integration of
Eq. (2) and the analytical expressions given above are compared for
a typical experimental IsðVsÞ, it is seen that both approaches
produce nearly identical results for a wide range of parameters
(frequency f and sample properties R and C).
In order to illustrate the lineshapes under square wave
excitation, we plot the lineshapes for typical experimental values
of R ¼ 5 MV and R ¼ 10 MV, C ¼ 100 nF, V p ¼ 10 V and
Vm ¼ 10 V for different frequencies of f ¼ 0:1 Hz, 1 Hz and
10 Hz as shown in Fig. 3.A more detailed behavior of the lineshapes can be seen if gðnÞ is
plotted in a gray scale image as a function of frequency as shown in
Fig. 4.
Figs. 3 and 4 present typical behavior of peaks observed in a
pulsed XPS experiment. A single peak will divide into two peaks
with shifts corresponding to the two peaks of gðnÞ, and have an
excess broadening when the time constant t’RC is close to T=2. In
the high an low frequency limits, the peaks will be sharp, with no
or little excess broadening. The positions of the positive and
negative shifted peaks will reach steady state values in the
low and high frequency limits, and a transition will occur between
the two steady state values when T=2’RC. In order to quantify
these features, we define the average positions of the positive and
negative peaks and their variances as Va;p ¼ hgðnÞnijn>0,







. A binding energy difference can be defined
Fig. 5. Variables BED ¼ Va; p  Va;n , Va; p , Va;n , DV p and DVn are plotted for R ¼ 5 MV
and R ¼ 10 MV, C ¼ 100 nF as a function of frequency (see text for definitions of the
variables).
Fig. 6. Variables Va;s and DVs are plotted for R ¼ 5 MV, C ¼ 100 nF as a function of
frequency for VDC ¼ 5 V and VDC ¼ 10 V and 1 V peak-to-peak modulation
amplitude (see text for definitions of the variables). The frequency does not
significantly affect the peak position, however the broadening of the peaks change
as the frequency is swept from DC to above the cut-off frequency of the RC filter
formed by the domain.
Fig. 7. Variables Va;s and DVs are plotted for R ¼ 5 MV (solid) and R ¼ 10 MV
(dashed), C ¼ 100 nF as a function VDC for f ¼0.01 Hz, 1 Hz and 100 Hz. The peak
positions are shifted by applying a DC, and the broadening of the peaks have a slight
dependence on bias due to changing slope of the IsðVsÞ curve as a function VDC .
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electron gun current is to reduce the BED ¼ Va; p  Va;n to a value
lower than V pulse. In the high frequency limit, capacitance
dominates the response and BED’V pulse. After making these
definitions, now behavior of XPS peaks belonging to domains of
certain electrical properties can be compared more quantita-
tively. As an example, the defined variables BED, Va; p, Va;n, DV p
and DVn are plotted for R ¼ 5 MV and R ¼ 10 MV, C ¼ 100 nF as a
function of frequency as shown in Fig. 5. The actual half width of
the positive shifted XPS peak with natural half width of DV0 can be




. Same applies for the negative





The effect of a square wave excitation with a duty-cycle other
than 50% is also worth mentioning. Consider a case where Vm ¼ 0,
V p ¼ 10 V and the duration of the positive voltage pulse is
relatively small with respect to the period. This excitation is
approximately an impulse train excitation. In such a case, the
relative intensities of the positive and negative shifted peaks are
not equal, since the surface potential is rapidly shifted by the
impulse towards positive voltages, and without having time to
relax, is again shifted back to its original position. During the
pulse, electrons are attracted towards the surface and the
capacitor is negatively charged. During the time where the
excitation is VðtÞ ¼ Vm ¼ 0, the surface charge relaxes through
tunneling into the substrate or through compensation by escaping
photoelectrons. When the time constant of this relaxation (t’RC)
is similar to the period, broadening of the peak becomes
maximum. Also, due to the small amount of time spend at the
positive voltage pulse duration, doubling of the peak becomes
insignificant. Also, a small shift of the peaks dependent on their
effective R and C values is observed. The broadenings are,
however, relatively small compared to natural line widths of
common XPS peaks.
4. Small amplitude square wave excitation with a DC offset
It is interesting to investigate the effect of a square wave
excitation with a DC offset and a small amplitude, i.e. where Vm ¼
VDC  d=2 and V p ¼ VDC þ d=2. Here VDC is the DC offset and d is theamplitude of the square wave. The significance of such an
excitation is that it includes the effect of just applying a DC
voltage to the sample, which results in shifts of peaks proportional
to the resistance, and also the effect of applying a modulation to the
substrate, resulting in broadening of the peaks when the time
constants match the modulation frequency. Moreover, by proper
choice of d, doubling of peaks or smearing of different peaks can be
avoided. The model described in the previous section describes
this case as well. It is convenient to define Va;s ¼ ðVa; p þ Va;nÞ=2,
which denotes the average surface potential, and DVs ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hgðnÞðn Va;sÞ2i
q
which denotes the total broadening of the peak.
Numerically solving Eq. (2), the resulting average peak shift and
variance are plotted in Fig. 6 for R ¼ 5 MV, C ¼ 100 nF and as a
function of frequency for different VDC and d ¼ 1 V. It is seen that
the frequency does not significantly affect the peak position,
however the broadening of the peaks becomes greater as the
Fig. 8. Lineshapes obtained for a sinusoidal modulation with VðtÞ ¼ Vacos ð2p ftÞ for
R ¼ 5 MV, C ¼100 nF and f ¼0.01 Hz, 0.5 Hz and 100 Hz. Due to the nature of
excitation, lineshapes are very broad and this causes excessive smearing of the XPS
peaks.
Fig. 9. Lineshapes obtained for a square wave modulation of the resistance for
R ¼ 10 MV, C ¼100 nF, f ¼0.01 Hz, 0.5 Hz and 100 Hz, VDC ¼ 10 V, for different
modulation fraction of a ¼ 0:5.
Fig. 10. Average peak shifts and variances of lineshapes are plotted for a square
wave modulation of the resistance as a function of frequency for different
modulation fractions of a ¼ 0:5 and 0.9 (50% and 10% modulation depths
respectively). Parameters are R ¼ 10 MV, C ¼100 nF and VDC ¼ 10 V.
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the domain. In order to show the effect of VDC , same variables are
plotted in Fig. 7 as a function of VDC .
The modulation scheme discussed here has the nice feature
that, the peaks do not split into two well separated peaks but stay
in the vicinity of the original peak, therefore making it easier to
analyze samples with multiple peaks. The DC voltage can be used
to separate the peaks with different resistance values, and
broadening of the peaks can be used to characterize the time
constant. Also, the additional parameter introduced, namely the
modulation amplitude, provides another degree of freedom for
data analysis.
5. Sinusoidal excitation
In order to give a more complete picture of the effect of bias
modulation on XPS spectra, a sinusoidal modulation is also
considered. A sinusoid has a single frequency component, and it
is interesting to see if such a modulation has any significant
benefits over square wave excitations. In this case, the excitation is
of the form VðtÞ ¼ Vacos ð2p ftÞ. Using the numerical solution to
Eq. (2) for such an excitation, lineshapes are plotted in Fig. 8 for
R ¼ 5 MV and R ¼ 10 MV, C ¼ 100 nF for f ¼0.01 Hz, 0.5 Hz and
10 Hz.
It is seen in Fig. 8, that due to the nature of excitation, lineshapes
are very broad with nonzero values in between the two extremes
and this causes excessive smearing of the XPS peaks. If a sinusoidal
excitation with a DC offset and small amplitude is used, i.e.
VðtÞ ¼ VDC þ Vacos ð2p ftÞ, resulting lineshapes become similar to
those shown in the previous section.
6. Conductivity modulation
Another type of modulating the surface potential can be
possible, by modulating the effective resistance value through
external means. One interesting example of such as a modula-
tion can be achieved by shining a modulated light beam onto a
semiconductor sample. In such a case, due to absorption of light,
carriers are generated and conductivity is modulated. By
choosing the wavelength of light to coincide with absorption
peak of the sample, a combined form of XPS and opticalabsorption spectroscopy can be performed. This type of dynamic
XPS spectroscopy may also be suitable for systems where only a
DC bias is available and the sample can be accessed only
optically through a window.
Assume, the resistance value R is not constant but is a function
of time R ¼ RðtÞ and a fixed DC bias VDC is applied to the substrate.
The function RðtÞ is assumed to be a square wave and RðtÞ ¼ R for
0< t  nT < T=2 and RðtÞ ¼ aR for T=2< t  nT < T where n is an
integer and T ¼ 1= f is the period. In this case, the lineshapes can be
calculated again by solving Eq. (2), and results are plotted for
R ¼ 10 MV, C ¼100 nF, VDC ¼ 10 V, a ¼ 0:5, for f ¼ 0:01 Hz,
0.5 Hz and 10 Hz as shown in Fig. 9.
The peak position and variance of the lineshapes are also
plotted as shown in Fig. 10.
Fig. 11. Calculated spectra demonstrate frequency dependent changes in peak
positions and intensities, as well as changes in peak shapes such as broadening and
enhanced skewness in the case of a large amplitude symmetric square wave
excitation. Parameters are R ¼ 10 MV, C ¼ 100 nF and V p ¼ 10 V, Vm ¼ 10 V.
Fig. 13. Calculated spectra demonstrate the smearing effect of a large amplitude
sinusoidal excitation. Parameters are R ¼ 10 MV, C ¼ 100 nF and Va ¼ 10 V.
Fig. 14. Calculated spectra for an unperturbed Gaussian peak of the form S0ðvÞ ¼
exp ðv2Þ demonstrate the effect of a modulation of the resistance R by an external
mean, such as shining modulated light onto a semiconducting layer. Parameters are
R ¼ 10 MV, C ¼ 100 nF, VDC ¼ 10 V, and a ¼ 0:5 (corresponding to 50% resistance
modulation). Below the average cut-off frequency, peak shifts and broadens.
Broadening results in reduction of the peak intensity.
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Once the line-shape function gðnÞ is calculated for a specific
modulation scheme, the XPS spectra can be calculated using the
convolution in Eq. (4), and using XPS data obtained without
modulation and zero net charging conditions. Although, once the
lineshapes are calculated, it is mathematically straightforward to
calculate the XPS spectra under modulation of the bias or
resistance, for the sake of better intuition we plot exemplary
calculated spectra for the mentioned modulation schemes.
Assuming a Gaussian shaped peak with the form
S0ðvÞ ¼ exp ðv2Þ, calculated spectra for a large amplitude square
wave excitation (V p ¼ 10 V, Vm ¼ 10 V) is plotted as shown in
Fig. 11 for R ¼ 10 MV, C ¼ 100 nF. Corresponding lineshapes are
similar to those seen in Fig. 3.
It can be seen that, when the period of the excitation is close to
the time constant, the peak is broadened and becomes asymmetric.
As a result of the broadening, as the area under the curve must be
constant in this configuration, the peak intensity is reduced. Using
the well known property of convolutions, this reduction can be







where s0 is the variance of the original peak and sLSH is the
variance of the line-shape function (denoted by DVs in previous
sections).
This reduction of peak intensity is easier to observe without
going to data analysis and proves useful especially in the case of a
small amplitude square wave excitation with a DC bias (Fig. 12).
For this case, below the cut-off frequency, broadening is reduced
(see Fig. 7) and peak intensity is increased.
In order to demonstrate the effect of sinusoidal large amplitude
modulation, we plot calculated spectra for a sinusoidal modulation
with 10 V amplitude as shown in Fig. 13.Fig. 12. Calculated spectra demonstrate frequency dependent changes in peak
positions and intensities, in the case of a small amplitude square wave excitation
with a DC bias. Parameters are R ¼ 10 MV, C ¼ 100 nF and V p  Vm ¼ 1 V, V p ¼5 V
and 10 V.It can be seen that, for large amplitude sinusoidal case, there is a
large smearing of the peaks. This smearing potentially results in
intermixing of closely separated peaks, making interpretation
difficult.
Conductivity modulation is fundamentally different from the
above described voltage modulations in nature. At high frequen-
cies of modulation of the resistance R, the RC circuit filters out the
effect and broadening is less significant. Below the cut-off
frequency, system begins to behave as one with two different
systems with different R values, so the lineshape splits into two
well separated peaks. The effect of this is to introduce a
broadening, a peak shift and a reduction in peak intensity as
shown in Fig. 14.
8. Conclusions
In the previous sections, different modulation schemes have
been investigated for their effect on the shifts and broadenings of
XPS peaks belonging to different electrical domains. It is seen that,
large amplitude square wave and small-signal square wave
modulation can be used as voltage modulation schemes, without
resulting in smear XPS spectra. Small-signal square wave excita-
tion with a DC offset is particularly useful since doubling of the
peaks can be avoided and there is an additional degree of freedom,
the small-signal amplitude. In general, when a square wave
modulation is applied, in the low frequency or high frequency
limits, the shifts reach asymptotic values and broadenings are
reduces, and near the characteristic frequency of the RC circuit, the
shifts show a transition between the two asymptotic values and
broadening reaches a maximum. Sinusoidal modulation was also
investigated and it was seen that a large amplitude sinusoidal
excitation causes excessive smearing of peaks, which complicates
A. Dâna / Applied Surface Science 256 (2009) 1289–1295 1295interpretation. A small-signal sinusoidal excitation with a DC offset
becomes in effect similar to a square wave.
In this model, it is assumed that individual domains do not
affect each other’s electrical properties. Under this assumption, an
XPS peak having contributions from domains with different
electrical properties can be analyzed by analyzing and adding
the contributions of different components. Small-signal square
wave excitation can be used to separate the peaks in binding
energy by making measurements at different DC offsets, and
simultaneously the time constants can be measured.
Another important modulation scheme investigated is the
modulation of the resistance of the surface using an external
mean, such as by shining modulate light intensity on a
semiconductor. As the wavelength and intensity of light are free
parameters, light absorption and conductivity modulation of
domains on surfaces may be investigated with chemical
specificity using a properly designed sample and the described
modulation scheme. A square wave modulation of incident
radiation may have an observable effect for a sample whose
equivalent resistance changes with illumination, since a suddenly
reduced resistance will cause a domain absorbing the illumina-
tion to experience an electrical short circuit to the ground plane,
and this may result in a large shift of the peak with minimal excess
broadening. In such a case, there will be a doubling of the peaks in
the spectra, especially if the resistance modulation is strong. In the
case of small modulation depth of the resistance, a broadening of
the peak can be expected, accompanied by an apparent intensity
reduction. One interesting feature of this sort of modulation is
that, it has effects similar to a small-signal voltage modulation in
terms of broadening, however has inverse dependence on the
illumination modulation frequency.
In summary, we have discussed the implications of the
surface charging model on XPS spectra collected under
modulated sample bias or resistance. Extension to modulations
of capacitance through a modulation of the dielectric constant ofthe sample, is straight forward. The model allows investigation
of arbitrary modulation schemes. Modulation becomes espe-
cially useful when distinguishing rare components of composite
surfaces.
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