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Abstract
Flooding from intense rainfall, resulting from convection, causes millions of pounds of
damage each year. However, convection has limited predictability, often resulting in
short lead times for warnings of such events. This research aims to determine the spatial
scales of perturbation growth in convective-scale forecasts for different environmental
conditions over the British Isles.
The convective adjustment timescale identifies whether cases are in equilibrium with
the large-scale forcing, so can be used to quantitatively classify convection into the
regimes of quasi-equilibrium and non-equilibrium. A method is found to calculate the
timescale based on criteria considering its variability and the environment in which it
is calculated. The most appropriate method uses a Gaussian kernel to spatially smooth
convective available potential energy and precipitation accumulation fields before the
calculation.
A model climatology is created over the summers of 2012-2014 (due to limited opera-
tional data from the United Kingdom Variable resolution, UKV, configuration of the Met
Office United Model) to understand the characteristics of the regimes over the British
Isles. In summer 85% of convection is in convective quasi-equilibrium, with more non-
equilibrium events in the south and west of the British Isles.
The UKV is perturbed with Gaussian buoyancy perturbations to create an ensemble.
These perturbations represent unresolved processes within the boundary layer. The per-
turbation growth is examined across a spectrum of cases and it is shown that events at
the non-equilibrium end of the spectrum have higher spatial predictability than those at
the equilibrium end (O(1 km) vs. O(10 km)), implying more localised growth in non-
equilibrium, than quasi-equilibrium, environments.
This research has implications in the interpretation of forecasts for defining regions
when issuing weather warnings associated with convection. The research also has im-
plications for adaptive forecasting, in which high-resolution forecasts are used for non-
equilibrium convection and large-member ensembles are used for events in convective
quasi-equilibrium.
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Chapter 1. Introduction
Chapter 1
Introduction
1.1 Motivation
Flooding from intense rainfall causes millions of pounds of damage to infrastructure and
the environment each year within the British Isles, and has the potential to cause fatal-
ities (Hapuarachchi et al., 2011). Flooding from intense rainfall is often associated with
convection (Hand et al., 2004). Convection has low intrinsic predictability, thus mak-
ing it difficult to accurately forecast (Lorenz, 1963). However, recent technological ad-
vances, such as increased computational power, has led to the ability to run convection-
permitting models both deterministically and more recently as ensemble prediction sys-
tems (hereafter ensembles; e.g. Bowler et al., 2008, 2009). The ability to model convection
explicitly has led to a ‘step-change’ improvement in forecasts of convective events, both
in terms of intensity and timing (e.g. Lean et al., 2008; Clark et al., 2016), and with increas-
ing computational power the likelihood of model resolution increasing further appears
inevitable. Despite this inevitability, it is not obvious that increasing resolution is really
necessary and that increasing the resolution will significantly improve the accuracy of
forecasts.
Although forecasts of convective events have improved there are still many errors
that arise. These include aspects such as the position and precipitation totals of con-
vective events (e.g. Done et al., 2006; Clark et al., 2016). However, the behaviour of
convection in numerical weather prediction (NWP) models has also been shown to be
linked to whether the convection is in or out of equilibrium with the large-scale environ-
ment (Done et al., 2006, 2012). This behaviour adds another dimension to the difficult
challenge of quantitative precipitation forecasting (QPF). Improved QPF is essential for
improving the forecasts of flash and surface water floods as precipitation is one of the
sources of variability that needs to be considered to determine whether a flood will oc-
cur. Therefore understanding more about how convection, in different environments,
behaves in models could lead to improved QPF. When NWP models are coupled with
(or their outputs used as initial conditions for) hydrological and hydraulic models the
improved QPF could lead to improved flood forecasting. Improved precipitation esti-
mates from high-resolution NWP models have already been shown to have a positive
impact on flood forecasting when input into hydrological models (e.g. Roberts et al.,
2009; Cuo et al., 2011).
1
2Improving forecasts is a community effort and is often highlighted by large projects
on particular areas of interest that could have socio-economic impacts, such as flooding.
This thesis is part of a wider project that is joint funded by NERC (Natural Environment
Research Council) and the Met Office under the title ‘Flooding From Intense Rainfall’
(FFIR).The FFIR programme looks into flash and surface water flooding from a hydro-
logical and meteorological perspective and is split into three work packages. These are
briefly described here.
1. Forecasting Rainfall using new data Assimilation techniques and Novel obser-
vations of Convection (FRANC). This work package considers a multitude of as-
pects to do with the meteorological aspects of flash and surface water flooding
including ways of improving radar observations, using convective-scale data as-
similation (DA) techniques, the modelling of convection itself and the behaviour
of convection in NWP models (this thesis).
2. Susceptibility of catchments to intense rainfall and flooding (SINATRA). This
work package considers hydrological aspects of flash flooding, including precur-
sors to flash flooding, river flow, catchment morphology, hydraulic modelling of
where the water will go at the surface to indicate areas most at risk and the impacts
of the flash flooding.
3. Towards END-to-End flood forecasting and a tool for ReaL-time catchment sus-
ceptibilitY (TENDERLY). This work package is aimed to be an integration of the
work packages FRANC and SINATRA by examining advances throughout the en-
tire chain from observations and forecasts of convective rainfall down to how er-
rors feed into the hydrology models and the results for the end users.
For further details on the wider project the reader is directed to http:/blogs.met.
reading.ac.uk/flooding or NERC (2012).
1.2 Aims and Structure of the Thesis
The aim of this thesis is to show the influence of different convective regimes on the
behaviour of perturbation growth in convection-permitting ensembles to help improve
their design and strategic use in operations. Furthermore the results of this thesis will
allow the inference of when convective-scale DA or high-resolution forecasts are appro-
priate. This research will likely help in the movement towards and design of adaptive
forecasting systems, in which high-resolution forecasts are used when appropriate and
large-member ensembles are used to better capture uncertainties when high resolution
is not appropriate.
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3Running an adaptive forecasting system could pose many challenges, due to the two
different forecast types required, both computationally, given current resources, and op-
erationally. However, by considering multiple convective events in differing situations
within the British Isles and the corresponding behaviour within NWP models this thesis
could act as guidance for the future consideration and design of adaptive forecasting
systems. This can be achieved by considering the following broad aims which act to de-
termine the behaviour of convection in NWP models and thus determine when certain
forecasting tools (e.g. high-resolution models) are appropriate.
• Characterise convective-scale error growth for contrasting cases of convection
over the British Isles in ensembles and use this to assess the potential value of
convective-scale data assimilation.
• Critically assess the hypothesis that a predicted convective timescale can be used
to distinguish qualitatively different convective-scale error growth.
Whilst these aims are not fully answered in this thesis, substantial progress towards the
answers will be made with the following specific objectives:
1. Determine the sensitivity of the Done et al. (2006) convective adjustment timescale
to its calculation method.
2. Characterise convective regimes over the British Isles through the use of the Done
et al. (2006) convective adjustment timescale.
3. Determine the quantitative differences in model physics perturbation growth evo-
lution in convective quasi-equilibrium and non-equilibrium convection in terms of
both the magnitude and spatial aspects of perturbation growth.
This thesis is structured around two papers: one published and one under review. To
begin with, in Chapter 2, a literature review of important background material is given
on convection, convection-permitting modelling, the convective adjustment timescale,
convective-scale predictability and error growth. Furthermore a discussion of the Met
Office Unified Model (MetUM) and observational data is presented in this chapter.
Chapter 2 highlights that the convective adjustment timescale has been calculated in
a number of different ways in the previously published literature. Therefore, a method
development chapter (Chapter 3) is presented to determine the most appropriate method
for calculating the convective adjustment timescale, thus addressing the first objective
of the thesis. Whilst this chapter has not gone under full peer review it remains an
important part of the thesis as it enables useful characteristics to be drawn to relate this
work to much of the previous work.
Chapter 4 is the first of the papers presented in this thesis. It addresses the second
objective given above by characterizing the different regimes over the British Isles and
Chapter 1. Introduction
4examining a climatology of the timescale in terms of frequency, location, time of day and
dependence on the synoptic-scale flow.
Chapter 5 is the second paper presented in this thesis. This paper addresses the final
objective by considering perturbation growth within the context of convective regimes
considering both the magnitude of the growth and its spatial distribution. It also consid-
ers a complex situation in which a frontal system with associated convection occur in the
forecast domain to determine whether the concept of convective regimes is still useful
around the front.
Chapter 6 summarises the findings of this thesis by returning to the main objectives
and uses them to outline a design for an adaptive forecasting system. Areas where the
work could be taken further are also indicated in this chapter.
Chapter 1. Introduction
Chapter 2. Background
Chapter 2
Background
The background material for this thesis is presented here, in which a literature review is
given (Section 2.1) followed by a description of the MetUM (Section 2.2) and a descrip-
tion of the observations used within the thesis (Section 2.3).
2.1 Literature Review
2.1.1 Convection
Atmospheric convection is the main process that removes instability from the atmo-
sphere and is often described by parcel theory (Emanuel et al., 1994). A key assump-
tion used in parcel theory is that an air parcel does not interact with its surroundings,
meaning that convection is primarily driven by the parcel’s buoyancy (Markowski and
Richardson, 2010). Parcel theory can provide a useful starting point for understanding
the processes behind convection. To begin with a parcel’s buoyancy shall be discussed
before considering whether there is enough instability for the air parcel to be convective.
At the mesoscale forces in the vertical can be expressed simply as a buoyancy
force (density variations within a column of air) and a vertical pressure gradient force
(Markowski and Richardson, 2010). Where the buoyancy, B, is defined as
B = −ρ
′
ρ
g
where ρ is the density, the prime denotes small perturbations to the density field from a
reference state (the mean-layer density) and g the acceleration due to gravity. Any imbal-
ances between these forces is removed through the process of convection either directly
through the buoyancy term (thermally-induced convection) or being forced through the
vertical pressure gradient. Given that the density is related to the temperature through
the equation of state the buoyancy can be considered in terms of temperature fluctua-
tions, as considered throughout the rest of the thesis. However, a parcel does not only
need to be buoyant for convection to form. For convection to form the atmosphere needs
to be unstable. This can either be absolutely unstable, in which an air parcel will rise re-
gardless of whether it is saturated, or conditionally unstable, in which a buoyant air
5
6parcel would rise on the condition that it was saturated (Emanuel et al., 1994). An indi-
cation of the stability is given by considering the difference between the temperature of
the air parcel’s ascent and its ambient environment. If this difference is integrated over
a vertical column it results in the Convective Available Potential Energy (CAPE). The
CAPE is a measure of instability in the atmosphere and is a useful predictor of whether
convection will occur (Emanuel, 1994).
∫ zi
zli f t
g
T0
(Tp − Ta)dz, (2.1)
where zli f t is the height at the level the parcel is being lifted from; zi is the height where
the parcel is being lifted to; T0 is a reference temperature; and Tp and Ta are temper-
atures of the parcel and ambient environment, respectively. The CAPE is traditionally
calculated between the level of free convection (LFC; the level at which a buoyant air
parcel would rise without the need for forcing) to the level of neutral buoyancy (LNB;
where the parcel reaches an equilibrium with the environment and stops rising, i.e. the
temperature of the air parcel is the same as the ambient environment). If the parcel is
lifted from the surface (z=0) and there is a negative area, i.e.
∫ zLFC
0
Bdz < 0, (2.2)
for zLFC is the height of the LFC, this acts to block the convection. If the negative of (2.2)
is taken it gives the convective inhibition (CIN). This inhibition, often caused by a layer
of stable air acting as an inversion, can only be overcome with a vertical windspeed that
is greater than √
2 |CIN|,
which occurs through processes such as large-scale uplift. Whilst the CAPE and CIN
can give useful information about the potential for convection, the evolution of these
properties can also give an indication about the type of convection experienced (Section
2.1.2). The CAPE varies due to many processes and these are represented in (2.3) as
terms representing entropy, diabatic processes and advection, (Emanuel, 1994),
∂
∂t
CAPEi ' (Ti − TLNBi)
∂si
∂t
−
∫ zLNBi
zi
(
gQ˙
cpT
− g
θ
~Vr · ∇θ − N2w
)
dz, (2.3)
where Q˙ represents the diabatic heating; cp the specific heat capacity at constant pres-
sure; t the time; TLNB the temperature at the LNB; s the entropy; θ the potential tempera-
ture; N the Brunt-Va¨isa¨la¨ frequency; ~Vr the horizontal velocity and w the vertical velocity
for an air parcel, i. These processes are often dominated by the diabatic term which in-
cludes processes such as radiative forcing and the effects of precipitation. The CAPE
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within which convection occurs (Yano and Plant, 2012).
2.1.2 Convective Regimes
Convection can occur within different environmental conditions, with either large (syn-
optic) or local (convective) scale effects dominating the triggering (Done et al., 2006).
Classically these conditions are thought of as two distinct regimes: convective quasi-
equilibrium and non-equilibrium (Emanuel, 1994). Zimmer et al. (2011) showed, from
an observational climatology of convection over Germany, that these regimes are ex-
tremes of a continuum. An understanding of these regimes can lead to reasons behind
the different behaviour that convection exhibits in NWP models (e.g. Done et al., 2006;
Keil and Craig, 2011; Done et al., 2012; Keil et al., 2014), and in time could lead to im-
proved convective forecasts.
Convective quasi-equilibrium is a concept that was first defined by Arakawa and
Schubert (1974). There have been many interpretations of what convective quasi-
equilibrium is and various analogies have been drawn (see Yano and Plant (2012) for
a review of these analogies). Arakawa and Schubert (1974) defined convective quasi-
equilibrium using the cloud work function, A,
A(λ) =
∫ zD
zB
g
cpT
η(z,λ)[Svc(z,λ)− S(z)]dz
=
∫ zD
zB
η(z,λ)Bdz,
(2.4)
where λ is the entrainment; over-bars represent layer averages of the respective vari-
ables; S is the dry static energy, Svc is the virtual, in cloud, static energy; zB the top of
the sub-cloud mixing layer; zD the detrainment level; and η the normalised mass flux.
When the static energy is combined with the gravity, mean temperature and specific heat
capacity at constant pressure this represents the buoyancy. The CAPE (2.1) is a particu-
lar case of the cloud work function (2.4) where the normalised mass flux is equal to one.
This occurs when the entrainment is equal to zero.
Convective quasi-equilibrium is a statistical equilibrium, so applies over an area-
average (i.e. many clouds and the surrounding environment), of the production of the
CAPE on the large scale (LS) (such as large-scale cooling) with the release of the CAPE
at smaller scales (CS; i.e. cloud-scale processes — precipitation),
∂
∂t
ALS = − ∂
∂t
ACS. (2.5)
The right hand side of (2.5) takes into account the effect of convection in stabilizing the
environment through latent heat release and other processes, such as turbulence, that
Chapter 2. Background
8could influence the stability of the atmosphere, and hence CAPE (Arakawa and Schu-
bert, 1974).
Convective quasi-equilibrium generally leads to conditions where the location of
generated convection is unpredictable. This random generation of convection is because
there is often a large region that is conducive to convective initiation, but the convec-
tion can occur in anywhere within that region (Done et al., 2006, 2012). This situation
is often exemplified by the ”classic” British Isles April showers situation (Fig. 2.1), in
which convective showers can occur anywhere within a region and are often not or-
ganised. In convective quasi-equilibrium there is low locational predictability, but high
predictability for the area-averaged precipitation intensity (Done et al., 2006, 2012). Pre-
cipitation intensity predictability is high because the total amount of precipitation in a
region is limited by large-scale processes of destabilisation, such as large-scale moisture
transport, which influence the availability of moisture (Zimmer et al., 2011).
Figure 2.1: A MODIS (moderate-resolution imaging spectroradiometer) image at 1346 UTC on 20
April 2012 showing scattered showers across the British Isles (NERC Satellite Receiving Station,
2013)
In convective quasi-equilibrium the CAPE is generally small (Done et al., 2006) as
it is being continually released and generated at a similar rate (Arakawa and Schubert,
1974). This continual production and release implies that there is a delay in the CAPE
balance which leads to a quasi-equilibrium rather than “complete” equilibrium. The
convection is forced predominantly by the large-scale flow (i.e. strongly forced) (Zimmer
et al., 2011) and triggered by smaller-scale processes which is why the location is hard
to predict (Done et al., 2006). This large-scale forcing may lead to convection forming
in a region of large-scale ascent (such as near to the entrance/exit regions of a jet streak;
Saulo et al., 2007).
Non-equilibrium convection, on the other hand, occurs in different environmental
conditions and is generally associated with intense convection that develops quickly,
sometimes referred to as “explosive” convection, (Emanuel, 1994). In this regime the re-
lease of CAPE needs to be inhibited so it can build up over time (often over the morning
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acts as an inversion. This inversion or other blocking factor can be indicated in forecasts
(and soundings) by the presence of CIN, i.e. CIN is part of the predictor of whether non-
equilibrium convection will occur. If the CIN cannot be overcome the CAPE is able to
build-up until something can overcome it. The process that overcomes the CIN triggers
the convection, hence the alternative name used for this regime: the “triggered” regime
(Done et al., 2006; Zimmer et al., 2011).
When the CAPE is released it is usually released rapidly (i.e. on shorter timescales
than it would take to build-up) which can give rise to localised severe weather, especially
over continents in the spring (Weckwerth and Parsons, 2006; Bennett et al., 2006). Fac-
tors that allow the CIN to be overcome include large-scale uplift (Zimmer et al., 2011),
which could be caused by convergence in the boundary layer due to, for example, a con-
vergence line associated with orographic features (Keil and Craig, 2011) (Fig. 2.2). As
such non-equilibrium is associated with weak synoptic forcing (Done et al., 2006). Due
to the nature of the triggering the location of this type of convection is often predictable
in NWP models assuming there is sufficient resolution to capture the relevant process
(Done et al., 2006). However the intensity does vary depending on the initial conditions
of the model, implying that non-equilibrium convection may be more sensitive to its
initial conditions than events in convective quasi-equilibrium (Done et al., 2012).
Figure 2.2: A MODIS image at 1346 UTC on 2 August 2013 showing a convergence line along the
north Cornish coast (NERC Satellite Receiving Station, 2013)
2.1.3 Convective Adjustment Timescale
Prior to 2006 these convective regimes have been split up based on expectations (i.e. the
type of convection) rather than using a quantitative measure which is needed to gain
further understanding of the regimes. The convective adjustment timescale, τc, (Done
et al., 2006) represents the time it takes the atmosphere, in the absence of large-scale
forcing, to return to a neutral profile by quantifying the rate at which the CAPE is being
removed by convective processes. The convective adjustment timescale (2.6) is the ratio
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between the CAPE and the rate of release of CAPE and is given by
τc =
CAPE
|∂CAPE/∂t|CS . (2.6)
The rate of release of CAPE can be estimated in terms of the vertically-integrated latent
heat release due to precipitation (for the interested reader a derivation of the timescale
estimate is presented in Appendix A):
τc =
1
2
cpρ0T0
Lvg
CAPE
Prate
, (2.7)
for ρ0 a reference density, Lv the latent heat of vaporisation and Prate the precipitation
rate. The scaling factor of a half was introduced by Molini et al. (2011) and is included
to account for the overestimation of the timescale due to entrainment, water loading,
boundary layer modification and other feedback mechanisms that are not taken into ac-
count in the calculation of the timescale (Keil and Craig, 2011). To successfully use the
timescale as a tool for distinguishing the regimes a threshold for the timescale needs
to be applied, and this value has varied between 3 (e.g. Keil et al., 2014) and 12 hours
(e.g. Ku¨hnlein et al., 2014) in earlier studies. Although the equation remains the same
there are different ways and methods of calculating the convective adjustment timescale,
which are examined further in a method development chapter (Chapter 3). The convec-
tive adjustment timescale has been used in the literature since its inception in 2006 and
has had varied uses, discussed now.
The convective adjustment timescale was first established with a proof of concept to
show that there was a quantitative way to distinguish between the regimes of convective
quasi-equilibrium and non-equilibrium, i.e. a large timescale implies non-equilibrium
conditions and a short timescale implies equilibrium conditions. Done et al. (2006) ar-
gued, for two events, that there was a clear regime distinction between them. This dis-
tinction agreed with expectations based on the synoptic forcing that was present on the
day. Two events (one in each regime) does not necessarily show that the timescale can
distinguish between all cases of equilibrium and non-equilibrium convection. Neverthe-
less, when considering the behaviour for these two cases in the different forecasts, albeit
qualitatively, there are clear distinctions between the cases. For the quasi-equilibrium
case the forecast shows similar behaviour in terms of the overall magnitude of the pre-
cipitation, but the precipitation’s location varied between forecasts. On the other hand,
for the non-equilibrium case the precipitation was placed in a similar location in all fore-
casts but the overall magnitude of the precipitation varied.
The timescale was not fully tested over a number of convective-scale forecasts until
2011, when Molini et al. (2011); Keil and Craig (2011) and Zimmer et al. (2011) consid-
ered the regimes for a large number of cases. Zimmer et al. (2011) created a climatology,
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to show that the timescale could successfully distinguish between regimes for a range of
convective cases. The results from this study added further evidence that the timescale
was a useful (albeit not perfect) diagnostic for considering the regimes. Molini et al.
(2011) indicated that long-lived heavy precipitation events (over six hours in duration),
over Italy, were associated with long timescales and Keil and Craig (2011) considered
the behaviour of convection in the different regimes in NWP models. By Keil and Craig
(2011) three different methods had been used to calculate τc, but there was no indication
of the implications of changing the calculation method on the interpretation of the re-
sults. This is something that has still not occurred within the literature, and as such in
this thesis a method development chapter is presented to indicate how the calculation
method of the convective adjustment timescale could influence the interpretation of re-
sults (Chapter 3). Despite the different methods used in these three studies (Done et al.
(2006); Molini et al. (2011) and Keil and Craig (2011)) the results do appear consistent,
suggesting that the timescale is indeed a useful diagnostic for considering the convective
regimes.
In Zimmer et al. (2011) a climatology was calculated using observational data, over
Germany, to determine how frequent the regimes are and also to determine if there was a
scale break between the two regimes. This climatology indicated no scale break and that
equilibrium conditions were more frequent than non-equilibrium convection with a ratio
of 2:1, based on a threshold of 12 hours. Zimmer et al. (2011) was the first study using the
timescale in which the sensitivity of the threshold for distinguishing between regimes
was examined. Before Zimmer et al. (2011) the choice of threshold for the timescale was
somewhat arbitrary. However in the previous studies it was always indicated that if
there was a change in the order of magnitude of the timescale, when comparing two dif-
ferent events, it was likely the events were in different regimes (Done et al., 2006; Molini
et al., 2011; Keil and Craig, 2011). Changing the threshold used to distinguish between
the regimes varied their frequency. The lowest threshold considered by Zimmer et al.
(2011) was one hour and resulted in an almost 50:50 split between the regimes; however,
the main conclusions of the paper (that there was no scale break, and that convection
parametrizations produced over-estimations of non-equilibrium precipitation) were still
valid regardless of the threshold used to determine the regimes. This result led to the
conclusion that a sensible τc threshold to use is in the range 3–12 hours, again suggesting
that conclusions drawn from the previous studies are robust as thresholds used within
those studies were within this region.
The convective adjustment timescale has been predominantly used for the system-
atic consideration of forecast behaviour within the different regimes, most notably with
convective-scale ensemble simulations. Keil and Craig (2011) and Done et al. (2012)
considered the different characteristics in ensembles in the different regimes, both find-
ing similar results. Keil and Craig (2011) indicated that the spread of precipitation
accumulations between ensemble members (in terms of a magnitude difference) for
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non-equilibrium situations was larger indicating a strong dependence upon the model
physics perturbations, whereas this was not as obvious for equilibrium conditions. Done
et al. (2012) built upon their previous work and examined the two cases in different en-
sembles. They found a strong signal for the location of non-equilibrium precipitation
(i.e. the location was predictable) and a weak signal for the location of equilibrium pre-
cipitation. It was also determined that there was a weak signal for the magnitude of
non-equilibrium precipitation (i.e. the intensity was not predictable), and a strong sig-
nal for equilibrium precipitation. These studies demonstrated that multiple convective
cases from different regimes need to be studied to fully understand forecast behaviour
at the convective scale.
As time progressed and convection-permitting ensembles became operational, and
more sophisticated, the research in this area began to consider the effects of spread in
operational convective-scale forecasts. Ku¨hnlein et al. (2014) examined the behaviour of
convective events in COSMO-DE-EPS (Consortium for Small-scale Modelling Ensemble
Prediction System over Germany) which varied the initial conditions via downscaling to
consider the impact of initial conditions on the forecast evolution. Their study indicated
that, although different diagnostics showed strong forecast skill (in terms of the location
of the precipitation) in strongly-forced compared to weakly-forced cases, the impact of
the initial condition uncertainty was the same in both regimes, a result confirmed by Keil
et al. (2014). Furthermore, the impact of the boundary condition uncertainty remained
consistent too, indicating that the main source of variability in the operational forecasts
between the two regimes appears to be from model physics perturbations. These results
are dependent upon the scale of the forecast verification metric used, as those that con-
sider the variation across a neighbourhood may show different results for the regimes
compared to those that consider only the gridscale (i.e. at larger scales there could be
stronger agreement in the precipitation location and intensity in both regimes).
Looking further into the initial condition uncertainty impact on forecast behaviour,
Craig et al. (2012) considered the effect of assimilating radar data into forecasts of a
COSMO based ensemble. Here a simple technique of latent heat nudging was used to
assimilate the radar data into the forecast. They found that assimilating radar data into
non-equilibrium forecasts had a longer impact time (on the forecast) compared to equi-
librium convection. This indicates greater sensitivity to initial conditions in the weakly-
forced cases compared to the strongly-forced cases. This result adds weight to the idea
of convection being short lived and displaced in equilibrium conditions, as the assim-
ilated radar had limited impact on the forecast, with the assimilation being “remem-
bered” for under an hour (on the order of the lifetime of a convective event). Along
with Ku¨hnlein et al. (2014), Craig et al. (2012) implies that different perturbation tech-
niques, for initial condition perturbations, may have different impacts on each regime
in convection-permitting forecasts, so could help to indicate how it is best to initiate
convection-permitting ensembles.
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All of the studies so far have been consistent with each other, and all of the studies
since Keil and Craig (2011) have used a similar method to calculate the timescale (with
the exception of Done et al. (2012) who used their previously calculated timescales), im-
plying that a favoured method has emerged for the timescale calculation. However,
a recent publication by Surcel et al. (2016) contradicted all of the previous findings.
Their study indicated that there was no regime dependence on forecast behaviour and
better defined initial conditions had no additional impact on the forecasts in the non-
equilibrium regime compared to the equilibrium regime. Their results need to be treated
with caution due to how the timescale was calculated, as discussed below.
The main difference in the calculation of τc, compared to the previous studies, is the
rate of release of CAPE calculation. By definition, in the convective adjustment timescale
the rate of release of CAPE is that released by the convection; however, Surcel et al.
(2016) uses a CAPE difference divided by a period of time. Their reasoning for this is
because the authors (as they are calculating the timescale from a global model) do not
trust the precipitation values produced by the model because a convection parametriza-
tion has been used (whether the timescale can be sensibly calculated from a convection-
parametrizing model is discussed in Chapter 3). However, in using a direct subtraction
of the CAPE the authors will be including changes in CAPE from processes not related
to convection, such as advection, and their results will therefore require a different in-
terpretation to that being used by the studies just discussed. This can be shown by an
illustrative example.
Consider a situation in which the CAPE at the time we wish to evaluate the convec-
tive adjustment timescale is 400 J kg−1, and that the CAPE over the hour the timescale
being calculated starts off at 600 J kg−1 and ends the hour at 200 J kg−1. Some of this
CAPE would have been removed due to large-scale advection of the air mass, thus in-
fluencing the stability of the environment, and some was removed as a result of the con-
vection itself (which had an hourly precipitation accumulation of 1 mm). The resulting
calculations of the timescale are as follows
Surcel et al. (2016) method:
CAPE
∂CAPE/∂t
=
400 J kg−1
[(600− 200) J kg−1/3600 s] = 1 h,
Done et al. (2006), Molini et al. (2011) and Keil and Craig (2011) method:
CAPE
(∂CAPE/∂t)CS
=
1
2
cpρ0T0
Lvg
CAPE
Prate
= 0.014 kg m−2 s2
400 J kg−1
(1/3600 kg m−2 s−1)
= 5.6 h,
based on a threshold of three hours, this would result in the placement of this event
in different regimes. Returning to (2.5) implies that if equilibrium is completely satis-
fied then the Surcel et al. (2016) timescale would tend towards infinity, resulting in the
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exact opposite interpretation to the usual interpretation of the convective adjustment
timescale. The example here has been chosen to highlight this problem, however it is
possible there are times when the standard interpretation of the timescale will be valid.
The adjustment timescale has not just been used for looking at forecast behaviour in
convective regimes, but has also been used to consider the design of nowcasting methods
such as forecasting blending (i.e. the combination nowcasts and high-resolution mod-
els in the short range). Kober et al. (2014) found that there were improvements in the
reliability of nowcasts when the calibration of the forecast blending was made regime
dependent, however there was limited improvement against a single calibration func-
tion for blending the forecasts. The timescale has also been used to test behaviour of
different parametrizations at the convective scale. Kober and Craig (2016) found that
for physically-based stochastic perturbations in the boundary layer there was a bias in
non-equilibrium perturbed members compared to their control, with there being a sig-
nificantly larger amount of precipitation being produced by the perturbations. This pre-
cipitation bias was not found for the equilibrium case, which just saw an increase in the
spread of the ensemble as a result of these perturbations.
The convective adjustment timescale was never intended to be a perfect diagnostic
for the regimes. However the evidence in the literature, indicates that it can provide a
clear and useful distinction between the different regimes, when the timescale is calcu-
lated sensibly. The convective adjustment timescale has been used to diagnose convec-
tive regimes and so show the different behaviour of convection in NWP models based on
the regimes. However, it is worth considering the behaviour of convection in NWP mod-
els in general as there are many aspects of the behaviour that will be consistent between
the regimes, which are likely be present in this work.
2.1.4 Convection in Numerical Weather Prediction Models
In many NWP models convection is parametrized (Arakawa and Jung, 2011). However,
with an increase in computational power models have moved to higher resolutions, with
many centres now running convection-permitting models operationally (Saito et al.,
2006; Lascaux et al., 2006; Tang et al., 2013). In each of these models, from those using
convective schemes to those with explicit representation of convection, the convection
varies in behaviour. The studies presented in this section consider the behaviour of con-
vection in such models generally, rather than by regime.
Coarse-grid length NWP models can represent the structure and intensity of large
convective systems, such as Mesoscale Convective Systems (MCSs) well on grid lengths
on the order of 12 km, provided the convection is vigorous enough (Arakawa and Jung,
2011). However, convection would usually be parametrized in models that have grid
lengths greater than or equal to 12 km (Arakawa and Jung, 2011). The parametrization
occurs because the convection cannot be usefully resolved on these scales due to the scale
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of the updraughts (Stein et al., 2015). Convective parametrizations have also been used
at higher resolutions to determine whether there is any additional benefit to the forecast
when the schemes are turned on (e.g. Lean et al., 2008; Done et al., 2012), but it usually
resulted in poorer forecasts (Done et al., 2012) on the kilometre scale. However, at reso-
lutions on the order of 3–4 km convective parametrizations can be useful, indeed many
operational centres use a shallow-convection scheme (e.g. DWD (Deutsche Wetterdienst)
Baldauf et al., 2011) and the Met Office has a CAPE dependent CAPE closure scheme for
their 4 km model to assist with the explicit representation of convection (Roberts, 2003).
Many convective schemes are based on a mass flux approach to represent an ensem-
ble of clouds (Arakawa and Jung, 2011). Convection is triggered once an air parcel is
deemed unstable, i.e. once CAPE is present. A key factor with these schemes is linked to
the convective closure of the scheme. The convective closure determines the total con-
vective precipitation amount. There have been various means of closing the system, but
the closure usually preferred now is based on convective quasi-equilibrium (Arakawa
and Schubert, 1974). Another popular closure is that of CAPE adjustment, in which
the CAPE is reduced over a specified timescale, and once the CAPE falls below zero
the scheme stops precipitating (Arakawa and Jung, 2011). Other closure methods in-
clude Conditional Instability of the Second Kind (CISK) (Charney and Eliassen, 1964),
in which latent heat links the convective-scale with the large-scale situations in a tropi-
cal cyclone, thus limiting the convection, and WISHE (Wind Induced Surface Heat Ex-
change) (Emanuel, 1986), in which the surface fluxes have an effect on the convective
nature of the tropical cyclone, but these are applicable to the tropics.
Recently models have increased in resolution. For example, the MetUM’s opera-
tional configuration for the British Isles has an interior grid length of 1.5km (Tang et al.,
2013) compared to the previously operational 4 km configuration that was used over
the British Isles. These high-resolution models are referred to as convection-permitting
models, as they cannot fully resolve the convective clouds due to their inability to resolve
the updraughts in the convective clouds (Craig and Do¨rnbrack, 2008; Stein et al., 2015).
However, convection-permitting models produce a more realistic structure of events by
explicitly calculating the convection as part of the model dynamics (Lean et al., 2008;
Clark et al., 2016). With further increases in computer power there has been continued
development into the ways of using convection-permitting ensembles for improving the
prediction of convective precipitation (e.g. Hohenegger and Scha¨r, 2007a; Bowler et al.,
2008, 2009; Leoncini et al., 2010; Done et al., 2012).
In the rest of this section, three common problems across many different convection-
permitting models are considered, from precipitation rates to spatial scales.
1. Inaccurate precipitation totals
Depending on the model used the precipitation totals are often misestimated. This
inaccuracy is a result of two processes (i) the precipitation rates being too heavy
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and not producing enough light (stratiform) precipitation, and (ii) reduced light
precipitation with well simulated moderate to heavy precipitation. Problem (i) is
present in a number of models including the JMA-NHM (Japan Meteorological
Agency - Non Hydrostatic Model) (Saito et al., 2006), Meso-NH (Mesoscale Non-
Hydrostatic model) (Lascaux et al., 2006), MetUM (Lean et al., 2008) and the ARW-
WRF (Advanced Research WRF - Weather Research and Forecasting model) (Ska-
marock and Klemp, 2008; Weisman et al., 1997). Combining less light precipitation
with more heavy precipitation can lead to an increase in precipitation amount from
the model compared with observations. This is particularly true for the case of the
MetUM in the early convection-permitting configurations of the model (Lean et al.,
2008). However, the JMA-NHM and Meso-NH are influenced by process (ii) as
well (Saito et al., 2006; Lascaux et al., 2006). It is hypothesized that the precipitation
situation is linked to the microphysical parametrizations used, as in the case with
ARW-WRF (Weisman et al., 1997). This was because the microphysics schemes in-
fluences the lifecycle of convection which can lead to larger precipitation totals.
The precipitation totals increase if the evolution of the system becomes slow, as a
reduction of speed in the evolution allows more time for precipitation to fall out
thus increasing the precipitation totals (Skamarock and Klemp, 2008). The reduc-
tion of light precipitation could also be as a result of poorly resolved turbulent
mixing which will influence the moisture detrainment (e.g. Markowski and Bryan,
2016). This implies that regardless of regime, precipitation totals will still provide
uncertainty for forecasters and the convection itself could lead to the propagation
of errors in other models further down the chain, for example hydraulic models in
a flood forecasting context.
2. Delay of convective initiation over land
Convective initiation is often delayed in convection-permitting models and too
early in convection-parametrizing models. For the MetUM it was found that the
higher-resolution models tended towards the observed time of convective initia-
tion with the 1 km grid length model being closest to the observed convective initi-
ation time (Lean et al., 2008). This result was found by comparing the 1 km against
the 4 km model. Convection in the, convection-parametrizing, 12 km model it
was compared against was initiated too early. Indeed, many convective schemes
struggle to represent the diurnal cycle of convection (Bechtold et al., 2004). In the
Application of Research to Operation at Mesoscale model (AROME-France) and
ensembles based around COSMO-DE it was found that the closer the model was
initialised to the convection initiation time the better the results (Seity et al., 2011;
Baldauf et al., 2011). The spin-up time for the model was taken into account in
these studies such that it was found for COSMO-DE if the forecast run was started
six hours before the convection initiated it was closest to the observed initiation
(Baldauf et al., 2011). AROME-France on the other hand had a minimum delay of
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two hours in convective initiation when the model was initiated closest to the con-
vection initiation time, taking spin-up into account (Seity et al., 2011). The delayed
initiation is thought to be linked to the diffusion of the model (e.g. Langhans et al.,
2012), with increased diffusion resulting in an increase in the delay of initiation
of the convective precipitation. These timings could imply that when consider-
ing deterministic model verification it could be worth considering accumulations
of precipitation over a period of time (1–3 hours) to try and reduce the impact of
timing errors.
3. Spatial characteristics of convective cells
AROME-France overestimates the horizontal scales by a factor of circa 1.5. This is
highlighted by a case with a supercell whose observed diameter was 35 km, but the
model produced a diameter of 50 km (Seity et al., 2011). The other French model,
Meso-NH, generally underestimates the horizontal extent of the convective cells
(Lascaux et al., 2006). These results were thought to be linked to the microphysics
parametrizations used in the model. In the ARW-WRF model it was shown by
Van Weverberg et al. (2013) that the model behaved differently depending upon
the microphysics parametrization used. The parametrization for the fall rate of
frozen condensates seemed to have the most dominant role in affecting the size of
the MCS that was being examined. It was shown that slower fall rates led to larger
MCSs and faster fall rates led to smaller than observed MCSs (Van Weverberg et al.,
2013). These fall rates have impacts on factors such as the growth of the particles
and could then start to influence the precipitation rates (Khain et al., 2015, provides
a more in-depth review of microphysical aspects that influence convection than
covered here). Smaller convective cells, than observed, has also been found to
occur in the MetUM (Hanley et al., 2014) and was shown to be linked to the mixing
in the boundary layer. Convective cells can also appear to cellular (“blobby”) in
nature due to too intense precipitation in the centre of the cell (e.g. Lean et al.,
2008; Clark et al., 2016). A further spatial aspect that is seen in many models is the
wrong positioning of convective cells (Roberts and Lean, 2008).
All the previous studies show that increasing the resolution of the model has helped to
improve convective forecasts. However for further gains to become apparent the micro-
physics and turbulent mixing needs to be represented well and fully understood, as this
is a key aspect in the formation of convective clouds and precipitation.
With the previous three issues combined the challenges for a deterministic model to
be able to accurately predict convection are obvious as there are many times that the con-
vection could occur, many spatial scales on which the convection could occur in terms of
either the position or diameters of the events and also many potential precipitation inten-
sities. Therefore a technique is required to consider a range of possible outcomes to help
examine the uncertainty of such events occurring (the need for such a technique is not
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just unique to the convective scale, and is apparent at all scales, due to the uncertainties
in the initial conditions). Recent advances looking into convective-scale predictability
have used convection-permitting ensembles. The idea of ensemble forecasts is that by
varying the initial conditions, model physics and boundary conditions, a range of possi-
ble outcomes (hence allowing the generation of probabilistic forecasts) will theoretically
include events that represent the true state of the atmosphere (“shadows”) provided that
the model is well-spread (Buizza and Palmer, 1995). Convection-permitting ensembles
are thus considered next.
2.1.5 Convection-Permitting Ensembles
The atmosphere is in a state of chaos (Lorenz, 1963). This leads to difficulties in forecast-
ing, particularly at smaller scales in the atmosphere (Lorenz, 1969b). To help quantify
this uncertainty in forecasts ensembles are used. Ensembles are designed to account for
uncertainties due to the model, boundary and initial conditions and produce equally
likely realisations of the atmosphere provided that the ensemble is well-spread (Leith,
1974; Buizza and Palmer, 1995). As computing power increases running ensembles at
convection-permitting resolution has become possible, with many centres now running
them operationally (e.g. Met Office Global and Regional Ensemble Prediction System -
UK (MOGREPS-UK); Bowler et al., 2008, 2009). Convective-scale ensemble design has
been carefully considered as techniques that are applied at the synoptic scale such as sin-
gular vectors (Buizza and Palmer, 1995) and breeding vectors (Toth and Kalnay, 1997)
should not be applied at these scales as they do not grow fast enough or project onto
the wrong nodes of variability (Hohenegger and Scha¨r, 2007a; Milan et al., 2014). Where
breeding vectors have been used (e.g. Uboldi and Trevisan, 2015) it was found that the
spread generated by the ensemble was very dependent upon the size of the errors associ-
ated with the analysis, with current analysis errors allowing an ensemble size of around
8 members to be sufficient. However, when these errors reduce it is likely that even 24
members will not be sufficient to cover the range of variability required from ensembles,
leading to tightly spread ensembles (Uboldi and Trevisan, 2015). Some techniques that
are used at the synoptic scale such as generating the perturbations from data assimila-
tion systems, such as the Ensemble Transform Kalman Filter (ETKF) (Bowler et al., 2009),
may be an option at the convective scale (e.g. Bouttier et al., 2016). However, most of the
currently operational convective-scale ensembles use downscaling techniques (Bowler
et al., 2008, 2009; Baldauf et al., 2011).
The predictability of events is often considered through the use of ensemble ex-
periments by examining the spread (e.g. Hohenegger et al., 2006) or the difference
total energy (DTE; Zhang et al., 2003). However, it is likely that the perturbations
used to initialise convective-scale ensembles influences the results of predictability stud-
ies. Five techniques have been applied to perturb convective-scale ensembles for re-
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search/operational purposes (Walser et al., 2004; Hohenegger et al., 2006; Hohenegger
and Scha¨r, 2007a,b; Bowler et al., 2008, 2009; Leoncini et al., 2010, 2013; Milan et al., 2014),
these are considered below.
1. Shifted initialisation
Shifted initialisation (Fig. 2.3) was introduced by Walser et al. (2004) and later used
by Hohenegger et al. (2006). This technique initiates ensemble members at differ-
ent times from global analyses, and uses the different initialisation times to act as
the initial conditions for the ensemble. The boundary conditions remain identical
throughout the ensemble members. This method can be extended to produce vary-
ing boundary conditions and model physics perturbations to add further variabil-
ity into the ensemble. The method used by Walser et al. (2004) ensures that there
are differences in the initial conditions, however there may be a limited degree of
convective-scale variation depending on the resolution of the analyses the model
was initialised from.
Figure 2.3: A schematic showing the method of shifted initialisation, where the horizontal arrows
represent the different convection-permitting ensemble members (shifted with an hour between
each run) and the vertical arrows indicate the times the initial conditions were taken from the
global model. The dashed line represents the time at which the forecast is ensemble is considered
initiated (and as such the point at which comparisons can be made), (adapted from Walser et al.,
2004)
2. Downscaling
Downscaling is used operationally by many centres including the Met Office
(Bowler et al., 2008, 2009). This technique generates initial and boundary con-
ditions from the different members of a lower-resolution ensemble. In the Met
Office’s case the boundary and initial conditions are generated by downscal-
ing MOGREPS-G (Met Office Global and Regional Ensemble Prediction System
- Global) to the MOGREPS-UK grid. Downscaling has the advantage of keeping
the large-scale balances within the system, but could lead to an under-dispersive
model due to there being no convective-scale perturbations. However, Raynaud
and Bouttier (2016) showed that after nine hours convective-scale variations did
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spin-up from downscaled simulations, implying that this method is still effective
at producing spread between ensemble members.
3. Gaussian Perturbations
Perturbations can also be performed using a Gaussian kernel (Fig. 2.4) of the form
perturbation(x, y) = Aexp
[
− (x− x0)
2 + (y− y0)2
2σ2
]
where A is the amplitude, (x, y) the zonal and meridional position, (x0, y0) the cen-
tral position of the Gaussian kernel and σ the standard deviation which is used to
indicate the spatial scale of the Gaussian kernel. This kernel can then be added
to or multiplied by each point in the domain to create a superposition of Gaus-
sian distributions (Leoncini et al., 2010; Done et al., 2012). Gaussian perturbations
have been applied as initial conditions and model physics perturbations, most no-
tably in the boundary layer to the potential temperature and specific humidity
(e.g. Leoncini et al., 2010; Done et al., 2012). Leoncini et al. (2010) varied the am-
plitude and spatial scales of these Gaussian perturbations and found that varying
the spatial scales had the effect of modulating the perturbations, leading to most
perturbations to be of the order 5(∆x) for ∆x representing the grid length of the
model (Bierdel et al., 2012; Verrelle et al., 2015). Varying the amplitude did have
an influence, though this was only on the initial growth, as larger amplitude vari-
ations had faster growth. Typically values of around 0.1–1.0 K have been used for
the amplitude of the Gaussian kernel (Leoncini et al., 2010). Despite this change
in initial growth rate the growth for all amplitudes saturated at the same time and
value suggesting that the faster initial growth, particularly at magnitudes greater
than 1.0 K, may be unphysical. The position of these perturbations has also been
considered and it has been indicated that the maximum growth occurs if these
perturbations are applied in the boundary layer (Lean, 2006). Unlike the previous
methods this does have convective-scale perturbations. Furthermore, if the pertur-
bation structure is chosen sensibly, such that the perturbations are physical both
spatially and temporally, it could help to produce a well-spread ensemble pro-
vided that other perturbations take place to the initial and boundary conditions.
4. White Noise
This is very similar to the Gaussian perturbations discussed above, to the point that
if the standard deviation of the Gaussian is set to zero then the resulting perturba-
tions are white noise, so would has very similar characteristics to those ensembles
(Hohenegger and Scha¨r, 2007b; Leoncini et al., 2010).
5. Convective-scale Data Assimilation
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Figure 2.4: Gaussian perturbations with an amplitude of 1.0 K and standard deviation of 9 km,
applied to the potential temperature within the boundary layer.
Data assimilation techniques can be used to give initial condition perturbations
to represent the errors in the analysis. This is an area of on-going research as
convective-scale DA techniques are only starting to be implemented, operationally,
in convective-permitting ensembles (e.g. Bouttier et al., 2016). Much of the re-
search into convective-scale DA and its effects on perturbations is undertaken in
Germany, so uses COSMO-DE-EPS or variants thereof. Initial studies used La-
tent Heat Nudging (Craig et al., 2012). Now though, techniques such as the Local
Ensemble Transform Kalman Filter (LETKF) are being implemented. Lange and
Craig (2014) showed that there are variations in a convective-scale ensemble that
arise due to alterations of the length scale that the DA was performed on. They
showed that a shorter localisation radius led to spurious convection, but a larger
radius led to under-sampling of the atmosphere as a result of a lack of convective-
scale noise. Theoretical methods of DA that are yet to be used operationally have
also been applied to COSMO-DE-EPS with Milan et al. (2014) using particle filters.
There are also suggestions that hybrid data assimilation techniques, like the Eu-
ropean Centre for Medium range Weather Forecasts’ (ECMWF) ensemble of data
assimilation (EDA) (Buizza et al., 2008) could be a useful technique at this scales
for initial condition variation and experiments carried out by Bouttier et al. (2016)
look promising for this technique. Applying DA perturbations is an area that is
still being researched at the convective-scale, as other variables are likely to start
to become important (e.g. moisture variables), but these perturbations have the
potential to provide well-spread ensembles at the convective-scale.
Hohenegger and Scha¨r (2007b) considered three of the perturbation techniques previ-
ously mentioned (shifted initialisation, Gaussian perturbations and random white noise)
to investigate the dynamics behind convective-scale error growth for three convective
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events in the Alps. They found that the convective-scale error growth (irrespective of ini-
tial condition perturbation technique) converged to the same value after 11 hours. This
convergence implies that unlike synoptic situations, which yield different behaviour de-
pending on the initialisation technique, convective-scale ensembles may have similar
behaviour regardless of initial condition perturbation technique. Combining this with
ideas that Lorenz (1963) introduced and later confirmed (Lorenz, 1969b) (of errors grow-
ing faster at smaller scales) implies that perturbations to model parametrizations are key
to representing the spread of uncertainty at these scales beyond about 10 hours, after
which there is less of an impact of the initial condition perturbations. This result is also
backed up by Raynaud and Bouttier (2016) and Bouttier et al. (2016) who compared the
spread of random perturbations, a DA based technique and downscaling. They found
that if convective-scale variability was required from the start of the run then random
Gaussian perturbations were the cheap alternative to the EDA they used. However, by
around 9 hours there was strong agreement in spread between all techniques consid-
ered. Therefore, some form of convective-scale noise should be taken into account to
provide a well-spread convective-scale ensemble, however if it cannot be taken into ac-
count the convective-scale variability will spin-up in approximately 10 hours (Raynaud
and Bouttier, 2016).
Given that there appears to be modest differences in the spread of convective-scale
ensembles from initialisation techniques, after 10 hours, it suggests that results from any
of these methods in considering predictability and error growth should be robust.
2.1.6 Error Growth and Predictability
Error growth is a topic that applies to many different areas of numerical modelling
of phenomena, from simple pendulums through to economic and social forecasting.
Themes that are present throughout these wider dynamical studies are also present in
meteorological studies of error growth. To begin with an error is defined, and then the
characteristics that have been observed in three different types of error growth are con-
sidered. An error is defined by Lorenz (1969b) as “the difference between two states
of the atmosphere, or between two solutions of the governing equations”. This defi-
nition implies that the deviations between two ensemble members are an example of
error growth. However, errors can exhibit different behaviour in dynamical systems,
described next.
1. Linear growth
An iterative system exhibiting linear growth has errors of the form
e = αne0,
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for an error, e, a constant, α, that is independent of the number of iterations, n, and
initial error e0 (Burden and Faires, 2005).
2. Linear System
A linear system, on the other hand has growth that is enitrely dependent upon the
system itself, and results in exponential growth e.g.
dx
dt
= kx(t),
for a function x(t) and constant, k (Burden and Faires, 2005). A good example of a
linear system is a pendulum that is displaced a short distance without the presence
of friction or a simple model of population growth.
3. Non-linear system
This is a system that is dependent on itself in a non-linear fashion e.g.
dx
dt
= kxn,
for n not equal to 0 or 1; or on another variable as well as itself, e.g.
dx
dt
= xy,
for a variable y. This implies that there could be errors of opposing signs at subse-
quent times which can result in unpredictable errors (Bertugila and Vaio, 2005). It
further implies that there will be periods of rapid and slower growth. A key exam-
ple, considering predator-prey relationships, is the Volterra-Lotka model (Lotka,
1925; Volterra, 1926).
4. Chaos
Chaotic systems are always non-linear; but not all non-linear systems are chaotic.
Chaotic systems are sensitive to the initial conditions of a problem; however, the
solutions of the differing situations must remain bound to a certain region of the
phase space with no signs of constant periodicity and must not intersect with one
another (Bertugila and Vaio, 2005). Furthermore a key difference between non-
linear and chaotic growth is that in chaotic growth the trajectories (of each model
run, for example) must diverge away from each other, therefore two trajectories
within a system that start off close together can become as far apart as two trajecto-
ries that start off a large distance from one another (Bertugila and Vaio, 2005). This
results in an error growth pattern, and hence system, that is not fully predictable.
A key example is the Lorenz (1963) model.
Specifically, within meteorology, error growth can refer to multiple differences (i.e.
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comparisons with observations or between different ensemble members). Therefore, in
the context of this work, the following terms (and associated meanings) shall be used to
give clarity to the discussion (following Leoncini et al., 2010):
• Error Growth: the difference between ensemble members and “reality” (either an
analysis or observations).
• Perturbation Growth: the difference between an ensemble member and a corre-
sponding unperturbed control run or the difference between two different ensem-
ble members.
According to Lorenz (1969c) both of these constitute error growth, however they can
have very different physical meanings. The perturbation growth can be split further into
three sub-categories based upon what type of perturbation is being referred to:
1. Initial Condition Perturbation Growth: perturbation growth resulting from pertur-
bations to the initial conditions only.
2. Model Physics Perturbation Growth: perturbation growth arising from perturba-
tions to the model physics, including parameter changes, changes to parametriza-
tions and addition of stochastic physics.
3. Boundary Condition Perturbation Growth: perturbation growth arising from per-
turbations to the boundary conditions (either Lateral Boundary Conditions or Sur-
face).
Hohenegger et al. (2006) considered where error growth was occurring in the context of
initial condition perturbation growth. Like Zhang et al. (2003) they found it was strongly
associated with the position of moist convective cells. A physical interpretation of this
is considered to be that the rapid error growth, which is of order 10 times faster than
synoptic-scale perturbation growth (Hohenegger and Scha¨r, 2007a), could be associated
with the vertical transport by convective mass flux and then propagation away from this
centre to a distance of the radius of deformation (Selz and Craig, 2015). The error would
be propagated across the domain via gravity or acoustic waves (Hohenegger and Scha¨r,
2007b; Leoncini et al., 2010), and once on the synoptic-scale would propagate via modes
of baroclinic instability (Selz and Craig, 2015).
Many of the studies presented here considered either one event or a small selection
of events. These events have not been split into different convective regimes (unlike in
Section 2.1.3 and this study), and it is possible that the different regimes could have very
different error growth behaviour. Furthermore, nearly all of the studies looking into per-
turbation growth have focused on the initial condition perturbation growth. One com-
mon aspect between these studies is that each of the four themes discussed above (linear,
exponential, non-linear and chaotic growth) occur within these studies. Hohenegger and
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Scha¨r (2007a) indicated that the linear growth period was short-lived, lasting approxi-
mately three hours, in high-resolution ensembles. Furthermore, the atmosphere has long
been considered chaotic (Lorenz, 1963), and as such would exhibit non-linear growth
characteristics. Therefore, all of these types of growth are likely to be present within this
study.
The predictability of a system is often examined alongside the error growth by con-
sidering a measure of the ensemble spread (e.g. Hohenegger et al., 2006; Hohenegger
and Scha¨r, 2007b; Clark et al., 2009, 2010). However, throughout the literature, since
Lorenz (1969a,b), various forms of predictability have been studied. Two key forms of
predictability are often described as either (Lorenz, 1969b; Zhang et al., 2006; Melhauser
and Zhang, 2012)
• Intrinsic Predictability: how far it is possible, in principle, to predict a system given
its dynamics, assuming near-perfect initial conditions and perfect boundary con-
ditions or
• Practical Predictability: what can be predicted given the current computational
ability, i.e. from current model discretizations for the equations of motion, imper-
fect initial and boundary conditions, and imperfect representation of unresolved
processes.
Most studies in the area of convective-scale error growth consider the intrinsic pre-
dictability (e.g. Hohenegger et al., 2006; Hohenegger and Scha¨r, 2007a,b; Clark et al.,
2009, 2010; Selz and Craig, 2015). However Melhauser and Zhang (2012) and Sun and
Zhang (2016) considered both the practical and intrinsic predictability. All studies con-
sidered show that there is a limit to the intrinsic predictability of convective events.
The intrinsic predictability of a system is a longer period of time than the practical pre-
dictability. However, the practical predictability can, sometimes, be improved through
the specification of more accurate initial conditions as in the mesoscale convective vor-
tex considered by Melhauser and Zhang (2012); and this particularly has an influence
at the larger scales (Sun and Zhang, 2016). All of the results (from all the studies men-
tioned in this literature review) indicate that there is a crucial need for ensembles given
the intrinsically short predictability timescales associated with convection.
One of the potential implications of the work presented in this thesis is movement
towards the design of an adaptive forecasting system, defined as where ensemble size or
resolution would vary according to the situation being forecast. In a recent study Clark
et al. (2009) showed that a 4-km ensemble with fewer members often out performed a
larger member 20-km ensemble in both Equitable Threat Score and reliability. Although
they covered a range of events in April-June 2007, there were also times when there was
not a significant improvement from the high-resolution ensemble. These events were
not split up into regimes, so it is plausible that the times when there was no significant
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improvement were in convective quasi-equilibrium. Therefore looking into the different
regimes could further build up an argument for adaptive forecasting systems and imply
that it may (due to the closeness of the practical and intrinsic predictability) in certain sit-
uations not be cost effective to increase the resolution of the NWP model to improve the
practical predictability when that could be achieved with a lower-resolution ensemble.
In later work by Clark et al. (2010) it was shown that a convection-permitting ensem-
ble produced faster perturbation growth and produced a greater ensemble spread than
a convection-parametrizing model. This result indicates that model, initial and bound-
ary condition uncertainty all need to be taken into account to make the most out of a
convective-scale ensemble. Further support for the idea of adaptive forecasting systems
is provided by Fig. 2.5 (Melhauser and Zhang, 2012). Figure 2.5 indicates that in cases
where there is high intrinsic predictability an outcome is clear, shown by clustering of the
ensemble members, so the forecast of these events may be improved by increasing the
model resolution (the ensemble mean becomes closer to the “truth”). However, in a case
where the location and presence of convection is uncertain (e.g. scattered showers, with
low intrinsic predictability) increasing the resolution will keep the same uncertainty and
so has limited value. The work in this thesis aims to investigate these ideas about the
predictability of non-equilibrium convection and quasi-equilibrium convection, as it is
likely that the spatial scale of perturbation growth is linked with the convective regimes.
Figure 2.5: A schematic indicating two different situations indicating improvements in the prac-
tical predictability at a single grid point which either a) lead to an improvement of practical
predictability by increasing model resolution or b) result in no change as given the intrinsic pre-
dictability there is equal chance of convection happening or not. The black dots represent ensem-
ble members, the blue dots the ensemble mean, and the red cross the “truth”. The grey dotted
line represents the distinction between convection being present or not (adapted from Melhauser
and Zhang, 2012).
2.2 Met Office Unified Model
The MetUM has been used as the primary source of data for this thesis, either us-
ing operational data for summer 2012–2014 in Chapters 3 and 4 or for the main en-
semble experiments in Chapter 5 at version 8.2 to keep consistency with the convec-
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tive adjustment timescale calculated in Chapter 4 for the specific case studies cho-
sen, as this version was operational at the time. The MetUM is discussed from re-
cent significant changes that could influence the results of this thesis (Section 2.2.1),
to the dynamical core that was used for version 8.2 of the MetUM (Section 2.2.2), key
parametrizations (Section 2.2.3) and the main configuration of the MetUM that used
throughout this thesis, the United Kingdom Variable resolution (UKV) configuration
(Section 2.2.4). The MetUM will not be covered exhaustively here, however the inter-
ested reader is directed to the MetUM documentation for further details (available online
at http://cms.ncas.ac.uk/wiki/Docs/MetOfficeDocs).
2.2.1 Recent significant changes to the MetUM
Throughout the course of this project the MetUM has continued to be developed.
A key development to the operational model that occurred half-way through this
project (February 2015) was the change of the dynamical core from New Dynamics
(Section 2.2.2) to Even Newer Dynamics (ENDGame). The key differences between
ENDGame and New Dynamics are discussed here. More details of ENDGame can be
found in Wood et al. (2014) and the MetUM documentation.
The key change between ENDGame and New Dynamics is how the governing
equations are solved. Whilst both dynamical cores use semi-implicit, semi-Lagrangian
schemes to solve the governing equations ENDGame takes an iterative approach for
solving the governing equations. This iterative approach results in a dynamical core
that is, approximately, 2nd order accurate (as opposed to 1st order accurate in New Dy-
namics), thus allowing for more accurate representation of extra-tropical and tropical
cyclones, fronts, troughs and jet stream winds, amongst many other processes (Walters
et al., 2014).
Some of the parametrizations changed alongside the dynamical core including the
boundary layer scheme which saw changes in the stability functions and turbulent mix-
ing reductions (Walters et al., 2014). This led to a reduction in the number of convective
events in the MetUM; this problem has since been resolved.
With a reduction in convection, alongside changes to the dynamical core, it is likely
that the convective adjustment timescale calculations would be different compared to
the operational data used Chapter 4. Therefore, to ensure consistency in this thesis, the
version of the model that was operational at the time of the cases being examined in
Chapter 5 has been used (version 8.2, Parallel Suite 31 (PS31) with the New Dynamics
dynamical core).
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2.2.2 New Dynamics
The dynamical core of the MetUM at version 8.2 is known as the “New Dynamics”. The
New Dynamics was introduced operationally into the MetUM in 2002. A summary is
given by Davies et al. (2005) and a complete description is presented in “The Joy of the
New Dynamics” (Staniforth et al., 2006); the main points of these documents are given
here.
The New Dynamics is a non-hydrostatic dynamical core and it solves the following
set of equations in an off-centred, semi-implicit, semi-Lagrangian framework:
the momentum equation
Du
Dt
= −2Ω× u− 1
ρ
∇p−∇Φa + Su; (2.8)
the continuity equation
Dρ
Dt
+ ρ∇ · u = 0; (2.9)
the thermodynamic equation
Dθ
Dt
=
(
θ
T
)
Q˙
cp
; (2.10)
the equation of state
p = ρRT; (2.11)
and moisture conservation
Dmx
Dt
= Smx . (2.12)
In these equations u represents the three velocity components, Ω is the Earth’s angular
velocity, Φa is the apparent geopotential (taking into account the centripetal force), Su is
the frictional forces, θ is the potential temperature, R is the specific gas constant for dry
air, p0 is a reference pressure, p is the pressure, mx represents the mixing ratios, and Smx
is the source and sink terms for the moisture, where x represents the moisture source as
either vapour, liquid water or ice.
These equations are transformed into spherical co-ordinates and the vertical co-
ordinates are transformed into a terrain-following height co-ordinate. For limited-area
models, such as the UKV, the spherical co-ordinates are then converted into a rotated
latitude-longitude grid so that the points are more isotropically spaced than they would
have been in a non-rotated co-ordinate system. These transformed equations are then
solved on staggered grids in both the horizontal and vertical directions. In the horizon-
tal an Arakawa-C grid (Arakawa and Lamb, 1977) is used and a Charney-Phillips grid
(Charney and Phillips, 1953) is used for the staggering in the vertical.
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2.2.3 Parametrizations
The MetUM cannot resolve all processes on the grid scale. Important aspects of the
parametrizations that are relevant to this work are described below. This is not an ex-
haustive coverage of all parametrizations in the MetUM, or an exhaustive coverage of
the ones covered.
Microphysics
The microphysics (or large-scale precipitation) scheme is loosely based around that
of Wilson and Ballard (1999), however the original Wilson and Ballard (1999) scheme is
no longer operational in version 8.2 of the MetUM. The reader is directed to the MetUM
documentation paper 26 (Wilkinson, 2012) on this scheme for further details, as only a
brief summary is presented here.
The microphysics scheme of the MetUM has the ability to distinguish between up to
six different types of water particles in the atmosphere: water vapour, liquid water, rain,
ice aggregates, ice crystals and graupel. In version 8.2 only the terms in italics were used
within the operational system (Wilkinson, 2012). The scheme covers falling precipitate
under gravity, the formation and aggregation of these different water particle types, rim-
ing and sublimation processes for the ice particles, state changes for all water phases and
the changes from liquid cloud water to precipitation.
The microphysics scheme also deals with the vertical transportation of water parti-
cles between grid boxes, for which it assumes the particle size is distributed as a gamma
distribution uniformly across the grid box. The fall speeds are controlled by the terminal
velocities for all of the different water species as calculated from experiments conducted
by Sachidananda and Zrnic (1986), Ferrier (1994), and Mitchell (1996).
Boundary Layer
The boundary layer scheme in the MetUM is based on Lock et al. (2000); full details
can be found in UM documentation paper 24 (Lock and Edwards, 2012). The boundary
layer scheme deals primarily with the lowest layers of the atmospheric model, but the
scheme can extend over several kilometres in the troposphere. Using Reynolds averag-
ing the turbulent fluxes near the surface are calculated based on a first order closure to
determine the heat fluxes and eddy diffusivity (the profiles for which are determined by
the diagnosis of the boundary layer type). There are seven different types of boundary
layer within the MetUM, diagnosed on the stability of the atmosphere and cumuliform
cloud presence:
1. Stable Boundary layer
2. Stratocumulus boundary layer over a stable near surface layer
3. Well-mixed boundary layer (in these cases mixing is either capped, surface driven
or cloud-top driven)
4. Unstable boundary layer with a decoupled stratocumulus layer that does not form
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over cumulus
5. Unstable boundary layer with a decoupled stratocumulus layer that forms over
cumulus
6. Cumulus-capped boundary layer (Convective boundary layer)
7. Shear dominated unstable layer.
These boundary layer types are then communicated to the rest of the model at the top
of the boundary for interactions with the wider troposphere, and to the surface layer
scheme to help inform the relevant calculations of the surface heat and moisture fluxes.
Surface Layer
The surface layer scheme is based around Best et al. (2011). It is known as the Joint
UK Land Environment Simulator (JULES) and covers surface interactions including soil
interactions with precipitation and surface types. It also considers snow cover, soil mois-
ture, water, energy and carbon cycles. It was based on MOSES (Met Office Surface Ex-
change Scheme: Cox et al., 1999; Essery et al., 2003).
Here I shall focus on the surface fluxes as this has the largest impact on the simula-
tions considered. All of the surface fluxes are calculated for two types of surface: vege-
tated and non-vegetated. The specific surface parameters, such as albedo, are specified
for each surface type. The fluxes themselves are calculated using Monin and Obukhov
(1953) theory and the Dyer (1974) stability function for unstable profiles and the Beljaars
and Holtslag (1991) stability function for stable profiles. The surface fluxes are depen-
dent upon the type of surface that is diagnosed. The surfaces are specified on a tiling
approach where the type is defined over a certain area. A weighted averaged of the
different surface types, that a specified grid box could be defined as, is used to give the
average surface type for the entire grid box.
Radiation
The radiation scheme is based on that of Edwards and Slingo (1996) and exact details
can be found either in their paper or in the UM documentation paper 23 (Edwards et al.,
2012). A brief discussion of the main points is presented here.
The MetUM’s radiation scheme considers both the longwave radiation (defined as
wavelengths > 13µm) and shortwave radiation (which peaks at around 0.55 µm). The
atmospheric radiative fluxes are calculated on quasi-monochromatic wavelengths, and
summed to create a spectrum. These quasi-monochromatic calculations, before scat-
tering or absorption is taken into account, are performed on an N-layer homogeneous
model, for each wavelength. There are multiple scattering aspects that need to be taken
into account and for aerosols, ice and water droplets. One of the most prominent forms
of scattering in the atmosphere is Rayleigh scattering. This type of scattering is repre-
sented in the scheme by adding a constant value onto the total extinction and scattering
for each spectral band.
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The shortwave radiation aspects of the scheme focuses on the astronomical aspects
of radiation, and assumes Keplerian orbits. Most of the errors associated with the short-
wave part of the scheme originate from latitudinal variations across the planet rather
than the astronomical effects considered. However, latitudinal variations are not the
only aspect that needs to be considered as the surface properties, such as whether the
surface is hetero or homogeneous and the albedo, can influence the total incoming solar
radiation being absorbed by the surface.
Interactions with gases are also considered by the radiation scheme which takes into
account the absorption of radiation in different spectral ranges, such as water vapour be-
ing a strong absorber in most of the longwave section but not in the 8–12 µm range. The
effects of other greenhouse gases such as carbon dioxide and ozone are also considered.
Convection
The convection scheme in the MetUM is used for the configurations that have grid
lengths greater than and equal to 4 km (Stratton et al., 2012). The convection scheme
is based on the scheme developed by Gregory and Rowntree (1990) but but has been
greatly modified since. Derbyshire et al. (2011) proved a recent overview of the modifi-
cations. A brief summary is presented here. However, the interested reader is directed
to these papers or the MetUM documentation paper 27 (Stratton et al., 2012) for more
detail.
There are three key stages in the convection scheme: diagnosis, development of con-
vection and closure. The diagnosis stage considers whether convection is present by
examining the stability for a parcel ascent. If, for a given air parcel, a parcel is deemed
to be unstable then a full (undilute) ascent is calculated. This ascent is used to give an
indication of whether the convection is shallow (with cloud top between the boundary
layer and freezing level) or deep (cloud tops above the freezing level; Stratton et al.,
2012). Once the type of convection has been diagnosed and fed back to the boundary
layer scheme, the next stage of the process occurs. This is the development of the con-
vection. The MetUM scheme is a mass flux scheme (Gregory and Rowntree, 1990). There
is a bulk plume model for the convection, conceptually made up of an ensemble of con-
vective clouds. The bulk model is used to determine the actual depth and vertical profile
of the convection. The depth then determines whether precipitation can form (based on
whether the convection is over land or ocean). The scheme is closed by a CAPE closure
for deep convection and velocity scaling for shallow convection. The CAPE closure uses
an adjustment timescale. The timescale may depend upon the vertical velocity or the rel-
ative humidity (in the 4 km model the timescale is dependent upon the magnitude of the
CAPE, to determine whether convection is predominantly treated by the scheme (weak
CAPE) or explicitly (strong CAPE); Roberts, 2003). This timescale is used to relax the at-
mosphere to a state of zero CAPE. The convective scheme’s adjustment timescale differs
from the timescale diagnostic used in this thesis. The diagnostic used in this thesis ap-
plies after the fact and uses the precipitation to determine the convection that occurred
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and whether this is consistent with a quasi-equilibrium assumption. On the other hand
the scheme’s timescale is used to relax the CAPE assuming that the convection is driving
the atmosphere towards a state of quasi-equilibrium.
2.2.4 United Kingdom Variable Resolution Configuration
The UKV configuration of the MetUM is the Met Office’s operational British Isles model
and has been so since 2009. A recent summary by Tang et al. (2013) covers the UKV
configuration in more detail than presented here.
General
The UKV configuration of the MetUM has 70 levels in the vertical and is capped at
40 km and is staggered in the vertical such that there is higher resolution in the bound-
ary layer. Operationally (prior to July 2016) it is was ran to 36 hours (it now runs to
54 hours at 00, 06, 09, 12, 18 and 21 UTC and 120 hours at 03 and 15 UTC) and cur-
rently has 3-hourly cycling of an incremental 3-dimensional variational (3DVAR) data
assimilation system. It uses a 1.5 km resolution orography file and land-sea mask, which
requires at least 50 % land coverage for a grid area to be classed as land. These high res-
olution files help to give improve interactions of the surface processes around the coast
and orographic regions, thus helping to improve the precipitation totals and other me-
teorological variables in those locations, compared to lower resolution orography and
land-sea mask files. The boundary conditions are generated from the global model, in
which the UKV configuration is one-way nested.
Variable resolution
Unlike other configurations of the MetUM the UKV has a different resolution at the
boundaries compared to the interior (it reduces smoothly from 4 km at its boundaries
to a 1.5 km interior; Fig. 2.6); thus it has variable resolution. The variable resolution is
aimed to reduce problems associated with boundary condition spin up as if unstable
air enters the domain from a model that parametrizes convection it will take some time
for explicit convection to spin up. This time delay in spin-up is indicated by an area
with no showers near the inflow boundaries. Therefore the variable resolution allows
the boundaries to be pushed further back at no extra computational cost to running the
model. Tang et al. (2013) cover the UKV variable-resolution in detail, and showed that
running a variable-resolution domain was computationally cheaper and performed just
as well as nesting down from the global model to a 1.5 km model via a 4 km model, thus
justifying the operational use of the UKV.
Convection
As the UKV has an interior grid length of 1.5 km, which is on a similar size to typ-
ical convective updraught widths, convection may be produced directly by the model
dynamics. For the early convection-permitting configurations of the MetUM, Lean et al.
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Figure 2.6: The United Kingdom Variable Resolution operational domain from 2009–July 2016.
Courtesy of the Met Office (©British Crown Copyright, 2009, Met Office).
(2008) showed that grid lengths on the order of 1 km performed worse with a convec-
tion parametrization compared to when convection was allowed to be calculated ex-
plicitly from the governing equations (in terms of magnitude of convection). Lean et al.
(2008) and subsequent studies using convection-permitting models have also shown that
convection-permitting models produce structurally realistic events and better estimates
of total precipitation. There are still problems (Section 2.1.4) and verification studies of
such models depend on the verification techniques used, but the general consensus is
that higher resolution yields better forecasts of convective events (e.g. Clark et al., 2016).
Systematic biases in the UKV
There are four key biases that have been identified within the UKV:
1. peak precipitation in the middle of convective cells is often too high (Stein et al.,
2015).
2. There is reduced light (stratiform) rain, which results in circular (“blobby”) cells
(Lean et al., 2008; Stein et al., 2015);
3. the convective initiation is delayed, though this is reduced compared to lower-
resolution models (Clark et al., 2016);
4. the small-scale detail of the placement of convection is often wrong (i.e. showers
often occur in the wrong location), whereas the large-scale, general, area for con-
vection is correctly placed (Roberts and Lean, 2008; Clark et al., 2016).
These are biases that are in many convection-permitting models and not just the UKV
(Section 2.1.4, where they are covered in more detail). Therefore, the model will not
represent the convective case studies used perfectly. However, these points give an indi-
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cation of known behaviour of convection, in general, in these models when considering
the behaviour of the convective events throughout this thesis.
2.3 Observational Data
2.3.1 Radiosondes
The British Isles has six operational radiosonde stations (Albemarle, Castor Bay, Cam-
borne, Herstmonceux, Lerwick and Nottingham). These all launch weather balloons
with radiosondes (at the very least) attached at 00 and 12 UTC each day. Although
this is sparse coverage (Fig. 2.7), compared to surface observations, it still provides use-
ful information about the vertical profile of the atmosphere over the British Isles. The
minimum variables that radiosondes measure are the temperature, humidity and pres-
sure; however, recent advances have allowed them to measure the GPS position of the
radiosonde, windspeed, electric currents, ozone levels and turbulence (e.g. Paul et al.,
1998; Nicoll and Harrison, 2009; Marlton et al., 2015).
Figure 2.7: A map of the location of the operational radiosonde stations in the British Isles
From these ascents various quantities can be calculated such as the CAPE, precip-
itable water, wind shear and the stability of the atmosphere. Radiosonde ascents are
often useful for looking at the possibility of convective initiation in certain places given
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the quantities that can be calculated from them. An archive of the 00 and 12 UTC sound-
ings can be found online at the University of Wyoming atmospheric sounding page
(http://weather.uwyo.edu/upperair/sounding.html) or from the British At-
mospheric Data Centre (BADC: Met Office, 2006).
2.3.2 MIDAS
MIDAS is the Met Office Integrated Data Archive System for land and marine surface
station data and is available from the BADC (Met Office, 2012a). The data used in this
thesis is from the rain gauge network, which is a network of observing stations with
operational tipping-bucket rain gauges. The tipping-bucket rain gauges measure the
collected rainfall in a small bucket (0.2 mm) that tips over when full, and thus records
rainfall every 0.2 mm. For this project, as the focus is on convection hourly and three-
hourly data has been used to act as a comparison for the model. This data has been
quality controlled by the Met Office to determine whether the values are spurious and
that they are consistent with the surrounding data and meteorological conditions. Only
values that have passed the quality check (and as such have a quality control status of
0) have been used. MIDAS also records other synoptic variables such as temperature,
pressure and humidity, though these have not been used within this thesis.
2.3.3 British Isles Radar Network
Data from the national radar network has also been used in this study to act as a method
of case selection, to determine that convective precipitation was present. The data is
available from the BADC (Met Office, 2003) in two forms, a 5 and 1 km composite across
the British Isles and data from individual radar stations. Here the 1 km composite has
been used. The composite is formed by stitching the radar data from each station to-
gether giving almost complete coverage of the British Isles (Fig. 2.8). Further details of
the composite method can be found in Harrison et al. (2012).
The Met Office radar network consists of a group of 18 C-band (5 cm wavelength)
radars, two of which are operated by Met E´ireann and one by Jersey Met (Fig. 2.8). The
radars send out a beam of electromagnetic radiation and then detect the signal returned
from objects with a particular focus on water particles. However, return signal can also
be received from buildings, trees (collective termed ground clutter: Torres and Zrnic
(1999)). After quality control Harrison et al. (2009, 2012) to reduce the impact of attenua-
tion and to remove blocked beams, ground clutter and noise, the remaining reflectivities
are converted into a surface precipitation rate using a Marshall and Palmer (1948) Z-R
relationship, specifically
Z = 200 mm6 m−3
(
R
R0
)1.6
,
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Figure 2.8: A map of the British Isles radar network, showing the quality of the data as a func-
tion of colour. The darkest blues represent data that has the best quality and so the derived-
precipitation is thought more accurate, i.e., positions that are close to the radar (implying the
gates are smaller), do not experience beam blocking or impacts of the orography. Courtesy of the
Met Office (©British Crown Copyright, 2017, Met Office).
where Z is the reflectivity and R is the surface precipitation rate , and R0 is set a 1 mm
h−1 to normalize the units Marshall et al. (1955).
This conversion from reflectivities to precipitation rates by no means error free as
various problems still effect the radar beam such as beam blocking (Brandes, 1975) and
attenuation (Battan, 1971), resulting in a reduction in the amount of precipitation ob-
served by the radar. Some of these problems are considered more in other parts of the
FRANC project.
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The Convective Adjustment
Timescale: Method Development
3.1 Introduction
As previously discussed (Section 2.1.3) the convective adjustment timescale, τc (2.6) -
shown below, has been used in a variety of studies from considering the behaviour of
convective-scale forecasts (e.g. Done et al., 2006; Keil and Craig, 2011; Keil et al., 2014;
Ku¨hnlein et al., 2014) to forecast blending (e.g. Kober et al., 2014),
τc =
CAPE
|∂CAPE/∂t|CS .
However, the convective adjustment timescale has been calculated with three valid, but
different, methods (Section 2.1.3 and Table 3.1). The method employed by Surcel et al.
(2016) has not been included in Table 3.1 as their timescale uses a CAPE difference to
calculate the rate of change of CAPE from convection, rather than precipitation rates,
which has already been shown to significantly alter the interpretation of the timescale
(Section 2.1.3), and thus is not considered valid.
Although the convective adjustment timescale was never intended to be a perfect
diagnostic for the regimes a timescale that is sensibly calculated should, theoretically,
produce a meaningful distinction between the regimes. Therefore, any of the methods
in Table 3.1 should produce a meaningful result. However, it is hypothesized that the
convective adjustment timescale, and therefore regime classification, is sensitive to the
averaging technique used in the calculation of the timescale. This hypothesis is tested by
calculating the convective adjustment timescale for three case studies using all averaging
techniques in Table 3.1 and variations thereof. A physical argument is constructed to
determine which of these methods yields a physically-sensible value for the convective
adjustment timescale, and thus gives an appropriate diagnostic to be used throughout
the thesis for considering the convective regimes.
The rest of this chapter is set out as follows. In Section 3.2 the criteria for an appro-
priate timescale are presented; Section 3.3 describes the model operational output, and
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Section 3.4 discusses the methods used to calculate τc. Section 3.5 gives an overview of
the case studies used in this work; Section 3.6 examines the sensitivity of the timescale
its calculation method and the conclusions are presented in Section 3.7.
3.2 Criteria for an appropriate timescale
Given the range of methods that have been used to calculate the convective adjustment
timescale (Table 3.1) the following criteria are introduced to construct a physical argu-
ment for a method that calculates a representative timescale.
The convective adjustment timescale is an indicator of convective quasi-equilibrium,
and therefore is an environmental property. This property implies that it should be cal-
culated over an ensemble of clouds (Craig et al., 2012), which includes the area between
the clouds, i.e. not just the precipitating points. If only precipitating points are used it
may lead to a different interpretation of the results. For example, if a convective event
consists of intense localised precipitation and the average precipitation was calculated
over the precipitating points, a higher average would be given compared to the value if
the average was calculated over the entire environment. Such a convective event could
then be categorized into an equilibrium regime (precipitating point average) instead of
a, possibly more appropriate, non-equilibrium regime (environmental average). Fur-
thermore, there is also likely to be differences in the CAPE between precipitating and
non-precipitating points (CAPE being released at the precipitating points and not else-
where) which would act to exaggerate this effect. Another criterion is that the timescale
should be spatially smooth but still able to highlight localised features, such as conver-
gence lines (Done et al., 2006; Keil and Craig, 2011). This could be useful in linking
the convection to small-scale triggers such as orography or convergence. The timescale
should also be temporally smooth; if a region is in equilibrium then it should remain
in equilibrium provided that the local conditions do not significantly change (Keil and
Craig, 2011).
These points can be synthesized into the following three criteria.
1. The timescale should be representative of an ensemble of clouds (Craig et al., 2012)
and should not be influenced by variability on scales smaller than the spacing be-
tween the convective clouds (Done et al., 2006).
2. The timescale should be temporally smooth so it does not jump erratically between
regimes (Keil and Craig, 2011);
3. the timescale should be spatially smooth and indicate localised features (Keil and
Craig, 2011).
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These criteria will be applied when judging the results of the different methods used
(section 3.4).
3.3 Model Output
For this sensitivity study operational MetUM data has been used to calculate both the
CAPE and the convective adjustment timescale. To apply a full sensitivity test a range
of model output configured in different ways has been used. Two domains have been
considered, the North Atlantic European (NAE) domain and the UKV (section 2.2.4).
The NAE retired from operations at the end of summer 2013. It is a 12 km model
and as such uses a convection scheme (section 2.2.3). As convection is parametrized in
this model it can have problems reproducing convective events, as with all convective
parametrizing models.
A factor that could influence the calculation of the timescale is the resolution of the
data. The vertical resolution of the data is tested by considering different techniques in
the interpolation of the data. The model data is configured onto fixed pressure levels
(e.g. 1000 hPa, 950 hPa, 900 hPa, ...) with discretisation of 50 and then 25 hPa, which
are compared against the direct use of model level outputs themselves. The horizontal
resolution of the model is also tested, by comparison of the NAE with the UKV on their
native grids and by using the UKV output coarse grained onto the NAE grid.
Increasing the horizontal and vertical resolution will have an influence on the CAPE
and precipitation, with finer resolutions having larger CAPE values and more accurate
precipitation values (e.g. Glinton, 2013). Therefore, it is expected that there will be large
differences when comparing the NAE with the UKV, particularly as this configuration
change results in a change from parametrized to explicit convection (Clark et al., 2016).
3.4 Methods for calculating the timescale
Figures 3.1–3.3 and Table 3.2 summarise the methods used in this chapter to calculate
the convective adjustment timescale.
Table 3.2:: Methods used to calculate the convective adjustment timescale to test its sensitivity to
the averaging technique. Numbers label the different methods used. *Results are not presented
here as the only difference found from method 5 is the presence of temporal noise.
Precipitation-point Spatial arithmetic Gaussian
average average kernel
instantaneous rates 1 2 *
hourly accumulations 3 4 5
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3.4.1 Spatial Averaging
Techniques
The technique presented in Fig. 3.1 is based on that of Molini et al. (2011). This
method begins with the calculation of the timescale at each precipitating grid point and
the timescale is then averaged over a specified domain, it is the technique applied for
methods 1 and 3. Methods 2 and 4, on the other hand, use the flow chart presented
in Fig. 3.2 in which the CAPE and precipitation values are first arithmetically averaged
over a specified domain before the timescale is calculated. These two methods are based
on Done et al. (2006). The final spatial averaging technique presented is that for method
5 (Fig. 3.3). It is based on the most popular method in the literature for calculating the
timescale and was first used by Keil and Craig (2011), it uses a Gaussian kernel, of a
specified half-width, to smooth the CAPE and precipitation fields before the timescale
is calculated. The timescale is first calculated on the grid scale of the models, hence the
methodology applied is exact to that shown in Figs. 3.1–3.3. However, when coarse-
grained data is used (indicated by coarse-grained UKV in the sentence) the data to cal-
culate the CAPE (pressure, temperature and humidity) as well as the precipitation field
are coarse-grained first and then the methods are applied to those coarse-grained grid
boxes.
Figure 3.1: A flowchart representing the spatial averaging technique applied in methods 1 and 3.
Averaging regions
In all of the techniques either the precipitation or the timescale is averaged over a
specified domain. The half-width of the domain used within this thesis is 60 km, ap-
Chapter 3. The Convective Adjustment Timescale: Method Development
42
Figure 3.2: A flowchart representing the spatial averaging technique applied in methods 2 and 4.
Figure 3.3: A flowchart representing the spatial averaging technique applied in method 5.
proximately the same size as the half-width of Cornwall (Fig. 3.4). This half-width is a
similar size to that used in the previously published studies, in which a Gaussian kernel
was used, (e.g. Zimmer et al., 2011; Craig et al., 2012; Keil et al., 2014; Kober et al., 2014,
etc.).
A half-width of 60 km is an appropriate distance to use, as any distance less than
Chapter 3. The Convective Adjustment Timescale: Method Development
43
Figure 3.4: Visible satellite image for the example case of 2 August 2013 at 1346 UTC. The red
box indicates the averaging domain used (NERC Satellite Receiving Station, 2013).
10 km will be within the range of the spatial variability of the precipitation field being
an approximate cloud separation distance (Randall and Huffman, 1980). Furthermore,
larger distances (on the order of 500 km) will put the value in the range of typical syn-
optic scale variability. Therefore a half-width in the range of 10–500 km produces fairly
similar results (tested for this thesis, but not explicitly shown).
3.4.2 Temporal Averaging
Two temporal averaging techniques are considered. The first uses instantaneous precip-
itation rates and the second uses accumulations divided by a period of time. The accu-
mulation (from 5 minute data) field acts as a temporal average and produces an hourly-
average precipitation rate, to keep the units of the timescale consistent. The CAPE has
also been averaged over an hour (using the CAPE at the start and end of the hour).
The period of accumulations considered for this study needs to be a length of time in
which the average-precipitation rate is realistic for the event rather than an instantaneous
rate that may only last a few seconds (e.g. an instantaneous-precipitation rate of 250 mm
h−1). This results in accumulations over 1–3 hours, as any longer and it may start to
capture synoptically-driven variability.
3.4.3 Thresholds
In this sensitivity study a precipitation threshold of 0.1 mm h−1 has been applied. This
precipitation threshold is lower than the previous studies in part because of the model
configurations used (NAE) as the NAE configuration often produces more light convec-
tive precipitation than intense local cells because of the grid length. The threshold is also
low, in part, to test the sensitivity of the timescale to the calculation methods.
For the regime classification the following thresholds apply throughout this sensitiv-
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ity analysis (following Zimmer et al., 2011):
convection is

in quasi-equilibrium if τc < 3h
marginal if 3h < τc < 12h
non-equilibrium if τc > 12h.
This timescale threshold (and hence the colour scale used) is set so that any differences
in classification that are produced between methods can be clearly indicated. A marginal
regime is used to identify when the regime is too close to identify on the timescale value
alone, and could represent when there is a mix of characteristics from both regimes.
Whilst these thresholds are not justified here, they are justified in Chapter 4.
3.5 Case Studies
To determine the sensitivity of the convective adjustment timescale, it is calculated using
the methods described in Section 3.4 for three different case studies. The first case study
is from the DYnamical and Microphysical Evolution of Convective Storms (DYMECS)
field campaign which occurred in the British Isles in 2011–12 (Stein et al., 2015). The
other two are from the COnvective Precipitation Experiment (COPE), which occurred in
the British Isles in July–August 2013 (Leon et al., 2016). The DYMECS case and one of
the COPE cases (2 August 2013) are also considered in Chapters 4 and 5 of this thesis.
3.5.1 DYMECS: 20 April 2012
The case of 20 April 2012 was part of the DYMECS project and has been widely studied
(e.g. Hanley et al., 2014; Nicol et al., 2015) with a focus upon high-resolution modelling,
radar observations and as a comparison between the two with a particular focus on the
convective updraughts. A brief overview of the meteorological situation is now pre-
sented.
The synoptic conditions (Fig. 3.5a) show a low pressure centre to the east of northern
England and various troughs pass through the region; persistent westerly flow is also
present. The upper level chart (Fig. 3.5b) indicates that the British Isles is to the left of
a jet exit region. The location of the jet exit region implies that there will be large-scale
ascent over the British Isles (Saulo et al., 2007). Thus, there is a synoptic-scale driving
force for the convection, which suggests that equilibrium conditions are present. The
radar (Fig. 3.5c) derived precipitation indicates widespread scattered showers occurred
over much of the British Isles, some of which exhibited organisation as there is evidence
of clustering, the widespread showers were also shown in the both the NAE and UKV
(model precipitation not shown).
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Figure 3.5: A summary of the meteorological conditions on 20 April 2012, a) surface analysis at
1200 UTC, courtesy of the Met Office (©British Crown Copyright, 2012, Met Office), b) the NAE
500 hPa geopotential height at 1200 UTC, c) the radar derived precipitation rate at 1100 UTC,
d) the NAE divergence field at 950 hPa at 1400 UTC, e) the CAPE (derived from the NAE) at
0600 UTC and f) the CIN (derived from the NAE) at 0600 UTC. The red circle in f indicates the
location of initiation for the majority of the convective events.
The near-surface temperature (not shown) follows a diurnal cycle and the low-level
divergence (Fig. 3.5d) does not indicate a persistent area of convergence that could act
as a trigger for the convection (other than orographic features). Furthermore, the con-
vection is not preferentially forming near the raised orography thus indicating that these
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areas are unlikely to have acted as a triggering mechanism.
The CAPE (Fig. 3.5e) remains low throughout the day, under 200 J kg−1. After 1000
UTC the CAPE is less than 10 J kg−1, suggesting that it is being generated at approx-
imately the same rate at which it is being produced. This, along with the lack of CIN
(Fig. 3.5f) in the area where most of the showers occurred, and the large-scale forcing
implies that this case is most likely to be in convective quasi-equilibrium.
3.5.2 COPE IOP 8: 28 July 2013
This event was the eighth Intensive Observation Period (IOP) of the COPE field cam-
paign and has primarily been used for studies looking into cloud microphysics and
aerosols (Taylor et al., 2016a,b). There were many showers generated along the south
Cornish coast which were advected northward along with the near-surface wind. The
synoptic situation (Fig. 3.6a) has a low centred to the southwest of the British Isles and
a deeper centre to the east of Scotland; persistent southerly winds are also present.
Throughout the day various lines of showers passed over parts of the British Isles
(Fig. 3.6c). There is an upper-level trough situated west of the coast of Portugal, which
extends towards Brittany and later in the day the northern edge of the trough is located
close to Cornwall (Fig. 3.6b). This trough could have been a factor in forcing the convec-
tion. However, for the majority of the day Cornwall is situated to the north east of the
trough.
The radar-derived precipitation (Fig. 3.6c) shows showers that formed along the
south coast of Cornwall and were advected further north. These northward moving
showers were well captured by the UKV, however the NAE produced a large area of con-
vective precipitation over Cornwall with no structure (model precipitation not shown).
There were also showers further north and west, over England and South Wales. This
implies that there was a possible triggering mechanism along the south coast, which
combined with the positioning of the upper-level trough led to the convection. The low-
level divergence field (Fig. 3.6d) shows a persistent convergence line along the south
coast, which reaches up to 950 hPa with the outflow response to the convection at 750 hPa
(not shown), suggesting that a topographical effect of the coastline or sea breeze could
be part of the triggering mechanism for the convective events.
The CAPE (Fig. 3.6e) builds up throughout the day. There is a slight coastal gradient
in the CAPE, suggesting that the convection is most favourable over the sea. The build-
up of CAPE over land is slower than over the sea due to a cirrus shield which acted to
reduce the insolation (not shown). The majority of the CAPE was released at approxi-
mately 1400 UTC suggesting that it could have been a non-equilibrium event. There is
also the presence of CIN (Fig. 3.6f) which would have allowed the CAPE to build-up
further and consistent with the hypothesis that this event is a non-equilibrium event.
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Figure 3.6: A summary of the meteorological conditions on 28 July 2013, a) surface analysis at
1200 UTC, courtesy of the Met Office (©British Crown Copyright, 2013, Met Office), b) the NAE
500 hPa geopotential height at 0900 UTC, c) the radar-derived precipitation rate at 1400 UTC,
d) the NAE divergence field at 1000 hPa at 1400 UTC, e) the CAPE (derived from the NAE) at
1400 UTC and f) the CIN (derived from the NAE) at 1400 UTC. The red ellipse in f indicates the
location of initiation for the majority of the convective events.
As there are no other mechanisms that could have triggered the scattered convection
over Wales and other parts of Cornwall it suggests that some of the convection was in the
non-equilibrium regime, whilst some could be equilibrium-like convection. This could
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imply that this event is in the marginal regime.
3.5.3 COPE IOP 10: 2 August 2013
This event was IOP10 of the COPE campaign. As with the previous case, this event
has been used in multiple studies, including work considering the spatial aspects of
convective-scale forecasts (e.g. Dey et al., 2016). The event in question was a line of con-
vection along the North Cornish coast which, from the radar-derived accumulations (not
shown), appeared to be a quasi-stationary event as it was present in roughly the same
location for at least four hours; this type of event can occur regularly on this coastline
(e.g. Warren et al., 2014).
There was a low centred to the west of the British Isles, which led to persistent south-
westerly winds (Fig. 3.7a). A surface trough progressed towards Cornwall eventually
lining up with the north coast of Cornwall at 1800 UTC, by which time the convective
line had already formed (Fig. 3.7c). The upper-level structure (Fig. 3.7b) remains broadly
consistent throughout the day with an upper-level low to the north west of the British
Isles and a trough located along the coast of Portugal. This slow evolution and posi-
tioning of the trough suggests that there were limited upper-level influences on the con-
vection present in the British Isles on that day, implying a weakly-forced situation and
hence most likely a non-equilibrium event.
The MetUM showed evidence of a convergence line, with precipitation that agreed
with the radar-derived precipitation (model precipitation not shown), that reached its
maximum value at 1500 UTC (in both the UKV and NAE, Fig 3.7d). The time that the
convergence line reached a maximum was approximately the same time that the peak
precipitation occurred. This convergence is thought to be one of the reasons for the
initiation of convection. This theory has been confirmed from radar observations as
before the convection was initiated clear-air echoes were detected by the radar (Blyth
et al., 2013). This event is very similar to that of IOP1 of the Convective Storm Initiation
Project (CSIP; Morcrette et al., 2007).
The other factor that helped to lead to convection on that day was the CAPE
(Fig. 3.7e). Figure 3.7e shows that there was a coastal contrast of CAPE. The CAPE built-
up throughout the period, particularly along the coast. This build-up was enabled by
a capping inversion, indicated by the presence of CIN along the north coast of Corn-
wall (Fig. 3.7f). Due to the combination of CAPE, CIN and weak synoptic forcing, it is
hypothesized that this case is in the non-equilibrium regime.
Calculations of the convective adjustment timescale are presented next, to confirm
these hypothesized regimes for the three cases and to determine the sensitivity of the
timescale to the averaging technique applied in the calculation method.
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Figure 3.7: A summary of the meteorological conditions on 2 August 2013, a) surface analysis at
1200 UTC, courtesy of the Met Office (©British Crown Copyright, 2013, Met Office), b) the NAE
500 hPa geopotential height at 1500 UTC, c) the radar-derived precipitation rate at 1500 UTC, d)
the NAE divergence at 1000 hPa at 1500 UTC, e) the CAPE (derived from the NAE) at 1200 UTC
and f) the CIN (derived from the NAE) at 1200 UTC. The red ellipse in f indicates the location of
initiation for the majority of the convective events.
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3.6 Sensitivity of the Convective Adjustment Timescale to Calcu-
lation Method
The convective adjustment timescale is now calculated with the different methods
(Table 3.2) and compared across the three cases at 1100 UTC for the DYMECS case,
1400 UTC for COPE IOP 8 and 1500 UTC for COPE IOP 10. They are compared across
the following domains, England and Wales for the DYMECS case and the southwest
peninsula of England for the COPE cases. The times considered are chosen based on
the peak precipitation for those cases occurring at those times. The convective adjust-
ment timescale is presented for all of the cases in Fig. 3.8 using three of the previously
described methods applied to NAE data: methods 1, 2 and 5. Figure 3.8 indicates that
each of the methods yields different timescales.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
h
Figure 3.8: The convective adjustment timescale calculated using different averaging techniques
derived from NAE operational data on pressure levels with a discretisation of 50 hPa using meth-
ods 1 (a–c), 2 (d–f) and 5 (g–i). Panels a, d and g are for 1100 UTC on 20 April 2012, d, e and h
for 1400 UTC on 28 July 2013 and c, f and i for 1500 UTC on 2 August 2013. The colour scale ap-
plies to all figures and black areas represent areas where the timescale is undefined, blue colours
represent events in convective quasi-equilibrium, yellow and green indicate the marginal events
and oranges and reds indicate non-equilibrium events.
Method 1 (Figs. 3.8a–c) shows a flat field (in terms of regime classification) across the
case studies. It suggests that all of the cases are in quasi-equilibrium. There is some vari-
ation of the timescale for the COPE IOP 10 case (Fig. 3.8c); however, this variation is still
within the convective quasi-equilibrium regime. The spatial and temporal distribution is
smooth but there are questions about whether these are realistic values for two reasons:
1. The timescale at individual grid points is used.
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2. The grid length of the model.
The first point refers to the fact that an environmental quantity is not being considered
for the timescale, only a point value, which differs from the first criterion (Section 3.2).
The grid length of the model could be influencing the calculation of the timescale, as
in the NAE convection is parametrized. The convection scheme in the MetUM (Section
2.2.3) is closed by a quasi-equilibrium-type system in which the CAPE is relaxed to zero
over a specified timescale. This relaxation timescale implies that using instantaneous
precipitation rates produced by the convective scheme is not sensible as the scheme re-
lies upon the hypothesis that convection is in equilibrium. This hypothesis implies that
considering the precipitation rate over a longer period of time (as an accumulation con-
verted into a precipitation rate) will allow the scheme to do what it was designed for,
which should result in a timescale that is as a result of the regime dynamics and not
the convective scheme. To determine accumulations are sensible to use for convection-
parametrizing models method 3 has been calculated for COPE IOP 10 (Fig. 3.9). Method
3 is identical to method 1 apart from the use of accumulations. Method 3 suggests that
COPE IOP10 is not in convective quasi-equilibrium but could be more of a marginal
case, thus implying that using accumulations converted into precipitation rates gives a
sensible value for the timescale that varies depending upon the atmospheric conditions
(compare Fig. 3.9 with Fig. 3.8c).
h
Figure 3.9: The convective adjustment timescale calculated for 1500 UTC on COPE IOP10. The
timescale has been derived from NAE data on pressure levels with discretisations of 50 hPa and
using method 3.
Method 2 (Figs. 3.8d–f) indicates a separation between the cases in terms of regime
classification: the DYMECS case is in convective quasi-equilibrium, COPE IOP 8 is a
marginal case and COPE IOP 10 is a non-equilibrium case. In method 2 the convection
scheme is not influencing the results compared with method 1. The scheme is not in-
fluencing the timescale calculation for this method because all points (within the 60 km
half-width averaging domain) are included in the average which implies that the con-
vection scheme is not activated everywhere. Figures 3.8e and f imply that the timescale
is more spatially variable for the cases with longer timescales, compared to the case with
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the short timescale. Furthermore, also unlike the DYMECS case, results for the COPE
cases are both temporally noisy (not shown). The temporal noise implies that whilst
the timescale values might be considered realistic the structure of the timescale is not.
Nonetheless, if the timescale field was averaged over the entire country it would yield a
value that can distinguish between the regimes.
Method 5 (Figs. 3.8g–i) uses hourly accumulations converted into an average pre-
cipitation rate. Use of accumulations results in a smooth field in both space and time
for this method. Also, the Gaussian kernel localises the precipitation by giving a large
weight (in the average) to values that are closer to the centre of the kernel (nearer the
point of interest) than those that are a greater distance from the point of interest. This
averaging technique differs from that used in method 2 as an arithmetic average would
give and equal weight to all of the precipitation values regardless of distance from the
point of interest. Figure 3.8g–i indicates that the DYMECS convection is in convective
quasi-equilibrium, COPE IOP 8 is a marginal case and COPE IOP 10 is a non-equilibrium
event.
Figure 3.8 shows that the timescale is sensitive to the averaging technique used and
also that the sensitivity to the calculation method is greater for the cases with a longer
timescale, i.e. events in convective quasi-equilibrium are less sensitive to the spatial
averaging technique used than non-equilibrium events. This increased sensitivity is be-
cause of the nature of the convection occurring as convection is often more localised
and intense in non-equilibrium convection, but more widespread in convective quasi-
equilibrium. Comparing Fig. 3.8 to the criteria for an appropriate timescale (section 3.2)
indicates that methods 1 and 2 do not meet all of these criteria, whereas method 3 does.
Figure 3.8 was calculated using CAPE derived from pressure levels with a discreti-
sation of 50 hPa. To determine the influence of vertical interpolation technique (and
thus resolution) on the calculation of the timescale, calculations have been repeated for
CAPE calculated from pressure levels with a discretisation of 25 hPa and also using data
on model levels (Fig. 3.10). Given the previous results only method 5 has been used in
presenting these results.
Figure 3.10 shows a similar pattern across the different vertical resolutions for any
given case. However the magnitudes of the timescale (but not the regime classifica-
tion) have changed. The only factor to have changed between the different rows in Fig-
ure 3.10 is the vertical resolution Therefore only the CAPE has changed for each of the
case studies. This implies that the spatial structure of the timescale is controlled mainly
by the precipitation variable, whereas the magnitude is partially controlled by the CAPE
signal. The CAPE increases due to higher resolution in the boundary layer, which im-
proves the detail in ascent calculations for a lifted parcel of air. Whilst the resolution
of data has changed the method used to calculate the CAPE has not. The CAPE used
in the timescale calculations is defined as the parcel that produces the maximum CAPE
from ascents from the surface to approximately 850 hPa, thus more ascents are made of
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(a) (b) (c)
(d) (e) (f)
(g)
testing
(h) (i)
h
Figure 3.10: The convective adjustment timescale calculated (using method 5) with varying ver-
tical resolutions for the determination of CAPE, and derived from the NAE operational output.
Panels a–c are calculated from pressure levels with a discretisation of 50 hPa, d–f are calculated
from pressure levels with a discretisation of 25 hPa and g–i from the model levels. Panels a, d
and g are for 1100 UTC on 20 April 2012, d, e and h for 1400 UTC on 28 July 2013 and c, f and i
for 1500 UTC on 2 August 2013.
the finer resolution data. This definition has been used for all CAPE calculations and
yields an approximate difference of 100 J kg−1 between the lowest vertical resolution
(Figs. 3.10a-c) and the highest vertical resolution (Figs. 3.10g-i).
To further assess the influence of the convective parametrization, the timescale has
also been calculated from the UKV — a convection-permitting configuration of the Me-
tUM. To ensure a fair comparison of the data sources, the UKV data has been coarse-
grained onto the NAE horizontal grid before the timescale calculation is made (Fig. 3.11).
The convective adjustment timescale in Fig. 3.11 shows a distinct change in the struc-
ture of the timescale for both the UKV and coarse-grained UKV data for COPE IOP 8
(Figs. 3.11e and h) compared to the timescale derived from the NAE (Figs. 3.11b). This
difference is due to a change in the spatial structure of the precipitation produced by the
model (discussed further in Section 3.5), and is consistent with the previous discussion
on this topic. To confirm that the spatial structure of the timescale is related to the rain-
fall distribution (and so also to the wind direction when considering moving cells) the
CAPE for all of these data sources is examined: if the spatial structure of the CAPE is
different, then the spatial structure of the timescale is partly controlled by the CAPE; if
the spatial structure CAPE is similar then the spatial structure of the timescale is con-
trolled by the precipitation (Fig. 3.12, an overview of the radar-derived precipitation in
each case is available in Figs. 3.5c, 3.6c and 3.7c as the model precipitation is somewhat
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Figure 3.11: The convective adjustment timescale (calculated with method 5) derived for dif-
ferent horizontal resolutions: a–c the NAE (12 km), d–f the UKV (1.5 km), and g–i the UKV
coarse-grained to a 12 km grid. Panels a, d and g are for 1100 UTC on 20 April 2012, d, e and h
for 1400 UTC on 28 July 2013 and c, f and i for 1500 UTC on 2 August 2013.
similar to the radar, particularly for the UKV).
The CAPE fields across the different configurations are broadly similar (Fig. 3.12).
The COPE cases show the same regions with large CAPE and all produce similar magni-
tudes. There are slight structural differences, though none of these are unexpected given
the resolution changes. This result of similar CAPE across the plots confirms the earlier
proposition that the magnitude of the CAPE dominates the magnitude of the timescale
and the spatial structure of the timescale is dominated by the spatial structure of the
precipitation.
Comparing the model soundings with observed soundings for Cambourne, the UKV
produces the values of CAPE closest to those observed: 624.5 J kg−1(for further model
CAPE comparisons against observed CAPE refer to section 4.3). Therefore, the UKV
data, at native resolution, is used for a further comparison of all the methods using
accumulations, (i.e. methods 3, 4 and 5: Fig. 3.13) to determine the differences between
the timescales calculated in the previously published literature.
Figure 3.13 shows the convective adjustment timescale calculated using methods 3,
4 and 5 from UKV data for COPE IOP 10 (2 August 2013). This case has been presented
as this it has consistently shown the largest sensitivity to the calculation method of the
timescale. Methods 3, 4 and 5 all produce similar results in terms of temporal coherence
(not shown) and spatial structure. The changes in magnitude of the timescale are now
linked to the treatment of the spatial averaging. All methods produce the same regime
classification, so the spatial averaging is not influencing the regime classification given
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Figure 3.12: The CAPE derived from different horizontal resolutions: a–c the NAE (12 km), d–f
the UKV (1.5 km), and g–i the UKV coarse-grained to a 12 km grid. Panels a, d and g are for
1100 UTC on 20 April 2012, d, e and h for 1400 UTC on 28 July 2013 and c, f and i for 1500 UTC
on 2 August 2013.
h
Figure 3.13: The convective adjustment timescale at 1500 UTC on 2 August 2013 derived from
UKV operational output using method 3 (a), 4 (b), and 5 (c).
the thresholds used in this testing (Section 3.4.3), in contrast to when precipitation rates
were used. However, there is a factor 5 difference between the results from method 3
compared with method 4. Also, methods 3 and 4 are not as spatially smooth as method
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5, which is likely to be as a result of an arithmetic average as opposed to a Gaussian
kernel average.
From these investigations a method that gives an appropriate convective adjustment
timescale that meets all three criteria (section 3.2) can be determined. The appropriate
method should:
• use data from a convection-permitting model;
• use a Gaussian kernel to average the CAPE and precipitation field (method 5,
Fig. 3.3);
• include some form of temporal average (such as a precipitation accumulation con-
verted into a precipitation rate).
Following the above method will result in a timescale that is an environmental property,
spatially and temporally smooth, and thus be a representative timescale for the convec-
tive event being considered.
3.7 Summary
The convective adjustment timescale of Done et al. (2006) can be used to separate con-
vection into different convective regimes. However, the averaging method used in its
calculation could influence the regime classification. In this chapter most of the previ-
ously published methods, and variations thereof, were employed to test the timescale’s
sensitivity to calculation technique. This type of sensitivity analysis has not been per-
formed in the published literature. Therefore, considering these sensitivity tests and the
impact of the different averaging techniques has allowed a clear interpretation of the
results of previously published studies and allows a meaningful comparison between
their work and the work presented in the remainder of this thesis.
To consider this work objectively three criteria were proposed to identify a calcula-
tion method that produces a satisfactory and physically-representative timescale. From
the derived timescales it was determined that the convective adjustment timescale was
sensitive to the method used to calculate it. Many of the methods (1–4) failed to satisfy
one or two of the three criteria set out, and thus did not produce a robust timescale. The
method that met all of the criteria (method 5) uses Gaussian smoothing of hourly accu-
mulations converted into precipitation rates and hourly-averaged CAPE to calculate the
timescale: this is the method that has been used in studies since Keil and Craig (2011).
Although, this result corresponds to the most popular method used in the current liter-
ature, this chapter is important in demonstrating for the first time that the results from
this method are robust.
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The sensitivity of the timescale to averaging technique was shown to be reduced by
using temporal averaging of the precipitation and CAPE fields (Fig. 3.13), implying that
the methods used by Done et al. (2006) and Molini et al. (2011) also produced robust
results, but caution is still advised if exact values of the timescale are considered.
Figure 3.8 indicates that not only is the timescale sensitive to the method used, but
the sensitivity depends upon which regime the convection is in. A convective event
in non-equilibrium has a timescale that is more sensitive compared to marginal events
and events in convective quasi-equilibrium. The sensitivity is reduced in convective
quasi-equilibrium because if there are many scattered showers a representative sample
can be averaged over easily. However, for localised non-equilibrium events time and
spatial scales matter to the convection and so the timescale will be more sensitive to the
averaging technique used.
The sensitivity testing has shown that the timescale can be used successfully in
coastal regions as it is not unduly influenced by a land-sea boundary, although it would
be useful to consider this area in more detail. For the events, in this chapter, involving
a coastal convergence line there appears to be a gradient of the timescale at the coast.
However, this is thought to be realistic as the coastal orographic gradient was providing
a triggering mechanism for the initiation of convection. In Chapter 4 the timescale will
be calculated for the entire summer (JJA) for 2012–2014 over the British Isles. The British
Isles will also be split into geographical regions to determine the maritime influence; this
analysis will go some way to considering this spatial aspect of the timescale.
A detailed analysis of the results from a convection-parametrizing model was con-
sidered and it was shown that this type of model can distinguish between the convec-
tive regimes. However, the spatial structure of the timescale appears less reliable, and
to this end a convection-permitting model gives better results. Also, in this case of a
convection-parametrizing model, unless accumulations are used the closure of the con-
vective scheme then influences the resultant timescale. This domination of the convec-
tive closure was shown from using instantaneous-precipitation rates based on which
all cases would have been classified as convective quasi-equilibrium. Furthermore, the
timescale value increases with increased vertical resolution as a result of the increase
in CAPE. These resolution dependencies were highlighted by calculating the timescale
based on data that had been interpolated onto different vertical resolutions.
The horizontal resolution was also considered with a high-resolution model pro-
ducing more realistic results. These horizontal resolution experiments were tested with
coarse-grained high-resolution data as well to allow a fair comparison between the dif-
ferent resolution models considered. The CAPE fields across the coarse-grained, low-
resolution and high-resolution model output were fairly similar, this implies that the
spatial structure of the timescale was mainly attributable to the spatial structure of the
precipitation field, and that the magnitude of the timescale was mainly attributable to
the CAPE. The spatial structure of the precipitation, and hence the timescale, may then
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in fact be partly controlled by the large-scale wind direction, particularly if the convec-
tive events are being advected with the wind — a factor that is considered further in
Chapter 4.
The convective adjustment timescale has been shown to be sensitive to its calculation
method. However, if a temporal average is applied then various methods for spatial
averaging begin to show similar results. Therefore the convective adjustment timescale
can provide meaningful and robust results for determining the convective regime, and
is hence used as a key diagnostic throughout the remainder of this thesis.
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Characterization of Convective
Regimes over the British Isles
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Abstract
Convection-permitting modelling has led to a step change in forecasting convective
events. However, convection occurs within different regimes which exhibit different
forecast behaviour. A convective adjustment timescale can be used to distinguish be-
tween these regimes and examine their associated predictability. The convective adjust-
ment timescale is calculated from radiosonde ascents and found to be consistent with
that derived from convection-permitting model forecasts. The model-derived convec-
tive adjustment timescale is then examined for three summers in the British Isles to de-
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termine characteristics of the convective regimes for this maritime region. Convection in
the British Isles is predominantly in convective quasi-equilibrium with 85% of convec-
tion having a timescale less than or equal to three hours. This percentage varies spatially
with more non-equilibrium events occurring in the south and southwest. The convective
adjustment timescale exhibits a diurnal cycle over land. The non-equilibrium regime oc-
curs more frequently at mid-range wind speeds and with winds from southerly to west-
erly sectors. Most non-equilibrium convective events in the British Isles are initiated
near large coastal orographic gradients or on the European continent. Thus, the convec-
tive adjustment timescale is greatest when the location being examined is immediately
downstream of large orographic gradients and decreases with distance from the convec-
tive initiation region. The dominance of convective quasi-equilibrium conditions over
the British Isles argues for the use of large-member ensembles in probabilistic forecasts
for this region.
4.1 Introduction
Forecasting convective events is an important problem, not least because of the socio-
economic impacts of flash floods which may result from intense localised precipitation
produced by convection (Hand et al., 2004). Convection-permitting models are now
being run operationally by several weather forecasting centres (e.g. Tang et al., 2013;
Baldauf et al., 2011; Seity et al., 2011, for Met Office, Me´te´o-France and Deutscher Wet-
terdienst (DWD) respectively) and have led to a step change in forecasts of convective
precipitation (e.g. Lean et al., 2008). However, deterministically forecasting convective
events will always remain a challenging problem due to their low intrinsic predictabil-
ity (Lorenz, 1969b). Probabilistic forecasts, generated through the use of well-spread
convection-permitting ensembles, can provide practical information on the predictabil-
ity of these events (e.g. Done et al., 2012).
Done et al. (2006, 2012) and Keil and Craig (2011) have demonstrated that convective
predictability within models can exhibit very different characteristics depending on the
environmental conditions in which the event occurs. These differing environmental con-
ditions are often thought of as distinct weather regimes. Understanding these regimes
and their frequency of occurrence for different locations is therefore of particular impor-
tance if convective forecasts are to improve beyond just increasing the model resolution.
Convection is classically considered to occur within two distinct regimes: convective
quasi-equilibrium and non-equilibrium (e.g. Emanuel, 1994). The concept of convective
quasi-equilibrium originated from the closure problem for convection schemes and was
proposed by Arakawa and Schubert (1974). A modern review of the concept can be
found in Yano and Plant (2012). Convective quasi-equilibrium arises when the budget
equation for some measure of convective instability is in a state of approximate balance,
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such that its production rate on large (synoptic) scales is balanced by its release on small
(convective) scales. Thus, the overall time tendency of the measure is close to zero. The
concept was originally formulated in terms of the cloud work-function of Arakawa and
Schubert (1974), but other measures, most notably the Convective Available Potential En-
ergy (CAPE) which is a special case of the cloud work-function for non-entraining parcel
ascent, have often been preferred. Convective quasi-equilibrium events within the mid-
latitudes can often be linked with smaller CAPE values compared to non-equilibrium
convection (Done et al., 2006). The smaller CAPE implies limited instability in the atmo-
sphere such that persistent, but relatively modest, convective activity may be enough to
return the atmosphere towards neutral conditions.
Non-equilibrium convection, also referred to as “triggered convection” (Emanuel,
1994), occurs when CAPE builds up over a period of time, and so can result in large
values of CAPE. For conditions to allow a build up of CAPE some inhibiting factor is
required, such as a layer of stable air. This is often indicated by the presence of Con-
vective Inhibition (CIN). Convection will initiate if the CIN can be overcome, and may
lead to the rapid formation of strong convection. This type of event often occurs over
continents in the early spring or summer (Weckwerth and Parsons, 2006) due to large
areas exposed to insolation, but is perhaps less common for islands such as the British
Isles (Bennett et al., 2006).
To investigate more systematically how the behaviour of convection depends upon
the prevailing regime, it is necessary to have some quantitative method for distinguish-
ing between the regimes. Done et al. (2006) proposed that a convective adjustment
timescale, τc, was a suitable diagnostic for the purpose, defining it as the ratio between
the CAPE and its rate of change at convective scales i.e.,
τc =
CAPE
|∂CAPE/∂t|CS
where the subscript CS refers to convective scales. The denominator is not in a conve-
nient form for calculation from observational data or standard model output. However,
it can be estimated from the precipitation rate since this provides an indication of the col-
umn latent heating associated with convective activity. Of course, CAPE can be released
through various mechanisms of which diabatic heating is one possibility (Arakawa and
Schubert, 1974; Emanuel, 1994). Nonetheless, the estimate may be expected to be reason-
able in many convective situations and leads to a simple and practical formula for the
convective adjustment timescale (Done et al., 2006):
τc =
1
2
cpρ0T0
Lvg
CAPE
Prate
, (4.1)
where cp is the specific heat capacity of air at constant pressure, ρ0 and T0 are a refer-
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ence density and temperature respectively, Lv is the latent heat of vaporisation, g the
acceleration due to gravity and Prate the precipitation rate. The last of these is likely best
estimated as an accumulation over time converted into a precipitation rate. The factor
of one half was introduced by Molini et al. (2011) as a simple attempt to take account of
some neglected aspects of the calculation such as water-loading effects and boundary-
layer modifications, the neglect of which would tend to produce an over-estimation of
the convective adjustment timescale (Keil and Craig, 2011).
The convective adjustment timescale has been used to separate regimes and so con-
trast the predictability of convection. Done et al. (2006, 2012) showed that the pre-
dictability of both the location and intensity of convective events depends upon the
regime, with convective quasi-equilibrium events having a predictable area-averaged
precipitation but low predictability in terms of location whilst the opposite was found
for non-equilibrium events. This idea was developed by Keil and Craig (2011) who
showed that ensemble members, generated in different ways, all perform similarly in
situations where the large-scale flow dominates; this situation is typical of convective
quasi-equilibrium. It has also been shown (Keil et al., 2014) that model physics pertur-
bations provide a greater contribution to the spread in precipitation rate in cases of weak
synoptic forcing (i.e. the non-equilibrium regime).
The convective adjustment timescale has also proved valuable for other purposes.
Craig et al. (2012) showed that latent heat nudging of radar data into a COSMO-DE
ensemble (Consortium for Small Scale Modelling – domain over Germany) had a large
impact on convection in the non-equilibrium regime as the extra data improved the in-
tensity estimates. However, if the convection was in quasi-equilibrium then the impact
of data assimilation decayed rapidly (within a couple of hours) as the convection rapidly
readjusted to its synoptic environment. More recent studies using the convective adjust-
ment timescale have focused on forecast blending (i.e. combination of nowcasting and
high-resolution forecasts in the short range) and the relationship with downscaled ini-
tial condition perturbations for convective-scale ensembles (Kober et al., 2014; Ku¨hnlein
et al., 2014) to further consider designs for short-range forecasts and convective-scale
ensembles.
An important context for these (and our) investigations is provided by a climato-
logical study of the convective adjustment timescale by Zimmer et al. (2011). This was
based upon observations of CAPE and precipitation over Germany and categorized 66%
of convective situations there as being consistent with convective quasi-equilibrium con-
ditions, when a threshold of 12 hours was considered. There was not a clean split in the
regimes and it was suggested the regimes should be viewed as two extremes of a contin-
uum, with the frequency distribution of the timescale appearing to follow a power law.
The categorization produced a slightly more even split in the summer months (June, July
and August; JJA), compared to the split in the data from May to October, with 59% of
the convection in JJA being in quasi-equilibrium (again with a threshold of 12 hours). It
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seems entirely plausible that convection in other regions, such as the British Isles, may
have a different split between the regimes. The coastline and topography of Britain are
well known to have a strong impact on the initiation of convection, as reviewed by Ben-
nett et al. (2006). The wind direction also has an influence on the convection influencing
the British Isles; for example, a climatology of showers (Hand, 2005) showed that show-
ers occurred in flow from the westerly sector most frequently, regardless of the season
(see Fig. 3 in Hand, 2005).
In this study we construct a model climatology of the convective adjustment
timescale for the British Isles, and focus on the frequency of the regimes, diurnal and
spatial influences on the regimes across the British Isles and the dependence of convec-
tive regime occurrence on the large-scale wind direction. It is hypothesized that both the
presence of coastlines and the wind direction will have an impact on climatological con-
vection characteristics over the British Isles, given that it is often subject to convection
that has initiated on the European continent. This may occur, for example, in “Span-
ish plume” synoptic scenarios (Lewis and Gray, 2010). It is further hypothesized that a
regional dependence will be found. The western coast of the mainland British Isles is
likely to have more non-equilibrium situations than the eastern coast due to the relative
steepness of the orography (Fig. 4.1). Forced ascent in this region may help to overcome
any CIN present and the flow within complex terrain may lead to the development of
convergence lines. The coastline itself is also hypothesized to contribute to regime char-
acteristics through associated convergence lines, a good example being the initiation of
the flash flooding event in Boscastle 2004 (Golding et al., 2005; Burt, 2005; Warren et al.,
2014). Further understanding of these regimes and other factors that they are associ-
ated with may lead to further improvements in forecasts, not just from a deterministic
or ensemble perspective but also from an adaptive forecasting perspective.
This paper is organised as follows. The model data used is described in Section 4.2,
followed by details of the method chosen for determining the timescale. Results obtained
from the model data are compared against available observations in Section 4.3. The
main results from the model climatology are presented and discussed in Section 4.4,
which focuses on the relative frequency of the regimes, the spatial and temporal scales of
the timescale and its relationship with the large-scale flow. A summary and conclusions
are provided in Section 4.5.
4.2 Data and Methods
4.2.1 Model output
The Met Office Unified Model (MetUM) is a non-hydrostatic, semi-implicit, semi-
Lagrangian model (Davies et al., 2005). It uses the surface layer scheme of Best et al.
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Figure 4.1: A map of the British Isles. The large dashed region represents the area that was coarse
grained in the calculation of the timescale. The smaller boxes represent averaging domains for
specific regions of the British Isles. The solid box represents the west Scottish coast, the solid bold
box represents south-west England and south Wales, the dashed box is the North Sea region and
the bold dashed box is south-east England. The symbols represent the location of radiosonde
stations: Camborne (+), Castor Bay (×), Herstmonceux (•) and Albemarle ().
(2011), microphysics scheme of Wilson and Ballard (1999), radiation scheme of Edwards
and Slingo (1996) and boundary layer scheme of Lock et al. (2000). The configuration
used in this study was the United Kingdom Variable resolution (UKV) which has been
the operational British Isles model since 2009. The UKV configuration represents convec-
tion explicitly rather than through a convection scheme as it has a grid length of 1.5 km
in its interior domain (an early convection-permitting version of the MetUM is discussed
by Lean et al., 2008). At the edges of the UKV domain the grid length is tapered from 4
to 1.5 km (Tang et al., 2013) — this variable resolution reduces problems with spin up of
convection at the boundaries of the model. However, the interior model grid length of
1.5 km is not fine enough to fully resolve convection (Craig and Do¨rnbrack, 2008; Stein
et al., 2015), so it is classed as a convection-permitting model. There are 70 levels in the
vertical with the highest at 40 km (Hanley et al., 2014). The Met Office operational con-
figuration uses 3D variational (3DVAR) data assimilation with three-hour cycling. This
model is directly one-way nested into the global configuration (grid length 25 km) of the
MetUM.
The operational output from the interior domain of the UKV was coarse grained to
a 60 km grid to reduce computational expense and to extend the study for more than a
season. A grid of 60 km was chosen to allow comparison with the timescale calculated
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from a coarser-resolution convection-parametrizing model configuration (the North At-
lantic European domain (NAE) of the MetUM). The NAE has a horizontal grid length
of 12 km, which would be expected to resolve features reasonably well on a scale of
60 km. It was found that the convection-permitting model yields better estimates of the
timescale than the NAE operational output due to improved CAPE values (not shown).
The improvement is thought to come from the explicit representation of convection in-
creasing the CAPE values compared to the convection parametrization scheme which
did not allow enough CAPE.
The data used for the model climatology were the operational forecasts initiated at
0300 UTC for JJA 2012–2014. The 0300 UTC forecasts were used as they were most likely
to capture the entire life-cycle of a convective event on any particular day in the period
examined. Throughout this study the model output for 24-hour periods from 0900–
0900 UTC (T+6 h to T+30 h) has been used as an optimal balance between reducing
errors associated with spin up and with longer lead times. Three summer seasons were
used to allow robust conclusions to be drawn given the frequency of convective events
in the British Isles. The summers chosen cover a wet (2012), dry (2013) and average
(2014) summer, with 157%, 78% and 107% of climatological precipitation respectively
(Met Office, 2012b, 2013, 2014). Although these summers had different total precipitation
accumulations, the timescale statistics behind each year were consistent, with the same
distribution present in Fig. 4.4c occurring in all of the years considered (not shown). The
length of the climatology is limited by the period that the UKV has been operational,
and current computing practicalities.
Both CAPE and the precipitation accumulations were derived from the model. CAPE
was calculated as the maximum CAPE lifted from the first 30 levels from every third
level, representing surface pressure to approximately 850 hPa,
CAPE =
∫ plift
pLNB
R
(
Tp − Ta
)
dln(p),
where plift is the pressure the air parcel is lifted from, pLNB is pressure at the level of
neutral buoyancy, R is the specific gas constant of dry air, Tp and Ta are parcel and ambi-
ent temperatures and p is pressure. The CAPE was calculated at each hour and averaged
over a three-hour period. The precipitation values were three-hourly accumulations con-
verted into a precipitation rate to keep unit consistency.
4.2.2 Observational Data
The CAPE was also calculated from radiosonde ascents at four stations within the British
Isles (marked on Fig. 4.1) for summer 2013. The ascents used at Camborne were at 0000
and 1200 UTC, whereas the ascents for Castor Bay, Herstmonceux and Albemarle were
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Figure 4.2: The convective adjustment timescale calculated for 2 August 2013 (a,c,e) and 20 April
2012 (b,d,f), using a) and b) the UKV model output at 1.5 km, c) and d) the UKV model output
coarse-grained to a grid length of 60 km. The colour scale to the right of d) refers to all previous
panels, with white representing an undefined timescale. The timescale has been calculated for
1500 UTC on 2 August and for 1100 UTC on 20 April. Radar composite maps of the British Isles
are also shown for both days at e) 1525 UTC and f) 1155 UTC, with the radar composites showing
precipitation rates in mm h−1.
at 0000 UTC (with data obtained from the British Atmospheric Data Centre, BADC; Met
Office, 2006). The relative coarseness of the location of radiosonde stations is the reason
why model output is primarily used in this paper. Furthermore, the radiosonde data are
not fully independent of the model data as they are used within the data assimilation for
the model, so there will be an element of consistency with the observations.
Consistency in calculation method is required so that a fair comparison can be made
between the observational data and model output used. Therefore the observed CAPE
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is calculated as the maximum CAPE lifted from the first 164 data levels from the ra-
diosonde (surface to approximately 850 hPa). However, as the radiosonde data has a
higher vertical resolution than the model, the radiosonde data has been arithmetically
averaged over every 5 levels and parcels were lifted from every third level of this av-
eraged profile. Observational data has been used for one year due to limited available
data for 2012 and 2014. However, consistency in the model and the data available from
those years indicated similar results to those discussed in Section 4.3.
Precipitation data from the Met Office Land and Sea observations data set (MIDAS;
also obtained from the BADC; Met Office, 2012a) for gauges at the radiosonde launch
sites were used. Hourly-precipitation accumulations were used to compare the precipi-
tation for model and UKV data, and three-hourly accumulations were used to compare
observation- and model-derived convective adjustment timescales.
4.2.3 Calculation of the Convective Adjustment Timescale
As with previous studies considering the convective adjustment timescale (Done et al.,
2006; Molini et al., 2011; Keil and Craig, 2011; Zimmer et al., 2011; Craig et al., 2012;
Kober et al., 2014; Ku¨hnlein et al., 2014; Keil et al., 2014) it was found helpful to specify
a threshold in the timescale to separate between the different regimes. The value of the
threshold has varied in previous studies within the range 3 (area averaged; Keil et al.,
2014) to 12 hours (coarsened scale; Kober et al., 2014), with most using 6 hours (Molini
et al., 2011; Keil and Craig, 2011; Craig et al., 2012; Ku¨hnlein et al., 2014). Done et al.
(2006) also used a threshold of 6 hours. However, this was before the factor of one
half had been introduced in the equation for the convective adjustment timescale so this
threshold is equivalent to 3 hours as calculated using (4.1).
Zimmer et al. (2011) concluded that a threshold within the region 3–12 hours should
distinguish clearly between the different regimes. A threshold of three hours is used
here; values above this threshold are considered to be non-equilibrium convection and
values below are considered to be quasi-equilibrium convection. The timescale threshold
chosen is stated here but justified a posteriori based on the results presented.
Previous studies have calculated the convective adjustment timescale using a num-
ber of methods for spatially and temporally smoothing the raw CAPE and precipitation
data (Done et al., 2006; Molini et al., 2011; Keil and Craig, 2011). These methods include
averaging over points where it is raining (Molini et al., 2011) and using a Gaussian kernel
to smooth the CAPE and precipitation fields (Keil and Craig, 2011). The methods used in
earlier studies were tested alongside other variants to determine if the regime separation
was sensitive to the method used for smoothing. The results were also compared against
the following set of criteria that was obtained from theory and previous studies:
• the timescale should be representative of an ensemble of clouds (Craig et al., 2012)
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and should not be influenced by variability on scales smaller than the spacing be-
tween the convective clouds (Done et al., 2006).
• the timescale should be temporally smooth so it does not jump erratically between
regimes (Keil and Craig, 2011);
• the timescale should be spatially smooth and indicate localised features (Keil and
Craig, 2011).
The derived convective adjustment timescales implied similar regime separation for
all the smoothing methods trialled, provided that precipitation accumulations were used
instead of instantaneous precipitation rates. There was greater variation in the derived
convective adjustment timescales for different smoothing methods when the calculations
were performed on data from the model configuration using a convection parametriza-
tion scheme (the NAE) compared to data from a model configuration that treated con-
vection explicitly (the operational UKV). The MetUM uses a convection scheme with a
convective quasi-equilibrium-type closure (Gregory and Rowntree, 1990) and, based on
the derived convective adjustment timescale, all the cases used in the sensitivity tests
were classed as convective quasi-equilibrium events when instantaneous precipitation
rates from the NAE configuration were used. This helps to motivate the choice of the
UKV model configuration for the model-derived convective adjustment timescales here.
From the sensitivity testing it was determined that the smoothing method of Keil
and Craig (2011) would be used as it met all of the above criteria. A Gaussian kernel of
half-width 60 km is applied to the coarse-grained CAPE and precipitation fields, and the
convective adjustment timescale is calculated every three hours. A threshold of 0.2 mm
h−1 is applied to the precipitation accumulations (after conversion to a precipitation rate
and the Gaussian kernel has been applied) so that the timescale does not tend to infinity
for very light (and likely non-convective) precipitation events or dry events. This thresh-
old is smaller than that used in any previous study referenced here because of the coarse
graining applied to the UKV output. The precipitation threshold removes all but the top
17% of accumulations to reduce the chance of any stratiform rain being included in the
calculation. Throughout this study, unless otherwise specified, CAPE values of zero and
precipitation values below the threshold were included in the data being smoothed but
undefined convective adjustment timescales resulting from the smoothed data are not
included.
As described in Section 4.2.1 the precipitation and CAPE fields are coarse grained
prior to their use to calculate the convective adjustment timescale. Coarse graining re-
tained the large-scale structure in the precipitation and CAPE fields from the 1.5 km grid-
length model and calculations of the timescale produced comparable results between
the operational and coarse-grained UKV output in terms of the regime classification in-
ferred using a threshold of three hours. Figure 4.2 shows examples of the convective
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adjustment timescale calculated for two different cases. Figures 4.2a, c and e are for 2
August 2013, which was an intensive observing period of the Convective Precipitation
Experiment (COPE; Leon et al., 2016) field campaign that occurred in July and August
2013, and Figs. 4.2b, d and f are from 20 April 2012, which was an intensive observing
period of the Dynamical and Microphysical Evolution of Convective Storms (DYMECS;
Stein et al., 2015) field campaign. Figure 4.2 shows τc for the two cases calculated di-
rectly from the UKV interior domain data (at 1.5 km horizontal grid spacing) and from
that coarse grained to 60 km. Radar composites (from the BADC; Met Office, 2003) are
also shown for the two days, to give a sense of the different convection occurring on
each day. Figure 4.2 shows that the regime split is similar for UKV data and the coarse-
grained UKV data, with convection being placed in the non-equilibrium regime for 2
August 2013. There is an average timescale of 11.5 hours at 1.5 km grid spacing and
8.7 hours with coarse-grained data. The second case, 20 April 2012, is a little more com-
plex to consider. The timescale, as a domain average, at 1.5 km grid spacing is 3.6 hours.
This value goes over the threshold of 3 hours because of a small area of convection in
the domain with a timescale greater than 12 hours. If this region is removed the domain
average timescale reduces to 0.24 hours. Hence, most of the convection occurring is in
quasi-equilibrium. When the coarse graining is applied to this case the average value is
1.9 hours, further implying that convection was in quasi-equilibrium.
4.3 Comparison of observations against model output
There are several caveats in using model data for a climatology. There are a number
of known biases in the representation of convective precipitation in the UKV (in com-
mon with other kilometre-scale models). These biases are (i) that the peak precipitation
rate in the middle of shower cells is too intense leading to large local precipitation accu-
mulations (Stein et al., 2015); (ii) the convective cells are too circular, with some of the
surrounding light rain (observed on radars) being absent in the model (Lean et al., 2008;
Stein et al., 2015); (iii) convective initiation is often delayed by around an hour (Lean
et al., 2008). There are also problems with CAPE estimation from model data including
insufficient vertical resolution leading to an underestimation of the CAPE and CAPE of-
ten being retained too long before release by the model (Glinton, 2013). To see how such
problems may influence the convective adjustment timescale climatology, we compare
the model and observations for summer 2013.
To compare CAPE derived from the radiosonde ascent data with that derived from
the model output, the coarse-grained output from the grid point closest to the sonde
launch site was used for the model output. Using a coarse-grained field here is rea-
sonable as CAPE is typically a smoothly varying field (relative to a typical precipitation
field) and so is unlikely to change rapidly with distance. To compare the modelled pre-
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cipitation with the point rain-gauge observations the precipitation at the closest UKV
model grid point was chosen due to the uneven distribution of rain gauges over the
coarse-graining scale and the high spatial variability of convective precipitation. Conse-
quently, comparison of the precipitation will be subject to the double penalty problem
caused by the wrong positioning of a convective cell — a problem with precipitation
verification in all convection-permitting models.
Figure 4.3: Model and observations comparisons showing a) a scatter plot for the CAPE at Cam-
borne for JJA 2013, showing all data except where either model or observed CAPE are zero, with
a 1:1 line and b) a timeseries comparison of hourly precipitation accumulations at Camborne for
JJA 2013, with observations in black and model in grey.
Figure 4.3a indicates that the model preforms reasonably well in its CAPE estima-
tion, with a correlation of 0.66 to the observations. Occasionally the model has larger
CAPE than observed, especially for small CAPE values (the points in Fig. 4.3a where the
observed values are less than 10 but observed values are over 50 J kg−1). However, it
is worth stressing that whilst the values depart from the one-to-one line for the small-
est values of CAPE (Fig. 4.3a), both model and observations usually agree that the CAPE
should be low. The situations where there are large differences between the observed and
model CAPE typically occur when the model retains CAPE compared to reality (Lean
et al., 2008), evidence for this is provided by a timeseries of CAPE (not shown). The de-
lay is most likely linked to delayed precipitation in convection-permitting models, and
as such is a caveat of using model data, although the use of three-hourly accumulations
for the climatology should help to alleviate the impact of the delay. Consequently, there
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may be situations when the model convective adjustment timescale is longer than that
calculated from observations.
The observed and modelled precipitation have not been rigorously compared for the
purposes of this study. The key requirement is that it is precipitating at the right time,
with similar accumulations. Figure 4.3b indicates that this is the case for the majority of
the precipitation events, although there is a wet bias for this site which could result in
a timescale being calculated that may have been undefined if using observational rain
gauge data. The results shown in Fig. 4.3 are for Camborne. Figure 4.1 indicates loca-
tions of other radiosonde sites across the British Isles used for observational and model
comparison. All of these sites, Albemarle, Herstmonceux and Castor Bay, give similar
structure and timing of the peaks for the CAPE and the precipitation compared to Cam-
borne (not shown). These results indicate that the model precipitation and CAPE fields
are fit for the purpose of this study. A more rigorous verification of precipitation from a
convection-permitting configuration of the MetUM has been performed by Mittermaier
et al. (2013) and Mittermaier (2014).
Combining the precipitation and CAPE fields together results in the convective ad-
justment timescale. Although there were relatively few convective events in summer
2013 (Section 4.2.1), the model regime separation was very similar to that shown by the
observations in all the locations examined (not shown). Although differences in the ab-
solute value of the timescale exist, the regime separation is robust using the three-hour
threshold chosen in Section 4.2.3. Discrepancies occurred primarily when there were
differences between the observed and modelled CAPE field or an over-estimation in the
modelled precipitation field. There is good agreement between the model and observa-
tions in the regime separation and there are no cases in which the model and observation
disagreed on regime diagnosis, but this is in part due to the limited number of observa-
tions.
One case that did have disagreement however, occurred at Camborne over 2 and 3
August. On 2 August the model produced a defined timescale but the observations did
not and on 3 August the observations had a defined timescale but the model did not.
The model and observed timescales for this region are different, in essence due to the
different timings of convection.
Events also occurred when precipitation was not observed but the model showed
a situation in convective quasi-equilibrium. This is likely to be due to a wrong place-
ment of the convection rather than a timing or intensity issue, and has been previously
found for convective quasi-equilibrium conditions (e.g. Done et al., 2006; Keil and Craig,
2011; Done et al., 2012; Keil et al., 2014). Such a situation is illustrated in Fig. 4.2 where
the orientation of the convergence line over Cornwall in the radar image (Fig. 4.2e) dif-
fers from the orientation of the corresponding region of long model-derived convective
adjustment timescale (Fig. 4.2a). There were also some times when non-equilibrium con-
vection did not occur in the model but did in reality.
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In summary, two caveats with the model-derived regimes have been identified: (i)
the model over-estimates the precipitation potentially leading to more convective events
than observed and so more convective quasi-equilibrium events than observed; (ii)
the model can retain CAPE for too long, potentially leading to convective adjustment
timescales being overestimated. However, the overall robustness of the model-derived
regime separation provides confidence in the use of the model-derived precipitation and
CAPE fields for the climatological classification of convection over the British Isles.
4.4 Model Climatology of the Convective Adjustment Timescale
over the British Isles
The following aspects of the climatology are analysed in this section: frequency distribu-
tion, spatial variation, diurnal cycle, and relationship to the large-scale wind speed and
direction.
4.4.1 Frequency distribution of the convective adjustment timescale
Frequency distributions, either averaged over the UKV model domain (grey) or using
all coarse-grained points within the UKV domain (black), are presented for the CAPE,
precipitation and convective adjustment timescale in Fig. 4.4 (note that the distributions
for the UKV domain average are shown shifted upwards by an order of magnitude to
allow easier comparison). The UKV domain average distributions (grey) have shallower
gradients for small values of the fields and wider distributions towards the larger values
of the fields than the distribution using all points in the domain (black). However, the
overall structures of the distributions are independent of whether or not the fields are
averaged across the domain for all three fields.
Figure 4.4a shows that low values of CAPE (less than ∼100 J kg−1) occur most
frequently. Such low CAPE values are typically associated with shallow convection
(Siebesma, 1998). Large CAPE accumulation is rare. Although the average over the
British Isles does not exceed 500 J kg−1, there are locations, such as the south west penin-
sula of the British Isles (Devon and Cornwall), where the local CAPE values can exceed
1000 J kg−1 given the right atmospheric conditions (the larger values in the black distri-
bution).
Precipitation (Fig. 4.4b) has a similarly-shaped frequency distribution curve to that
of the CAPE with a large proportion of light precipitation during the period examined.
The distribution curve is wider (more variable) than that of the CAPE, assumed to be
associated with the inherent differences in the characteristics of these fields (CAPE tends
to have smoother spatial and temporal variation than precipitation).
Chapter 4. Characterization of Convective Regimes over the British Isles
73
Figure 4.4: Frequency distributions for the UKV domain showing a) CAPE, b) precipitation rate
(no thresholding applied) and c) the convective adjustment timescale (calculated using thresh-
olded precipitation) for JJA 2012–2014 as an average over the coarse-grained UKV model output
(grey) and over all coarse-grained points in the domain (black). Bin sizes are 10 J kg−1 for CAPE,
0.01 mm hr−1 for precipitation and 0.1 hr for convective adjustment timescale. Frequency is
shown normalised by the total number of events — the maximum possible number of events is
92 days × 3 years × 8 time periods per day (UKV domain average) and 92 days × 3 years × 8
time periods per day × 440 grid points (all points in UKV domain), but zero values and unde-
fined values (the timescale is undefined for zero precipitation) are not shown. The distributions
for the UKV domain average in each plot have been shifted upwards by an order of magnitude
to allow easier comparison. Lines of best fit have also been shown for the black distributions,
with blue indicating the slopes for the equilibrium regime and red indicating the slopes for the
non-equilibrium regime.
The convective adjustment timescale (Fig. 4.4c) shows the expected similarly wide
distribution curve to that of precipitation and has a change in behaviour at around three
hours. This scale break is particularly evident in the UKV domain average curve (grey
distribution in Fig. 4.4c) although there is evidence of it also in the distribution using
all points (black distribution in Fig. 4.4c). There is a distinct change in the gradient
of the distribution curve below and above three hours, from -1.0 for convective quasi-
equilibrium to -2.8 for non-equilibrium convection. This supports the hypothesis of a
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change in regime occurring dependent on the convective adjustment timescale and the
choice of three hours as the convective adjustment timescale threshold that distinguishes
between the two convective regimes. Such a change in gradient was not observed in a
frequency distribution of the convective adjustment timescale over Germany (see Fig. 1
in Zimmer et al., 2011) which had a gradient of -1.3 throughout the distribution. Given
the different data sources, the slope of the German data is considered to be consistent
with the slope found here for the equilibrium regime in the British Isles data.
The scale break occurs within the timescales of 3–5 hours, based on the fit of a suf-
ficiently straight line to the distribution on either side of the designated break (where a
sufficiently straight line is defined as a Pearson’s correlation value of at least 0.98). The
line slopes obtained within the 3–5 hour break point range vary from -1.0 to -1.1 in equi-
librium conditions and -2.8 to -3.0 in non-equilibrium conditions. Sensitivity tests were
performed to explore whether the change in gradient found here could be an artefact of
the method used to calculate the timescale, in particular the use of three-hourly precipi-
tation accumulations. The frequency distribution was re-calculated using hourly precip-
itation accumulations for a sample year and also separately for the different years using
three-hourly precipitation accumulations. The frequency distribution using hourly pre-
cipitation accumulations (not shown) has similar gradients for convective adjustment
timescales less than and greater than three hours to those in Fig. 4.4c. The distributions
for the separate years (also not shown) are consistent, with a similar regime split for each
year, implying that the break is a robust feature.
Using a threshold of three hours to distinguish between the convective regimes
shows that 85% of the convection occurs in a quasi-equilibrium convective regime and
15% in a non-equilibrium convective regime. This difference is larger than was observed
over Germany (Zimmer et al., 2011). Varying the threshold timescale (Table 4.1) shows
that the regime frequencies for the two countries become comparable if a regime thresh-
old of one hour is used for the data over the British Isles and 24 hours for that over
Germany; again this is robust to using a UKV domain average or all points within the
domain (Table 4.1). One possible reason for this disparity is the different data sources
used by the two studies: model output for the study presented in this paper and obser-
vations for the study in Zimmer et al. (2011). However, the comparison in Section 4.3
provides some confidence in the model-derived timescales. Other possible reasons re-
late to the different convective environments in each country (i.e. a maritime climate in
the British Isles and a continental climate over Germany). For example, the British Isles
has smaller precipitation rates (Huffman et al., 1997) and CAPE (Romero et al., 2007;
Riemann-Campe et al., 2009) compared to continental Europe, particularly central and
eastern parts of the continent. The smaller CAPE is associated with a greater likelihood
of shallow convection forming over the British Isles. To test the hypothesis about the
different climates conclusively would require climatologies of the timescale to be calcu-
lated for different locations (both maritime and continental) across the globe to see if
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these regime differences are more general, which is beyond the scope of this paper.
Other factors responsible for these differences and the consequent domination of
quasi-equilibrium convective conditions over the British Isles are hypothesized to in-
clude its topography (with higher elevations to the west over Scotland and Wales (Fig.
4.1)), its position at the end of the extra-tropical storm track, and land-sea interactions
around the coastlines; the roles of coastal influences and topography are considered in
the next subsection.
4.4.2 Spatial variation of the convective adjustment timescale
The spatial variations in the coarse-grained three-year JJA climatologies of CAPE, pre-
cipitation and convective adjustment timescale across the British Isles and near continent
are shown in Fig. 4.5. CAPE is largest in the continental region included in the model
domain and in the south west of the domain (Fig. 4.5a). There is a slight meridional
CAPE gradient with the highest values in the south; this is linked to the meridional tem-
perature gradient across the UKV domain, due to decreased insolation with increasing
latitude. Coarse-grained precipitation varies between 0.05 and 0.25 mm h−1 over the
domain before application of the precipitation threshold used in the calculation of the
convective adjustment timescale (Fig. 4.5b). The areas with the heaviest precipitation are
to the west of the domain and include regions of elevated orography. Precipitation here
will likely have been enhanced due to the seeder-feeder effect (Bader and Roach, 1977).
Application of the precipitation threshold removes the correlation with orography from
the precipitation field (Fig. 4.5c) and implies that many of the events over the elevated
orography were associated with weakly precipitating stratiform cloud rather convection.
The spatial variation in the convective adjustment timescale is dominated by the
meridional decrease in CAPE resulting in convective adjustment timescales varying
from three hours in the south of the domain down to half an hour in the north of the
domain (Fig. 4.5d). The timescale is longest along coastal orographic gradients: the
south coast of Ireland, the north coast of Devon and Cornwall and over the near con-
Table 4.1:: Percentage frequency of JJA quasi-equilibrium convective events in the British Isles
for both domain averaged and all points (this study) and Germany (Zimmer et al., 2011).
The columns are for different threshold timescales used to distinguish equilibrium and non-
equilibrium regimes.
τc (hr)
< 1 < 3 < 6 < 12 < 24
British Isles 63.3 84.9 95.0 99.2 100.0
(domain average)
British Isles 63.1 84.8 95.0 99.2 100.0
(all points)
Germany 31.2 44.9 52.0 59.0 66.6
Chapter 4. Characterization of Convective Regimes over the British Isles
76
tinent. There is an eastward decrease in the timescale in the south of the domain (in the
direction of the prevailing wind) particularly over the south west peninsula of the British
Isles, thus supporting the hypothesis that the coast has an influence on the timescale. It is
speculated that this decrease may be associated with convective cells that increasingly re-
lax their environment towards convective quasi-equilibrium as they develop within the
prevailing large-scale flow. It is notable that regions of elevated orography are not asso-
ciated with long timescales implying that non-equilibrium convection does not preferen-
tially occur here. The spatial distribution of the percentage frequency of non-equilibrium
convective events (Fig. 4.6) shows that these events preferentially occur in the south and
west of the domain, and is broadly consistent with an envelope of the distribution of the
average convective adjustment timescale for 1.5 hours and above.
Figure 4.5: Maps of the coarse-grained UKV domain showing a) the CAPE, b) the precipita-
tion rate before the precipitation threshold is applied, c) the precipitation rate after the thresh-
old has been applied and d) the convective adjustment timescale. All fields are averages over
three-hourly data from JJA 2012–2014 including zero values but excluding undefined convective
adjustment timescales.
4.4.3 Diurnal cycle of the convective adjustment timescale
Well-documented diurnal cycles exist in the convective precipitation (Yang and Slingo,
2001) and CAPE (Dai et al., 1999) implying the likely existence of a diurnal cycle in the
convective adjustment timescale. In summer, CAPE over land often builds up during
the day as surface temperatures increase, reaching a peak in early to mid-afternoon after
which the instability is released and convection (and precipitation) increases. As CAPE
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Figure 4.6: Map of the coarse-grained UKV domain showing the percentage of non-equilibrium
events at each grid point in the domain.
builds up the convective adjustment timescale may be expected to increase (assuming
relatively constant precipitation). As convection is initiated the precipitation will begin
to control the magnitude of the timescale and a decrease in the timescale will occur as
CAPE is released and the precipitation reaches its maximum. Hence, the diurnal cycle
of the convective adjustment timescale over land is predicted be approximately in phase
with that of the CAPE and to lead that of the precipitation (Keil et al., 2014). The greater
heat capacity of the oceans compared to the land results in a weaker diurnal cycle in sur-
face temperature, and hence convection (Hendon and Woodberry, 1993; Bechtold et al.,
2004). The diurnal cycle is thus expected to have a reduced amplitude over the oceans.
The diurnal cycles of CAPE, precipitation and convective adjustment timescale over
land and sea are shown in Fig. 4.7. The plots show the median and 25th and 75th per-
centiles of the fields at each time (in box plot format); the same diurnal cycle behaviours
are also seen in the extremes of the distributions (not shown). As predicted, the diurnal
cycles in all three fields are weak over the sea but marked over the land. Over land,
the peak in the diurnal cycle in convective adjustment timescale leads those of CAPE
and precipitation by three and six hours respectively. The identification of land and sea
points has been taken from a coarse-grained UKV land-sea mask; points with a fractional
land value greater than 0.8 have been classed as land, points with a value of less than
0.2 have been classed as sea, and remaining points have been classed as coastal points.
The coastal points have a damped diurnal cycle in comparison with the land points (not
shown). The diurnal cycle results are robust to the exact definition of land or sea points.
A diurnal cycle in the convective adjustment timescale is also clearly evident in sub-
daily spatial distributions of the coarse-grained three-year JJA climatology of convec-
tive adjustment timescale (shown in Fig. 4.8 for four selected three-hour periods). The
timescale has a relatively zonal distribution in the morning, (0900–1200 UTC, equiv-
alent to 1000–1300 BST, Fig. 4.8a). It peaks in southwest England in the early after-
noon (Fig. 4.8b), east England in late afternoon (Fig. 4.8c) and over the southwest sea
approaches to England overnight (Fig. 4.8d).
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Figure 4.7: Box plots of spatially-averaged a) CAPE over the sea, b) CAPE over the land, c)
precipitation over the sea, d) precipitation over the land, e) the convective adjustment timescale
over the sea and f) the convective adjustment timescale over the land, as functions of forecast
time for JJA 2012-14. The plots are constructed from three-hourly averages from the analysis
time such that the first box represents T+0–T+3 (0300–0600 UTC) etc. The boxes represent the
inter-quartile range and the line within the box represents the median.
4.4.4 Relationship between the convective adjustment timescale and the
synoptic-scale wind field
Winds were considered at a hybrid-model-level height of 1.4 km, chosen to give an indi-
cation of the storm motion and as being typically near the top of, or above, the boundary
layer. Figure 4.9 shows variants of a wind rose, with the incremental radius of the seg-
ments indicating the percentage frequency of different convective adjustment timescale
bands, from all coarse-grained points within four different regions across the British Isles
(marked on Fig. 4.1). The percentages written at the boundaries of the panels refer to the
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Figure 4.8: The average convective adjustment timescale for JJA 2012–2014 at a) T+6–T+9 (0900–
1200 UTC), b) T+9–T+12 (1200–1500 UTC), c) T+12–15 (1500–1800 UTC) and d) T+18–T+21 (2100–
0000 UTC) where the colour scale refers to all plots.
frequency with which the wind is from the particular sector. Therefore, the difference
between the sum of the percentages plotted and that written for a given sector repre-
sents the percentage frequency for which the timescale is undefined (i.e. no convective
precipitation occurring). Other regions across the British Isles were also considered and
it was found that the results shown in Fig. 4.9 are robust and provide a good description
of spatial variation across the British Isles. These particular regions were chosen as they
included a range of surface types: mainly ocean (the North Sea region, Fig. 4.9a), coastal
with elevated cliffs and islands (West Scotland, Fig. 4.9b), large orographic coastal gra-
dients and in the south (South West England, Fig. 4.9c), and close to the continent and
mainly land (South East England, Fig. 4.9d). All regions show some convective events
for every wind direction but are dominated by westerly through to southerly sectors, as
in Hand (2005). Non-equilibrium convection (convective adjustment timescale exceed-
ing three hours) occurs most frequently when the wind directions are westerlies through
to southerlies, indicating that CAPE is most likely to build under these conditions. The
four different regions include differing proportions of land and sea. The general consis-
tency between the wind roses shown suggests that coastal effects (such as sea breezes)
do not have a dominant effect on the convective adjustment timescale.
Some patterns emerge from comparing the different wind roses. The percentage oc-
currence of winds from the westerly and south westerly sectors decreases when compar-
ing more easterly with more westerly regions (Figs. 4.9b and d with Figs. 4.9a and c re-
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spectively) and comparing more northerly with more southerly (compare Figs. 4.9a and
b with Figs. 4.9c and d). The frequency for which the convective adjustment timescale
is undefined (implying precipitation rates below the threshold at all coarse-grained
grid points in that region) is greater in the eastward regions than in the westward re-
gions, associated with the eastwards decline in climatological precipitation. The fre-
quency associated with non-equilibrium convection is greatest in the south-west region
(Fig. 4.9c, consistent with Fig. 4.5d). Thus, the frequency that longer convective adjust-
ment timescales are diagnosed decreases in the direction of the prevailing winds. This
suggests that the convective environment relaxes towards quasi-equilibrium as systems
move away from triggering locations in the southwest.
Figure 4.9: A wind rose variant, where the concentric rings show the frequency of the wind direc-
tion and the colours mark the magnitude of the convective adjustment timescale over the period
JJA 2012-2014 using T+6-T+30 coarse-grained UKV model output averaged over the following
regions a) West Scotland, b) the North Sea, c) the south-west and d) the south-east of the British
Isles, the regions are marked in Fig. 4.1 and the colour scale refers to all plots. The percentages
on the edge of the panels show how often the wind comes from that direction in total.
Figure 4.10 is plotted in the same format as Fig. 4.9. Here the data from the southwest
region is shown separately for three different wind speed ranges. When the winds are
strong (> 15m s−1) they are southwesterly or westerly about 85% of the time, whereas
when the winds are weak (< 5m s−1) there is a slight preference for southwesterly or
westerly winds. There is limited convection at weak wind speeds (hence the timescale
is rarely defined in Fig. 4.10a), and as the wind speed increases the frequency of con-
vection increases. The strongest wind speeds (Fig. 4.10c) are dominated by convective
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Figure 4.10: Convective adjustment timescale rose for the south-west region as a percentage of
the time that the wind is in each sector and split by wind speed a) for speeds of 0-5 m s−1, b) for
speeds of 5-15 m s−1 and c) for speeds greater than 15 m s−1. The frequency of occurrence for
each wind speed is plotted above the relevant wind rose. The colour scale refers to all plots. The
percentages on the edge of the panels show how often the wind comes from that direction. Note
that a different scale is used for panel (a).
quasi-equilibrium events, perhaps due to the reduced effects of local influences and the
reduced likelihood of local circulations. For example, sea breezes do not form in strong
synoptic-scale winds (e.g. Estoque, 1962; Bechtold et al., 1991; Zhong and Takle, 1993)
and hence convection situated along a sea breeze front cannot form. Most of the non-
equilibrium convection occurs within the intermediate wind speed regime (5–15 m s−1)
which happens 64.2% of the time, for which the winds are not too strong to suppress
mesoscale circulations.
4.5 Summary
Convection-permitting modelling has undoubtedly led to a step change in the forecast-
ing of convective precipitation (e.g. Lean et al., 2008). However many aspects of fore-
casting with such models are not yet well understood, the variation in predictability
characteristics for convective events being one good example. The convective adjust-
ment timescale provides a useful predictability-relevant measure of the environmental
conditions within which a convective event occurs. This study has used that timescale to
characterise the weather regimes associated with convection over the British Isles, dis-
tinguishing between convective quasi-equilibrium and non-equilibrium, and has had a
particular focus on the spatial, temporal and flow-dependent nature of the timescale.
For this purpose, operational output from the UKV configuration of the MetUM was
coarse grained to compute the convective adjustment timescale over three summers (JJA
2012–2014). The model-derived results were shown to be consistent with observations.
Moreover, a comparison of the three years within the model output indicated a consis-
tent split between the regimes for each year.
It was shown that the British Isles is more frequently in a convective quasi-
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equilibrium regime than Germany; 85% of the convection in the British Isles was cat-
egorized in convective quasi-equilibrium, compared to 66% in Germany (Zimmer et al.,
2011). Unlike the German frequency distribution there was a distinct change in gradient
(i.e a scale break) in the British Isles frequency distribution between the two regimes.
This is hypothesized to be because of the maritime climate, though further testing in
different regions of the globe would be required to confirm this.
A threshold timescale was set that was consistent with the change in gradient. The
convective adjustment timescale was examined at different times of day and was shown
to have a diurnal cycle that was linked with those for CAPE and precipitation (Fig. 4.7).
The diurnal cycle over land is clearer than that offshore, in line with previous work (e.g.
Hendon and Woodberry, 1993).
As in Keil and Craig (2011) and Keil et al. (2014), there was evidence that the evo-
lution of convective systems has an impact on the timescale diagnosed, here considered
in terms of position of the convective cells. Specifically, it was found that there is a dis-
tinct track running from the south-west to the north-east along which the timescale was
shown to decay. Although this result is consistent with the climatological flow, convec-
tive events in the British Isles can also develop downstream of events that form initially
over the European continent and as such the regime categorization could depend on the
direction of the synoptic-scale wind. It was shown that most convective events over the
British Isles are associated with westerly to southwesterly flow as in Hand (2005), but
at all wind speeds non-equilibrium events are more likely to be associated with wind
directions that are downstream of the continent or else downstream of large orographic
gradients (Fig. 4.9).
The wind speed was also found to have some influence over the regime classifica-
tion, with non-equilibrium convection mainly occurring for intermediate wind speeds
between 5 and 15 ms−1. In the weakest wind regime convection was rare, while strong
winds are more likely to suppress mesoscale or small-scale circulations, such as sea
breezes (Estoque, 1962), that could act as local mechanisms to initiate non-equilibrium
convection.
This study has characterized convective regimes over the British Isles, and is in-
tended to inform and provide a context for future study of convective-scale error growth
for convection-permitting forecasting within this region. A limitation of the study is that
the use of a precipitation threshold on accumulations could have led to some stratiform
rain being included within the calculation of the timescale, particularly over mountain-
ous regions where the seeder-feeder mechanism can act to enhance precipitation. How-
ever, convective precipitation is difficult to identify unambiguously and the same limi-
tation is also present in other studies to have considered this timescale. To reduce this
effect the most intense 17% of the coarse-grained precipitation was considered here.
There are many implications of this work for forecasting convection within the British
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Isles. For example, with convective quasi-equilibrium conditions dominating convection
within the British Isles, it is likely that more reliable forecasts for this type of convection
will place relatively more emphasis on the use of large-member ensembles as opposed to
higher-resolution models. Furthermore, given the link of the regimes to the large-scale
wind field the results could be used to help design an adaptive ensemble forecasting
system for the British Isles.
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Abstract
Convection-permitting ensembles have led to greater understanding of the pre-
dictability of convective-scale forecasts. However, convective-scale predictability is not
fully understood, especially with respect to different convective regimes. In this study,
the convective regimes are diagnosed based on a convective timescale which identifies
if cases are in or out of equilibrium with the large-scale forcing. Six convective cases are
examined in a convection-permitting ensemble constructed from the United Kingdom
Variable resolution configuration of the Met Office Unified Model. The ensemble mem-
bers were generated using Gaussian buoyancy perturbations added into the boundary
layer, which can also be view as representing turbulent fluctuations close to the gridscale.
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Perturbation growth is shown to occur on different scales with an order of magnitude
difference between the regimes (O(1 km) for non-equilibrium convection and O(10 km)
for equilibrium convection). This perturbation scale difference is consistent with the
forecasts for equilibrium events being closer to chance (than for non-equilibrium events)
after the first 12 hours of the forecast, suggesting more widespread perturbation growth.
Furthermore, large temporal variability is exhibited in all perturbation growth diagnos-
tics for the non-equilibrium regime. The characteristic behaviour shown is still exhibited
in cases with temporally- and spatially-varying regimes indicating that the timescale
is a useful diagnostic when considered alongside the synoptic situation. Further un-
derstanding of perturbation growth within the different regimes could lead to a better
understanding of where ensemble design improvements can be made beyond increasing
the model resolution and lead to improved interpretation of forecasts.
5.1 Introduction
Convection-permitting numerical weather prediction (NWP) models have led to im-
proved forecasts of many atmospheric phenomena (e.g. fog; McCabe et al., 2016), but
none more so than convection (Clark et al., 2016). However, the atmosphere is chaotic
and error growth is faster at smaller scales (Lorenz, 1969b). Therefore increasing the res-
olution of an NWP model will result in faster error growth. For example, Hohenegger
and Scha¨r (2007a) found an order of magnitude difference between error doubling times
when comparing a convection-permitting model (grid length: 2.2 km) with a synoptic-
scale model (grid length: 80 km). Rapid error growth implies more limited intrinsic
predictability on convective scales (e.g. Hohenegger et al., 2006; Clark et al., 2009, 2010).
However, the predictability of convection-permitting models is not fully understood and
remains an active area of research (e.g. Melhauser and Zhang, 2012; Johnson and Wang,
2016), important for both the modelling and forecasting communities. Several studies
have shown that the predictability of precipitation depends, in part, upon whether the
convection is predominantly controlled by large-scale or local factors (e.g. Done et al.,
2006; Keil and Craig, 2011; Ku¨hnlein et al., 2014). Important aspects of convective-scale
predictability include the timing (which is better captured with increasing resolution;
Lean et al., 2008) and spatial positioning of convection.
The spatial variability of precipitation within convection-permitting forecasts has led
to issues with their verification. Mittermaier (2014) provides a review of the issues and
of appropriate verification techniques. Analyses with scale-dependent techniques such
as the Fractions Skill Score (FSS; Roberts and Lean, 2008) have shown wide variations
in the ability of models to forecast the locations of convective events. For example, a
peninsula convergence line in the south west of the British Isles on 3 August 2013 was
forecast operationally with a high degree of spatial agreement between ensemble mem-
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bers close to the gridscale (i.e., predictable), whereas a convective event in the east of
the British Isles on the previous day was poorly forecast with weak spatial agreement
between ensemble members (Dey et al., 2016).
The growth and development of small-scale errors in convective-scale forecasts has
been considered in various studies. Surcel et al. (2016) considered the locality of pertur-
bation growth and showed that more widespread precipitation led to more widespread
perturbation growth. Studies such as Zhang et al. (2007) and Selz and Craig (2015) have
examined upscale error growth and seen that an initial phase of rapid exponential er-
ror growth at the convective scale is linked to variations in the convective mass flux.
Johnson et al. (2014) considered multi-scale interactions, using a wavelet transform on
the precipitation field, to show that the growth with the largest perturbation energy (de-
fined as a mean square difference of precipitation) occurred at wavelengths of 30–60 km
(see Figs. 7, 9 and 12 of their paper). This result was consistent across their two cases
and for a summer season in a domain that covered the central United States of Amer-
ica. It was also robust to lead time beyond 6 hours and perturbation strategy employed.
All of these previous studies indicate a strong association between convection and error
growth. However, although Zhang et al. (2007); Johnson et al. (2014); Selz and Craig
(2015) and Surcel et al. (2016) found some consistent aspects of the growth of perturba-
tions from convective scales, they did not establish how such growth might depend on
the character of convection1.
Convection can be classified as occurring in a spectrum between two main regimes.
One regime is convective quasi-equilibrium, in which the large-scale production of insta-
bility is balanced by its release at the convective scale, which is typical for strong synoptic
forcing (Arakawa and Schubert, 1974). The convection associated with this regime is of-
ten in the form of scattered showers and has limited organisation. The second regime
is non-equilibrium convection. This regime occurs when there is a build-up of convec-
tive instability facilitated by some inhibiting factor. If this factor can be overcome then
the convective instability is released, often leading to more organised forms of convec-
tion (Emanuel, 1994). To distinguish between the regimes the convective adjustment
timescale, τc, may be used. This timescale was introduced by Done et al. (2006) and is
defined as the ratio between the Convective Available Potential Energy (CAPE) and its
rate of release at the convective scale (subscript CS):
τc =
CAPE
|∂CAPE/∂t|CS
. (5.1)
The rate of release can be estimated based upon the latent heat release from precipitation,
1In fact, Surcel et al. (2016) did look for dependencies on a convective timescale, computed as
CAPE/(∂CAPE/∂t), the denominator being estimated from a finite difference of CAPE values. They found
no link between this timescale and differences in perturbation growth. However, it is important to recognise
that their timescale is not the same as the adjustment timescale as defined in (5.1) and as used throughout
the present article.
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leading to
τc =
1
2
cpρ0T0
Lvg
CAPE
Prate
, (5.2)
where cp is the specific heat capacity at constant pressure, ρ0 and T0 are a reference den-
sity and temperature respectively, Lv is the latent heat due to vaporisation, g is the accel-
eration due to gravity and Prate is the precipitation rate (which is best estimated from an
accumulation over 1–3 hours rather than an instantaneous precipitation rate: Flack et al.
(2016)). The factor of a half was introduced by Molini et al. (2011) to account for factors
such as boundary layer modification, the neglect of which would lead to an overestima-
tion of the timescale (Keil and Craig, 2011).
The convective adjustment timescale has been used for many purposes including
classifying the behaviour of convection (Done et al., 2006; Molini et al., 2011; Done et al.,
2012). Climatologies have been produced, based on observations over Germany (Zim-
mer et al., 2011) and model output over the British Isles (Flack et al., 2016). One of its
key uses has been to consider the predictability of convection. Done et al. (2006) consid-
ered two Mesoscale Convective Systems (MCSs) over the British Isles and found that the
total area-averaged precipitation was similar for all ensemble members in the equilib-
rium case and exhibited more spread for the non-equilibrium case. This regime depen-
dence of precipitation spread was confirmed for other equilibrium and non-equilibrium
cases by Keil and Craig (2011). Moreover, Keil et al. (2014) demonstrated that non-
equilibrium cases were more sensitive to model physics perturbations compared to equi-
librium cases. A similar contrast in the sensitivity was demonstrated for initial condition
perturbations by Ku¨hnlein et al. (2014), who further showed that the precipitation spread
was little changed between the regimes due to variations in lateral boundary conditions.
These results are consistent with Craig et al. (2012), who suggested that non-equilibrium
conditions are more sensitive to initial condition perturbations based on radar data as-
similation: the assimilation has longer-lasting benefits for the forecasts in cases with
longer τc.
In this study we apply small, Gaussian, boundary-layer temperature perturbations
in a controlled series of experiments to assess the intrinsic predictability of convection
in different regimes based on a selection of case studies within the British Isles. The
case studies are chosen to create a spectrum of τc and so sample over the convective
regimes. We primarily focus on the magnitude and spatial characteristics of the per-
turbation growth as a greater understanding of the spatial predictability of convective
events in various situations could lead to improved forecasts of flooding from intense
rainfall events from improved modelling strategy or interpretation of forecasts. This
focus is achieved by testing the hypotheses that (i) there is faster initial perturbation
growth in convective quasi-equilibrium compared to non-equilibrium and (ii) due to
the association of convection with explicit triggers in the non-equilibrium regime (Done
et al., 2006), perturbation growth will be relatively localised for non-equilibrium convec-
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tion but more widespread for events in convective quasi-equilibrium. The sensitivity is
also examined through different perturbation generation variants: the temperature per-
turbations are applied over multiple vertical levels and alongside spatially-correlated
humidity perturbations.
The rest of this paper is structured as follows: the ensembles and diagnostics are
discussed in Section 5.2; the cases considered are outlined in Section 5.3; the perturbation
growth characteristics are examined in Section 5.4; and conclusions and discussion are
presented in Section 5.5.
5.2 Methodology
Ensembles have been run for six case studies labelled A to F (Section 5.3). The model
and control run are described first (Section 5.2.1), followed by the perturbations (Sec-
tion 5.2.2), and the diagnostics (Section 5.2.3).
5.2.1 Model
The Met Office Unified Model (MetUM), at version 8.2, has been used in this study. This
version was operational in summer 2013 and produced forecasts for all but one of the
cases examined. The dynamical core of the MetUM is semi-implicit, semi-Lagrangian
and non-hydrostatic. More details of the dynamical core of the version used in this
study is described by Davies et al. (2005)2. It has parametrizations for unresolved pro-
cesses including a microphysics scheme adapted from Wilson and Ballard (1999), the
Lock et al. (2000) boundary layer scheme, the Best et al. (2011) surface layer scheme,
and the Edwards and Slingo (1996) radiation scheme. The ensembles use the United
Kingdom Variable resolution (UKV) configuration, which has a horizontal grid length
of 1.5 km in the interior domain and so is classed as convection permitting (Clark et al.,
2016). The variable resolution part of the configuration occurs only towards the edges of
the domain, where the grid length ranges from 4 to 1.5 km (Tang et al., 2013). The verti-
cal extent of the model is 40 km, and its 70 levels are staggered such that the resolution
is greatest in the boundary layer (Hanley et al., 2014).
The 36-hour simulations performed here are initiated from the global analysis at
0000 UTC on the day of the event. Due to downscaling of the initial data, a spin-up
of approximately three hours (as estimated from autocorrelations between the control
and perturbed forecasts, not shown) will be taken into account. It is noted that three
hours is likely to be an underestimate of the total spin-up time, however based on the
autocorrelations it is expected that the impact of spin-up will be significantly reduced
2The operational dynamical core of the MetUM has since changed to the Even Newer Dynamics (Wood
et al., 2014).
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after this time in comparison to the perturbation growth.
5.2.2 Perturbation Strategy
Perturbations have been applied to the UKV to create six-member ensembles, using three
different approaches:
1. Horizontal perturbations: horizontally-varying potential temperature perturba-
tions on a single vertical level.
2. Multiple-level perturbations: horizontally-varying potential temperature pertur-
bations with a coherent vertical structure.
3. Humidity perturbations: horizontally-varying correlated potential temperature
and specific humidity perturbations on a single vertical level.
Initial and Boundary condition uncertainty has not been covered here as the operational
convection-permitting ensemble at the Met Office was not operational for all of the cases
considered, hence why only one control member has been used for each case.
5.2.2.1 Horizontal perturbations
Boundary-layer perturbations are applied across the entire horizontal domain based
upon the formulation of Leoncini et al. (2010) and Done et al. (2012):
perturbation(x, y) = Aexp
[
− (x− x0)
2 + (y− y0)2
2σ2
]
,
for A the amplitude of the perturbation, x the position in the zonal direction, y the posi-
tion in the meridional direction, (x0,y0) the central position of the Gaussian distribution,
and σ the standard deviation which determines the spatial scale of the perturbations.
The amplitude is initially set to random values uniformly distributed between ±1. A
superposition of Gaussian distributions is created by centring Gaussian distributions at
every grid point in the domain. This result is scaled to an appropriate amplitude for
the total perturbation as in Leoncini et al. (2010) and Done et al. (2012). Here the per-
turbation field is added to potential temperature and scaled for a maximum amplitude
of 0.1 K. Such an amplitude is typical of potential temperature variations within the
convective boundary layer (e.g. Wyngaard and Cot, 1971). Based on the perturbation
amplitude experiments in Leoncini et al. (2010) (and sensitivity experiments performed
for this study; not shown), increasing the amplitude of the perturbation would increase
the initial growth rate but the value at which the perturbation growth saturates would
not significantly change.
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The standard deviation used is 9 km, a distance at which the model can be expected
to reasonably resolve features (Bierdel et al., 2012; Verrelle et al., 2015). The perturbations
are designed to represent variability in turbulent fluxes that cannot be fully resolved by
the model (via stochastic forcing). They are applied every 15 minutes, corresponding
to around half a typical eddy turnover time for a convective boundary layer (Byers and
Braham, 1948). The perturbations are applied at a model hybrid height of 261.6 m.
The perturbation approach is simplistic, but it allows for effective perturbation
growth at the convective scale (e.g. Raynaud and Bouttier, 2016) and it keeps the synop-
tic situation indistinguishable from the control. The changes in magnitude and position
of convection are solely due to these perturbations. This is a different ensemble genera-
tion method to that used for the operational convection-permitting ensemble at the Met
Office. The operational ensemble uses downscaled initial and boundary conditions from
the global ensemble which modify the synoptic conditions (Bowler et al., 2008, 2009). Re-
cent additions to the operational ensemble include random noise, although this is tiled
across the domain rather than continuous as in our experiments. An example of the per-
turbation field, using 1 K amplitude perturbations is shown in Fig. 2.4, which is shown
again here for convenience.
Figure 5.1: Gaussian perturbations with an amplitude of 1.0 K and standard deviation of 9 km,
applied to the potential temperature within the boundary layer.
5.2.2.2 Multiple-level perturbations
We also investigate the sensitivity of forecasts to perturbations occurring across multiple
vertical levels. These are formed by applying a cosine weighting over the lowest 1 km
with a peak at 261.6 m. The perturbations are non-zero at the first model level and
zero at 1 km, with the weighting being the average of the cosine between each model
level (to take into account the vertical staggering of the grid). The total perturbation
amplitude, when summed across levels, is identical to that of the single-level horizontal
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perturbation experiments, to allow direct comparisons to be made. The perturbations
are applied such that the maximum and minimum of each Gaussian field is co-located,
such that there are only positive or negative perturbations applied to that column, so
cancellation of perturbations do not occur. The multiple-level perturbations have been
performed for cases B and D as they are the most representative examples of the two
convective regimes. As before, perturbations are applied across the entire horizontal
domain every 15 minutes.
5.2.2.3 Humidity perturbations
Humidity has an important role in the initiation of convection as it modifies buoyancy
and equivalent potential temperature. To investigate the sensitivity to humidity pertur-
bations and to allow sensible comparison with the potential temperature perturbation
ensembles, the corresponding buoyancy perturbations are considered. The buoyancy
perturbations may be defined following (Zilitinkevich et al., 1998) as
b′ =
g
θ|z=0
θ′ + 0.61gq′, (5.3)
for b′ the buoyancy perturbation, θ|z=0 the potential temperature on the first model level,
θ′ the potential temperature perturbation and q′ the specific humidity perturbation. As-
suming a strong covariance between θ′ and q′, as found in observations (Wyngaard et al.,
1978), we set
q′ =
θ′
0.61θ|z=0
,
so that specific humidity perturbations are imposed alongside the potential temperature
perturbations with equal contributions to the overall buoyancy perturbations. The am-
plitude of the maximum potential temperature perturbations is taken to be 0.05 K to
keep the maximum buoyancy perturbation identical to that used in the horizontal per-
turbation experiments. Since the resulting specific humidity perturbations are small, the
relative humidity of the system is not greatly modified and we avoid the direct genera-
tion of super-saturated air. As for the multiple-level perturbations, these perturbations
are applied every 15 minutes across the entire domain for cases B and D.
5.2.3 Diagnostics
Diagnostics have been considered that take into account both the magnitude and spatial
context of the perturbation growth. These are described here.
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5.2.3.1 Convective Adjustment Timescale
The convective adjustment timescale is used to characterize where the case studies lie
on the spectrum between the equilibrium and non-equilibrium regimes. It is calculated
very similarly to the method used by Flack et al. (2016). Specifically, a Gaussian kernel,
with a half-width of 60 km, is used to smooth coarse-grained hourly precipitation accu-
mulations and the CAPE before (5.2) is evaluated. A precipitation threshold of 0.2 mm
h−1 is applied to the smoothed data. The hourly model data provides a higher tempo-
ral resolution of the timescale compared to Flack et al. (2016). A threshold timescale of
three hours is considered to distinguish between the equilibrium (shorter τc) and non-
equilibrium (longer τc) regimes.
5.2.3.2 Mean Square Difference
The Mean Square Difference (MSD) is a simple and effective measure for considering
the spread of an ensemble, and has been used for many years at the convective scale
(e.g. Hohenegger et al., 2006; Hohenegger and Scha¨r, 2007a,b; Clark et al., 2009; Leoncini
et al., 2010, 2013; Johnson et al., 2014). It is given by
MSD = γ∑(xp − xc)2, (5.4)
for xp a variable in the perturbed forecast and xc the same variable in the control forecast.
γ is a normalisation factor which depends on the variable considered.
In this study, two variables have been used in the MSD: the temperature on a model
level at approximately 850 hPa and hourly accumulations of precipitation exceeding
1 mm, as an arbitrary threshold to imply convective precipitation. When the temper-
ature is being used the normalisation factor is simply the number of grid points in the
domain, N, γT = 1/N.
The MSD is a grid-point quantity and so is subject to the “double penalty” problem
(Roberts and Lean, 2008) when applied to precipitation at convection-permitting scales.
This problem occurs when a forecast is penalised twice for having precipitation in the
wrong position: once for forecasting precipitation that is not observed and once for fail-
ing to forecast observed precipitation. This can complicate the interpretation of MSD.
Here, we wish to use the precipitation MSD as a measure of changes in precipitation
rates, and hence it is calculated only from those points where the hourly accumulation
exceeds 1 mm in both the perturbed and control forecasts. So that the results are ro-
bust to total precipitation, to enable fair comparisons across the case studies considered,
the normalisation factor considers the total precipitation from all points in the control
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forecast that exceed the threshold. Hence,
γprecip =
1
∑ x2c
.
5.2.3.3 Fractions Skill Score
The FSS was introduced by Roberts and Lean (2008) to combat the “double penalty”
problem. It is a neighbourhood-based technique (Ebert, 2008) used for verification and
is given by
FSS = 1− ∑( f − o)
2
∑ f 2 +∑ o2
,
where f represents the fraction of points with precipitation over a specified threshold
in the forecast (perturbed member in our case) and o represents the fraction of points
with precipitation over the same threshold in the observations (control forecast in our
case). Here a 1 mm h−1 precipitation threshold is applied. The FSS can be adapted to
consider ensemble spread by considering the mean over FSS differences between pairs
of perturbed ensemble members, as proposed by Dey et al. (2014). This gives rise to the
dispersive FSS (dFSS) which can be used as a tool for considering the predictability of
convection (e.g. Johnson and Wang, 2016).
The FSS ranges between zero (forecasts completely different spatially) and unity
(forecasts spatially identical). The distinction between a skilful forecast (with respect
to either observations or to a different ensemble member) and a less skilful forecast is
considered to occur at a value of 0.5 (Roberts and Lean, 2008). Although it provides in-
formation about the spatial structure of perturbation growth, the FSS does not provide
information about the perturbation magnitude.
5.2.3.4 Horizontally-Integrated Difference Total Energy
To assess the vertical structure of the perturbations, the horizontally-integrated differ-
ence total energy (hiDTE) is considered. This is a based on the difference total energy
(DTE) used by Zhang et al. (2003) and was originally considered as a horizontal integral
by Melhauser and Zhang (2012).
The DTE is given by
DTE =
1
2
(
u′u′ + v′v′ +
cp
T0
T′T′
)
, (5.5)
for u the windspeed in the zonal direction; v the windspeed in the meridional direc-
tion; and T the temperature. Primes denote the difference between a perturbed mem-
ber and the control. The DTE is split into the difference kinetic energy, produced by
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the first two terms, and a measure of the difference thermal energy (third term), where
it is normalised to produce a value that does not dominate the changes in kinetic en-
ergy. A larger DTE implies greater spread between the forecast pairs being considered,
whereas a smaller DTE implies similar forecasts. The hiDTE is then obtained from a
mass-weighted integration of (5.5) in the horizontal (i.e. on a model level) such that
hiDTE =
1
2∑i=Ki=0 Mi
i=N
∑
i=0
Mi
(
u′iu
′
i + v
′
iv
′
i +
cp
T0
T′i T
′
i
)
,
for M the mass of air in the grid box and i the index for the grid point in the xy plane,
N the number of grid points on a model level and K the total number of grid points (i.e.,
number of model levels muliplied by N). By considering the hiDTE, the vertical extent
of the perturbations can be examined, and can be related to different areas within the
atmosphere where the perturbation growth is stronger, for example in convective clouds
and the boundary layer.
5.3 Case Studies
A set of case studies is examined which cover a spectrum of convective timescales. This
spectrum enables a picture to emerge of the differences between the regimes in real sce-
narios. The cases have been chosen based upon their average timescale. Five of the cases
(A–E; Fig. 5.2) are presented in order from that most consistently in convective quasi-
equilibrium (A) to that most consistently in non-equilibrium (E). A sixth, more complex,
case (F) will also be presented: this is an example of a temporally-varying regime.
5.3.1 Case A: 20 April 2012
This case was part of the DYnamical and Microphysical Evolution of Convective Storms
(DYMECS) field experiment (Stein et al., 2015) and shows typical conditions for scattered
showers in the British Isles. The 1200 UTC synoptic chart (Fig. 5.2a) shows the situation
that was present throughout the entire forecast. There was a low pressure centre situated
in the north east of the British Isles and several troughs over the country. Furthermore,
the British Isles was positioned to the left of the tropopause-level jet exit (not shown),
implying synoptic-scale uplift. The dominance of large-scale forcing suggests that this
case is likely to be in convective quasi-equilibrium. The different ensemble members
produce showers in different positions (Fig. 5.3a), but have a consistent domain-average
precipitation throughout the forecast with close agreement between the perturbed mem-
bers and the control (Fig. 5.4); this result is expected for an equilibrium case given the
results of Done et al. (2006, 2012) and Keil and Craig (2011). The hypothesis that this is an
equilibrium case is confirmed by τc being consistently below the three-hour throughout
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the domain at the time of initiation (e.g. when precipitation starts; Fig. 5.5).
(a) (b) (c)
(d) (e) (f)
Figure 5.2: Met Office synoptic charts for 1200 UTC on a) 20 April 2012, b) 12 August 2013, c) 27
July 2013, d) 23 July 2013, e) 2 August 2013 and f) 5 August 2013. The figure panel labels refer
to their respective cases (e.g. panel a is for case A). Courtesy of the Met Office (©British Crown
Copyright, a 2012, b-f 2013, Met Office).
5.3.2 Case B: 12 August 2013
In this case a surface low was situated over Scandinavia and the Azores high was be-
ginning to build (Fig. 5.2b), leading to persistent north-westerly flow. An upper-level
cold front trailed a weak surface front and there was a trough passing over Scotland
which provided strong synoptic-scale forcing, suggesting an equilibrium-regime day.
The timescale is consistently below the threshold throughout the domain and this, com-
bined with the synoptic-scale forcing, indicates the convection is in quasi-equilibrium
(Fig. 5.5). The average rainfall is approximately constant at around 3 mm h−1 throughout
the forecast (Fig. 5.4) and the ensemble members place the showers in different positions
in the north of the country, with very few showers in the south (Fig. 5.3b).
5.3.3 Case C: 27 July 2013
This case occurred during the Convective Precipitation Experiment (COPE; Leon et al.,
2016) and was the seventh Intensive Observation Period (IOP). Two MCSs influenced
the British Isles’ weather throughout the forecast period. The first MCS was situated
over mainland Europe influencing the Netherlands, Belgium and south-eastern parts of
the British Isles. The second MCS influenced the majority of the British Isles. This sec-
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(a) (b) (c)
(d) (e) (f)
Figure 5.3: A summary of the ensemble hourly precipitation accumulations greater than 1 mm
given by the number of perturbed ensemble members precipitating at that point in the domain
(colour bar) and the mean sea level pressure from the control forecast (4 hPa contour interval).
Each plot is for 1200 UTC and the red line in b) represents a distance of 100 km. Each panel refers
to the respective case.
ond MCS entered the model domain from the continent. However, unlike the previous
MCS, it travelled north, across the British Isles, throughout the forecast. As this MCS
entered the domain it was associated with a long τc (Fig. 5.5) which later reduced (not
shown); later still, as the MCS intensified in the evening of 27 July, the timescale in-
creased again (not shown). The precipitation associated with the MCS led to flooding in
parts of Leicestershire (Leicestershire County Council, 2014). The heaviest precipitation
was at approximately 0900 UTC, when the MCS made landfall, and at 1900 UTC, when
the MCS intensified (Fig. 5.4). Throughout the day there was persistent light southerly
flow (Fig. 5.2c), with the British Isles being located in the middle of four low pressure
centres. This synoptic situation, together with the long timescale, leads to the classifica-
tion of this case as a non-equilibrium event.
Chapter 5. Convective-Scale Perturbation Growth as a Function of Convective Regime
97
Figure 5.4: The domain-average hourly-accumulation of convective precipitation as a function
of lead time, with all forecasts initiated at 0000 UTC. The thick line represents the control and the
dashed lines represent the perturbed members: Case A (blue), Case B (purple), Case C (pink),
case D (orange), Case E (maroon) and Case F (black). The vertical dashed line at 3 hours denotes
the spin-up time as defined by autocorrelations between forecasts.
5.3.4 Case D: 23 July 2013
This case was IOP 5 of the COPE field campaign. A low pressure system was centred
to the west of the British Isles with several decaying fronts ahead of the main centre
(Fig. 5.2d). The key convection on this day, associated with surface water flooding in
Nottingham (Nottingham City Council, 2015), was ahead of these fronts and located
along a surface trough. There were several convective events forming along this surface
trough, with some of them producing intense precipitation (Fig. 5.4) and all tracking
over similar regions. The convective adjustment timescale (Fig. 5.5) for this event varied
across the domain, but showed long timescales typical of a non-equilibrium event. As
with case C (Fig. 5.3c), case D (Fig. 5.3d) yields relatively consistent positioning of the
precipitation cells in the ensemble members as expected for non-equilibrium convection
(Done et al., 2006; Keil and Craig, 2011; Done et al., 2012).
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Figure 5.5: Maps of the convective adjustment timescale at convective initiation stages through-
out the forecast for each case: a) Case A at 1100 UTC, b) Case B at 1400 UTC, c) Case C at
0600 UTC, d) Case D at 0200 UTC, e) Case E at 1400 UTC and f) Case F at 0800 UTC 6 August,
after the front has passed.
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5.3.5 Case E: 2 August 2013
This case was IOP 10 of the COPE field campaign. The synoptic situation (Fig. 5.2e)
shows a low pressure system centred to the west of Scotland, which led to south-westerly
winds and a convergence line being set up along the North Cornish coastline. The
convective timescale remains above the three-hour threshold throughout the day (not
shown) and throughout most of the domain (Fig. 5.5). The domain-average precipitation
(Fig. 5.4) remains consistent between ensemble members. Given the synoptic situation,
consistent long timescales and consistent positioning of precipitating cells (Fig. 5.3e), this
case is classified as being in the non-equilibrium regime.
5.3.6 Case F: 5 August 2013
This case, IOP 12 of the COPE campaign, has been deliberately chosen as a complex
situation for considering convective-scale perturbation growth. For the first 25 hours of
the forecast a cold front dominates the large-scale situation (Fig. 5.2f). There is embedded
convection associated with this front which led to localised surface water flooding in
Cornwall at 0800 UTC (Cornwall Council, 2015). There are also showers behind the
cold front located near the Outer Hebrides (Fig. 5.3f), which dominate the precipitation
after the front has moved through. Figure 5.3f indicates that the front is consistently
positioned in the ensemble members, but the showers are inconsistently positioned. The
total precipitation across the ensemble members remains fairly consistent throughout
the day after an initial heavy few hours (Fig. 5.4). Due to the temporally-varying nature
of this case it is considered separately to the other cases to highlight potential caveats in
the interpretation of results.
5.4 Results
The perturbation growth for the spectrum of cases is examined in this section consider-
ing the horizontal perturbation experiments (Section 5.4.1) and the sensitivity to the type
of perturbation (Section 5.4.2).
5.4.1 Horizontal Perturbations
The horizontal perturbations are considered here both in terms of the magnitude (Sec-
tion 5.4.1.1) and spatial aspects (Section 5.4.1.2) of the perturbation growth.
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5.4.1.1 Magnitude of Perturbation Growth
We consider first whether the perturbation strategy employed induces biases in the per-
turbed members with respect to the unperturbed control. For all six cases the precipita-
tion was considered both as a timeseries (Fig. 5.4) and by considering shape parameters
in the distribution of hourly accumulations throughout the forecast. Figure 5.4 indicates
that whilst there is some variation between the control forecast (solid lines) and the per-
turbed members (dashed lines) for a given case there are no major systematic differences
between the forecasts. This point is robust to the threshold precipitation value. Fur-
thermore, fitting the hourly-accumulation distributions to a gamma distribution, and
calculating both shape and scale parameters (not shown) indicates that the control lies
within the spread of the perturbed members for both parameters in all cases. This result
was confirmed through the use of a Mann-Whitney U-test which indicates that the con-
trol and perturbed members are from a similar distribution at the 95% confidence level.
Combining the statistical tests with the visual similarity of the precipitation distributions
implies that, unlike for the experiments of Kober and Craig (2016) for example, none of
our perturbed members show any bias to the control. Therefore it is deemed reasonable
to assess member-member comparisons alongside member-control comparisons within
this study.
Figure 5.6 shows the MSD for precipitation using control-member and member-
member comparisons. There is increasing spread with time throughout all of the cases
considered, up until a point when the perturbation growth appears to saturate in some
cases (particularly cases A and B). Whilst the MSD itself is not large, it is similar to results
from Leoncini et al. (2010, 2013) when using similar perturbations and weighting for the
MSD. Differences are apparent when comparing the evolution of the growth across the
cases A–E (Fig. 5.7). A dependence of the MSD on the convection is indicated, as to be
expected from Zhang et al. (2003) and Hohenegger et al. (2006). This dependence on
convection is manifest in the larger temporal variability of the growth of the spread for
the non-equilibrium cases (cases C–E) compared to the smoother and more continuous
growth for the equilibrium cases (A and B) in the first 12 hours of the forecasts. The
dependence on convection is particularly true for case C in which drops in the spread
occur due to the first MCS leaving the domain (at 0600 UTC) and then an increase occurs
when the second MCS enters the domain (between 0800–0900 UTC). This qualitative dif-
ference is also present in member-member comparisons, and when considering different
thresholds for precipitation (not shown). It occurs because of the different behaviour of
convection in the two regimes. In convective quasi-equilibrium convection is continu-
ously being generated to maintain the equilibrium. In contrast, in non-equilibrium there
are periods or places when relatively little convection is occurring prior to being “trig-
gered”; during such periods the growth will reduce before more rapid growth occurs
again when convection initiates. This finding is consistent with Leoncini et al. (2010)
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and Keil and Craig (2011) in which it was indicated that convective-scale perturbation
growth is larger during convective initiation.
(a) (b)
(c) (d)
(e) (f)
Figure 5.6: The normalized mean square difference (MSD) for precipitation as a function of lead
time for cases A–F. The dark blue lines represent control-member comparisons and the grey lines
represent member-member comparisons. The spikes in b) just after 24 hours reach 1.4 and 1.5
respectively. The dashed line at 3 hours represents spin-up time defined by autocorrelations and
the dot-dash line at 25 hours on f) represents the time when the front has completely left the
domain in all ensemble members.
The perturbation growth is considered further in Fig. 5.7 in which the rate of change
of the spread (MSD) is considered. All of the cases, apart from case C where there is
no precipitation within that period, exhibit linear growth during the spin-up phase indi-
cated by the constant (albeit very small O(10−6)h−1) growth rate (Figs. 5.7a, b, d, e and
f). After spin-up in all forecasts there is, to some extent (in most lasting approximately
Chapter 5. Convective-Scale Perturbation Growth as a Function of Convective Regime
102
(a) (b)
(c) (d)
(e) (f)
Figure 5.7: The growth rate for the precipitation MSD as a function of lead time for cases A–
F. The blue lines represent control-member comparisons and the dashed grey lines represent
member-member comparisons. The vertical dashed line at 3 hours represents spin-up time and
the dot-dash line at 25 hours in f) represents the time when the front has completely left the
domain in all ensemble members.
an hour), a period of growth that follows that expected by a linear system (indicated by
a linearly changing growth rate, which indicates a dependence on the MSD with time).
This phase of growth last the longest with the larger-scale features such as the front in
case F (Fig. 5.7f; lasting approximately 8 hours after spin-up) and the large-scale MCS
(Fig. 5.7c lasting approximately 4 hours after spin-up). This longer lasting linear section
agrees with the larger systems of the atmosphere behaving more like linear systems (e.g.
Lorenz, 1969b; Hohenegger and Scha¨r, 2007a).
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After the initial linear phase the graphs become noisy with changes between posi-
tive and negative trends in the growth indicating the move towards non-linear growth.
This occurs earlier in the forecasts where the convection is smaller in scale regardless of
organization and regime (i.e. Cases A and E are very similar in their overall growth pat-
terns). This behaviour further adds to the idea that there are limited differences (which
are not statistically significant) in the magnitude of perturbation growth within the dif-
ferent regimes, based on this style of perturbation growth, but more on the spatial extent
of the events that are being considered.
Furthermore, whilst it is difficult to determine chaotic growth from this type of plot
there is evidence that chaotic growth may be occurring given that there are many places,
particularly in case E, where the member-member comparisons become out-of-phase
with the control-member comparisons suggesting that there may be divergence between
the trajectories.
The perturbation growth is somewhat smoother when considering other variables,
such as the 850 hPa temperature (exhibited by reduced standard deviations, not shown).
Nonetheless, temporal variability makes the concept of saturation difficult to consider in
a meaningful way for this diagnostic. However, a simple aspect of perturbation growth
that remains meaningful across the spectrum is the doubling time. Given the lower tem-
poral variability towards the start of the forecasts in equilibrium conditions compared
to non-equilibrium conditions (Fig. 5.7), it might be postulated that the initial perturba-
tion growth would be faster at the convective quasi-equilibrium range of the spectrum
(i.e., prior to initiation of significant convection in non-equilibrium cases). It might also
be anticipated that greater variability in doubling times exists for the non-equilibrium
member simulations.
Table 5.1 shows the average doubling time (calculated over the linear phase of
growth in the temperature MSD, having allowed for spin-up) for all cases and mem-
bers and the corresponding standard deviations in the doubling time for the ensembles.
Whilst case A has a faster doubling time than case E, there is no consistent increase in
doubling time from case A to E; this implies that the doubling times are not only depen-
dent upon the convective regime. The values calculated are considerably shorter than
those of Hohenegger and Scha¨r (2007a). This difference is most likely due to the higher
resolution of our convection-permitting ensemble (1.5 km grid spacing) compared to
theirs (2.2 km grid spacing); this suggests that model resolution dominates the doubling
time. The results are also consistent with Done et al. (2006) and Keil and Craig (2011)
in that there is a larger spread in the ensemble for cases closer to the non-equilibrium
end of the spectrum indicated by the larger standard deviation in the doubling times
(Table 5.1).
Whilst case F is considered to be a more complex situation, it does exhibit similar
spread to the rest of the cases (Fig. 5.6). Furthermore, the difference in the precipitation
MSD values and spread between the periods dominated by the front and the showers
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Table 5.1:: Average doubling times for the spectrum of cases with standard deviation, calculated
from the temperature at approximately 850 hPa.
Date Doubling Time Standard Deviation
(minutes) (minutes)
Case A 19.2 0.3
Case B 27.0 0.5
Case C 23.6 0.7
Case D 28.3 2.8
Case E 36.3 3.4
Case F 18.4 0.6
is minimal. This is in contrast to an MSD computed over all points: here once the front
leaves the domain the MSD significantly increases when only showers are present as the
“double penalty” problem occurs (MSD for all points not shown).
5.4.1.2 Spatial aspects of Perturbation Growth
Whilst there may be differences in the magnitude of perturbation growth between cases,
they are relatively subtle and not statistically significant. We now consider spatial as-
pects of the perturbation growth. It is hypothesized, given the range of spatial scales
associated with convection in the different regimes, that spatial characteristics of pertur-
bation growth will be dependent upon the regime. This hypothesis is first considered by
simple diagnosis of the fraction of common points and then via the use of the FSS and
dFSS.
We define common points to be those points which exceed an hourly-precipitation
accumulation of 1 mm in both an ensemble member and the control. This allows the
fraction of common points (Fcommon) to be defined as the ratio of the number of common
points to the total number of precipitating points. When considering Fcommon across the
spectrum of cases (Fig. 5.8) the most notable difference is the localisation of the pertur-
bation growth at the non-equilibrium end of the spectrum. The cases at the equilibrium
end of the spectrum (cases A and B) show a rapid reduction in Fcommon with forecast lead
time. In those cases Fcommon reduces to around 20–25%. This even approaches the frac-
tion that would be expected by pure chance, given the number of precipitating points in
the control forecast and assuming all precipitating points to be randomly located within
the model domain. This is linked to the model being unable to determine the exact trig-
gering mechanism that is causing the showers to occur at one location over another.
On the other hand, the cases towards the non-equilibrium end of the spectrum retain
a larger fraction of common points and have a large difference between that fraction and
that which would be expected by chance (particularly for cases C and D which have 40–
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(a) (b)
(c) (d)
(e) (f)
Figure 5.8: The fraction of points that have hourly precipitation accumulations greater than 1 mm
at the same position in both forecasts considered as a function of forecast time for cases A–F: the
dark blue lines represent control-member comparisons and grey lines represent member-member
comparisons. The dashed line at 3 hours represents spin-up time and the dot-dash line at 25
hours on f) represents the time when the front has completely left the domain in all ensemble
members. The red line on all panels represents the fraction of points that would be the same in
both forecasts through chance based on the number of precipitating points in the control forecast.
60% common points by the end of the simulation). This agreement in the positioning
of convective events that show non-equilibrium characteristics is consistent with Done
et al. (2006) and Keil and Craig (2011), and that the model is able to determine the distinct
triggers initiating these events.
Case E (Fig. 5.8e) has the longest timescale for the decay of Fcommon; however, Fcommon
is closer to that expected by chance than for the other two cases (C and D) towards
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the non-equilibrium end of the spectrum. These results are likely due to there being a
large spread of timescale values across the domain in case E, allowing for some mix of
growth characteristics despite the overall predominance of non-equilibrium characteris-
tics (Fig. 5.5b). Considering this further based on the forecast of chance, case E is closer
to the separation, between forecasts and chance, exhibited by case B than case A. Case B
is further from chance than case A because there is an element of local forcing involved
from the orography in the region where the showers are forming. Therefore it can be
concluded that the element of local forcing is improving the spatial predictability for
case B, whereas the elements of the equilibrium regime limit the predictability in case
E. The results also hold for member–member comparisons, and the same considerations
apply to the FSS analysis.
The large-scale cold front in case F (Fig. 5.8f) has a consistent positioning in the per-
turbed members for the length of time that the front remains in the domain (approx-
imately 25 h). After the front has left the domain, showers are the dominant form of
precipitation. There is a sharp drop in Fcommon at about the time the front leaves the do-
main, reflecting the change from a frontal to an equilibrium, scattered showers, regime.
As with the MSD, these results are robust to the precipitation threshold used, thus indi-
cating that the convective regime has a strong influence on the spatial predictability as
in Done et al. (2006, 2012).
The FSS and dFSS results (Fig. 5.9) indicate the perturbation growth across multiple
scales. They allow for consideration of the scale at which two forecasts agree with each
other, and hence provide evidence of the scale at which perturbation growth is occurring.
For all of the cases it can be seen that there is greater agreement as the neighbourhood
size increases and that the disagreement occurs more rapidly at the gridscale. These are
expected properties of the diagnostic (e.g. Roberts and Lean, 2008; Dey et al., 2014).
There is a clear difference in behaviour between those cases closer to convective equi-
librium and those closer to non-equilibrium. The equilibrium cases, A and B, are no
longer “skilful” at the gridscale after 13 and 9 hours, respectively. In contrast, the non-
equilibrium cases, C and D, remain skilful at the gridscale throughout the forecast while
case E remains skilful until 20 hours (and does not drop far below the skilful threshold,
unlike cases A and B). These results show that there is strong predictability in the loca-
tion of precipitation at O(1 km) for the non-equilibrium forecasts but markedly weaker
predictability in location (O(10 km)) for the equilibrium forecasts.
Case F (Fig. 5.9f) again illustrates the complexity arising from an evolving synoptic
situation. There is strong agreement in the positioning of the front on all scales with high
values of FSS, but once the front leaves the domain there is a sharp reduction in the FSS
implying disagreement in the positioning of the showers as the regime becomes closer
to convective quasi-equilibrium.
As with the previous diagnostics, there is little distinction between member-member
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Figure 5.9: The Fractions Skill Score (FSS) between the control and perturbed runs for hourly
accumulations with a threshold of 1 mm as a function of time, for cases A–F. The black lines
represent the FSS at the gridscale, the blue line represents a neighbourhood width of 10.5 km, the
purple a neighbourhood width of 31.5 km and the green a neighbourhood width of 61.5 km. The
dashed red line (FSS = 0.5) represents the separation between a skilful forecast with respect to the
control and not: those neighbourhoods with an FSS greater than 0.5 are considered to have high
locational predictability, and those with an FSS less than 0.5 are considered to be unpredictable
(in terms of location). The paler lines represent member-member comparisons, with the vertical
dot-dashed line representing spin-up time and the dot-dot-dash line representing the time the
front leaves the domain for case F.
and member-control forecast comparisons: the dFSS shows similar results to the FSS
and the results are robust to the precipitation threshold considered. Taking together
Figs. 5.3, 5.8 and 5.9, we find that more organized convection (associated with the non-
equilibrium regime) has greater locational predictability and more localised perturbation
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growth compared to convective quasi-equilibrium cases. Considering also the evolution
of the MSD (Fig. 5.6), we conclude that the perturbations used have more of an influence
on the positioning of precipitation at the quasi-equilibrium end of the spectrum (and
hence details of location should not be trusted by forecasters) and more of an influence
on the magnitude of precipitation towards the non-equilibrium end of the spectrum.
5.4.2 Other Perturbation Ensembles
Convection is sensitive to multiple aspects of the atmosphere and as such could be sensi-
tive to variations in the perturbation technique; these variations are now considered for
cases B and D. Table 5.2 shows the average values and range of the MSD for hourly ac-
cumulations of precipitation and for Fcommon for each of the perturbation types applied.
The values are calculated over the last 24 hours of the forecast to avoid any spin-up ef-
fects. There is little dependence of these diagnostic values on the perturbation technique
that is used and the differences between the two cases are far larger than any differences
between the perturbation types for a given case. The main influence of the humidity
perturbations is to increase the growth rate (not shown); however they result in simi-
lar values to the other methods (Table 5.2). The reason why there is so little difference
between the multiple-level and single-level perturbations is now considered further.
The vertical structure of the perturbation growth (as measured by hiDTE) is pre-
sented in Fig. 5.10 to show the impact of the perturbations early in the forecast and at a
later time. At both times the vertical structure is found to be independent of the pertur-
bation strategy used for a given case, as the dashed lines are indistinguishable from the
solid lines. This may in part be due to the position in the model code at which the pertur-
bations have been added. Perturbations are applied immediately before the boundary
layer scheme is activated in the timestep. Consequently, the perturbations are immedi-
ately processed by the boundary layer scheme and spread throughout the vertical. The
results here confirm that this strategy is sufficient to negate any need to perturb across
multiple levels.
The hiDTE in Fig. 5.10 indicates that there is no significant increase or decrease in the
hiDTE immediately above or below the tropopause and that most of the perturbation
energy is coming from within the troposphere. It is specifically located in the boundary
layer, where the perturbations are being added, so they are expected to have a large
impact, but also towards the region associated with the convective cloud tops. This is
indicated by the sharp drop off in the black lines in Fig. 5.10 which show the number
of points with a relative humidity above 90%, and which are used as a proxy for the
presence of cloud.
This association of the hiDTE with the convective cloud is further demonstrated by
considering the hiDTE present from only those points with a relative humidity above
90% (Figs. 5.10c and d). This dependence upon the local humidity is present irrespective
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Table 5.2:: The average and range of the ensemble spread and fractional coverage as a function of
perturbation type over the last 24 hours of the forecasts.
Case Perturbation Average Range
MSDprecipitation Case B HORIZONTAL 0.20 0.07
MULTIPLE-LEVEL 0.20 0.10
HUMIDITY 0.19 0.09
Case D HORIZONTAL 0.31 0.08
MULTIPLE-LEVEL 0.30 0.08
HUMIDITY 0.33 0.09
Fcommon Case B HORIZONTAL 0.26 0.03
MULTIPLE-LEVEL 0.27 0.03
HUMIDITY 0.24 0.03
Case D HORIZONTAL 0.51 0.03
MULTIPLE-LEVEL 0.52 0.03
HUMIDITY 0.50 0.03
of the regime that the convection occurs in, and makes up the majority of the hiDTE in
the lower 500 hPa of the atmosphere. This result agrees with the theory of upscale-error
growth, as the first stage of the upscale error-growth model is caused by variations in the
convective mass flux (Zhang et al., 2007; Selz and Craig, 2015). The evolution in time of
the vertical hiDTE profile is consistent with a structure that varies with the development
of the cloud.
5.5 Conclusions and Discussions
Whilst convection-permitting ensembles have led to a greater understanding of
convective-scale predictability, the links with the synoptic-scale environment are still be-
ing uncovered. The convective adjustment timescale is used to determine how convec-
tion links to the synoptic scale and thus give an indication of the convective regime. By
using Gaussian perturbations inside the UKV configuration of the MetUM, a convection-
permitting ensemble is generated for a spectrum of convective cases and for a more com-
plex case with regime transitions.
The perturbed members were shown to produce similar precipitation distributions
to each other and so the perturbations did not introduce bias, unlike those of Kober
and Craig (2016). The difference between the studies is likely due to larger perturba-
tion amplitudes being introduced at some locations by the physically-based stochastic
perturbation method of Kober and Craig (2016). There were limited differences in the
magnitude of the perturbation growth throughout the spectrum of convective cases con-
sidered, although there were larger ensemble spreads for non-equilibrium events com-
pared to the equilibrium events, in agreement with Keil and Craig (2011) and Keil et al.
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(a) (b)
(c) (d)
Figure 5.10: The horizontally-integrated difference total energy (hiDTE) for 0400 (blue lines) and
1500 UTC (red lines) for a) case B and b) case D. The solid (darker) lines represent the hiDTE
calculated from the horizontal perturbation ensemble and the dashed (paler) lines represents
the multiple-level perturbations ensemble. The hiDTE integrated over points with a relative
humidity greater than 90% is shown for c) case B and d) case D. The black lines in c) and d)
show the fraction of points with a relative humidity above 90% in each layer. The tropopause
and boundary layer height are also marked on each case.
(2014). One of the reasons for the subtle differences in the magnitude of the perturba-
tion growth between regimes, in our study compared to previous studies, is that here
we use only the common points between ensemble members and the control in our pre-
cipitation MSD diagnostic. This eliminates the impact of the “double penalty” problem
which would occur if every point in the domain was used in the precipitation MSD.
Differences in the doubling times between the regimes were also somewhat subtle, the
non-equilibrium cases having slower growth than the equilibrium cases. However, the
variation in doubling times amongst ensemble members was markedly larger for the
non-equilibrium events. This result reflects the generally larger temporal variability for
the non-equilibrium cases compared with the equilibrium cases. Such variability is con-
sistent with the expectation that convection is fairly continuous in equilibrium condi-
tions and is more sporadic for non-equilibrium conditions, further demonstrating that
the perturbation growth is closely dependent upon the evolution of convection in agree-
ment with Zhang et al. (2003), Hohenegger et al. (2006) and Selz and Craig (2015).
Whilst there are some differences when considering the predictability of intensity be-
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tween ensemble members, the more striking differences emerge when considering spa-
tial aspects of the perturbation growth. In the equilibrium regime, the small boundary-
layer perturbations are sufficient to displace the locations of the convective cells, to an
extent that may even approach a random relocation of the cells. This gives rise to per-
turbation growth at scales on the order of the cloud spacing, here O(10 km). In the non-
equilibrium regime, the perturbations are much less effective at displacing cells, but may
perturb the development of the cells. Hence, the perturbation growth is more localised
to scales on the order of the cell size, here O(1 km). These results were particularly
apparent from consideration of the FSS and dFSS and have implications for forecaster
interpretations of convective-permitting simulations such as the locations of warnings
of flooding from intense rainfall events. The regime difference may be due to distinct
triggering mechanisms being necessary and identifiable in models in non-equilibrium
cases, such as localised uplift associated with convergence lines or orography (Keil and
Craig, 2011; Keil et al., 2014). The perturbation growth for case E presented less locali-
sation than might have been anticipated given its large spatial-mean τc. However, it did
present a relatively large spatial variation of the timescale, suggesting a mixed regime.
All of these results were robust to varying the precipitation threshold considered
(not shown). Results were also tested against variations of the perturbation strategy in-
cluding perturbing across multiple vertical levels and applying correlated humidity and
potential temperature perturbations. The ensembles were not sensitive to perturbations
across multiple vertical levels as in Johnson et al. (2014), who found marginal improve-
ment using their recursive perturbations, and analogously to Lean (2006) and Leoncini
et al. (2013) who found results that were insensitive to the vertical location of their per-
turbations. This is most likely because the single-level perturbations were immediately
mixed throughout the underlying convective boundary layer by the boundary-layer
parametrization (Fig. 5.10). The inclusion of specific humidity perturbations did pro-
duce initially faster growth, but did not result in any extra spread when the magnitude
of the buoyancy perturbation was kept identical.
A more complex frontal case (case F) was examined to consider whether the sim-
ple convective regime classification remains useful in more complex, spatially and
temporally-varying cases. Specifically, the presence of a cold front dominated the rainfall
pattern for the first 25 hours of the forecast and showers behind the front dominated the
final 11 hours. The case highlights that the simple regime classification with τc may not
provide sufficient information on the convection embedded within the front since the
large-scale characteristics of the front dominate the perturbation growth. However, the
simple regime concept became useful for consideration of perturbation growth once the
front had left the domain, since growth within the post-frontal convection was consistent
with expectations based on the equilibrium cases considered.
The dependence of convective-scale perturbation growth on convective regime, par-
ticularly from the perspective of spatial structure, suggests that different strategies may
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be preferable for prediction in the two regimes. Large-member ensembles may be more
valuable for forecasting events in convective quasi-equilibrium due to the larger uncer-
tainties in spatial location and higher resolution forecasts adding little benefit after the
first 12 hours (Craig et al., 2012). However, higher resolution forecasts may be more valu-
able for non-equilibrium events due to their high spatial predictability, with agreement
in location being retained at the kilometre scale despite boundary-layer perturbations.
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6.1 Conclusions
This thesis has been aimed at determining the spatial scales of perturbation growth (and
thus predictability) in convective-scale ensembles within different regimes, based on
convective events in the British Isles. Specific topics that have been considered are the
frequency of convective regimes and the regimes’ links with predictability. Three main
objectives have been pursued:
1. Determine the sensitivity of the Done et al. (2006) convective adjustment timescale
to its calculation method.
2. Characterise convective regimes over the British Isles through the use of the Done
et al. (2006) convective adjustment timescale.
3. Determine the quantitative differences in model physics perturbation growth evo-
lution in convective quasi-equilibrium and non-equilibrium convection in terms of
both the magnitude and spatial aspects of perturbation growth.
The first two of these objectives provide a context for considering the answers to the
following open questions:
• Is convective-scale perturbation growth more localised for events in non-
equilibrium convection?
• Does one perturbation strategy influence one regime more compared to the other
(i.e. are stochastic perturbations effective in both regimes or only one)?
This thesis have been presented as a method development chapter and two papers.
The major conclusions are now summarised, and a further subsection (section 6.1.4) de-
scribes the contribution of this thesis to the field. Potential implications of the thesis are
presented in Section 6.2, whilst future work is considered in Section 6.3 and a concluding
remark is made in Section 6.4.
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6.1.1 The Convective Adjustment Timescale: Method Development
The convective adjustment timescale, first introduced by Done et al. (2006), has been
used as a diagnostic to determine the convective regime of convective events through-
out this thesis. However, in the previously published literature a range of methods have
been used to calculate this diagnostic. Consequently, method development via sensi-
tivity tests is required to determine the impact of these different methods (and variants
thereof) to the interpretation of the timescale. The timescale calculations for a selec-
tion of cases were compared against three criteria to compare the methods. The criteria
were based on the existence of temporal and spatial noise and whether an environmen-
tal or cloud-based quantity was being calculated. From these sensitivity tests it was
determined that the method used since Keil and Craig (2011) (a Gaussian kernel, of half-
width of approximately 60 km, to smooth both the CAPE and precipitation field before
the calculation is applied) is the most suitable for obtaining a smooth timescale field that
nonetheless indicates localised features in an environment. This work indicated that the
timescale is sensitive to its calculation method. The sensitivity is most strongly reduced
when precipitation accumulations, over 1–3 hours, are used. If accumulations are used
the regime separation remains consistent across other variants of the methods, although
the exact values of the timescale can vary by a factor of 5. This consistency between
methods, when accumulations are used, implies that the results of earlier studies that
used different methods to calculate the timescale (i.e. Done et al. (2006) and Molini et al.
(2011)) provided meaningful results. However, it is worth noting, as discussed in detail
in Section 2.1.3, that there is another method that has been used to calculate the con-
vective adjustment timescale (that of Surcel et al., 2016), but this is not deemed to be an
appropriate method to calculate the timescale.
6.1.2 Paper 1: Characterization of Convective Regimes over the British Isles
Now that a method has been established that yields a robust timescale, this diagnos-
tic can be used to characterize the convection, and hence the regimes, over the British
Isles. In the first paper presented in this thesis, a model-derived convective adjustment
timescale climatology was created for the British Isles for the summers (JJA) of 2012–2014
using coarse-grained model precipitation and CAPE. Although coarse graining reduces
the information being given, compared to using high-resolution data, the regime sepa-
ration remains similar to that obtained from high-resolution data and the calculation of
the timescale was faster compared to using data from the UKV at its native resolution.
It was found that convection typically occurs in convective quasi-equilibrium over
the British Isles with 85% of convection occurring in this regime, when a threshold of
three hours is considered. This contrasts with Germany which had approximately 45%
of convection occurring in this regime, based on the same threshold (Zimmer et al., 2011).
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Non-equilibrium events were found to be more frequent in the south of the British Isles,
and a diurnal cycle of the timescale was found that led that of precipitation and was
similar to that of CAPE. There was also a link with the large-scale wind direction, indi-
cating that non-equilibrium events most often form when winds are from the south and
west sectors, particularly at intermediate windspeeds (5–15 m s−1). Whilst this is a short
climatology (3 seasons), so does not represent all of the variability, it covers a range of
summers in terms of the total precipitation from wetter to drier than average.
This work has implications within the research community because it implies that the
focus on convection in the British Isles should be aimed to more equilibrium-type scenar-
ios. There are further potential implications for forecast design (section 6.2.1) as, along-
side the work on convective-scale perturbation growth (section 6.1.3), the results may
provide a useful starting point for considering adaptive forecasting systems (in which
high-resolution forecasts or large-member ensembles are used when appropriate, based
upon the environmental conditions) for the British Isles. Furthermore, understanding
each regime’s frequency at particular location has potential implications for operational
meteorologists, as the frequencies could be of particular help in the interpretation of
forecasts as it will indicate the most likely type of events that will be present (i.e. there is
a stronger chance of an area having scattered showers if the quasi-equilibrium regime is
more frequent compared to the non-equilibrium regime).
6.1.3 Paper 2: Convective-Scale Perturbation Growth as a Function of Convec-
tive Regime
Given that the frequencies of the regimes have been determined for the British Isles the
behaviour exhibited by convection in NWP models can be considered, in terms of the
regimes, to aid in the interpretation of forecasts. In the second paper presented in the
thesis, the UKV configuration of the MetUM is perturbed with Gaussian buoyancy per-
turbations to create six-member ensembles. These ensembles were used to examine the
behaviour of convection across a spectrum of five cases ranging from consistently con-
vective quasi-equilibrium to consistently non-equilibrium convection. A further (sixth)
case is examined to show that the concept of regimes is still useful in situations involving
convection embedded in fronts and scattered showers behind the front.
Whilst it has not been mathematically shown in this thesis, due to the complexity
of the evolving large-scale flow in real case studies, it is clear from Fig. 5.7 that all of
the cases show some elements of the four types of perturbation growth (linear, expo-
nential, non-linear and chaotic), particularly non-linear growth as described in Bertugila
and Vaio (2005). There are no large systematic differences between the magnitude of the
perturbation growth across the spectrum. However, the growth at the non-equilibrium
end of the spectrum shows larger temporal variability than that at the equilibrium end
of the spectrum; this is indicated by the larger standard deviations in the perturbation
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doubling time at that end of the spectrum (Table 5.2). However, the key differences be-
tween the regimes occur when considering the spatial aspects of the forecasts. Using
the FSS indicated that events towards the non-equilibrium end of the spectrum retained
agreement with increasing lead time, between forecasts, in the position of convective
events on the order of 1 km (grid length). On the other hand, the equilibrium end of the
spectrum had to be upscaled to the order of 10 km before there was consistent agree-
ment with increasing lead time. Whilst this result may be sensitive to the perturbation
strategy used (i.e. not including initial or boundary condition perturbations) it gives an
idea of the intrinsic predictability of the system and as such the potential problems that
operational meteorologists face when considering the position of convective events and
the potential for issuing warnings associated with the risk of flash flooding from these
events.
6.1.4 Contribution
This thesis has made many contributions to further the understanding of convective
regimes within the British Isles and also the behaviour of convection in the regimes in
high-resolution ensembles. It has also gone further to explore the properties of the con-
vective adjustment timescale than any previous published works. The key contributions
for this work are summarised below:
1. Three criteria were developed to allow a representative convective timescale to be
identified, focusing on the spatial and temporal characteristics of the timescale and
the environment in which it was calculated.
2. The convective adjustment timescale is shown to be sensitive to the averaging
technique applied in its calculation when instantaneous precipitation rates are
used. This is particularly true if the model data used relies upon a convective
parametrization. The sensitivity occurs as the closure of the scheme dominates the
convective adjustment timescale if only precipitating points are used in the calcu-
lation.
3. The sensitivity of the convective adjustment timescale to its calculation method is
shown to be much reduced by using precipitation accumulations (over 1–3 hours)
converted into an average precipitation rate rather than instantaneous precipita-
tion rates.
4. The first climatology for the convective adjustment timescale for a maritime cli-
mate is presented, showing that 85% of the convection occurring over the summer
(June, July and August) in the British Isles is in convective quasi-equilibrium.
5. A scale break is shown to occur in the frequency distribution between convective
quasi-equilibrium and non-equilibrium at 3–8 hours. This scale break result is in-
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dicated through the presence of a steeper gradient (beyond 3–8 hours) compared
to the shallower gradient shown before 3 hours.
6. A diurnal cycle in the convective adjustment timescale has been found. The cycle
is stronger over land than over the oceans, and reaches a maximum in the mid-
morning. This diurnal cycle in the convective adjustment timescale is linked to
those shown by CAPE and precipitation; the convective adjustment timescale’s
diurnal cycle leads that of CAPE and precipitation by three and six hours respec-
tively.
7. The convective adjustment timescale (and hence the convective regime) is linked
to the large-scale wind direction and speed, with most non-equilibrium events be-
ing associated with winds at a model level hybrid-height of 1.4 km (i.e. middle to
the top of the boundary layer) from southerly or westerly directions and at inter-
mediate windspeeds (5–15 m s−1).
8. Perturbation growth is quantitatively shown to be more localised for the non-
equilibrium regime (on the order of 1 km) compared to the convective quasi-
equilibrium regime (on the order of 10 km), through the use of the Fractions Skill
Score.
9. Temporal variability, on short timescales, is more strongly evident in some diag-
nostics of ensemble spread (such as a mean squared difference diagnostic of pre-
cipitation) in the non-equilibrium regime than in convective quasi-equilibrium in
the first 12 hours of the forecast. This difference is shown by a larger range in
mean squared difference diagnostics and larger standard deviations in the dou-
bling times of the perturbation growth.
10. Forecasts for the location of convective precipitation cells in convective quasi-
equilibrium are shown to be close to chance after the first 12 hours of the forecast.
This closeness to chance is based on the number of points precipitating in both the
control and perturbed forecast.
11. The concept of convective regimes is shown to still be useful in a frontal situation
where the regime changes rapidly. When the regime changes the characteristics of
the perturbation growth rapidly change to be characteristic of the new regime. This
is shown by considering the Fractions Skill Score which shows strong agreement
in location of a front which changes to weak agreement in location of showers in
convective quasi-equilibrium behind the front.
In the above contributions points 1–3 refer to contributions from Chapter 3, points
4–7 are contributions from Chapter 4, and points 8–11 are contributions from Chapter 5.
These contributions have implications for both the research and forecasting communi-
ties, which are discussed next.
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6.2 Implications
The main implications of this thesis for the meteorological community can be broadly
split into three categories: convective-scale ensemble design (section 6.2.1), forecast in-
terpretation (section 6.2.2) and adaptive forecasting systems (section 6.2.3).
6.2.1 Convective-Scale Ensemble Design
The design of convective-scale ensembles has been an area of research since supercom-
puting capabilities first allowed the potential for this type of forecast operationally, from
around 2005 onwards. The work presented here adds to the evidence of Hohenegger
and Scha¨r (2007b); Leoncini et al. (2010); Done et al. (2012); Leoncini et al. (2013); Ray-
naud and Bouttier (2016) to name but a few, in showing that variability on the scales not
resolved by the model (i.e. turbulence fluctuations - represented by Gaussian perturba-
tions) is important for producing spread in the ensemble on larger scales. However, the
sensitivity experiments here show that it does not appear to matter how the model is
perturbed provided the perturbations are based in the boundary layer) when variations
on the same technique are applied, i.e. changing the standard deviation of the Gaussian
bump or applying the bump over multiple levels, as in Hohenegger and Scha¨r (2007b)
and Johnson and Wang (2016). However, it is also noted that different types of perturba-
tions (e.g. stochastic perturbations or changes to model parameters) might work more
effectively for producing spread in the equilibrium or non-equilibrium regime.
The stochastic boundary-layer perturbations used in this thesis are effective in mov-
ing the position of convective cells in convective-quasi-equilibrium. Therefore it is sug-
gested that a way to provide appropriate variability in convective-scale ensembles is to
include stochastic boundary-layer perturbations alongside changes to model parame-
ters, e.g. fall velocities of ice particles in microphysics schemes, to ensure that variability
in both regimes is covered in terms of either movement of the precipitation cells or the
magnitude of the precipitation intensity. Indeed, stochastic boundary layer schemes are
currently being tested for such a purpose (e.g. Kober and Craig, 2016).
6.2.2 Forecast Interpretation
Operational meteorologists are always looking for techniques that can be used to help
improve the interpretation of forecasts, particularly for high-impact weather events such
as flooding associated with convection. Given the range of behaviour shown within this
thesis, and in the literature (e.g. Done et al., 2006; Keil and Craig, 2011; Craig et al., 2012;
Keil et al., 2014; Ku¨hnlein et al., 2014), the convective adjustment timescale could be a
useful diagnostic for aiding the interpretation of forecasts.
Such aid can come in the form of determining which aspects of the forecasts are likely
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to be more predictable, depending on the regime. An example, based on the intrinsic
predictability experiments in this thesis, would be that the location of events with a long
convective timescale (non-equilibrium events) are likely be predictable, even down to
the gridscale. On the other hand, events with a shorter convective timescale (equilibrium
events) are likely to be anywhere within a region that has a half-width of approximately
10 km. These values for the scale of predictability are best case estimates that assume
perfect boundary and initial conditions. In reality these estimates are likely to be much
larger, as initial and boundary condition variation has not been taken into account in
these experiments, i.e. values from practical predictability experiments will be consid-
erably bigger. This will help the interpretation in terms of whether warnings should be
issued and, if so, over which regions.
Currently situations in equilibrium are difficult to warn for given that there is a
“large” area that the convection could occur in. The results from this thesis could help to
reduce this “large” region to a region that is defined by a contiguous region defined by
the extremities of a 10 km warning circle from each cell. This improvement in warning
size is best illustrated through an example (Fig. 6.1). Consider a hypothetical situation
in which a forecast for a triangular country suggests that there is the potential for flood-
producing convective storms. The options would traditionally be to warn the whole
country or not warn anywhere as the spatial uncertainty is likely to be high and not
well characterised. However, results from this thesis suggest that the region that is most
likely to be influenced could be warned. A suitable warning area could be setup by con-
sidering the location of each convective event and assuming that it has been misplaced
by up (a rather optimistic as this is based on intrinsic predictability experiments) 10 km.
If a locus of points where this event could occur is defined and this is done for all of the
potential events then joining extremities of this region will define the warning region,
and hence the region that is most likely to be influenced by the flood-producing storms
(Fig. 6.1a). This can further be extended to consider the use for an ensemble in which the
initial and boundary conditions have been varied1 via considering the final warning re-
gion generated by this method and determining whether any cells have been displaced
outside of this region by the initial and boundary condition perturbations. If a cell has
been displaced outside of this region the warning region is then expanded to take this
into account. Another option considers that the flood-producing showers could occur
anywhere within a region with a timescale that indicates convective quasi-equilibrium
conditions, so it is therefore sensible to warn for the region in which the timescale value
is low (Fig. 6.1b).
1Using the locus of points automatically takes into account the model physics perturbations applied in
this thesis, hence why an extension for initial and boundary conditions is presented here, and not all three
perturbation types.
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Figure 6.1: A schematic showing the warning region defined by the uncertainty associated with
each convective cell. The x marks the forecast location of a shower, the dashed blue circles repre-
sent the uncertainty associated with the position of each shower and the red line represents the
total warning area and the triangle represents the country effected by the convection. Panel a
shows a clean example where there is plenty of overlap the locus of points, whereas b shows an
example where there is no overlap between the locus of points, and so the warning is placed for
the entire region in convective-quasi-equilibrium.
6.2.3 Adaptive Forecasting
One of the key impacts for this work is in looking to the future of forecasting. The
idea of adaptive forecasting was presented in Done et al. (2006); however the evidence
for which situations the forecasting method should be changed has been gathering since.
Combining the evidence from Done et al. (2006); Keil and Craig (2011); Craig et al. (2012),
Keil and Craig (2011); Ku¨hnlein et al. (2014); Kober et al. (2014) and this thesis allows
the idea of adaptive forecasting to move towards a reality. Given that the timescale is
a useful diagnostic for splitting between the regimes, along with the evidence of there
being different perturbation-growth behaviour of forecasts in different regimes, a design
can be made that combines all of this. A proposal for an adaptive forecasting system
for the British Isles is shown in Fig. 6.2, with the bottom level (rectangular boxes) of the
flow chart suggesting potential methods that could be used to achieve either the high-
resolution forecasting or the large-member ensembles.
Realistically, due to the complexity of adaptive forecasting systems, it is likely to be
several years before operational centres consider the idea of adaptive forecasting sys-
tems. However, it is entirely plausible that research into this area will continue and
begin to develop in areas of meteorology outside of convection.
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6.3 Future Work
In addition to further research into the possible use of adaptive forecasting and further
development of the ideas surrounding adaptive forecasts there are many other areas
that this thesis has shown are worth examining in more detail. A few examples are high-
lighted here, which consider the open questions related to convective regime frequency
and convective-scale practical predictability.
In the first paper a climatology was created for the British Isles. It would be worth
considering calculating an extended timescale climatology to give more of an indication
of the rarity of non-equilibrium events in the British Isles. This would be somewhat
similar to the Zimmer et al. (2011) climatology over Germany, however it would consider
convection across the entire year rather than just the summer or an extended summer.
This longer climatology could then be used to answer the following questions:
• Is there seasonality to the convective regimes (and thus predictability of convec-
tion) in the British Isles?
• Is there any inter-annual variability in the convective regimes (and thus pre-
dictability of convection) in the British Isles?
Furthermore, it would be worth comparing this extended climatology with one made
from observations and different models to allow and assessment of how well different
models can produce the correct convective regimes. This research topic could further
indicate areas where improvements in the modelling of convection can be made for dif-
ferent operational and research NWP models.
When considering the work presented on perturbation growth, there is evidence that
further work needs to be done to consider perturbation growth across multiple-scales
and the sensitivity to different scales of perturbations. This work could build on re-
cent studies such as Johnson and Wang (2016) who showed that variabilities on scales
that are not resolvable by the model were needed alongside large-scale perturbations to
help improve the spread of convective-scale ensembles. The perturbations used in John-
son and Wang (2016) were similar to those used here, and it would be worth making
these perturbations more physical (to include variations with time) and applying them
in a stochastic boundary layer scheme as in Kober and Craig (2016) to extend this work
further. Indeed, there is some related work considering physically-based perturbations
in the UKV currently underway (P. Clark and C. Halliwell: personal communication).
Whilst Johnson and Wang (2016), Kober and Craig (2016) and the work presented here
are useful in paving the way forward for this line of research, and giving useful compari-
son studies for future work in the field, this work should start to move towards practical
predictability experiments. A move towards practical predictability experiments will
have a greater impact on the forecasting community, and general public, for the dissemi-
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nation of warnings for severe events and hazards associated with convection. Questions
related to this area that need to be considered include
• What is the relative importance of initial condition vs. boundary conditions vs.
model physics perturbations in the different regimes for the spatial aspects of the
forecast?
• On what scale is the dominant source of uncertainty?
• Does this scale depend on the underlying convective regime?
• Does this scale depend on lead time?
• When stochastic noise is added into convection-permitting models, is it the appro-
priate type of noise? (i.e. are we correct in using Gaussian noise or should Poisson
noise be used to create the stochastic perturbations?)
To assess this work from a practical predictability stand point would require the running
of perturbation schemes in existing (operational) ensembles. This could then be further
examined with the use of parametrizations with inbuilt stochastic perturbations (as op-
posed to adding separate stochastic perturbations, as in this thesis) to create a super-
ensemble and using scale-aware techniques (such as the FSS and dFSS) to consider the
growth across multiple scales.
6.4 Closing Remark
Convection still remains one of the biggest forecasting challenges to the meteorological
community and whilst improvements have been made over the past decade there is still
more to be done. This includes improvements in the spatial positioning of convective
cells in NWP models, improved understanding of microphysical processes involved in
the formation of convective clouds and convective-scale predictability in different situa-
tions based on different techniques. Research into these areas will indicate where model
improvements can be made beyond increasing resolution of models, as there is likely
to come a time where this will have limited benefit. Furthermore if the emphasis of
NWP improvements shifts from increasing resolution to accounting for uncertainty it
could also promote the idea of probabilistic forecasting to the general public with fore-
casts that are more explicit about the uncertainties associated with various situations.
A move to more open communication about the uncertainties in forecasting systems
will help enhance the acceptance of severe weather/flood warnings that result from the
heavy precipitation associated with convection, particularly when the events are missed
or thought to be more severe than anticipated.
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Appendix A
Derivation of the Convective
Adjustment Timescale
The convective adjustment timescale, τc, is a simple measure for determining whether
convection is in or out of equilibrium with the large-scale forcing, it is defined as
τc =
CAPE
|dCAPE/dt|CS ,
for time, t and the subsript CS refers to the convective scale. First the definition of CAPE
is considered:
CAPE =
∫ zLNB
zLFC
g
T0
(
Tp − T
)
dz,
where z is the height; subscript LFC is the level of free convection and LNB is the level
of neutral buoyancy; g, the acceleration due to gravity; T0, a reference temperature; Tp,
the temperature of the air parcel; T, the temperature of the ambient environment. Taking
the rate of change of this quantity leads to
d
dt
CAPE =
d
dt
(∫ zLNB
zLFC
g
T0
(
Tp − T
)
dz
)
.
This definition of CAPE will lead to an over-estimation as it neglects the impact of hu-
midity on the air parcel, however these changes will be small in comparison to the im-
pact of convection on the environmental parcel. Assuming that g is a constant, which is
reasonable given the distances involved, allows the fraction to be taken both outside of
the integral and the derivative
d
dt
CAPE =
g
T0
d
dt
(∫ zLNB
zLFC
(
Tp − T
)
dz
)
.
Furthermore, if it is assumed that the limits of the integral do not change with time,
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this allows the derivative to become a partial derivative that can be brought inside the
integral, following Leibniz’s integral rule. This is reasonable given the timescales focus
the use of CAPE at the convective scale
d
dt
CAPE =
g
T0
∫ zLNB
zLFC
∂
∂t
(
Tp − T
)
dz.
Given that the role of convection in the atmosphere is to reduce the instability, the pro-
cess will reduce the difference between the temperature of the parcel and the environ-
ment. Furthermore, if we assume that the convection does not alter the temperature of
the air parcel (this being set by the underlying boundary layer properties) but heats the
free-tropospheric environment then we are left with the partial derivative of the envi-
ronmental temperature:
d
dt
CAPE
∣∣∣∣
CS
=
g
T0
∫ zLNB
zLFC
−∂T
∂t
∣∣∣∣
CS
dz.
An estimate of the partial derivative of temperature is required. If it is assumed that there
is limited advection of temperature at the convective scale, then the partial derivative of
T will be dominated by the diabatic heating term (Q).
DT
Dt
=
∂T
∂t
+ u · ∇T = Q
∂T
∂t
∣∣∣∣
CS
' Q
This leads to:
d
dt
CAPE
∣∣∣∣
CS
' − g
T0
∫ zLNB
zLFC
Qdz, (A.1)
and therefore only the vertical integral for Q needs to be found.
The dominant release of CAPE at the convective scale is that from the process of
convective precipitation, i.e. latent heat release. This means that the impact of radia-
tive cooling and surface fluxes can be assumed negligible in the estimation of Q. The
moisture budget is first considered and is related to the vertically integrated heat. It is
assumed that all convective cloud condensate present within the cloud is converted to
precipitation (in reality a cloud will not be 100% efficient, so will further add to the over-
estimation of the timescale) and we neglect the moisture convergence, this reduces the
Appendix A. Derivation of the Convective Adjustment Timescale
127
moisture budget to its time dependent part only, i.e.
Prate ' −
∫ zLNB
zLFC
∇ · (ρ¯q¯v)dz = q¯
∫ zLNB
zLFC
∂
∂z
(ρ¯w)dz = ρ¯q¯w.
for P the precipitation, v the velocity, w the vertical velocity and the overbars denote
averages.
If we now consider the definition for the vertical integrated energy:
∫ zLNB
zLFC
ρcpQdz =
∫ zLNB
zLFC
M
ds
dz
dz
for M the mass flux and s the static energy, which simplifies to
∫ zLNB
zLFC
ρcpQdz = ρ¯w (sLFC + Lvq¯− sLFC)
given that the buoyancy reduces to zero at the LNB and that moisture is conserved so
this reduces to ∫ zLNB
zLFC
ρcpQdz =
∫ zLNB
zLFC
ρ¯wLvq¯
and from the moisture budget reduces to
∫ zLNB
zLFC
ρcpQdz = LvPrate.
Further, replacing the density with a representative constant value ρ0, which is reason-
able for the heating occurring over a shallow layer or a deeper layer where the heating
does not vary strongly with height, and re-arranging for the integral of Q gives:
∫ zLNB
zLFC
Qdz =
LvPrate
ρ0cp
. (A.2)
Substituting (A.2) into (A.1) gives
d
dt
CAPE
∣∣∣∣
CS
' − g
T0
∫ zLNB
zLFC
Qdz
' − g
T0
LvPrate
ρ0cp
.
(A.3)
Equation (A.3) is negative as it is expected that the CAPE is being reduced by the convec-
tion. However, as we want to define a timescale (that is positive) we take the modulus
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of (A.3) and substitute into the definition of the timescale to yield:
τc =
CAPE
|dCAPE/dt|CS ,
τc ' CAPEgLvPrate/T0ρ0cp ,
τc ' T0ρ0cpgLv
CAPE
Prate
.
This is not identical to the timescale used in this study. The timescale used within this
thesis includes a factor of one half (as in studies since Molini et al. (2011)). This acts as a
crude measure to take into account the overestimation of the timescale due to processes
such as boundary layer modification, water loading and turbulence (Keil and Craig,
2011).
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