The consensusability problems of general linear multiagent systems considering directed topologies are explored from a frequency domain perspective in this paper. By investigating the properties of Laplacian spectra, a consensus criterion is established based on the stability of several complex weighted closed-loop systems. Furthermore, for single-input multiagent systems, frequency domain consensusability criteria are proposed on the basis of the stability margins, which depend on the H ∞ norm of the complementary sensitivity function determined by the agents' unstable poles. The corresponding design procedure is also developed. A numerical example is also presented to validate the proposed consensusability results.
controllers are introduced to improve the performance. In order to design the dynamic controllers, the problems are studied in frequency domain. Some gain margins-based frequency domain consensus results are developed only considering undirected communication topologies. Qi et al. [20] further explored the case of systems with directed topologies based on the result in [19] by considering the gain and phase margins optimization problem. However, the problem of determining the stability margins and regions, especially for directed communication topologies, still requires further investigation. In addition, different from most of the consensus results, such as [25] , the consensusability problem, fundamental but challenging, in terms of the existence and synthesis of distributed feedback control protocols for achieving the consensus, has also been studied in [19] , [20] , and [24] .
Motivated by the above discussions, in this paper, we develop some more general consensus results. Specifically, we aim to tackle the following two problems. 1) To establish Laplacian spectra-based consensus conditions for general linear dynamics with directed communication topology. 2) To establish Laplacian spectra-based conditions and conduct consensusability analysis and controller synthesis. In this paper, the dynamic feedback protocol is adopted, which can greatly improve the consensusability conditions [19] . To take advantage of the consensus protocols with dynamic controllers, and to study the consensusability, the consensus problems are studied in frequency domain. We first cast the consensus problems into the equivalent stability problems in terms of the error dynamics. In light of the Laplacian spectra properties, the stability regions can be determined. For the systems of general linear dynamics, the consensus can be ensured by the stability of several complex weighted closed-loop systems. Moreover, by bridging the Laplacian spectra-based stability region to gain and phase margins, we also establish stability margin-based results for agents of single-input dynamics. The convergence can be proved by the conformal mapping-based method. The result is further extended to a condition directly depending on the unstable poles of the agents' dynamics, in which the conservativeness is reduced by introducing an appropriate tuning parameter.
The main contribution in this paper is threefold. 1) A Laplacian spectra-based consensus criterion of general linear agents is established by checking the stability of several complex weighted closed-loop systems.
2) Consensusability criterion of single-input linear agents
is developed based on the gain and phase margins determined by the Laplacian spectra.
3) The consensusability criterion directly depending on the unstable poles of the agents' dynamics is proposed, and the corresponding design procedure is provided. The rest of this paper is structured as follows. In Section II, some preliminaries are provided, and the problem formulation is introduced. The main results for general linear dynamics agents and single-input linear dynamics agents are discussed in Sections III and IV, respectively. A simulation study is demonstrated in Section V to validate the theoretical results. Finally, Section VI concludes this paper.
Notation: We let R represent the real number space. Re(·) denotes the real part of a complex number, and Im(·) denotes the imaginary part of a complex number. · 2 denotes the Euclidean norm of a vector. · ∞ stands for the H ∞ norm of a transfer function. ⊗ represents Kronecker product. T represents the transpose of a matrix. 0 stands for the zero matrix with proper dimensions, and I stands for the identity matrix with proper dimensions. 1 is a vector of compatible dimension with all entries to be one. ∩ is the intersection operator of two sets. min{·} and max{·} denote the minimum and maximum value in the set, respectively.
II. PROBLEM FORMULATION
We study a multiagent system consisting of N agents. The state-space model of each agent is
where A ∈ R n×n and B ∈ R m×n are the system matrices. i ∈ N = {1, 2, . . . , N}. x i (k) ∈ R n is the state vector of the ith agent, and u i (k) ∈ R m is the input of the ith agent. Hence, the dynamics of each agent can also be represented by the transfer matrix in frequency domain
which is the linear mapping of z-transform for the input u i (k) to the state x i (k). A directed graph G = (N , E, A) is adopted to describe the information exchange between different agents. N = {1, 2, . . . , N} is the set of index standing for the N agents, E ∈ N × N is the set of edges, and A = [a ij ] is the adjacency matrix of the graph. If agent i can receive information from agent j, a ij > 0, otherwise a ij = 0. We assume that there is no edge from an agent to itself, which indicates a ii = 0. A directed graph contains a directed spanning tree if there exists a node such that there exists a directed path from this node to every other node. The set of agent i's neighbors is denoted by N i = {j| i, j ∈ E}. The in-degree of the ith agent is represented by deg i = N j=1 a ij . Denote D := diag{deg 1 , deg 2 , . . . , deg N }, and the Laplacian matrix of the graph is L G := D − A. The Laplacian matrix of the graph has the following spectra property [26] .
Lemma 1 [26] : Denoteā := max{a ij }. The eigenvalues of the Laplacian matrix L G are distributed within the region ϒ, where ϒ is bounded by the following. 1) Two closed disks, one centered atā, the other centered atā(N − 1), each having radiusā(N − 1). 2) Two closed smaller angles, one bounded with the two half-lines drawn fromāN throughāNe (−2πı/N) and aNe (2πı/N) , the other bounded with the half-lines drawn from 0 through e −((π/2)−(π/N))ı and e ((π/2)−(π/N))ı , where
The region in Lemma 1 becomes a line when N = 2, and a quadrilateral when N = 3. The region is a hexagon when 4 ≤ N ≤ 18, as shown in Fig. 1 , and its boundary contains arcs when N > 18. Denote the polygon regionΥ, which is bound by the following. 1) Two closed smaller angles, one bounded with the two half-lines drawn fromāN throughāNe (−2πı/N) and aNe (2πı/N) , the other bounded with the half-lines drawn from 0 through e −((π/2)−(π/N))ı and e ((π/2)−(π/N))ı , where ı 2 = −1.
2) The band |Im(λ i )| ≤ (ā/2) cot(π/2N). It can be verified that ϒ =Υ when N ≤ 18, and ϒ ⊂Υ when N > 18.
And we also adopt the following preliminary result from [27] .
Lemma 2 [27] : The digraph G contains a spanning tree if and only if 0 is a simple eigenvalue of the Laplacian matrix L G with corresponding right eigenvector, and all the other eigenvalues have positive real parts.
Suppose that the following assumption stands throughout this paper.
Assumption 1: The graph G is fixed and contains a spanning tree.
Hence, we can arrange the eigenvalues of L G as 0 = Re(λ 1 ) ≤ Re(λ 2 ) ≤ · · · ≤ Re(λ N ).
Rather than the average-based control protocol with a static controller, we adopt a local consensus protocol containing a dynamic controller
where K(l) represents the impulse response of the dynamic feedback controller in time domain. In frequency domain, we denote the corresponding transfer matrix as K(z) via z-transform. In order to facilitate the implementation, we assume that K(z) is proper and finite-order. Let x iK (k) ∈ R n K represent the state of the controller for the ith agent, then
The input for the controller is
. Under the communication network depicted by G, our aim is to develop some criteria such that the overall system achieves consensus, which can be equivalently represented by
The system in (1) with the control protocol in (3) can be derived as an augmented system
With the above preparation, we have the first result as summarized in the following theorem.
Theorem 1: Consider the multiagent system in (1) with the control protocol in (3) . Suppose Assumption 1 is satisfied. The consensus is reachable if there exists a controller K(z) such that for all α i , i = 1, 2, . . . , n p , the closed-loop systems consisting of α i P(z) and K(z) are stable. Here, α i is the vertices of the polygon regionῩ =Υ ∩ {λ|Re(λ) ≥ }, where ∈ R, 0 ≤ ≤ Re(λ 2 ), and n p is the vertices number of the polygon regionΥ.
Proof: Denote
With the control protocol in (3), the closed-loop system can be represented in terms of the following state-space model:
Denote the average augmented state as
Denote the deviation between the augmented state of agent i and the average augmented state as
and let δ(k) := [δ T 1 (k), δ T 2 (k), . . . , δ T N (k)] T . Hence, we have
Let U = [1/ √ N, φ 2 , . . . , φ N ] be a unitary matrix such that
is an upper triangular matrix. By left multiplying I ⊗ U T on both sides of (12), we have (14) can be transformed aŝ
Since (16) 
are Hurwitz.
In light of Lemma 1, it can be found that λ i ∈ {λ|λ ∈ ϒ, Re(λ) ≥ Re(λ 2 )}, i = 2, 3, . . . , N. Therefore, (17) 
are Hurwitz, which indicates
By substitutingÂ andB, (19) can be simplified as
DenoteῩ :=Υ ∩ {λ|Re(λ) ≥ }, where ∈ R, 0 ≤ ≤ Re(λ 2 ).Ῡ is a convex polygon region with vertices α i , i = 1, 2, . . . , n p , where n p is the vertices number of the polygon regionῩ. It can be verified that {λ|λ ∈ ϒ, Re(λ) ≥ Re(λ 2 )} ⊂ ϒ. Therefore, ∀λ ∈ {λ|λ ∈ ϒ, Re(λ) ≥ Re(λ 2 )} can be written as a linear combination of α i λ = β 1 α 1 + β 2 α 2 + · · · + β n p α n p (21) where n p i=1 β i = 1, and 0 ≤ β i ≤ 1.
If there exists a controller K(z) such that for all α i , i = 1, 2, . . . , n p , with each closed-loop system of α i P(z) and K(z) stable, we have
Hence, the condition in (20) holds in light of (21) and (23), which completes the proof.
Theorem 1 provides a verification method as well as a consensus condition of general linear multiagent systems for dynamic consensus protocols. For any given K(z), we can examine the stability of closed-loop systems consisting of α i P(z) and K(z) to verify the reachability of consensus.
IV. LAPLACIAN SPECTRA-BASED CONSENSUSABILITY
OF SINGLE-INPUT AGENTS This section is devoted to the spectra-based consensusability conditions for single-input dynamics agents. We first extend the analysis in the previous section to develop a gain and phase margins-based consensusability criterion for single-input dynamic systems. We suppose that the following condition holds in this section.
Assumption 2: Each agent of the system is a single-input system.
Consensus can be reached for such single-input multiagent system if and only if
There exists a nonnegative real number < Re(λ 2 ), then λ i ∈Ῡ, i = 2, 3, . . . , N. Hence, the condition in (24) 
is the complementary sensitivity function ofā √ NP(z) and K(z). The following lemma on a gain and phase margins problem is adopted in [28] , which provides a necessary and sufficient condition.
Lemma 3 [28] : Suppose P(z) is a transfer function of a discrete-time system. There exists a state feedback controller K(z) such that P(z) = kP(z) can be stabilized for all
if and only if 1 + P(z)K(z) = 0 ∀|z| > 1, and
By applying Lemma 3, we present the consensusability result in Theorem 2.
Theorem 2: Consider the multiagent system in (1) with the control protocol in (3). Assumptions 1 and 2 are satisfied. The system is consensusable if
where 
Let γ := T(z) ∞ , for some K(z) stabilizing P(z). Hence, T(z) ∞ ≥ γ * . There exists a nominal transfer function P nom (z) sharing the same poles and zeros as P(z). Obviously, P nom (z) satisfies
such that
where p m are the poles, and z n are the zeros. Let
Then we haveT
where r = 1 2
If T (z) ∞ ≤ 1, which is equivalent to
1 + a 4 − 2a 2 cos θ + 2a 2 sin θ (36) T(z) is a mapping from the region outside the unit disk to the unit disk. Then it can be verified thatT(z) is a mapping from the region outside the unit disk to the set G, namely, the maximum inscribed circle of . The region of and G are shown in Fig. 2 . HenceT
And it can be verified that
This means that under the condition in (36),T(z) is a complementary sensitivity function for the closed-loop system consisting ofā √ NP(z) and K(z). In light of Lemma 3, there always exits a controller K(z) such that the closed-loop system consisting ofā √ NP(z) and K(z) have the gain margin of [(1/a), a], and a phase margin of [−θ, θ], which ensures the consensus. The proof is completed.
Theorem 2 provides a distributed consensusability condition depending on the H ∞ norm of the complementary sensitivity function, which is solvable by analytical method [20] or numerical method [30] . It is shown that the H ∞ norm of the complementary sensitivity function closely depends the unstable poles. Note that the discrete-time system has the property presented in the following lemma.
Lemma 4 [19] : Denote T 0 (z) := K 1 (zI − A + BK 1 ) −1 B as the complementary sensitivity function under the static state feedback controller K 1 , and K T 1 , B ∈ R n . If (A, B) is stabilizable, that is to say, all unstable modes of the system are controllable, then
where
For each γ > γ opt , there exists a static stabilizing controller
such that T 0 ∞ < γ , where X ≥ 0 is the stabilizing solution to
Following Lemma 4, we obtain the second result of this section.
Theorem 3: Suppose that Assumptions 1 and 2 stand. The multiagent system (1), with the control protocol (3), is consensusable if
and β ∈ R is a tuning parameter. Proof: The controller can be represented as K(z) = K 2 (z)K 1 , where K 1 is a scaler and K 2 (z) is a dynamic controller. In light of Lemma 4, there exists a stabilizing K 1 such that T 0 (z) < γ andγ > γ opt . A specific static gain has the following form
where X ≥ 0 is solution to
Let
It can be verified by small gain theory that K 2 (z) and K −1 2 (z) are stable. The complementary sensitivity function can be written as
Substituting (49) into (50), T(z) can be simplified as
It can be verified that (51) is stable and proper. Based on Theorem 2, the system can reach consensus if
Since
the system can reach consensus if
By solving the inequality (54), we have inf
The proof is completed. Remark 1:γ is a function of β. Although the function may not be convex, max βγ (β) can be solved locally using numerical methods, which is applicable. By maximizingγ , it can potentially increase the bound min{γ ,γ }, and accordingly, can improve the consesusability conditions. Theorem 3 reveals that the agent's unstable poles directly yield constraints on the consensusability. The proof part also provides an explicit controller design procedure. Furthermore, the introduction of tuning parameter β, compared to that in [19] , poses a distinct advantage on reducing the conservativeness.
Remark 2: The result in this section is established based on the gain and phase margins analysis, which are more challenging for multi-in multi-out (MIMO) systems. Corresponding results for MIMO systems will be further explored using multivariable control system theory and techniques.
V. SIMULATION EXAMPLE
In this section, a simulation example is presented to validate the derived consensusability results. For instance, consider a multiagent system containing five agents. The dynamics for each agent are defined as
Assuming that the multiagent system is connected via a graph G, and the Laplacian matrix of G is
We choose = 0.6. Through computation, we haveγ = 1.1548 and γ opt = 1.002. It can be found thatγ increases as β increases when β ∈ [0, 70], and sup βγ = 1.15478. Hence, the system is consensusable.
Remark 3: When β = 1, the correspondingγ β=1 = 1.01003 < sup βγ . Hence, by introducing the tuning parameter β, the consensusability condition is improved as γ opt < 1.15478 rather than γ opt < 1.01003. Base on the procedures in proof of Theorem 3, we can design K 1 = [0 1], K 2 = [(0.0179692z 2 − 0.0162082z + 0.0161687)/(z 2 − 0.902z + 0.149929)] with β = 1.
In this simulation, we set the sampling period as 0.01 s, and each initial state variable is generated randomly from the set [−5, 5]. The state trajectories are showed in Figs. 3 and 4 , respectively. Fig. 5 shows that state deviations of the agents converge to 0, which indicates that the consensus is achieved.
Remark 4: The simulation result demonstrates the effectiveness of our result for a multiagent system with directed communication topology, compared to undirected communication topology in [19] . Furthermore, different from the result in [20] only considering the consensusability condition, the simulation result also validates the controller synthesis method as proposed in this paper.
VI. CONCLUSION
The consensus problem of general linear multiagent systems have been investigated in this paper. Taking the advantages of the Laplacian spectra properties, we have proposed that the reachability of consensus can be verified by checking the stability of several complex weighted closed-loop systems.
Moreover, we have extended the aforementioned analysis to single-input multiple-output systems, and have provided some gain and phase margins-based analysis in frequency domain to establish the consensusability conditions. The development has also led to an explicit controller synthesis procedure. The established consensusability results have been further validated by a simulation example. In future work, we will further explore the problem under more general scenario, such as group consensus [31] and finite-time consensus [32] .
