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1 Introduction
With this project we propose to analyse the monetary policy transmission mechanism in the
United States using structural dynamic factor models. More precisely, we would like to investi-
gate the impact that policy has on financial and monetary aggregates in order to find evidence
of the existence of a broad credit channel, thought as an amplification factor of the more tra-
ditional interest-rate and exchange-rate channels through which monetary policy is assumed to
affect the real economy.
The central bank exerts monetary policy by steering liquidity as well as the money market
interest rate: the initial impulse propagates through the monetary and financial markets ulti-
mately influencing the price level and, at least in the short run, the real economy. One way
to follow this impulse and gain a better understanding of the functioning of the transmission
mechanism is to conduct a multivariate time-series analysis using a flexible model that well
fits the observed data, and to estimate impulse-response functions. We propose therefore to
develop an impulse-response analysis of the effect of a monetary policy shock on two groups
of variables, taken from the online database of the Federal Reserve Bank of Saint Louis. The
first group includes variables that should reflect the functioning of the interest-rate channel,
such as the industrial production indexes for the most capital-intensive industries. The second
group comprises variables that can reveal the existence of a broad credit channel. The latter
can be ideally divided into the balance-sheet and the bank-lending channels; although they are
difficult to distinguish empirically, their theoretical distinction provides a further explanation
of how monetary policy can influence real economy. Therefore, we propose to include synthetic
measures of firms’ asset prices as well as measures of credit availability such as the supply of
bank loans to firms and consumers.
Recent empirical studies have developed structural macroeconomic analysis and estimated
impulse-response functions using the VAR methodology. The latter well fits the time series
nature of the data and manages to capture a systemic view of the transmission mechanism
through the analysis of the cointegration relationships that emerge. However, it is also ham-
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pered by several constraints; above all lies the fact that only a limited number of variables can
be included in the analysis without decreasing the accuracy of the estimates or having to rely
on a hardly defendable identification scheme. Therefore, the set of variables analyzed by the
researcher is not necessarily a good representation of the information set used by the central
bank to decide the stance of policy. This is thought to be the cause of many of the unexpected
results that often arise in the estimation process; one example is the so-called price puzzle, a
contractionary monetary shock followed by an increase in the price level1.
In order to overcome such problems, a new set of models has been specifically devised to allow
researchers to handle a large information set: dynamic factor models. In particular, we would
like to follow the procedure proposed by Forni, Giannone, Lippi and Reichlin (2009) for struc-
tural macroeconomic estimation. The idea behind dynamic factor models is that the variables of
interest can be divided in two orthogonal components: the common and the idiosyncratic com-
ponents. While the latter comprise shocks that affect only a small group of variables (and can
therefore be considered as sector-specific sources of variation), the former are assumed to be the
cause of the majority of co-movements between the variables. The common components have a
moving average representation in terms of a number (that can be demonstrated to be unique) of
underlying dynamic factors. Hence, the macroeconomic variables can be represented as the sum
between the idiosyncratic components and the impulse-response functions, the product between
the dynamic factors and a matrix of loadings.
We have estimated the impulse responses of a set of variables representing the real, the monetary
and the credit sectors of the US economy to a one standard-deviation increase in the federal
funds rate, assumed to be the operational instrument of the Federal Reserve. Finally, just like in
the VAR procedure, impulse-response functions are unique only up to orthogonal rotations and
need to be identified through an adequate set of restrictions. In order to increase the robustness
of the results, we have used two alternative identification strategies, based on a recursive scheme
and on a set of sign restrictions respectively.
We have found several conclusions that are consistent across the different identification schemes.
1See, for instance, Eichenbaum (1992) or Sims (1992).
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Monetary policy is effective in fighting inflation as all price indexes react negatively and sig-
nificantly following an increase in the funds rate. Moreover, the impact on the real economy
is short-lasting and limited to the most capital-intensive industries. This last finding can be
explained through the traditional interest-rate channel of the monetary transmission, strength-
ened by thecredit rationing operated by banks which try to counterbalance the reduction in
deposits and the increase in their refinancing costs. On balance, evidence seems to be more in
favor of a bank-lending channel of the monetary policy transmission mechanism rather than to a
balance-sheet one as the reaction of stock price indexes is non consistent across all specifications.
In the first part of this work, we shall describe the background that constitutes the foundations
of the empirical analysis presented in the second part. In section 2 we describe qualitative and
quantitative evidence on short-run and long-run relationships between macroeconomic variables
of interest. In section3 we discuss the VAR model and how it can be applied to monetary policy
analysis, introducing some of the indentification schemes used in empirical research. We shall
also discuss some of the limitations that hinder estimation within the VAR framework. Dynamic
factor models which partially overcome such problematics, have been recently used for monetary
policy analysis: we discuss the theory behind them and empirical results in section 4. In section
5, a brief discussion of the theory of the monetary policy transmission mechanism is presented,
together with a description of the so-called credit channel. The aim is to have a theoretical
prior against which to comment the results of the empirical exercise, presented in section 6.
The conclusions with an evaluation of the two methodologies can be found in section 7.
This project relates closely to two papers. Forni and Gambetti (2010a) analyze the dynamic
effects of monetary policy in the United States while Barigozzi, Conti and Luciani (2010) analyse
the transmission mechanism in Europe. While using the procedures described in these papers,
the project could contribute through an alternative identification scheme and through its aim
of conducting a detailed analysis of how credit aggregates respond to monetary policy, in order
to better understand the functioning of the monetary policy transmission mechanism in the
United States as well as to find evidence of the existence of a broad credit channel.
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2 Preliminary evidence on the relationships between money,
interest rates and output
The starting point of this work is determine if, and to what extent, macroeconomic time series
such as the ones of money, interest rates and output can be considered to be related. Before using
more sofisticated techniques, we shall discuss evidence found in literature as well as attempt
a preliminary analysis of our own. Unravelling such relationships is essential as the whole
idea behind factor models, the technique used in this work, is that macroeconomic time series
display comovements determined by a limited number of factors. Moreover, as we shall attempt
a structural analysis to isolate and study the impact of a monetary policy shock on relevant
economic variables, we will need an identification scheme adherent to economic reality. In order
to carry out the task appropriately, we should bear in mind the empirical regularities between
macroeconomic variables that have so far been disclosed by empirical research. Of foremost
importance are short-run relationships which show how agents react to disturbances, in our
case to a monetary policy shock. At the same time, it shall be useful to discuss the long-
run relationships between inflation and the growth rates of money supply and output, as they
reflects steady-state properties.
In the traditional Keynesian ISLM view of the monetary policy transmission, the central bank
exerts its influence through money supply. An expansionary policy would coincide with an in-
crease in the money supply leading to a fall in the real interest rate, thus stimulating investment
and aggregate demand and conducting to an increase in output. Therefore emprical applica-
tions where the money stock was considered to be the operational instrument of the central
bank have focused on the analysis of the relationships existing between money and output and
between money and inflation. Particular attention is paid to the latter as the maintenance of
price stability is the primary goal of modern monetary authorities.
Mc Candless and Weber (1995) observe, using a data set of 110 countries, that there exists a
strong correlation between inflation and the growth rate of money supply which does not seem
to be dependendent on country-specific characteristics. This correlation could be consistent
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with the quantitative theory of money according to which a change in money supply implies
a change in equal sign and magnitude in the inflation rate2 but also with a view that implies
a reverse causation and central banks adjusting money supply in accordance to inflation rate
changes. Mc Candless and Weber (1995) examine also the connection between the real and
the monetary sector and conclude that there is no correlation linking real output growth rate
with either inflation or the growth rate of money supply. Other authors such as Barro (1995,
1996) find a negative correlation between real output and inflation, in accordance with Taylor’s
proposition of a long-run trade-off between the rate of inflation and the rate of unemployment.
Hence, the conclusion that might be drawn is that monetary policy operated through movements
of the money supply would have little or no long-run impact on real variables, whereas all the
long-run effects would fall almost entirely on prices.
The picture in the short run is different and would instead suggest that output reacts to mon-
etary disturbances. Much of the evidence come from identified vector autoregressions (VARs)
but confirm the early findings of Friedman and Schwartz (1963). It should be remembered,
however, that short-run dynamics reflect agents’ behaviours to unexpected shocks and these
might differ accourding to the country. The conclusions we present here are all based on US
data and hence attention must be paid in extending the results to other countries. Friedman
and Schwartz (1963) start from an observed timing pattern: faster money growth tends to be
followed by increases in output above trend; slower money growth is accompanied by declines
in output. The authors use this regularity (that appears to be broken down after 1982) to
infer causality: money growth changes cause short-run variations in output. This conclusion is
however not satisfactory as the causal relationship might be reseversed. The first to model that
was Tobin (1970) with the distinction between outside money, the liabilities of the Federal Re-
serve, and inside money, the liabilities of the money sector. As King and Plosser (1984) found
in a later study, it is the inside component of the monetary aggregate that is more strongly
correlated with output and this correlation might arise from the banking sector’s reactions to
economic disturbances. Moreover, if money supply is not entirely exogenous but responds to
2See Lucas (1980, p. 1005).
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developments in the economy such as changes in the money demand, then it cannot be used in
research to represent the instrument of monetary policy.
More recent empirical research has considered the short-term interest rate to be the most ap-
propriate indicator of monetary policy actions: Sims (1980) was the first to find that interest
rates have more predictive for output than monetary aggregates. Following the same line of
thought, Bernanke and Blinder (1992) show through a series of Granger-causality tests that the
federal funds rate is a better predictor of indicators of economic activity than the M1 or M2
money supply or than the three-month Treasury bill rate and the ten-year Treasury bond rate.
Under the light of the post hoc ergo propter hoc approach which lead several authors to conclude
that money causes output from the observation that movements in monetary aggregates precede
movements in the real economy, a similar conclusion could be drawn for the short-term interest
rate. We can observe the timing pattern of output and of short-term interest rate changes in
the US for the period 1961-2009 in figure (1).
Figure 1: Interest rate and recessions
Figure (1) shows the effective federal funds rate and the detrended index of industrial produc-
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tion3, taken from the online database of the Federal Reserve Bank of Saint Louis, together with
a series of shaded vertical bands, each of them comprising a recession period as dated by the
National Bureau of Economic Research. We can see how most of declines in the index of indus-
trial production have been preceded by rising interest rates4 and this is particularly evident at
the time of the so called “Volcker recessions” in the early 1980s. However, the observed pattern
does not necessarily imply that contractionary monetary policy is the actual cause of economic
downturns: if an external factor such as a supply shock leads to a fall in output and to a rise
in expected inflation, the central bank, whose primary objective is maintaining price stability,
migh react only to the latter, regardless of output.
In order to unravel the relationships between the macroeconomic variables of interest as well as
to allow for a more complex dynamics of the economy, we shall go beyond this simple graphical
inspection and use multivariate time-series techniques. We shall first introduce VAR models
and their use for structural monetary policy analyis. The VAR approach has however several
drawbacks which are partially overcome by dynamic factor models, a methodology specifically
designed to handle a large information set which we shall use in the empirical exercise.
3Industrial production was detrended by taking the first differences of the logs of the series.
4See Leepers et al. (1996, p.17).
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3 Using structural VAR models to estimate the effects
of a monetary policy shock on the economy
3.1 Deriving the VAR model: from a probabilistic description of the
data to the identification of the structural form
In order to answer questions in economics, two different methodological approaches can be fol-
lowed5. The researcher could start from theory and add stochastic components to a model’s
formulation so that the relevant parameters can be estimated through econometric tools, or
he could start from the empirical world and find a probabilistic model for the data to which
restrictions are later imposed and tested, to provide insights on the validity of existing the-
oretical models. Vector autoregressions (VARs), first introduced into empirical economics by
Sims (1980), belong to the second approach and provide a convenient framework for analysing
multivariate time series and the dynamic relationships between them.
In this section we shall introduce the VAR methodology, briefly discussing how VARs can be
derived from a probabilistic assumption on the data generating process, and how to obtain
a statistically well-behaved model that adequately describes the characteristics observed in
the data. We shall also outline structural VARs, providing the framework in which economic
questions can be addressed. In the next section, we shall see how the theory discussed here is
to be applied to monetary policy analysis.
Let X = [x1, x2, . . . , xT ]′ be a matrix of observed data where xt is a vector of n time-series
variables. If we assume that X is a realization of a stochastic process, we can express the joint
probability of X given the initial conditions X0 and the parameter θ as:
P (X | X0; θ) = P (x1, x2, . . . , xT | X0; θ) (1)
Recalling that the joint probability can be factorised into a marginal and a conditional proba-
5See Juselius (2006).
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bility, we factorise the marginal one T times obtaining:
T∏
t=1
P (xt | X0,t−1; θ) (2)
Where X0,t−1 = [xt−1, xt−2, . . . ,x1,X0] is a vector of initial conditions. We now show how the
VAR model can be considered a description of the following conditional process:
{xt | X0,t−1} v NIDn (µ1.2,Σ11.2) (3)
We define µ1, µ2, Σ1 and Σ2 as the expected values and variance-covariance matrices of xt and
of the conditioning set X0,t−1 respectively. We are then able to express xt as the sum of its
conditional mean µ1.2 and of a stochastic disturbance, vt :
xt = µ1 + Σ12Σ−122 (X0,t−1 − µ2) + vt (4)
Defined Π0 = µ1−Σ12Σ−122 µ2 and [Π1,Π2, . . . ,ΠT−1] = Σ12Σ−122 and imposing Πp+1,Πp+2, . . . ,ΠT−1 =
0 for p ≤ T we are able to derive the pth order vector autoregressive −V AR (p)− model ex-
pressing xt as the sum of its past values and and of a stochastic disturbance with coefficients
that are a reformulation of the covariances of the data, which summarize the static and dynamic
relationships among variables:
xt = Π0 + Π1xt−1 + . . .+ Πpxt−p + vt , t = 1, . . . T (5)
where the Πi are (n× n) coefficient matrices and vt is a (n× 1) vector of innovations; white-
noise processes with the following variance-covariance matrix:
E
(
vtvps
)
=
{
Σ if t=s
0 if t 6=s
Since Σ is not assumed to be diagonal, contemporaneous innovations can be correlated. Equa-
tion (5) is a reduced form model because it describes the variation of xt as a function of past
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values and not of current ones while the information about contemporaneous effects can be
found in the matrix Σ.
Defined Π (L) = In − Π1L − . . . − ΠpLp as a polynomial matrix in the lag operator, we can
rewrite (5) as:
Π (L)xt = vt (6)
If the assumption that xt is multivariate normal holds, then (5) is linear in the parameters,
has constant parameters and has normally distributed error terms: all assumptions that can be
checked after the model has been estimated.
Stationarity of the V AR (p) is closely linked to the invertibility of Π (L) and it is achieved if the
roots of the characteristic polynomial |In − Π1z − . . .− Πpzp| = 0 lie all outside the unit circle
(have a modulus greater than one) or, equivalently, if the eigenvalues of the companion matrix

Π1 Π2 · · · Πn
In 0 · · · 0
0 . . . 0 ...
0 0 In 0

satisfying the condition |Inλp − Π1λp−1 − . . .− Πp| = 0 lie within the unit circle6. On the
contrary, if the roots are outside or on the unit circle (or if the eigenvalues are inside or on the
unit circle) the process is non-stationary.
Note that the determinant of Π (L) can be expressed through the following product:
|Π (L)| = (1− λ1L) (1− λ2L) · · · (1− λnL) (7)
where λi is the ith eigenvalue of the companion matrix; the roots of the characteristic polynomial
6See, for example, proposition 10.1 in Hamilton (1994, p. 259).
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are therefore the inverse of the eigenvalues of the companion matrix.
The VAR model can be given a specific economic interpretation7: its conditional mean can
in fact be viewed as a description of the agents’ choice of x at time t given the available
information set (the realizations in the periods from t − k to t − 1). Innovations contain the
additional information that enters the memory of the series and, if the agents are rational,
they are uncorrelated across time and have a zero-mean; in other words, we are re-stating the
assumption of white-noise errors.
For inference to be reliant, we need to develop a well-specified model and to ensure the validity
of the underlying assumptions. In particular, if the multivariate normality assumption holds,
residuals should be Niid. Simulations have shown8 that inference is relatively robust to residual
heteroscedasticity and excess kurtosis while it is sensitive to residual autocorrelation and to
non-constant parameters. For the model to sufficiently describe the information contained in
the data, Juselius (2006) suggests adding to the baseline specification (5) weakly exogenous
variables and a vector of deterministic components DT including a deterministic time trend,
seasonal dummies or dummies to account for institutional interventions. Another useful tool
could be to choose the sample period as to avoid regime-shifts.
Once a statistically well-behaved model has been obtained, estimation can be carried out. Under
the assumption of unrestricted coefficients (no rank reduction restriction induced by the presence
of unit roots), the ordinary least squares and full-information maximum likelihood estimators
coincide9. Under the stationarity assumption, the estimates of the coefficients are consistent
and asymptotically normal while the variance-covariance matrix of the residuals, divided by
the number of observations, is a consistent estimator of the variance-covariance matrix of the
residuals Σ .
Estimation and model choice are two closely related actions: it is in fact possible to conduct
tests on the lag-length choice as well as misspecification ones only after a model has been
estimated. A description of such tests will be given later in this work, when discussing the
7See, for instance, Juselius (2006).
8See Juselius (2006).
9See, for instance, Hamilton (1994, pp. 293-294).
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empirical exercise.
The dynamic properties of a V AR (p), partially summarized by the roots of the characteristic
polynomial, can be highlighted in the structural formulation of the VAR, through which we are
able to analyze the dynamic responses of endogenous variables to exogenous shocks as well as to
discover which shocks constitute the primary sources of variability in the endogenus variables.
The instruments that allow us to answer these questions are the impulse-response functions,
the forecast error variance decompositions (FCEVD) and the Granger-causality tests. In what
follows we shall discuss only the impulse-response functions as they play a key role in the
estimation that we will carry out in the empirical exercise.
If the VAR process is stationary, it admits a Wold representation: the process can be inverted
and reformulated as a multivariate moving average (VMA) process in which xt is expressed as
a function of past and present shocks, and optional deterministic components. In particular,
the matrix polynomial Π (L) can be inverted as to give the following MA (∞) representation,
where deterministic components are omitted for simplicity:
xt = Π−1 (L)vt (8)
= |Π (L)|−1 Πα (L)vt (9)
=
(
In + C1L+ C2L2 + . . .
)
vt (10)
=
∞∑
s=0
Csvt−s (11)
where |Π (L)| is the determinant of Π (L) and Πα (L) is its adjoint matrix. The latter is obtained
as a (n× n) matrix whose (i, j) entry is the (j, i) cofactor of the original matrix. We moreover
denote with C (L) the matrix lag polynomial of infinite order and with cij,s the generic element
of the (n× n) coefficient matrix Cs, representing the response of the ith variable of the system to
a unit shock to variable j, s periods ago. In empirical applications, the MA (∞) representation
is usually truncated at a predetermined lag. The vector of Gaussian innovations vt are xt-
fundamental, a concept that will be later discussed for the implications it bears on the estimation
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procedure. Let us just note for the moment that, in order to move from the moving average
representation (11) to the autoregressive one (6), the matrix lag polynomial C (L) must be
invertible; i.e. the roots of the characteristic polynomial of C (L) must be in modulus greater
than one.
There is a recursive formula10 that allows us to calculate the coefficient matrices of C (L). We
use the fact that C (L) is equal to the inverse of Π (L), thus requiring:
In =
(
C0 + C1L+ C2L2 + . . .
)
(In − Π1L− . . .− ΠpLp) (12)
= C0 + (C1 − C0Π1)L+ . . .+
Cs − s∑
j=1
Cs−jΠj
Ls (13)
or
In = C0
0 = C1 − C0Π1
...
0 = Cs −
s∑
j=1
Cs−jΠj
where the last set of equations is obtained by alternatively setting to zero the coefficient on
Ls, s = 1, 2, . . . . Thus, the generic coeffcient matrix Cs is given by
∑s
j=1Cs−jΠj where Πj = 0
if j > p.
We can now give a first definition of the impulse-response function of the ith variable to the jth
innovation after s periods:
IRF (i, j, s) = cij,s =
∂xi,t
∂vjt−s
= ∂xi,t+s
∂vj,t
(14)
the last equality holding because of the assumed time invariance of the process. The formula
10See Hamilton (1994, p. 260).
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for cij (L) is the following:
cij (L) =
piij,1L+ · · ·+ piij,kLk
(1− λ1L) (1− λ2L) · · · (1− λnL) =
(
piij,1L+ · · ·+ piij,kLk
)
(1 + λ1L+ · · · ) (15)
Therefore cik,1 = piij,1 and cij,s = piij,1s +
∑s−1
h=1 piij,hλs−h.
Using this results we can compute the accumulated response over s periods to a unit shock
in the jth variable as the jth column of the matrix C˜s :=
∑k
h=0Ch. The long-run effects or
total cumulated effects for all future periods are obtained summing up all the moving average
coefficients and recalling that C (L) is the inverse of Π (L) we can express them as C˜∞ :=
C (1) = (In − Π1 − · · ·Πk)−1.
The problem with the above definitions is that innovations are generally contemporaneoulsy
correlated. As an example, consider the case s = 0. The impulse reponse of the ith variable to
the jth shock is equal to 1 if i = j and it is zero otherwise. However, if the jth shock is correlated
with another shock, say vmt, the overall effect of the jth shock to the ith variable at time s > 0
is given by the sum of the direct effect IRF (i, j, s) and the indirect effect IRF (i,m, s). From
this ceteris paribus problem stems the literature on structural VARs: the aim is to define the
system in terms of a vector of structural shocks ut that are contemporaneously uncorrelated
and hence can be given a clear economic meaning as a source of variation in the data. Their
variance-covariance matrix is defined as:
E
(
utups
)
=
{
D if t=s
0 if t 6=s
where D is diagonal. Structural shocks cannot be observed but bear a close relationship to
observable VAR innovations; in particular the latter are linear combinations of the structural
shocks:
vt = But (16)
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where vt is the vector of structural shocks and B is a square and invertible matrix. Through
(16) we perform impulse-response analysis in terms of the following MA representation, relating
macroeconomic reality directly to the structural economic shocks:
xt =
∞∑
s=0
Θsut−s (17)
where Θs = CsB, Θ0 = B and where the element θij,s represents the orthogonal impulse-response
function, describing how xi,t reacts to a unit change in the shock uj,t−s:
IRF (i, j, s) = θij,s =
∂xi,t
∂uj,t−s
= ∂xi,t+s
∂uj,t
(18)
We need to estimate B through the only observable statistic, Σ, exploiting the following rela-
tionship that exists between the two matrices:
Σ = E
(
vtv
′
t
)
= E
(
But (But)p
)
= BDB p =⇒ Σ = BB p (19)
where the variances of the structural shocks (diagonal elements of matrix D ) have been nor-
malised to unity. Given that the condition expressed in (19) can be satisfied through an infinite
numbers of matrices, we need to impose identifying restristictions on B so that it is unique.
More specifically, given that the estimation of the model provides us with n(n+1)2 parameters
(the variances and the covariances of the innovations) and that we need to find the n2 ele-
ments of B, the number of identifying restrictions required totals to n(n−1)2 . There are several
techniques that can be used to achieve this aim and, since we are trying to identify dynamic
relationships between macroeconomic variables, economic theory could be of help. The identi-
fication procedure is of foremost importance to our analysis and shall be later discussed in a
separate section, as it is used in exactly the same way in structural dynamic factor models. Here
we present the easiest procedure that can be followed: a triangular (Cholesky) decomposition.
The Cholesky factorization theorem states that any positive definite symmetric matrix such as
Σ can be decomposed in the product of a lower triangular matrix and of its transposed, and
that this matrix is unique. The researcher should then transform B so that it becomes lower
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triangular and such an operation implies a specific causal ordering of the structural shocks. By
construction, the first variable of the system is not affected by any other variable so that its
innovation coincides with the first structural shock. The second variable is affected both by the
first and by the second structural shock and its forecast error is a linear combination of the
two, so that the second structural shock can be identified as the portion of the innovation to
variable 2 that is orthogonal to u1t or, equivalently, to v1t . The causal ordering, the choice of
which can be crucial to the results of the analysis, can be better understood by expanding (16)
with B lower triangular:

v1t
v2t
...
vnt

=

b11 0 · · · 0
b21 b22 · · · 0
... ... . . . ...
bn1 bn2 · · · bnn


u1t
u2t
...
unt

=

b11u1t
b21u1t + b22u2t
...
bn1u1t + bn2u2t + · · ·+ bnnunt

The same causal ordering allows us to use matrix B to reformulate the VAR model in its
structural form, where the variables of the xt vector are expressed as a function not only of
the past variables but also of contemporaneous ones and of the structural shocks. If B is lower
triangular, so is its inverse B−1 and we can use (6) and (16) to rewrite (6) as:
xt = A0xt + A1xt−1 + . . .+ Akxt−k + ut (20)
where Ai = B−1Πi i = 0, . . . k and A0 = B−1 is a matrix of coefficients expressing the contem-
poraneous relationships among variables. The system (20) is known in literature as a recursive
model as the generic ith variable may be contemporaneously affected by the first x1t, . . . xi−1t
variables but not by xi+1t, . . . xnt .
Once the identification restrictions have been found and the causal ordering chosen, from a
consistent estimate of Σ it is possible to obtain a consistent estimate of B, since the latter is
a linear function of the former. Through the estimated matrices Cˆ and Bˆ we can calculate
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the impulse-response functions and compute the impact of an economically meaningful shock
on a variable of interest. However, the impulse-response functions obtained through this or-
thogonalised identification scheme are in general not invariant to the order of the variables in
the VAR. As Luetkepohl (1991) points out there is not a statistical method to determine the
ordering of the variables in the system which must be chosen by the analyst through an a priori
knowledge of the relationships among the variables of interest. Choosing the correct ordering
is therefore crucial as it might affect the interpretation of the system through its effects on the
impulse responses. We shall keep such characteristic in mind when discussing the other iden-
tification schemes later in this work. At any rate, the degree of results’ sensitivity to different
specifications should be established in order to gauge the robustness of the conclusions.
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3.2 Using VAR models for monetary policy analysis
3.2.1 An interpretation of the monetary policy shocks
The use of VARs to estimate the impact of monetary policy on the economy was first pioneered
by Sims (1980). According to Rudebush (1998, p.907), the appeal of VAR models to study
the monetary policy transmission mechanism lies in the possibility to identify shocks without
starting from a consensus structural model of the economy, as no such model exists. Connected
to this point, it must be noted that VAR models consent the estimation solely of the exogenous
effects of policy. Endogenous policy effects, the ones that respond to the state of the economy,
cannot be identified since what follows policy could be either the effect of policy itself or the
result of what spurred the action of the central bank and, without a structural theoretical model
of the economy, we cannot distinguish between the two causes. The benchmark model typically
used in empirical applications has the following formulation:
 yt
xt
 = Π1
 yt−1
xt−1
+B
 u
y
t
upt
 (21)
where the constant term is assumed to be zero, the lag-length set to one and B is the identified
matrix of relationship (16), linking VAR innovations to the underlying structural shocks. In
particular, yt is a vector of non-policy variables such as real output or the price index, while
xt is a vector of policy variables, that are either directly affected by the monetary policy maker
(a short-term interest rate) or contain information on the stance of policy (i.e. measures of
monetary aggregates). Structual shocks are grouped according to whether or not they influence
policy variables. Among the former group (upt ) one can identify the monetary policy shock.
Furthermore, the equation that this shock enters (i.e. the equation for the chosen instrument
of monetary policy) can be interepreted as the monetary authority’s reaction function.
While it is true that a model such as (21) does not start from an a priori model of the economy,
identification of the various shocks is nevertheless needed and achieved through information
provided by theory and past empirical evidence. Furthermore, the identification does result in
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an ex-post structural model of the economy where shocks of different natures (monetary policy
but also credit, exchange-rates and supply-side shocks) are identified together with the related
reaction functions, yielding in a description of the altogether functioning of the economy as well
as of the interconections between agents’ actions. Along with a central bank reaction function,
identification results in singling out equations describing the behaviour of firms, consumers and
banks.
Identification allows us therefore to separate the monetary authority’s action into its two com-
ponents: the exogenous shocks and the endogenous feedback rule that describes the equilibrium
link between the policy instrument and the information set. Monetary policy would then have
the following form, that could be estimated through simple OLS11:
st = f (x1,t , x2,t−1) + ut (22)
In the equation above s represents the instrument used by the monetary authority which is
mostly identified with the a short-term interest rate or with a monetary aggregate; f is a linear
function of x1, a vector of variables affecting monetary policy contemporaneously, and of x2,
a vector of variables which influence policy only after a lag. The function f can therefore
be interpreted as the feedback rule while the variable u is the monetary policy shock which,
following Christiano et al. (1998 p. 8) could be given three economic interpretations. Shocks
might reflect variations in the preferences of the central bank. The primary target of monetary
policy is inflation but attention is paid to the general state of the economy as well, above all
to growth and unemployment rates. Changes in the relative importance of these variables (i.e.
because the members of the decisioning board have changed) are summarized by a change in
preferences and therefore in a shock. Alternatively, shocks might be the result of the central
bank acting not accordingly to the reaction function in order not to incur in the social costs of
disappointing the expectations of the public. For instance, in a period of sluggish growth the
public might expect the central bank to adopt an accomodating policy with low interest rates to
spur growth and these expectations might realise if the pressure is high. Finally, shocks might
11See Christiano et al. (1998).
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be caused by some technical factors (see Hamilton (1997)) such as errors in the measurement
of the variables constituting the monetary authority’s information set.
3.2.2 Different identification schemes leading to different conclusions
Structural VAR analysis requires an identification scheme based on an economic rationale that
helps to extrapolate economically meaningful shocks from VAR innovations. In literature several
strategies have been used to identify the monetary policy shock and, by reporting some of the
conlusions found in empirical works, we shall try to gauge how sensitive results are to the
identification scheme adopted. The identification strategies we present here will be used and
evaluated in the empirical application.
Short-run restrictions and the recursiveness assumption. This identification strategy is
based on the Cholesky decomposition described in the previous section and has been extensively
discussed, among others, by Christiano et al. (1998). The structural model is:
Γ

yt
st
xt
 = Π (L)

yt−1
st−1
xt−1
+

uyt
ust
uxt
 (23)
As usual, the vectors yt and xt respectively contain k1 non-policy variables and k2 policy indi-
cators, st is the instrument of monetary policy and its equation can be seen as the monetary
authority’s reaction function with its endogenous and exogenous components (the monetary
policy shock ust). The ordering of the variables in the model above implies two specific assump-
tions that define contemporaneous relationships and hence the innovation’s covariance matrix
Γ, which has the following form:
Γ =

γyy 0 0
γsy 1 0
γxy γxs γxx
 (24)
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The first assumption is that policy indicators, ordered last, are affected by both policy and non-
policy variables, but affect none of them. The second assumption is that monetary policy is
influenced by values of non-policy variables but cannot affect them contemporaneoulsy, neither
directly (through the monetary policy shock ust which is orthogonal to them giving rise to the first
zero-block in the first row of Γ) nor indirectly (through its effects on policy-variables; explicated
through second zero-block in the first row of Γ). Behind this last assumption lies the hypothesis,
acceptable if data are at a monthly frequency, that variables such as the quantity and the price of
output as well as spending decisions are determined by planning processes which, though affected
by factors such as consumers’ preferences and weather changes, are not immediately influenced
by the financial information carried by policy instruments and variables such as monetary
aggregates and interest rates. The first assumption is however more questionable: the central
bank monitors the monetary market constantly and it is harder to believe that innovations
in (i.e.) monetary aggregates do not immediately influence the value of the monetary policy
instrument. We are in fact assuming that the central bank requires time to process information
coming from both the monetary and the real economy.
This recursive identification scheme has been extensively used, among others, also by Leeper et
al. (1996) in their evaluation of monetary VARs. The authors analyze US data in the period
1960-1996 and proceed by adding “layers of evidence” through the increase in the number
of variables included in the baseline model. They reach two conclusions that appear to be
consistent among all specifications. The first and most important one is that shifts in monetary
policy have accounted just for a small portion of total variation in output and prices. However,
how it is noted in Walsh (1998, p. 31), this conclusion might have been affected by the time frame
chosen which included a change in the Fed policy instruments (a feature not taken properly into
account in the specification). The second conclusion is drawn from a variance decomposition
exercise where it is found that a large proportion of the variation in the policy instrument can
be explained by policy reactions to the state of the economy.
Similar findings and identification strategies are presented in Bernanke and Gertler (1995). The
authors estimate different VAR models on US monthly data over the sample period 1965-1993.
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The variables included are the funds rate taken as the instrument of monetary policy; real GDP
and its deflator to summarize economic activity; a commodity price index to control for supply
side-shocks such as oil price ones, influencing output and inflation. Moreover, commodity prices
are deemed to be forward-looking variables providing a control that is able to lessen or eliminate
completely the so-called price puzzle, a counter-intuitive finding of many VAR models which
estimate a positive reaction of prices following a contractionary monetary policy shock. Of
interest are the responses of GDP and its components to an unexpected increase in the funds
rate, chosen as the instrument of monetary policy. A contractionary monetary policy, albeit
short-lived (it drops after only three to four months), is followed by a sustained decline in output
which starts after four months and reaches its maximum decline after two years. Such a long-
lived reaction of output is used by the authors to discuss the existence of the credit channel,
a factor that strengthens the more traditional channels of the monetary policy transmission.
On the other hand, prices start declining only after one year while the commodity price index
declines more quickly. After decomposing GDP in final demand and inventory investment,
it is found that contractionary policy is followed by an immediate drop in final demand while
inventores increase for some months and then start decreasing, thus indicating an overall decline
in production. Moreover, the decline in inventories accounts for a large proportion of total
output variation. Finally, a further decomposition of GDP reveals that the variable that reacts
the most to a monetary tightening is residential investment followed by spending on consumer
nondurables and durables. Business fixed investment reacts with a greater lag than the other
spending components and equipment investment, as opposed to structure investment, is the
main element of this decline.
Sign restrictions This approach aims at creating a distribution of impulse-response func-
tions satisfying a set of conditions characterizing the signs of the coefficients. For instance,
Uhilig (2005) estimates a 5-variable VAR model on US data and identifies the monetary policy
shock by imposing that, for six months, the GDP price deflator, the commodity price index
and nonborrowed reserves do not react positively to the shock while the federal funds rate does
not react negatively. No sign restrictions are imposed on the reaction of GDP: the aim of the
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author is in fact to gauge the impact of policy on output judging by the impulse responses alone,
without relying on any a priori assumption. The baseline procedure12 consists in drawing from
the normal distribution the column of Θ1 corresponding to the monetary policy shock, inverting
the signs that do not correspond to the restrictions and checking whether the impulse-response
function obtained belongs to the set of admissible ones by verifying that the signs correspond
to the identification restrictions over all relevant horizons (here set to be five months). This
procedure is repeated for 10000 times and the minimum and maximum of the impulse responses
are plotted and taken as estimates of the confidence bounds. Results are very interesting: while
the funds rate, prices- and reserves variables display somewhat typical reactions, GDP responds
to the shock in a non-conventional manner, with respect to previous findings in literature. With
75% probability, the impulse response of GDP is within a ±0.2% interval around zero, at any
point within a five-year period and this result is robust to a different choice of the horizon at
which restrictions are supposed to hold. Thus, without imposing any type of restrictions on
the reaction of GDP, the distribution of the impulse responses suggests that monetary policy
neutrality with respect to output is not inconsistent with the data.
By reviewing some of the results found in empirical literature it appears clear that, although
there is little consensus on what the correct identification scheme should be, there is some
consensus on the effects that a monetary policy shock should have13. Prices react negatively
but sluggishly to a rise in the funds rate and so does the different measures of output used,
although this latter conclusion is less certain in Uhlig (2005) where the hypothesis of monetary
policy neutrality with respect to the real sector cannot be rejected. The uncertainty rather lies
in the importance of such shocks as explanatory variables of the overall variation displayed by
the economy.
12See Uhlig (2005 p.389).
13See, for instance, Walsh (1998).
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3.3 The fundamentalness assumption
When estimating the response of a group of variables to a structural shock, the analyst needs
to ensure that such shocks are actually obtainable from the data. If more variables are needed
to reconstruct the shocks than those included in the dataset, then the moving average represen-
tation of the latter in terms of the shocks is said to be non-invertible. As we shall later explain,
this possibility hampers the estimation of the model dynamics and of the impulse responses.
One obvious way to solve this problem is by enlarging the information set of the reseracher, but
this can be done only to a limited extent in the context of VAR models.
Let us start by giving a formal definition of fundamentalness; we shall then see how this concept
is linked to VAR models.
A stationary process xt always admits a moving average representation in terms of a vector of
white-noise innovations:
xt = C (L)ut (25)
From the representation above we can obtain the autoregressive model (5) if and only if the
matrix polynomial in the lag operator C (L) is invertible. Then, the vector of structural shocks
ut is said to be xt-fundamental. Fundamentalness (or invertibility) implies that the space
spanned by the variables coincides with the space spanned by the shocks. In other words, the
inverse of C (L) exists and is composed only of positive powers of L: thus, present and past
values of the variables are enough to obtain the structural shocks. The problem lies in the fact
that, as shown by Hamilton (1994, pp. 67-68), for any invertible representation, there exists a
non-invertible one compatible with the same covariance structure of the data.
One necessary condition for fundamentalness is that the number of shocks is less than or equal to
the number of variables observed: q ≤ N . In the case q = N , as in VAR models, the sufficient
conditions for fundamentalness requires (Rozanov, 1967) that (i) ut is a weakly white noise
vector; (ii) C (L) has no poles inside the unit circle and that (iii) the roots of the characteristic
polynomial |C (z)| are in modulus greater then one. When the number of variables is larger
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than that of the shocks, the sufficient condition for fundamentalness becomes milder: (i) and
(ii) still hold but (iii) can be restated such as that it requires all of the q × q submatrices of
C (z) to have no common roots inside the unit circle. It is easy to see that the larger is N, the
easier it is to satisfy this last condition: non-fundamentalness requires that
(
N
q
)
− 1 equality
constraints are satisfied, the probability of which falls with N.
We now have all the instruments to comprehend why fundamentalness is likely to be a problem
in the context of structural VARs. The moving average representation obtained by inverting the
VAR is always the fundamental one which, although equally compatible with the covariance ma-
trix of the data, is not necessarily the correct one. If the true representation is the non-invertible
one, the researcher would then estimate the wrong impulse-response functions and structural
analysis carried out in this context may be extremely misleading. Non-fundamentalness in VAR
models can arise when the agents observe an information set, yt, larger than xt, the set of vari-
ables analyzed by the econometrician: this might occur in the case of rational expectations
where agents, in order to formulate hypotheses on the future developments of key variabels,
look at a wide range of information-carrying time series, impossible to be all included in a
VAR model. Structural shocks which are non-fundamental with respect to the econometrician’s
model is a likely explanation for the unexpected behaviour of many impulse-response functions
estimated in structural VAR literature, such as the price-puzzle or the delayed overshooting
one.
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3.4 A critique of the VAR approach
In the previous discussion several weaknesses of VAR models have emerged.
A first group of criticisms is connected with the choice of the variable used as a policy indicator
and with the model’s capability of describing past policy actions. Bernanke and Mihov (1998)
argue that much of the puzzles found in empirical applications, such as finding a long-lasting
response of output or a non-significant liquidity effect following a monetary policy shock, are
related to an incorrect measure of the monetary policy stance. Using movements in broad
monetary aggregates as policy indicators may be inappropriate as well as leading to questionable
results due to the fact that money supply cannot be considered entirely exogenous; if we assume
that the central bank accomodates money-demand shocks, then a component of the money stock
will be endogenous. For this reason, more recent applied work has used interest rates or reserves
aggregates as policy measures. Moreover, once the VAR has been estimated, the systematic
part of the equation corresponding to the monetary policy instrument should represent a policy
reaction function while residuals are interpreted as policy shocks. Rudebush (1998) argues that
neither the equation nor the residuals bear any resemblance with estimated models of policy
behaviour nor with historical records of past policy actions. This is an obvious limitation but
only when the aim of the researcher is to describe past policies; not when the objective is to
identify the effects of monetary policy shocks which are unrelated to the endogenous response
of policy to the economy.
A great limitation to this last objective is the sensitivity of the impulse responses to the set
of identification restrictions chosen, which we disussed in the previous section. A connected
but nevertheless crucial point is that impulse responses must be obtained from a correctly
specified model based on the constancy of the parameters and on the inclusion of all the relevant
information. Both premises are testable but only the first can be restored, if missing, through
the inclusion of deterministic components or through a different choice of the dataset’s time
span. On the other hand, the omission of relevant information causes structural shocks not to
be obtainable from the innovations and cannot be generally solved within the VAR framework.
One of the intrinsic limitations of VAR models is in fact that the number of variables included
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in the system must be limited for estimates to be precise and reliable and in a complex economic
system where each variable is influenced by many others, a low-dimensional VAR is likely to
exclude important14 variables. The effects of omitted variables is stored in the innovations and
might lead to distortions in the impulse responses, rendering the model unsuitable to structural
interpretation. In monetary policy analysis the econometrician’s set of variables is inevitably
smaller than the large amount of information considered by central banks in the decision process.
Excluding forward-looking variables might end up in the VAR attributing movements in prices
and output to policy actions while it is actually policy that is reacting to expected future
changes in the economy. Moreover, a model with a limited information set might display some
impulse responses that are defined as puzzles as they do not correspond to theory-based priors.
One example is the so called price puzzle which displays prices increasing after a contractionary
policy shock and it is usually solved by including commodity or oil prices in the model.
The theoretical counterpart of this argument is the fundamentalness one, discussed in the pre-
vious section. We can ensure that the space spanned by VAR innovations is enough to retrieve
the structural shocks by increasing the number of variables in the dataset. However, the number
of parameters that have to be estimated increases quadratically (with n2) as the information
set increases and so does the number of identification restrictions required. Larger VARs (with
13 or 18 variables) have been estimated15 but there is no way to ensure that such a number
suffices and the high number of identification restrictions that need to be imposed are strongly
exposed to the Sims’ critique because of their scarse justifiability in economic reality.
Dynamic factor model analysis is the basis of an approach that allows researchers to handle
the information contained in a very large panel of data while using VAR techniques to identify
structural shocks and their effects on the variables of interest. In the next section we shall
decribe the model and its assumptions, clarifying how structural analysis can be implemented,
overcoming the non-fundamentalness problem.
14Important in a Granger-causality sense. See Luetkepohl (1991).
15See Leeper et al. (1996)
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4 Dynamic factor models: assumptions, identification
and estimation
As we have seen in the previous section, there are several reasons for which VAR models might
be considered inadequate for structural macroeconomic analysis. The VAR dimension must be
necessarily low, in order to avoid imposing hardly defendable identification restrictions as well
as to avoid estimation inaccuracies (recall that the number of parameters increases quadratically
with the dimension). Moreover, if economic agents decide on the basis of an information set
which is larger than that of the econometrician, we cannot be certain that the structural shocks
of interest are actually obtainable from the studied model. We just assume it to be so but have
no guarantees, although a partial test of the assumption is feasible16.
In order to avoid the problem of non-fundamentalness and to be able to take into consideration
a dataset that strongly resembles that of the economic agents, a new class of models has been
proposed to study macroeconomic relationships. These models are the generalised or approxi-
mate dynamic factor models17 proposed in Forni et. al (2000) and in Forni and Lippi (2001).
They are specifically designed to handle a large amount of information and are based on the
the hypothesis that macroeconomic variables, which often display a tendency to move together,
have a common structure, driven by a small number of unobserved factors. In particular, the
underlying hypothesis is that we can decompose a vector of observed data into two unobservable
orthogonal parts: a common component, driven by q factors that affect all variables, and an id-
iosyncratic one which affects only a limited number of variables. Factor models have been used
in literature to derive economic indicators, for structural analysis and for forecasting18. As we
shall later see, the main advantage of such models for structural analysis lies in the possibility
to exploit the information provided by a large dataset while building impulse responses only to
a limited number of structural shocks. We are therefore able to follow and analyse the response
16See Forni and Gambetti (2010c) for the description of a specific testing procedure. Alternatively, one could
calculate the characteristic roots of a q × q submatrix of the impulse-response matrix of a factor model, as in
Forni et al. (2003, section 5.3).
17The first factor models were presented by Sargent and Sims (1977) and by Geweke (1977).
18Examples include, respectively, Forni and Lippi (2000), Forni et al. (2009) and Stock and Watson (2002).
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of many variables in a unified framework, while keeping identification restrictions at a minimal
level.
Factor models are based on the theory of dynamic principal components proposed by Brillinger
in 1981 and on factor analysis, a technique of data-reduction aimed at identifying a small number
of factors that can explain most of the data’s variation, as summarized in the data’s covariance
matrix. The latter plays a crucial role since it is assumed to be storing the information on the
variables’ comovements. As we shall see later, factor analysis allows us to simplify the estimation
problem by moving from a n-dimensional space (the one spanned by the observed data) to a
smaller-sized one (the space spanned by the factors, or the dynamic shocks), thus enabling the
researcher to use a dataset that comprises a potentially infinite number of variables.
In what follows, we start from the model presented in Forni et al. (2000) enouncing the main
assumptions and describing the estimation procedure that shall be used in the empirical appli-
cation. The model we are referring to, is a special case of the generalized dynamic factor model
of Forni et al. (2000) and Forni and Lippi (2001) and differs from the factor model presented
by Sargent and Sims (1977) and by Geweke (1977).
4.1 Deriving the model from the fundamental assumptions
Assumptions on the data vector: Let xt be a vector of n observations at time t: let us
assume it to be the finite realization of a real-valued stochastic process, with zero-mean, station-
ary and with finite second-order moments Γx,k = E
[
xtx′t−k
]
, k∈ N. Furthermore, we assume
that the process {xnt , t ∈ Z} admits a Wold representation xnt = ∑∞k=0Cnkwn,t−k where wnt
are full-rank innovations with finite moments of order four and where the matrices Ckn =
(
Cnij,k
)
are absolutely summable; i.e. satisfy the convergence condition ∑∞k=0 ∣∣∣Cnij,k∣∣∣ <∞ , ∀n, i, j ∈ N.
Each process xit is assumed to be the sum of two unobservable, orthogonal elements: the common
component χit and the idiosyncratic component ξit. The former is assumed to be driven by a
q-dimensional vector of common shocks or dynamic factors, which we believe to be responsible
for the majority of the comovements between the observed macroeconomic variables and are
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possibly loaded by the process with different coefficients and lags. The idiosyncratic component
is orthogonal to the macroeconomic shocks, the interpretation we give to the common shocks,
and should reflect either measurement errors or “microeconomic” sources of variations. As
discussed in Forni and Gambetti (2010a) where a panel of 112 monthly US macroeconomic
series are analysed, the idiosyncratic component of a variable such as the exchange rate could
represent a non US-shock, originated in a foreign country. Allowing a certain degree of cross-
correlations among the idiosyncratic components renders the model more flexible and realistic
as non-macroeconomic sources of variations might nevertheless affect more than one variable.
Furthermore, the distinction between common and idiosyncratic shocks allows us to separate
economically meaningful shocks from simple measurement errors thus avoiding the latter to
influence the results of the analysis; something that cannot be done in VAR models.
The decomposition of the process xit into two orthogonal components can be thus expressed as:
xit = χit + ξit = bi1 (L)u1t + bi2 (L)u2t + · · ·+ biq (L)uqt + ξit (26)
We can rewrite the above equation in a compact form after having defined χt = (χ1t . . . χnt)′ ,
ξt = (ξ1t . . . ξnt)′ and B (L) as the matrix whose (i, j) entry is bij (L):
xt = χt + ξt = B (L)ut + ξt (27)
where ut is an orthonormal white noise and B (L) = B0 +B1L+ · · ·+BsLs is a n×q polynomial
of order s in the lag operator.
Assumptions on the dynamic eigenvalues of the spectral density matrices of the
common and of the idiosyncratic components: We first define Σχ (θ) , Σξ (θ) , θ ∈ [−pi, pi]
to be the spectral density matrices of the common and of the idiosyncratic components and
λχj , λ
ξ
j to be their corresponding dynamic eigenvalues. With the latter term we mean the
mappings θ 7→ λχj (θ) and θ 7→ λξj (θ): the functions associating with any θ ∈ [−pi, pi] the real
non-negative eigenvalues of Σχ (θ) and of Σξ (θ) in descending order of magnitude. We moreover
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define Γχ0 as the 0-lag covariance matrix of the common component and µχj as its j-th largest
eigenvalue. Recall that between the spectral density- and covariance matrix (at various lags) of
the data, the following relationships exists:
Σx (θ) =
∞∑
k=−∞
e−ikθΓxk or Γxk =
1
2pi
ˆ pi
−pi
Σx (θ) dθ
where k is the lag of the covariance matrix and θ is the frequency.
We then make three assumptions regarding the dynamic eigenvalues of the common and of
the idiosyncratic components. In particular, we assume that the first idiosyncratic dynamic
eigenvalue λξ1 is uniformly bounded; i.e. there exists a real number c such that λξ1 ≤ c ∀n ∈
N , ∀θ ∈ [−pi, pi].
Conversely, the first q common dynamic eigenvalues diverge almost everywhere in [−pi, pi]: for
j = 1 . . . q, λχj (θ) → ∞ as n → ∞. Moreover, for θ almost everywhere in [−pi, pi] and for
k = 1, . . . q we have that λχj > λ
χ
j+1.
These assumptions imply that each common shock is present in an infinite set of cross-sectional
units with non-decreasing importance while idiosyncratic shocks affect only a limited number
of variables with their impact approaching zero as n goes to infinity 19. A crucial result of these
assumptions, as discussed in Forni et al. (2000), is that the first q dynamic eigenvalues of the
spectral density matrix of the data diverge almost everywhere in [−pi, pi] while the (q + 1)th
stays uniformly bounded. This result is of foremost importance as it translates assumptions
on the unobservable components into assumptions on the dynamic eigenvalues of the data,
which are observable. Finally, these assumptions imply that the common and the idiosyncratic
components are identified and can be consistently estimated.
The moving average model in (27) can be rewritten in a static form, with common factors loaded
only contemporaneously. Having defined the vector of static factor as ft = N (L)ut, with N (L)
being a polynomial matrix in the lag operator, we can rewite (27) as:
19See Forni et al. (2000 p. 542).
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xt = χt + ξt = Aft + ξt (28)
where A is the n× r matrix of factor loadings, such that A = (B0B1L · · ·BsLs).
The static factor model requires a further set of assumptions concerning the eigenvalues of the
contemporaneous (0-lag) variance-covariance matrices of the common and of the idiosyncratic
components (Γχ0 and Γξ0 respectively) that resemble the assumptions given for the dynamic
eigenvalues. In particular we need, for n going to infinity, that the r largest eigenvalues of Γχ0
diverge (go to infinity) while the largest idiosyncratic eigenvalue stays bounded.
The relationship between the moving average and static form of the factor model arises from
the assumption that the vector of static factors follows a V AR (p):
ft = D1ft−1 + · · ·+Dpft−p + t
t = Rut
(29)
From the inversion of the VAR we obtain an equation for ft that, if substituted in (28) yields
the factor model in its dynamic form:
xt = A (I −D1L− · · ·DpLp)−1Rut + ξt = B (L)ut + ξt (30)
The equation above relates the variables to the q structural shocks; as a result, the matrix B (L)
could be interpreted as the matrix of the impulse-response functions. However, representation
(30) is not unique; we can easily show how the representation of the common component χt =
C (L)vt is equivalent to χt = B (L)ut in (30) if we take vt = Hut and C (L) = B (L)H
′ with H
being any unitary q×q matrix; i.e. HH ′ = I. Hence, the common component once estimated is
unique only up to orthogonal rotations. We should then use theory-based restrictions to impose
a rotation so that the impulse-response functions are uniquely identified. The procedure is
exactly the same as the one required in structural VAR models; however, one advantage over it
is that the number of identification restrictions needed in factor models, q(q−1)2 , is much smaller
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than the cross-sectional dimension of the dataset and is independent of it.
Before moving to the description of the choice of factors and of the estimation techniques, we
shall first give an overview of the interpretation that can be given to the static factors20. Static
factors unlike dynamic ones do not have a structural economic interpretation but they are rather
a statistical tool that can be used to model the system dynamics. More specifically, given q (the
number of dynamic factors) a larger r allows for more heterogeneity in the dynamic responses
of variables to structural shocks; for instance allowing for leading and lagging relationships (i.e.
a variable reacting to a shock faster or slower than another one) that are often encountered in
empirical analysis. For example, if q = r = 1 all impulse-response functions will be of identical
shape; even though variables might load the factor with different coefficients and signs, a leading
or lagging behaviour is not contemplated. On the other hand, a larger r implies that a larger
number of parameters needs to be estimated: the choice of the number of static factors entails
therefore a trade-off between parsimony and flexibility.
4.2 Consistent estimators for the factors, their loadings and the com-
mon component
Let us assume for the moment that the number of static and dynamic factors is known. We
shall discuss how these numbers can be established in the next section.
Several methods have been proposed for the estimation of the common component and all involve
the estimation of the space spanned by the common shocks so that the common component can
be obtained as the projection of the data vector on such a space. Forni et al. (2000) develop
an estimator for the common component based on the eigenvectors associated with the largest
dynamic eigenvalues of the data’s spectral density matrix and prove its consistency as both the
cross-sectional and time dimensions tend to infinity. In the same paper, Forni et al. (2000)
use this estimation procedure to produce a coincident indicator for the Euro currency area:
after having estimated the common component of GDP for each country, they build a weighted
20See, for instance, Forni and Gambetti (2010a).
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average of the common components using GDP levels as weights. In this way, the comovement
of Euro-area countries’ output can be monitored. Moreover, having depurated the series from
the idiosyncratic parts, only the components more colosely related to other macroeconomic
indicators are taken into consideration.
Here we shall discuss a simpler estimation method that is used in the empirical application:
the static-principal components esitmator proposed by Stock and Watson (2002) which relies
on the static representation (28). The authors estimate the static factors through the r largest
principal components of the process xt. These are defined as r orthogonal linear combinations
of the data that explain most of the variation displayed by the data:
git = sixt , i = 1, . . . r (31)
The problem is that of a constrained maximisation: we want to choose the coefficients of si
with i = 1 . . . r so that they maximise the variance of the first r principal components. The
constraints are r normalisation conditions, through which we ensure that the variance cannot
grow undefinetely:

max
∑r
i=1E [gitg′it] =
∑r
i=1E
[
sixtx
′
ts
′
i
]
= ∑ri=1 siΓx0s′i
s.t sis
′
i = 1 , i = 1, . . . r
We can now show that the weights of the first principal components correspond to the eigen-
vectors associated to the largest eigenvalues of the data’s covariance matrix. In particular, for
the first principal component we have the following Lagrangian that needs to be maximised:
L =s1Γx0s
′
1 − µ1
(
s1s
′
1 − 1
)
(32)
From the first order condition we have the following solution:
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∂L
∂s1
= 2s1Γx0s
′
1 − 2µ1s1 = 0 =⇒ s1Γx0 = µ1s1 (33)
Thus, the vector of the weights of the first principal component, s1, is an eigenvector of the
variance-covariance matrix of the data. Premultiplying the solution with s′1 we find that, in
order to maximise the variance of the first principal component, the eigenvalue µ1 needs to be
the largest. Repeating the procedure r times and recalling that the eigenvectors of a matrix are
orthogonal to one another, we find that the linear combinations of the data that give rise to the
principal components are given by the r eigenvectors associated to the r largest eigenvalues of
Γx0 . We indicate the principal components through the vector Gt = (g1t . . .grt)
′.
The latter can be proven21 to be a consistent estimator of the space spanned by the common
component so that we can express the static factors as Ft = ΩGt. Hence, the static factors
coincide with the principal components up to an orthogonal rotation Ω.
We can now estimate the common component χt by regressing the data on the estimated
factors. Recall that we have xt = AGt + ξt and, given that ξt is white-noise and orthogonal
to the regressor, we can estimate A, the matrix of factor loadings, through the OLS coefficient,
Aˆ = E
[
GtG
′
t
]−1
E
[
xtG
′
t
]
. Therefore, defined W as the n × r matrix where each column
corresponds to the eigenvectors associated to the r largest eigenvalues of Γx0 , we can write the
following expression for the common component:
χt =
(
W
′Γx0W
)−1 (
W
′Γx0
)
W
′xt (34)
χt = WW
′xt (35)
The estimator of the loadings matrix is therefore the matrix composed of the first r eigenvectors
associated to the r largest eigenvalues of Γx0 .
Finally, when considering finite-sized samples, we need a consistent estimator of the covariance
21See, for instance, Bai and Ng (2002).
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matrix of the population, given by the sample variance-covariance matrix: Γˆxk = 1T−k
∑T
t=k+1 xtx
′
t−k.
Worth to be mentioned is another estimation technique proposed by Forni et al. (2005): a
two-step estimator that uses the spectral density matrix of the data to build a consistent esti-
mator of the spectral density matrix of the common component. From that, the usual variance
maximisation problem yields the estimates of the factors and of their loadings.
4.3 Estimation and structural analysis
After having chosen the number of static and dynamic factors, we construct the loadings matrix
as the n× r matrix where each columns is one of the first rˆ normalised eigenvectors associated
to the largest eigenvalues of the sample covariance matrix Γˆx. The estimated factors are then
the first rˆ ordinary principal components of the data: fˆt = Wˆ
′xt.
After having estimated the factors, we run a V AR (p) model such as (29) choosing the num-
ber of lags through standard information criteria22 and through misspecification tests aimed at
ensuring an adequate specification of the VAR process. This yields an estimate of the VAR
parameters Dˆ (L) = I − Dˆ1 − · · · − Dˆp as well as of the residuals ˆt. We then apply the decom-
position discussed in the estimation of the static factors on the estimated variance-covariance
matrix of the residuals, Γˆ.
Let Kˆ be a r × q matrix where q is the estimated number of dynamic factors and where each
column represents the eigenvector associated to the largest q eigenvalues of Γˆ in decreasing
order of magnitude: µˆj , j = 1 . . . qˆ. Considering that Γˆ can be diagonalised into the product
of Kˆ, a diagonal matrix having the eigenvalues on its diagonal, and of Kˆ transposed, we can
rewrite ˆt as Sˆ = KˆMˆ with Mˆ being a q×q diagonal matrix with
√
µˆij as its (i, j) entry. Hence,
we have obtained a non-structural estimation of the common component:
χt = Cˆ (L)vt (36)
With Cˆ (L) = AˆDˆ (L)−1 Sˆ being the matrix of the non-structural impulse-response functions.
22Described in the section of the empirical application.
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The remaining step involves the identification of the impulse-response functions. We are going to
accomplish the tasks in two different ways. We can use theory to impose a set of restrictions that
allow us to create a rotation matrix H which, post-musltiplied by Cˆ (L), yields us the desidered
uniquely identified impulse-response functions Bˆ (L). More precisely, if we are interested in the
response of the first m variables, with m ≤ n without loss of generality, we need to find a q× q
matrix H such that Bˆm (L) = Cˆm (L)H .
We have thus obtained the final structural representation that relates the macroeconomic vari-
ables of interest to the structural shocks:
xt = AˆDˆ (L)−1 SˆHˆut = Bˆ (L)ut (37)
The columns of Bˆ (L) represent the reaction of each variable to one of the q structural shocks.
If in the identification we have imposed the monetary policy shock to be the jth, then the
cumulated response of the ith variable to a one-unit variation of the monetary policy shock
will be given by ∑sh=0 (Bˆh)ij with (Bˆh)ij indicating the (i, j) entry hth matrix of the matrix
polynomial Bˆ (L).
We shall then obtain confidence interval for the estimated impulse response by iterating the
following procedure: we draw from the normal distribution a vector of residuals, re-estimate a
new vector of static factors and their VAR process which we invert to obtain a new impulse
response matrix. This procedure yields a distribution of the impulse responses, from which we
select those delimiting a 80% confidence interval, which will be plotted along with the sample
function.
Another procedure that we are going to follow in the structural analysis involves the identifi-
cation of a distribution of impulse responses that satisfy a set of theory-based sign restrictions.
We characterize one of the structural shocks to be a contractionary monetary policy one by
imposing sign restrictions on some of the coefficients of the impulse response matrix. More
precisely, we characterize a contractionary monetary policy shock through the following con-
ditions: the shock has (i) a contemporaneous positive effect on the federal funds rate, (ii) a
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lagged negative impact on prices and (iii) a lagged negative impact on output. In the empirical
analysis we select all the rotations of the non-structural impulse-response matrix that satisfy
restrictions (i) to (iii), obtaining a distribution of admissible rotations. The rotation which is
closest to the median of the distribution is then used in the analysis. We are nevertheless going
to impose a minimal number of characterizing conditions, restricting the response of just one
real sector variable, thus keeping our approach as agnostic as possible. An alternative or addi-
tional characterising condition could be to impose (iv) a lagged positive impact on longer-term
interest rates working through expectations and the term structure of interest rates. Selecting
the correct delay as well as the duration of the imposed sign restrictions is potentially extremely
arbitrary and we shall try to be guided in the decisions by the findings in literature, already
partially described.
We obtain the confidence intervals for the structural analysis based on sign restrictions in the
following way. For each replication we draw a vector of residuals from the normal distribution,
construct a new sample of static factors and estimate the VAR process which we use to obtain
a new impulse-response matrix. We then draw from a uniform distribution a vector of angles
with dimension (q2 − q)/2 and use it to calculate the rotation matrix. We then verify if the
structural impulse responses thus obtained satisfy the sign restrictions imposed and, if so, we
store them. We obtain a distribution of impulse responses of which we select the 16th and 84th
percentiles which shall define a 80% confidence interval23.
4.4 Choosing the number of dynamic and static factors
Several criteria have been proposed in literature and used in empirical applications to estimate
the number of static and dynamic factors. All techniques use the assumptions on either the
dynamic or static eigenvalues: the eigenvalues of the data’s spectral density matrix or of the
data’s covariance matrix. Before describing such criteria, we present some useful results.
The variation displayed by the data can be summarized through the eigenvalues of the data’s
23This corresponds to a one standard deviation interval, if the distribution of the impulse responses is a
standard normal.
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covariance matrix, a consistent estimator of the population’s covariance matrix. Thus, the
portion (in percentage points) of variance explained by the first r eigenvalues can be expressed
as:
100×
∑r
i=1 µi∑n
i=1 µi
(38)
Where µi , i = 1 . . . n are the n eigenvalues of Γˆx0 .
In a similar way, we can use the dynamic eigenvalues of the variables’s spectral density matrix
Σx (θ) to reproduce the information carried by the data. Among the assumptions enounced
above it was stated that, if the common component in its moving average form is driven by
q dynamic shocks, then the first q dynamic eigenvalues diverge as n goes to infinity while the
remaining n − q stay bounded. We therefore pick the largest dynamic eigenvalues, which are
the ones that explain the most of the data’s variation. It follows that the residual variance of
the idiosyncratic components is given by:
1
n
E
[
n∑
i=1
(xit − χit)2
]
= 1
n
n∑
j=q+1
ˆ pi
−pi
λxj (θ) dθ (39)
where λxj (θ) is the jth largest dynamic eigenvalue of the spectral density matrix Σx (θ). The em-
pirical counterpart of the population’s spectral density matrix, computed using the periodogram
smoothing estimator is:
Σˆx (θ) =
MT∑
k=−MT
wkΓˆxke(−ikθ) (40)
where the weights of the smoothing window are w = 1− |k|
MT+1 and the window size isMT '
√
T .
The variance of the idiosyncratic component, calculated using sample values, is given by24:
1
n
n∑
j=q+1
1
2MT + 1
MT∑
k=−MT
λxj (θh) (41)
24See Forni et al. (2000).
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A first procedure to determine the number of dynamic factors is a heuristic one, proposed by
Forni et al. (2000). If the common component in its moving average form is driven by q dynamic
shocks, then the authors propose to choose q so that the (q + 1)th dynamic eigenvalue explains
less than 5% of the total variance displayed in the data.
A formal procedure resulting in a group of consistent estimation criteria for the number of
dynamic factors was proposed by Hallin-Liska (2007) and involves choosing q so that the sum
between the variance of the idiosyncratic component and a penalty function (increasing in the
dimensions of the dataset) is minimized. The two critera proposed are the following:
IC1 (k) =
1
n
n∑
j=q+1
1
2MT + 1
MT∑
k=−MT
λxj (θh) + qp (n, T ) (42)
IC2 (k) = log
 1
n
n∑
j=q+1
1
2MT + 1
MT∑
k=−MT
λxj (θh)
+ qp (n, T ) (43)
where p (n, T ) is a penalty function, θh = pihMT+0.5 , and where q is the number of factors chosen
as the smallest value minimizing one of the two criteria, comprised between 0 and a maximum
value set by the analyst. Consistency is proven in Hallin and Liska (2007) under the condition
that the penalty function satisfies:
limn,T→∞ p (n, T ) = 0 or limn,T→∞ min
(
n,M2T ,M
(−1/2)
T T
(−1/2)) p (n, T ) =∞ (44)
In order to choose the correct penalty function, the authors propose to premultiply it by a
constant term c which is then exploited to determine the number of factors. In order to gauge
the asymptotic behaviour of q we can use the information given by J subsamples of increasing
size nj ≤ N and Tj ≤ T , for j = 1 . . . J . Then, for each value of c, we compute the number of
factors in each subsample, qctj ,nj , obtaining J values for q, of which we calculate the variance:
S2c = 1J
∑J
j=1
[
qctj ,nj − 1J
∑J
j=1 q
c
tj ,nj
]2
. We then look for a value of c corresponding to a number
of factors constant over the different subsamples; i.e. a value of c at which the variance in
the number of factors computed over the J subsamples is zero. For c = 0 we always have a
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boundary solution q = qmax which needs not to be considered.
Hallin and Liska (2007) have found such criteria to perform well in simulations and, using 132
US monthly time series for the period 1960:01-2003:12, they have estimated the number of dy-
namic factors responsible for the majority of the comovements displayed by US macroeconomic
variables. They found that, for the subperiods 1960-1982 and 1983-2003, the estimated number
of dynamic factors is three and one respectively, while for the overall sample period evidence is
less clear and points towards a number between one and four. Such results suggest that there
might have been a significant change occurring in the economy between 1982 and 1983, as many
economists have argued. Other authors, using different methodologies come to similar conclu-
sions. For instance, Sims and Sargent (1977) find that two dynamic factors are behind most of
US post-war macroeconomic time series while Forni and Gambetti (2010), using a dataset of
101 US quarterly series, find that the data are well described by a number of dynamic factors
between two and six.
As for the determination of the number of static factors, Bai and Ng (2002) have developed a
formal procedure, similar to that of Hallin and Liska (2007). It is based on the static version of
the dynamic factor model and it is aimed at the minimization of the variance of the idiosyncratic
component summed to a penalty function. The Bai and Ng criteria are sometimes used together
with their refinement proposed in Alessi et al. (2008).
In the empirical exercise, we estimate the number of dynamic factors through different versions
of the Hallin-Liska criterion. We then fix the number of static factors r, such that the first r
eigenvalues of the sample covariance matrix explain the same amount of variance explained by
the first q dynamic eigenvalues of the sample spectral density matrix.
4.5 The impact of structural breaks on the estimation
One of the underlying hypothesis of VAR models is parameter constancy: if not handled prop-
erly, structural or parameter instability may lead to the misspecification of the model and to
unreliable results. We have found, anticipating part of the results of the empirical exercise, that
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the VAR model for the static factors estimated using a dataset covering the period 1960:01-
2009:12 shows several symptoms of misspecification (i.e. the null hypothesis of the Jarque-Brera
test for univariate normality was rejected for all the factors) and therefore, we have decided to
analyse a smaller time span (1984:01-2006:12) which yields a much better fit of the static fac-
tors’ process. Restricting the time span is likely to have omitted some of the structural breaks
that might have occurred in the US economy; among others we are certainly excluding the
change in the Fed’s monetary policy regime in the 1980s and the beginning of the so-called
Great Moderation (usually dated with 1984:01 and coinciding with a decline in the volatility
of output growth and inflation). Factor models, which ought to span a large time period in
order to ensure consistency of the estimates, are more vulnerable to the risk of structural breaks
than VAR models. The impact of such breaks, which we found likely to affect the VAR pro-
cess of the static factors, has been extensively studied for the consequences they produce on
the factor structure of the data by Breitung and Eickmeier (2010), Stock and Watson (2007)
and Banerjee and Marcellino (2008), among others. This topic needs to be addressed before
proceeding further with the discussion. Breitung and Eickmeier (2010) argue that structural
breaks change the way factors are loaded by the data (i.e the coefficients in the matrix A) as
some factors become more (less) important to the variables of interest. As a consequence, a
break of this kind leads to inconsistent estimates of the parameters and to a larger dimension
of the factor space. In particular they show that, if there are k structural breaks in the sample,
then the number of estimated static factors is (k + 1) r where r is the true number. Through
a Monte Carlo experiment they also find that one of the commonly used criterion to determine
the number of static factors, the Bai and Ng criterion, overestimates the number of the static
factors. This hinders a correct structural analysis because it leads to the incorrect estimation of
factor loadings. The overestimation is no longer problematic if the aim of the researcher is solely
to distinguish between the common and the idiosyncratic components of the data. Breitung
and Eickmeier (2009) propose three testing procedures for a structural break and apply it to
a database very similar to the one used in the empirical exercise, comprising 132 monthly US
time series covering the period 1960-2003 and find a structural break in 1984:01.
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4.6 Fundamentalness is no longer a restrictive assumption
Both structural VARs and factor models are characterized by the fundamentalness assumption
concerning the structural shocks. In particular, stating that the vector of structural shocks
ut is fundamental implies that each shock uht, h = 1, . . . , q belongs to the space spanned by
the past and present values of the common component (the variables in the dataset in VAR
models). Under such assumption the moving average representation of the dynamic factor model
is identified only up to orthogonal rotations, just like in structural VARs. However, unlike what
happens in VARs where fundamentalness is assumed but not necessarily met, this assumption
is not particularly restrictive in factor models.
We can start with a particular case: when the number of static factors is r = q (s+ 1). Then,
the assumption made on the contemporaneous covariance matrix of the common component
(i.e. that the first r eigenvalues diverge as n goes to infinity) imply that the covariance matrix
Γχ = AA′ has full rank and so has the loadings matrix A. Therefore, a r× n matrix R exists so
such that RA = Ir and we can express the static factors as a linear combination of the common
components:
Rχt = ft =
(
u′tu′t−1 · · ·u′t−s
)′
(45)
Forni et al. (2009) observe that satisfying the condition r = q (s+ 1) is not always convenient
as an adequate but more parsimonious structural representation can be achieved allowing for
r < q (s+ 1). For instance, if there is just one dynamic shock moving the data, then only three
static factors are sufficient to describe all the variables’ possible reactions to the shock (leading,
lagging and coincident). In this case, fundamentalness requires that, within the impulse response
matrix B (L) there exists a q× q invertible submatrix. Then, a left-inverse for B (L) exists and
we can express the shocks as a linear combination of past and present values of the common
components. Although we require the same condition for VAR models, the invertibility of B (L)
is a much milder condition25 in factor models where n is much larger than q. Asking for an
25See also the discussion in subsection 3.3.
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invertible q×q submatrix is equivalent to asking for the columns of the impulse response matrix
to be independent. This implies that the impulse responses of the variables to one the shocks
must not be a linear combinations of the responses to any of the other shocks. Forni et al.
(2009) call this condition dynamic heterogeneity and, if the model is correctly specified (i.e. the
number of factors is the true one) than this is a reasonable assumption to impose.
Moreover, Forni et al. (2009) note that fundamentalness of the entire system does not imply
fundamentalness of a q × q subsystem. Hence, impulse responses which are non-fundamental
to a VAR model and cannot be estimated without causing results to be unreliable, can instead
be consistently estimated in the context of factor models. Intuitively, unlike in VAR models,
the information set of the agents can be (at least theoretically) completely reproduced by the
econometrician and the structural shocks obtained from the dataset
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4.7 Discussion
VAR models are characterized by a strong trade-off between their dimension and the credibility
of the structure imposed on the data. On one hand, a low-dimensional VAR might not correctly
reproduce the agents’ information set. As a result structural shocks might not be obtainable
from the data and the wrong model, the fundamental one, would be estimated. On the other
hand, increasing the number of variables results in a loss of efficiency of the estimates as too
many parameters need to be estimated with only a limited time dimension. Furthermore, in
structural VARs the number of shocks coincides with the number of variables and adding one
further variable is not only likely to change the aspect of the impulse responses but requires
also the imposition of n more identification restrictions26. The higher their number, the harder
it is to justify them through economic theory.
Given such considerations, factor models are more parsimonious as they allow to handle a
large amount of information while keeping the number of restrictions low. Factor models can
potentially include all the relevant time series in an economy and the econometrician is much
more likely to observe the same information set of the agents. The fundamentalness assumption
becomes a mild one, allowing for a consistent estimation of the parameters. Moreover, the
number of dynamic shocks is independent of the number of variables included in the dataset
and does not coincide with it. In particular, contrarily to VARs, results have been found to
be robust to the inclusion of additional variables to the baseline specification27. A number of
dynamic shocks so small compared to the panel dimension of the dataset implies the possibility
of analysing the impulse responses of many variables in a unified framework while imposing
only a limited number of identification restrictions.
Unlike VARs, factor models imply the separation of the structural shocks from measurement
errors and sources of variation which affect only a limited group of variables. By disregarding
such sources of variation which are not of economic interest, the researcher is able to isolate
the “true” signal and conduct an analysis on that part of the information set which is more
26From a n-dimensional to a (n+ 1)-dimensional VAR the number of additional identification restrictions
required is n.
27See, for instance, Forni et al. (2009).
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strongly correlated with the data. Structural analysis should as a result, be much more robust
than in VAR models. It is however not necessarily so as there is an increased misspecification
risk deriving from the imposition of a large structure on the data. In fact, while it is true
that identification in factor models is less problematic than in VARs, the estimation procedure
requires nevertheless several steps in which the analyst chooses the parameters without being
certain of the accuracy of her choice. Such steps are a set that comprises that of structural VARs;
for istance, besides choosing the VAR lag-length with information criteria suggesting different
values, the analyst should also determine the number of static and dynamic factors whithout
a widely accepted criterion. Finally, it should be noted that for the estimation to be accurate
a large time span is needed. The larger the time frame considered however, the more likely it
is that factor loadings might change as a result of variations in the economy (i.e. structural
interventions, economic reforms, habit formation changes, technological changes, globalization),
thus leading to an inaccurate estimation.
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5 The monetary policy transmission mechanism
5.1 An imperfect correspondance between the conventional story
and empirical evidence
In this section we shall outline the main features of the monetary policy trasmission mechanism;
the aim is to have a theoretical prior against which to confront the results of the empirical
exercise.
Two are the main objects of the monetary authority’s preference function: price stability and
economic growth. Each of them enters the function with different weights according to the
authority considered. The European Central Bank, for instance, seeks price stability as its
primary goal and proposes to foster growth only when the former does not imperil the latter.
Different are also the main operational targets used, across authorities and over history. The
instrument of the ECB is the supply of reserve assets which are adjusted in order to control a
short-term rate such as the interbank overnight rate. Authors that conduct empirical analysis
on US data use the federal funds rate as a proxy for the instrument of the Federal Reserve’s
monetary policy as it has been found to be a better predictor for real variables than any of the
monetary aggregates28.
The traditional view on the monetary transmission mechanism sees policy as operating mainly
through the interest-rate and exchange-rate channels. Short-term interest rates are thought
to influence the real economy through both the effect on money supply (as they represent the
opportunity cost of holding money) and the effect on the cost of capital. In an open economy,
the exchange rate influences prices and output through the domestic currency price of imports.
An increase in the country’s interest rates attracts foreign investors leading to an appreciation of
the home currency and to a decrease in the price of imports which in turn affects the overall price
level depending on the degree of openness of the economy. The appreciation of the exchange
rate should lead to a decrease in the country’s exports (which become more costly) and to a
28See, for instance, Bernanke and Blinder (1992).
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decline in output29.
Of primary importance are therefore the links connecting the very short-term interest rate,
that can be modified by the monetary authority, to the exchange rate as well as to longer-term
rates that influence consumption and investment spending. However, as Bernanke and Gertler
(1995) have highlighted with their VAR estimation on US data, the magnitude, timing and
composition of the effects of a monetary policy shock on output are not entirely consistent with
the traditional explanations of the transmission mechanism. First of all, output appears to
react strongly to a shock in the federal funds rate. But aggregate spending decisions are closely
linked to longer-term interest rates, especially given that the components of GDP displaying
the biggest response to a monetary policy shock are not inventories or spending on consumer
nondurables but residential investment and spending on consumer durables which are supposed
to be more dependent on the long-term rates than the other components. It follows that the
monetary policy’s effect on the economy depends on how policy affects the term structure30 of
interest rates; the link existing between long-term and short-term interest rates. While the term
structure can account for the lagged reaction of output, it is nevertheless hard to explain how
a small variation in the funds rate, which can but limitedely affect the longer-term rates, can
trigger such a long-lived response of output. Such a response is even harder to understand if we
note that monetary policy has an impact only on nominal interest rates, as the steady-state real
rate of interest is determined by the marginal product of capital. The usual explanation is given
through the hypothesis of sticky prices: if the central bank increases the money supply keeping
the nominal interest rate constant, the expected price level and the expected inflation rise,
lowering the real interest rate and stimulating businesses’ and consumers’ investment decisions.
However, recent empirical evidence31 suggests that investment spending is mostly affected by
non-neoclassical factors such as lagged output, sales and cash flow rather than by the cost of
capital itself.
29See, for instance, Walsh (1998).
30The expectation theory of the term structure suggests that long-term nominal interest rates depend on
the expected future values of nominal short-term interest rates and, as they depend on monetary policy, on
expectations of future policy values
31See, for instance, the discussion in Bernanke and Gertler (1995).
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Given the above mentioned contrast between empirical evidence and the conventional conception
of the transmission mechanism, economists have sought further explanations. Among others,
Bernanke and Gertler (1995) have focused on the special role played by the credit market
and have suggested that the credit channel could be thought as an amplifier of the way that a
monetary policy shock is transmitted to the real economy. The foundations of the credit channel
theory rely on the existance of imperfections in the credit market that create a wedge between
the funds that firms or household can generate internally (through revenues or income) and the
funds that can be raised externally. This wedge, or external finance premium, can depend on
the stance of monetary policy and the consequences of such dependance sum themselves on the
traditional interest-rate and exchange-rate effects.
5.2 The credit channel of monetary policy
Crucial to the existance of the credit channel is the asymmetric information characterizing credit
relationships. The capability of lenders of knowing borrowers’ creditworthiness as well as the
bounty of their investment projects is low and can be limitedely achieved only after sustaining
monitoring costs. Moreover, loan terms might affect the type of borrowers the lender is able
to attract as well as the behaviour of borrowers, so that charging a higher interest rate might
attract more dishonest borrowers (adverse selction; borrowers that default whenever the cost
of default is higher than the loan’s cost) or induce some to turn to riskier investment projects
(moral hazard). All these factors contribute to the external finance premium faced by borrowers;
a wedge between the cost of the funds raised internally (either by income or by revenues) and
those raised externally (through credit). A bigger external finance premium will lead consumers
to cut down expenditure, especially of costly goods such as consumer durables and housing,
causing a fall in aggregate demand and inducing firms to reduce investment projects, thus
leading to an overall decrease in output and employment. Monetary policy can influence the
entity of such wedge through the impact it has on the borrowers’ balance sheet and through
the bank-lending channel. We shall describe both as well as explain how the credit channel can
account for the empirical regularities previously described.
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The bank-lending channel: One of the components of the credit channel is the one oper-
ating through bank lending, even though empirical evidence on the topic is limited due to the
difficulties encountered in distinguishing between the effects coming from the asset side (loan
supply) and from the liabilities side (deposits) of a bank’s balance sheet.
A monetary policy tightening operated through an open market sale drains banks’ deposits and
hence reserves. Consequentially, if banks do not face a perfectly elastic supply of funds they
might have to reduce lendings. The key assumption in the Bernanke-Blinder model (1988) for
the bank-lending channel is that banks cannot completely replace lost deposits with certificates
of deposits, new equity issues or through rising interest rates on deposits. This argument might
be less valid if we consider the evolution of financial markets but in these last years following
the financial crisis the creditwothiness of banks has dropped dramatically and the functioning
of the interbank credit market has been significantly hampered. Moreover, an increase in the
short-term interest rates implies that banks face a more costly access to funds and an increased
opportunity cost of lending. In order not to reduce profits, banks could rise the interest rate
charged on loans. However, due to factors such as adverse selection and moral hazard, their
expected return may not be a monotonic increasing function in the interest rate and, following
a monetary contraction, they might prefer credit rationing to increasing the loan rates as the
latter might actually cause profits to decline. Credit rationing would force firms and households,
especially those who are more bank-dependent, to reduce investment and spending decisions.
This is particularly true for households who can borrow only from banks and for smaller firms
which have a limited access to the credit market; thus pointing towards non-linearities in the
impact of monetary policy on the economy.
The importance of banks for the economy is linked to their ability in providing intermediation
services as well as access to credit. Thus, the relative importance of the bank-lending channel
depends on the characteristics of the country examined, the evolution of its financial sector and
the proportion of listed companies on the total. However households, contrarily to firms, have
little options other than banks for access to credit.
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The balance-sheet channel: The balance-sheet channel is based on the inverse relation-
ship existing between the external finance premium and the financial position of firms and
households, defined as the sum of liquid assets and marketable collateral. Monetary policy,
by tightening interest rates, influences the balance sheet of borrowers, both in a direct and an
indirect manner, thus altering their financial position and their ability to borrow.
An increase in the short-term interest rate, raising interest payments, has an immediate impact
on the short-term or floating-rate debt hold by both households and firms. In the case of firms,
short-term debt is used to finance inventories and working capital and we should therefore
expect inventories to decline after a contractionary monetary policy shock.
Monetary policy has also an indirect effect on firms’ balance-sheets. If a firm’s customers
reduce spendings, the firm’s revenues fall and so does its capability of covering fixed costs which
cannot be altered in the short-term. The decrease in the contribution margin will alter the
firm’s profitability and hence its creditworthiness exactly when credit is needed the most as
internal funds have declined. Moreover, a reduced demand for the firm’s products leads in the
short-term to an increase in inventories which are financed by a more expensive short-term debt.
Bernanke and Gertler (1995) argue that this might be the reason why inventory and investment
spending are found to continue decreasing for a long period following the monetary contraction.
In fundamental analysis, the price of a stock is determined by the present value of future
earnings, discounted by the weighted average cost of capital of which the rate paid on loans is
a component. Hence, a contractionary monetary policy shock should lead to a decrease in the
average stock price because both of a decrease in the numerator (sales and therefore profits) and
of an increase in the numerator (the interest rate). Our dataset comprises two stock market
indexes: the Standard&Poor 500, covering about 75% of U.S. equities, and the Dow Jones
industrial average. We shall use their response to a monetary contraction to test the existence
and importance of the credit channel.
Several empirical evidence supporting the existence of the balance-sheet channel has recently
been proposed. Bernanke and Gertler (1995) show for instance that the coverage ratio co-
moves with the federal funds rate. This variable is a ratio of interest payments by non-financial
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corporation to the sum of interest payments and profits and it is closely linked both to measures
of firms’ financial health and to factor demand decisions. Following a rise in the interest rate,
the numerator of the coverage ratio (increased interest payments) increases more proportionally
than the denominator (increased interest payments but also reduced profits). This should help
us in identifying the direction of causality going from the funds rate to the coverage ratio and
hence to the financial position of firms. A similar indicator could be found for households, such
as the mortgage burden elaborated by Boldin (1994); a measure of the mortgage pressure on the
median home buyer’s income. The mortgage burden displays a close positive correlation with
the funds rate and we might expect causality to be running from the funds rate to the mortgage
burden since higher interest rates lead to higher interest payments (if the rate is variable) and
to lower income. Several studies on the US market argue however the the impact that monetary
policy has on housing has decreased with the recent innovations of the financial market such as
the introduction of a secondary-market for mortgages.
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6 Empirical analysis
6.1 Objectives
The aim of this section is estimate a factor model using montly US data and identify a con-
tractionary monetary policy shock using both sign and Cholesky identification restrictions. We
shall then follow the impact of the shock on several groups of variables in order to test the
theoretical priors discussed in the previous section. In particular, we shall focus on the response
of variables such as loans, asset prices and a measure of credit outstanding, which serve as
indicators of the credit channel.
By evaluating the results obtained through the different methodologies we shall try to gauge
the characteristics of the monetary policy transmission mechanism in the United States which
are robust to different structural identification procedures.
6.2 Estimation of the dynamic factor model
Database description and data treatment: The original data set is the one used by Forni
and Gambetti (2010a) and is composed of 115 monthly US time series, from 1960:01 to 2009:12,
taken mostly from the FRED online database. After having estimated the VAR model for the
static factors using the full dataset (1960:01-2009:12), we have noted that the null hypothesis
of a univariate distribution for each of the static factors was rejected in 80% of the cases due
to a too frequent presence of unlikely outcomes (fat tails). We have ascribed this behaviour
to the presence of one or more structural breaks in the dataset and have therefore decided to
continue the analysis with a smaller dataset, 1984:01 to 2006:12. We have chosen such a time
span in order to exlcude both the 1984 break found in Breitung and Eickmeier (2010) and the
possible break in 2008, due to the recent financial crisis. We have not run the testing procedures
decribed in Breitung and Eickmeier to spot the potential break in 2008 because the authors
have shown in the simulations that the test performs poorly at the beginning and at the end of
the sample. With the smaller time span we have actually achieved an improved estimate of the
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VAR process for the static factors.
Before starting with the estimation, we have transformed each series in order to reach statio-
narity. Following Stock and Watson (2005) and Forni and Gambetti (2010a), prices and and
nominal variables (integrated of order 2) are taken in second differences of logs, variables which
have a deterministic trend but are integrated of order one are taken in first differences of logs32
and interest rates are taken in first differences. The complete list of variables with their source
and their corresponding transformation can be found in the Appendix.
Each series has then been standardized by subtracting from it its mean and dividing it by
its variance. One criticism that could be made is that the standardization removes important
information which is used by economic agents. However, we are not interested in the mean
values of the variables but rather in their variation following a specific shock. This aim can be
achieved only after a proper framework for the analysis is established.
Choosing the number of factors: Using three versions of the Hallin-Liska criterion that
differ from the penalty function used, we have found that all three logarithmic versions of such
criteria reach a miminum value for q = 4, a result consistent with other studies.
Figure 2: Hallin-Liska log-criterion results
The results of one of the criteria is displayed
in figure (2) on the right. On the x-axis we
find different values of c, the constant term
exploited to determine the number of dynamic
factors. The blue line represents the variance
in the number of factors computed for each
value of c over J subsamples of increasing size.
For a value of c slightly above 0.4 we find that
the variance in the number of dynamic factors
is zero.
32The procedure of removing the trend by taking the first differences of the logarithms is a commonly accepted
one (see Luetkepohl (1991, p. 70) and at the same time easy to implement.
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The corresponding value on the y-axis, q = 4
is the estimated number of dynamic factors which is independent of the sample size considered.
We therefore choose that number, q = 4, to be the one to use in the estimation.
We set a value for r so that the first r eigenvalues of the data’s covariance matrix (in decreasing
order of magnitude) explain the same amount of variance of the first q dynamic eigenvalues.
The first 4 eigenvalues account approximately for 60% of the total variance displayed by the
data and the corresponding number of static factors is 11, as shown in the table below.
Chosen value for q Variance explained (% of total) Corresponding value for r, the static factors
4 59% 11
Table 2: Choosing the number of dynamic and static factors
We then set the specification with 4 dynamic factors and 11 static factors to be our benchmark
one and estimate the static factors as the first 11 principal components of the data and the
loadings matrix, Aˆ, as the one having for columns the eigenvectors associated to the 11 largest
eigenvalues of the data’s covariance matrix.
Estimating the VAR structure of the static factors: To explain the dynamic relation-
ships among variables, the static factors are given a VAR structure; i.e. they are assumed to
be generated by a V AR (p) process, with p unknown. In order to proceed with the impulse-
response analysis, we need to specify the VAR model and to estimate its parameters. We shall
here give a brief description of some of the techniques that have been used to choose the order
of the VAR model and to verify the multivariate normality assumption.
In empirical analysis, three statistics have been extensively used to determine the lag-length:
the Akaike (AIC), the Schwartz (SC) and the Hannan-Quinn (HQ) information criteria. They
are all based on the maximal value of the likelihood function with an additional penalizing
factor related to the number of estimated parameters.
The formula for the three criteria are:
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HQ = ln
∣∣∣Ωˆp∣∣∣+ 2 ln lnT
T
(
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)
(48)
In each of the three formulas, ln
∣∣∣Ωˆp∣∣∣ is the logarithm of the determinant of the estimated
residuals’ covariance matrix for a pre-determined value of p. For each criterion, the number of
lags p is chosen such that the formula is minimized. If the Akaike statistic is specifically designed
to minimize a measure of forecast precision, the last two can be proven to be consistent; i.e.
plimT→∞ p (SC) = plimT→∞ p (HC) = p . It is worth remembering that the validity of these
tests is conditioned on the correct specification of the model; choosing the number of lags and
retaining a correct specification of the model are therefore two closely related actions. Given
that the three criteria use different penalizing factors the minimizing lag-length usually differs,
as in our case. In the table below we have reported the values of the three information criteria
for different choices of p. Stars indicate the value of p for which each criterion is minimized.
Information Criteria
Lag-length p AIC BIC HQ
1 -7.577 -5.985* -6.938
2 -8.428 -5.237 -7.147*
3 -8.563 * -3.764 -6.637
4 -8.342 -1.926 -5.766
5 -8.087 -0.046 -4.859
Chosen lag-length 3 1 2
Maximal value of the log-likelihood function -3129.48 -2880.06 -2729.18
Table 4: Lag-length selection
We choose the specification p = 1 and estimate the matrix lag polynomial D (L) containing
the V AR (1) parameters, which we then invert. We then estimate the residuals’ covariance
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matrix, Γˆ, and pick its largest 4 eigenvalues in decreasing order of magnitude: µˆj , j = 1 . . . 4.
Finally, we obtain Sˆ, as the product between Kˆ, a matrix where each column is the eigenvector
associated to one of the first 4 eigenvalues, and Mˆ , a diagonal matrix having as its diagonal
elements the square roots of the 4 eigenvalues.
All these elements contribute to the estimation of the non-structural matrix of impulse-response
functions. As a last step, we need to find an adequate identification strategy. The two procedures
used and their results are presented and evaluated in the next three subsections.
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6.3 Structural analysis: a Cholesky-recursive identification scheme
We shall start with a recursive identification scheme, based on the Cholesky decomposition of
the residuals’ covariance matrix. For a robustness check, we applied such scheme to two different
sets of variables, differing for the chosen indicators of prices and real activity. The model we
present here is the first and imposes a recursive identification scheme with the following ordering
of variables: real disposable income, consumer price index (total), effective federal funds rate
and effective exchange rate. The other specification, the results of which can be found in
the appendix in figures (13) to (15), uses real sales (in manufacturing and trade) and the
producer price index (for finished goods) as the first two variables. It is nevertheless important
to underline that the second specification yields results that differ to some extent but lead to
similar conclusions. In particular, the distinction lies in the response of the stock price indexes
that do not display the expected sign, in a not-significant reaction of the consumer price index
and in a more marked and longer-lasting reaction of some production indexes.
The identification scheme employs a specific set of hypotheses. Just like it was described in
sub-section 3.2.2, we are assuming that an exogenous shock to the funds rate, chosen as the
instrument of monetary policy, does not have an immediate impact on real income or on prices
neither directly nor indirectly through the exchange rate. When the shock appears, spending
and pricing decisions have already been determined and cannot be instantaneously altered: with
monthly data, this is a reasonable assumption to make.
Of interest is the reaction of the US economy after a shock of one standard deviation to the
federal funds rate equation. The first set of impulse-response functions is presented in figure (3):
the variables are those used in the recursive identification scheme. On the x-axis we can see the
horizon of the impulse responses, set to be 12 months. The y-axis shows the derivative of the
variable in the title with respect to the monetary shock. When the variables are measured in
logarithms, as all variables discussed but the funds rate are, then the coefficients on the y-axis
represent the percentage variation.
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Figure 3: Baseline specification - recursive identification scheme
Figure 4: Price indexes response - recursive identification scheme
The funds rate increases by one standard deviation, raises slightly afterwards and remains
above its initial level for the entire horizon of interest. We can interpret this as a decision of
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the monetary authority to permanently increase its operational instrument: this conclusion is
only valid in a ceteris paribus world, where no other disturbances in the economy occur in the
time frame considered.
The consumer price index, shown in the upper right panel of figure (3) displays the expected
reaction and declines by two percentage points after the first month and decreases further in
the horizon considered. Evidence points towards the conclusion of an effective anti-inflationary
action of monetary policy. Such conclusion is strengthened by figure (4) which shows the
negative and significant response of the producer price index, of the personal expenditure chain-
type price index and of two disaggregated consumer price indexes.
Very interesting is the reaction of the exchange rate. According to the theory of uncovered
interest rate parity, the following relationship should hold between the national (i) and the
foreign interest rate (i∗), assuming perfect substitutability between domestic and foreign assets:
i− i∗ = EA (49)
Where EA is the expected appreciation of foreign currency. The exchange rate follows the
interest rate differential so that the investments in foreign and national assets are equal. Hence,
an increase in the US interest rate should lead to an expected depreciation of the dollar with
respect to other currencies. On the other hand, movements in the interest rate and in the
exchange rate trigger adjustments in the markets of financial assets and goods. The biggest
portion of these adjustments occur, in the short and very short run, in the financial sector
as movements are quicker than that of the real sector, where contracts needs to be honored
and production decisions carried out. Therefore, an increase in the US short term rate causes
investors to shift foreign assets for US ones, causing an immediate appreciation of the dollar
that will overshoot its new long-run level. The dollar will thus appreciate more than its new
long run equilibrium level to which it will converge through a subsequent depreciation induced
by movements in the real sector: this is known as the overshooting phenomenon described by
Dornbush (1976) and can be clearly seen in the bottom right plot of figure (3). A similar
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reaction is displayed by the other exchange rates of the dataset, as it can be seen in figure (11)
in the appendix. The overshooting is more marked in the yen-dollar exchange rate and less
marked in the dollar-pound one; note that in the latter the plot has the opposite shape as the
definition of the exchange rate is reversed (domestic currency over foreign one).
The upper left panel of figure (3) show the response of real income which decreases permanently
by 0.3 percentage points. In 2009 real income in the US was slightly more than 10000 billion
dollars and a reduction of 0.3% would correspond to a loss of approximately 30 billion dollars.
We can give several explanations for such a reaction of real income. Several authors33 argue that
a contractionary monetary policy shock propagates to the real economy also through its effect
on consumers’ wealth, thus reducing consumption and income. In Modigliani’s life-cycle model
(1971) consumption spending is determined by households’ permanent income, composed of real
capital, financial wealth and the present value of future earnings (human capital), which, as all
present values, decreases if the interest rate (the denominator) is raised. We can therefore easily
see the impact that a monetary policy shock has on households’ resources, even if wages are
held constant. Financial wealth declines if so does the value of the assets held by households:
following a contractionary monetary policy shock, the price of bonds falls, as newly issued
bonds pay a higher interest rate. We can assume further that wages and other monetary
benefits are not independent of the monetary policy stance. If the cost of capital increases
following a contractionary monetary policy, firms may want to avoid an excessive expansion of
costs and decide to stabilize or even decrease the flexible components of employee’s earnings,
such as monetary benefits like bonuses. This would contribute to the reaction of household’s
income. We cannot appropriately test this hypothesis as we do not have any measure of real
income in our database. Some weak clues include however, besides the reaction of real income
itself, the response of the producer price index, shown in figure (4). The latter reacts to a
contractionary monetary policy shock sooner than the disaggregated consumer price indexes
and in the alternative recursive specification scheme, shown in figure (13) in the appendix,
displays a negative and significant reaction, contrarily to the consumer price index index. Two
33See, for instance, Mishkin (1996).
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important components of the producer price index are wages and raw material prices. The
appreciation of the exchange rate contributes to lowering the domestic price of imports as
well as the production costs of firms that import raw materials or intermediate goods from
abroad. However, the reduction in the producer price index can also be caused by a drop in
its wage component, thus leading us to suppose that contractionary monetary policy is able
to limit increases in either wage or monetary benefits. This assumption is partially confirmed
by the significantly negative response of the average hourly earnings in the construction and
goods producing sectors, shown in figure (5). Although those variables are monetary ones their
decrease is more marked than that of the general price level, thus suggesting that real earnings
fall as well.
Figure 5: Monetary wages response - recursive identification scheme
We shall now turn to examine monetary aggregates as well as variables that serve to test the
existence of the credit channel.
In the upper panels of figure (6) we can see that, following a prolonged increase in the federal
funds rate, the money stock decreases, as theory suggests. We find no evidence of the usual
liquidity puzzle lamented in VAR analysis: the opportunity cost of holding money increases as
interest rates are raised and both monetary aggregates M1 and M2 diminish as a consequence.
The decrease of the latter is less marked, almost 0.5% less. M2 is a broader monetary aggregate
and includes, besides the components of M1, also saving deposits and time deposits smaller
than $100,000. The bigger reaction of M2 implies that deposits play a significant role in the
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overall contraction of the money supply.
Figure 6: Monetary and credit variables response - recursive identification scheme
Loans contract as well: as we can see in the central panels of figure (6), both commercial and
industrial loans and total nonrevolving credit decrease by slightly more than two percentage
points after the first month. We can ascribe the fall in commercial and industrial loans to a
credit-channel effect: banks are forced to cut down loans as deposits decrease and the oppor-
tunity cost of refinancing themselves increases. Banks’ profits might decrease unless they raise
the interest rate requested on loans but even this might cause profit to decline if an increased
rate attracts more hazardous investors. The inevitable response is therefore to reduce loans.
According to the credit channel theory however, credit rationing could be caused also by the
worsening of the firms’ financial position. If sales and prices decrease thus leading to a reduc-
tion in profits, and if the weighted average cost of capital increases following the increase in the
funds rate, then the present value of the firms’ future cash flows should decrease. This should
be reflected in a worsening of the stock price indexes, which we observe in the bottom panels
of figure (6). The Standard and Poor’s index drops by two percentage points after the first
month, while the reaction of the Dow Jones industrial average is two times greater, suggesting
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that industrial firms are affected the most by a contractionary monetary shock. Nevertheless,
evidence does not seem to point in a conclusive manner towards the existence of a balance-sheet
channel of the monetary policy transmission mechanism. In this specification real sales do not
decrease: if the stock price indexes react negatively reflecting a worsening of the firms’ financial
position, this must be due to a reduction in revenues rather than profits, following an increase
in total costs. We do not have sufficient variables to check this hypothesis but we can note that
the negative reaction of the stock price indexes is not confirmed by the alternative identification
schemes. While in alternative Cholesky identification scheme shown in the appendix in figure
(14) the reaction is actually the opposite to what we would expect, in the sign-restrictions case
shown in the next section, the responses are not significant, although they show the "right" sign.
We move from the monetary to the real sector by examining figure (7).
Figure 7: Real sector variables response - recursive identification scheme
The traditional interest-rate channel suggests that contractionary monetary policy, by increas-
ing the cost of capital, decreases investments and hence output. Figure (7) clearly shows us the
functioning of the traditional interest-rate channel, perhaps strengthened by the bank-lending
one. The industrial production index does not decrease following a contractionary monetary
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policy shock, implying that the reaction of its disaggregated components differ and counter-
balance one another. If manufacturing declines only for a couple of months, the sectors that
appear to be hit the most by an increase in the interest rate are the capital intensive ones,
such as those producing business equipment and durable consumer goods. In line with the
traditional interest-rate channel of monetary policy, the production of capital-intensive goods
requires significant initial investments, harder to make after an increase in the interest rates
and a reduction of loans.
The drop in the disaggregated industrial production indexes could operate through a fall in
demand, following a decrease in real income, but we do not have sufficient variables to test
it. We only have real sales in the manufacturing sector; but as the latter does not strongly
react to policy, the response of sales is insignificant. In the alternative recursive identification
scheme, shown in the appendix in figure (15), the reaction of the industrial production indexes
is stronger and longer-lasting and even real sales show a significant negative response.
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6.4 Structural analysis: imposing sign restrictions
From the discussion in section 4.3 we know that the matrix of impulse-response functions is
identified only up to orthogonal transformations by a unitary matrix. Rather than identifying a
unique matrix of structural impulse responses, we propose to consider an entire distribution. We
select only those rotations that satisfy a set of characterizing conditions for the monetary policy
shock. The conditions, which we request to be valid for four months after the shock, involve:
(i) an increase in the federal funds rate; (ii) a negative reaction of three types of price indexes
34 and (iii) a negative reaction of the business equipment industrial production index. In this
way, we follow a rather agnostic approach and verify the negative impact of output observed
through the Cholesky identification without imposing too many any a priori assumptions.
Over 100000 rotations of the original impulse response matrix, we retain the first 5000 admissible
ones and keep for the analysisis the impulse responses that are closest to the median value of the
distribution and that correspond to the red line in figures (8) to (10). The confidence interval
are built trough the bootstrap procedure described in section 4.3. Note that the median impulse
response, estimated through the sample values, is not necessarily located in the center of the
confidence interval, which serves more as a benchmark region.
In figure (8) we can see the movements in the funds rate, in one of the exchange rates and in
two price indexes.
All these variables move according to the restrictions we have imposed but confirm the over-
shooting phenomenon as well as the efficacy of the anti-inflationary action of the monetary
authority. Moreover, the reaction of the funds rate provides us with an interesting interpreta-
tion of exogenous monetary policy. After the initial increase, the funds rate remains at its new
level, suggesting that the monetary policy has permanently increased the level of its operational
target.
In figure (9) we plot the response of two monetary aggregates (first row), two measures of bank
credit (second row) and two stock price indexes (third row). Our aim is to check whether the
34The three variables are the producer price index, the consumer price index and the personal expenditure,
chain-type price index; corresponding to series number 94, 98 and 108 in the database.
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results obtained through the Cholesky identification scheme used in the previous section are
confirmed by an alternative identification procedure.
Figure 8: Baseline specification: Sign restrictions
Figure 9: Monetary and credit variables responses: Sign restrictions
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Both monetary aggregates react according to the theoretical priors: as interest rates increase,
it becomes more convenient for households to shift their savings, moving them from currency
and low-yielding deposits to higher-yielding investment projects. The contraction of small time
deposits is most likely to be the reason behind the biggest reduction observed in the M2 monetary
aggregate. If deposits contract, banks have a smaller base for loans which will be rationed.
Furthermore, banks could prefer credit rationing to raising the loan rates in order to maintain
profit constant, as this might induce moral hazard in the borrowers. We do not have variables
to test these assumptions but we can nevertheless see that credit rationing actually occurs.
Loans to commercial and industrial firms contract by almost two percentage points after the
first month, confirming the results found through the Cholesky identification scheme.
Differently from what we saw in the Cholesky case however, we find here no evidence of the
existence of a balance-sheet channel of the monetary policy transmission mechanism. While the
Standard & Poor’s stock price index shows the expected (negative) reaction to an increase in
the funds rate, its response is not overall significant. Something similar happens to the Dow
Jones industrial average. Hence, if a credit channel exists, it is more likely to be ascribed to a
bank-lending channel rather than to a balance-sheet one.
Figure (10) shows the response of real sector variables and again, we find only a partial confir-
mation of the results obtained through the Cholesky identification scheme.
Real disposable income and real sales react negatively to an increase in the funds rate but the
confidence intervals obtained through the bootstrap procedure suggest that these responses are
not significant, thus weakening our hypothesis of a policy’s deflationary impact on the flexible
components of earnings. The width of the confidence interval might however be larger than what
it is in reality. Without imposing any restrictions on the reaction of income we are extending
the range of admissible rotations and, if the true response is the negative one, we are enlarging
the confidence interval through the admission of the wrong impulse responses. In fact, when
we try to impose a restriction on the reaction of income we find a response which is not only
negative but also significant35.
35See figure (16) in the appendix.
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Figure 10: Real sector variables responses: Sign restrictions
The y-axis displays the percentage change in the variable of the title
The reaction of the industrial production indexes, both the aggregated one and its disaggregated
versions, confirm the findings of the Cholesky identification scheme. The impact is stronger for
the index of the durable goods sector while it is weaker for the overall industrial production
index, suggesting that the impact differs across the various sectors. In general however, a
monetary policy contractionary shock appears to be mostly borne by the capital intensive
industries, as the traditional interest-rate channel suggests. If the cost of capital increases
and loans contract, firms will have to reduce their investment projects, until they absorb the
shock and re-arrange their production decisions.
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6.5 Evaluation of the different specifications
In all specifications we observe a permanent increase in the level of the federal funds rate. A
word of caution should however be spent on the meaning of the word permanent and on that
of the horizon considered. In many studies the effects of a policy shock after two or three years
are discussed but the implications of such long-run impacts should be interpreted carefully. The
analyst estimates an unexpected shock in the interest rate and follows its impact on the other
variables assuming that no other shock disturbs the economy, neither contemporaneously nor
following it. In the real world this is hardly so: for instance, the central bank itself might deviate
from its reaction function again in the course of the same year. In the model estimated here we
are assuming that the funds rate, after the initial increase, remains constantly above its initial
level and that no other shock disturbs the system in the period considered. If we believe the
variables to be in an equilibrium relationship before the shock, then we assuming that, other
things being equal, the shock is able to influence this equilibrium permanently. Given that the
ceteris paribus assumption is not realistic for the long period usually analyzed in structural
analysis, the researcher should put more emphasis on the very-short run reactions of variables
to a change in the funds rate.
An increase in the funds rate causes a liquidity contraction: less money is in circulation. Ac-
cording to the quantitative theory of money, a decrease in the money supply leads to a fall in
the general price level. Monetary policy appears to be successful in achieving its primary goal
of price stability as the price indexes examined drop in all specifications. In the alternative
Cholesky identification scheme shown in the appendix, the impact on the consumer price index
is of the correct sign but it is not significant. The argument we could make is that monetary
policy seems to be more effective in avoiding wage increases: with the cost of capital increasing
firms might try to control total costs by lowering either wages or other monetary benefits. This
line of though is interesting but requires further investigation with a different dataset, even
though we have found a partial confirmation in the response of real income, which drops in all
specifications36, and in those of hourly monetary earnings which decrease more than all price
36Note that a fall in real income implies that nominal income decreases more than prices.
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indexes. However, the reduction in real income might also follow that of permanent income,
induced by the decreased financial wealth: the value of bonds held by private investors should
decrease as newly emitted bonds pay a higher interest.
Two further results that are consistent across all identification schemes are that the exchange
rates adjust in order to maintain parity and that the M2 money stock declines more than M1,
suggesting a contraction in deposits. If on one hand deposits decrease, on the other hand the
very short term interest rate increases, raising the refinancing costs faced by banks. In order to
maintain the profit rate constant, banks could raise the interest charged on loans but this could
cause profits to fall if the market imperfections discussed in section 5 exist. The option left to
banks is then that of loan contraction. In fact, both loans to consumers and to firms decrease and
this reaction is invariant of the specification chosen. These results point therefore towards the
existence of a bank-lending channel of the monetary transmission mechanism; while only weaker
clues support the hypothesis of a firm’s balance-sheet channel. Real sales in manufacturing and
trade decrease only in one out of three specifications and while some of the indexes of industrial
production decrease, it is only for a limited period. Moreover, stock price indexes which reflect
the variation of future earning potentials as well as movements in the cost of capital do not
decrease in all specifications. The decrease in the indexes of industrial production, rather than
caused by a fall in demand and a consequent worsening of their balance-sheet and shrinking
of their borrowing ability, appear to be more easily ascribed to the traditional interest-rate
channel and to fewer loans being available. Thus, small, non-listed firms are likely to be the
most affected by the contraction in loans while, as we can see in all figures dedicated to the
output response, the increase in the cost of capital hits capital-intensive industries.
To conclude, we have noticed that across all specifications a contractionary monetary policy
shock is followed by a cooling down of the economy, especially in the most capital-intensive
sectors, and that this is very likely to operate also through the intermediation roles played by
banks.
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7 Conclusions
The aim of this work was to explore the use of dynamic factor models for structural analysis
and employ this methodology on a panel of macroeconomic time series in order to gauge the
characteristics of the monetary policy transmission mechanism in the United States. In partic-
ular, we proposed to test the existence of the credit channel, thought as an enhancement factor
of the more traditional interest-rate channel of the monetary policy transmission.
To be able to unravel the causal relationships existing between the macroeconomic variables of
interest, the analyst ought to work in the framework constituted by a time series model that well
fits the data. Just like a scientist would carry out an experiment in a laboratory where all the
degrees of freedom are held constant, the economic analyst can develop a structural analysis only
after the correct model has been specified. Assuming that the variables are in an equilibrium
relationship, he disturbs such equilibrium by simulating a shock and following its effects as they
propagate among variables and over the time period considered. Crucial to the success of such
an economic experiment is then the choice of the model. Since Sims’ contribution in 1980, VAR
models have been extensively used for structural macroeconomic analysis, in particular to study
the effects of exogenous monetary policy. In a VAR model we would assume that a stationary
vector of variables, including the operational instrument of the monetary authority as well as
target and informational variables, can be expressed in a moving average form in terms of a
vector of white-noise, uncorrelated error terms. In such a framework, the error term entering the
equation for the operational target would be considered the exogenous, unexpected monetary
policy shock, while the equation itself could be interpreted as the monetary authority’s reaction
function. The moving average coefficients are the impulse responses: the derivative of the ith
variable with respect to the jth shock. Since the structural error terms are uncorrelated, one
could follow the impact of a monetary policy shock by studying the moving average coefficients
of the variables of interest with respect to the shock itself over a given time period; assuming a
ceteris paribus world, i.e. that no other shock disturbs the economy. However, structural VAR
models have several drawbacks connected with their intrinsic limitation: a trade-off between
dimension and credibility. The dimension of structural VARs must be kept low: as the number
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of variables increases, so does the number of coefficients that need to be estimated and the
number of identification restrictions that need to be imposed. If the panel dimension dataset
is too extended, estimates risk to be inadequate and identification restrictions become hardly
justifiable through economic theory. On the other hand, keeping the dimension too low is
likely to incur in a different sort of risk. If the agents’ information set is larger than that
of the econometrician, than the structural shocks are not likely to be obtainable from VAR
innovations and the estimated impulse responses are not reliable because they are based on the
non-correct representation of the data (the fundamental one). Such risk is particularly acute in
monetary policy analysis, where central banks take into consideration hundreds of variables for
policy decisions. The incorrect representation of the agents’ information set is the likely cause of
many unexpected results usually found in VAR analysis such as the price puzzle: prices reacting
positively to an increase in the funds rate.
In order to overcome the limitations of VARs a new class of models has emerged as a tool
for macroeconomic analysis: dynamic factor models. Such models are specifically designed to
handle a large information set and can virtually reproduce the entire economy. The underlying
hypothesis is that the vector of macroeconomic variables of interest can be divided in two
orthogonal components: the common and the idiosyncratic one. While the latter involves
measurement errors or microeconomic sources of variation that affect a limited set of variables,
the common component is driven by a small number of structural macroeconomic shocks (the
factors), responsible for the majority of the co-movements among the variable. By focusing
on the common component, it is possible to move from a n-dimensional space to a smaller
one, spanned by the dynamic factors. Hence, both the number of parameters that need to be
estimated and the number of identification restrictions that need to be imposed in order to
uniquely identify the matrix of impulse responses is small compared to the panel dimension
of the dataset; thus solving the trade-off encountered in VAR analysis. Moreover, differently
from VAR models, the analyst can remove measurement errors from the series or sources of
variation which are not of interest, concentrating on the component that is mostly correlated
with the data. Finally, while both class of models are characterized by the fundamentalness
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assumption, such assumption is easier to be met in factor models where the number of variables
is bigger than that of the shocks. The conditions required for fundamentalness involves the
linear independence of the columns of the impulse-response matrix; in other words, that the
variables’ response to one the shocks is not a linear combinations of the responses to any of
the other shocks (dynamic heterogeneity). On the other hand, consistency of factor models
estimates need a large time dimension but the more years are spanned by the dataset the higher
is the likelihood of structural breaks affecting the model coefficients. To avoid an inaccurate
estimation, the analyst can then either model the structural breaks or choose the time span in
order to exclude them, as we have done in the empirical exercise.
We have used factor models to estimate the impact of an unexpected monetary policy shock
on the US economy, using both a recursive identification scheme and a set of sign restrictions.
We have reached several conclusions that are consistent across the two different identification
schemes used. First of all, monetary policy is effective in fighting inflation as all price indexes
react negatively and significantly following an increase in the funds rate. The reaction of
real income, of the producer price index and of the measures of monetary earnings provide
some evidence in favor of a deflationary impact of policy on wages. This aspect is extremely
interesting but ought to be further explored through a different and more specific dataset.
Both monetary aggregates and exchange rates react according to theoretical priors: while the
first contract as the opportunity cost of holding money increases, all exchange rates display
a behavior which is consistent with the overshooting model. Moreover, the broader monetary
aggregate M2 decreases more than M1 suggesting a contraction in small time deposits that,
together with increased refinancing costs, induces banks to reduce credit to both firms and
consumers. As far as the credit channel is concerned, evidence is more conclusive towards
the existence of a bank-lending channel through which the effects of a contractionary monetary
policy are amplified, rather than towards the balance-sheet one. In fact, the negative response of
the stock price indexes, reflecting firms’ current and prospective growth, is not consistent across
the identification schemes. In a similar way, real sales do not decrease in all specifications
and the production indexes that are affected the most by the increase in the funds rate are
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those of the most capital-intensive industries, in line with the traditional interest-rate channel
theory. It is the increase in the cost of capital together with the reduction in loans available
that diminishes production in the capital-intensive sectors but this effect is short-lasting and
it is likely to end when agents manage to include the shock in their objective function. As
for policy implications, the central bank should concentrate on fighting inflation rather than
fostering growth as the impact on the real economy is limited and short-lasting. Moreover,
the role played by banks in connecting the monetary and real sectors deserves to be further
investigated using more disaggregated variables. Such intermediation role is even more relevant
now, following the impact of the recent financial crisis and should be stronger in those countries
where the portion of listed firms is lower than that of the United States.
On balance, dynamic factor models have revealed themselves to be a powerful tool for structural
macroeconomic analysis as they allow the econometrician to analyze the impact of the shock of
interest in a unified framework that reproduces the entire economy.
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Appendix I: Database description
Below, we report the labels that are used to describe the database, listed in table (7). For each
variable we report its numerical ID, name, measurement unit, source, seasonal adjustment and
its transformation code, referring to the transformation used on the variable in order to reach
stationarity.
Table 5: Legend for the database description
SADJ Seasonal Adjustment
SA Seasonally adjusted
NA Not applicable
SAAR Seasonally adjusted at annual rate
Sources
FED St.Louis Fed Economic Data
BEA US Bureau of Economic Analysis
FED Federal Reserve Board of Governors
BLS US Bureau of Labor Statistics
CENSUS US Bureau of Census
DOL US Department of Labor
ISM Institute for Supply Management
UNIMICH University of Michigan
YAHOO Yahoo Finance
TC Transformation code
1 levels
2 first difference
3 logarithms (logs)
4 first diff of logs of original series
5 second diff of logs of original series
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Table 7: Database description
ID Description UNITS SADJ Source TC
1 Real disposable personal income Billions of chained 2005 $ SAAR BEA 4
2 Real disposable personal income excluding current transfer receipts Billions of chained 2005 $ SAAR BEA 4
3 Real personal consumption expenditures Billions of chained 2005 $ SAAR BEA 4
4 Real sales. Manufacturing and trade Millions of chained 2005 $ SA BEA 4
5 Real sales. Retail stores Millions of chained 2000 $ SA BEA 4
6 Industrial production index. Total index 2007=100 SA FED 4
7 Industrial production index. Final products index 2007=100 SA FED 4
8 Industrial production index. Consumer goods index 2007=100 SA FED 4
9 Industrial production index. Durable consumer goods index 2007=100 SA FED 4
10 Industrial production index. Nondurable consumer goods index 2007=100 SA FED 4
11 Industrial production index. Business equipment index 2007=100 SA FED 4
12 Industrial production index. Materials index 2007=100 SA FED 4
13 Industrial production index. Durable goods materials index 2007=100 SA FED 4
14 Industrial production index. Nondurable goods materials index 2007=100 SA FED 4
15 Industrial production index. Manufacturing index 2007=100 SA FED 4
16 Industrial production index. Residential utilities index 2007=100 SA FED 4
17 Industrial production index. Fuels index 2007=100 SA FED 4
18 ISM Manufacturing. Production index index SA ISM 1
19 Capacity Utilization. Manufacturing percent of capacity SA FED 2
20 Civilian labor force. Employed, 16 years and over thousands SA BLS 4
21 Unemployment rate. All workers, 16 years and over percent SA BLS 2
22 Unemployment by duration. Average duration, 16 years and over weeks SA BLS 2
23 Unemployment by duration. Persons unemployed less than 5 weeks thousands SA BLS 4
24 Unemployment by duration. Persons unemployed 5 to 14 weeks thousands SA BLS 4
25 Unemployment by duration. Persons unemployed 15 weeks and more thousands SA BLS 4
26 Unemployment by duration. Persons unemployed 15 to 26 weeks thousands SA BLS 4
27 Unemployment by duration. Persons unemployed 27 weeks and more thousands SA BLS 4
28 Average weekly initial claims. Unemployment insurance thousands SA DOL 4
29 Employees on nonfarm payrolls. Total nonfarm thousands SA BLS 4
30 Employees on nonfarm payrolls. Total private thousands SA BLS 4
31 Employees on nonfarm payrolls. Goods producing thousands SA BLS 4
32 Employees on nonfarm payrolls. Mining thousands SA BLS 4
33 Employees on nonfarm payrolls. Construction thousands SA BLS 4
34 Employees on nonfarm payrolls. Manufacturing thousands SA BLS 4
35 Employees on nonfarm payrolls. Durable goods thousands SA BLS 4
36 Employees on nonfarm payrolls. Nondurable goods thousands SA BLS 4
37 Employees on nonfarm payrolls. Service providing thousands SA BLS 4
38 Employees on nonfarm payrolls. Trade transoprtation and utilities thousands SA BLS 4
39 Employees on nonfarm payrolls. Wholesale trade thousands SA BLS 4
40 Employees on nonfarm payrolls. Retail trade thousands SA BLS 4
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ID Description UNITS SADJ Source TC
41 Employees on nonfarm payrolls. Financial activities thousands SA BLS 4
42 Employees on nonfarm payrolls. Government thousands SA BLS 4
43 Average weekly hours of production and nonsupervisory employees. Construction hours SA BLS 1
44 Average weekly hours of production and nonsupervisory employees. Goods producing hours SA BLS 1
45 Average weekly overtime hours of production and nonsupervisory employees. Manufacturing hours SA BLS 2
46 Average weekly hours of production and nonsupervisory employees. Manufacturing hours SA BLS 1
47 ISM Manufacturing: Employment Index (SA) index SA ISM 1
48 Housing Starts. Total, new privately owned housing units started thousands SAAR CENSUS 3
49 Housing Starts. Northeast Census region thousands SAAR CENSUS 3
50 Housing Starts. Midwest Census region thousands SAAR CENSUS 3
51 Housing Starts. South Census region thousands SAAR CENSUS 3
52 Housing Starts. West Census region thousands SAAR CENSUS 3
53 New private housing units authorized by building permit. Total thousands SAAR CENSUS 3
54 New private housing units authorized by building permit. Northeast Census region thousands SAAR CENSUS 3
55 New private housing units authorized by building permit. Midwest Census region thousands SAAR CENSUS 3
56 New private housing units authorized by building permit. South Census region thousands SAAR CENSUS 3
57 New private housing units authorized by building permit. West Census region thousands SAAR CENSUS 3
58 ISM Manufacturing. PMI composite index index SA ISM 1
59 ISM Manufacturing. New orders index index SA ISM 1
60 ISM Manufacturing. Supplier deliveries index index SA ISM 1
61 ISM Manufacturing. Inventories index index SA ISM 1
62 New orders. Durable goods Millions $ SA CENSUS 4
63 New orders. Total manufacturing excluding defense Millions $ SA CENSUS 4
64 Manufacturers’ unfilled orders. Durable goods Millions $ SA CENSUS 4
65 Manufacturers’ inventories. Durable goods Millions $ SA CENSUS 4
66 Money stock M1 Billions $ SA FED 5
67 Money stock M2 Billions $ SA FED 5
68 Monetary base, adjusted for reserve requirement changes Billions $ SA FED 5
69 Depository institutional reserves. Total, adjusted for reserve requirements changes Billions $ SA FED 5
70 Commercial and industrial loans at all commercial banks Billions $ SA FED 5
71 Total nonrevolving credit outstanding Billions $ SA FED 5
72 Standard & Poor’s 500 composite common stock price index index 1941-43=100 NSA FED 4
73 Dow Jones industrial average common stock price index index 1941-43=100 NSA YAHOO 4
74 Effective Federal funds rate percent per annum NSA FED 2
75 3-month Treasury Bills Secondary Market Rate percent per annum NSA FED 2
76 6-month Treasury Bills Secondary Market Rate percent per annum NSA FED 2
77 1-year Treasury constant maturities rate percent per annum NSA FED 2
78 5-year Treasury constant maturities rate percent per annum NSA FED 2
79 10-year Treasury constant maturities rate percent per annum NSA FED 2
80 Bond yield. Moody’s AAA corporate percent per annum NSA FED 2
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ID Description UNITS SADJ Source TC
81 Bond yield. Moody’s BAA corporate percent per annum NSA FED 2
82 Spread 3-month Treasury Bills Secondary Market Rate percent per annum NSA FED 1
83 Spread 6-month Treasury Bills Secondary Market Rate percent per annum NSA FED 1
84 Spread 1-year Treasury constant maturities rate percent per annum NSA FED 1
85 Spread 5-year Treasury constant maturities rate percent per annum NSA FED 1
86 Spread 10-year Treasury constant maturities rate percent per annum NSA FED 1
87 Spread Bond yield. Moody’s AAA corporate percent per annum NSA FED 1
88 Spread Bond yield. Moody’s BAA corporate percent per annum NSA FED 1
89 US effective exchange rate index 1973=100 NSA FED 4
90 Foreign exchange rate. Switzerland Swiss Franc per US $ NSA FED 4
91 Foreign exchange rate. Japan Yen per US $ NSA FED 4
92 Foreign exchange rate. United Kingdom US $ per Pound NSA FED 4
93 Foreign exchange rate. Canada Canadian $ per US $ NSA FED 4
94 Producer price index. Finished goods index 1982=100 SA BLS 5
95 Producer price index. Finished consumer goods index 1982=100 SA BLS 5
96 Producer price index. Intermediate material supplies and components index 1982=100 SA BLS 5
97 Producer price index. Crude materials for further processing index 1982=100 SA BLS 5
98 Consumer price index for all urban consumers. All Items index 1982-84=100 SA BLS 5
99 Consumer price index for all urban consumers. Apparel index 1982-84=100 SA BLS 5
100 Consumer price index for all urban consumers. Transportation index 1982-84=100 SA BLS 5
101 Consumer price index for all urban consumers. Medical care index 1982-84=100 SA BLS 5
102 Consumer price index for all urban consumers. Commodities index 1982-84=100 SA BLS 5
103 Consumer price index for all urban consumers. Durables index 1982-84=100 SA BLS 5
104 Consumer price index for all urban consumers. Services index 1982-84=100 SA BLS 5
105 Consumer price index for all urban consumers. All Items less food index 1982-84=100 SA BLS 5
106 Consumer price index for all urban consumers. All Items less shelter index 1982-84=100 SA BLS 5
107 Consumer price index for all urban consumers. All Items less medical care index 1982-84=100 SA BLS 5
108 Personal consumption expenditures, chain-type price index. All items index 2005=100 SA BEA 5
109 Personal consumption expenditures, chain-type price index. Durables index 2005=100 SA BEA 5
110 Personal consumption expenditures, chain-type price index. Nondurables index 2005=100 SA BEA 5
111 Personal consumption expenditures, chain-type price index. Services index 2005=100 SA BEA 5
112 Average hourly earnings of production or nonsupervisory employees. Goods producing $ SA BLS 4
113 Average hourly earnings of production or nonsupervisory employees. Construction $ SA BLS 4
114 Average hourly earnings of production or nonsupervisory employees. Manufacturing $ SA BLS 4
115 University of Michigan consumer sentiment index 1998 = 100 NSA UNIMICH 2
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Appendix I: Additional figures
Figure 11: exchange rates response - recursive identification scheme
Figure 12: Additional results: alternative recursive identification scheme
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Figure 13: Baseline specification - alternative recursive identification scheme:
The variables used for the recursive identification are: real sales (manufacturing and trade), the pro-
ducer price index (for finished goods), the federal funds rate and the US effective exchange rate.
Figure 14: Monetary and credit variables response - alternative recursive identifi-
cation scheme: The variables used for the recursive identification are: real sales (manufacturing
and trade), the producer price index (for finished goods), the federal funds rate and the US effective
exchange rate.
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Figure 15: Real sector variables response - alternative recursive identification
scheme: The variables used for the recursive identification are: real sales (manufacturing and trade),
the producer price index (for finished goods), the federal funds rate and the US effective exchange rate.
Figure 16: Real sector variables response - alternative sign identification scheme:
Sign restrictions are imposed on the reaction of real income, the industrial production index (business
equipment), three price indexes, the federal funds rate and the US effective exchange rate.
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