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a b s t r a c t
We establish new lower and upper bounds for Jensen’s discrete inequality. Applying those
results in information theory, we obtain new and more precise bounds for Shannon’s
entropy.
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1. Introduction and results
For a positive weight sequence p˜ = {pi}n1,
∑n
1 pi = 1, and a sequence x˜ = {xi}n1, xi ∈ [a, b], i = 1, 2, . . . , n, the classical
Jensen’s inequality states that:
If f is convex on I := [a, b], then
0 ≤
n∑
1
pif (xi)− f
(
n∑
1
pixi
)
, (1)
with the equality sign only if all members of x˜ are equal or if f is linear on [a, b] (cf [1 (p. 70),6]).
The converse statement is also true: If the inequality (1) is valid for arbitrary sequences p˜ and x˜ ∈ [a, b], then the function f
is convex or linear over [a, b].
Therefore, the lower bound zero in (1) is of global nature; it depends only on f and I , and does not depend on sequences
p˜ and x˜.
This bound can be improved by the following
Theorem A. If f is convex on I, then
0 ≤ max
1≤µ<ν≤n
[
pµf (xµ)+ pν f (xν)− (pµ + pν)f
(
pµxµ + pνxν
pµ + pν
)]
≤
n∑
1
pif (xi)− f
( n∑
1
pixi
)
, (2)
and this bound is sharp.
A global upper bound for a differentiable convex mapping is given by Dragomir in [2].
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If f is a differentiable convex mapping on I , then we have
0 ≤
n∑
1
pif (xi)− f
(
n∑
1
pixi
)
≤ 1
4
(b− a)(f ′(b)− f ′(a)) := Df (a, b). (3)
There are a considerable number of applications of this assertion in information theory (cf [3,2,4]).
In the sequel we shall give a converse of Jensen’s inequality without a differentiability assumption on f .
Theorem B. For any p˜ and x˜ ∈ [a, b], we have
n∑
1
pif (xi)− f
(
n∑
1
pixi
)
≤ f (a)+ f (b)− 2f
(
a+ b
2
)
:= Sf (a, b). (4)
In many cases the bound Sf (a, b) is stronger than Df (a, b).
For example, taking f (x) = −xs, 0 < s < 1; f (x) = xs, s > 1; I ⊂ R+, we have that
Sf (a, b) ≤ Df (a, b),
for each s ∈ (0, 1)⋃ (1, 2)⋃ (3,+∞).
As a consequence of the above assertions, we obtain
Theorem C. If f is convex on I and µ := min1≤i≤n xi, ν := max1≤i≤n xi; [µ, ν] ⊆ I , then
1
n
(
f (µ)+ f (ν)− 2f
(
µ+ ν
2
))
≤ 1
n
n∑
1
f (xi)− f

n∑
1
xi
n
 ≤ f (µ)+ f (ν)− 2f(µ+ ν2
)
. (5)
For an application of the above results in information theory, we shall give new bounds for Shannon’s entropy H(X).
Definition. If the probability distribution F is given by
P(X = i) = pi, pi > 0, i = 1, 2, . . . , r;
r∑
1
pi = 1,
then
H(X) :=
r∑
1
pi log
1
pi
.
Proposition 1. Define µ := min1≤i≤r(pi); ν := max1≤i≤r(pi).
Then
(0 ≤)m(µ, ν) := µ log
(
2µ
µ+ ν
)
+ ν log
(
2ν
µ+ ν
)
≤ log r − H(X) ≤ log
(
(µ+ ν)2
4µν
)
:= M(µ, ν). (6)
Remark 1. Note that Dragomir’s result (3), applied to f (x) = − log x, xi = 1/pi, i = 1, 2, . . . , r , implies
0 ≤ log r − H(X) ≤ (ν − µ)
2
4µν
:= D(µ, ν). (7)
Since log(1+ x) < x, x > 0, putting x = (ν − µ)2/4νµ, it follows thatM(µ, ν) < D(µ, ν), i.e., the estimation (6) is better
than (7).
Remark 2. In [4], by a rather complicated argument, the authors obtained the following result:
If ν/µ ≤ φ1() := 1+  +√(2+ ),  > 0, then
0 ≤ log r − H(X) ≤ .
By elementary calculus, from the right-hand side of (6) we get
Proposition 2. If, for some  > 0,
ν/µ ≤ φ2() := 1+ 2(e − 1)+ 2
√
e2 − e,
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then
0 ≤ log r − H(X) ≤ .
Since φ2() φ1(), by the above proposition the interval of application is enlarged.
Analogously, utilizing Theorems A and B, some new and more precise bounds for the conditional entropy and mutual
information can be established (cf [4]). This is left to the reader.
Applying Theorem C, we can improve the right-hand side of (6) to the following.
Proposition 3. Under the notation of Proposition 1, we have
m(µ, ν) ≤ log r − H(X) ≤ min{M(µ, ν), rm(µ, ν)}. (8)
Remark 3. The boundsm,M can be expressed using elementary mean values as
m(µ, ν) = 2A(µ, ν) log J(µ, ν)
A(µ, ν)
; M(µ, ν) = 2 log A(µ, ν)
G(µ, ν)
,
where
A(a, b) := a+ b
2
, G(a, b) := √ab, J(a, b) := (aabb) 1a+b ,
represent the arithmetic, geometric and Gini means of two positive numbers, a and b.
Applying a result from [5], the following power series representations can be deduced:
m(µ, ν) = (µ+ ν)
∞∑
1
1
2n(2n− 1)
(
ν − µ
ν + µ
)2n
;
M(µ, ν) =
∞∑
1
1
n
(
ν − µ
ν + µ
)2n
.
2. Proofs
To prove Theorem A, choose arbitrary xr , xs ∈ x˜, 1 ≤ r < s ≤ n, with corresponding weights pr , ps ∈ p˜. Note that if
xr , xs ∈ I , then also pr xr+psxspr+ps ∈ I .
By (1), we get
f
(
n∑
1
pixi
)
= f
(∑
i6=r,s
pixi + (pr + ps)
(
prxr + psxs
pr + ps
))
≤
∑
i6=r,s
pif (xi)+ (pr + ps)f
(
prxr + psxs
pr + ps
)
.
Hence
n∑
1
pif (xi)− f
(
n∑
1
pixi
)
≥ pr f (xr)+ psf (xs)− (pr + ps)f
(
prxr + psxs
pr + ps
)
. (9)
Since xr , xs ∈ x˜ are arbitrary, the assertion of Theorem A follows.
Note that for n = 2 there is the equality sign in (9). The same situation happens for n > 2 and arbitrary fixed r, s. Just
take xi = pr xr+psxspr+ps for i 6= r, s.
Therefore, the lower bound in (2) is sharp.
Proof of Theorem B. Since xi ∈ [a, b], there is a sequence {λi}, λi ∈ [0, 1], such that xi = λia+ (1− λi)b.
Hence,∑
pif (xi)− f
(∑
pixi
)
=
∑
pif (λia+ (1− λi)b)− f
(∑
pi(λia+ (1− λi)b)
)
≤
∑
pi(λif (a)+ (1− λi)f (b))− f
(
a
∑
piλi + b
∑
pi(1− λi)
)
= f (a)
(∑
piλi
)
+ f (b)
(
1−
∑
piλi
)
− f
(
a
(∑
piλi
)
+ b
(
1−
∑
piλi
))
.
Defining
∑
piλi := p; 1−∑ piλi := q, we have that 0 ≤ p, q ≤ 1; p+ q = 1 and∑
pif (xi)− f
(∑
pixi
)
≤ pf (a)+ qf (b)− f (pa+ qb). (10)
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But,
pf (a)+ qf (b)− f (pa+ qb) = f (a)+ f (b)− (qf (a)+ pf (b))− f (pa+ qb) ≤ f (a)
+ f (b)− (f (qa+ pb)+ f (pa+ qb))
≤ f (a)+ f (b)− 2f
(
1
2
(qa+ pb)+ 1
2
(pa+ qb)
)
= f (a)+ f (b)− 2f
(
a+ b
2
)
.
Therefore, by (10) the result follows.
Proof of Theorem C. Since the relation (9) is valid for arbitrary pr , xr; ps, xs, putting pi = 1/n, i = 1, 2, . . . , n; xr = µ =
a, xs = ν = b, the result follows from Theorems A and B.
Proof of Proposition 1. Applying TheoremsA and Bwith f (x) = − log x, xi = 1/pi, i = 1, 2, . . . , r; pr = µ = a, ps = ν = b,
after some calculations the desired assertion follows.
Proof of Proposition 3. Applying Theorem C with f (x) = x log x and putting xi = pi, i = 1, 2, . . . , r, we get
1
r
(
µ logµ+ ν log ν − (µ+ ν) log
(
µ+ ν
2
))
≤ 1
r
(
r∑
1
pi log pi
)
− 1
r
log
1
r
≤ µ logµ+ ν log ν − (µ+ ν) log
(
µ+ ν
2
)
,
which is equivalent to
m(µ, ν) ≤ log r − H(X) ≤ rm(µ, ν).
Combining this with (6), we obtain the assertion from Proposition 3.
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