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ABSTRACT 
We investigate what the possible minimal polynomials are for integral symmetric 
matrices. We show that the obvious necessary conditions are sufficient for polynomials 
of degree at most 4. We also show that necessary conditions are sufficient for minimal 
polynomials of self-adjoint operators on positive definite unimodular lattices. We also 
give a relatively elementary proof of the result of Estes that any total real algebraic 
integer is the eigenvalue of an integral symmetric matrix. This question was asked by 
Alan Hoffman, who also showed that this result implies that any totally real algebraic 
integer is the eigenvalue of the adjacency matrix of some graph. 
1. INTRODUCTION 
If A is a commutative ring, let S,(A) denote the set of symmetric n X n 
matrices over A. If A is a domain, let A denote its integral closure in the 
algebraic closure of its quotient field. Let Zn’,( A) denote those elements of x 
which are eigenvalues of elements of S,(A). Set 8(A) = U z= ,r?,( A). 
In this note we study integral symmetric matrices. It was shown in [8] that 
every totally real algebraic integer is the eigenvalue of some integral symmet- 
ric matrix. This is an obvious necessary condition. This result was extended in 
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[3] to arbitrary Dedekind domains. Hoffman (see [ll, 121) had shown that 
this result implied the same result for adjacency matrices of undirected 
graphs (with no loops or multiple edges). Indeed, we can restrict to regular 
graphs, Cayley graphs, or 2-arc transitive graphs (see [l], [3], and [lo]). 
Bender, in a series of papers [4-61, studied this problem for Q, the 
rationals. He proved that any totally real manic polynomial over Q of odd 
degree can occur as the characteristic polynomial of a symmetric rational 
matrix. This fails already for polynomials of degree 2. The problem of 
determining precisely which polynomials can occur as characteristic polyno- 
mials of rational symmetric matrices is still not solved. The conjecture is that 
this is a local problem (i.e., if f E Q[ X] is manic of degree n, then f is the 
characteristic polynomial of some element of S,(Q) if and only if f is the 
characteristic polynomial of some element of S,(R) and S,(Q,) for all primes 
PI, 
We can ask the same question for Z, but that problem seems intractable. 
For example, there exists a cubic polynomial over Z which is not the 
characteristic polynomial of any element of S,(Z) and which locally is a 
characteristic polynomial of a symmetric matrix 171. While the result of 
Bender mentioned above shows that a totally real algebraic number of degree 
n is in Z,,+ .(Q), w h ere E = I for n even and 0 for n odd, the best known 
result for Z is that if (Y is a totally real algebraic integer of degree R, then 
(Y E Z?,:,(H), where m = (n + ~)(n + 2) (see [3]). 
In this article, we focus on minimal polynomials. Obviously, the minimal 
polynomial of an integral symmetric matrix must be manic and have distinct 
real roots. We conjecture that any totally real separable manic integral 
polynomial can occur as the minimal polynomial of a symmetric integral 
matrix. 
It is more convenient to work in a more general context. Let L be a 
Z-lattice (i.e., a finitely generated free Z-module equipped with a symmetric 
bilinear form p ). An endomorphism T of L is called self-adjoint on (L, P ) if 
P(Tu, u) = p(u, TV) f or all U, u E L. If p is the usual inner product on L 
with respect to a basis, then the matrix of T will be symmetric if and only if T 
is self-adjoint. 
Our main result is the following: 
THEOREM A. Letf(x) E 4x1 b e manic and separable of degree n with 
all roots real. There exist a positive definite odd unimodular U-lattice L of 
runk 2n and a self-adjoint operator on L with minimal polynomial f. 
We reduce the proof of Theorem A to the case f is irreducible as follows. 
Let f be as in Theorem A with f = fi *** fr with each f2 manic and 
irreducible of degree ni. If we produce a positive definite odd unimodular 
Z-lattice Li of rank 2n, and a self-adjoint operator Ti on each Lj with 
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minimal polynomial fi, then the orthogonal sum of the Li will be a positive 
definite odd unimodular Z-lattice of rank 2n which admits a self-adjoint 
operator with minimal polynomial f. 
Since any lattice as in Theorem A is locally isometric to the sum of 
squares lattice (cf. 115, 92:I and 93:29]), this yields: 
COROLLARY B. Let A he a semilocalization of Z. Let f(x) E A[ x} be 
manic and separable of degree n with all roots real. Then f is the minimal 
polynomial of an element of S,,,(A). 
Since the only positive definite odd unimodular lattice over Z of fixed 
rank r < 8 is the sum of squares lattice (cf. [15, 106:13]), another conse- 
quence of Theorem A is: 
COROLLARY C. Let f< x) E Z[ x] b e manic and separable of degree n < 4 
with all roots real. Then f is the minimal polynomial of an element of S,,,(Z). 
It is straightforward to deduce from Corollary B the result of Estes that 
every totally real alg e b raic integer is an eigenvalue of an integral symmetric 
matrix (see [S], [3], or [14]). 
Let f be an irreducible totally real integral manic polynomial of degree 
n. The approach we take is to produce a family of unimodular positive 
definite lattices over Z which have self-adjoint operators with minimal 
polynomial f. Th ese lattices can be chosen to be locally equivalent to the sum 
of squares lattices of the same rank. The result would follow if we could 
prove one of these lattices is globally equivalent to the sum of squares lattice. 
Either this will be the case or we will have produced some interesting 
positive definite lattices. 
This article is organized as follows. In Section 2, we consider trace forms 
and characterize minimal polynomials of symmetric matrices over semilocal- 
izations of the integers. This gives a relatively easy and elementary proof of a 
weak version of Corollary B and the eigenvalue theorem for Z. In Section 3, 
we use the methods of Section 2 combined with some number theoretic 
results to prove Theorem A except when n = 2 mod 4. In Section 4, we 
obtain results about self-adjoint representations of maximal orders and com- 
plete the proof of Theorem A. In the last section, we mention some open 
questions. 
2. TRACE FORMS-SEMILOCAL CASE 
If R is a commutative ring, let Sq(R) d enote all elements of R which are 
sums of squares in R. Let Sq,(R) d enote those elements which are the sum 
of n squares in R. Let RX denote the group of units of R. An R-lattice is a 
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pair (L, P) where L is a finitely generated projective R-module and /3 is a 
symmetric R-bilinear form on L. The lattice is called unimodular if the map 
v -+ (u, > is an isomorphism between L and its dual L*. If L is a free rank 
n R-module and X E S,(R), then X determines a lattice structure on L in a 
natural way. This lattice is unimodular if and only if X is invertible. An 
element T E End,(L) is said to be self-adjoint on the lattice (L, /3> if 
PUU, u) = P(U, TV) f or all u, u E L. Recall that if (,L, p) has an orthonor- 
ma1 basis, then T is self-adjoint if and only if the matrix of T with respect to 
that orthonormal basis is symmetric. 
If R is a domain with quotient field F, then (L, P> is contained in a 
quadratic space (V, /3) with V = FL. If (V, /3> is nonsingular, we can and will 
identify L* with {u E V 1 p(u, L) G R). 
Let A be a commutative domain with quotient field F. Let f(x) E A[x] 
be a manic polynomial of degree R. Assume that f has distinct roots. Let 
B = A[x]/(f) and K = F[x]/(f). Ob serve that K is a direct product of 
fields and is the quotient ring of B. Note that B is a free A-module of rank 
72. Let tr denote the trace function from K to F. If (Y E K, let t, denote the 
bilinear form, t,(u, u) = tr(auu). Let B* denote the A-dual of (B, tr). As 
above, we identify 
B* = {u E K]tr(uB) G A}. 
It is well known and straightforward to prove that: 
LEMMA 2.1. B* = GBfor S = l/f’(x) E K. 
Note that f’(x) is a unit in K, since f has distinct roots. If B * = SB, 
then ( B, ts)* = B and so: 
LEMMA 2.2. lf B* = 6B, then (B, t,) is a unimodular A-lattice. 
We now focus our attention on the integral problem. Much of what we do 
(particularly in the local case) can be done in more generality (see [3]). 
However, the arguments became quite elementary for Z. A symmetric 
bilinear A-form /3 on B is called associative if /3(s, tu) = P(st, u> (observe 
that the form t, is associative). 
LEMMA 2.3. Let S be a finite set of maximal ideals of A. Let p be an 
associative symmetric bilinear A-form on B such that ( B, /3 > is unimodular. 
Then there exist u, u E B such that u /3&u, II) is a unit in the semilocalization 
BP 
Proof. We can pass to a localization of A and assume that S is the set of 
all maximal ideals. By the Chinese remainder theorem, it suffices to assume 
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that A is local. Let J be the Jacobson radical of A. Then B/JB = B, 
X ... x B, is a direct sum of the local rings Bi. Clearly /?I induces an 
associative form (with values in A/J) on Z?/JB, and (B/JZ3, p> is unimodu- 
lar. Let e, be the primitive idempotent of B/JB corresponding to Bi. Since 
p is associative, /3(B,, Bj> = 0 f or i #j and so p restricted to each Bi is 
unimodular. 
We claim there exists a unit ui in B, with p(ui, 1) # 0. Since (B,, p) is 
unimodular, there exists vi E B, with p(ul, 1) = 1. If u1 is a unit, the claim 
is proved. Similarly, the claim follows if /3(1, 1) # 0. Otherwise /3(1 + q, 1) 
= 1. In any case, the claim follows. Let U = (pi, 1, . . . , 1) E B/JB and 
v = (1, 0, . . . , 0). Then p(UV, V) # 0 in A/J. 
Let u, u E B with u + JB = U and u + JB = V. Then u is a unit in B, 
and p(uu, u) is a unit in A. n 
Note that the above proof also applies to associative forms on an invert- 
ible ideal Z of B (the problem is a semilocal problem, so it suffices to 
consider Z = AR). 
Now assume that f has all roots real. Then K is a direct product of 
formally real fields. An element of K is called totally positive if it is totally 
positive in each direct summand of K (or equivalently, the element is a unit 
in K and is a sum of squares in K ). 
THEOREM 2.4. Let A be a semilocalization of U. There exists 6 E K such 
that: 
(a) B* = 6B, 
(b) 6 E Sq( K ), and 
(c) tr(6W2) is a unit in A for some w E B. 
Proof. Let J be the Jacobson radical of B. First choose 6 E K satisfying 
(a). By the previous lemma (applied to the form ts), there exists a unit 
u E B x and w E B with tr( 6uw’) a unit in A. Replacing 6 by 6u allows us 
to assume that (c) holds. 
We adjust 6 by a unit. Since (a) holds, 6 is a unit in K. Hence there 
exists h E B such that 4 = 6A E Q”. Now 6(1 + jh) = 6 + jq is totally 
positive for a choice of j E rad( A) with jh E JB. Since I +jA E BX, (a), 
(b), and (c) hold for 6’ = S(1 +jh). n 
The next result is immediate. Observe that since all roots of f are real. 
the space (K, ts> is totally positive definite if and only if 6 is totally positive 
in K. 
COROLLARY 2.5. Let 6 satisfy the conditions of Theorem 2.4. Then 
(B, ts> is a unimodular lattice over A. Moreover, it is a totally positive 
definite space over Q. 
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The following result is well known. Let A’ denote the transpose of A 
LEMMA 2.6. Let R be a commutative ring, and assume that h E Sq,( R). 
Then hI, = AA’ for some A E M,(R). 
Proof. Assume h = a2 + b2 + c2 + d2. Then set 
n 
In the previous result, 4 can be replaced by 1,2, or 8 (this is obvious for 1 
or 2-for 8, one uses the identity from the Cayley algebra). 
COROLLARY 2.7. Let S satisfy the conditions of Theorem 2.4. Let 
L = (B, t,). Then L4 is isometric to ( A4”, 4), where 4 is the sum of squares 
form. 
Proof. Since A is semilocal and L is unimodular and has a unit as a 
norm, it follows that L is diagonalizable (i.e. has an orthogonal basis; cf. [2]). 
Since L is positive definite, all norms are positive and consequently sums of 
four squares. The result now follows from the previous lemma. n 
COROLLARY 2.8. Let A be a semilocalization of Z, and let f(x) E A[ x] 
be a monk polynomial of degree n with distinct real roots. Then f is the 
minimal polynomial of a symmetric 4n x 4n matrix over A. 
Proof. Consider the A-linear transformation T on B given by multipli- 
cation by X. The minimal polynomial of T is f. Moreover, T is a self-adjoint 
on L = (B, ts). Choose 6 satisfying the conditions of Theorem 2.4. Let S be 
the linear transformation on L4 which is just T on each copy of L. Thus S 
and T have the same minimal polynomial. S is self-adjoint on L4 and so by 
the previous result is represented by a symmetric matrix. H 
In particular, this says that any totally real algebraic integer is the 
eigenvalue of a symmetric matrix over any semilocalization of Z. This easily 
implies the same result for Z (see [8] or [3]). We will see later that 4n can be 
replaced by 2n (it is not true in general, even over Q, that a manic 
polynomial of degree n with distinct real roots is the minimal polynomial of a 
symmetric n X n matrix-the simplest example is x2 - 3). 
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3. TRACE FORMS-GLOBAL CASE 
We would like to prove results as in the previous section for Z. There are 
two major obstructions. Unfortunately, it is not always possible to choose 6 
satisfying (2.4) (th ere are not as many units). The more fundamental difficulty 
is that positive definite unimodular forms are rather abundant over 72 and one 
cannot use the method of the previous section to produce the required lattice 
(e.g., if L p t’ is a osi ive definite unimodular lattice over Z not equivalent to the 
sum of squares form, then L is not an orthogonal summand of this form). 
We can and will produce global positive definite unimodular odd lattices 
which are in the genus of the sum of squares lattice. This requires some form 
of the density theorem. We first prove a preliminary result. Let A be an 
integrally closed commutative domain with quotient field F. If F is formally 
real, an algebraic extension K/F is called totally real if the normal closure of 
K/F is also formally real. 
LEMMA 3.1. Let B be a commutative domain containing A. Let K be the 
quotient field of B. Assume B is a finitely generated projective rank n 
A-module. Let tr : B + A denote the trace map. Let (V, P> be a nonsingular 
quadratic K-space with M a finitely generated projective B-submodule of 
V = FM. 
(a) Let Z be an invertible fractional ideal of B. Assume that (I, tg) is a 
unimodular A-lattice. Then (ZM, t, 0 p> is a unimodular A-lattice if and only 
if (M, p > is a unimodular B-lattice. 
(b) Assume K is a totally real extension of F. Then (V, /3> is totally 
positive definite over K if and only if (V, t 0 fi ) is totally positive definite over 
the quotient field of A. 
Proof. (a): It suffices to prove this locally, so that we can assume that M 
is a free module and Z = CXB is principal. Then (I, t > is isometric to 
(B, tasg), and (ZM, t, 0 p) is isometric to (M, t,zg . ) Thus it suffices to 
assume that B = I. 
It suffices to show that (M, p>* = (M, t, 0 /?I*. Now 
(M,~)*=(uEVI/~(U,U)EZ?I&EM} 
= {u E Vltr[ xp( u,u)] EA~xEB*,uEM} 
= {u E VItr[gP( u,w)] EAVW E M} 
= (M&o/?)*. 
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Note that the hypothesis implies that K/F is separable and the trace 
form is nonsingular. The second equality follows from (B*)* = B, and the 
third from B* = gB and yp(v, U> = p(u, yu) for y E B. 
(b): If (V, P> is totally positive, then p(u, U> is totally positive in K for all 
u. Hence tr P(u, U) is totally positive in F for all u. 
Since K has characteristic zero, (V, p) has an orthogonal basis. Hence we 
can assume V is one dimensional, i.e., tr 0 /3 = t, for a E K. Let wi, . , co,, 
be an F-basis for K, and cri, . . . , a, the F-embeddings of K into the normal 
closure k of K/F (by hypothesis, k is a real field). Set W = ($wj)). Thus 
= xWD( a)W’x’, 
where x = (xi,. . . , XJ and D(a) is the diagonal matrix with diagonal entries 
a,(a). If t, is totally positive definite, then so is D(a). In particular, a is 
totally positive as desired. n 
Recall that a lattice (L, p ) over Z is called odd if it represents odd values. 
THEOREM 3.2. Letf(x) E Z[x] b e an irreducible manic polynomial of 
degree n all of whose roots are real. Assume that n is not congruent to 2 
module 4. There exist a unimodular odd totally positive definite lattice 
L = (V, /3) over Z of rank 2n and a self-adjoint linear operator T on L with 
f the minimal polynomial of T. 
Proof. Let B = Z[e], h w ere 8 is a root of f. Choose 6 E K which 
generates B*. We can take 6 = &l/f’(~3>. Observe that N,,,(f’(0)) has 
sign ( _ 1)“‘” _ ‘I/’ [just order the real roots of f(x)]. Thus, since n is not 
congruent to 2 modulo 4, we can assume that NK,o(8) > 0. 
We first claim that we can choose ui, us E B each relatively prime to 2 
such that if ug = uluz, then (B, t,, ) represents odd integers for each i. 
If (B, ts) is odd, we may take hi = 1. Since any odd rank unimodular 
Z,-lattice represents odd integers, this is always the case for n odd. So we 
may assume that n is a multiple of 4, 6 = l/f ‘co>, and (B, t,) is even. 
Let P,, . , P, be the prime ideals of B containing 2. So 2B c Pfl 
C-l ... n P,“r. Choose si E pj”i for j # i and si = 1 mod P,“:. First consider 
the case that r > 2. By (the proof of) Lemma 2.3, there exist ni E B with 
(u,, 2) = 1, vi = 1 mod Pj”l for i # j, and tr( 6ysF) odd. Then we can take 
ui = ui for i = 1,2. 
If r = 1, then B, is a local ring. It is an easy exercise to compute that 
tr[Om/f’(f3)] = 0 for 0 < m < n - 2 and that tr[8”-‘/f’(O)] = 1 (this is 
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essentially contained in [I31 or [3]). It then follows that if 8 E P, = P, we can 
choose ui = 1 + 8 + 8” and u1 = 1 - 8. If 8 P P, we choose ui = 0 and 
uz = 1 - 8 or 1 + 8 + 8’, whichever is a unit. 
Thus we have proved the claim. Now let u = ui with NK,o(u) E 
1 mod 4 (one of the ui must satisfy this condition). 
By the density theorem, we can choose CY E B such that 
(i) a8 is totally positive in K, 
(ii) (Y = u mod 4, and 
(iii) (Y is a degree one prime in B. 
By (i), (ii) and (iii), it follows that NK,o( (Y) = p for some integral prime 
p = 1 mod 4. Thus - 1 is a square in B/((r2>. Write 1 + c2 = cY2y. 
Observe that y is totally positive. 
Let p be the bilinear form on B @ B whose matrix is 
This matrix is invertible (it has determinant 1). Thus, by Lemma 3.1, 
t, 0 p is unimodular. Since S/3 is totally positive definite, Lemma 3.1 also 
implies t, 0 /3 p t is osi ive definite. Consider the rank 2n Z-lattice L = B @ B 
with the form t, 0 p. Th is is a positive definite unimodular lattice. Since P 
represents (Y, it follows that t, 0 p represents odd integers. Multiplication by 
0 is a self-adjoint operator on L with minimal polynomial f(x). n 
We shall see later that Theorem 3.2 is also true for n _ 2 mod 4. The 
proof must be modified, however. Note that in the previous proof, we 
produced a rank 2 free lattice over B. This is not always possible in general 
(with a bit of work, one can show this cannot be done for B = Z[J791]). 
Also, observe that if B contains a unit u with N,,,(U) = - 1, then the 
conclusion of Theorem 3.2 is still valid; for then we can assume that 
NK,o( 6) > 0, and the same proof is valid-if n = 2 mod 4, the positive 
definite unimodular lattice of rank 2n constructed will necessarily be odd 
(see [15, 106:1]). 
We now consider a variation of our construction above. We first prove an 
easy lemma (note that the case n = 1 was used above). 
LEMMA 3.3. Let R be a real closed field. Zf C, D E S,(R) and (Y is a 
nonzero element of R such that C2 + Z,, = (Y 2D, then the 2n X 2n matrix 
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is positive definite if (Y is positive and negative definite if (Y is negative. 
Proof. The result follows from the observation that T is congruent to 
via the matrix 
I. n 
THEOREM 3.4. Let f(x) E Z[ x] b e an irreducible manic polynomial of 
degree n all of whose roots are real. There exist a unimodular totally positive 
definite even lattice L = (V, p) over Z of rank 8n and a self-adjoint linear 
operator T on L with f the minimal polynomial of T. 
Proof. The proof proceeds as in Theorem 2. Let B = Z[ x]/<f >. Choose 
S E K which generates B *. By the strong approximation theorem, we can 
choose CY E B such that 
(i) aS is totally positive in K, 
(ii) (Y = 0 mod 2. 
Since - 1 is the sum of four squares in Z/c LY ‘B n Z!), it follows by 
Corollary 4.7 below that there exist C, D E S,(B) with C2 + I, = CY~D. Let 
By Lemma 3.3, SX is totally positive over the quotient field of B. Let P be 
the bilinear form defined on Bs by the matrix X. Note that p(u, u) E 2 B 
for any u E B. Then the bilinear form on zan = B8 defined by t, 0 p is a 
positive definite even unimodular form [it is even because P(u, u) E 2 B]. 
Multiplication by x is self-adjoint, and the result follows. W 
The previous result gives a way of producing positive definite even 
unimodular lattices. We do not know precisely which lattices can be pro- 
duced this way. 
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4. SELF-ADJOINT REPRESENTATIONS OF MAXIMAL ORDERS 
Let f(x) be a manic irreducible polynomial in Z [xl with all roots real. 
Let 0 be a root off, and consider the order B = Z[ 01. To conclude that f is 
the minimal polynomial of a symmetric integral matrix is equivalent to finding 
a “symmetric” representation of B [i.e. a ring embedding 4 : B + M,Y(Z) 
with 4(B) c S,@)]. W e can ask whether this is possible for any order. Note 
that if we have proved the result for an order B, the same is true for a 
suborder. Thus, one can always restrict attention to maximal orders. 
In place of symmetric representations, we can ask about “self-adjoint” 
representations on totally positive unimodular lattices. We wish to construct 
unimodular odd totally positive lattices (L, p> over Z with embeddings 
4 : B + End(L) such that 4(B) consists of self-adjoint operators on (L, p >. 
This generalizes the notion of symmetric representations. 
In previous sections, we worked with trace forms. The next result shows 
that this is unavoidable. 
LEMMA 4.1. Let K/F be a separable field extension of degree n. Let V 
be a finite dimensional vector over K. Zf (V, y) is an F-lattice such that K 
consists of self-adjoint operators on V, there exists a symmetric bilinear 
K-form p on V such that y = tr 0 p. 
Proof. Write K = F[ 131. let r = dim V. Let f(x) be the minimal poly- 
nomial for 8. The space of F-bilinear forms on V such that the action of K is 
self-adjoint can be identified with 
{X E S,,(F)IXC = C’X}, 
where C is the block diagonal matrix consisting of r blocks of the companion 
matrix off and C’ is the transpose of C. It is straightforward to compute that 
this dimension (over F) is nr(r + 1)/2. 
Clearly K is self-adjoint on (V, tro P). The F-dimension of the space of 
such forms is nr(r + D/2, and the result follows. n 
Let 0 be a totally real algebraic integer of degree n over z. Let 
K = Q[ 01, B be the maximal order containing Z[ 01, and B* = {u E 
K : tr(uB) c Z}. It is no longer true that B * is a principal fractional ideal of 
B, as was the case for the order Z[e]. However, we do know by Hecke’s 
theorem (cf. [16, Theorem 7.31) that B* is a square in the class group of B. 
Assume 61’ = B*. Then Z* - Z-l B* = 61. As in Section 2, it follows that: 
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LEMMA 4.2. (I, ts> is a unimodular Z-lattice. 
Let Z be as above. We can prove analogs of the results of the previous 
section for B (i.e., we obtain a representation of B as a ring of self-adjoint 
operators on a totally positive definite unimodular lattice). If this lattice is 
equivalent to the sum of squares lattice, then we obtain a “symmetric 
representation” of B over Z. 
In certain cases, the forms have been shown to be trivial (i.e. equivalent 
to sums of squares). If K/Q 1s an abelian extension of odd degree n, then 
one can choose I = Z *. If the extension is tamely ramified, then (I, t,) 
contains an orthonormal basis (cf. [9, Theorem 4.11). Thus: 
THEOREM 4.3. Let B be the maximal order in a tamely ramified abelian 
extension K/Q of odd degree n. Then B embeds in S,(Z). 
The next result gives a necessary and sufficient condition for self-adjoint 
representations of maximal orders. Keep the notation as above. There is also 
a version of Proposition 4.4 for suborders. 
PROPOSITION 4.4. Let r be a positive integer. The following are equiva- 
lent: 
(i) There exists a positive definite unimodular z-lattice (L, /3 > of rank r-n 
such that B acts as self-adjoint operators on L. 
(ii) There exists a unimodular B-lattice (M, a) of rank r such that 
(KM, 6a> is totally positive definite. 
Proof. Assume (i) holds. Then L is a projective B-module of rank r. By 
Lemma 4.1, /3 = tro y = t, Fly for some K-bilinear form on V = KL. Set 
M = I-lL. By Lemma 3.1(i), (L, /3> = (ZM, t,F1y) is unimodular if and 
only if (M, 6-l-y) . IS unimodular. By Lemma 3.1(u), (L, P) is positive definite 
if and only if (KM, 7) is totally positive definite. Thus (i) implies (ii) with 
(Y = Fly. 
If (ii) holds, then by Lemma 3.1, (ZM, t, 0 (Y) is a positive definite 
unimodular lattice. Clearly B acts on ZM as a ring of self-adjoint operators. 
n 
The main point of the previous result is that if (M, (Y) is unimodular and 
6a is totally positive, then (ZM, t, 0 a> is a totally positive unimodular lattice. 
We now extend Theorem 3.2 to some other situations. We will construct a 
rank 2 lattice over B with the appropriate properties. We first state a 
well-known result. 
LEMMA 4.5. Let K be afinite extensionfield of Q,. Let C be the integral 
closure of Z, in K. Let E E Cx. The following are equivalent: 
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(i) Kc&)/K is unramified. 
(ii> The Hilbert symbol (u, E) = 1 for all units u E Cx. 
Proof. If E is a square in K, both (i) and (ii) hold. So assume that E is 
not a square. That (i) implies (ii> follows from the definition of the Hilbert 
symbol (since all units are norms; cf. [15, 63:16]). If (ii) holds, then every unit 
u is a norm from K(h). Since the norm map is not onto (cf. [15, 63:13]), no 
generator of the maximal ideal of C can be a norm, whence there can be no 
ramification. n 
THEOREM 4.6. Let B be the maximal order in the totally real number 
field K of degree n over Q. Assume that n is not a multiple of 4. Then there 
exists a positive definite unimodular odd Z-lattice (L, p > of rank 2n such 
that B acts on L via self-adjoint operators. 
Proof. Let 1’ = 6B* as above. Note that since 2n is not a multiple of 8, 
any positive definite unimodular lattice of rank 2n is odd (see [15, 106:1]). 
Consider the case that Nx,o (6) > 0 (this is always possible for n odd by 
replacing S by - S if necessary). We construct a unimodular rank 2 lattice by 
giving its completions. We take Lq = (6) I (E), where E = 1 for any finite 
spot and for any infinite spot where 6 > 0, and E = - 1 otherwise. Since all 
these lattices have discriminant 1 and the product of the Hasse invariants is I, 
a global lattice exists (cf. [15, 72:l and 81:14]). Thus, we have constructed a 
unimodular rank 2 lattice (L, a) over B with Sa totally positive. Thus, 
(IL, t, 0 (~1 is a unimodular positive definite Z-lattice of rank 2n, and B acts 
as self-adjoint operators on IL. As we remarked above, this lattice is odd as 
well, and the result follows. 
So next consider the case that n = 2 mod 4 and N,,o( S> < 0. Assume 
first that for some rime P of B over 2, the degree of ramification e = e(P) 
is odd. Then KP( J-- - 1 )/Kp is ramified, and it follows by Lemma 4.5 that 
there exists u E Bp” with Hilbert symbol ( u, u) = (u, -1) = -1. If Q is 
any finite spot other than P or any infinite spot where S is positive, take 
LQ = (1) J_ (1). Otherwise, take Lq = ( - 1) _L ( - 1) for Q infinite 
and L, = (u) I (u). Since the completions all have discriminant 1, the 
Hasse invariants are trivial at all the odd spots and the product of the Hasse 
invariants is 1 [since there are an odd number of infinite spots with Hasse 
invariant - 1 and the Hasse invariant at P is the Hilbert symbol (u, u) = - 11. 
So we can assume that all local extensions have ramification of even 
degree. Thus there exists a prime P over 2 such that [K, : Q,] = 2m with m 
odd. If the Hilbert symbol ( u, U> = (u, - 1) = - 1 at P for a unit u E B,, 
then we take LQ = (E) I (E), where F = 1 for all finite spots different 
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from P and at the infinite spots where 8 > 0, E = - 1 at the other infinite 
spots, and E = u for Q = P. As above, this yields the desired lattice. So 
assume that (u, - 1) = 1 for all u E Bp”. Indeed, the same argument shows 
that we may assume that (u, u) = 1 for any unit u E Bo for any dyadic 
prime Q. 
If K,[J-Il/K, is ramified, then by the previous lemma, there exists a 
unit u E B, with (u, u) = (u, -I) = - 1, a contradiction as above. 
Write 2 = h2y with y a unit in B, (this is possible because all ramifica- 
tion degrees are even). If K,[J;z] 1s ramified, then by the previous lemma 
(uy, u) = (u, 7) = - 1 for some unit u E B,. Then we take Lq = (1) J_ 
(2) for Q an odd spot or an infinite spot with 6 > 0, Lp = ( - 1) I ( - 2) 
at the infinite spots with S < 0, LQ = (1) I (7) for Q a dyadic prime 
different than P, and L, = (u) I (uy ). This gives the desired lattice. 
Set T = K,[&, 1/-1]. S o we can assume that T/K is unramified. Thus 
the de ree of ramification of T/Q, is not a multiple of 4. On the other hand, 
uB,[ z,i+J-llh s” as ramification degree divisible by 4. This contradiction 
completes the proof. n 
Note that Theorem A now follows by Theorems 3.2 and 4.6. 
A special case of Corollary C is worth pointing out. 
COROLLARY 4.7. Let h be a positive integer. Then hZ4 = A2 for soww 
A E S&7?‘). 
Proof. This is Co ro 11 ary C applied to the polynomial x2 - h. We give 
another proof by explicitly constructing the matrices. 
If h = a2 + b2 + c2, set 
i 
a 0 b -c ’ 
A= 
i 
a c b 
0 
--c ii i” -al 
If h is not the sum of three squares, then h = a2 + b2 + 2c2 (cf. [3]). In this 
case, set 
A= 
b c -c 
i -a c 
c C :b 
-c c a ; 
. n 
INTEGRAL SYMMETRIC MATRICES 97 
If R is any commutative ring, it follows from Lemma 2.6 that, for 
h E Sq,(R), hZ, is the square of a symmetric matrix. Let A be as in the 
conclusion of Lemma 2.6. Then hZ, = B2, where B is the symmetric matrix 
Each of the two proofs of Corollary 4.7 rely on specific properties of the 
integers such as Gauss’s three square theorem or the density theorem. In fact 
Corollary 4.7 need not hold for general rings even if one assumes the 
necessary condition that h is a sum of 4 squares. It would be interesting to 
characterize the rings where the necessary condition is sufficient. The matri- 
ces constructed in the previous proof were found using the following: 
LEMMA 4.8. Let R be a commutative ring with h = a2 + b2 + c2 + d”, 
and assume that cp + d” is a nonzero divisor in R. Set 
and C=(zd f). 
Then A E S,(R[l/(c” + d’)]) and A2 = hZ,, where 
A= 
( 
B 
C’ 
Of course, the matrix constructed above will not necessarily be in R (it 
will be if det C is a unit in R). This lemma does show that for R a field and 
h E Sq,(R), th en hZ4 = A2 for some A E S,(R) (since if det C = 0, then h 
is in fact a sum of two squares and then hZ, is the square of a symmetric 
matrix). 
If we increase the rank, we can relax the restrictions of Theorem 4.6. 
THEOREM 4.9. Let B be the maximal order in the totally real number 
field K of degree n over Q. 
(a) There exists a positive definite odd unimodular lattice L of rank 4n 
such that B acts on L as a ring of self-adjoint operators. 
(b) There exists a positive definite even unimodular lattice L of rank 8n 
such that B acts on L as a ring of self-adjoint operators. 
Proof. (a): We first produce a rank 4 lattice over B with the desired 
properties. It suffices to describe it locally. Let Z and 6 be as usual. By 
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Lemma 2.3, we can choose u E B with (u,2> = 1 and tr(Suu2) odd for 
some u E B. Construct a rank 4 B-lattice (L, /3 ) whose localizations are given 
byL,=(E)I(E)I(E)I(&), E = 1 if Q is an odd spot or an infinite 
spot with 6 > 0, E = - 1 if Q is any other infinite spot, and E = u if Q is a 
dyadic prime. It is straightforward to verify that (IL, t, 0 P) satisfies the 
conclusion of (a). 
(b): We construct a rank 8 lattice (L, p) over ‘B with the required 
properties. Let y be the sum of squares form of rank 8. We define (L, /? > by 
declaring that LQ z (ZIG, 7) at any odd spot Q or any infinite spot with 
S>Oand L 
R 
=((B$, -7) at the other infinite spots, and that Lg is a sum 
of four hyper olic planes at each dyadic spot. Then (IL, t, 0 /3> satisfies (b). 
5. SOME OPEN QUESTIONS 
We list some related open questions. Let f(x) be a manic integral 
polynomial with all roots real and distinct. 
QUESTION 5.1. Is f(r) th e minimal polynomial of a symmetric integral 
matrix? 
QUESTION 5.2. Is f(r) the minimal polynomial of a matrix in S,,(Z)? 
QUESTION 5.3. Is every totally real algebraic integer of degree n an 
eigenvalue of an element of S,,(Z)? 
As we remarked above, the best known results are slightly worse than n2. 
Is the bound really quadratic? 
QUESTION 5.4. Is every totally real invertible algebraic integer an eigen- 
value of a unimodular symmetric integral matrix? 
We close with a question from [3]. 
QUESTION 5.5. Let A be a regular local ring. Let Adenote the integral 
closure of A in the algebraic closure of its quotient field. Is every “totally 
real” element of Aan eigenvalue of a symmetric matrix over A? 
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