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Abstract
We introduce and analyze a discontinuous Petrov-Galerkin method with optimal test
functions for the heat equation. The scheme is based on the backward Euler time stepping
and uses an ultra-weak variational formulation at each time step. We prove the stability of
the method for the field variables (the original unknown and its gradient weighted by the
square root of the time step) and derive a Céa-type error estimate. For low-order approx-
imation spaces this implies certain convergence orders when time steps are not too small
in comparison with mesh sizes. Some numerical experiments are reported to support our
theoretical results.
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least squares method, ultra-weak formulation, backward Euler scheme, Rothe’s method
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1 Introduction
In recent years the discontinuous Petrov-Galerkin method with optimal test functions (DPG
method) has been established as a discretization technique that can deliver robust error control
for singularly perturbed problems. This includes convection-dominated diffusion [9, 17, 6, 4]
and reaction-dominated diffusion [14], the latter also in combination with boundary elements
[11]. In this paper we propose an extension of the DPG framework to the heat equation. In-
deed, there is no need to analyze yet another method for this equation. Numerical methods
for parabolic problems are well established, see, e.g., Thomée’s book [19]. However, our aim
is to robustly discretize singularly perturbed parabolic problems. In this paper we propose a
framework that can be easily extended to such problems, though a proof of robustness is not
necessarily straightforward and left to future research.
A natural way to approximate parabolic problems by the DPG method is to apply its frame-
work in a time-domain setting. The DPG discretization will be robust in the energy norm and,
having chosen a variational formulation, it “only” remains to check which variables are controlled
by the energy norm and in which norms. This is the strategy that Ellis, Chan and Demkowicz
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[10] persued to deal with time-dependent convection-dominated diffusion. Their analysis proves
a robust control of the primary field variable in L2, but a control of its gradient is not guaranteed.
In this paper we apply a classical time-stepping approach, combined with the DPG method, to
gain control also of this second field variable.
Standard methodology for parabolic problems is the method of lines, i.e., to transform them
into systems of ordinary differential equations, e.g., by using a Galerkin discretization, and to
solve them by using time-stepping methods based on finite differences. Theoretical studies usually
also follow these steps: analyze the semi-discrete setting and the fully discrete scheme. By design,
DPG analysis is based on the continuous setting and this implies stability of the discretization
and convergence. Discrete features enter the analysis only when taking into account the fact
that optimal test functions have to be approximated (we do not deal with this effect here).
Therefore, combining time-stepping with the DPG method does not require to treat the fully
discrete scheme differently than the semi-discrete one. In this setting, semi-discrete refers to the
system that is continuous in space and discrete in time. First discretizing in time and then in
space is also known as Rothe’s method [18]. It has the advantage over the method of lines that
space discretization can be chosen independently for different time steps in a straightforward
way. In fact, our analysis does not require that approximating spaces at different time steps are
related. The viewpoint of Rothe’s method is relevant when considering small time steps which
introduce a singular perturbation and can generate spurious space oscillations, cf., e.g., [2, 1, 13].
In fact, our DPG scheme does not require stabilization as the methods in [1, 13]. Our choice of
test functions guarantees (in the ideal case) that errors are controlled in a robust way.
We discretize the heat equation by the backward Euler method in time. We then obtain a
family of formally singularly perturbed reaction-diffusion problems, one for each time step. These
problems are solved robustly by a DPG scheme, i.e., we have to take the time-step parameter
into account both for the setting and in the analysis. There is a catch with this approach
that makes its analysis tricky. Having an approximation at each time step (which should be
robust), the effect of these approximations accumulate over time so that stability in the final
time (uniformly in the time steps) is not guaranteed in general. This stability is achievable only
when showing step-wise stability with constant one (or a constant that tends to 1 sufficiently
fast). Time-stepping schemes are prone to error accumulation over time and therefore, standard
elliptic analysis at each time step is not sufficient to control the whole setting.
The situation is different when using Bubnov-Galerkin approximations in space. In those
cases there is space symmetry between the ansatz and test sides so that the analysis can take
into account the parabolic equation including time derivative. For instance, testing the error
equation with the error e produces the term (e˙, e) = 12 ddt(e, e) which can be integrated in time.
In the Petrov-Galerkin setting this trick is not applicable, at least not in this simple form.
The DPG method can be interpreted as a least-squares or minimum residual method. In
fact, there are proposals to use least-squares approaches in space combined with time stepping
for parabolic problems. Bramble and Thomée [3] have analyzed this combination already in 1972.
As in our case, their analysis faces the challenge to control the accumulation of space errors over
time. They proposed to compensate this by high-order space approximations and using splines of
higher regularity than necessary for standard Galerkin approximations. In this paper, we derive
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estimates that are independent of any particular choice of discrete ansatz spaces. As mentioned,
DPG analysis is done at the continuous level and implies stability and convergence of the discrete
scheme (of course, under the assumption of sufficient regularity and approximation properties of
discrete spaces). It is then left to decide whether one wants to use higher order approximations
or sufficiently fine space meshes to control the time accumulation of space errors.
Let us note that a different strategy is to use least-squares both in space and time [15, 16].
Then one automatically gains control of the error in space and time, but sacrifices the simplicity
and efficiency of time-stepping approaches. It would be interesting to study such a least-squares
strategy in time, combined with DPG in space. But here we analyze a simple time-stepping
procedure and the objective is two-fold. On the one hand, we are interested in a general approach
that in principle extends to singularly perturbed problems. On the other hand, we want to provide
an analysis for the heat equation that is as sharp as possible. Since there is not much flexibility
in proving stability of time-stepping schemes, we expect our techniques to be useful for parabolic
problems beyond the heat equation.
In the next section we present the model problem, introduce the time discretization and DPG
setting, and state our main results. Theorem 3 states the stability of our fully discrete scheme
and Theorem 4 gives an abstract error estimate. In Corollary 5 we indicate the convergence
orders for the case of lower order approximations. In Section 3 we collect some technical results
(stability of adjoint problems and norm equivalences in the ansatz space) and prove the main
theorems. Some numerical experiments are reported in Section 4.
Throughout the paper, except for Corollary 5, there are no generic or unspecified constants.
2 Model problem and DPG scheme
Let Ω ⊂ Rd (d = 2,3) be a bounded simply connected Lipschitz domain with boundary Γ = ∂Ω.
Our model problem is the heat equation
u˙ −∆u = f in Ω × (0, T ], (1a)
u = 0 on Γ × (0, T ], (1b)
u = u0 in Ω × {0}. (1c)
Here, u˙ ∶= ∂u∂t , and we will assume that the initial datum u0 and forcing term f are smooth
enough (so that all the norms of u in this paper do exist).
In the following, we present our time-stepping DPG scheme and state all the main results. In
§2.1 we start with introducing some notation and standard function spaces. We also define our
time steps and space meshes, some of the function spaces depend on. Section 2.2 introduces our
backward Euler semi-discrete scheme and recalls its well-posedness and stability (Proposition 1).
The fully discrete scheme is defined in §2.3. There, we also state all the main results, stability
in Theorem 3, quasi-optimal convergence in Theorem 4, and some convergence properties in
Corollary 5.
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2.1 Function spaces and space-time discretization
For a Lebesgue measurable set M ⊂ Rd (d = 1,2,3), L2(M), H1(M), H10(M) and H−1(M)
are the standard Sobolev spaces with the usual norms. In particular, we denote the norms of
L2(M) by ∥ ⋅ ∥M induced by the inner product (⋅, ⋅)M and skip the index M when M = Ω. We
will also use the vector valued function spaces L2(M), H(div ,M) and H(curl ,M) with the
usual norms. For a real Banach space B with norm ∥ ⋅ ∥B, we also need the space-time function
spaces
L∞(0, T ;B) = {v ∶ (0, T )→ B; sup
t∈(0,T ) ∥v(t)∥B <∞},
Wm,1(0, T ;B) = {v ∶ (0, T )→ B; ∫ T
0
m∑
l=0∥∂
lv(t)
∂tl
∥B dt <∞} (m ∈ N).
Now, let us introduce space-time decompositions. We use discrete time steps 0 = t0 < t1⋯ < tN = T
and denote kn ∶= tn − tn−1. Corresponding to the time steps tn, we consider a family (Tn)Nn=0
of shape regular conforming partitions of Ω¯ into a set of disjoint elements K with Lipschitz
boundary ∂K. To each mesh Tn we associate a skeleton Sn that consists of the boundaries of
elements of Tn (a precise definition is not required since we will define the functionals supported
there).
Broken Sobolev spaces play an important role in DPG techniques since they are used to
localize the calculation of optimal test functions, cf. [7]. In our case, we have the families of
broken spaces
H1(Tn) ∶= {v ∈ L2(Ω); v∣K ∈H1(K) ∀K ∈ Tn},
H(div ,Tn) ∶= {τ ∈ L2(Ω); τ ∣K ∈H(div ,K) ∀K ∈ Tn}
and trace spaces
H
1/2
00 (Sn) ∶= {wˆ ∈ ∏
K∈TnH
1/2(∂K); ∃w ∈H10(Ω) ∶ wˆ∣∂K = w∣∂K ∀K ∈ Tn},
H−1/2(Sn) ∶= {qˆ ∈ ∏
K∈TnH
−1/2(∂K); ∃q ∈H(div ,Ω) ∶ qˆ∣∂K = (q ⋅ nK)∣∂K ∀K ∈ Tn}.
Here, nK denotes the unit outward normal vector on ∂K (K ∈ Tn). Norms for H1(Tn) and
H(div ,Tn) are defined later, and the trace spaces are equipped with the weighted trace norms∥wˆ∥1/2,Sn ∶= inf{(∥w∥2 + kn∥∇w∥2)1/2; w ∈H10(Ω), wˆ∣∂K = w∣∂K ∀K ∈ Tn}, (2a)∥qˆ∥−1/2,Sn ∶= inf{(∥q∥2 + kn∥divq∥2)1/2; q ∈H(div ,Ω), qˆ∣∂K = (q ⋅ nK)∣∂K ∀K ∈ Tn}. (2b)
Our variational formulation will give rise to the terms
⟨[τ ⋅ n], wˆ⟩Sn ∶= ∑
K∈Tn⟨τ ⋅ nK , wˆ⟩∂K (τ ∈H(div ,Tn), wˆ ∈H1/200 (Sn)),⟨[v], qˆ⟩Sn ∶= ∑
K∈Tn⟨v, qˆ⟩∂K (v ∈H1(Tn), qˆ ∈H−1/2(Sn)).
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Here, we will not distinguish between ⟨[v], qˆ⟩Sn and ⟨qˆ, [v]⟩Sn , and similarly for [τ ⋅n]. Formally,[τ ⋅ n] and [v] are linear functionals acting on H1/200 (Sn) and H−1/2(Sn), respectively, and are
measured accordingly:
∥[τ ⋅ n]∥−1/2,S′n ∶= sup
wˆ∈H1/200 (Sn)
⟨[τ ⋅ n], wˆ⟩Sn∥wˆ∥1/2,Sn , ∥[v]∥1/2,S′n ∶= supqˆ∈H−1/2(Sn) ⟨[v], qˆ⟩Sn∥qˆ∥−1/2,Sn .
Here and in the following, suprema will always be taken over nonzero elements.
Indeed, [v] and [τ ⋅ n] are related to the jumps of v and τ , and [v] = 0, [τ ⋅ n] = 0 for
v ∈ H10(Ω) and τ ∈ H(div ,Ω), respectively. Note that [τ ⋅ n] = 0 does not require that τ has
normal component zero on Γ since, in our definition, it is only tested with functions that have
zero trace on Γ.
2.2 Semi-discrete scheme
DPG analysis is based on studying variational formulations. The analysis of discrete DPG
schemes is inherited from the continuous case. Since we aim at time-stepping schemes we first
apply a time discretization to (1) and analyze the resulting scheme in a space-variational form.
For simplicity we consider a backward Euler discretization. Using the previously defined time
steps 0 = t0 < t1 < . . . < tN = T , we obtain the semi-discrete approximation
1
kn
un −∆un = fn + 1
kn
un−1 in Ω, (3a)
un = 0 on Γ, (3b)
for n = 1, . . . ,N , with initial condition u0 = u0 in Ω. It defines approximations un to u(tn) ∶=
u(⋅, t = tn), n = 1, . . . ,N . Here, fn ∶= f(tn) where, for space-time functions v, we generically
denote by v(t) the space function v at time t.
Of course, for f(t) ∈ L2(Ω) (t ∈ (0, T ]), (3) is uniquely solvable with un ∈H10(Ω), n = 1, . . . ,N .
In principle, we can rewrite (3) in any variational form that renders the Laplacian well posed. The
strong form is (3) and one can equivalently use the standard formulation (based on the Dirichlet
bilinear form), an ultra-weak formulation, or any variant in between, set in global spaces on Ω
or broken variants set in spaces on Tn. For details we refer to [5].
Rewriting the Laplacian in (3a) in variational form, one has to add the term un/kn which
makes the formulation formally singularly perturbed. In other words, one naturally tends to
analyze the resulting formulation with particular focus on the parameter kn. However, a well-
posed variational form of (3) will be equivalent to (3) (with (3a) taken in H−1(Ω)) and, thus,
automatically stable (cf. Proposition 1 below).
In this paper we focus on an ultra-weak formulation. Our aim is to derive a fully discrete
approximation based on this ultra-weak form, and to provide a continuous stability analysis that
implies stability of the fully discrete approximation.
We take the ultra-weak variational formulation from [7]. More precisely, we introduce σn ∶=∇un as further unknowns and define the independent trace variables uˆn, σˆn with uˆn∣∂K = un∣∂K ,
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respectively σˆn∣∂K = (σn ⋅nK)∣∂K , K ∈ Tn, n = 1, . . . ,N . Replacing ∇un = σn in (3a) and testing
with v ∈H1(Tn), testing ∇un = σn with τ ∈H(div ,Tn), and integrating by parts, we obtain
1
kn
(un, v) + (σn,∇v)Tn − ⟨σˆn, [v]⟩Sn = (fn + 1knun−1, v),(σn,τ ) + (un,div τ )Tn − ⟨uˆn, [τ ⋅ n]⟩Sn = 0,
with (⋅, ⋅)Tn ∶= ∑K∈Tn(⋅, ⋅)K . In the following we will denote unknown functions by un = (un,σn, uˆn, σˆn)
(with or without upper index n), and test functions by v = (v,τ ). Note that the bilinear form
b(u,v) ∶= (u,div τ )Tn + (σ,∇v + τ )Tn − ⟨uˆ, [τ ⋅ n]⟩Sn − ⟨σˆ, [v]⟩Sn
is nothing but the ultra-weak bilinear form of the Laplacian from [7]. We obtain the following
ultra-weak variational form of (3),
un ∈Xn ∶= L2(Ω) ×L2(Ω) ×H1/200 (Sn) ×H−1/2(Sn) ∶
bne (un,v) = Lne (un−1;v) ∀v ∈ Y n ∶=H1(Tn) ×H(div ,Tn), n = 1, . . . ,N, (4)
with u0 = u0,
and where
bne (u,v) ∶= 1kn (u, v) + b(u,v) and Lne (u;v) ∶= (fn + 1knu, v).
In some sense, the bilinear and linear forms bne and Lne (u, ⋅) extend the corresponding forms of the
Poisson equation. Instead of the Poisson equation, our variational forms (4) represent singularly
perturbed reaction-diffusion problems at N time steps. Note, however, that the perturbations
are singular only in a mild sense since, multiplying by kn, the resulting small diffusion parameter
also appears as a factor on the right-hand side.
For completeness let us recall the stability of our semi-discrete scheme.
Proposition 1. For u0, f(t) ∈ L2(Ω) (t ∈ (0, T ]) the semi-discrete ultra-weak formulation (4) is
uniquely solvable, and there holds (with un = (un,σn, uˆn, σˆn), n = 1, . . . ,N , denoting the solution)
(∥un∥2 + kn∥σn∥2)1/2 ≤ ∥un−1∥ + kn∥fn∥ (n = 1, . . . ,N),
that is, (∥uN∥2 + kN∥σN∥2)1/2 ≤ ∥u0∥ + N∑
n=1kn∥fn∥.
Proof. By standard arguments, (4) is equivalent to
1
kn
un −∆un = fn + 1
kn
un−1 in H−1(Ω), n = 1, . . . ,N,
that is, making use of σn = ∇un (n = 1, . . . ,N),
(un, un) + kn(σn,σn) = kn(fn, un) + (un−1, un) ≤ (kn∥fn∥ + ∥un−1∥) ∥un∥.
This proves the first assertion. The second one follows by repeated application of this bound.
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A control of the trace variables is guaranteed by a simple application of the definition of trace
norms.
Corollary 2. Under the assumptions of Proposition 1 there holds
∥uˆn∥1/2,Sn ≤ (∥un∥2 + kn∥σn∥2)1/2 ≤ ∥un−1∥ + kn∥fn∥,
k1/2n ∥σˆn∥−1/2,Sn ≤ (1 +√2)(∥un−1∥ + kn∥fn∥)
for n = 1, . . . ,N , and, in particular,
∥uˆN∥1/2,SN ≤ ∥u0∥ + N∑
n=1kn∥fn∥,
k
1/2
N ∥σˆN∥−1/2,SN ≤ (1 +√2)(∥u0∥ + N∑
n=1kn∥fn∥).
Proof. By the definition of the trace norms in H1/200 (Sn) and H−1/2(Sn), and since the solutions
un of (4) satisfy
uˆn∣∂K = un∣∂K , σˆn∣∂K = (σn ⋅ nK)∣∂K (K ∈ Tn),
the first statement follows immediately, and for σˆn we obtain
kn∥σˆn∥2−1/2,S ≤ kn∥σn∥2 + k2n∥divσn∥2.
Now, divσn = ∆un = 1kn (un − un−1) − fn, so that
k2n∥divσn∥2 ≤ (∥un∥ + ∥un−1∥ + kn∥fn∥)2,
i.e., with the previous bound,
k1/2n ∥σˆn∥−1/2,S ≤ k1/2n ∥σn∥ + kn∥divσn∥ ≤ k1/2n ∥σn∥ + ∥un∥ + ∥un−1∥ + kn∥fn∥≤ √2(∥un∥2 + kn∥σn∥2)1/2 + ∥un−1∥ + kn∥fn∥.
Using the first statement, this implies the second bound. The remaining two assertions are
obtained by iterated applications of the first bound.
2.3 Fully discrete scheme
Our DPG approximation will be based on the test norm(s)
∥v∥2Y n ∶= 1k2n ∥v∥2 + 1kn ∥∇v∥2Tn + 1kn ∥τ ∥2 + ∥div τ ∥2Tn (5)
with ∥∇v∥2Tn ∶= (∇v,∇v)Tn and ∥div τ ∥2Tn ∶= (div τ ,div τ )Tn .
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The corresponding inner product will be denoted by ⟪⋅, ⋅⟫Y n .
Now, for a function u ∈Xn, we define the optimal test function
Θnu ∶= (Θnvu,Θnτu) ∈ Y n by ⟪Θnu,v⟫Y n = bne (u,v) ∀v ∈ Y n. (6)
Then, selecting discrete subspaces (piecewise polynomial with respect to Tn and Sn) Xnh ⊂ Xn
(n = 1, . . . ,N) and, slightly abusing notation, a discrete space X0h ⊂ L2(Ω), the fully discrete
scheme is: Find u0h ∈X0h and unh = (unh,σnh, uˆnh, σˆnh) ∈Xnh (n = 1, . . . ,N) such that
bne (unh,v) = Lne (un−1h ;v) ∀v ∈ Y nh ∶= ΘnXnh (n = 1, . . . ,N) (7a)
with (u0h, v) = (u0, v) ∀v ∈X0h. (7b)
One of our main results is that the discrete scheme inherits its stability from that of the semi-
discrete variational formulation, cf. Proposition 1.
Theorem 3. For u0, f(t) ∈ L2(Ω) (t ∈ (0, T ]) the DPG scheme (7) is uniquely solvable and,
being unh = (unh,σnh, uˆnh, σˆnh), n = 1, . . . ,N , its solutions, there holds
(∥unh∥2 + kn∥σnh∥2)1/2 ≤ ∥un−1h ∥ + kn∥fn∥ (n = 1, . . . ,N),
that is, (∥uNh ∥2 + kN∥σNh ∥2)1/2 ≤ ∥u0∥ + N∑
n=1kn∥fn∥.
A proof of this theorem will be given in Section 3.3. It will be based on proving norm
equivalences in Xn and Y n. Specifically, we use the following norms in Xn (n = 1, . . . ,N),
∥u∥2Xn1 ∶= ∥u∥2 + kn∥σ∥2 + kn∥uˆ∥21/2,Sn + k2n∥σˆ∥2−1/2,Sn ,∥u∥2Xn2 ∶= ∥u∥2 + kn∥σ∥2 + ∥uˆ∥21/2,Sn + kn∥σˆ∥2−1/2,Sn , u ∈Xn.
However, central to DPG analysis is the energy norm. In our time-stepping scheme we have a
family of energy norms
∥u∥En ∶= sup
v∈Y n
bne (u,v)∥v∥Y n , u ∈Xn, n = 1, . . . ,N. (8)
By the well-posedness of problem (4), these are indeed norms, i.e., u ∈ Xn with bne (u,v) = 0 for
any v ∈ Y n implies that u = 0.
With this notation we can state the second main result. It shows quasi-optimality of our
time-stepping DPG scheme.
Theorem 4. Let u0, f(t) ∈ L2(Ω) for t ∈ (0, T ], and let u and unh ∈Xnh (n = 1, . . . ,N), u0h denote
the solutions of (1) and (7), respectively. Furthermore, we denote u ∶= (u,∇u, uˆ, σˆ) with uˆ, σˆ
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being the traces of u and ∇u, respectively, and let unh be the first component of unh. Then there
holds the following error estimate for n = 1, . . . ,N :
∥u(tn) −unh∥En ≤ ∥u0 − u0h∥ + n∑
j=1 minw∈Xjh ∥u(tj) −w∥Ej +
n∑
j=1 ∥u(tn) − u(tn−1) − knu˙(tn)∥.
Furthermore, ∥u(tn)−unh∥Xn1 has the bound above multiplied by √2 max{1,√4C2PF + 6kn}. Here,
CPF denotes the Poincaré-Friedrichs constant, i.e., ∥w∥ ≤ CPF∥∇w∥ ∀w ∈H10(Ω).
The best approximations in energy norm can be estimated like
min
w∈Xn
h
∥u(tn) −w∥En ≤ √3 min
w∈Xn
h
∥u(tn) −w∥Xn2 , n = 1, . . . ,N.
A proof of this result will be given in Section 3.4. Applying standard approximation results
one obtains convergence estimates. In the case of smooth solution, quasi-uniform meshes in space
(fixed in time), and equal time steps, one obtains the following result.
Corollary 5. Assume that u0 and f are sufficiently smooth so that the solution
u ∈ L∞(0, T ;H3(Ω)) ∩W 2,1(0, T ;L2(Ω)). Furthermore, let Tn = T (n = 0, . . . ,N) be quasi-
uniform triangular meshes with skeleton S and mesh size h, and let kn = k (n = 1, . . . ,N) be
constant time steps.
(i) Taking lowest order spaces Xnh (T -piecewise constants for u and σ, S-piecewise linears
for uˆ, and S-piecewise constants for σˆ), there holds
∥u(T ) − uNh ∥ + k1/2∥∇u(T ) −σNh ∥ = O(h/k) +O(k),
that is, e.g., for k = O(h1/2),
∥u(T ) − uNh ∥ = O(h1/2) = O(k), ∥∇u(T ) −σNh ∥ = O(h1/4) = O(k1/2).
(ii) Taking lowest order spaces for the σ, uˆ and σˆ-components of Xnh , and piecewise linears for
the u component of Xnh , there holds∥u(T ) − uNh ∥ + k1/2∥∇u(T ) −σNh ∥ = O(h/k1/2) +O(k) if h ≤ O(k1/2),
that is, e.g., for k = O(h2/3),
∥u(T ) − uNh ∥ = O(h2/3) = O(k), ∥∇u(T ) −σNh ∥ = O(h1/3) = O(k1/2).
Proof. (i) There holds ∥u0 − u0h∥ = O(h), ∥u(tn) − u(tn−1) − knu˙(tn)∥ = O(k2) so that the first
result follows from Theorem 4 by showing that, with w = (wu,wσ, wˆu, wˆσ),
min
w∈Xn
h
∥u(tn) −w∥2Xn2 =
min
w∈Xn
h
(∥u(tn) −wu∥2 + k∥σ(tn) −wσ∥2 + ∥uˆ − wˆu∥21/2,S + k∥σˆ − wˆσ∥2−1/2,S) = O(h2).
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Indeed, the first two terms are of the orders O(h2) and O(kh2). By the definition of the norm∥ ⋅ ∥1/2,S as the trace of the square root of ∥ ⋅ ∥2 + k∥∇ ⋅ ∥2, the third term is of the order O(h4) +
O(kh2) = O(h2). The norm ∥ ⋅∥−1/2,S is defined as the trace of the square root of ∥ ⋅∥2+k∥div ⋅∥2.
Thus, the fourth term is of the order O(kh2).
(ii) From the first part we have seen that the uˆ-term, respectively σ and σˆ-terms, of the error
(squared) are of the orders O(h4) +O(kh2) and O(kh2), respectively. The u-term (squared) is
now of the order O(h4). It follows that
min
w∈Xn
h
∥u(tn) −w∥Xn2 = O(h2) +O(k1/2h),
and thus the result.
3 Analysis
In this section we analyze our time-stepping DPG scheme, and finish with proving the main
results, Theorem 3 in §3.3 and Theorem 4 in §3.4. As a preparation, we show some stability
properties of adjoint problems in §3.1 and, in §3.2, prove a pivotal norm equivalence in the ansatz
spaces.
Let us start by recalling some basic facts of DPG analysis, see, e.g., [8].
As already mentioned, central to DPG analysis is the energy norm. In our time-stepping case
there is one for every time step tn (n = 1, . . . ,N), ∥ ⋅ ∥En , see (8). Denoting by Bne ∶ Xn → (Y n)′
the operator stemming from the bilinear form bne , and Rn ∶ Y n → (Y n)′ the Riesz operator, one
finds the representation Θn = (Rn)−1Bne for the trial-to-test operator, cf. (6). Therefore,∥u∥En = ∥Bne u∥(Y n)′ = ∥Θnu∥Y n ∀u ∈Xn. (9)
We need the following useful relations for discrete functions which hold for our choice of test
spaces Y nh = ΘnXnh :
∥u∥En = bne (u,Θnu)1/2 = sup
v∈Y n
h
bne (u,v)∥v∥Y n ∀u ∈Xnh . (10)
The first equality is obtained by using (9) and relation (6),
∥u∥En = ⟪Θnu,Θnu⟫1/2Y n = bne (u,Θnu)1/2.
The second equality in (10) is obtained by construction of Y nh , containing the optimal test
function Θnu for u ∈Xnh .
3.1 Stability of the adjoint problem
Corresponding to each ultra-weak formulation at a given time step tn, cf. (4), there is a primal
problem (the reaction-diffusion problems (3)) and an adjoint problem. Therefore, our time-
stepping scheme gives rise to N adjoint problems whose stability is essential for the stability
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and robustness of the DPG scheme, as we will illustrate when proving our main results. As
is standard in DPG analysis, we split the adjoint problem(s) in a global one (with solution in
continuous spaces) and a homogeneous one (with solution in broken spaces). The corresponding
results are established by Lemmas 6 and 7, respectively.
Lemma 6. Let G ∈ L2(Ω) and F ∈ L2(Ω) be given. There exists a unique element v = (v,τ ) ∈
H10(Ω) ×H(div ,Ω) such that
1
kn
v + div τ = G in Ω, (11a)
∇v + τ = F in Ω, (11b)
and there holds ∥v∥2Y n = ∥G∥2 + 1kn ∥F∥2.
Proof. Eliminating τ from (11) gives
−∆v + 1
kn
v = G − divF in H−1(Ω), (12)
with unique solution v ∈ H10(Ω). Equation (11b) then uniquely defines τ ∈ L2(Ω), and by (12),
div τ = divF −∆v = G − k−1n v, that is, τ ∈H(div ,Ω) and it satisfies (11a).
Now, using both equations (11a) and (11b),
∥G∥2 + 1
kn
∥F∥2 = ∥k−1n v + div τ ∥2 + 1kn ∥∇v + τ ∥2= 1
k2n
∥v∥2 + ∥div τ ∥2 + 2
kn
(v,div τ ) + 1
kn
∥∇v∥2 + 1
kn
∥τ ∥2 + 2
kn
(∇v,τ ) = ∥v∥2Y n
since (v,div τ ) + (∇v,τ ) = 0.
Lemma 7. If v = (v,τ ) ∈ Y n =H1(Tn) ×H(div ,Tn) satisfies
1
kn
v + div τ = 0 in K, (13a)
∇v + τ = 0 in K, (13b)
for any K ∈ Tn, then
1
k2n
∥v∥2 = ∥div τ ∥2Tn ≤ ∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n , (14)∥∇v∥2Tn = ∥τ ∥2 ≤ 4(C2PF + kn)(∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n) (15)
that is,
∥v∥2Y n ≤ 1kn (4C2PF + 6kn)(∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n)
for n = 1, . . . ,N .
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Proof. To bound ∥v∥ we use the technique from [14, proof of Lemma 8], but are careful with
constants. We define w ∈H10(Ω) as the solution of −kn∆w+w = v. Then ∥w∥2+kn∥∇w∥2 = (v,w)
and, by our definition of trace norms (2), ∥w∥21/2,Sn ≤ (v,w) and
kn∥n ⋅ ∇w∥2−1/2,Sn ≤ kn∥∇w∥2 + k2n∥∆w∥2= kn∥∇w∥2 + ∥w∥2 + ∥v∥2 − 2(v,w) = ∥v∥2 − (v,w).
Therefore, ∥w∥21/2,Sn + kn∥n ⋅ ∇w∥2−1/2,Sn ≤ ∥v∥2.
Now, using the equation for w, integrating twice piecewise by parts, and considering the bound
above for the trace norms of w, we obtain
1
kn
∥v∥2 = 1
kn
(v,w) − (v,∆w) = ( 1
kn
v −∆v,w)Tn + ⟨[n ⋅ ∇v],w⟩Sn − ⟨[v],n ⋅ ∇w⟩Sn= ⟨[n ⋅ ∇v],w⟩Sn − ⟨[v],n ⋅ ∇w⟩Sn≤ (∥[n ⋅ ∇v]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n)1/2∥v∥.
Since [n ⋅ ∇v] = −[n ⋅ τ ] by (13b), this yields
1
k2n
∥v∥2 ≤ ∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n .
By (13a), this proves (14).
Now, to show (15), we follow [7, proof of Lemma 4.4] by considering, in three dimensions, the
Helmholtz decomposition τ = ∇ψ+∇×z with ψ ∈H10(Ω) and z ∈H(curl ,Ω), so that ∥∇ψ∥ ≤ ∥τ ∥
and ∥∇× z∥ ≤ ∥τ ∥. Then, integrating by parts piecewise, one obtains
∥τ ∥2 = (τ ,∇ψ +∇ × z) = (τ ,∇ψ) − (∇v,∇× z)Tn= 1
kn
(v,ψ) + ⟨[τ ⋅ n], ψ⟩Sn − ⟨[v],n ⋅ (∇× z)⟩Sn
≤ CPF
kn
∥v∥∥τ ∥ + ∥[τ ⋅ n]∥−1/2,S′n∥ψ∥1/2,Sn + ∥[v]∥1/2,S′n∥n ⋅ (∇× z)∥−1/2,Sn .
By the definition of trace norms we have
∥ψ∥21/2,Sn ≤ ∥ψ∥2 + kn∥∇ψ∥2 ≤ (C2PF + kn)∥τ ∥2 and∥n ⋅ (∇× z)∥−1/2,Sn ≤ ∥∇× z∥ ≤ ∥τ ∥.
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Therefore, together with (14), we conclude that
∥τ ∥ ≤ CPF(∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n)1/2+ (C2PF + kn)1/2∥[τ ⋅ n]∥−1/2,S′n + k1/2n 1
k
1/2
n
∥[v]∥1/2,S′n
≤ CPF(∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n)1/2+ (C2PF + 2kn)1/2(∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n)1/2= (CPF + (C2PF + 2kn)1/2)(∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n)1/2≤ 2(C2PF + kn)1/2(∥[τ ⋅ n]∥2−1/2,S′n + 1kn ∥[v]∥21/2,S′n)1/2.
This is (15) for τ and the relation for ∇v holds by (13b). In two space dimensions one uses the
Helmholtz decomposition τ = ∇ψ + (−∂2z, ∂1z) and proceeds as before.
3.2 Norm equivalences in Xn
The DPG method delivers best approximations in energy norms. Estimates in other norms
require to bound the energy norms appropriately. This is provided by Lemma 8 below.
For its proof we need to introduce so-called optimal test norms. They are dual to Xn-norms
with respect to the extended bilinear form. Specifically, we define
∥v∥Y n,opt ∶= sup
u∈Xn
bne (u,v)∥u∥Xn1 , v ∈ Y n. (16)
By the well-posedness of our semi-discrete formulation (4), the operator Bne ∶ Xn → (Y n)′
stemming from the extended bilinear form is an isomorphism. Thus, there holds
∥u∥Xn1 = sup
v∈Y n
bne (u,v)∥v∥Y n,opt , u ∈Xn, (17)
see [20, eq. (2.13)].
Lemma 8. There hold the three bounds
∥u∥Xn1 ≤ Cn∥u∥En , ∥u∥2 + kn∥σ∥2 ≤ ∥u∥2En , and ∥u∥En ≤ √3∥u∥Xn2
for any u = (u,σ, uˆ, σˆ) ∈Xn, n = 1, . . . ,N . Here, Cn = √2 max{1,√4C2PF + 6kn}.
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Proof. Comparing relation (17) and definition (8) of the energy norm, the first statement is
equivalent to ∥v∥Y n ≤ C∥v∥Y n,opt for any v ∈ Y n. By definition (16), one finds that
∥v∥2Y n,opt = ∥ 1kn v + div τ ∥2Tn + 1kn ∥∇v + τ ∥2Tn + 1kn ∥[τ ⋅ n]∥2−1/2,S′ + 1k2n ∥[v]∥21/2,S′ ,
for v ∈ Y n. Now, for given v = (v,τ ) ∈ Y n, we define G ∶= v/kn + divTn τ , F ∶= ∇Tnv + τ .
Here, divTn and ∇Tn denote the respective operators defined piecewise on the mesh Tn. Then
by Lemma 6 there exists v1 ∶= (v1,τ 1) ∈ H10(Ω) ×H(div ,Ω) with ∥v1∥2Y n = ∥G∥2 + ∥F∥2/kn.
Furthermore, v0 ∶= (v0,τ 0) ∶= v − v1 solves (13), and [v] = [v0], [τ ⋅ n] = [τ 0 ⋅ n]. Then the
mentioned relation for ∥v1∥Y n and the final bound given by Lemma 7 prove that
1
2
∥v∥2Y n ≤ ∥v1∥2Y n + ∥v0∥2Y n
≤ ∥G∥2 + 1
kn
∥F∥2 + (4C2PF + 6kn)( 1kn ∥[τ ⋅ n]∥2−1/2,S′n + 1k2n ∥[v]∥21/2,S′n)≤ max{1,4C2PF + 6kn}∥v∥2Y n,opt.
This proves the first assertion. By the same reasoning as before, using relation (17) and consid-
ering continuous test functions v ∈H10(Ω)×H(div ,Ω), the second statement is equivalent to the
stability result of Lemma 6.
To show the third assertion we only have to bound the extended bilinear form
bne (u,v) = (u, 1kn v + div τ )Tn + (σ,∇v + τ )Tn − ⟨uˆ, [τ ⋅ n]⟩Sn − ⟨σˆ, [v]⟩Sn .
This is done by the Cauchy-Schwarz inequality and dualities. By definition of the skeleton
dualities and trace norms we find
⟨uˆ, [τ ⋅ n]⟩2Sn ≤ ∥uˆ∥21/2,Sn( 1kn ∥τ ∥2 + ∥div τ ∥2Tn),⟨σˆ, [v]⟩2Sn ≤ kn∥σˆ∥2−1/2,Sn( 1k2n ∥v∥2 + 1kn ∥∇v∥2Tn),
so that
bne (u,v) ≤ (∥u∥2 + kn∥σ∥2)1/2(∥ 1kn v + div τ ∥2Tn + 1kn ∥∇v + τ ∥2Tn)1/2+ (∥uˆ∥21/2,Sn + kn∥σˆ∥2−1/2,Sn)1/2( 1k2n ∥v∥2 + 1kn ∥∇v∥2Tn + 1kn ∥τ ∥2 + ∥div τ ∥2Tn)1/2≤ √3∥u∥Xn2 ∥v∥Y n ∀u ∈Xn, v ∈ Y n,
that is, ∥u∥En ≤ √3∥u∥Xn2 for any u ∈Xn.
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3.3 Proof of Theorem 3
By design of the DPG method (i.e., selecting optimal test functions), (7) is uniquely solvable (the
initial approximation u0h, being an L
2-projection, exists and is stable anyway). More precisely,
the extended bilinear forms bne areXnh×Y nh inf-sup stable and bounded with inf-sup and continuity
numbers equal to 1, when using the energy norm(s) in Xnh that correspond(s) to the selected
Y n-norm(s) in Y nh , cf. (5).
Now, using (10), one obtains by the definition of unh (7a) and the selection of test norm in
Y nh (remember the notation v = (v,τ ))
∥unh∥En = sup
v∈Y n
h
bne (unh,v)∥v∥Y n = supv∈Y nh L
n
e (un−1h ,v)∥v∥Y n
≤ sup
v∈Y n
h
∥fn∥ ∥v∥ + k−1n ∥un−1h ∥∥v∥
k−1n ∥v∥ = kn∥fn∥ + ∥un−1h ∥.
Therefore, to finish the proof of Theorem 3, it is enough to show that
∥unh∥2 + kn∥σnh∥2 ≤ ∥unh∥2En , n = 1, . . . ,N.
Indeed, there holds the more general result
∥u∥2 + kn∥σ∥2 ≤ ∥u∥2En ∀u ∈Xn, n = 1, . . . ,N. (18)
By Lemma 6 we find for any given G ∈ L2(Ω) and F ∈ L(Ω) an element v = v(G,F) ∈ H10(Ω) ×
H(div ,Ω) ⊂ Y n such that k−1n v+div τ = G and ∇v+τ = F with ∥v∥2Y n = ∥G∥2 +k−1n ∥F∥2. By this
construction we obtain
(∥u∥2 + kn∥σ∥2)1/2 = sup
G∈L2(Ω),F∈L2(Ω)
(u,G) + (σ,F)∥v(G,F)∥Y n ≤ supv∈Y n bne (u,v)∥v∥Y n = ∥u∥En .
This is (18) and finishes the proof of Theorem 3.
3.4 Proof of Theorem 4
For every time step tn, let us define the DPG projection u˜nh ∈ Xnh of the exact solution at tn,
u(tn) = (u(tn),∇u(tn), uˆ(tn), σˆ(tn)) with obvious definitions of uˆ(tn) and σˆ(tn), by
bne (u˜nh,v) = bne (u(tn),v) ∀v ∈ Y nh , n = 1, . . . ,N.
Later, we will also need the first two components u˜nh and σ˜
n
h of u˜
n
h. Also note that there holds
by Lemma 8 and the best-approximation property of the DPG scheme
errn(u) ∶= ∥u(tn) − u˜nh∥ ≤ ∥u(tn) − u˜nh∥En = min
w∈Xn
h
∥u(tn) −w∥En . (19)
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We start by bounding ∥u˜nh −unh∥En . Relation (10) means that∥u˜nh −unh∥2En = bne (u˜nh −unh, v˜nh) with v˜nh ∶= (v˜nh , τ˜nh) ∶= Θn(u˜nh −unh) ∈ Y nh .
Recalling the definition of the extended bilinear form one notes that
bne (u(tn),v) = (fn − u˙(tn) + 1knu(tn), v) ∀v = (v,τ ) ∈ Y n.
Therefore,
∥u˜nh −unh∥2En = bne (u˜nh, v˜nh) − bne (unh, v˜nh) = bne (u(tn), v˜nh) −Lne (un−1h ; v˜nh)= (fn − u˙(tn) + 1
kn
u(tn), v˜nh) − (fn + 1knun−1h , v˜nh)= (u(tn) − u(tn−1) − knu˙(tn), 1
kn
v˜nh) + (u(tn−1) − un−1h , 1kn v˜nh)≤ (∥u(tn) − u(tn−1) − knu˙(tn)∥ + ∥u(tn−1) − un−1h ∥) 1kn ∥v˜nh∥.
By the selection of test norm (5) and using relation (9) we can bound
1
kn
∥v˜nh∥ ≤ ∥v˜nh∥Y n = ∥Θn(u˜nh −unh)∥Y n = ∥u˜nh −unh∥En .
Using also the bound ∥u˜nh − unh∥ ≤ ∥u˜nh −unh∥En by Lemma 8 we have therefore shown that∥u˜nh − unh∥ ≤ ∥u˜nh −unh∥En ≤ ∥u(tn) − u(tn−1) − knu˙(tn)∥ + ∥u(tn−1) − un−1h ∥.
Applying repeatedly this estimation after bounding the last term like
∥u(tn−1) − un−1h ∥ ≤ ∥u(tn−1) − u˜n−1h ∥ + ∥u˜n−1h − un−1h ∥ = errn−1(u) + ∥u˜n−1h − un−1h ∥
we conclude that
∥u˜nh −unh∥En ≤ ∥u0 − u0h∥ + n−1∑
j=1 errj(u) +
n∑
j=1 ∥u(tn) − u(tn−1) − knu˙(tn)∥.
Finally, the triangle inequality and bound (19) for errj(u) show that
∥u(tn) −unh∥En≤ ∥u0 − u0h∥ + n∑
j=1 minw∈Xjh ∥u(tj) −w∥Ej +
n∑
j=1 ∥u(tn) − u(tn−1) − knu˙(tn)∥.
This is the stated error estimate. The other two bounds are immediate by Lemma 8. This
finishes the proof of Theorem 4.
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4 Numerical experiments
We present some numerical experiments for two problems in two dimensions, with domain Ω =(0,1) × (0,1). Throughout we use constant in time, uniform triangular meshes Tn = T with
skeleton S, and constant time steps kn = k = T /N with final time T = 0.1. (There is no problem
in selecting larger final times, but then our model solutions are close to zero and would need to
be rescaled to provide reasonable tests.)
The trial spaces Xnh =Xh are
Xh ∶= P 0(T ) × [P 0(T )]2 × S10(S) × P 0(S).
Here, P 0(T ) and P 0(S) indicate spaces of piecewise constant functions whereas S10(S) is the
space of continuous, piecewise linear functions on the skeleton with zero trace on ∂Ω.
The trial-to-test operator Θn = Θ needed for the computation of optimal test functions is
approximated by solving, instead of (6), the corresponding discrete problem with enriched test
space Y˜ nh = Y˜h (instead of Y n) that uses the same mesh T and piecewise polynomials of degree
two (resp. three) for v (resp. τ ). Our choice of enriched test space is based on the analysis
in [12] where the authors show that, for the Poisson equation, a suitable strategy is to take the
corresponding trial spaces and increase the polynomial degrees by the space dimension d = 2. An
analysis for singularly perturbed problems is open.
In the results below we use the following notation:
err(u) = ∥u(T ) − uNh ∥, err(σ) = √k∥σ(T ) −σNh ∥,
err(uˆ) = (∥u(T ) − u˜h∥2 + k∥∇u(T ) −∇u˜h∥2)1/2,
err(σˆ) = √k(∥σ(T ) − σ˜h∥2 + k∥divσ(T ) − div σ˜h∥2)1/2,
err(u0) = ∥u0 − u0h∥, err(uex) = ∥u(T ) −uNh ∥EN .
Here, u˜h is the nodal interpolant in H10(Ω) of uˆNh and by the definition of the trace norm,
err(uˆ) is an upper bound for ∥u(T )− uˆNh ∥1/2,S . Similarly, σ˜h is the lowest-order Raviart-Thomas
interpolant of σˆNh and, therefore,
√
k∥σˆ(T ) − σˆNh ∥−1/2,S ≤ err(σˆ). These terms provide an upper
bound for the error in XN2 -norm, i.e., in the final time T :∥u(T ) −uNh ∥2XN2 ≤ err(u)2 + err(σ)2 + err(uˆ)2 + err(σˆ)2.
Example 1. We select the exact solution
u((x, y), t) = e−pi2t sin(pix) sin(piy)
so that f = pi2u and u0 = u(⋅, t = 0) ∈ H10(Ω). For the choice k = √h/20, Figure 1 shows
the corresponding errors and confirms the prediction by Corollary 5, that is, convergence order
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Figure 1: Errors for Example 1.
O(h1/2). The indicated slopes refer to h, not the number of elements. Figure 2 shows the ratios(∥uNh ∥2 + k∥σNh ∥2)1/2∥u0∥ + k∑Nn=1 ∥fn∥
which we expect to be bounded by 1 by Theorem 3. The curve S1 shows the values for k = h/20,
and S2 for the previous selection of k. In both cases the stability claim is confirmed.
Example 2. In this case, we test our method for a singular solution where the initial datum
does not satisfy the homogeneous boundary condition. We put
u0(x, y) = (1 − x)√2 sin(piy) = 2√2
pi
sin(piy) ∞∑
j=1
sin(jpix)
j
and calculate u by Fourier expansion:
u((x, y), t) = 2√2
pi
sin(piy) ∞∑
j=1 e−(j
2+1)pi2t sin(jpix)
j
.
For the numerical experiment we consider the first 1000 terms. Figure 3 presents the results for
the combination k = √h/10. Despite of not fulfilling the regularity assumptions of Corollary 5
we do observe convergence of order O(h1/2). As before, the indicated slopes refer to h.
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err(σ̂)
err(uex)
Figure 3: Errors for Example 2.
19
[2] F. A. Bornemann, An adaptive multilevel approach to parabolic equations, Impact Comput.
Sci. Engrg., 2 (1990), pp. 279–317.
[3] J. H. Bramble and V. Thomée, Semidiscrete-least squares methods for parabolic bound-
ary value problem, Math. Comp., 26 (1972), pp. 633–648.
[4] D. Broersen and R. Stevenson, A robust Petrov-Galerkin discretisation of convection-
diffusion equations, Comput. Math. Appl., 68 (2014), pp. 1605–1618.
[5] C. Carstensen, L. Demkowicz, and J. Gopalakrishnan, Breaking spaces and forms
for the DPG method and applications including Maxwell equations, arXiv: 1507.05428, 2015.
[6] J. Chan, N. Heuer, T. Bui-Thanh, and L. Demkowicz, Robust DPG method
for convection-dominated diffusion problems II: Adjoint boundary conditions and mesh-
dependent test norms, Comput. Math. Appl., 67 (2014), pp. 771–795.
[7] L. Demkowicz and J. Gopalakrishnan, Analysis of the DPG method for the Poisson
problem, SIAM J. Numer. Anal., 49 (2011), pp. 1788–1809.
[8] , A class of discontinuous Petrov-Galerkin methods. Part II: Optimal test functions,
Numer. Methods Partial Differential Eq., 27 (2011), pp. 70–105.
[9] L. Demkowicz and N. Heuer, Robust DPG method for convection-dominated diffusion
problems, SIAM J. Numer. Anal., 51 (2013), pp. 2514–2537.
[10] T. Ellis, J. Chan, and L. Demkowicz, Robust DPG method for transient convection-
diffusion, ICES Report 15-21, The University of Texas at Austin, 2015.
[11] T. Führer and N. Heuer, Robust coupling of DPG and BEM for a singularly perturbed
transmission problem, arXiv: 1603.05164, 2016.
[12] J. Gopalakrishnan and W. Qiu, An analysis of the practical DPG method, Math. Comp.,
83 (2014), pp. 537–552.
[13] I. Harari, Stability of semidiscrete formulations for parabolic problems at small time steps,
Comput. Methods Appl. Mech. Engrg., 193 (2004), pp. 1491–1516.
[14] N. Heuer and M. Karkulik, A robust DPG method for singularly perturbed reaction-
diffusion problems, arXiv: 1509.07560, 2015.
[15] M. Majidi and G. Starke, Least-Squares Galerkin methods for parabolic problems I:
semidiscretization in time, SIAM J. Numer. Anal., 39 (2001), pp. 1302–1323.
[16] , Least-Squares Galerkin methods for parabolic problems II: the fully discrete case and
adaptive algorithms, SIAM J. Numer. Anal., 39 (2002), pp. 1648–1666.
20
[17] A. H. Niemi, N. O. Collier, and V. M. Calo, Automatically stable discontinuous
Petrov-Galerkin methods for stationary transport problems: quasi-optimal test space norm,
Comput. Math. Appl., 66 (2013), pp. 2096–2113.
[18] E. Rothe, Zweidimensionale parabolische Randwertaufgaben als Grenzfall eindimensionaler
Randwertaufgaben, Math. Ann., 102 (1930), pp. 650–670.
[19] V. Thomée, Galerkin Finite Element Methods for Parabolic Problems, vol. 25 of Springer
Series in Computational Mathematics, Springer-Verlag, Berlin, second ed., 2006.
[20] J. Zitelli, I. Muga, L. Demkowicz, J. Gopalakrishnan, D. Pardo, and V. M.
Calo, A class of discontinuous Petrov-Galerkin methods. Part IV: the optimal test norm
and time-harmonic wave propagation in 1D, J. Comput. Phys., 230 (2011), pp. 2406–2432.
21
