Abstract-This paper proposes a novel blind carrier frequency offset (CFO) estimator, namely the sparse recovery assisted CFO (SR-CFO) estimator, for the uplink orthogonal frequency-division multiple access (OFDMA) systems. By exploiting the sparsity embedded in the OFDMA data, the CFO estimation is formulated as an optimization problem of sparse recovery with high-resolution. Meanwhile, in order to enhance the estimation accuracy of CFOs, background noise and sampling errors are mitigated by exploiting the structure of the noise covariances matrix in the transformed observation data, and the asymptotic distribution of the sampling errors. Furthermore, we propose an approach for deriving the regularization parameter used by the SR-CFO estimator, so as to control the tradeoff between the data fitting error and the sparsity of solution. The performance of the proposed SR-CFO estimator along with other four existing estimators is investigated and compared. Numerical results show that the proposed SR-CFO estimator is superior to the state-of-the-art estimators in terms of the estimation reliability.
I. INTRODUCTION
In wireless communications, orthogonal frequency-division multiplexing (OFDM) has been widely employed to support the downlink and uplink transmissions, and to support multiuser communications via assigning different subcarriers to different users, forming the orthogonal frequency division multiple access (OFDMA). In OFDMA systems, the achievable performance is very sensitive to the carrier frequency offsets (CFOs) induced by the mismatch between transceiver oscillators. CFOs lead to strong multiple-access interference (MAI), which may significantly degrade the system performance if it is not effectively mitigated. Hence, in practical systems, the CFOs need to be estimated with sufficient accuracy which are then compensated or used for MAI mitigation.
In literature, maximum likelihood algorithm [1] and its variant versions [2] , [3] have been proposed for estimation of the CFOs in OFDMA systems. The common drawbacks of these methods are the high implementation complexity and the requirement of pilots, which reduces the attainable spectral efficiency. In order to combat these problems, a blind CFO estimation scheme has been proposed in [4] . Specially, by exploiting the periodic structure of the received signals in the interleaved OFDMA uplink systems, the multiple signal classification approach referred to as MUSIC has been adopted in [4] to estimate the CFOs. It is shown in [4] that the MUSIC algorithm has a low computational complexity, and is capable of achieving a good estimation performance. However, when the CFOs of the signals from different users are close to each other in the frequency domain, and when the signal-to-noise ratio (SNR) is relatively low, it is usually hard to separate the CFOs by the MUSIC approach. Furthermore, in order to identify the CFOs, the MUSIC approach has to resort to a highly involved spectral searching procedure, which is rather computationally intensive. Due to these issues, the MUSIC estimator has been replaced by the estimators designed based on the rotational invariance technique, such as the ESPRIT [5] . Moreover, in order to further reduce the computational complexity, an improved ESPRIT, namely the Unitary-ESPRIT, has been proposed in [6] for estimation of CFOs. More recently, a unitary subspace improved minimum output variance (U-SIMOV) estimator has been introduced in [7] for CFO estimation. By combining the unitary transformation with the subspace projection technique, the U-SIMOV is able to improve the CFO estimation performance of the Unitary-ESPRIT, provided that the CFOs with respect to different users are sufficiently separated from each other.
In order to attain high-resolution estimations for the closely located CFOs, especially, in low SNR region, we propose a novel CFO estimator in this paper, with the main contributions as follows.
1) A novel CFO estimation algorithm designed based on the sparse recovery is proposed in this paper, which is referred to as the sparse recovery assisted CFO (SR-CFO) estimator. Our highresolution CFO estimator is formulated as a sparse optimization problem without relying on requiring pilots. Furthermore, with the aid of the Lagrangian duality theory [8] , [9] , an approach is proposed for deriving the regularization parameter required by our SR-CFO estimator. 2) A selection matrix is designed for mitigating the effect of additive Gaussian noise by exploiting the structure of the noise variances in the transformed observation data. 3) A whitening filter is designed for coping with the sampling errors by exploiting the asymptotic distribution of the sampling errors. 4) The performance of our SR-CFO estimator is investigated by simulations, which is also compared with four existing CFO estimators. Our studies and simulation results show that the proposed SR-CFO estimator outperforms all the benchmark CFO estimators by providing a higher resolution and also a higher estimation accuracy. Furthermore, the regularization parameter derived by our proposed approach is nearly optimum in the sense of minimum mean-square error (MSE).
II. SYSTEM MODEL
We consider an interleaved N -subcarrier OFDMA uplink system, where the N subcarriers are evenly divided into Q subchannels, each of which includes P = N/Q subcarriers. Assume that there are K (K ≤ Q) users active in the system and each of the active users is assigned one subchannel. For the k-th user, where
to be transmitted is mapped to its assigned subchannel, namely the q (k ) -th subchannel, composed of the P subcarriers with the indices
where q (k ) is lowest index of the subcarriers assigned to user k.
Assume a multipath slow fading channel, whose fading coefficients can be assumed to be constant during one OFDMA symbol duration. Then, the channel frequency response on the φ (k ) p -th subcarrier of user k can be expressed as [4] 
where L (k ) is the number of multipath taps of the fading channel from user k to the base station (BS), Δ f represents the subcarrier spacing between two adjacent subcarriers, α
denote the channel gain and time delay of the l-th tap, respectively. Note that φ
At the receiver, after sampling and removal of the cyclic prefix (CP), the time-domain signals received from the k-th user in the absence of noise can be expressed as
where T s = 1/(N Δ f ) denotes the sampling period and ε (k ) ∈ (−0.5, 0.5) is the CFO normalized by Δ f . It can be shown [5] that
where θ
/Q is referred to as the effective CFO.
As the BS receives signals simultaneously from K active users, the received signals can be expressed as
where z(n) is the Gaussian noise distributed with mean zero and variance σ 2 . In order to exploit the periodicity existing in {r
It follows that Υ can be expressed as
where
Q ×P is the corresponding noise matrix with
T ∈ C Q . Our objective is to estimate the effective CFOs of
which are embedded in V , based on (5).
III. SR-CFO ESTIMATION ALGORITHM

A. CFO Estimation Based on Sparse Recovery
According to (3) , and remembering that ε (k ) ∈ (−0.5, 0.5), the effective CFO of the k-th active user is distributed in the range of (q
, we can readily know that the effective CFOs of the K active users are sparsely distributed in the range of (−0.5/Q, 1 − 0.5/Q). Thus, by invoking all the possible effective CFOs, Υ in (5) can be rewritten in a high-resolution and sparse representation as
and the set of
In general, we haveK K. Hence,S is a row sparse matrix, whose i-th row is nonzero and equals to the corresponding row of S in (5), only when there truly exists an effective CFO ofθ (i ) having a value in (−0.5/Q, 1 − 0.5/Q). Consequently, the problem of effective CFO estimation based on (5) is equivalent to identifying the positions of the nonzero rows inS seen in (6) . In principle, this problem may be directly solved by the 2, 0 -norm compressive sensing algorithms [10] . However, the non-convexity of 2, 0 -norm algorithms leads to high computational complexity. Alternatively, the 2, 0 -norm can be approximated by the 2, 1 -norm [11] , which may be solved with relatively low complexity. However, the approximation error may be large, especially in the case that the 2 -norms of the nonzero rows inS have significantly different values. In order to circumvent these problems, and with the aid of the idea from [9] , below we make use of the covariance matrix of the received signals of (6) as the new observations, based on which the effective CFOs are estimated. Note that, since in this case only the 2nd order moments are required, which allow us to efficiently suppress the effect from the additive Gaussian noise and the sampling errors. Eventually, better recovery performance can be achieved, as shown in Section IV.
To begin with, the sampling covariance matrix of Υ of (6) can be derived and expressed aŝ
which is a (Q × Q)-dimensional matrix. In (7),
the power received from the k-th user, R n = diag{P σ 2 , · · · , P σ 2 } is the noise covariance matrix, while E reflects the error between the covariance matrix of Υ given in (6), which isV R sV H + R n , and its sampling covariance matrixR of (7). Let us vectorize (7), yielding a Q 2 -length vector [12] 
T and ξ ξ ξ Δ = vec(E). Here, (·) * , and e i denote, respectively, the complex conjugate, Khatri-Rao product [12] , and the i-th column of the identity matrix I Q . Based on (8), our CFO estimation problem is converted to a problem of identifying the locations of nonzero elements in ς ς ς.
From (8) we know that there are Q nonzero elements in the noise resulted component of ρ ρ ρ, whose positions are known. Therefore, they can be canceled by deleting the corresponding elements in y but at the cost of the loss of Q degrees of freedom (DOFs). In mathematical form, the cancellation of the noise resultant components in (8) 
Note that, according to the structure of e i , J can be constructed from the identity matrix I Q 2 by removing its
According to [13] , ξ ξ ξ is asymptotically complex normal (CN ) distributed, if P is sufficiently large. In this case, the distribution of ξ ξ ξ can be approximated as ξ ξ ξ ∼ CN (0, (R T ⊗R)/P ), where ⊗ denotes the Kronecker product [12] . Therefore, Jξ ξ ξ in (9) follows the distribution of
Explicitly, the transformed noise Jξ ξ ξ is colored, which may lead to severe performance degradation. In order to alleviate its effect, we may whiten Jξ ξ ξ through multiplying u of (9) by G
) is now a white Gaussian noise vector.
With the aid of the above preparation, finally, the optimization problem for finding the nonzero elements in ς ς ς can be described as
where h ≥ 0 is a regularization parameter for controlling the contribution between the 2 -norm and 1 -norm, i.e., between the data fitting error and the sparsity of the solution [14] . In (11), the 1 -norm is used for approximating the 0 -norm for the purpose of constructing a convex optimization problem. However, from (8) we know that the nonzero elements in ς ς ς represent the power received from the different users, which may be very different. In this case, as shown in [15] , a large approximation error may occur. In order to cope with this problem, we propose to estimate the effective CFOs by solving an alternative optimization problem described as
where ς i denotes the i-th element of ς ς ς and w i is the corresponding weight applied to guarantee that w i ς i ≤ 1. According to the analysis in [15] , [16] , we have
i ). Therefore, we can choose w i to have a value of w i = (v
H iR
−1v
i )/P , wherev i represents the i-th column ofV . However, as shown in (12), the estimation performance is also dependent on the value of the regularization parameter h, which needs to be set appropriately. Below we address in detail the regularization parameter setting.
B. Regularization Parameter Setting
The value of h in (12) plays an important role for the achievable estimation performance. In particular, a small value of h may incur many spurious effective CFOs, while a large value of h may yield a large estimation error. Hence, it is important to set h to a suitable value. In this section, we derive h based on (12) with the aid of the Lagrangian duality [8] , [9] , which is near optimum as demonstrated in Section IV.
First, let us rewrite (12) as an optimization problem associated with the constraints as
Then, with the aid of the Lagrangian multipliers, the corresponding unconstrained minimization problem can be described as
where µ and λ λ λ 0 are respectively the Lagrange multipliers for the constraints of ν ν ν =û − Ψ Ψ Ψς ς ς and ς ς ς 0. It can be shown that, for a fixed ς ς ς, the minimization of (14) over ν ν ν results in
Upon substituting (15) into (14) to eliminate the variable ν ν ν, we obtain the minimization problem in terms of ς ς ς as
Furthermore, according to the Lagrangian duality [8] , the minimization problem of (13) 
From (18), we can readily know that β i achieves its minimum of 0, i.e., inf 
However, inf Hence, we should have the constraint on h as
As shown previously in association with (10) 
, from which we can readily know that
Equation (21) 
where χ 2 (D) stands for the χ 2 -distribution with D DOFs.
Let us assume that P γ is a probability close to one. Then, we can find a corresponding value γ satisfying
With the aid of (20) and (22), (23) can be written as
Therefore, if we choose
then, the constraint of hw i ≥ |η i | in (20) can be satisfied with a probability of at least P γ . Consequently, by considering all theK constraints in (20), h can be chosen as
Finally, after substituting h obtained from (26) into (12), we can then estimate the effective CFOs by solving the optimization problem, which can be achieved by many existing optimization packages, e.g., the SeDuMi [17] .
Note that, the computational complexity of the proposed SR-CFO estimation algorithm is mainly contributed by solving (12) . When the SeDuMi package is used, it requires at least O(K 3 Q(Q − 1)) complex multiplications according to [18] . This complexity is higher than that of some existing algorithms, e.g., the Unitary-ESPRIT [6] , which has the complexity of O(P Q 2 ). However, as shown in the next section, the estimation performance of our proposed algorithm is better than that of the existing algorithms.
IV. SIMULATION RESULTS
In this section, we evaluate the achievable performance of our proposed SR-CFO estimation algorithm and also compare it with some existing algorithms, when an uplink QPSK-OFDMA system is considered. In the considered OFDMA system, the available bandwidth is divided into 1024 subcarriers with the minimum spacing of 11.16 kHz. In order to avoid inter symbol interference (ISI), a CP of length 64 is employed. We assume that the time-varying channels for all the active users have the same number of taps of L (k ) = 10, and that the mean power of the taps follows an exponential distribution [5] , [7] . In detail, the mean power of the l-th tap is expressed as Ce
where C is a constant used to make the total channel power unity. In the simulations of our SR-CFO estimation algorithm, the grid spacing is assumed to be 0.01, based on which we can find thatK = 800, when Q = 8 is assumed. In addition, in order to satisfy the constraint of hw i ≥ |η i | in (20) with a high probability, the probability of P γ in (23) is chosen as 0.9999. First, Figs. 1 and 2 show the MSE versus the SNR performance of the different CFO estimators, when m ax = 0.2 (see Fig. 1 ) and m ax = 0.35 (see Fig. 2 ), respectively. Here, m ax represents the maximum 
where M is the number of realizations, and where · is a round down operator,ˆ
m are the estimates to (k ) and θ (k ) , respectively. Finally, for each realization in (B), {θ (12) . For the purpose of comparison, in Figs. 1 and 2 , four existing estimators are considered, which are the MUSIC [4] , ESPRIT [5] , Unitary-ESPRIT [6] and the U-SIMOV [7] algorithms.
From Figs. 1 and 2, we can explicitly observe that our proposed SR-CFO estimator outperforms the other considered estimators in terms of the MSE performance, especially when the effective CFOs are relatively large. This is due to the fact that our proposed SR-CFO estimator is designed based on sparse recovery, which is capable of providing finer resolution, even in the low SNR region, than the other CFO estimators. Fig. 3 depicts the MSE versus m ax performance of the proposed and the other four estimators. Over the whole range of m ax , the SR-CFO estimator outperforms the other estimators. As predicted, in comparison with the four existing estimators, the SR-CFO estimator becomes more significant, as m ax increases. Therefore, the SR-CFO estimator is more robust to the CFOs than the other considered estimators. Fig. 4 plots the MSE of the different estimators against the number of active users. As the number of active users increases, the MSE performance of all the estimators degrades. When there are more than 4 active users, the estimation performance of both the ESPRIT and the Unitary-ESPRIT becomes very poor. This is because the dimension of the signal subspace used by these two estimators is smaller than that used by the other approaches. As shown in Fig. 4 , our proposed SR-CFO estimator outperforms all the other estimators, provided that there are at least two active users.
Finally, the impact of the regularization parameter h on the MSE performance of the SR-CFO estimator is demonstrated in Fig. 5 , when a range of SNR values are considered. In the figure, the h values evaluated by the approach provided in Section III-B are presented as red stars. As shown in the figure, the MSE obtained by these estimated h values is close to the minimum MSE achievable. Therefore, the regularization parameter derived by our proposed approach in Section III-B is nearly optimum in terms of the minimum MSE.
V. CONCLUSION
A novel SR-CFO estimator without relying on pilots has been proposed and investigated against some existing estimators. In our sparse recovery problem, the selection matrix and whitening filter have been designed in order to mitigate the effect of noise and sampling error on the CFO estimation. Furthermore, an approach has been proposed for deriving the regularization parameter, so that the CFO estimator is capable of achieving a good trade-off between the estimation resolution and the estimation performance. Finally, the performance of the proposed SR-CFO estimator has been demonstrated and compared with that of a range of existing CFO estimators. Our studies and simulation results show that the proposed SR-CFO estimator outperforms all the other estimators in terms of the reliability of estimation, but at the cost of an increased implementation complexity. Furthermore, the regularization parameter derived by our proposed approach is nearly optimum for achieving the minimum MSE of CFO estimation.
