Abstract-A new algorithm for the reconstruction of images with sparse gradient is proposed. The algorithm is based on the minimization of the so called total-variation (T V ) regularized squared error and is especially suited for image reconstruction from a small number of measurements. The algorithm is developed based on a generalized T V norm and uses a sequential conjugate-gradient method. Simulation results are presented which demonstrate that the proposed algorithm yields significantly improved reconstruction performance for images with sparse gradient and requires significantly reduced computational effort relative to the log-barrier based T V -regularized leastsquares algorithm.
I. INTRODUCTION
Compressive sensing (CS) is an effective signal acquisition framework for sparse signals [1] - [3] . Sparse signal recovery is a problem associated with CS. State-of-the-art signal-recovery algorithms include 1 -minimization [4] , p -minimization [5] [6], greedy pursuit based [7] , and total-variation (TV) based algorithms. The concept of total variation (T V ) was introduced by Rudin, Osher, and Fatemi [8] for image denoising. Many algorithms have been developed for solving T V -regularized least-squares (T V -RLS) problems [9] [10] .
In this paper, a new algorithm, namely, the T V p -regularized least-squares (T V p -RLS) algorithm, is proposed. This is based on the minimization of a nonconvex T V -norm regularized squared error. A sequential conjugate-gradient (CG) method is applied for the optimization. The T V p -RLS algorithm offers improved image reconstruction performance relative to the T V -minimization based algorithm for images which have a sparse gradient.
II. BACKGROUND AND PREVIOUS WORK
A real-valued discrete-time signal x of length N is said to be K sparse if it has K nonzero components typically with K N . Signal acquisition in compressive sensing can be characterized by y = Φx where y is a measurement vector of size M and Φ is a measurement matrix of size M × N , typically with M N . An 1 -minimization based algorithm which solves the optimization problem minimize x ||x|| 1 subject to: y = Φx (1) can be used to accurately reconstruct x from y provided that x is K-sparse, the components of Φ are independently identically distributed Gaussian random variables with zero mean and variance 1/N and the number of measurements M satisfies the inequality
Recently, p -minimization based algorithms with p < 1, which solve the problem
where ||x|| For image recovery, T V -norm minimization is preferred over 1 -norm minimization. Let X = {x ij } be a matrix of size n 1 ×n 2 whose components represent the pixels of a grey-scale digital image. The T V norm of X is defined as
where
can be used to construct an image vector x as
A noisy measurement y of an image represented by matrix X can be represented by
where w is a noise vector and matrix Φ is often constructed by selecting its rows uniformly at random from a matrix representing a standard transform such as the Fourier, discrete cosine, or a wavelet transform. Matrix X can be reconstructed from noisy measurement y by solving the T V -RLS problem
where λ is a regularization parameter [14] .
III. T V p -REGULARIZED LEAST-SQUARES ALGORITHM

A. Generalized T V norm and Problem formulation
Inspired by the effectiveness of p -norm minimization over 1 -norm minimization for the reconstruction of sparse signals, we consider the approximate T V norm given by
where 0 < p ≤ 1 and is a nonzero parameter used to render T V p p, (X) differentiable. Using (5), we consider the
Two remarks about the problem in (6) are as follows. First, function T V p p, (X), and as a consequence function F λ,p, (x), is nonconvex for p < 1 and an ordinary gradient descent based optimization strategy tends to converge to a suboptimal local minimum. Second, for = 0, function F λ,p, (x) is nonsmooth and an > 0 smoothens the function F λ,p, (x). In effect, the larger the , the smoother the F λ,p, (x) and the easier is the optimization of F λ,p, (x). However, a solution of the problem in (6) is accurate only for a sufficiently small value of .
B. Algorithm based on T V p norm
The problem in (6) can be solved by using a sequential strategy whereby the problem is solved for a sequence of decreasing values of with λ fixed as was done in [5] . Based on extensive simulations, a better solution can be obtained by solving the problem in (6) by decreasing the values of λ and simultaneously as the sequential optimization proceeds. On the basis of the above underlying principles, we propose a CG based algorithm tailored for the problem in (6) . Given a pair of small target values ( T , λ T ) and a pair of large initial values ( 1 , λ 1 ) of parameters and λ, we generate monotonically decreasing sequences { t , t = 1, 2, . . . , T } and {λ t : t = 1, 2, . . . , T } as
The problem in (6) (6) is that the size of x, namely, n 1 × n 2 , is very large even for images of moderate sizes. Therefore, CG based algorithms that involve the evaluation of the Hessian matrix of F λ,p, (x) are impractical. The Fletcher-Reeves' CG method [12] does not use the Hessian of F λ,p, (x) and it is, therefore, ideal for the application under consideration.
In the proposed T V p -RLS algorithm, iterate x k is updated to x k+1 using the CG update formula [12] 
In (9b) and (9c), g k is the gradient of F λ,p, (x) at x = x k which assumes the form
where u is a vector of size n 1 × n 2 . It can be computed as shown in Appendix A. The step size, α k , in (9a) is determined by using a line search that solves the one-dimensional minimization problem
The solution of the above problem is obtained by using a line-search constructed on the basis of Banach's fixed-point theorem [13] which solves the equation
for scalar variable α by using the recursion α l+1 = G(α l ) for l = 1, 2, . . .. An explicit expression for G(α) is given in Appendix B, and a description of such a line-search can be found in [5] . Based on the preceding principles, the T V p -RLS algorithm summarized in Table I can be constructed.
IV. SIMULATION RESULTS
In Experiment 1, an image X was vectorized into a vector x of size N = n 1 × n 2 . Then M 1 ≈ 0.016N discrete-cosine transform (DCT) measurements and M 2 ≈ 0.31N real-valued dragon noiselet measurements of x were taken as was done by Romberg for the CS of the image in [14] . The dragon Step 1 Input: T , p, 1, T , λ1, λT , Φ, y, E th , Lt. Set xs = 0.
Step 2 Compute t for t = 2, 3, . . . , T − 1 using (7) and λt for t = 2, 3, . . . , T − 1 using (8).
Step 3
Repeat the following for t = 1, . . . , T i) Set = t, λ = λt. ii) Set k = 0, x0 = xs, Er = 10 10 . iii) Repeat the following while Er > E th , a) Compute x k+1 using (9a), (9b), (10), (9c), (12) .
Step 4 Output x * = xs and stop.
noiselet refers to a family of waveforms that can be used to construct a basis which is perfectly incoherent with respect to the Haar wavelet basis. A noise vector w of length M 1 + M 2 was constructed by drawing its components from the Gaussian distribution N (0, 0.05 2 ) and the first M 1 components of w were added to the DCT measurements and the rest were added to the noiselet measurements. The T V p -RLS algorithm was run with T = 40, p = 0.5, 1 = 256, T = 10 −2 , λ 1 = 10, λ T = 10 −2 , E th = 0.1, and L t = 3 + round(t/4). The proposed T V p -RLS algorithm and the T V -regularized least-squares (T V -RLS) algorithm [14] were used to recover nine different images from their noisy DCT and noiselet measurements. Both the algorithms were run on a PC desktop with Intel Core 2 CPU 6400 2.13 GHz processor running MATLAB release R2010a(7.10).
The performance of each competing algorithm was measured in terms of the peak signal-to-noise ratio (PSNR) which is defined as
where I MAX = 2 b − 1, b is the number of bits used to encode the components of X, and M SE is the mean-square error defined as
Matrices X andX, each of size n 1 ×n 2 , represent the original and recovered images, respectively, and || · || F denotes the Frobenius norm. For all the images used in this experiment, we have I MAX = 255, n 1 = 256, and n 2 = 256. The PSNRs and CPU time for the two competing algorithms are given in Table II . As can be seen, the T V p -RLS algorithm requires a significantly reduced computational effort relative to the T V -RLS algorithm. Also, for images Circles, Resolution Chart, and Shepp-Logan Phantom which has strictly sparse gradient, the T V p -RLS algorithm yields significantly improved PSNR;
for images Cameraman, Aeroplane, and Clock, the T V p -RLS algorithm yields slightly improved PSNR relative to the T V -RLS algorithm. In Experiment 2, a 3D cerebral angiogram from [15] , was converted to gray scale, vectorized, and approximately 0.02N DCT and 0.3N noiselet measurements were taken. The T V p -RLS algorithm was applied with the same parameters as before except for T and T which were chosen as T = 80 and T = 10 −5 . In order to better visualize the reconstruction errors, a pixel with the value greater than 6.4 was set to 6.4 for all angiograms. All the pixel values were then multiplied by 40 so that the resulting values lie in the range 0 to 256. Fig. 1 shows the original angiogram and the angiograms reconstructed using the T V p -RLS and T V -RLS algorithms. As can be seen, by enlarging Fig. 1 by 400%, the image reconstructed using the T V p -RLS algorithm is visibly better than that obtained using the T V -RLS algorithm. The corresponding PSNR for the T V p -RLS and the T V -RLS algorithms were 45.8 dB and 40.2 dB, respectively. V. CONCLUSION A new and improved algorithm for the reconstruction of images, namely, the T V p -RLS algorithm, has been proposed. The T V p -RLS algorithm is based on minimizing a T V pregularized squared-error. Using a smooth T V p norm along with Fletcher-Reeves' CG optimization method, the T V p -RLS algorithm offers significantly improved PSNR for images with strictly sparse gradient relative to the T V -RLS algorithm. Also, the T V p -RLS algorithm requires a significantly reduced computational effort relative to the log-barrier based T V -RLS algorithm.
research. (14) is obtained by stacking the columns of matrix
Let M (:, j 1 : j 2 ) and M (i 1 : i 2 , :) be the matrices composed of the j 1 th to j 2 th columns and the i 1 th to the i 2 th rows of M , respectively. Now define
Then u ij can be obtained as where 
