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Abstract 
Evans, W.D., W.N. Everitt, K.H. Kwon and L.L. Littlejohn, Real orthogonalizing weights for Bessel 
polynomials, Journal of Computational and Applied Mathematics 49 (1993) 51-57. 
We construct real orthogonalizing weights of bounded variation for the generalized Bessel polynomials. 
Keywords: Generalized Bessel polynomials; real orthogonalizing weights 
1. Introduction 
It is well known that there are essentially four distinct orthogonal polynomial sets (OPSs in 
short), i.e., three classical OPSs (Jacobi, Laguerre, Hermite polynomials) and Bessel polynomi- 
als, which arise as polynomial solutions of 
a(x)y;(x)+7(X)y~(X)-AA,y,(X)=0, n=0,1,2,..., (1.1) 
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where a(x) = ux2 + bx + c and T(X) = dx + e are real polynomials and A, = n(an + d - a). 
Here, we are mainly concerned with the orthogonality of the Bessel polynomials which were 
first studied systematically in [12]. We refer to [5] for other details on Bessel polynomials. 
The (generalized) Bessel polynomials are polynomial solutions of the equation 
x’y:(x) + (dx + e)yA(x) -n(n + d - l)y,(x) = 0, It = 0, 1, 2,. . . , (1.2) 
where d # 0, - 1, - 2,. . . and e # 0. After replacing x by $x and d by 2 + (Y, the equation 
(1.2) becomes 
x”yl(x) + [(2 + cy)x + 2]y,:(x) - n(n + (Y + l)y,(x) = 0, y1= 0, 1, 2,. . .) 
where a# -2, -3,..., of which the manic polynomial solutions [5,12] are 
(1.3) 
n=o, 1,2 )... . 
They satisfy a three-term recurrence relation: 
K+,(x) = (x - P,)K(x) - rJ,a-r(x), 
-2a 
@, = (2n + (r)(2n + (Y + 2) ’ 
-4n(n + cy) 
yn = (2n + (Y + 1)(2?2 + a)2(2n + (Y - 1) ’ 
Since yn # 0 for n 2 1, the Bessel polynomials form 
Frink [12] established the complex orthogonality of 
(B”,(x) = 0) 
(1.4) 
n=0,1,2 )... . 
an OPS by Favard’s theorem [4]. Q-all and 
Bessel polynomials and raised the problem 
of finding a real Stieltjes measure dr.L(x) with respect to which the Bessel polynomials are 
orthogonal. Since any OPS is orthogonal with respect to any linear functional on polynomials 
which generates the moments of the OPS [9], it is a problem of finding a real-valued function 
p(x) of bounded variation such that 
/ 
02 
xn dp(x)=p;, n=O, 1, 2 ,..., (1.7) -CC 
where {&}y are the moments of the Bessel polynomials {B,“(x)):. Due to the classical theorem 
of Boas [l] on the Stieltjes moment problem, there must be such a function p(x) which we may 
even take to be such that p’(x) is in S+, the Schwartz space on (0, ~1 by the beautiful theorem 
of Duran [2]. 
After a long search for ,u(x) [7,10,11,14,15], several such functions were found independently 
by Duran [3] and Kwon et al. [13] using different methods. Duran [3] approached the problem 
from a viewpoint of the pure moment problem and obtained p(x) in the series form, while in 
[13] it was obtained in the closed form by solving a certain first-order nonhomogeneous 
differential equation associated to (1.3): 
x%v’(x) - (ux + 2)w(x) =g(x), (1.8) 
where g(x) is any “polynomial killer”. 
In Section 2, we explain the complex orthogonality of Bessel polynomials and the reason why 
some of the previous methods in [9,14,15] fail to give a real orthogonalizing weight. 
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In Section 3, we first characterize the polynomial killers g(x) that work and construct two 
examples of real orthogonalizing weights for the Bessel polynomials extending the work in [13]. 
2. Complex orthogonality 
The differential equation (1.1) becomes symmetric when it is multiplied by any nontrivial 
classical solution of the so-called symmetry equation 
[cT(x)w(x)]’ - T(X)W(X) = 0. (2.1) 
Moreover, the orthogonalizing weights for all three classical OPSs satisfy (2.1) classically or 
distributionally [14]. The symmetry equation for Bessel polynomials is 
X%‘(X) - (UX + 2)W(X) = 0, (2.2) 
for which the only one nontrivial distributional (and even classical) solution is 
2 
-- 
w+(x)= X(y exp x ’ 1 (’ x>o 0, x < 0, P-3) 
which cannot be a weight since lim, am x”w+(x) = CO for it + (Y > 0. Solving (2.1) in distribution 
space gives weights for the classical OPSs, but not for Bessel polynomials, since (2.1) has at 
most regular singular points for the classical OPSs, but has an irregular singular point at x = 0 
for the Bessel polynomials. 
By Komatsu’s index theorem (cf. [8, Theorem 3.3]), equation (2.2) has exactly three linearly 
independent hyperfunction solutions: W+(X), w_(x) = [-(x + iO>]“exp(-2/(x + iO>> and w,(x) 
which must have its support at (0). The hyperfunction W_(X) cannot be a weight either since 
w_(x) 1 c_m,oj = C-x)” exp( -2/x) and so lim, ~ _,x*~w_(x) = CQ for 2n + (Y > 0. As a hyper- 
function with support at {O}, W,(X) must be of the form [6] 
m 
we(x) = &#“)(X). 
0 
Substituting expression (2.4) into (2.21, we obtain 
(n + l)(?z + CX + 2)C,+i -2c,=o, n=o, 1,2 )... . 
Taking c0 = -2, we obtain 
m 2”+9+! + 2) 
w&) = - c 
0 n! T(n+cu+2) 
iF( x ) . 
(2.4) 
P-5) 
(2.6) 
Note that when cx = 0, it is exactly the formal a-series used in 1151. Since w,(x) has its support 
at IO], it can act on polynomials and we have 
p;e(wo(x), x”)= c-2) 
n+1 
T(n+2), 
r(?z + (Y + 2) 
n=0,1,2 )...) WI 
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which are exactly the moments of Bessel polynomials in [12, formula (42)]. The Cauchy 
representation (also called the Stieltjes transform) of w,(x) is 
which is analytic for all z # 0 and coincides essentially with the function p(x) in [12, formula 
(36)]. In terms of hyperfunction theory, the function W,(z) is called the standard defining 
function of w,(x). 
From (2.7) we have the following theorem. 
Theorem 1. The Bessel polynomials {B,“(x)} f or-m an OPS with respect to the hyperfunctional 
weight wO(x), that is, for any numbers a and b with a < 0 <b, 
~bB~(~)B~(~)~o(~) d-x = _/B;(z)B;(z)w,(z) dz 
a C 
= &A,,, , m and II = 0, 1, 2,, . . , P-9) 
where K, # 0, a,,,, is the Kronecker delta and C is any closed path through a and b which encircles 
the point z = 0 once in the clockwise direction. 
Formula (2.9) is exactly that for the complex orthogonality of Bessel polynomials in [12]. We 
refer to [5] for the value of K,. 
3. Real orthogonality 
In Section 2, we have seen that solving the homogeneous ymmetry equation (2.2) even in the 
hyperfunction space cannot yield a real weight for Bessel polynomials. In order to find a real 
weight, we first need the following fact. 
Lemma 2 (Kwon, Kim and Han [13], Littlejohn [14]). Assume that (1.1) has an OPS {P,(x)}: as 
solutions. Then {P,,(x)}: is an OPS with respect to a distribution w(x) if and only if 
(i) w(x) decays very rapidly at infinity so that it can act on polynomials; 
(ii) (w(x), 1) Z 0; 
(iii) w(x) satisfies a nonhomogeneous differential equation 
[o(x>w(x)]‘- 7(x>w(x> =g(x>, 
where g(x) is a distribution having O-moments, i.e., 
(g(x), x”) =O, n =O, 1,2 ,... . 
(3.1) 
Moreover, there are infinitely many such w(x) even in S+. It is enough to take w(x) in S+ 
which generates the moments of the OPS {P,(x)): (cf. [2, Theorem 3.11). We call the equation 
(3.1) the weight equation; in case of Bessel polynomials it is 
x2w’(x) - (ax + 2)w(x) =g(x). (3.2) 
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From now on, we assume that g(x) is a nontrivial real-valued continuous function on ( - m, m> 
with g(x) = 0 on (-03, 01, and that 
C”&=(x) dx=o, n=o, 1,2 )... . (3 -3) 
We further assume that 
limx”g(x) =O, it =O, 1,2 ,... . (3.4) 
.r--+m 
Define a function w,(x) by 
0, 
( 0 
x < 0, 
YY(x> = 2 m -x”exp - - I x X 
(3.5) 
Then w,(x) is C’ for x # 0 and satisfies (3.2) for x # 0. Furthermore, we have the following 
lemma. 
Lemma 3. Let g(x) and w,(x) be the same as above. 77zen, with Iw+ = [O, a>, we have 
(i) x”g(x> EL’(R) n L’(R+), n = 0, 1, 2,. . .; 
(ii) lim, ~ 0+ w,(x) = 0, so that w,(x) is continuous on IF!; 
(iii) x”w,(x) EL’(R) n L’(R+), n = 0, 1, 2,. . .; 
(iv) if we set &, = jFxnwJx) dx, II = 0, 1, 2,. . ., then they satisfy the Bessel moments recur- 
rence relation 
(n+ff +2)4+,+2&=0, n=O, 1,2 ,...; 
(v) w,(x) satisfies (3.2) distributionally on R. 
(3.6) 
proof. We shall prove only (iv) and (v) assuming (8, (ii), and (iii). (iv): 
I 
co 
l-c+1= x 
0 
““w,(x) dx= L!y+ jmwJx) d 
E 
-1 m 
= - lim 
I [( n+2E+o+ E 
X” (YX + 2)w,(x) + g(x)] dx 
-1 Q) 
=- 
/( n+2 0 
CYX n+l + 2x”)wJx) dx = --&L;+~ + 2&J. 
(v): for any test function $4x>, by integration by parts as in (iv), we have 
~mwa(x)xL’(x) dx = - /=kx)t( ax + 2)wJx) +g(x) + 2m&>] dx. 
0 0 
Hence, 
<x”w;(x) - ((Yx + 2)w,(x), 4(x)) 
= - /mwJx)[ x”@(x) + ((2 + 4x + 2)+(x)] dx 
= i:(xM(x) dx = (g(x), 4(x)). 
0 
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Finally, define a function pu,(x) by 
pa(x) = iXw,(t) dt. (3 *7) 
Then p,(x) is a C’-function of bounded variation with support in Rf since w,(x) is in L’(R’). 
0 
In summary, we have the following theorem. 
Theorem 4. The set of Bessel polynomials { B,“( x )I: is an OPS with respect o the Stieltjes measure 
w,(x) dx = dp,(x) OIZ [O, co>, provided that 
m 
/I, 0 w, x dx#O. (3.8) 
Proof. It suffices to see that the recurrence relation (3.6) yields the Bessel moments in (2.7) 
modulo a nonzero constant multiple under the condition (3.8). 0 
As for the differentiability of w,(x), we have the following lemma. 
Lemma 5. Assume further that g(x) is in Cm@?> (respectively S+). Then the corresponding w,(x) 
is in Cm(R) (respectively S’>, provided that 
lim g’“‘(x) 
X” 
=O, mandn=O, 1,2 ,... . 
x-o+ P-9) 
Furthermore, the function w,(x) satisfies (3.1) classically. 
There are at least two known polynomial killers both of which are due to Stieltjes: 
g,(x) = 
i 
0, for xG0, 
exp( -x’14) sin x1j4, for x > 0, 
g*(x) = 
i 
0, for xG0, 
exp( -ln*x) sin(2T In x), for x > 0. 
(3.10) 
(3.11) 
Thus gl(x) is continuous on R but not differentiable at x = 0 and g&x) is in S+. Moreover, 
both gl(x) and g*(x) satisfy condition (3.4). Let w,Jx) be the functions w,(x) in (3.5) 
corresponding to g(x) =gj(x>, j = 1, 2. Then woL2(xl is in S+ since g2(x) satisfies condition 
(3.9). They provide two real orthogonalizing weights for Bessel polynomials at least for (Y = - 1, 
0, 1, for which condition (3.8) can be checked numerically (cf. [13]). 
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