Abstract-The mammography is the most effective procedure for an early diagnosis of the breast cancer. In this paper, an algorithm for detecting masses in mammographic images will be presented. The database consists of 3762 digital images acquired in several hospitals belonging to the MAGIC-5 collaboration (Medical Applications on a Grid Infrastructure Connection). A reduction of the whole image's area under investigation is achieved through a segmentation process, by means of a ROI Hunter algorithm, without loss of meaningful information. In the following classification step, feature extraction plays a fundamental role: some features give geometrical information, other ones provide shape parameters. Once the features are computed for each ROI, they are used as inputs to a supervised neural network with momentum. The output neuron provides the probability that the ROI is pathological or not. Results are provided in terms of ROC and FROC curves: the area under the ROC curve was found to be A Z = 0 862 0 007, and we get a 2.8 FP/Image at a sensitivity of 82%. This software is included in the CAD station actually working in the hospitals belonging to the MAGIC-5 Collaboration.
age, against 40. 2 between 1985-1989 , showing a change in rate equal to %. The favorable trend is due to therapeutic advancements, screenings, and earlier diagnosis [1] .
Mammography is the most effective procedure for an early diagnosis of the anomalies which could mark a tumor, even if the detection of a tumor in a mammographic image is a difficult task [2] , [3] due to the great number of nonpathological structures. Retrospective studies show that, in current breast cancer screenings, 10%-25% of the tumors are missed by the radiologists [4] . The causes of these false-negative screening examinations are not clear. The clinical significance of the early diagnosis and the difficulty of the diagnostic task have generated a tremendous interest in developing computer-aided detection (CAD) schemes for mammographic interpretations. The identification of masses [5] [6] [7] requires a dedicated strategy: shape and dimension of the masses are often irregular (Fig. 1) , the borders are ill-defined, thus making difficult the discrimination from parenchyma's structures [8] , [9] . In this paper, an algorithm for mass detection in mammography will be presented.
II. DATABASE
The mammograms used in this study belong to the MAGIC-5 database [10] , [11] , obtained by digitalization of the images collected in the hospitals of the collaboration. Images were acquired using different mammographic screen/film systems and settings (all with molybdenum anode) and within the framework of different applications, including both clinical routine carried out on symptomatic women, and screening programs addressed to asymptomatic women. Statistical distributions on patients age of the images present in the database are reported in Fig. 2 .
Two views, mediolateral oblique and craniocaudal, were obtained with a standard analog mammography, and digitized with a scanner at a pixel resolution of 85 m 85 m [12] . Each image is thus 2657 2067 pixels and a grey value resolution of 12 bit. The total dataset consists of two-view and four-view mammograms, resulting in a total 3762 images, belonging to 1093 subjects. All images are characterized by a full description, e.g., radiologist diagnosis, tissue and lesion type. Images presenting only microcalcifications were excluded from our analysis. The mass dataset consists of 1153 pathological images, belonging to 608 patients, with at least one biopsy proven mass, and 2609 normal images without pathology, normal dataset, corresponding to patients with at least three years of follow-up. Each pathological image comes with a description of the lesion including radiological diagnosis, histological data and type of mass, as shown in Fig. 3 . The total number of masses is 1236 from which 10% are of benign type. The location and size of a mass are defined by a radiologist-drawn circle in the digitized image: this action automatically creates a file containing the center coordinates and the radius of the circle containing the mass; ranges from 1.6 to 23.6 mm and has an average of 5.8 mm.
As far as the breast background is concerned, many Italian radiologists use the following standard tissue classification [13] :
• Fibro-adipose tissue: indicates a fat breast with little fibrous connective tissue; • Glandular tissue: indicates the presence of prominent duct patterns; • Dense tissue: indicates a dense breast parenchyma. Fig. 4 reports the breast background composition of the database. Most of the images are glandular-like: the detection of pathological structures in this kind of images is a quite hard task, since the target is surrounded by a "noisy" environment. 
III. SEGMENTATION METHOD
An important step in CAD algorithms is the segmentation of the mammographic image. The goal of this step is to extract one or more regions of interest (ROIs) from the background. This is not a trivial task, due to the ill-defined borders, which make difficult their discrimination from the parenchyma's structures. The accuracy of this process will affect strongly the following classification step.
Usually, segmentation methods can be divided into two main categories: region-based and edge-based methods. In this work, we use an edge-based algorithm.
The contour search is carried out using a threshold operator which assigns the value to the pixel with the intensity greater than a fixed threshold, and to the pixel with the intensity less than the threshold where is the intensity for the pixel with coordinates (x, y). One way to fix the threshold value is to draw an histogram of the pixel intensity on the whole image. Usually, this histogram has two peaks: the first one refers to the image background and the second one to the ROIs. The threshold may be chosen at the intensity corresponding to the crossover between the two peaks. This is a static selection criterion. In this paper we prefer to use a dynamical selection method as explained at point 3.
An iterative procedure (ROI Hunter), based on the search of relative intensity maximum inside a square window, has been implemented to select the ROIs. In the literature the mass lesions typically vary in size from 2-40 mm in diameters [14] ; in our case these two limits correspond to the square windows limit :
(25 25), (501 501), in pixel. All the ROIs with area less than are removed. The steps of the algorithm are as follows: i) starting from the right top corner of the mammogram, a raster scanning is performed to find the coordinates of an intensity maximum (the initial center of the candidate lesion). Its value is accepted if it is also a relative maximum in a box (25 25 pixels); ii) an iso-intensity contour, including the relative maximum intensity pixel, is drawn at a threshold value ; this contour defines a ROI with area ; iii) the threshold is dynamically changed by increasing/decreasing its value if the Area of the corresponding ROI is greater/smaller than the limit area (501 501 pixels), until the difference between two consecutive thresholds is equal to one. At each step, the threshold is changed by an amount which is one half of the previous one. iv) the ROI is removed and stored for a further analysis; the corresponding "hole" left in the mammogram is set to zero; v) go to step 1 to find next coordinates of a relative intensity maximum. To test and optimize the algorithm performance, we randomly divided the whole database in two equal sizes parts with similar characteristics; the first one was used to create two files: the training set and the validation set; both files were used to optimize the neural network; the second one was used to get the FROC curve of the CAD and to extract the test pattern. We have not distinguished between benign/malignant in our dataset analysis because we aimed to submit both cases and delay up to the histological examination the confirmation of the malignant pathology.
The rate detection value and the FP/image number, calculated by using all the database, are as follows:
93 FP/image 7.8.
The mean area of the selected ROIs is approximately 16% of the whole mammogram.
In order to calculate the features that will be used in the classification system, it is reasonable to compute the luminosity mass center for each ROI. Fig. 5 reports a typical result obtained by using the ROI Hunter; the starting point (maximum intensity) and the luminosity mass center are marked with A and B, respectively. In the Fig. 6 we report the whole processing on a mammogram: the original image (left), the image without the ROIs (middle), and the extracted ROIs (right).
IV. FEATURE EXTRACTION
The ROI hunter provides the "regions of interest" without giving further information. To this purpose suitable features should be selected so that a decision making system can correctly classify possible pathological regions from healthy ones [15] [16] [17] . Feature extraction plays a fundamental role in many pattern recognition tasks. In this paper, 12 features are extracted from the segmented masses. The criteria for the feature selection are based on morphological differences between pathological and healthy regions; for example, the excessive lengthening (eccentricity) is often a symptom of the absence of pathology while the increase of the fractal index and the entropy of intensity in the lesion structures can mark a tumor. In Table I , the complete list of the features is reported.
Some features give geometrical information as eccentricity, area and average radial length; other ones provide shape parameters as fractal index, entropy, and inertial momentum. In the following, we will describe each of them.
A. Circularity
The circularity roughly describes the shape. It is defined as where and are the perimeter and the area of the ROI, respectively.
B. Mean and Standard Deviation of the Radial Length
To get more information from the boundary two additional parameters are necessary: 1) the radial length measure , defined as the mean of the euclidean distance between the geometric center of the ROI,
, and a point k on the boundary, normalized to the maximum radial length; 2) the standard deviation of the normalized radial length, computed over all the boundary points of the ROI;
C. Entropy of the Intensity Distribution
The entropy measure of a ROI, computed from the pixel intensity distribution, is given by where is the probability that the th intensity value falls between I and . This feature provides information about the flatness and roughness of the ROI.
D. Fractal Index
The fractal index is computed by means of the "boxcounting" method. It consists in considering a squared grid (of side length ) on the image, and counting the number of boxes which are superimposed to the ROI, for different box sizes L. The Kolmogorof dimension (fractal index) of the ROI is given by
In case of ideal isotropic conditions, corresponds to the Hausdorff dimension.
E. Eccentricity
The eccentricity characterizes the lengthening of a ROI. To this purpose a symmetric matrix is defined as follows:
where is the contour pixels number, and are the coordinates of a generic pixel of the contour, and are the coordinates of the geometric center of the ROI.
If and are the eigenvalues of the A matrix, in the elliptical approximation of the ROI region, the semi-axis values will be Then the eccentricity is given by
with . An Eccentricity close to 1 denotes a ROI like a circle, while values close to zero mean more stretched ROIs. 
F. Inertial Momentum
The luminosity inertial momentum is defined as where is the Euclidean distance of the th pixel, with respect the luminosity center, and its intensity. The luminosity center is defined as with equal to the pixel intensity value and equal to 0 or 1 depending if the pixel is inside or outside of the ROI, respectively.
G. Entropy of the Contour Gradient
In Fig. 7 , a pixel of the contour is shown by the black square. The related gradient value will be oriented in the direction of the maximum change, among the eight neighbors.
The entropy for the direction of the gradient contour is obtained by building the histogram of the gradient direction for all the contour pixels for a ROI where is the probability that the gradient direction will be oriented in the direction , with . The entropy measure carries information on the roughness of the ROI contour.
H. Anisotropy
Another parameter which may give information about the irregularity of the ROI is the distance between the geometric center and the center of luminosity. If the shape of a ROI have an isotropic symmetry this distance is close to zero while it increases at higher distortion.
I. Mean and Standard Deviation of the Intensity
The mean and the standard deviation of the pixels intensity are given by where is the value of the intensity of the pixel and is the number of the pixels of the ROI.
J. Area
The ROI area is defined as the total number of the pixels delimited by the ROI contour. This value is suitably normalized.
Features Performance Evaluation
The variability range varies from feature to feature and the healthy/pathological data histograms show a different shape, as showed in Fig. 8 . Moreover, the number of healthy ROI is about seven times bigger than the number of pathological ROI. For this reason each feature histogram is normalized both to its minimum and maximum values, and to the total ROI number in each class.
A completely overlapped histogram for the healthy/pathological classes, corresponds to a feature not being able to discriminate the presence of a pathology, while a reduced value of the overlapping area indicates an increased discrimination capability.
Each feature discrimination value was evaluated by using a KNN classifier and by calculating the twelve ROC corresponding curves.
For a feature with randomly distributed discrimination capability, the ROC curve area ranges around 50%. For this reason we decided to split all features in three classes: low separability % , standard separability % % , high separability % . With these criteria we get • low separability (area, inertial momentum, entropy of contour gradient, anisotropy) • normal separability (fractal index. eccentricity, mean intensity, std of the radial length) • high separability (std of the intensity, mean radial length, entropy of intensity distribution, circularity). Even if every feature of the first group has low discrimination capability by itself, all the four contribute in meaningful way to the final ROC curve; this is the reason for which it was decided to keep using them.
V. CLASSIFICATION
As aforementioned, all the pathological database mammographies have been marked by a doctor by drawing a circle of radius around existing lesions; in order to get a better estimation for the lesion center, we retrieve within this circle the luminosity center.
All the ROIs extracted from healthy patient images are tagged as negatives (FP), while the ROIs selected by the CAD from the pathological image are to be labeled as true positive (TP) if they meet at least one of the following criteria: -the center lies inside the ; -the center lies inside the . In both cases, the radius ratio must be higher than 0.5 to get a more restrictive condition. We did not use in training phase those ROIs which overlapped with radiologist circles but were not satisfying the aforementioned significance condition.
The classification is performed by means of an Artificial Neural Network [18]- [20] with 12 input neurons, a number of hidden neurons which is tuned to obtain the best classification performance, and 1 output neuron .
The neural network gradually modifies the weights of the connections through a repeated presentation of a set of input patterns (learning set), with a prescribed answer, which is 1 for pathological patterns, 0 otherwise. This process is known as supervised learning. The weight modification is achieved through minimization of the difference between the neural output and the answer prescribed by the "teacher."
In our case, the dataset is made of 1151 pathological and 10 377 healthy patterns, extracted from images related to 1093 subjects. Within the dataset, pathological patterns correspond to the radiologist's positive diagnosis, while healthy ones come from images without any lesion at all. The aforementioned dataset was randomly split in learning and test subsets. The pathological and healthy samples were extracted as reported in Table II .
The neural output provides a continuous value which is used as a threshold to discriminate between mass regions and healthy ones. For each threshold value, the sensitivity and the specificity are computed. The adopted Neural Network is a feedforward backpropagation supervised network trained with gradient descent learning rule with "momentum," to quickly move along the direction of decreasing gradient, thus, avoiding oscillations around secondary minima. The software is SNNS v4.1 (Stuttgart University). The weights were determined by training the network with the training set and minimizing the mean squared error (MSE) of the validation set. The minimum MSE value was achieved after 500 learning epochs.
VI. RESULT AND DISCUSSION
The classification was performed on the test set in Table II , and the results obtained with this system are reported in Fig. 9 in terms of the ROC curve. The performance is quantified by the value of the area [21] , [22] under the curve This value is an index of the discrimination capability between true masses and false-positive detection. This result refers to the neural network classification only. The performance of the whole CAD system, including the ROI Hunter efficiency, is reported in Fig. 10 in terms of the FROC curve, where the maximum sensitivity value is compatible with the ROI Hunter efficiency % . As it is visible in Fig. 10 , we get a 2.8 FP/Image at a sensitivity of 82%. The capability to set a threshold value on the Neural Network output allows us to chose the best CAD working point in order to tune the performance versus the radiologist's request (screening, clinic application, etc.).
These results showed that the features chosen are able to distinguish pathological lesions from the healthy ones. In future studies, additional information will be included to improve differentiation among different kinds of tumors.
Moreover, feature selection process using an algorithm such as linear discriminating analysis can provide additional means to aid the radiologist in diagnosing breast disease.
The positive results obtained with the features based on tumor shape is a promising starting point for the future perspectives. 
VII. CONCLUSION
In this paper an algorithm for mass lesions detection has been presented. This algorithm relies on an edge-based threshold operator strategy for the mass segmentation. From the selected ROIs 12 features are extracted to discriminate between the two classes (pathological patients or healthy subjects). The discriminating performance of the algorithm has been checked by means of a supervised Neural Network and the results have been presented in terms of ROC and FROC curves. The value of the area under ROC curve is comparable with the performance obtained by commercial CAD [23] .
The algorithm has been designed in the framework of the INFN MAGIC-5 project (Medical Applications on a Grid Infrastructure Connection), which aims at developing a CAD system for early diagnosis of breast cancer. A CAD Station running this software is actually working in the hospitals belonging to the MAGIC-5 collaboration and has been positively evaluated by medical users.
