In this paper, we revisit two multi-terminal lossy source coding problems: the lossy source coding problem with side information available at the encoder and one of the two decoders, which we term as the Kaspi problem (Kaspi, 1994) , and the multiple description coding problem with one semi-deterministic distortion measure, which we refer to as the Fu-Yeung problem (Fu and Yeung, 2002) . For the Kaspi problem, we first present the properties of optimal test channels. Subsequently, we generalize the notion of the distortion-tilted information density for the lossy source coding problem to the Kaspi problem and prove a nonasymptotic converse bound using the properties of optimal test channels and the well-defined distortion-tilted information density. Finally, for discrete memoryless sources, we derive refined asymptotics which includes the second-order, large and moderate deviations asymptotics. In the converse proof of second-order asymptotics, we apply the Berry-Esseen theorem to the derived non-asymptotic converse bound. The achievability proof follows by first proving a type-covering lemma tailored to the Kaspi problem, then properly Taylor expanding the well-defined distortion-tilted information densities and finally applying the BerryEsseen theorem. We then generalize the methods used in the Kaspi problem to the Fu-Yeung problem. As a result, we obtain the properties of optimal test channels for the minimum sum-rate function, a non-asymptotic converse bound and refined asymptotics for discrete memoryless sources. Since the successive refinement problem is a special case of the Fu-Yeung problem, as a byproduct, we obtain a non-asymptotic converse bound for the successive refinement problem, which is a strict generalization of the non-asymptotic converse bound for successively refinable sources (Zhou, Tan and Motani, 2017) .
I. INTRODUCTION
In this paper, we revisit two multi-terminal lossy source coding problems: the lossy source coding problem with side information available at the encoder and one of the two decoders, which we term as the Kaspi problem [3, Theorem 1] , and the multiple description coding problem with one semi-deterministic distortion measure, which we term as the Fu-Yeung problem [4] . The setting of the Kaspi problem is shown in Figure 1 where we have one encoder f and two decoders φ 1 , φ 2 . The side information Y n is available to the encoder f and the decoder φ 2 but not to the decoder φ 1 . The encoder f compresses the source X n into a message S given the side information Y n . Decoder φ 1 aims to recover source sequence X n within distortion level D 1 under distortion measure d 1 using the message S. Decoder φ 2 aims to recover X n within distortion level D 2 under distortion measure d 2 using the message S and the side information Y n . The rate-distortion function for discrete memoryless sources (DMSes) under bounded distortion measures was derived by Kaspi in [3, Theorem 1] .
The setting for the Fu-Yeung problem is shown in Figure 2 . There are two encoders and three decoders. Each encoder f i , i = 1, 2 has access to a source sequence X n and compresses it into a message S i , i = 1, 2. Decoder φ 1 aims to recover X n with distortion level D 1 using the encoded message S 1 from encoder f 1 . Decoder φ 2 aims to recover X n with distortion level D 2 using encoded messages S 1 and S 2 . Decoder φ 3 aims to recover Y n , which is a symbolwise deterministic function of the source sequence X n . The Fu-Yeung problem is a special case of multiple description coding problem and the El GamalCover inner bound is tight [5] for the Fu-Yeung problem. Note that the successive refinement problem [6] is a special case of the Fu-Yeung problem by letting Y be a constant.
In this paper, we revisit these two lossy source coding problems and present results regarding the properties of optimal test channels, non-asymptotic converse bounds and refined asymptotics for a DMS.
A. Related Works
We first summarize the works regarding the properties of optimal test channels and non-asymptotic bounds for lossy source coding problems. In [7] , Csiszár presented a parametric representation and the properties of optimal test channels for the rate-distortion function [8] of the lossy source coding problem [9] . In [10] , Tuncel and Rose derived the properties of the optimal test channels for rate-distortion function of the successive refinement problem [6] . Kostina and Tuncel [11] extended the result in [10] to continuous sources. In [12] , Kostina and Verdú derived non-asymptotic converse bounds for the lossy source coding problem and the lossy source coding with encoder and decoder side information. Further, in [13] , Kostina and Verdú derived non-asymptotic achievability bounds for the lossy source coding problem. In [14] , Watanabe, Kuzuoka and Tan presented non-asymptotic achievability bounds for the Wyner-Ahlswede-Körner problem of the lossless source coding problem with coded side information [15] , [16] , the Wyzer-Ziv problem of the lossy source coding problem with decoder side information [17] and the Gelfand-Pinsker problem of the channel coding problem with encoder state information [18] . In a concurrent work of [14] , Yassaee, Aref and Gohari [19] proposed a novel technique to derive non-asymptotic achievability bounds using stochastic encoding and decoding ideas.
Next, we briefly summarize other works related to the Kaspi problem or the multiple description coding problem. Heegard and Berger [20] and Kaspi [3] independently derived the rate-distortion function for the lossy source coding problem with side information available at one of the two decoders (and not at the encoder and the other decoder), which is termed as the Kaspi/Heegard-Berger problem. Perron, Diggavi and Telatar derived the explicit formula for the rate-distortion function of the Kaspi problem for a Gaussian memoryless source (GMS) under quadratic distortion measures in [21] and for a binary memoryless erasure source under Hamming distortion measures in [22] . Further, Perron, Diggavi and Telatar [23] consider the lossy source coding problem with Gaussian or erased side information. Tian and Diggavi [24] derived explicit formula for the rate-distortion function of the Kaspi/Heegard-Berger problem [3] , [20] for a doubly symmetric binary source under Hamming distortion measures. The multiple description coding problem for a binary source under Hamming distortion measures were considered by Wolf, Wyner and Ziv [25] and by Zhang and Berger [26] . The rate-distortion region of the multiple description coding problem for GMS under quadratic distortion measures was characterized by Ozarow [27] . Venkataramani, Kramer and Goyal considered the multiple description coding problem with many channels in [28] while Venkataramanan and Pradhan considered the multiple description coding problem with feedforward in [29] , [30] . Other works (non-exhausted) on the multiple description coding problem include [31] - [33] .
B. Main Contributions
In this paper, we revisit two multi-terminal lossy source coding problems: the Kaspi problem [3, Theorem 1] of the lossy source coding problem with side information available at the encoder and one of the two decoders and the Fu-Yeung problem [4] of the multiple description coding problem with one semi-deterministic distortion measure. Our main contributions can be summarized as follows.
For the Kaspi problem, we first present the properties of optimal test channels and a parametric representation for the ratedistortion function. Second, we generalize the notion of the distortion-tilted information density for the lossy source coding problem [12] to the Kaspi problem and derive a non-asymptotic converse bound. The non-asymptotic converse bound holds for abstract sources, not restricted to DMSes. Finally, for DMSes under bounded distortion measures, we derive refined asymptotics, i.e., the second-order (cf. [13] , [34] , [35] ), the large deviations (cf. [36] , [37] ) and the moderate deviations (cf. [38] , [39] ) asymptotics. The converse proof of the second-order asymptotics follows by applying the Berry-Esseen theorem to the derived non-asymptotic converse bound and the achievability part relies on a type-covering lemma tailored to the Kaspi problem, proper uses of the Taylor's expansions, and the properties of the distortion-tilted information density. Since the Kaspi problem is a generalization of the lossy source coding problem and the lossy source coding problem with encoder and decoder side information, our second-order asymptotics for the Kaspi problem is a generalization of [13] and [40] for DMSes. We illustrate this point via numerical examples.
We then extend the methods used in the Kaspi problem to the Fu-Yeung problem. First, we present the optimal test channels for the minimum sum-rate function. Subsequently, we generalize the rate-distortion-tilted information for the successive refinement problem [41] to the Fu-Yeung problem and present a non-asymptotic converse bound. This non-asymptotic bound, when specialized to the case where |Y| = 1, gives a non-asymptotic converse bound for the successive refinement problem, which is a strict generalization of [42, Lemma 9] . Finally, we derive refined asymptotics of the Fu-Yeung problem for DMSes under bounded distortion measures and illustrate our results using numerical examples.
C. Organization of the Paper
The rest of the paper is organized as follows. We set up the notation, formulate the problems and present existing results for the Kaspi problem and the Fu-Yeung problem in Section II. Subsequently, in Section III, we present our main results for the Kaspi problem: the properties of optimal test channels for the rate-distortion function, a non-asymptotic converse bound, refined asymptotics for DMSes under bounded distortion measures and several numerical examples. In Section IV, we present our main results for the Fu-Yeung problem: the properties of optimal test channels for the minimum sum-rate function, a nonasymptotic converse bound and its specialization to the successive refinement problem, refined asymptotics for DMSes under bounded distortion measures and several numerical examples. In Sections V and VI, we present the proofs of second-order asymptotics for the Kaspi problem and the Fu-Yeung problem respectively. Finally, in Section VII, we conclude the paper and discuss future research directions. For the smooth presentation of the main results, the proofs of all supporting lemmas are deferred to the appendices.
II. PROBLEM FORMULATION AND EXISTING RESULTS

Notation
Random variables and their realizations are in capital (e.g., X) and lower case (e.g., x) respectively. All sets are denoted in calligraphic font (e.g., X ). We use X c to denote the complement of X . Let X n := (X 1 , . . . , X n ) be a random vector of length n. We use exp(x) to denote e x . All logarithms are base e. We use Q(·) to denote the standard Gaussian complementary cumulative distribution function (cdf) and Q −1 (·) its inverse. We use standard asymptotic notation such as O(·) and o(·). We use R, R + and N to denote the set of all real numbers, non-negative real numbers and natural numbers respectively. For mutual information, we use I(X; Y ) and I(P X , P Y |X ) interchangeably and for conditional mutual information, we use I(X; Y |Z) and I(P X|Z , P Y |XZ |P Z ) interchangeably.
The set of all probability distributions on a finite set X is denoted as P(X ) and the set of all conditional probability distributions from X to Y is denoted as P(Y|X ). Given P ∈ P(X ) and V ∈ P(Y|X ), we use P × V to denote the joint distribution induced by P and V . Given a conditional distribution P Z|XY in P(Z|X × Y) and a realization y ∈ Y, we se P Z|X,Y =y (·|·) and P Z|XY (·|·, y) interchangeably. In terms of the method of types, we use the notation as [43] . Given a sequence x n , the empirical distribution is denoted asT x n . The set of types formed from length n sequences in X is denoted as P n (X ). Given P ∈ P n (X ), the set of all sequences of length n with type P is denoted as T P .
A. The Kaspi Problem
The setting of the Kaspi problem is shown in Figure 1 . In the Kaspi problem, we consider a correlated memoryless source with distribution P XY on the alphabet X × Y. Thus, (X n , Y n ) is an i.i.d. sequence where each (X i , Y i ) is generated according to the distribution P XY . We assume that the reproduction alphabets for decoders φ 1 and φ 2 areX 1 andX 2 respectively. Definition 1. An (n, M )-code for the Kaspi problem consists of one encoder
and two decoders
Hence,X
Following [3] , the first-order coding rate is defined as follows.
Definition 2. A rate R is said to be (D 1 , D 2 )-achievable for the Kaspi problem if there exists a sequence of (n, M )-codes such that
and
The minimum (D 1 , D 2 )-achievable rate is denoted as R *
Theorem 1. The minimum (D 1 , D 2 )-achievable rate for the Kaspi problem satisfies
We refer to
) is convex and nonincreasing in both D 1 and D 2 . From [3, (3.4)], we obtain
Hence the objective function in (6) is convex in (PX 1 |XY , PX 2 |XYX1 ). We remark that the explicit formulas of the Kaspi rate-distortion function was derived by Perron, Diggavi and Telatar for a GMS under quadratic distortion measures [21] and a binary memoryless erasure source under Hamming distortion measures [22] .
B. Fu-Yeung Problem
The setting of the Fu-Yeung problem is shown in Figure 2 . In the Fu-Yeung problem, we consider a memoryless source with distribution P X supported on an alphabet X . Hence X n is an i.i.d. sequence where each X i is generated according to P X . Let reproduction alphabets for decoders φ 1 , φ 2 beX 1 andX 2 respectively. Fix a finite set Y and define a deterministic function g :
Note that P Y is induced by the source distribution P X and the deterministic function g, i.e., for y ∈ Y, P Y (y) = x:g(x)=y P X (x). We assume that for each y, P Y (y) > 0. Decoder φ 3 is required to recover Y n = g(X n ) = (g(Y 1 ), . . . , g(Y n )) losslessly and the decoded sequence is denoted asŶ n . We follow the definitions of codes and the rate-distortion region in [4] . Definition 3. An (n, M 1 , M 2 )-code for the Fu-Yeung problem consists of two encoders:
and three decoders:
Using the encoding and decoding functions, we haveX
2 ) be the same as defined after Definition 1. Then the first-order coding region for the Fu-Yeung problem is defined as follows.
Definition 4.
A rate pair (R 1 , R 2 ) is said to be (D 1 , D 2 )-achievable for the Fu-Yeung problem if there exists a sequence of (n,
The closure of the set of all (D 1 , D 2 )-achievable rate pairs is called the first-order (D 1 , D 2 )-coding region and denoted as
The first-order coding region R FY (D 1 , D 2 |P X ) was characterized by Fu and Yeung in [4] for DMS. In particular, Fu and Yeung [4] showed that the El-Gamal-Cover inner bound [5] for the multiple description coding problem is tight for this case. Let P(P X , D 1 , D 2 ) be the set of all pairs of conditional distributions (
) be the collection of rate pairs such that
Theorem 2. The first-order coding region for the Fu-Yeung problem is
As argued in [4] , the Kaspi problem [3, Theorem 1] and the successive refinement problem [6, Theorem 1] are both special cases of the Fu-Yeung problem (Theorem 2) in the first-order asymptotics for DMSes under bounded distortion measures.
III. MAIN RESULTS FOR THE KASPI PROBLEM
A. Optimal Test Channels
Throughout the section and its proofs, we are interested in the distortion levels ( (6)) is finite. Further, we assume that there exists test channels (P * X1|XY
, P * X2|XYX1
2 ) be optimal solutions to the dual problem of
Given (x, y,x 1 ) and arbitrary distributions (QX
Lemma 3 (Properties of Optimal Test Channels). A pair of test channels (P * X1|XY
and only if
• For all (x, y,x 1 ),
• For all (x, y,x 1 ,x 2 ) such that P * X1
Further, if (P We remark that for all optimal test channels, the value in (33) remains the same, which can be verified in a similar manner as [44, Lemma 2] . The properties of the (D 1 , D 2 )-tilted information density follows from Lemma 3. For example, invoking (24) and (25), we obtain that for all (x, y,x 1 ,x 2 ) such that P * X1
Define the joint excess-distortion probability as
Invoking Lemma 4 and (33), we can prove the following one-shot converse bound for the Kaspi problem.
Lemma 5. For any (1, M )-code, we have that for any γ ≥ 0,
The proof of Lemma 5 is given in Appendix B. We remark that Lemma 5 is a generalization of the one-shot bounds by Kostina and Verdú for the lossy source coding [12, Theorem 1] and the lossy source coding with encoder and decoder side information [12, Theorem 4] .
For any memoryless source, from the definition in (33), we obtain that
Hence, invoking Lemma 5, we obtain that for any γ ≥ 0,
We remark that the bound in (38) plays a central role in the converse proof the second-order and moderate deviations asymptotics. The bound in (38) holds not only for DMSes but also for any continuous memoryless sources.
C. Second-Order Asymptotics for DMSes
In this subsection, we formulate and present second-order asymptotics of the Kaspi problem for DMSes under bounded distortion measures, i.e., X , Y,X 1 ,X 2 are all finite and max x,xi d i (x,x i ) , i = 1, 2 is finite. Let ǫ ∈ (0, 1) be fixed.
Definition 5.
A rate L is said to be second-order (D 1 , D 2 , ǫ)-achievable for the Kaspi problem if there exists a sequence of (n, M )-codes such that lim sup
and lim sup
The infimum second-order (D 1 , D 2 , ǫ)-achievable rate is called the optimal second-order coding rate and denoted as L
The central goal for this subsection is to characterize L * (D 1 , D 2 , ǫ). Note that in Definition 2, the average distortion criterion is used while in Definition 5, the excess-distortion probability is considered. The reason is that for second-order asymptotics, we need a probability to quantify. To be specific, the excess-distortion probability plays a similar role as error probability for the lossless source coding problem [45] or channel coding problems [46] , [47] . Let V(D 1 , D 2 |P XY ) be the distortion-dispersion function for the Kaspi problem, i.e.,
We impose following conditions: (i) The distortion levels are chosen such that
is twice differentiable in the neighborhood of P XY and the derivative is bounded.
Theorem 6. Under conditions (i) and (ii), the optimal second-order coding rate for the Kaspi problem is
The proof of Theorem 6 is given in Section V. In the converse part, we apply the Berry-Esseen Theorem to the non-asymptotic bound in (38) . In the achievability part, we first prove a type-covering lemma tailored for the Kaspi problem. Subsequently, we make use of the properties of  K (x, y|D 1 , D 2 , P XY ) in Lemma 3, appropriate Taylor expansions, and the Berry-Esseen Theorem.
We remark that the distortion-tilted information density for the Kaspi problem  K (x, y|D 1 , D 2 , P XY ) reduces to the D 1 -tilted information density for the lossy source coding problem [12] or the D 2 -tilted information density for the lossy source coding problem with encoder and decoder side information [12] for particular choices of distortion levels (D 1 , D 2 ). Hence, our result in Theorem 6 is a strict generalization of the second-order coding rate for the lossy source coding problem [48] and the conditional lossy source coding problem [40] for DMSes under bounded distortion measures. We illustrate this point in Section III-E via numerical examples.
D. Large and Moderate Deviations Asymptotics for DMSes
The optimal error exponent function is defined as follows.
Definition 6. A non-negative number E is said to be an (R, D 1 , D 2 )-achievable error exponent if there exists a sequence of (n, M )-codes such that,
The supremum of all (R, D 1 , D 2 )-achievable error exponents is called the optimal error exponent and denoted as E
Define the function
Theorem 7. The optimal error exponent for the Kaspi problem is
The proof of Theorem 7 is omitted due to similarity to [49, Theorem 12] . The achievability part follows by invoking the type-covering Lemma (cf. Lemma 18) while the converse part follows from a strong converse result implied by (38) and the change-of-measure technique.
In the following, we define and present our result for the moderate deviations constant.
Definition 7.
Consider any sequence {ρ n } n∈N satisfying
A non-negative number ν is said to be a (R, D 1 , D 2 )-achievable moderate deviations constant (with respect to {ρ n } ∞ n=1 ) if there exists a sequence of (n, M )-codes such that
The supremum of all (R, D 1 , D 2 )-achievable moderate deviations constants is called the optimal moderate deviations constant and denoted as ν
Theorem 8. Given the conditions in Theorem 6 and the assumption that the distortion-dispersion function
is positive, the optimal moderate deviations constant for the Kaspi problem is
We observe that similarly to second order asymptotics (Theorem 6), the distortion-dispersion function (41)) is a fundamental quantity that governs the speed of convergence of the excess-distortion probability to zero. The proof of Theorem 8 is done by applying the moderate deviations principle/theorem (cf. [50, Theorem 3.7.1]) to the information spectrum bounds in the second-order asymptotics and omitted here due to similarity to [49, Theorem 7] . We remark that the proof of Theorem 8 can also be done in a similar manner as [51] using Euclidean information theory [52] .
E. Numerical Examples
In this subsection, we consider two DMSes and Hamming distortion measures. 1) Asymmetric Correlated Source: In order to illustrate our results in Lemma 3 and Theorem 6, we consider the following source. Let X = {0, 1}, Y = {0, 1, e} and P X (0) = P X (1) = 1 2 . Let Y be the output of passing X through a Binary Erasure Channel (BEC) with erasure probability p, i.e., P Y |X (y|x) = 1 − p if x = y and P Y |X (e|x) = p. The explicit formula of the Kaspi rate-distortion function for the above correlated source under Hamming distortion measures was derived by Perron, Diggavi and Telatar in [22] . Here we only recall the non-degenerate result, i.e., the case where the distortion levels (D 1 , D 2 ) are chosen such that λ * 1 > 0 and λ * 2 > 0. Define the set
, then the Kaspi rate-distortion function for the above asymmetric correlated source under Hamming distortion measures is
Hence, for (D 1 , D 2 ) ∈ D bec , using the definitions of λ * 1 in (20) and λ * 2 in (21), we obtain
Then, using the definitions of α 2 (·) in (27) and α(·) in (28), we have
It can be verified easily that (24) , (25), (26) and (31) hold. In the following, we will verify that (32) holds for arbitrary QX 2 |YX1 andx 1 . As a first step, we can verify that for any (y,x 1 ,x 2 ), we have
Then, for any distribution QX
2|YX1
, using the definitions of ν 1 (·) in (29) and ν 2 (·) in (30), multiplying QX
(x 2 |y,x 1 ) over both sides of (60), and summing over (y,x 2 ), we obtain that
where the second inequality in (61) follows from (31) . Using the definition of  K (·) in (33), we have
Further, using the definition the distortion-dispersion function
(67)
. In order to illustrate out result, we plot 
2) Doubly Symmetric Binary Source (DSBS): In this example, we show that under certain distortion levels, the Kaspi ratedistortion function reduces to the rate-distortion function [9] (see also [53, Theorem 3.5] ) and the conditional rate-distortion function [53, Eq. (11. 2)]. We consider the DSBS where
Lemma 10. Depending on the distortion levels (D 1 , D 2 ), the Kaspi rate-distortion function for the DSBS with Hamming distortion measures satisfies
where
is the binary entropy function. 
and D 2 < p, the Kaspi rate-distortion function reduces to the conditional rate-distortion function. Under the optimal test channel, we haveX 1 = 0/1 and X →X 2 → Y forms a Markov chain. In this case, the distortion-tilted information density for the Kaspi problem reduces to the conditional distortion-tilted information density [12, Definition 5] (see also [40] ), i.e.,
Hence,
IV. MAIN RESULTS FOR THE FU-YEUNG PROBLEM
A. Preliminaries
Throughout the section and its proofs, given any distributions (
1 |XY and PX 2 |YX1 be induced by P X , PX 1 |X , PX 2 |XX1 and the deterministic function g : X → Y. Recalling the definition of P(P X , D 1 , D 2 ) above Theorem 2. For subsequent analyses, we need the following definition
R1≥I(X;X1)
Invoking Theorem 2, we conclude that given R 1 , the minimum achievable sum rate is given by
Hence, any optimal test channel for
is also an optimal test channel for the minimum sum rate function in the Fu-Yeung problem. From Theorem 2, we also conclude that the minimum rate for encoder f 1 is the rate-distortion function R(P X , D 1 ) [54] , i.e.,
and the minimum rate for encoder f 2 is the entropy H(P Y ). With these three observations regarding the minimum rates and minimum sum-rates, we obtain boundary rate pairs for second-order asymptotics in Theorem 15. Note that (79) is a convex optimization problem. Let (s * , t * 1 , t * 2 ) be the optimal solutions to the dual problem, i.e.,
Given distributions (QX
1
, QX 2 |YX1 ) and (x, y,x 1 ), define
Define the bivariate generalization of the Gaussian cdf as follows:
Here, N (x; µ; Σ) is the pdf of a bivariate Gaussian with mean µ and covariance matrix Σ [43, Chapter 1].
B. Optimal Test Channels
We first present the properties of the optimal test channels achieving (79).
Lemma 11. A pair of test channels (P * X1|X
, P * X2|XX1
• For all (x, y,x 1 ,x 2 ) such that y = g(x) and P * X1|X
• For all (x,x 1 ,x 2 ) such that P * X1|X
(·|x,x 1 ) can be arbitrary distribution.
Further, if a pair of channels (P * X1|X
• For (x, y,x 1 ,x 2 ) such that y = g(x) and P * X1
The proof of Lemma 11 is similar to [7 Now fix a pair of optimal test channels (P * X1
, P * X2|YX1
). Given (x, y,x 1 ), for simplicity, define
Further, given anyx 1 and arbitrary conditional distribution QX 2 |YX1 , define
Similarly as [44] , we can show that, for any pair of optimal test channels (P * X1|X
), the value of β(x, y) remains unchanged and hence it is well defined. From now on, fix a pair of test channels (P * X1|X
) such that that i) (87), (88) hold; ii) for any (y,x 1 ) such that P * YX1
(y,x 1 ) = 0, the induced distribution defined as P * X2|YX1
(x 2 |y,x 1 ) :
We remark that the choice of P * X2|XX1 satisfying (97) is possible due to the fact that sets {x : g(x) = y} is disjoint for each y ∈ Y.
In the following, we present an important property of the quantities in (95) and (96).
Lemma 12. For the given pair of test channel (P * X1|XY
) satisfying (87), (88), and (97), we have that for anŷ
The proof of Lemma 12 is inspired by [10, Lemma 5], [11] and available in Appendix D. We remark that Lemma 11 and Lemma 12 hold for abstract source, not restricted to DMSes. For simplicity, we only prove the results in Lemma 11 and Lemma 12 for DMSes. However, it can be extended easily to continuous sources by replacing the log-sum inequality with its continuous version [55, Lemma 2.14]. As we shall show later in Lemma 13, the result in Lemma 12 leads to a non-asymptotic converse bound for the Fu-Yeung problem.
C. Rate-Distortion-Tilted Information Density and Non-Asymptotic Converse Bound
Recall that P XY is induced by P X and the deterministic function g : (92), we define the rate-distortion-tilted information density as follows:
The properties of  FY (x, y|R 1 , D 1 , D 2 , P X ) follows from Lemma 11. For example, invoking (89), we obtain that
Let (x, D 1 |P X ) be the D 1 -tilted information density [13] , i.e.,
where P * X1
is induced by the source distribution P X and the optimal test channel P * X1|X
for the rate-distortion function
. Define the joint error and excess-distortion probability for the Fu-Yeung problem as
In the following, we will present a non-asymptotic converse bound for the Fu-Yeung problem. Given any γ ≥ 0, define the following sets:
Lemma 13. Any (1, M 1 , M 2 )-code for the Fu-Yeung problem satisfies that for any γ ≥ 0,
The proof of Lemma 13 is given in Appendix E. We remark that Lemma 12 plays an important role in the proof of Lemma 13. This can be made clear by the following definitions. Given (x, y,x 1 ,x 2 ), using the definitions of ı 1 (·) in (93) and ı 2 (·) in (94), we define
Using the definition of the rate-distortion-tilted information density in (99), we conclude that
In the proof of Lemma 13, we make use of (110) D 2 ) be the joint excess-distortion probability. Further, let R SR (R 1 , D 1 , D 2 |P X ) be the minimum sum-rate function and let  SR (x|R 1 , D 1 , D 2 , P X ) be the rate-distortion-tilted information density for the successive refinement problem (cf. [42] and [41] ). For the case when |Y| = 1, we have that
We remark that although the definition of the rate-distortion-tilted information density for the successive refinement problem in 
We remark that the non-asymptotic converse bound in (113) can be used to establish converse results for second-order and moderate deviations asymptotics for memoryless sources (both discrete and continuous). The non-asymptotic converse bound in (113) is a strict generalization of [42, Lemma 9] which is only valid for the successively refinable source-distortion triplets. Invoking Lemma 14, we have the potential to establish tight second-order and moderate deviations asymptotics for nonsuccessively refinable continuous memoryless sources, such as the symmetric GMS under the quadratic distortion measures [56] . For DMSes under arbitrary bounded distortion measures and GMSes under quadratic distortion measures as shown in [42] , we can make use of Lemma 14 to simplify the converse proof significantly.
D. Second-Order Asymptotics for DMSes
In this subsection, we consider DMSes under bounded distortion measures, i.e., X ,X 1 ,X 2 are all finite sets and max x,xi d i (x,x i ), i = 1, 2 is finite. Let ǫ ∈ (0, 1) be fixed. In the following, we give a formal definition of second-order coding region for the Fu-Yeung problem. L 2 ) is said to be second-order achievable for the Fu-Yeung problem if there exists a sequence of (n,
, the set of all second-order achievable pairs is called the second-
Before presenting the characterization of L(R 1 , R 2 , D 1 , D 2 , ǫ), we need several definitions. Recall that P XY and P Y are induced by P X and the deterministic function g : X → Y. Let the source dispersion [57] be
Recall that V(P X , D 1 ) is the distortion-dispersion function [48] , which is the variance of the distortion-tilted information density (x, D 1 |P X ) [12] (cf. (102)). Let the rate-distortion-dispersion function be
Define two covariance matrices:
We impose the following conditions:
is twice differentiable in the neighborhood of (P X , D 1 ) and the derivatives are bounded;
is twice differentiable in the neighborhood of (P X , R 1 , D 1 , D 2 ) and the derivatives are bounded; (iii) s * in (81), t * 1 in (82) and t * 2 in (83) are well defined;
Theorem 15. Under conditions (i) to (v), depending on (R 1 , R 2 ), the second-order (R 1 , R 2 , D 1 , D 2 , ǫ)-coding region for the Fu-Yeung problem satisfies
• Case (ii):
• Case (iii):
• Case (iv)
The proof of Theorem 15 is provided in Section VI. We remark that the second-order coding region for discrete successive refinement problem [42, Theorem 5 ] is recovered by cases (i) to (iii) in Theorem 15 by letting Y be a constant. Further, let R FY (D 1 , D 2 |P X ) be defined as
where P(P X , D 1 , D 2 ) was defined above Theorem 2. It can be verified easily that
and thus s * = 0. Hence, the expressions in cases (iv) can be simplified so that R 1 is not included in the results.
E. Large and Moderate Deviations Asymptotics for DMSes
Definition 9.
A non-negative number E is said to be an (R 1 , R 2 , D 1 , D 2 )-achievable error exponent if there exists a sequence of (n, M 1 , M 2 )-codes such that (14) holds and
The supremum of all (R 1 , R 2 , D 1 , D 2 )-achievable error exponents is called the optimal error exponent and denoted as
Given a rate-distortion tuple (R 1 , D 1 , D 2 ), define
= min min
where Q Y is induced by Q X and the deterministic function g : X → Y and (129) holds since if
is infeasible and thus equals ∞.
Theorem 16. The optimal error exponent for the Fu-Yeung problem is
The proof of Theorem 16 is omitted due to the similarity to [49, Theorem 13] . Theorem 16 can be proven by invoking the type-covering lemma (cf. Lemma 21) in the achievability part and by using the strong converse result and the change of measure technique in the converse part. We remark that the result in [58] is a special case of Theorem 16 by letting |Y| = 1.
The moderate deviations constant for the Fu-Yeung problem is defined as follows.
Definition 10. Consider any sequence {ρ n } n∈N satisfying (47). Let θ i for i = 1, 2 be positive numbers. A number ν ≥ 0 is said to be a (R 1 , R 2 , D 1 , D 2 )-achievable moderate deviations constant if there exists a sequence of (n,
The supremum of all (R 1 , R 2 , D 1 , D 2 )-achievable moderate deviations constants is denoted as ν
Theorem 17. Given the conditions in Theorem 15 and the assumption that V(P X , D 1 ) and V(R 1 , D 1 , D 2 |P X ) are positive, depending on (R 1 , R 2 ), the moderate-deviations constant for the Fu-Yeung problem satisfies that
• Case (iv):
• Case (v): 16 The proof of Theorem 17 is similar to Theorem 8, [42, Theorem 6] and thus omitted. We remark the moderate deviations asymptotics for the successive refinement problem for DMSes [42, Theorem 12 ] is a special case of Theorem 17 by letting Y be a constant.
F. Numerical Examples
We consider the numerical example inspired by [22] and calculate the moderate deviations constant for case (iv) in Theorem 17 . Let S 1 = {0, 1} and S 2 = {0, 1, e}. Let S 1 take values in S 1 with equal probability and let P S2|S1 (s 2 |s 1 ) = (1 − p)1{s 1 = s 2 } + p1{s 2 = e} where 1{} is the indicator function. Let the source be X = (S 1 , S 2 ) and the deterministic function be Y = g(X) = g(S 1 , S 2 ) = S 2 . LetX 1 =X 2 = {0, 1} and the distortion measures be d 1 (x,x 1 ) = 1{s 1 =x 1 } and
≤ D 2 ≤ pD 1 . For this case, using the definitions of s * in (81), t * 1 in (82) and t * 2 in (83), we have s
Recall that H b (·) is the binary entropy function. Let
Then, it can be verified that
Thus, the moderate deviations constant for case (iv) can be calculated by invoking (136).
V. PROOF OF SECOND-ORDER ASYMPTOTICS FOR THE KASPI PROBLEM (THEOREM 6)
A. Achievability Coding Theorem
In this section, we first prove a type covering lemma for the Kaspi problem. Then, invoking the type covering lemma, we can prove an upper bound on the excess-distortion probability. Finally, invoking the Berry-Esseen theorem together with proper Taylor expansions, we manage to prove an achievable second-order coding rate.
Define a constant
We are now ready to present the type covering lemma for Kaspi problem.
Lemma 18. There exists a set B ∈X n 1 such that for each (x n , y n ) ∈ T QXY , if we let z * = arg min
then we have
• The distortion between x n and z * is upper bounded by D 1 , i.e.,
• There exists a set B(z * , y n ) ∈X n 2 such that min
• The size of the set B ∪ B(z * , y n ) is upper bounded as follows:
The proof of Lemma 18 is similar to the proofs in [35, Lemma 8] and [49, Lemma 10] and thus omitted. Given an (n, M )-code, define
Invoking Lemma 18, we can upper bound the excess-distortion probability as follows.
Lemma 19.
There exists an (n, M )-code whose excess-distortion probability can be upper bounded as:
Proof. The proof of Lemma 19 is similar to the proofs of [44, Lemma 5] and [42, Lemma 11] . Consider the following coding scheme. Given source sequence pair (x n , y n ), the encoder first calculates the joint typeT x n y n , which can be transmitted reliably using at most |X | · |Y| log(n + 1) nats. Then the encoder calculates R K (T x n y n , D 1 , D 2 ) and declares an error if nR K (T x n y n , D 1 , D 2 ) + c log(n + 1) + |X | · |Y| log(n + 1) > log M . Otherwise, the encoder chooses a set B satisfying the properties specified in Lemma 18 and sends the index of z * = arg minxn
). Subsequently, the decoder chooses a set B(z * , y n ) satisfying the properties specified in Lemma 18 and sends the index of arg minxn 2 ∈B(z * ,y n ) d 2 (x n ,x n 2 ). Lemma 18 implies that the decoding is error free if nR K (T x n y n , D 1 , D 2 ) + c log(n + 1) + |X | · |Y| log(n + 1) ≤ log M . The proof of Lemma 19 is now complete.
Given a joint probability mass function (pmf) P XY , let S = supp(P XY ) and |S| = m. Let us sort P XY (x, y) in an decreasing order for all (x, y) ∈ X × Y, and for all i ∈ [1 : m], let (x i , y i ) be the pair such that P XY (x i , y i ) is the i-th largest. Let Θ(P XY ) be a joint distribution defined on S such that Θ i (P XY ) = P XY (x i , y i ) for all i ∈ [1 : m]. Define the typical set
According to [ 
44, Proposition 2] (See also [59, Lemma 22]), we obtain
Now choose
Invoking (154), we obtain
The following lemma is essential in the proof.
Lemma 20. For (x n , y n ) such thatT x n y n ∈ A n (P XY ), we have
The proof of Lemma 20 is given in Appendix F. Define ξ n = log n n . Invoking Lemma 19, we obtain
where (164) follows from Berry-Esseen theorem and
Thus, the optimal second-order coding rate satisfies that
B. Converse Coding Theorem
The converse part follows by applying the Berry-Esseen theorem to the non-asymptotic converse bound in (38) . Let
Invoking (38) with ǫ = log n 2n , we obtain that
where (169) follows the from Berry-Esseen theorem. Hence, if
Hence, the optimal second-order coding rate satisfies that
VI. PROOF OF SECOND-ORDER ASYMPTOTICS FOR THE FU-YEUNG PROBLEM (THEOREM 15)
A. Achievability Coding Scheme
In this subsection, we first present a type covering lemma tailored to the Fu-Yeung problem, based on which, we can derive an upper bound on the joint excess-distortion and error probability. Finally, invoking Taylor expansions and the Berry-Esseen Theorem, we derive an achievable second-order coding region for DMSes. Define
We are now ready to present the type covering lemma.
Lemma 21. Let type Q X ∈ P n (X ). Let Q Y be induced by Q X and the deterministic function g :
• There exists a set B ∈ X n 1 such that for each x n ∈ T QX , if we let z
• There exists a set B(z * ) ∈ X n 2 such that min
• There exists a set B Y ∈Ŷ n satisfying that
The sizes of B and B(z * ) are bounded as follows:
The proof of Lemma 21 is similar to [42, Lemma 10] and thus omitted.
Invoking Lemma 21, we can upper bound the joint excess-distortion and error probability for an (n, M 1 , M 2 )-code.
Lemma 22. There exists an (n,
Proof. Set (R 1 , R 2 ) = (R 1,n , R 2,n ). Consider the following coding scheme. Given a source x n , the encoder f 2 calculates its typeT x n . Then, the encoder f 2 obtain y n using the deterministic function y i = g(x i ) and its typeT y n . Now encoder f 2 calculates R(T x n , D 1 ) and
, then the system declares an error.
Otherwise, the encoder f 1 sends the type of x n with at most |X | log(n + 1) nats and the encoder f 2 sends the type of y n using at most |Y| log(n + 1) nats. Further, the encoder f 2 sends the index of y n = g(x n ) in the type class TT y n . Now, choose B ∈ X n 1 in Lemma 21 and let z * = arg min z∈B d 1 (x n , z). Given z * , choose B(z * ) in Lemma 21 and let z * 2 = arg min z2∈B(z * ) d 2 (x n , z 2 ). Finally, we use the encoder f 1 to send the index of z * 1 and use either f 1 or f 2 to send out the index of z * 2 . Invoking Lemma 21, we conclude that no error will be made if log
The proof is now complete.
Hence, invoking (176) and (177), we obtain
Define the typical set
According to [59, Lemma 22] , we obtain
Let P Y be induced by the source distribution P X and the deterministic function g : X → Y. Then, for any x n , we have that for any yT
Thus, ifT X n ∈ A n (P X ), we obtain 20 For x n such thatT x n ∈ A n (P X ), applying Taylor's expansions and noting that y n = g(x n ), we obtain
where in (193), we use the fact that given Q X in the neighborhood of P X satisfying some regularity condition (this condition is satisfied byT x n ∈ A n (P X )), for arbitrary a ∈ X ,
The proof of (195) can be done similarly as Lemma 20, [60, Theorem 2.2], [42] and thus omitted.
Recall that ξ n = log n n . Therefore, invoking Lemma 22, we obtain ε
Then, we need to evaluate the upper bound in (197) given each case of (R 1 , R 2 ).
• Case (i) R 1 = R(P X , D 1 ) and
In this case we have that
Thus, invoking the weak law of large numbers, we obtain
Invoking (197), we obtain
where T(P X , D 1 ) is the third absolute moment of (X, D 1 |P X ) (which is finite for DMSes) and (201) follows by applying the Berry-Esseen theorem to the first term in (200).
then we have lim sup n→∞ ε
In this case, we still have R 2 > H(P Y ). Hence, invoking (197), we obtain
we have lim sup n→∞ ε
In this case, it is still true that R 2 > H(P Y ). The analysis is similar to Case (i). It can be verified that if we choose (L 1 , L 2 ) such that
we obtain lim sup n→∞ ε
The analysis is similar to Case (ii). It can be verified that if
The analysis is similar to Case (i). It can be verified that if
The proof of the achievability part is now complete.
B. Converse Coding Theorem
The major step stone is the type-based "strong converse". Lemma 23. Fix c > 0 and a type Q X ∈ P n (P X ). For any (n, M 1 , M 2 )-code such that
there exists a conditional distribution QX 1X2 |X such that
where ξ 1,n = |X | log(n + 1) + log n + nc n ,
ξ 2,n = 2ξ 1,n + 2(log n + nc) + |X | · |Y| log(n + 1)
and Q X|Y , QX 1 |Y , QX 1X2 |XY are induced by Q X , QX 1X2 |X and the deterministic function y = g(x). Further, the expected distortions are bounded as
The proof of Lemma 23 is similar to [44, Lemma 6] , [42, Lemma 12] and thus omitted. The main technique is the perturbation approach by Gu and Effros [61] and the generalization with method of types [44] .
Let c = log n/n, then we have
Define
Invoking Lemma 23, we can prove a lower bound on the joint excess-distortion and error probability for any (n,
The proof of Lemma 24 is similar to [44, Lemma 7] , [42, Lemma 13] and thus omitted. The rest of the converse proof is omitted since it is analogous to the achievability proof where we Taylor expand several quantities and then apply (multi-variate) Berry-Esseen theorems for each case.
VII. CONCLUSION
In this paper, we revisit two lossy source coding problems: the Kaspi problem [3, Theorem 1] of the lossy source coding problem with side information available at the encoder and one of the two decoders and the Fu-Yeung problem [4] of the multiple description coding problem with one semi-deterministic distortion measure. For both problems, we present the properties of optimal test channels for certain rate-distortion functions, non-asymptotic converse bounds and the refined asymptotics for DMSes under bounded distortion measures.
In the future, one may derive exact second-order asymptotics for GMSes under quadratic distortion measures for the Kaspi problem [21] and the multiple description coding problem [27] . For the Kaspi problem, the converse part of second-order asymptotics for abstract memoryless sources follows directly from the non-asymptotic converse bound. Thus, one just need to prove a matching achievability second-order coding rate. Another future work is to extend the ideas of deriving non-asymptotic converse bounds in this paper to other multi-terminal source coding problems, such as the Gray-Wyner problem [62] and the multiple description coding problem [25] .
APPENDIX
A. Proof of Lemma 4
For simplicity, we prove the claim for the discrete case. The proof can be extended to continuous case easily by replacing summations with integrals and log-sum inequality with its continuous version [55 (x 1 ) > 0, using the result in (24) and the definition of ν 1 (·) in (29), we conclude that
Further, using the results in (24) and (25), and the definition of ν 2 (·) in (30), we conclude that for allx 1 satisfying that
(x 2 |y,x 1 )
= x,y,x2
Then, we will show that ν 2 (x 1 , P * X2|YX1
) ≤ 1 holds for allx 1 such that P * X1 (x 1 ) > 0 and arbitrary distribution QX
2|YX1
. Given (y,x 1 ), using the definition of α 2 (·|·) in (22) and α 2 (·) in (27) , and the log-sum inequality, we obtain that
From (227) and (228), we have
Fix ǫ ∈ [0, 1] and let b ∈X 2 . Choose QX 2|y,x1
(x 2 ) + ǫ1{x 2 = b}. Using the definitions in (22) and (27), we obtain that
Thus,
where 233 follows from (229) which indicates that the derivative of the quantity at ǫ = 0 is nonnegative since the minimum is achieved by the test channel P * X2|YX1
. Using the result in (24), we obtain that forx 1 such that P * X1
Hence, from (233), we obtain
Thus, we have
Fix a arbitrary distribution QX 2 |YX1 . Multiplying QX 2 |YX1 (x 2 |y,x 1 ) to both sides of (239), summing over (y,x 2 ), and using the definitions of ν 1 (·) in (29), ν 2 (·) in (30), from (221), we obtain that
Finally, we will show that Lemma 4 holds for allx 1 such that P * X1 (x 1 ) = 0 and arbitrary QX 2 |YX1 . Given y, define
Using the definitions of α(·|·) in (23) and α(·) in (28), and the log-sum inequality, we obtain
and inf
From (243) and (244), we conclude that
Fix ǫ ∈ [0, 1] and a ∈X 1 such that P * X1
(a) = 0. LetQX 2 |YX1 be arbitrary distribution. Now choose QX
Using the definitions of α 2 (·|·) in (22), α 2 (·) in (27) , and the choices of distributions in (246) and (247), we obtain that
where (250) and invoking (30) and (251), we conclude that for any a ∈X 1 satisfying P * X1
(a) = 0,
Further, using the definition of α 2 (·|·) in (22) and the result in (251), we obtain that for anyQX 2 |YX1 ,
The proof of Lemma 3 is complete by using the definition of ν 2 (·) in (30) and the results in (253), (256).
B. Proof of Lemma 5
Let S be a random variable taking values in M. Let the encoding function f be the random transformations P S|X . Let the decoding function g 1 be PX 1 |S and let g 2 be PX 2 |SY . Let Q S be the uniform distribution over M and let QX be chosen such that
Then, we have that for any γ > 0,
The first term in (260) can be upper bounded as follows:
where (262) follows from Markov's inequality; (264) follows from (33); (265) follows from the fact that P S|X (s|x) ≤ 1 for any (s, x) and the choice of (QX (257) and (258); (266) follows from the definition of ν 2 (·) in (30); and (267) follows from (32) .
The proof of Lemma 5 is complete by invoking (260) and (267).
C. Proof of Lemma 11
Note that the Markov chain Y − X − (X 1 ,X 2 ) holds in the Fu-Yeung problem due to the fact that Y is a function of X. From (8), we obtain that
= I(X;X 1 ) + I(X;X 2 |YX 1 ).
Hence, the optimization problem in (79) is equivalent to
I(X;X 1 ) + I(X;X 2 |YX 1 ).
Therefore, we can prove the properties of the optimal channels for R FY (R 1 , D 1 , D 2 |P XY ) using (270). Further, due to the Markov chain Y − X − (X 1 ,X 2 ), we have that PX 2 |XYX1 = PX 2 |XX1 and thus
Given any distributions (QX 1 , QX 2 |YX1 ) and non-negative numbers (s, t 1 , t 2 ), define
= inf
F (s, t 1 , t 2 ) := inf
Considering the dual problem of (270) and using the definitions of s * in (81), t * 1 in (82), t * 2 in (83), we conclude that
Using the definition of β 2 (·|·) in (84) and the log-sum inequality, we obtain that
where (282) holds with equality if and only if
is absolutely continuous with respect to QX 2 |YX1 (·|g(x),x 1 ), i.e., for any (x, y,x 1 ,x 2 ), if QX 2 |YX1 (x 2 |y,x 1 ) = 0, then we have PX 2 |XX1 (x 2 |x,x 1 ) = 0. From (275) and (282), we obtain that
where (285) follows by using the definition of β 2 (·|·) in (85) and the log-sum inequality; and (285) holds with equality if and only if for all (x, y) such that P X (x)1{y = g(x)} > 0,
Thus, combing (278), (280), (282) and (285) and noting that P XY (x, y) = P X (x)1{y = g(x)}, we obtain that
Further, from (283) and (286), we obtain the properties of the optimal test channels in (88) and (87). The result in (90) follows directly from (88) and (87). The proof of Lemma 11 is now complete.
D. Proof of Lemma 12
For anyx 1 such that P * X1 (x 1 ) > 0, using the result in (87) and the definition of w 1 (·) in (95), we obtain that
Next, we will show that w 1 (x 1 ) ≤ 1 for allx 1 such that P * X1 (x 1 ) = 0. Let P X|Y be induced by P X and the deterministic function g. For simplicity, we use P A|b,C (·|·) and P A|BC (·|b, ·) interchangeable. Given y, define
Using the definitions of β(·|·) in (85), β(·) in (92), and the log-sum inequality, we conclude that
From (290) and (291), we conclude that
Fix ǫ ∈ [0, 1] and let a ∈X 1 be chosen arbitrarily such that P * X1
(a) = 0. LetQX
2|YX1
be an arbitrary distribution. Now choose
(x 2 |y,x 1 ) if P * X1 
where (298) follows from (292), which implies that the derivative of E P X|y [log β(X, y|QX 1 , QX
)] is non-negative at ǫ = 0 due to the fact that (P * X1
) achieves the minimum of the left hand side of (292). LettingQX
= P * X2|YX1
, we obtain that w(x 1 ) ≤ 1 for all a ∈X 1 such that P * X1
(a) = 0. Till now, we have shown that w(x 1 ) ≤ 1 for allx 1 ∈X 1 . In the following, we will show that w 2 (x 1 , QX 2 |YX1 ) ≤ 1 holds for allx 1 and arbitrary QX 2 |YX1 . First, let us focus on thex 1 such that P * X1 (x 1 ) > 0. Let P * YX1
and P * X|YX1 be induced by P X , P * X1|X
and the deterministic function g : X → Y. Given (y,x 1 ) such that P * YX1
(y,x 1 ) > 0, let 
Using the definitions of β 2 (·|·) in (84), β(·) in (91) and ψ(·) in (300), and the log-sum inequality, we obtain that for any (y,x 1 ) such that P * YX1
(y,x 1 ) > 0, = (1 − ǫ)P * X2|x,x1
(x 2 ) + ǫ1{x 2 = b}. Using the definitions of β 2 (·|·) in (84) and β 2 (·) in (91), we obtain that 1 β 2 (x, y,x 1 |QX 2 |YX1 ) = 1 − ǫ β 2 (x, y,x 1 ) + ǫ exp(−t * 2 d 2 (x, b)).
[log β 2 (X, y,x 1 |QX 2 |YX1 )] ∂ǫ 
where (308) follows from (304) which indicates that the derivative of the quantity at ǫ = 0 is nonnegative since the minimum is achieved by the test channel P * X2|YX1
. From the result in (87) and the definitions in (91), (92), we obtain that for (y,x 1 ) such that P * YX1
(y,x 1 ) > 0, P * X|YX1
(x|y,x 1 ) = P X (x)1{y = g(x)}P * X1|X (x 1 |x)
x P X (x)1{y = g(x)}P *
X1|X
(x 1 |x) (309) = P X (x)1{y = g(x)}β(x, g(x))P * X1 (x 1 ) exp − t * 1 d1(x,x1)+log β2(x,g(x),x1) 1+s * x P X (x)1{y = g(x)}β(x, g(x))P * X1 (x 1 ) exp − t * 1 d1(x,x1)+log β2(x,g(x),x1) 1+s * (310) = P X (x)1{y = g(x)}β(x, g(x)) exp − t * 1 d1(x,x1)+log β2(x,g(x),x1) 1+s *
x P X (x)1{y = g(x)}β(x, g(x)) exp − t * 1 d1(x,x1)+log β2(x,g(x),x1) 1+s * .
Hence, from (308), we obtain that
= x P X (x)1{y = g(x)}β(x, g(x)) exp − t * 1 d1(x,x1)+log β2(x,g(x),x1) 1+s *
x P X (x)1{y = g(x)}β(x, g(x)) exp − t * 1 d1(x,x1)+log β2(x,g(x),x1) 1+s * β * 2 (x, y,x 1 ) exp(−t * 2 d 2 (x, b)),
i.e., 
Using the results in (110), (336) and (339), we conclude that 
F. Proof of Lemma 20
The following lemma plays a central role in the proof of Lemma 20. We relate the defined distortion-tilted information density to the first derivative of the Kaspi rate-distortion function. Considering the fact that our correlated source may not be fully supported, we need the parametric notation above (156) (See also [44] ). 
The proof of Lemma 25 is given in Appendix G. Note that for (x n , y n ) such thatT x n y n ∈ A n (P XY ), invoking Lemma 25 and applying Taylor's expansion, we obtain that
Θ i (T x n y n ) − Θ i (P XY ) (x i , y i |D 1 , D 2 , P XY ) − (x m , y m |D 1 , D 2 , P XY )
+ O( T x n y n − P XY 2 ) (345)
x,y T x n y n (x, y) − P XY (x, y) (x, y|D 1 , D 2 , P XY ) + O( T x n y n − P XY 2 ) = x,yT x n y n (x, y)(x, y|D 1 , D 2 , P XY ) + O log n n (346)
(x i , y i |D 1 , D 2 , P XY ) + O log n n .
G. Proof of Lemma 25
From the assumption in Lemma 25, we conclude that Θ(Q XY ) is supported on S = supp(P XY ). Let (Q * X 
and for every (x 1 ,x 2 ) such that Q * X 
