We derive the maximum bias functions of the MM -estimates and the constrained M -estimates or CM -estimates of regression and compare them to the maximum bias functions of the S -estimates and the τ -estimates of regression. In these comparisons, the CM -estimates tend to exhibit the most favorable bias-robustness properties. Also, under the Gaussian model, it is shown how one can construct a CM -estimate which has a smaller maximum bias function than a given S -estimate, that is, the resulting CM -estimate dominates the S -estimate in terms of maxbias and, at the same time, is considerably more efficient.
1.
Introduction. An important consideration for any estimate is an understanding of its robustness properties. Different measures exist which try to reflect the general concept known as robustness. One such measure is the maximum bias function, which measures the maximum possible bias of an estimate under ε-contamination. In this paper, we study the maximum bias functions for the MM -estimates and the constrained M -estimates or CMestimates of regression and compare them to the maximum bias functions for the S -estimates and the τ -estimates of regression.
The maximum bias functions for Rousseeuw and Yohai's [10] S -estimates of regression were originally derived by Martin, Yohai and Zamar [7] under the assumption that the independent variables follow an elliptical distribution and that the intercept term is known. More recently, Berrendero 3 is assumed to be independent of x. Let F o and G o represent the distribution functions of u and x, respectively, and let H o represent the corresponding joint distribution function of (y, x). The following assumptions on the distribution H o are assumed throughout the paper:
A1. F o is absolutely continuous with density f o which is symmetric, continuous and strictly decreasing on R + ; A2. P Go (x ′ θ = c) < 1 for any θ ∈ R p , θ = 0, c ∈ R.
As in [7] and [1] , we focus on the estimation of the slope parameters θ o . One reason for doing so is that once given a good estimate of the slope parameters, the problem of estimating the intercept term and the residual scale reduces to the well-studied univariate location and scale problem. Let T represent some R p -valued functional defined on H, a space of distribution functions on R p+1 which includes some weak neighborhood of H o , such that T(H o ) = θ o . For sufficiently large n, H almost surely contains the empirical distribution function H n corresponding to a random sample {(y 1 , x 1 ), . . . , (y n , x n )} from H o . Furthermore, we assume that T is weakly continuous at H o , and so the statistic T n = T(H n ) is a consistent estimate of θ o .
All functionals T considered in this paper are regression equivariant, as defined, for example, in [7] . For such functionals, a natural invariant measure of the "asymptotic" bias of T at H is given by
Here, Σ o = Σ(G o ) is taken to be an affine equivariant scatter matrix for the regressors x under G o . We can thus presume, without loss of generality, that (α o , θ o ) = 0 and Σ o = I. Hence, the asymptotic bias of T at H becomes the Euclidean norm of T,
where H is the class of distributions such that T(H) < ∞. The maximum asymptotic bias of T over ε-contaminated neighborhoods V ε of H o , that is, V ε = {H | H = (1 − ε)H o + εH * , H * ∈ H * }, where H * is the set of all distribution functions on R p+1 , is defined to be B T (ε) = sup{b(T, H) | H ∈ V ε } (2. 4) and the asymptotic breakdown point is subsequently defined to be ε * = inf{ε | B T (ε) = ∞}. (2.5) From an applied perspective, regardless of Σ o , it may be of interest to derive upper bounds for the Euclidean distance between T(H) and θ o , that is, for T(H)−θ o . This measure is referred to as a bias bound by Berrendero and Zamar in [1] , wherein they use it for adjusting confidence intervals for θ to include the possibility of bias introduced by a contaminated model. Note that the bias bound is regression and scale equivariant, but not affine equivariant, and hence is not directly related to the maximum bias (2.4). In [1] some results are given for computing bias bounds, taking the maximum bias function as a starting point.
M-estimates with general scale.
The S -, MM -and CM -estimates of regression all lie within the class of M -estimates with general scale considered in [7] . An M -estimate, or, more appropriately, an M -functional, with general scale for the regression parameters α o and θ o , say t(H) and T(H), respectively, can be defined as the solution which minimizes
over all α ∈ R and θ ∈ R p , where ρ is some nonnegative symmetric function and σ(H) is some scale functional. The scale functional σ(H) may be determined simultaneously or independently of {t(H), T(H)}. We assume throughout the paper that σ(H) is regression invariant and residual scale equivariant, again as defined, for example, in [7] . Throughout, it is assumed that the function ρ satisfies the following conditions: A3. (i) ρ is symmetric and nondecreasing on [0, ∞) with ρ(0) = 0;
(ii) ρ is bounded with lim u→∞ ρ(u) = 1; (iii) ρ has only a finite number of discontinuities.
If the function ρ is also differentiable, then {t(H), T(H)} is a solution to the p + 1 simultaneous M -estimating equations
where ψ(u) ∝ ρ ′ (u). By Condition A3(i), ψ is an odd function, nonnegative on [0, ∞). Condition A3(ii) implies that these M -estimates are redescending, that is, ψ(u) → 0 as u → ∞. A popular choice for M -estimates are Tukey's biweighted M -estimates, which correspond to choosing ρ(u) to be
Note that this gives rise to the biweight ψ function ψ T (u) = u{(1 − u 2 ) + } 2 .
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The S -estimates for the intercept, slopes and scale are collectively defined to be the solution {t s (H), T s (H), σ s (H)} to the problem of minimizing σ ∈ R + subject to the constraint
for some fixed value b, 0 < b < 1. The breakdown point of the S -estimate of regression is ε * = min{b, 1 − b}. A drawback to the S -estimates is that the tuning constant b not only determines the breakdown point, but it also determines the efficiency of the estimate. To obtain a reasonable efficiency under a normal error model, one must usually decrease the breakdown point substantially.
This problem with tuning the S -estimates of regression motivated Yohai [11] to introduce the MM -estimates of regression which can be tuned to have high efficiency under normal error while simultaneously maintaining a high breakdown point. Let ρ 1 and ρ 2 be a pair of loss functions satisfying A3 and with
where s(H) . = σ s (H) is a preliminary S -functional of scale, as defined above, based on ρ = ρ 1 . The breakdown point of the MM -estimates depends only on ρ 1 and is given by ε * = min{b, 1 − b}. On the other hand, their asymptotic distribution is determined exclusively by ρ 2 . This allows the MM -estimates to be tuned so that they possess both high breakdown point and high efficiency.
The CM -estimates are another class of regression estimates which can be tuned to have high efficiency at the normal model while maintaining a high breakdown point. The CM -estimates for the intercept, slopes and scale are collectively defined to be the solution {t
subject to the constraint (2.9), where c > 0 represents a tuning constant. As with the S -estimates of regression, the asymptotic breakdown point of the CM -estimates of regression is ε * = min{b, 1 − b}. Unlike the S -estimates of regression, though, the CM -estimates of regression can be tuned by means of the constant c in order to obtain a reasonably high efficiency without affecting the breakdown point.
We again emphasize that our focus here is on the slope functionals T(H), rather than on the intercept functionals t(H) or the scale functionals σ(H).
Given a good slope functional, one may wish to consider the wider range of location and scale functionals based on the distribution of y − x ′ T(H) such as its median and median absolute deviation, rather than those arising from an S -, MM -or CM -estimate of regression.
3. Maximum bias functions.
Maximum bias functions for MM-estimates.
If F H,α,θ is the distribution function of the absolute residuals |y − α − x ′ θ|, then Berrendero and Zamar [1] give an expression for the maximum bias function for any estimate whose definition can be expressed in the form
where J(F ) is a functional possessing certain monotonic properties. The S -, τ -and CM -estimates are of this form. Applications of their general results to the S -and τ -estimates are given in [1] . Application of these results to the CM -estimates is presented in Section 3.2.
The MM -estimates, however, cannot be expressed in the form (3.11), so a different approach is needed in order to study their bias behavior. Let B MM (ε) be the maximum bias function of an MM -estimate of regression. In this subsection, lower and upper bounds for B MM (ε) are obtained under quite general conditions. In some important cases, these two bounds are often equal and thereby allow for the exact determination of the maximum bias function.
Let s = inf H∈Vε s(H), s = sup H∈Vε s(H) and
The following two functions play a key role in the developments below: 
Note that the condition B S (ε) < h −1 1 [ε/(1 − ε)] of the above theorem, together with (3.13), implies that B S (ε) < B MM (ε). This condition usually holds for an appropriately chosen ρ 1 function. Thus, an MM -estimate does not improve upon the maximum bias of the initial S -estimate. The trade-off, though, is that with an appropriately chosen ρ 2 function, the MM -estimate can greatly improve upon the efficiency of the initial S -estimate.
Upper and lower bounds for the maximum bias of MM -estimates have also been obtained, respectively, by Hennig [5] , Theorem 3.1, and Martin, Yohai and Zamar [7] , Lemma 4.1, under the assumption of unimodal elliptically distributed regressors. For this special case, the upper bounds given in (3.13) and in [5] agree. On the other hand, the lower bound given in [7] , namely
, where h 0 (t) = sup s≤s≤s m(t, s), is not as tight as that given in (3.13).
In our setup, the assumption of unimodal elliptical regressors is equivalent to the following: A2*. Under G o , the distribution of x ′ θ is absolutely continuous, with a symmetric, unimodal density, and depends on θ only through θ for all θ = 0.
Under this condition, we can define
where θ is any vector such that θ = t. Under conditions A1, A2* and A3, it is shown in Lemma 3.1 of Martin, Yohai and Zamar [7] that g is continuous, strictly increasing with respect to θ and strictly decreasing in s for s > 0. If A2* holds, then s and s are defined so that g 1 (s, 0) = b/(1 − ε) and g 1 (s, 0) = (b − ε)/(1 − ε), respectively, and m(t, s) = g 2 (s, t) − g 2 (s, 0), where g i (s, t) is defined as in (3.14) after replacing ρ with ρ i .
Maximum bias curves for CM-estimates.
A CM -estimate of regression {t CM (H), T CM (H)} can be expressed in the form (3.11) with J taken to be
and where σ(F ) is the M -scale defined as the solution to the equation
Consequently, application of the general method in [1] for computing maximum bias functions leads to the following result: 
and let
Then the maximum bias function of T CM , denoted by B CM (ε), is given by
This general result can be given a simpler representation when condition A2* also holds. In particular, in the definition of m CM (t), the infimum is obtained when α = 0 and θ is any vector such that θ = t. This gives
, with g(s, t) being defined as in (3.14) and g −1
(1) (·, t) being the inverse of g with respect to s. Also, it is easy to verify that
4. Maximum bias functions for two special cases. Maximum bias functions generally tend to have rather complicated expressions. Under some model distributions, though, these expressions can be substantially simplified. This is possible for two special cases considered here, namely the Gaussian and Cauchy models. These simplified expressions are useful for computing and comparing the maximum bias curves of various estimates for these models, which is done in Section 5.
Maximum bias functions under the Gaussian model.
We assume throughout this section that not only the error term, but also that the regressor variables arise from a multivariate normal distribution. That is, we assume H o has a joint N(0, I p+1 ) distribution and refer to this as the Gaussian model. Let g(s) = E Φ ρ(Z/s), where Z is a standard normal random variable, and define σ b,ε
Martin, Yohai and Zamar [7] show that the maximum bias function for an S -estimate of the regression slope under the Gaussian model and based on a function ρ satisfying A3 is given by
To obtain an expression for the maximum bias function of a CM -estimate of regression under the Gaussian model, let 
where Z is a standard normal random variable. Under the Gaussian model,
Since ρ 1 is the same ρ-function used in defining the preliminary S -estimate, we have s = σ b,ε and s = γ b,ε . Hence, B MM (ε) ≥ ℓ(ε), where
A simpler form for the upper bound, which can be used for computational purposes, can be obtained under some additional regularity conditions on g 2 (t). These conditions hold in most cases of interest.
A4. (i) g(s) is continuously differentiable;
(ii) φ(s) . = −sg ′ (s) is unimodal, with its maximum being obtained at 
where ℓ(ε) is given in (4.22) and The upper bound in Theorem 4.2 coincides with that obtained by Hennig [5] . However, the tighter lower bound gives us further insight into the maximum bias and enables us to determine when the bounds are actually an equality. Obviously, if ε is such that u(ε) ≤ ℓ(ε), then B MM (ε) = ℓ(ε). This occurs in many important cases for a wide range of ε values.
As an example, consider the biweight loss function ρ T defined by (2.8). If we choose ρ 1 (u) = ρ T (u/k 1 ) and ρ 2 (u) = ρ T (u/k 2 ) with tuning constants k 1 = 1.56 and k 2 = 4.68, respectively, and choose b = 0.5, then the resulting MM -estimate has a 50% breakdown point and is asymptotically 95% efficient under the Gaussian model. For this case, it can be verified that the condition 
. It can also be verified that the corresponding φ 2 function is unimodal. A plot of φ 2 is displayed in the upper panel of Figure 1 . The bounds given in Theorem 4.2 for this MM -estimate are displayed in the lower panel of Figure 1 . Both bounds coincide for values of ε up to approximately 0.33. Hence, for such ε, the exact value at the maximum bias function is known.
Maximum bias functions under the Cauchy model.
We now assume that the error term and the regressors follow independent Cauchy distributions rather than normal distributions. That is, we assume x 1 , . . . , x n and y have independent standard Cauchy distributions. For brevity, we refer to this distributional model as the Cauchy model. Note that in this case, the distribution of the regressors is not elliptically symmetric. The derivations for the Cauchy model closely follow those given for the Gaussian model. Let g(s) = E Φ ρ(Z/s), where Z is now a standard Cauchy random variable, and, again, let σ b,ε
In the Appendix, we show the maximum bias function for an S -estimate of regression to be
and for a CM -estimate of regression to be
with D c (ε) being analogous to its definition given after equation (4.20) . Upper and lower bounds for the maximum bias function for the MM -estimates of regression are shown in the Appendix to be 
The conditions given in (4.19), Theorem 4.1 and Theorem 4.2 for the Gaussian model are also being assumed here for (4.23), (4.24) and (4.25), respectively, for the Cauchy model. For an MM -estimate of regression, condition A4 can again be shown to hold when using a biweight loss function. It is somewhat surprising that the expressions for B S (ε), B CM (ε) and B MM (ε) are of order o(ε) as ε → 0 under the Cauchy model, in contrast with the usual √ ε order. This is not, however, a contradiction of known results which establish general √ ε order for the maximum bias functions of regression estimates based on residuals since such results require either elliptical regressors, as in Yohai and Zamar [13] , or the existence of second moments for the regressors, as in He [3] or Yohai and Zamar [14] .
5. Maximum bias curve comparisons.
The Gaussian model.
Most estimators need to be tuned so that they perform reasonably well under some important model, as well as being robust to deviations from the model. In practice, one often tunes an estimate so that it has good efficiency under the Gaussian model as well as a high breakdown point. For smooth ρ-functions, both the MM -and CM -estimates of regression can be tuned to have a 50% breakdown point and 95% asymptotic relative efficiency under the Gaussian model. This is also true for the class of τ -estimates; see Yohai and Zamar [12] for details. Thus, these estimates cannot be ranked on the basis of their efficiency and breakdown point alone. Comparing their maximum bias behavior under the Gaussian model gives further insight into how these estimates are affected by deviations from the model.
Here, we again consider the estimates associated with the family of Tukey's biweight loss function (2.8). The 95% efficient biweight MM -estimate with a 50% breakdown point was discussed in the previous subsection. A 95% efficient biweight CM -estimate with a 50% breakdown point is obtained by choosing ρ(u) . = ρ T (u), b = 0.5 and the tuning constant c = 4.835; see [8] for details. In contrast, a 95% efficient biweight S -estimate of regression has a 12% breakdown point, whereas a biweight S -estimate with a 50% breakdown point is only 28.7% efficient under the Gaussian model. Figure 2 represents the maximum bias functions under the Gaussian model of the MM -, CM -and τ -estimates based on biweight functions and tuned so that they have 95% (asymptotic) efficiency under the Gaussian model and a 50% breakdown point, as well as the 95% efficient biweight S -estimate. We observe that up to ε ≈ 0.28, the τ -estimate has a larger bias than the MM -estimate and then a smaller bias afterward. The τ -estimate, though, has a larger bias than the CM -estimate over essentially the entire range of ε. Up to ε ≈ 0.20, MM -and CM -estimates are roughly equivalent, although for larger fractions of contamination, the CM -estimate is clearly better.
As a further comparison, Figure 3 again shows the maximum bias function under the Gaussian model of the above 95% efficient biweight MM -and CM -estimates, as well as of the less efficient 50% breakdown point biweight S -estimate. Also included in Figure 3 is the biweight CM -estimate having a 50% breakdown point and an asymptotic relative efficiency of 61.1% under the Gaussian model, which corresponds to choosing the tuning constant c = 2.568. (The efficiency of the CM -estimate based on a biweight function with b = 1/2 and c = 2.568 under the Gaussian model is incorrectly reported as 28.7% rather than 61.1% in Table 1 of Mendes and Tyler [8] . The rest of Table 1 of [8] is correct.)
The maximum bias of the 95% efficient MM -estimate is uniformly larger than that of the corresponding S -estimate. This is consistent with the general result given in Theorem 3.1. The increase in bias for the MM -estimate is compensated by its increase in efficiency. A curious observation, though, is that for large fractions of contamination, the maximum bias of the 95% efficient CM -estimate is lower than that of the 28.7% efficient S -estimate. Furthermore, the maximum bias of the 61.1% efficient CM -estimate is almost identical to (and as shown theoretically in the next section, is never larger than) that of the 28.7% efficient S -estimate. That is, there is no trade-off between increased efficiency and maximum bias for this CM -estimate relative to the S -estimate. In practice, given that the maximum bias function of the 95% efficient CM -estimate does not greatly differ from that of the 61.1% estimate, the 95% efficient estimate would be preferable.
The Cauchy model.
We now consider the maximum bias behavior of S -, MM -and CM -estimates under the Cauchy model. Figure 4 shows the maximum bias functions under the Cauchy model for the MM -and CM -estimates which are 95% efficient under the Gaussian model, as well as for the 28.7% efficient biweight S -estimate and the 61.1% efficient CMestimate discussed in Section 5.1. The breakdown point of each of these estimates remains 50% under the Cauchy model. The estimates, though, are not retuned here for the Cauchy model. Rather, our goal is to make further comparisons between the same estimates. In practice, given a specific estimate, one would wish to evaluate its robustness properties under various scenarios. From Figure 4 , it can be noted that the 95% efficient CM -estimate tends to have the better maximum bias behavior under the Cauchy model, even better than that of the 61.1% efficient CM -estimate.
Other considerations.
Aside from maximum bias functions, a classical way of evaluating the robustness of an estimate as it deviates from normality is to consider its efficiency under other distributions. The asymptotic efficiencies under the Gaussian model discussed in Section 5.1 depend on the distribution of the error term being normal. They do not however depend on the distribution of the carriers being normal. Rather, the only assumption needed for the carriers is that they possess second moments. This is also true for the asymptotic efficiencies at other symmetric error distributions; see, for example, Maronna, Bustos and Yohai [6] . In particular, the authors note that the asymptotic variance-covariance matrix of θ = T n has the form σ 2 u Σ x , where Σ x is the variance-covariance matrix of the carriers x and σ u depends only on the distribution of the error term u.
. Maximum bias functions for a biweight S-estimate (solid line), an MM-estimate (dotted line, lower bound) and two CM-estimates (dotted-dashed line and solid line
In Table 1 , we again consider the 95% efficient biweight S -, MM -and CM -estimates, the 28.7% efficient biweight S -estimate and the 61.1% efficient CM -estimate discussed in Section 5.1, where the efficiency is taken under a normal error model. These estimates are labeled S95, MM95, CM95, S28 and CM61, respectively. For these estimates, we compute their asymptotic variances σ 2 u (AVAR) under a variety of symmetric error models. Besides the standard normal (NORM), these models include the slash (SL), the Cauchy (CAU), the t 3 -distribution (T3), the double-exponential (DE), a 90-10% mixture of a standard normal and a normal with mean zero and variance 9 (CN) and the uniform distribution on (−1, 1) (UNIF). Each of these distributions is normalized so that its interquartile range is equal to that of the standard normal, namely 1.3490. This corresponds to multiplying the SL, CAU, T3, DE, CN or UNIF random variables by 0.4587, 0.6745, 0.8818, 0.9731, 0.9248 and 1.3490, respectively. Also included in Table 1 are the residual gross error sensitivities (RGES); see Hampel et al. [2] . Formulas for AVAR and RGES can be found in [8] .
From Table 1 , it can be noted that the estimates MM95 and CM95 behave similarly with respect to asymptotic variance and residual gross error sensitivity, with CM95 being slightly better at the longer-tailed slash and Cauchy distributions and the MM95 being slightly better at the more moderate t 3 and double-exponential distributions. Both MM95 and CM95 perform better than S95 at longer-tailed distributions. The behavior of S28 and CM61 is the same, except at the normal and uniform distributions. At longer-tailed distributions, equality tends to hold for the constraint (2.9) on CM61 and so as an estimate, it is asymptotically equivalent to S28 under these distributions. Under the normal and the uniform distributions, there is a considerable difference in favor of CM61. Curiously, the behavior of S28 and CM61 under the Cauchy distribution is better than that of MM95 and CM95. However, based on the overall behavior of the asymptotic variances and residual gross error sensitivities alone, either MM95 and CM95 would be preferable in practice.
6. Bias-inadmissibility of S-estimates under the Gaussian model. Throughout this section, the Gaussian model is presumed to hold, that is, it is presumed that both the response and the carriers are normal. In Section 5.1, it was noted that under the Gaussian model, the maximum bias function of the 61.1% efficient biweight CM -estimate is never smaller than that of the 27.78% efficient biweight S -estimate. In this section, we verify this result theoretically, rather than computationally. Moreover, we note that this result is not specific to the use of the biweight estimates. In general, we show that for a given S -estimate, it is usually possible to tune the corresponding CM -estimates (through the value of c) so that B CM (ε) ≤ B S (ε) for all ε and with strict inequality for at least one value of ε. In such a case, we will say that with respect to the maximum bias criterion, the estimate T S is inadmissible under the Gaussian model since it can be dominated by T CM .
To show this, we need to carefully compare the maximum bias functions of the CM -estimates and the S -estimates. An alternative representation for B CM (ε) in terms of B S (ε) under the normal model [see equations (4.21) and (4.19)] is given by
The functionals T CM and T S in (6.26) are understood to be defined by using the same ρ and the same value of b. From representation (6.26), it is apparent that what we need to consider is the sign of d c (ε) in terms of c and ε. The following result represents a first step in determining appropriate values of the tuning constant c necessary for showing the bias inadmissibility of an S -estimate. The value of K below is defined within condition A4. Theorem 6.1. Suppose that ρ is such that conditions A3 and A4 hold. Then:
As a consequence, for the CM -estimate to improve upon the maximum bias function of the S -estimate, one needs to choose c > 1/K. On the other hand, if c o . = inf{c(ε) : 0 < ε < b}, then we also need to choose c ≤ c o . This range is not empty since, as shown in the Appendix,
where φ(s) is defined within condition A4.
For c ≤ 1/K, the CM -functional is the same as the S -functional at H o , as well as at any H in an ε-contaminated neighborhood of H o . This is because equality is obtained in the constraint (2.9) for the CM -estimate and when equality is obtained, the CM -estimate gives the same solution as the corresponding S -estimate. Thus, for c ≤ 1/K, the CM -estimate has the same maximum bias function as the corresponding S -estimate. On the other hand, for large values of c, the CM -estimate tends to give a solution similar to the least squares solution, so one expects the maximum bias function to be unacceptably large, even though the breakdown point may be close to 1/2. In fact, one can note from (4.21) that for any ε, B CM (ε) → ∞ as c → ∞.
Varying the tuning constant c may decrease the maximum bias for some values of ε, while increasing the maximum bias for other values of ε. The question we address now is whether it is possible to find a moderate value of c (necessarily between 1/K and c o ) such that the maximum bias function of the CM -estimate improves upon the maximum bias function of the Sestimate.
The following result shows that in most cases of interest, the condition c ≤ c o is not only necessary, but also sufficient, to obtain B CM (ε) ≤ B S (ε) for all ε. The value of σ M below is also defined within condition A4. In order to show that an S -estimate can be dominated by a CM -estimate with c chosen so that 1/K < c ≤ c o , it remains to be shown that for some 0 < ε < b, B CM (ε) < B S (ε). For specific examples, this can be checked numerically; under additional assumptions, though, it can be shown analytically. 
Then for any value c such that
the CM-estimate of regression dominates the S-estimate of regression with respect to the maximum bias function. Furthermore, this range of values for c is not empty.
Remark 6.2. From the proof of Theorem 6.3, it follows that a condition more general than (6.29) under which the conclusions also hold is c o = lim ε→0 + c(ε). However, (6.29) is easier to check and holds in most cases of interest.
Consider the biweight S -estimate with breakdown point b ≤ 1/2. It can be verified that the conditions of Theorem 6.3 hold whenever b > 0.410, so any such biweight S -estimate is inadmissible with respect to maximum bias under the Gaussian model. For b = 1/2, that is, for the 27.78% efficient biweight S -estimate, the value of c = 2.568 falls within the interval given in Theorem 6.3. Hence, the 61.1% efficient biweight CM -estimate dominates the 27.78% efficient biweight S -estimate with respect to maximum bias under the Gaussian model. As noted in Section 5.1, although the decrease in maximum bias is negligible, the increase in efficiency is not.
As another example, consider the α-quantile regression estimates. These correspond to S -estimates with ρ(u) = I{|u| ≥ 1} and b = 1−α. It is straightforward to verify that the conditions of Theorem 6.3 hold in this case whenever b > 0.3173, so the α-quantile regression estimates with α < 0.6837 are inadmissible under the Gaussian model with respect to maximum bias. Again, the decrease in maxbias is not large. For example, in the special case α = b = 0.5, for which the resulting α-quantile estimate corresponds to Rousseeuw's [9] least median of squares estimate (LMS ), the best improvement is only 95.7% of the LMS bias.
The α-quantile estimates are often referred to as minimax bias regression estimates. Martin, Yohai and Zamar [7] show that within the class of Mestimates of regression with general scale, an α-quantile estimate minimizes the maximum bias at ε, with the value of α depending on ε. Yohai and Zamar [13] generalize this minimax result to the class of all residual admissible estimates of regression. Under the Gaussian model, an α-quantile estimate can be shown to have minimax bias for some ε whenever 0.500 < α < 0.6837 or, equivalently, whenever 0.3173 < b < 0.500. Despite having minimax bias under the Gaussian model for a given ε, these α-quantile regression estimates are still inadmissible under the Gaussian model with respect to maximum bias. In particular, as shown in Theorem 6.1, for a given α-quantile estimate having minimax bias at ε = ε α , it is possible to construct a CM -estimate which also has the same maximum bias at ε = ε α . Moreover, the maximum bias of this CM -estimate is never larger than the maximum bias of the given α-quantile estimate at any other value of ε = ε α , and furthermore is smaller than the maximum bias of the given α-quantile estimate at some values of ε = ε α . Although the decrease in the maximum bias may not be of practical importance, these observations expose some limitations of the notion of minimax bias.
The minimax bias results given in [13] for the α-quantile regression estimates apply more generally than to just the Gaussian model. They also apply to models having a symmetric unimodal error term along with elliptically distributed carriers. Under such models, though, we conjecture that the α-quantile regression estimates may again be inadmissible with respect to maximum bias, but we do not pursue this topic further here. The value of α which attains the minimum maxbias at a particular ε is not only dependent on the value of ε, but also dependent on the particular model. That is, a particular α-quantile estimate is not necessarily minimax at ε over a range of models, but is only known to be minimax at ε under a specific model. Any estimate which can be shown to dominate an α-quantile estimate would most likely need to be model-specific.
APPENDIX
In this section, we include proofs of the results and other technical questions.
Proof of Theorem 3.1. It can be shown, following the proofs of Lemmas 4, 5 and 6 in [1] , that for all s > 0 and t ∈ R, there exist α t ∈ R and θ t ∈ R p such that
Also, we can show that m(t, s) is a strictly increasing function of t for all s > 0. It follows that h 1 (t) is also strictly increasing.
We first show that B MM (ε) ≤ t 2 , where t 2 is such that h 2 (t 2 ) = ε/(1 − ε). Letθ ∈ R p be such thatt = θ > t 2 . We shall prove that
for each α ∈ R and H ∈ V ε.
Therefore, for each α ∈ R and H ∈ V ε,
that is,
It follows that for every α ∈ R and H ∈ V ε ,
that is, inequality (A.30) holds. The last inequality above follows from A3(ii). Next, we show that B MM (ε) ≥ t 1 , where t 1 is such that h 1 (t 1 ) = ε/(1 − ε). Since B S (ε) < t 1 , we can select an arbitrary t > 0 such that B S (ε) < t < t 1 . It is enough to show that B MM (ε) ≥ t. We know that there exist α t ∈ R and θ t ∈ R p such that
Since h 1 is strictly increasing, h 1 (t) < h 1 (t 1 ) = ε/(1 − ε). It follows that
Define the following sequence of contaminating distributions:H n = δ (yn,xn) , where x n = nθ t and y n = α t + x ′ n θ t = α t + nt 2 . Let H n = (1 − ε)H o + εH n and θ n = T(H n ). Suppose that sup n θ n < t, in order to produce a contradiction. Under this assumption, there exists a convergent subsequence, denoted also by {θ n }, such that lim n→∞ θ n =θ, where θ =t < t. Assume for a moment that the sequence of intercept functionals evaluated at H n , α n = t(H n ), satisfies lim n→∞ |α n | = ∞. Then
but this fact contradicts the definition of (α n , θ n ). Note that 0 < s < s(H n ) < s < ∞ implies lim n→∞ E Ho ρ 2 [(y − α t − x ′ θ t )/s(H n )] < 1 which, in turn, implies the strict inequality above. Therefore, we can assume, without loss of generality, that lim n→∞ α n =α for some finiteα ∈ R. As a consequence, we have
(A.32)
We now prove that lim n→∞ s(H n ) = s for any convergent subsequence s(H n ). Let s ∞ = lim n→∞ s(H n ). Note that s satisfies the equation
Let (γ n , β n ) = (t 1 (H n ), T 1 (H n )) be the regression S-estimate based on ρ 1 . We know that β n ≤ B S (ε) < t for all n, so that, without loss of generality, lim n→∞ β n =β, where β < t. Assume that lim n→∞ |γ n | = ∞. Since
Then there exists s n < s(H n ) such that
but this fact contradicts the definition of (γ n , β n ). Therefore, we can also assume, without loss of generality, that lim n→∞ γ n =γ for some finiteγ ∈ R. As a consequence, letting n → ∞ in (A.34), we obtain
Comparing the last equation with (A.33), we deduce that s ∞ ≥ s. Since s = sup H∈Vε s(H), we have s ∞ = s. We use this fact to obtain Equations (A.35) and (A.36) below.
Equations (A.31) and (A.32) imply that
On the other hand, applying (A.32), we have
Therefore, for sufficiency large n,
This last inequality contradicts the definition of (α n , θ n ). For every t > 0 such that B S (ε) < t < t 1 , we have found a sequence of distributions {H n } in the neighborhood V ε such that sup n T(H n ) ≥ t. Therefore, B MM (ε) ≥ t 1 .
Proof of Theorem 3.2. It is enough to check that the functional J(F ) defined in (3.15) satisfies condition A1 in [1] . For instance, the monotonicity condition A1(a) follows immediately from the monotonicity of the M -scale σ(F ).
Proof of Theorem 4.1. We will apply Theorem 3.2. Let
On the other hand, if θ = t and F t = (1 − ε)F Ho,0,θ + εδ o , then, when H o is multivariate normal, we have σ(F t ) = (1 + t 2 ) 1/2 γ b,ε and
From (3.18), we know that B CM (ε) = t ε , where m CM (t ε ) = r CM (ε). Matching the expressions in Equations (A.37) and (A.38) and solving for t yields the result.
Proof of Theorem 4.2. Let t ∈ R be arbitrary. Under the assumptions, the function m(t, s) is continuously differentiable with respect to s, with derivative given by
Since φ 2 (s) is unimodal, for each ε we have that m(t, s) is (a) strictly increasing for s ∈ [s, s], (b) strictly decreasing for s ∈ [s, s] or (c) it has a unique critical points ∈ (s, s) which is a local maximum. In any of the three cases, the global minimum of m(t, s) for s ∈ [s, s] is attained at one of the two extremes of the interval. That is, h 2 (t) = inf s≤s≤s m(t, s) = min{m(t, s), m(t, s)}.
From Theorem 3.1, an upper bound for the maximum bias is given by the value of t ε such that h 2 (t ε ) = ε/(1 − ε). If h 2 (t ε ) = m(t ε , s), then h 1 (t ε ) = h 2 (t ε ) and therefore t ε = ℓ(ε). On the other hand, if h 2 (t ε ) = m(t ε , s), then we have that t ε = u(ε). Hence, the result follows.
Proof of (4.23). We apply Theorem 1 from [1] . Following the notation in that paper, we have that c = σ b,ε . On the other hand, Proof of (4.24). Clearly, under the Cauchy model, the expression for r CM (ε) is formally the same as that corresponding to the Gaussian model. We just have to compute g(s) with respect to the Cauchy distribution instead of the normal. On the other hand, under the Cauchy model it is not difficult to check that m CM (t) = log(1 + t) + inf Since we are assuming that φ(s) is unimodal, the same proof as in the case of the Gaussian model yields (4.25).
Proof of Theorem 6.1. Proof of (6.28). By using implicit differentiation, one obtains ∂σ b,ε ∂ε = 1 (1 − ε) 2 (1 − b)σ b,ε φ(σ b,ε ) and ∂γ b,ε ∂ε = 1 (1 − ε) 2 −bγ b,ε φ(γ b,ε ) .
This then gives
The last inequality follows since, as noted previously, γ b,ε < σ b,0 < σ M . This then implies (6.28). For ε > ε b , we have
