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АЛГОРИТМИ РОЗВ’ЯЗАННЯ ЗАДАЧІ ОПТИМАЛЬНОГО
РОЗМІЩЕННЯ ПУНКТІВ СПОСТЕРЕЖЕНЬ МЕРЕЖІ
МОНІТОРИНГУ СТАНУ АТМОСФЕРНОГО ПОВІТРЯ
Feasibility of using greedy algorithm to solve the problem of optimal
allocation of observation network monitoring of air, which in comparison with the
methods of evolutionary search, provides faster finding close to optimal or optimal
solution. Develops two algorithms for solving this problem, based on different
ways of combining greedy algorithm with the method of exhaustive search, thus
improving the accuracy of solutions obtained by the classical greedy algorithm.
Refs: 5 titles.
Вступ. В роботах [1], [2] та ін. розглядалася математична постановка
задачі оптимального розміщення пунктів спостережень мережі МСАП (згідно
з критерієм інформаційної корисності проведення спостережень), що дає
можливість знаходити координати для встановлення пунктів спостережень в
залежності від їх типу, задач, що ставляться перед мережею тощо.
Поставлену задачу (згідно з [2] задача (7)-(19)) представлено у вигляді
нелінійної задачі умовної цілочисельної оптимізації на неопуклій або
незв'язній області.
В даній роботі, розглянемо методи та алгоритми її вирішення, їх
програмну реалізацію у складі спеціалізованої інформаційно-аналітичної
системи еколого-енергетичного моніторингу (AISEEM), створення якої
описано в роботах [3], [4], [5] та ін., та експериментальне дослідження
запропонованих та реалізованих алгоритмів.
Вирішення задачі. Зважаючи на складність поставленої задачі (7)–(19),
її оптимальний розв’язок можна знайти лише методом повного перебору
(надалі Метод 1).
Суть Методу 1 для даної задачі полягає в послідовному переборі всіх
можливих розміщень від одного до N ПСЗ з обчисленням для кожного
варіанту значення F. Оптимальним є розміщення з максимальним значенням
інформаційної корисності F.
Проте в даному випадку Метод 1 через його велику обчислювальну
складність можна застосовувати лише для невеликих територій (міст), тому
виникає необхідність використання евристичних оптимізаційних алгоритмів.
Було розглянуто наступні методи та алгоритми: методи еволюційного
пошуку (зокрема генетичні алгоритми), жадібні алгоритми, мурашині
алгоритми, алгоритм „падіння” (Drop algorithm), алгоритм Маранзана
(Maranzana algorithm), алгоритм Тейза-Барта (Teitz-Bart algorithm або Bump-
and-Shift algorithm), алгоритм GRIA (Global-Regional Interchange Approach,
підхід глобально-регіонального обміну).
Для подальших досліджень обрано методи еволюційного пошуку та
жадібні алгоритми. Але в загальному випадку для вирішення поставленої
задачі (7)–(19) запропоновано використовувати жадібний алгоритм (надалі
Метод 2), що, в порівнянні з методами еволюційного пошуку, забезпечує
більш швидке знаходження близького до оптимального або оптимального
розв’язку, та включає наступні етапи (пункти):
1. Задання , ,ij ij ij   , N, N′, dmin ij, розміру сітки розбиття d, Rij,
( , ), 1, 'k kx y k N=
2. Вибір джерела даних про забруднення та задання параметра V;
3. Ncopy=N;
4. Розрахунок або завантаження qijl, 1, , 1, , 1,l t i m j n= = = ;
5. Розрахунок або завантаження zij, eij, 1, , 1,i m j n= = ;
6. Визначення emax;
7. gmax=0;
8. Розрахунок dij з врахуванням параметра V, 1, , 1,i m j n= = ;
9. Визначення dmax;
10. Розрахунок kij, 1, , 1,i m j n= = ;
11. Розрахунок gij, 1, , 1,i m j n= = ;
12. Визначення gmax=max(gij), 1, , 1,i m j n= =  за умови dij> dmin та bij=1;
13. Якщо Ncopy=N та gmax=0, то не вдалося встановити жодного нового
посту. Перехід до п. 17;
14. Якщо Ncopy>N та gmax=0, то не вдалося встановити новий пост.
Перехід до п. 17;
15. Встановити новий пост (i, j). N=N-1;
16. Якщо N>0, то перехід до п. 6.
17. Вивід результатів та, для режиму тестування, часу обчислень (Т).
Розроблено два алгоритми вирішення поставленої задачі (Метод 3 та
Метод 4), що базуються на різних способах поєднання жадібного алгоритму
з методом повного перебору, що дозволило підвищити точність розв’язків,
отриманих за допомогою класичного жадібного алгоритму.
Для пояснення Методу 3 введемо поняття „околу k-го посту”. Під
околом k-го посту будемо розуміти територію, обмежену колом з центром в
точці (xk, yk) та радіусом dmin.
Суть Методу 3 полягає в тому, що після встановлення k-го (k≥2) посту
(п. 15), замість k-го та (k–1)-го ПСЗ в околі (k-1)-го посту намагаємося
встановити два ПСЗ (k*-й та (k*–1)-й), сумарна інформаційна корисність яких
перевищує сумарну інформаційну корисність k-го та (k–1)-го ПСЗ. Якщо такі
точки для встановлення k*-го та (k*–1)-го посту знаходяться, то відбувається
заміна k-го та (k–1)-го ПСЗ на k*-й та (k*–1)-й, після чого виконується перехід
до п. 16. Таким чином отримуємо Метод 3.
Метод 4 полягає в наступному: знаходимо розміщення мережі МСАП
використовуючи Метод 2 або Метод 3, після чого для кожної пари (i та j,
1, , 1, ,i N j N i j′ ′ ′ ′= = < ) встановлених постів Методом 1 намагаємося
знайти пару (i* та j*, * * * *1, , 1, ,i N j N i j′ ′ ′ ′= = ≠ ) нових постів, що не
співпадають з уже встановленими, так щоб сумарна їх інформаційна
корисність перевищувала сумарну інформаційну корисність постів i та j.
Якщо така пара (i* та j*) знаходиться, то пара (i та j) постів замінюється на
пару постів (i* та j*). Таким чином отримуємо Метод 4.
Таблиця 1
Характеристики реалізованих методів (алгоритмів) при V=1*
Значення функції цілі F Час обчислення T, мс
N Кількістьклітинок Метод 1 Метод 2 Метод 3 Метод 4 Метод 1 Метод 2 Метод 3 Метод 4
1 60160 - 200,54 200,54 200,54 - 1623 1645 1625
1 25 139,51 139,51 139,51 139,51 4484 1594 1578 1594
2 4891 - 453,68 453,68 453,68 - 1500 1516 1516
2 30 247,72 247,47 247,47 247,47 - 1703 1688 1672
2 25 281,80 281,80 281,80 281,80 4797 1703 1703 1687
2 20 243,44 243,44 243,44 243,44 1781 1704 1703 1718
2 16 150,82 150,82 150,82 150,82 1688 1609 1703 1875
5 156 - 814,95 814,95 814,95 - 1578 1563 17937
5 30 585,32 576,38 576,38 585,32 - 1578 1547 1688
10 100 - 1579,97 1579,97 1579,97 - 1532 1531 25640
10 16 510,85 510,85 510,85 510,85 2469 1546 1547 1641
15 60160 - 3029,53 3029,53 3029,53 - 1437 1485 -
20 36 - 1237,86 1237,86 1295,68 - 1671 1688 9156
25 49 - 1788,80 1788,80 1812,10 - 1531 1547 30062
30 60160 - 6086,39 6086,39 6086,39 - 2375 2422 -
30 49 - 2200,15 2200,15 2239,39 - 1531 1532 52875
35 60160 - 7047,79 7047,79 7047,79 - 2766 2812 -
40 60160 - 8017,10 8017,10 8017,10 - 3188 3250 -
45 60160 - 8985,09 8985,09 8985,09 - 3672 3734 -
50 60160 - 9924,34 9924,34 9924,34 - 4172 4250 -
Примітка. * – в табл. 1 в колонці значення функції цілі для Методу 1
(методу повного перебору) та в колонках часу обчислень для Методу 1 та 4
стоїть „”, якщо даний метод не закінчив розрахунки за відведений час
(60000 мс). Експерименти проводились на ПК Inter® Core™ 2 Duo CPU
E7300 @ 2,66GHz 1,57ГГц 1,99 ГБ ОЗУ.
Дослідження запропонованих методів на прикладі даних м. Києва
показало, що найшвидше працюють Методи 2 і 3, які при цьому знаходять
розміщення, загальна інформаційну корисність F якого, дуже близька до
оптимального значення, знайденого Методом 1 (табл. 2).
Проведено 640 експериментів вирішення задачі оптимального
розміщення від 1 до 50 пунктів спостережень мережі МСАП з розміром сітки
розбиття від 200 м. до 10 км. (кількість змінних від 16 до 60160) з
обмеженням на час обчислень в 60000 мс. В 103 випадках отримано
оптимальне рішення задачі розміщення пунктів спостережень мережі МСАП
Методом 1. При цьому середнє відхилення рішень отриманих Методами 2-4
від оптимального розміщення відповідно становило 1,40%, 1,40% та 0,50%
відповідно. При цьому для Методу 4 найбільше відхилення становило лише
6,83%. Таким чином Метод 4 забезпечує найбільш точний розв’язок задачі
розміщення пунктів спостережень мережі МСАП. Методи 3-4 покращують
розв’язки, знайдені Методом 2, в середньому на 0,02% та 0,38% відповідно.
Позначимо через Х кількість клітинок розбиття території, яка тотожна
кількості змінних в задачі, тоді часова складність (ефективність) Методу 2 в
загальному випадку з коефіцієнтом детермінації R2=0,6033 описується
наступним рівнянням множинної лінійної регресії:
( , ) 34,14 0,04 1199,22T N X N X= + + . (1)
Часова складність Методу 3 в загальному випадку з R2=0,5997
описується рівнянням:
( , ) 34,68 0,05 1185,76T N X N X= + + . (2)
Часова складність Методу 4 в загальному випадку з R2=0,7569
описується рівнянням:
2( , ) 1644,18 0,67 0, 28 7346,82T N X N X X= + − − .             (3)
Отже, на основі проведених експериментів та формул (1)–(3), можна
зробити висновок, що Методи 2-4 дають результат, близький до
оптимального розміщення мережі МСАП, за суттєво менший час, порівняно з
використанням Методу 1, оскільки, як відомо, Метод 1 має складність О(сХ),
зокрема для поставленої задачі (7)–(19)  О(ХN), а складність Методів 2-4
відповідно становить О(Х), О(Х) та О(Х2).
Програмна реалізація та експериментальне дослідження запропонованих
алгоритмів здійснювались у складі спеціалізованої інформаційно-аналітичної
системи еколого-енергетичного моніторингу (AISEEM), для якої розроблено
базу даних еколого-енергетичного моніторингу, що містить необхідні дані
для вирішення поставлених задач. При розробці AISEEM використовувались:
СУБД Microsoft Access, середовище програмування Borland C++ Builder 6.0,
технологія ADO (ActiveX Data Objects), мова запитів SQL та концепція
об’єктно-орієнтованого програмування. Спроектовано та розроблено 17
невізуальних класів (TPostOptimization, TChimneyStack, TPlant, TWind тощо)
та 10 візуальних класів відповідних форм (TFormMain, TFormChart тощо).
AISEEM є автономного системою, яка може працювати на будь-якому
ПК під управлінням ОС Windows (95 і вище), навіть в умовах, коли там не
встановлено ні СУБД Microsoft Access, ні Borland C++ Builder 6.0 тощо.
Рис. 1. Приклад інтерфейсу AISEEM. Карта розташування ПСЗ МСАП
Проведено тестування AISEEM з використанням реальних даних на
прикладі м. Києва. Приклад побудови карти розподілу забруднення
приземного шару атмосфери в м. Києві пріоритетними ЗР від основних
стаціонарних ДВ та визначення на основі цих даних розміщення пунктів
спостережень мережі МСАП показано на рис. 1.
AISEEM містить ряд параметрів налаштування (рис. 2), які
забезпечують можливість вирішення задачі розміщення пунктів
спостережень мережі МСАП на основі різних джерел даних щодо
забруднення з врахуванням пріоритетності орієнтації мережі (рівень
забруднення, показник соціально-економічної цінності території тощо).
Таким чином, запропонована модель інформаційної корисності
проведення спостережень на даній території, математична постановка задачі
оптимального розміщення пунктів спостережень мережі МСАП та
запропоновані і реалізовані у складі AISEEM методи і алгоритми її
вирішення в комплексі забезпечують ефективне вирішення задачі
розміщення пунктів спостережень мережі МСАП.
Рис. 2. Параметри налаштування розміщення ПСЗ мережі МСАП
Висновки. Запропоновано вирішувати поставлену задачу за допомогою
жадібного алгоритму, що, в порівнянні з методами еволюційного пошуку,
забезпечує більш швидке знаходження близького до оптимального або
оптимального розв’язку. Проведено дослідження можливостей покращення
отриманих жадібним алгоритмом розв’язків. Розроблено два алгоритми
вирішення поставленої задачі, що базуються на різних способах поєднання
жадібного алгоритму з методом повного перебору, що дозволило підвищити
точність розв’язків, отриманих за допомогою класичного жадібного
алгоритму. Дослідження запропонованих алгоритмів на прикладі реальних
даних м. Києва показало, що всі запропоновані алгоритми дають результат
близький до оптимального розміщення мережі МСАП (отриманого методом
повного перебору) за час в рази менший, порівняно з використанням методу
повного перебору.
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