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Abstract
Recent years have seen increased use of Bayesian model compari-
son to quantify notions such as naturalness, simplicity, and testabil-
ity, especially in the area of supersymmetric model building. After
demonstrating that Bayesian model comparison can resolve a paradox
that has been raised in the literature concerning the naturalness of
the proton mass, we apply Bayesian model comparison to GUTs, an
area to which it has not been applied before. We find that the GUTs
are substantially favored over the non-unifying puzzle model. Of the
GUTs we consider, the B − L MSSM GUT is the most favored, but
the MSSM GUT is almost equally favored.
1
ar
X
iv
:1
70
8.
07
83
5v
2 
 [h
ep
-p
h]
  3
 Fe
b 2
01
8
Contents
1 Introduction 2
2 Bayesian Model Comparison 5
2.1 Bayes factors . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Bayesian evidences . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Puzzle models . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Prior distributions . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Implications 9
3.1 BG-sensitivity and the hierarchy problems . . . . . . . . . . . 9
3.2 Proton mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 The weak-scale MSSM GUT . . . . . . . . . . . . . . . . . . . 15
3.4 The MSSM GUT . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.5 The B − L MSSM GUT . . . . . . . . . . . . . . . . . . . . . 28
3.6 A non-SUSY GUT . . . . . . . . . . . . . . . . . . . . . . . . 37
4 Conclusion and Discussion 38
A Monte Carlo Integration on the GPU 41
1 Introduction
The naturalness principle — the principle that a correct theory should not
require fine-tuning of its parameters to agree with experimental data — has
been widely used in physics both to make predictions and to guide theoretical
study.1,2 When a theory does require fine-tuning to be in agreement with ex-
perimental data, it is in conflict with the naturalness principle and is said to
have a fine-tuning problem. For example, the horizon problem and the flat-
ness problem are both fine-tuning problems in the big bang theory. Together,
they motivated the discovery of the theory of inflation4 and the theory of the
ekpyrotic universe.5 Notable examples of contemporary fine-tuning problems
include the cosmological constant problem,6,7 the strong CP problem,8 and
the little hierarchy problem of the Minimal Supersymmetric Standard Model
(MSSM).9,10 Each of these examples has inspired many new theoretical de-
velopments. See Ref. 11 for a review of possible solutions inspired by the
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cosmological constant problem. The strong CP problem has inspired theo-
ries of axions,8,12–15 and a variety of other possible solutions16–201. The little
hierarchy problem has helped inspire the Super-Little Higgs theory,21,22 the
Extended MSSM,23 and the NMSSM.24 Perhaps the most influential of fine-
tuning problems is that of fine-tuning in the mass of the standard model
(SM) Higgs boson. This is known as the (big) hierarchy problem.1–32
The lack of experimental evidence of new physics from recent particle
physics experiments such as the LHC has left us with a plurality of mod-
els that are consistent with experimental data. This has lead to increasing
reliance upon naturalness both for making predictions, and for motivating
various theories of physics beyond the standard model, especially supersym-
metry. In order to make quantitative predictions using the naturalness prin-
ciple, it is necessary to have a quantitative definition of naturalness and a
criterion to represent the naturalness principle. This arrived in the form of
the Barbieri-Giudice (BG) sensitivity, introduced in Refs. 26, 27. The BG
sensitivity is a measure of fine-tuning, so that large BG sensitivity corre-
sponds to a lack of naturalness. That is,
large BG sensitivity ⇔ fine-tuned ⇔ unnatural ,
no large BG sensitivity ⇔ not fine-tuned ⇔ natural .
This became a dominant way to quantify fine-tuning (for example, see Refs. 28–
33,35,36). However, some shortcomings of the BG sensitivity have been iden-
tified, suggesting that it is not appropriate for every situation.3,30,37,38
The naturalness principle is not without its detractors. It has been
pointed out that the anthropic principle could result in apparent violation
of the naturalness principle in our observable universe.2 This idea seems to
have gained traction recently as the LHC has not revealed a solution to the
hierarchy problem. It has also been argued that the naturalness principle is
more an interesting historical and sociological factor in physics than a useful
aid in objectively determining the truth value of theories.3
At the same time, however, there is growing recognition that the natural-
ness principle may be rooted in Bayesian model comparison. The connection
between the naturalness principle and Bayesian model comparison was no-
ticed in Ref. 34. In Ref. 39, it was shown that Bayesian model comparison
1See Refs. 16,20 for brief lists of possible solutions to the strong CP problem.
2It has been argued that the big hierarchy problem is not a true fine-tuning problem
because it is dependent on how quadratic divergences are regularized. For example, see
Ref. 25.
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could be used to reach some of the same conclusions that previously had been
reached by the naturalness principle. Then Refs. 40–43 used Bayesian model
comparison to derive the BG sensitivity. Not only did this show that physi-
cists’ most popular quantitative measure of fine-tuning can be derived from
Bayesian model comparison, but also Bayesian model comparison provides
an objective interpretation of that fine-tuning measure. In Ref. 43 it is fur-
thermore shown that the derived fine-tuning measure encompasses not only
the BG sensitivity but also some of the refinements proposed in Refs. 37,38,
and that it addresses some of the ambiguities in the BG sensitivity.
The Bayesian approach to naturalness has caught on and been put to
use in recent years. It was applied to a number of MSSM-related model
comparisons in Refs. 44–47. It has also been applied to more general ex-
tensions of the SM in Ref. 48 and to the relaxion mechanism in Ref. 49. In
Ref. 50, Bayesian naturalness is used to argue that natural supersymmetry
is still viable, and to identify the more natural allowed regions of parameter
space. In Ref. 51 it is used to compare the CMSSM to the CNMSSM. In
Ref. 53 it is used to study higher-dimensional operators in the Higgs sector.
In Ref. 52 the Bayesian roots of the BG sensitivity are used to provide con-
text and interpretation of an analysis based on BG sensitivity. Some of these
developments have been discussed in Ref. 54. Useful review can be found in
Ref. 55.
It has also been noticed, though less talked about in the physics literature,
that Bayesian model comparison accounts for the simplicity and testability
of theories. See Ref. 56 for an earlier paper on this and see Ref. 57 for a
more recent discussion. See Refs. 58–60 for some discussion of this in the
context of evaluating cosmological models. See Refs. 61–63 for discussion in
the philosophy of science literature. In Ref. 58 the connection to testability
(predictiveness) is made explicit.
Bayesian naturalness has been developed in the context of discussing
supersymmetry and the little hierarchy problem, and it has seen the most use
within this context (see for example the references in the previous paragraph.
See Refs. 48, 49 for two examples outside this context). In this paper, we
apply Bayesian model comparison to gauge unification, an area to which it
has not be applied before. Some of the Grand Unified Theories (GUTs)
that we consider have additional parameters related to threshold corrections,
making them more complicated than a simple GUT. Our analysis shows that
despite this added complexity, these GUTs are preferable to the puzzle model
because the observables are rather insensitive to the additional parameters.
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The proton mass is important because applying the BG sensitivity leads
to a paradox. The BG sensitivity seems to suggest that the proton mass
is fine-tuned even though most physicists would agree that it is not actu-
ally fine-tuned.37,38 We show that with Bayesian naturalness this paradox is
resolved, thus justifying the claim that Bayesian naturalness is a more cor-
rect way to quantitatively understand naturalness. We will also apply the
language of Bayesian naturalness to a simple GUT. Simplicity sits alongside
naturalness as another intuitive, or aesthetic, criterion that physicists have
used to guide research throughout history. The fact that Bayesian model
comparison can quantitatively weigh both naturalness and simplicity has
uses that we demonstrate by applying it to a number of more complicated
GUTs, a task that requires original development of a Monte Carlo integra-
tion program utilizing the computational power of a Graphics Processing
Unit (GPU).
The paper is organized as follows. In section 2 the Bayesian naturalness
formalism is discussed, reviewing some existing literature on the topic. In
section 3 we review the derivation of the BG sensitivity from Bayesian model
comparison in a simple case of a model with one observable and one param-
eter. Then we apply Bayesian model comparison to the proton mass, and
a number of GUTs. Section 4 presents our conclusions and discussion. A
contains some brief details about how we implement Monte Carlo integration
on a GPU. We have released our code to the public.64
2 Bayesian Model Comparison
2.1 Bayes factors
Bayes’ theorem is a fundamental theorem in probability that follows deduc-
tively from the definition of conditional probability. In the context of making
scientific inferences it can be written as
p(M|d) = p(d|M)p(M)
p(d)
(1)
whereM is some model that is being considered, and d is some experimental
data. The quantity p(M|d) is called the posterior probability of model M,
and p(M) is called the prior probability.
There are two major problems with using Bayes’ theorem to calculate
posterior probabilities directly. First, such statements depend on the prior
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probabilities of all other hypothetical models that could predict data d. This
enters Bayes’ theorem through the quantity p(d). Second, such statements
will depend on the prior probability of the model being considered, p(M),
which is subjective. The first of these two problems is avoided by considering
the ratio of posterior probabilities of two models so that the prior probability
of the data, p(d) cancels out. Let us refer to the two models as P and M
(the reason for this choice will become clear in subsection 2.3).
p(P|d)
p(M|d) =
p(d|P)
p(d|M)
p(P)
p(M) . (2)
The second problem is avoided by focusing on the quantity p(d|P)/p(d|M).
This quantity is referred to as the Bayes factor, BPM.
p(P|d)
p(M|d) = BPM
p(P)
p(M) , (3)
BPM =
p(d|P)
p(d|M) . (4)
The Bayes factor quantifies whether the data d favor model P over modelM
(BPM > 1) and how strongly. The farther the Bayes factor is from unity, the
more strongly the data d favor model P over M. In practice one is usually
considering not the sum total of all relevant experimental data, but a specific
experimental measurement or a set of experimental measurements. Referring
to that data of immediate consideration as d2, and all other baseline data
as d1, using Bayes’ theorem, the ratio of posterior probabilities can then be
written
p(P|d2, d1)
p(M|d2, d1) =
p(d2|P , d1)
p(d2|M, d1)
p(P|d1)
p(M|d1)
=
p(d2|P , d1)
p(d2|M, d1)
p(d1|P)
p(d1|M)
p(P)
p(M)
. = B
(2)
PMB
(1)
PM
p(P)
p(M) . (5)
The B
(2)
PM and B
(1)
PM are called partial Bayes factors.
44,65 For brevity and
compact notation, from here on in this paper, when we say “Bayes factor”
we are referring to a partial Bayes factor. And we do not explicitly write
the (1) or (2) superscripts or subscripts, nor do we explicitly include baseline
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data in our notation. It should be clear from context what data is being
considered throughout this paper.
The numerator and denominator of the Bayes factor are referred to as the
Bayesian evidence for P and M, and are denoted ZP and ZM respectively
so that the Bayes factor can be written
BPM =
ZP
ZM (6)
The Bayesian evidence for a model is simply the probability of the data d
assuming the model M is true.
The Bayes factor for some data d is the crucial quantity for comparing two
models with respect to how much the data favor one model over the other.
Note that BPM = 1/BMP . Interpretation of Bayes factors is sometimes aided
by the Jeffreys’ scale.43,44,66
2.2 Bayesian evidences
Bayes factors are computed by computing the Bayesian evidences in the nu-
merator and the denominator. Computing the Bayesian evidence for a model
with n unknown parameters, referred to as θi where i = 1 · · ·n, requires as-
signing a prior probability distribution, p(θi), to the parameters. Suppressing
the indices from here forward, the Bayesian evidence can then be written as
ZM =
∫
p(d|θ)p(θ|M)dθ , (7)
where the integral is over the entire n dimensional parameter space and dθ
denotes the volume element in parameter space. The probability p(d|θ) is
referred to as a likelihood function. Many experimental results are Gaussian
likelihood functions, due to the central limit theorem.44 For example the
experimental result that the Z-boson mass is MZ = 91.1876± 0.0021 GeV67
means the likelihood p(d|MZ) is a Gaussian function of MZ with central
value 91.1876 GeV and standard deviation 0.0021 GeV. The m observables
are referred to as Oi where i = 1 · · ·m. The Bayesian evidence can then be
written as
ZM =
∫
p(d|O)p(θ|M)dθ , (8)
7
where the relationship between the observables and the parameters, O(θ),
in the model M is used to compute the integral. As long as there is no co-
variance between observables (or it can be neglected) the likelihood function
p(d|O) can be written as a product of separate likelihood functions for each
observable. If the experimental uncertainty is sufficiently small, these likeli-
hood functions can be approximated by Dirac δ-functions inside an integral.
That is, using the form of a normalized Gaussian probability distribution
with mean µ and variance σ2,∫
1
σ
√
2pi
e−
1
2
(x−µ)2
σ2 f(x)dx ≈
∫
δ(x− µ)f(x)dx , (9)
as long as f(x) doesn’t vary too much close to x = µ. Both of these simpli-
fications were used explicitly in Ref. 44, for example.
2.3 Puzzle models
Comparisons between two specific models, for example the CMSSM and the
MSSM, are instructive. However, they do not capture the whole of the
naturalness principle. It was shown in Ref. 43 that a puzzle model, referred
to as P can aid in this.
A puzzle model, P , defined as a model in which the observables are simply
considered to be fundamental parameters, is particularly useful for demon-
strating the existence of the (big and little) hierarchy problem. Consider
arguments that the CMSSM has a little hierarchy problem. To what model
should the CMSSM be compared? Comparison to the SM is problematic be-
cause, depending on how one handles regularization of quadratic divergences,
the SM may have a big hierarchy problem that dwarfs the CMSSM’s little
hierarchy problem.44 Instead, the CMSSM should be compared to a puzzle
model, defined such that the electroweak scale is a fundamental parameter
of the model. Then the Bayes factor favors the puzzle model.44,653 The fact
that Bayesian model comparison favors the puzzle model over the CMSSM
is a manifestation of the little hierarchy problem. The Bayes factor can then
serve as a quantitative measure of fine-tuning, like the BG sensitivity. The
Bayes factor in Bayesian comparison with a puzzle model can be used to re-
3Such a comparison is carried out in Refs. 44,65 by comparing the CMSSM to the SM
less quadratic divergences. It is pointed out in Ref. 65 that the latter is essentially a puzzle
model.
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veal a number of fine-tuning problems, including the big and little hierarchy
problems, and the cosmological constant problem.
2.4 Prior distributions
We use the log-uniform prior for parameters throughout this paper:
p(θ)dθ =
1
log θmax
θmin
1
θ
dθ . (10)
Note that the log-uniform prior follows from requiring that the log of θ have
a uniform distribution. The quantity log(θmax/θmin) is called the prior vol-
ume. The log-uniform prior is not uncommon in the literature on Bayesian
naturalness. See, for example, Refs. 43–47,49.
The justification is that it is invariant under power and scale transforma-
tions of the parameters. That is to say, if the parameter θ has a log-uniform
prior, then θ′ = bθa also has a log-uniform prior. Note that in the region
between θmin and θmax, the log-uniform prior is proportional to 1/θ. This
is similar to certain cases of the noninformative Jeffrey’s prior and reference
priors that take the form p(θ) ∝ 1/θ. See Ref. 68 for review.
This invariance is important for application to physics models. For ex-
ample, the relevant observable in the hierarchy problem is the electroweak
scale. The puzzle model will have the electroweak scale as a fundamental
parameter with a log-uniform prior. But to which exact quantity should the
log-uniform prior be assigned? Should it be mZ , m
2
Z , or perhaps even mW
or the Higgs VEV, v? With the log-uniform prior, all of these choices are
equivalent because assigning the log-uniform prior to one means they all have
a log-uniform prior. A similar question arises in gauge unification. Should
the fundamental parameter in gauge unification models be taken to be the
gauge coupling, g, or α = g2/(4pi)? With the log-uniform prior, both choices
are equivalent.
3 Implications
3.1 BG-sensitivity and the hierarchy problems
The BG sensitivity arises in a straightforward way from the Bayesian for-
mulation of naturalness. Derivation of the BG sensitivity from Bayesian
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naturalness has been done in Refs. 40–43. Here, we review this derivation in
a simple case and we use the result in the next subsection.
Consider a Bayesian comparison between a puzzle model, P and a can-
didate model, M, with a parameter, θ. The comparison will use a single
observable O that has been measured in experiments and found to have
value Oex with very small experimental uncertainty. The likelihood func-
tion can then be approximated as a δ function:4 p(d|O) = δ(O − Oex). As
discussed in subsection 2.4, log-uniform priors should be used for both the
observable and the parameter. The Bayesian evidence for the puzzle model
then becomes
ZP = 1
log OmaxOmin
1
Oex . (11)
Assuming there is a unique point in the one-dimensional parameter space for
which the observable takes its experimental value, the Bayesian evidence for
the candidate model becomes
ZM = 1
log θmax
θmin
1
θex
1
∂O
∂θ
∣∣
θex
, (12)
where θex denotes the value of θ for which O takes its experimental value.
That is, O(θex) = Oex. The Bayes factor, BPM = ZP/ZM, then becomes
BPM =
log θmax
θmin
log OmaxOmin
θ
O
∂O
∂θ
∣∣∣∣
θex
=
log θmax
θmin
log OmaxOmin
∂ logO
∂ log θ
∣∣∣∣
θex
. (13)
The partial derivative to the right, ∂ logO/∂ log θ|θex , is exactly the BG sen-
sitivity. The ratio multiplying it is the ratio of prior volumes. A large BG
sensitivity would imply that the puzzle model is favored and the candidate
model disfavored, as long as the ratio of the prior volumes is not too different
from unity.
Note the few assumptions necessary to demonstrate the connection be-
tween the Bayes factor and the BG sensitivity: similar prior volumes, log-
uniform priors for both the observable and the parameter, and a sufficiently
4It is not required that a likelihood function p(d|O) be normalized so that its integral
with respect to O is unity. However, any overall coefficient will just cancel out in BPM so
it is not necessary to account for the normalization here.
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precise measurement of the observable so that the likelihood can be approx-
imated by a δ function.
The observation that prior volumes affect the Bayes factor is not new. For
example, Bartlett’s paradox69 points out that when an alternative hypothesis
uses an improper prior for a parameter to be estimated (for example a uniform
prior over the interval (−∞,∞) is considered), the posterior probability of
the null hypothesis can become unity regardless of the data.
Some comments are in order regarding the ratio of prior volumes, which
multiplies the BG sensitivity in equation (13). Consider the case of the lit-
tle hierarchy problem, which was the original motivation for the invention
of the BG sensitivity. Here the observable, O, is the electroweak scale. In
the standard model, the electroweak scale is proportional to the mass term
of the Higgs doublet. In the standard model without quadratic divergences,
the mass of the Higgs doublet is a fundamental parameter. Therefore the
standard model is equivalent to the puzzle model for the purposes of comput-
ing Bayes factors. The candidate model under consideration is the MSSM,
where the fundamental parameter of interest to the little hierarchy problem
is usually taken to be the µ-term. The SM Higgs doublet mass and the
MSSM µ-term are of the same basic type. That is, they are both dimension-
ful mass terms not protected by any symmetry. Therefore it is reasonable to
suppose them to have similar prior volumes. So the ratio of prior volumes
is close to unity and the Bayes factor is approximately just the BG sensi-
tivity. Not only does this explain why the BG sensitivity is appropriate for
quantifying fine-tuning in the MSSM, but it also gives the BG sensitivity a
concrete interpretation in terms of probabilities. Perhaps most importantly
it suggests how we might identify situations in which the BG sensitivity is
not appropriate for quantifying fine-tuning.
3.2 Proton mass
The mass of the proton can be estimated as the energy scale at which the
strong coupling constant becomes non-perturbative. As noted in Refs. 37,38,
this energy scale is very sensitive to the high-scale boundary value of the
strong coupling.5 As a result, the proton mass has a very high BG sensitivity.
This is a paradox if the BG sensitivity is taken as a measure of fine-tuning,
since most physicists would agree that the proton mass is not fine-tuned.
5“High scale” is usually taken to be the Planck mass.
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In search for a resolution of this paradox, it is pointed out in Ref. 37 that
one difference between the sensitivity in the proton mass and the sensitivity
in some fine-tuning problems, such as the (big and little) hierarchy problem,
is that the sensitivity in the proton mass is a global sensitivity. That is,
the proton mass is highly sensitive over the entire parameter space. In the
hierarchy problems, however, the electroweak scale is only highly sensitive
in a small part of the parameter space and it is that specific part of the
parameter space that nature has chosen. Motivated by this observation, the
authors of Ref. 37 propose a new measure of fine tuning that is normalized
by a kind of average sensitivity so that the proton mass, according to this
new measure, is not fine-tuned.
In fact, according to Bayesian naturalness, the proton is not fine-tuned.
This means it addresses the paradox noted in Ref. 37 automatically. The
results of the previous section will help illuminate this. Following the analysis
in Ref. 37, using the one-loop renormalization group equation (RGE), the
low-energy value of the strong coupling can be written as
α−13 (µ) = α
−1
3 (MP )−
b3
2pi
log
µ
MP
, (14)
where MP is the Planck mass. For this discussion of the proton mass we
neglect any threshold corrections, as their impact on the numerical results
would not be large enough to change any of our conclusions. Using the
scale at which the strong coupling becomes unity as the proton mass, that is
α−13 (mp) = 1 where mp is the proton mass, yields
1 = α−13 (MP )−
b3
2pi
log
mp
MP
. (15)
Treating mp as the observable and α3(MP ) as a fundamental parameter.
We can write an expression for the observable in terms of the parameter.
Abbreviating α3(MP ) as α3,
mp(α3) = MP e
2pi
b3
(α−13 −1) . (16)
Then we can calculate the BG sensitivity.
∂ logmp
∂ logα3
= −2pi
b3
α−13 ≈ 45 , (17)
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where the numerical result is obtained by substituting α−13 ≈ 50 and b3 =
−7.9 If the BG sensitivity is taken as an indicator of fine tuning this would
suggest that the proton mass is fine-tuned, a conclusion most physicists would
intuitively disagree with. But when BPM is taken as the indicator of fine-
tuning we see that the ratio of the prior volumes enters the calculation.
Equation (13) can be used to calculate BPM in this case.
BPM =
log α3max
α3min
log mpmax
mpmin
(
−2pi
b3
)
α−13 . (18)
Unlike in the case of the little hierarchy problem, there is no reason to suppose
that the ratio of prior volumes should be close to unity. The observable, mp,
is a dimensionful mass while α3 is a dimensionless coupling constant, so there
is no reason they should have similar prior volumes. Therefore a large BG
sensitivity should not be taken to imply that BPM is large and the proton
mass fine-tuned.
Not only is there no reason to suppose that the ratio of the prior volumes
is close to unity, but such an supposition seems biased toward favoring the
puzzle model and finding the proton mass to be fine-tuned. Suppose that
the prior for α3 is chosen to cover the range from 0.001 to 1, or three orders
of magnitude. We then find from equation (16) that the range of values of
mp that could be obtained from the model spans approximately 390 orders
of magnitude. This is due to the large global sensitivity noted in Ref. 37.
Supposing that the prior volume of mp should be comparable to the prior
volume of α3 (three orders of magnitude in this case) arbitrarily restricts
the puzzle model to a relatively narrow interval around the observed value
of mp while the candidate model is allowed to span a much larger interval.
This, unsurprisingly, would make the Bayes factor appear to favor the puzzle
model.
Perhaps it would be sufficient to leave the discussion of the proton mass
here. The reader is hopefully convinced that there is no reason the ratio of
prior volumes should be close to unity, and thus no reason to take the BG
sensitivity at face value as an indicator of fine-tuning in the proton mass.
Furthermore, assuming the ratio of prior volumes to be close to unity is
biased toward finding the proton mass to be fine-tuned. Given that such an
assumption is implicit in using the BG sensitivity as an indicator of fine-
tuning (see subsection 3.1), it is no surprise that the BG sensitivity makes
the proton mass appear fine-tuned. Thus the paradoxical result of applying
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the BG sensitivity to the proton mass is resolved. According to Bayesian
naturalness, the proton mass is not fine-tuned and there is no reason to
take the BG sensitivity as an indicator of fine-tuning in the proton mass.
That said, the discussion up to this point suggests a possible heuristic for
restricting the ratio of prior volumes, thereby enabling us to make some
more concrete statements about BPM. This heuristic, which we call the
fairness heuristic, is not really necessary given the above discussion, but it is
interesting to explore its implications.
The fairness heuristic is stated as follows: the prior volumes for the puzzle
model and the candidate model should be chosen so that the two models are
allowed to cover the same range of values for the observable. We refer to
this heuristic simply as the fairness heuristic because it enforces a kind of
fairness in choosing prior volumes for the two models. Applied to the case of
the proton mass, the fairness heuristic says simply
mpmax = mp(α3max)
mpmin = mp(α3min) . (19)
An appropriate choice for α3max is unity, because if it were any larger the the-
ory would be non-perturbative. Applying the fairness heuristic using equa-
tion (16) yields
log
mpmax
mpmin
=
2pi
b3
(α−13max − α−13min) ≈ −
2pi
b3
α−13min . (20)
The BPM then becomes
BPM ≈ − ln(α3min)α3minα−13 . 4 , (21)
where the numerical result is obtained using the fact that α3min must be less
than the measured value α3 ≈ 1/50.
A few comments are in order, as there are strong grounds for question-
ing the fairness heuristic. First, when comparing more than two models, as
we do below, it is not clear which of multiple candidate models should be
used to determine the prior volume of the puzzle model. Second, the fairness
heuristic is only meaningful when the prior distributions have some maximal
and minimal values for the parameters. Prior distributions which cover the
interval (−∞,∞) have no such maximal and minimal values and the fair-
ness criterion is meaningless there. Third, even if the prior has maximal and
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minimal values, In some cases these may not correspond to any maximal and
minimal values of the observables. In such cases, there is no way to apply the
fairness heuristic. Finally, a model that predicts that an observable should
lie in a narrow range ought to be strongly favored, but applying the fairness
heuristic in such a case would result in a low prior volume for the puzzle
model, favoring the puzzle model instead of the highly predictive candidate
model. In light of these points, we do not claim that the fairness heuristic
should be used for model comparisons beyond this particular example. We
emphasize again that the fairness heuristic is not really necessary to reach
our central conclusion in this subsection, which is that, according to Bayesian
naturalness, the proton mass is not necessarily fine-tuned and the BG sensi-
tivity should not be taken at face value as an indicator of fine-tuning in the
proton mass.
3.3 The weak-scale MSSM GUT
In previous subsections we have discussed Bayesian naturalness as it relates
to the (big and little) hierarchy problem, and to the proton mass. These
problems are not unfamiliar to the literature on naturalness, and it is in-
creasingly recognized that Bayesian naturalness reliably reproduces physi-
cists’ intuitive notion of naturalness. As we mentioned in the introduction, it
has also been noticed that Bayesian model comparison reproduces physicists’
notion of simplicity.56–63 We demonstrate an example by applying Bayesian
model comparison to the weak-scale MSSM GUT9,70–75 (see Ref. 9 and refer-
ences therein for review). This will also be a useful preliminary to applying
Bayesian model comparison to the more complicated GUTs below.
The MSSM contains the SM matter fields each with scalar superpartners,
the SM gauge bosons each with fermionic superpartners (gauginos), and two
Higgs supermultiplets to effect electroweak symmetry breaking. One im-
portant consequence of the additional particle content of the MSSM is that
it changes the slope factors in the renormalization group equations of the
gauge couplings. When the gauge couplings are evolved to high-scale under
the MSSM slope factors, they unify almost exactly (i.e. within experimental
uncertainty). This unification is shown in Fig. 1.
Supersymmetry in the MSSM is broken via soft mass parameters, which
give mass to the scalar superpartners and the gauginos above the masses
of their SM counterparts. The soft mass parameters are typically assumed
to be all around the same mass scale, called MSUSY. At mass scales much
15
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Figure 1: Gauge coupling unification in the weak-scale MSSM GUT withMSUSY ≈
MZ . Renormalization scale is denoted µ. This plot was created using the values
MSUSY = MZ and Mu = 2.1× 1016 GeV, along with the experimental values and
slope factors given in the text.
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less than MSUSY, the scalar superpartners and gauginos are decoupled and
the particle content and slope factors are effectively those of the SM. The
parameter MSUSY is then important to unification because it defines the scale
at which the slope factors change from their SM to the MSSM values.
The weak-scale MSSM GUT assumes that the SUSY scale, MSUSY is ap-
proximately equal to the electroweak scale, MZ . LHC searches have placed
a lower bound on sparticle masses that requires that the SUSY scale be sub-
stantially higher. Below we add threshold corrections to this model so that
the SUSY scale can be higher. First we discuss this weak-scale MSSM as it
serves as an instructive example of how Bayesian model comparison repro-
duces conclusions that otherwise would be rooted in an aesthetic principle
that simple theories are to be favored.
The weak-scale MSSM GUT is favored on the basis of simplicity because it
can explain the measured values of the three gauge couplings α1, α2, and α3,
using fewer than three parameters. The intuitive conclusion is that the GUT
is favorable because having fewer parameters is simpler. In this subsection
we use Bayesian model comparison to arrive at the same conclusion.
We choose the two parameters of the GUT to be the unified gauge cou-
pling, αu, and the scale of unification, Mu. The SUSY scale, MSUSY, repre-
senting the average mass of the sparticles, is assumed to be approximately
the electroweak scale, that is, MSUSY ≈ MZ . We work with log-uniform pri-
ors, so our results are independent of scaling or power law redefinitions of
the parameters, as shown in subsection 2.4.
The non-unifying model treats each of the gauge couplings each as sepa-
rate fundamental parameters, so it is a puzzle model. In the GUT, one-loop
RGEs relate the observables to the parameters.
α−1a = α
−1
u +
ba
2pi
ln
Mu
MZ
(22)
where a ∈ {1, 2, 3}. The Bayes factor favoring the GUT, M, over the non-
unifying model, P , is
BMP =
ZM
ZP , (23)
where,
ZM =
∫
p(d|O)p(θ|M)dθ
ZP =
∫
p(d|O)p(O|P)dO . (24)
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The likelihood function is a product of three Gaussian likelihood functions,
one for each of the three gauge couplings.
The Bayesian evidence for the puzzle model is an integral over a three-
dimensional parameter space, and each of the three Gaussian factors in the
likelihood function may be approximated as a δ-function to evaluate the
integral. Assuming the same prior for all three gauge couplings, that is,
α1max = α2max = α3max ≡ αmax
α1min = α2min = α3min ≡ αmin , (25)
and using the experimental values,67
α1 = 0.016946 α2 = 0.033793 α3 = 0.1181 (26)
yields
ZP = 1
ln3 αmax
αmin
1
α1α2α3
≈ 124 , (27)
where we have chosen αumax to be unity, chosen αumin to be the fine-structure
constant (≈ 1/137).
The Bayesian evidence for the GUT is an integral over a two-dimensional
parameter space. The Gaussian likelihood functions for α1 and α2 can be
approximated as δ-functions because their experimental uncertainties, σ1 and
σ2, are much smaller than σ3, the experimental uncertainty in α3. The
experimental uncertainties are67
σ1 = 3.5× 10−6 σ2 = 1.9× 10−5 σ3 = 0.0011 (28)
These δ-functions can be used to evaluate the two-dimensional integral. Note
that this necessitates a change of variables, yielding a Jacobian factor:∣∣∣∣det(∂Oi∂θj
)∣∣∣∣ = 12pi α21α22α2uMu |b1 − b2| . (29)
where Oi = (α1, α2) and θj = (αu,Mu). Using a normalized Gaussian likeli-
hood for α3, the integral evaluates to
ZM = 1
σ3
√
2pi
e
− 1
2
(α3−α3ex )
2
σ23
1
ln αmax
αmin
1
ln Mumax
Mumin
2piαu
α21α
2
2|b1 − b2|
≈ 1.00× 105 , (30)
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parameter min max
Mu MZ MP
αu 1/137 1
Table 1: Minimal and maximal values of parameters used to compute the Bayesian
evidence for the weak-scale MSSM GUT.
where we have used σ3 = 0.0011,
67 chosen Mumax to be the Planck scale,
MP = 1.22×1019 GeV, chosen Mumin to be the Z mass, 91.1876 GeV,67 chosen
αumax to be unity, chosen αumin to be the fine-structure constant (≈ 1/137),
and used the well-known MSSM slope factors,
bMSSM3 = −3 bMSSM2 = 1 bMSSM1 =
33
5
. (31)
The minimal and maximal values of the parameters are summarized in Table
1.
Note that there is a unique value for αu and Mu that yields the experi-
mentally observed values of α1 and α2 when substituted into equation (22).
In equation (30), αu refers to that unique value. This constraint was imposed
by the two δ-functions that were used to evaluate the integral. Furthermore,
α3 in equation (30) refers to the the unique value that is yielded by substi-
tuting those unique values of αu and Mu into equation (22). In general, this
value need not match, or even be close to α3ex . The fact that it does match
(within experimental uncertainty) is what makes this unification model so
appealing. It is also what makes the normalized Gaussian factor in the front
of equation (30) quite large, so that the conclusion from Bayesian model
comparison echoes the physicist’s intuitive conclusion based on simplicity.
The approximate analytical result in equation (30) is attainable in the
weak-scale MSSM GUT. But the GUTs discussed below are more compli-
cated so all the Bayesian evidences computed below are computed using
Monte Carlo integration run on a GPU. For a few brief details on the im-
plementation, see A. We have released our code to the public.64 Monte
Carlo integration was also used to verify the result in (30), yielding Z =
(1.0569± .0014)× 105 where the uncertainty given here and in our other re-
sults throughout this paper is the 1σ statistical uncertainty arising from the
Monte Carlo integration. The ∼ 6% discrepancy is evidently not due to the
Monte Carlo integration and is probably due to approximating the Gaussian
likelihood functions as δ-functions.
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Taking the quotient of the Bayesian evidences to compute the Bayes factor
yields
BMP ≈ 806 , (32)
so the Bayes factor strongly favors the weak-scale MSSM GUT over the puzzle
model. This result is exactly in line with physicists’ intuitive conclusion
that the GUT is more favorable based on simplicity. So how has simplicity
manifested itself in the Bayesian analysis? As mentioned earlier, due to the
GUT having fewer free parameters than the puzzle model (a characteristic
of simple theories), its prior parameter space is more restricted. Since this
restricted parameter space is consistent with the observed data, it is much
more probable that a random point selected from this restricted parameter
space is consistent with the data than a random point selected from the
much broader and less restricted parameter space of the puzzle model. Put
another way, if the puzzle model were true, it would be quite surprising and a
coincidence that the observed data happen to be consistent with unification,
but if the GUT is true then it is not a coincidence but rather is to be expected.
This probabilistic language is not unfamiliar to physicists discussing such
matters as gauge unification, and it illuminates why the Bayesian analysis
favors the simpler theory.
The more precise the measurement of the observables, the greater the
coincidence and the more strongly Bayesian model comparison favors the
simple model. This fact is reflected in the Bayesian analysis by the experi-
mental uncertainty, σ3, appearing in the denominator of the Gaussian factor
in equation (30). Of course, if the observed data did not agree with the weak-
scale MSSM GUT, that is, if α3 was different from α3ex by much more than
the experimental uncertainty, the Gaussian factor in equation (30) would
rapidly go to zero, bringing the credibility of the GUT with it.
3.4 The MSSM GUT
The weak-scale MSSM GUT serves as a concrete example of Bayesian model
comparison favoring a simple theory. However, the non-observation of spar-
ticles at the LHC implies that the SUSY scale, if it exists, must be well
above the electroweak scale. Accommodating this within an MSSM GUT
requires modeling threshold corrections, going beyond the weak-scale MSSM
GUT. One way to model the SUSY threshold corrections is to consider the
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effect of the colored superpartners decoupling at a higher mass scale than
the non-colored superpartners.6 This splits the mass scale MSUSY into two
mass scales: MSUSYc where the colored superpartners decouple, and MSUSYn
where the non-colored superpartners decouple. Such a model is theoretically
well motivated, because the gluino is pushed to a higher mass than the other
gauginos by one-loop corrections involving the strong coupling constant. The
squarks are in turn pushed to a higher mass than the other scalar superpart-
ners by one-loop corrections involving the gluino. See Refs. 9, 77, 87, 91 for
some discussion and relevant results. The result is that the colored super-
partners on average decouple at a significantly higher mass scale than the
non-colored superpartners.
The slope factors above the mass scales MSUSYc and MSUSYn are the
MSSM slope factors given in equation (31). Between the mass scales MSUSYc
and MSUSYn the slope factors are called b
ncMSSM
a . They are
87
bncMSSM3 = −7 bncMSSM2 = −
1
2
bncMSSM1 =
11
2
. (33)
Below those scales the slope factors are the well-known SM slope factors:
bSM3 = −7 bSM2 = −
19
16
bSM1 =
41
10
. (34)
The relationship between the observables and the parameters of this model
is then
α−1a = α
−1
u +
bMSSMa
2pi
ln
Mu
MSUSYc
+
bncMSSMa
2pi
ln
MSUSYc
MSUSYn
+
bSMa
2pi
ln
MSUSYn
MZ
,(35)
where a ∈ {1, 2, 3}. Splitting the SUSY scale in this theoretically motivated
way turns out to provide just the right correction to allow the gauge couplings
to unify, even with the SUSY scales well above the electroweak scale. This
unification is shown in Fig. 2.
Viewing all of these scales as free parameters, one could argue that this
GUT lacks simplicity because of the additional free parameters it introduces.
It actually has more parameters than the puzzle model (four parameters, αu,
MSUSYn , MSUSYC , and Mu, as opposed to three parameters α3, α2, and α1).
On the other hand, the observables depend only logarithmically on these
6This model of SUSY threshold corrections was studied in Ref. 87 in the context of the
B − L MSSM.
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Figure 2: Gauge coupling unification in the MSSM with colored superpart-
ners decoupling at a significantly higher scale than the non-colored superpart-
ners. Renormalization scale is denoted µ. This plot was created using the values
MSUSYn = 10
5 GeV, MSUSYc = 10
7 GeV, and Mu = 1.9 × 1015 GeV, along with
the experimental values and slope factors given in the text. The scales MSUSYn
and MSUSYc being separated by a factor of 100 may be unlikely, but these values
are chosen for this plot to make their separation and the kinks in the plot more
visually apparent.
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parameter min max
Mu MZ MP
MSUSYc MZ MP
MSUSYn MZ MP
αu 1/137 1
Table 2: Minimal and maximal values of parameters used to compute the Bayesian
evidence for the weak-scale MSSM GUT.
parameters, so the observables are not very sensitive to changes in these pa-
rameters. This means that the model lacks fine-tuning or, equivalently, is
natural. When a model is natural, but not simple, how should these conflict-
ing judgments be weighed? Bayesian model comparison gives a quantitative
means to weigh the conflicting intuitive judgements of naturalness and lack
of simplicity.
In order to compute the Bayesian evidence for this unification model, we
need priors for the four parameters MSUSYc , MSUSYn , Mu, and αu. There
are a few reasonable choices. Perhaps the most obvious choice is to use the
same prior for all of the mass scales. This prior, which we will refer to as the
unconstrained SUSY threshold prior, is summarized in Table 2. This choice is
unrealistic, however, because it allows the two SUSY scales to be drastically
separated, while typically one would expect all sparticles to have masses
mildly scattered around a single mass scale. The results in Refs. 9, 77,87,91
suggest a mild separation less than a factor of ten. We therefore introduce a
parameter h defined by
MSUSYc = hMSUSYn , (36)
and assign to it a log-uniform prior with maximal and minimal values. Then
MSUSYn is no longer treated as a fundamental parameter, it is calculated
from MSUSYc and h, which are treated as fundamental parameters. We refer
to this prior as the constrained SUSY threshold prior. The minimal value,
hmin, is always set to unity, corresponding to no SUSY threshold correction.
We consider hmax values of 10, 100, and 1000. This is summarized in Table
3.
We compute the Bayesian evidences for the MSSM GUT with both un-
constrained and constrained SUSY threshold priors. Step functions are used
in the likelihood to enforce MZ ≤ MSUSYn ≤ MSUSYc ≤ Mu. The results
are given in Table 4. The MSSM GUT with SUSY thresholds is favored
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parameter min max
Mu MZ MP
MSUSYc MZ MP
h 1 10, 100, or 1000
αu 1/137 1
Table 3: Minimal and maximal values of parameters used to compute the Bayesian
evidence for the MSSM GUT with the constrained SUSY threshold prior.
model Bayesian evi-
dence, Z
MSSM GUT with unconstrained threshold 1204± 19
MSSM GUT with constrained threshold,
hmax = 10
5316± 40
MSSM GUT with constrained threshold,
hmax = 100
5189± 40
MSSM GUT with constrained threshold,
hmax = 1000
5058± 39
Table 4: Bayesian evidences for the MSSM GUT with unconstrained and con-
strained SUSY threshold priors.
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over the puzzle model (Z = 124). This is true even though it is a more
complicated GUT. Additional scales (parameters) are needed to make this
GUT agree with experimental data making it more complicated than even
the puzzle model. However, importantly, the observables are relatively insen-
sitive to these new scales, meaning that the GUT is natural. Bayesian model
comparison automatically accounts for this and weighs it against the lack
of simplicity. This example demonstrates that Bayesian model comparison
gives a quantitative way to weigh the intuitive notions of simplicity and nat-
uralness, which is especially useful in cases like this where naturalness and
simplicity seem to be in conflict and intuitive considerations alone cannot
judge which of those criteria should be weighed more heavily.
Also of interest is the fact that the constrained prior, which is better mo-
tivated anyway, is more favored than the unconstrained prior. Even though
the Bayesian evidence does not depend strongly on the value of hmax. We
regard hmax = 10 as the most well-justified value because it is suggested by
the results in Refs. 9, 77,87,91.
Fig. 3 shows the posterior probability distribution of logMSUSYc in the
case of the constrained SUSY threshold priors. The posterior probability
distribution is given by Bayes theorem. That is,
p(logMSUSYc |d) = p(d| logMSUSYc)
p(logMSUSYc)
p(d)
, (37)
where all probabilities are in the MSSM GUT with constrained SUSY thresh-
old priors. Since MSUSYc is a fundamental parameter with a log-uniform
prior, p(logMSUSYc) is constant, as is p(d). We use Monte Carlo integration
to compute p(d| logMSUSYc). The result is plotted in arbitrary units. This
figure is limited to the constrained SUSY threshold priors because they are
better motivated and favored by the Bayesian model comparison. The figure
shows that the SUSY scale is not constrained to be weak-scale. It can be
orders of magnitude higher and still be consistent with unification. However,
exactly how much higher the SUSY scale can be depends on the prior chosen
for the SUSY threshold. With hmax = 10 it can be up to around 10 TeV,
above the current LHC bounds. With hmax = 1000, it can be as high as 10
9
GeV.
In addition to threshold corrections at the SUSY scale, GUT models may
also account for threshold corrections at the unification scale. See Refs. 76–85
for examples and discussion in the context of string theory. One way to
do this is by introducing new parameters, ∆1, ∆2, and ∆3, which contain
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Figure 3: Posterior probability distribution for logMSUSYc in arbitrary units. The
small fluctuations in the lines are due to the statistical uncertainty in the Monte
Carlo integration. The three curves are normalized relative to each other so that
they all have the same area underneath.
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parameter min max
Mu MZ MP
MSUSYc MZ MP
h 1 10, 100, or 1000
|∆a| 1 10 or 100
αu 1/137 1
Table 5: Minimal and maximal values of parameters used to compute the Bayesian
evidence for the MSSM GUT with threshold corrections at the unification scale.
∆max = 10 ∆max = 100
hmax = 10 Z = 4127± 35 Z = 2092± 25
hmax = 100 Z = 4536± 37 Z = 2189± 26
hmax = 1000 Z = 4673± 38 Z = 2273± 26
Table 6: Bayesian evidences for the MSSM GUT with unification threshold cor-
rections.
threshold corrections to the three gauge couplings. See, for example, Refs. 77,
86. The relationship between the parameters and observables is modified
from equation (35) to
α−1a = α
−1
u +
∆a
4pi
+
bMSSMa
2pi
ln
Mu
MSUSYc
+
bncMSSMa
2pi
ln
MSUSYc
MSUSYn
+
bSMa
2pi
ln
MSUSYn
MZ
,(38)
where a ∈ {1, 2, 3}. We assign to |∆a| a log-uniform prior with minimal value
of ∆min = 1 and consider maximal values of ∆max = 10 or 100. The sign of
each of the ∆a is randomly selected to be positive or negative with equal
probability. This is summarized in Table 5. Our results for the Bayesian
evidences are given in Table 6. The results show that the Bayesian evidence is
not much effected by the introduction of the unification threshold corrections
with ∆max = 10. With ∆max = 100, however, the Bayesian evidence is
reduced by about a factor of two. Given that the results are so dependent
upon the prior for the unification threshold corrections, we should be cautious
about how we interpret the results.
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3.5 The B − L MSSM GUT
The B −L MSSM GUT was proposed and studied in a series of papers.87–91
It involves a two-step breaking of the unified gauge theory by two Wilson
lines, which are denoted χT3R and χB−L. The two Wilson lines each have a
mass scale associated with them, denoted MχT3R and MχB−L , at which they
partially break the gauge group. These two mass scales are not necessarily
equal, and the gauge group in the intermediate regime between those mass
scales depends on which mass scale is higher.
In the case that χB−L has the higher mass scale, it breaks the unified
SO(10) gauge group to a left-right type SU(3)C×SU(2)L×SU(2)R×U(1)B−L
gauge group with slope factors,
bLR3 = 10 b
LR
2 = 14 b
LR
R = 14 b
LR
B−L = 19 . (39)
At the lower scale, MχT3R , the χT3R Wilson line further breaks the SU(2)R
factor to U(1)R, yielding the B−L MSSM gauge group, SU(3)C×SU(2)L×
U(1)R × U(1)B−L. We refer to this case as left-right type unification.
In the other case, that χT3R has the higher mass scale, it breaks the unified
SO(10) gauge group to a Pati-Salam type SU(4)C × SU(2)L × U(1)R gauge
group with slope factors,
bPS4 = 6 b
PS
2 = 14 b
PS
R = 20 . (40)
At the lower scale, MχB−L , the χB−L Wilson line breaks the SU(4)C factor
to SU(3)C × U(1)B−L, yielding the B − L MSSM gauge group, SU(3)C ×
SU(2)L × U(1)R × U(1)B−L. We refer to this case as Pati-Salam type unifi-
cation.
For this paper, the slope factors are all that is needed, but the complete
particle content of the theory in between the two Wilson line scales is given
in Ref. 87. Interestingly, in either the left-right type unification or the Pati-
Salam type unification, the effect of this intermediate regime is to push the
gauge couplings in the right direction to help them unify. This fact will result
in a higher Bayesian evidence for the B − L MSSM GUT.
Below the scales of the two Wilson lines, the particle content of the the-
ory is that of the MSSM plus three right-handed neutrino supermultiplets.
The third-family right-handed sneutrino soft mass squared becomes negative
due to one-loop radiative corrections, triggering radiative breaking of the
U(1)R ×U(1)B−L factor to U(1)Y , yielding the familiar MSSM gauge group,
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SU(3)C×SU(2)L×U(1)Y . This symmetry breaking is analogous to radiative
electroweak symmetry breaking in the MSSM. The associated scale is called
the B − L scale, MB−L. The boundary condition relating the U(1) gauge
couplings at the B − L scale is
α−11 =
2
5
α−1B−L +
3
5
α−1R . (41)
The parameter sin2 θR is defined in a way analogous to the Weinberg angle,
sin2 θR =
α−1B−L
2
3
α−1R + α
−1
B−L
, (42)
where the gauge couplings are evaluated at the B − L scale. Finally, at the
SUSY scale, MSUSY, the superpartners are integrated out and the standard
model is obtained. We will consider the B − L MSSM GUT both with and
without the SUSY scale being split into MSUSYc and MSUSYn . For more
details on the B−L MSSM see Refs. 87,91. An example unification scenario
is shown in Fig. 4. It was shown in Refs. 87, 91 that the exact value of
MB−L has no impact on the unification of gauge couplings, so for the present
analysis it can be ignored.
Applying the boundary conditions and slope factors for left-right type
unification, the relationship between the observables (α3, α2, α1) and the
parameters (MSUSY, MχT3R , MB−L, αu) is
α−13 = α
−1
u +
bLR3
2pi
ln
MχB−L
MχT3R
+
bMSSM3
2pi
ln
MχT3R
MSUSY
+
bSM3
2pi
ln
MSUSY
MZ
α−12 = α
−1
u +
bLR2
2pi
ln
MχB−L
MχT3R
+
bMSSM2
2pi
ln
MχT3R
MSUSY
+
bSM2
2pi
ln
MSUSY
MZ
α−11 = α
−1
u +
2
5
bLRB−L +
3
5
bLRR
2pi
ln
MχB−L
MχT3R
+
bMSSM1
2pi
ln
MχT3R
MSUSY
+
bSM1
2pi
ln
MSUSY
MZ
. (43)
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Figure 4: Gauge coupling unification via the left-right type gauge group in the
B − L MSSM. Renormalization scale is denoted µ. This plot was created using
the values MSUSY = 10
5 GeV, MB−L = 107 GeV, sin2 θR = 0.6, MχT3R = 6.5 ×
1014 GeV, and MχB−L = 3.0× 1016, along with the experimental values and slope
factors given in the text. The large separation between the SUSY and B − L
scales, and between the intermediate and unification scales, may be unlikely, but
these values are chosen for this plot to make their separation and the kinks in the
plot more visually apparent. The values of the αB−L and αR exactly matching
the value of α1 at the B-L scale is a coincidental result of the values used for this
plot. It carries no physical significance. The general boundary condition is given
in equation (41).
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parameter min max
MχB−L MZ MP
MχT3R MZ MP
MSUSY MZ MP
αu 1/137 1
Table 7: Minimal and maximal values of parameters used to compute the Bayesian
evidence for the B − L MSSM GUT with unconstrained prior.
For Pati-Salam type unification, the relationship is
α−13 = α
−1
u +
bPS3
2pi
ln
MχT3R
MχB−L
+
bMSSM3
2pi
ln
MχB−L
MSUSY
+
bSM3
2pi
ln
MSUSY
MZ
α−12 = α
−1
u +
bPS2
2pi
ln
MχT3R
MχB−L
+
bMSSM2
2pi
ln
MχB−L
MSUSY
+
bSM2
2pi
ln
MSUSY
MZ
α−11 = α
−1
u +
2
5
bPSB−L +
3
5
bPSR
2pi
ln
MχT3R
MχB−L
+
bMSSM1
2pi
ln
MχB−L
MSUSY
+
bSM1
2pi
ln
MSUSY
MZ
. (44)
Regarding the prior for the scales MχB−L and MχT3R , we take an approach
similar to the one we use for the SUSY threshold. We consider both an
unconstrained prior, where the scales may take any values between MZ and
MP , and a constrained one. The unconstrained prior is summarized in Table
7. For the constrained prior, we introduce a parameter f defined by
MχB−L = fMχT3R , (45)
and assign to it a log-uniform prior with maximal and minimal values. Then
MχT3R is no longer treated as a fundamental parameter, it is calculated from
MχB−L and f , which are treated as fundamental parameters. We consider
fmax values of 10, 100, and 1000, with fmin taking values of 1/10, 1/100,
or 1/1000 respectively. Note that, unlike the case of the SUSY threshold
where MSUSYc was always the higher scale due to theoretical considerations,
we are allowing either MχT3R or MχB−L to be higher, and thus allowing either
left-right type or a Pati-Salam type unification. The constrained prior is
summarized in Table 8. Step functions are used in the likelihood to enforce
MZ ≤ MSUSYn ≤ MSUSYc ≤ min(MχT3R ,MχB−L). The Bayesian evidences
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parameter min max
MχB−L MZ MP
f 1/10, 1/100, or
1/1000
10, 100, or 1000 (re-
spectively)
MSUSY MZ MP
αu 1/137 1
Table 8: Minimal and maximal values of parameters used to compute the Bayesian
evidence for the B − L MSSM GUT with the constrained prior.
model Bayesian evi-
dence, Z
B − L MSSM GUT unconstrained prior 2990± 30
B − L MSSM GUT constrained prior, fmin =
1/10, fmax = 10
5635± 41
B − L MSSM GUT constrained prior, fmin =
1/100, fmax = 100
5755± 42
B − L MSSM GUT constrained prior, fmin =
1/1000, fmax = 1000
5052± 39
Table 9: Bayesian evidences for the B − L MSSM GUT with unconstrained and
constrained priors.
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with the constrained and unconstrained priors are given in Table 9. One
thing to note when comparing these results to the results for the MSSM
GUT with SUSY threshold corrections in Table 4, is that the B − L MSSM
GUT is favored over the MSSM GUT with SUSY threshold corrections when
the unconstrained prior is used for both. This is due to the fact that in the
B−L MSSM GUT can be successful with either left-right type or Pati-Salam
type unification, that is, with either MχT3R < MχB−L or MχB−L < MχT3R . The
MSSM GUT with SUSY threshold corrections, in contrast, only successfully
unifies with MSUSYn < MSUSYc . When constrained priors are used, neither
the B − L MSSM GUT nor the MSSM GUT with SUSY threshold correc-
tions is substantially favored over the other. This is due to the fact that
with the constrained prior we always have MSUSYn < MSUSYc so the fact
that the MSSM GUT does not not unify otherwise is moot. Recall that
the constrained prior was chosen this way because theoretical considerations
suggested it.
With the constrained prior, the Bayesian evidence does not depend strongly
on the values of fmin and fmax. We nevertheless regard fmin = 1/10, fmax = 10
as the most reasonable choice because each Wilson line scale is related to the
inverse radius of a non-contractible curve in the Calabi-Yau manifold of the
underlying string theory.87 They are thus both related to the string compact-
ification scale and there is no reason to suspect that they should be different
by more than an order of magnitude. See Ref. 87 for discussion.
Fig. 5 shows the posterior probability distribution of logMSUSY in B −
L MSSM GUT with constrained priors. The result is plotted in arbitrary
units. This figure is limited to the constrained priors because they are better
motivated and favored by the Bayesian model comparison. The figure shows
that the SUSY scale is not constrained to be weak-scale. It can be orders of
magnitude higher and still be consistent with unification. However, exactly
how much higher the SUSY scale can be depends on the prior chosen. With
fmin = 1/10, fmax = 10 it can be up to around 10
7 GeV. With fmin = 1/1000,
fmax = 1000, it can be as high as 10
13 GeV.
The “two-step” shape of the posteriors is due to the two different unifica-
tion schemes, left-right type and Pati-Salam type. Comparing the left-right
type slope factors in equation (39) to the Pati-Salam type slope factors in
equation (40), we see that the latter slope factors are more different from
each other, allowing a stronger push toward unification with less separation
of the Wilson line scales. This means the Pati-Salam type unification scheme
can accommodate a higher SUSY scale and still achieve unification, resulting
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Figure 5: Posterior probability distribution for logMSUSY in arbitrary units. The
small fluctuations in the lines are due to the statistical uncertainty in the Monte
Carlo integration. The three curves are normalized relative to each other so that
they all have the same area underneath.
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in the longer, lower “step” in each of the three posterior distributions shown
in Fig. 5. The abrupt cutoff at MSUSY ≈ 1013 GeV is due to the step function
assigning zero likelihood to points for which MSUSY > MχB−L .
The B−L MSSM GUT may of course include the same threshold correc-
tions that we included in the MSSM GUT. That is, SUSY threshold correc-
tions modeled by separating the SUSY scale into MSUSYc and MSUSYn , and
unification threshold corrections modeled by the parameters ∆1, ∆2, and
∆3. Considering first only the SUSY threshold corrections, the relationship
between the parameters and observables is equations (43) and (44) appropri-
ately modified to include the SUSY threshold terms in equation (35). That
is, in the case of left-right type unification,
α−13 = α
−1
u +
bLR3
2pi
ln
MχB−L
MχT3R
+
bMSSM3
2pi
ln
MχT3R
MSUSYc
+
bncMSSM3
2pi
ln
MSUSYc
MSUSYn
+
bSM3
2pi
ln
MSUSYn
MZ
α−12 = α
−1
u +
bLR2
2pi
ln
MχB−L
MχT3R
+
bMSSM2
2pi
ln
MχT3R
MSUSYc
+
bncMSSM2
2pi
ln
MSUSYc
MSUSYn
+
bSM2
2pi
ln
MSUSYn
MZ
α−11 = α
−1
u +
2
5
bLRB−L +
3
5
bLRR
2pi
ln
MχB−L
MχT3R
+
bMSSM1
2pi
ln
MχT3R
MSUSYc
+
bncMSSM1
2pi
ln
MSUSYc
MSUSYn
+
bSM1
2pi
ln
MSUSYn
MZ
. (46)
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parameter min max
MχB−L MZ MP
f 1/10 10
MSUSYc MZ MP
h 1 10
αu 1/137 1
Table 10: Minimal and maximal values of parameters used to compute the
Bayesian evidence for the B − L MSSM GUT with SUSY threshold corrections.
And the case of Pati-Salam type unification,
α−13 = α
−1
u +
bPS3
2pi
ln
MχT3R
MχB−L
+
bMSSM3
2pi
ln
MχT3R
MSUSYc
+
bncMSSM3
2pi
ln
MSUSYc
MSUSYn
+
bSM3
2pi
ln
MSUSYn
MZ
α−12 = α
−1
u +
bPS2
2pi
ln
MχT3R
MχB−L
+
bMSSM2
2pi
ln
MχT3R
MSUSYc
+
bncMSSM2
2pi
ln
MSUSYc
MSUSYn
+
bSM2
2pi
ln
MSUSYn
MZ
α−11 = α
−1
u +
2
5
bPSB−L +
3
5
bPSR
2pi
ln
MχT3R
MχB−L
+
bMSSM1
2pi
ln
MχT3R
MSUSYc
+
bncMSSM1
2pi
ln
MSUSYc
MSUSYn
+
bSM1
2pi
ln
MSUSYn
MZ
. (47)
We use a constrained prior with hmax = 10 and fmin = 1/10, fmax = 10. This
is summarized in Table 10. Considering both the SUSY threshold corrections
and the unification threshold corrections, the relationship between the pa-
rameters and observables is the same as in equations (46) and (47) with the
∆1/(4pi), ∆2/(4pi), and ∆3/(4pi) added to the three equations respectively,
as in equation (38). We use the same prior as in the B−L MSSM GUT with
SUSY threshold corrections but with unification threshold corrections prior
with ∆max = 10. This choice is made because ∆max = 10 had a substantially
higher Bayesian evidence than ∆max = 100 in the case of the MSSM GUT
with unification threshold corrections. This is summarized in Table 11. As
in the case of the MSSM GUT with unification threshold corrections, the
sign of each ∆a is randomly selected to be positive or negative with equal
36
parameter min max
MχB−L MZ MP
f 1/10 10
MSUSYc MZ MP
h 1 10
|∆a| 1 10
αu 1/137 1
Table 11: Minimal and maximal values of parameters used to compute the
Bayesian evidence for the B − L MSSM GUT with SUSY threshold corrections
and unification threshold corrections.
model Bayesian evi-
dence, Z
B − L MSSM GUT with SUSY threshold 5655± 41
B − L MSSM GUT with SUSY threshold and
unification threshold
4877± 38
Table 12: Bayesian evidences for the B − L MSSM GUT with SUSY threshold
corrections and with both SUSY threshold corrections and unification threshold
corrections.
probability.
The Bayesian evidences are given in Table 12. Note that the word “thresh-
old” is used for brevity in the tables instead of “threshold corrections”. The
results show that including the threshold corrections in the B − L MSSM
GUT does not substantially change the Bayesian evidence.
3.6 A non-SUSY GUT
With sufficiently large unification threshold corrections, there arises the pos-
sibility of unification without any SUSY below the unification scale. The
tools developed in this paper allow us to consider such a non-SUSY GUT
easily, if we assume that the slope factors are (at least approximately) those
of the SM. The relationship between the parameters and observables is simply
α−1a = α
−1
u +
∆a
4pi
+
bSMa
2pi
ln
Mu
MZ
, (48)
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parameter min max
Mu MZ MP
|∆a| 1 100, or 1000
αu 1/137 1
Table 13: Minimal and maximal values of parameters used to compute the
Bayesian evidence for the non-SUSY GUT.
model Bayesian evi-
dence, Z
non-SUSY GUT, ∆max = 100 728± 15
non-SUSY GUT, ∆max = 1000 323± 10
Table 14: Bayesian evidences for the B−L MSSM GUT with unconstrained and
constrained priors.
where a ∈ 1, 2, 3. For a prior we consider ∆max = 100 or 1000. Using
∆max = 10 does not yield large enough threshold corrections to permit uni-
fication in this model (that is, the Bayesian evidence would be zero). The
prior is summarized in Table 13. The results are given in Table 14. The
results demonstrate that even though large threshold corrections may allow
unification without SUSY, the SUSY GUTs are still favored by the Bayesian
analysis.
4 Conclusion and Discussion
This paper gives 22 Bayesian evidences, all of which are repeated in Table
15. From these and our other results we make the following conclusions.
• In our results, every GUT is substantially more supported than the
puzzle (non-unifying) model. Even GUTs that have more parameters
than the puzzle model are more supported. This implies that even
though the additional parameters may be in conflict with simplicity,
they more than make up for it by enabling unification. This is due to
the fact that the observables are relatively insensitive to the additional
parameters in the GUTs, corresponding to a degree of naturalness.
An intuitive understanding of simplicity and naturalness would not
be sufficient to reach this conclusion because it offers no way to weigh
38
model Bayesian evi-
dence, Z
puzzle model 124
weak-scale MSSM GUT (1.0569 ±
.0014)× 105
MSSM GUT with SUSY threshold
unconstrained prior 1204± 19
hmax = 10 5316± 40
hmax = 100 5189± 40
hmax = 1000 5058± 39
MSSM GUT with SUSY threshold and unifica-
tion threshold
hmax = 10, ∆max = 10 4127± 35
hmax = 100, ∆max = 10 4536± 37
hmax = 1000, ∆max = 10 4673± 38
hmax = 10, ∆max = 100 2092± 25
hmax = 100, ∆max = 100 2189± 26
hmax = 1000, ∆max = 100 2273± 26
B − L MSSM GUT
unconstrained prior 2990± 30
fmin = 1/10, fmax = 10 5635± 41
fmin = 1/100, fmax = 100 5755± 42
fmin = 1/1000, fmax = 1000 5052± 39
B − L MSSM GUT with SUSY threshold
hmax = 10, fmin = 1/10, fmax = 10 5655± 41
B − L MSSM GUT with SUSY threshold and
unification threshold
hmax = 10, fmin = 1/10, fmax = 10, ∆max = 10 4877± 38
non-SUSY GUT
∆max = 100 728± 15
∆max = 1000 323± 10
Table 15: All Bayesian evidences given in this paper.
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naturalness against the lack of simplicity. A quantitative language that
can simultaneously weigh both simplicity and naturalness is needed and
Bayesian model comparison provides just that.
• The constrained priors for the SUSY threshold corrections and Wilson
line scales are more supported than the unconstrained priors. This is
reassuring because the constrained priors are better motivated theoret-
ically.
• In the MSSM GUT and the B − L MSSM GUT, adding unification
threshold corrections slightly lowers the Bayesian evidence. While there
may be other reasons for believing in significant unification threshold
corrections, from the standpoint of gauge unification in these SUSY
GUTs, large unification threshold corrections are unnecessary.
• The most strongly supported model (with the exception of the weak-
scale MSSM GUT, which has MSUSY ≈ MZ , incompatible with LHC
data) is the B−L MSSM GUT. That said, its support over the MSSM
GUT, while statistically significant with regard to the Monte Carlo
integration, is so slight as to be barely worth mentioning. We still
regard the B − L MSSM as the stronger model for reasons other than
these results (it provides a theory of R-parity and neutrino masses, and
is motivated by string theory).
• The SUSY GUTs are all more strongly supported than the non-SUSY
GUT that relies on large unification threshold corrections. While it may
be tempting to rely on large unification threshold corrections to allow
unification in models which do not otherwise allow it, the SUSY models,
which do not rely on such large unification threshold corrections, are
more strongly supported.
• Based on posteriors for the SUSY scale in Figs. 3 and 5, SUSY GUTs
are consistent with SUSY scales well above current LHC bounds. It
would be a mistake to think that unification is a feature unique to
weak scale SUSY. That said, the posteriors do tend to be weighted
more toward lower-SUSY scales, and this speaks to the utility of the
Very Large Hadron Collider (VLHC) or other next generation collider
(see Ref. 44 for a paper on this topic).
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• We showed that the quantified Bayesian naturalness, unlike the BG
sensitivity, suggests that the proton mass is natural, consistent with
physicists’ intuitive notions of naturalness. Bayesian naturalness thus
accomplishes what had already been accomplished by some ad-hoc re-
finements of the BG sensitivity.37,38 But Bayesian naturalness follows
from principles that are more basic rather than ad-hoc.
While Bayesian model comparison has already been extensively applied
to supersymmetry, it has seen relatively little use in other areas of theo-
retical physics (Refs. 48, 49 and now this paper are three examples). We
are led to wonder what other open questions in fundamental physics may
be productively addressed using Bayesian model comparison. Where neither
experimental data nor intuitive notions of naturalness, simplicity, and testa-
bility are able to decisively settle a question, Bayesian model comparison
may be useful. String theory, eternal inflation, and the anthropic principle
all come to mind. Some of these have been mentioned in Ref. 57.
Lastly we should point out that quantitative analysis using Bayesian
model comparison should not replace qualitative analysis using intuitive no-
tions of naturalness, simplicity, and testability. On the contrary, because
analysis using Bayesian model comparison can be computationally intensive,
and often only verifies things that are obvious to the experienced physicist,
Bayesian model comparison should take its place alongside intuitive notions
of naturalness, simplicity, and testability as useful tools for guiding physics
research. In fact Bayesian model comparison provides a strong justification
for the continued of those intuitive notions.
A Monte Carlo Integration on the GPU
The results in equations (27) and (30) were both verified using Monte Carlo
integration7 implemented in single-threaded Python code. Due to the larger
number of parameters in the other GUTs considered, the Bayesian evidences
do not have straightforward analytic solutions, so we rely entirely on Monte
Carlo integration for those results. We determined that it would be necessary
to implement the Monte Carlo integration using the parallel processing power
of a Graphics Processing Unit (GPU) to get acceptable performance. We
have released our code to the public.64
7See Ref. 92 for an explanation of Monte Carlo integration.
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Monte Carlo integration was chosen over other methods of numerical in-
tegration for three reasons. First, these are integrals over multiple variables.
Many other methods of integration take time that is exponential in the num-
ber of variables of integration. Monte Carlo integration doesn’t. Second,
with Monte Carlo integration, the standard deviation of the samples can be
used to straightforwardly obtain an estimate of the uncertainty in the result.
Third, because each sample is independent of all the others, Monte Carlo in-
tegration lends itself easily to parallelization. Therefore it can better utilize
the capabilities of modern computer hardware, including GPUs.
We implemented the Monte Carlo integration using OpenGL 4.0 and the
C programming language, along with the Simple DirectMedia Layer 2.0 li-
brary for window and OpenGL context creation, and the Epoxy library for
OpenGL function pointer management. The Monte Carlo integration was
executed on a computer with an NVIDIA GTX 960 GPU, running Xubuntu
16.04 with NVIDIA proprietary graphics drivers. Creating a 1000×500 pixel
window and drawing a single quad over the entire window results in the frag-
ment shader being invoked at each of the 1000× 500 pixels. The GPU then
executes fragment shader invocations in parallel, as is the standard opera-
tion for a GPU in computer graphics applications. We implement the Monte
Carlo sample generation in the fragment shaders using the OpenGL Shad-
ing Language (GLSL). This approach was used instead of compute shaders
because early development was using OpenGL 3.3, which does not support
compute shaders.
In each fragment shader invocation, we generate many Monte Carlo sam-
ples, average them, and output the average as a 32-bit floating point number
in one of the color channels normally used for graphical output to the screen.
Since this is not a graphics application, we instruct OpenGL to render to a
texture in video memory, rather than to the screen. The C code then reads
this texture data into main memory where the output from all the fragment
shader invocations can be averaged and the final result computed.
OpenGL was chosen over a ready-made GPU compute application or
library because, to our knowledge, existing ready-made GPU compute ap-
plications and libraries do not utilize state of the art Philox pseudo-random
number generation (discussed below). OpenGL was chosen over CUDA for
platform independence, and it was chosen over OpenCL because the authors
are more familiar with it and it has all the needed functionality.
The uncertainty in the result of a Monte Carlo integration is proportional
to one over the square root of the number of samples. Obtaining a fractional
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uncertainty below 1% required O(1012) samples.8 This presents a problem
for popular pseudo-random number generators (PRNGs). The problem, and
its solution, which have been thoroughly understood in Ref. 93,94, are briefly
reviewed in this paragraph and the next. The problem with most popular
PRNGs is that they require each pseudo-random number in a sequence of
pseudo-random numbers to be generated successively, rather than in parallel.
Generating O(1012) pseudo-random numbers successively on the CPU would
take too long, and storing them would exhaust RAM. Generating multiple
smaller sequences in parallel is a partial solution, but it is still RAM and
CPU intensive and in practice it is difficult to guarantee that the smaller
sequences are not correlated in a way that could lead to systematic error.
The solution to this problem is to instead use counter-based PRNGs,
wherein each pseudo-random number, xn is simply defined by a function, b,
applied to a counter, n:
xn = b(n) . (49)
The entire sequence can be generated in parallel. We use the Philox counter-
based PRNG introduced in Ref. 94 and further tested in Ref. 93, which is
highly performant, uses little memory, and has passed stringent tests for
unwanted correlations. Specifically, we use the Philox-4×32-7 counter-based
PRNG.
Our GPU-based Monte Carlo integration was used to verify equation (30),
and showed a 5000× speed increase over the single-threaded Python code.9
Running the code to compute any one of the Bayesian evidences given in this
paper takes about 3 minutes with 1012 samples.
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