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Abstract 
A two-way coupling three-dimensional Vortex-In-Cell (VIC) method is developed for the simulation of gas-solid turbulent flow. 
The evolution of vortex elements and the motion of solid particles are tracked in the Lagrangian frame, while the flow field is 
solved by the vorticity Poisson equation on the Eulerian grid. Two-way coupling is implemented by introducing a vorticity 
source term induced by the motion of particle. This method is applied to simulate the particulate jet generated by solid particles 
falling from a circular orifice into unbounded quiescent air. The simulation results agree well with the experiment conducted by 
Ogata, which confirmed the validation of this method. The simulation results demonstrate that the air velocity radial distribution 
due to the particulate jet satisfies Gaussian distribution. The particle flow rate has little influence on the spread of particles, while 
velocity of particles increases with increasing the particle flow rate. 
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of Chinese Society of Particuology, Institute of Process Engineering, Chinese 
Academy of Sciences (CAS). 
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1. Introduction 
Gas-particle two-phase flow is widely encountered in daily life and different industries including dust storm, 
tower granulation, coal powder transportation, etc. Study on gas-particle flow can predict the gas velocity profile 
and particle dispersion which will be helpful to improve air quality, design prilling tower, control powder transport 
process, and so on. Besides, the influences of dispersed particle on the gas turbulence have been attracted the 
attention of number of researchers. 
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Numerical simulation is a powerful tool for the investigation of gas-solid two-phase flow. Usually, the particle 
phase can be tracked in the Lagrangian frame, while the gas flow is calculated by the Eulerian or Lagrangian method. 
Typical Eulerian methods to solve the turbulent gas flow include Reynolds Averaged Navier-Stokes (RANS), Large 
Eddy Simulation (LES) and Direct Numerical Simulation (DNS). RANS can supply average information of flow 
field, but important transient behavior of gas phase can’t be obtained. DNS can simulate complex flow accurately, 
but it requires much more computational resources. Through sub-grid scale model, LES is a widely used to simulate 
large scale turbulence.  
In spite of Eulerian methods, Lagrangian Vortex method is another candidate to analyze flow field, which 
directly simulate the evolution of vortical structure by tracing the motion of the discrete vortex elements. Combined 
with particle motion equation, Lagrangian-Lagrangian vortex method can be used to investigate gas-liquid two-
phase flow. Compared with the Eulerian-Lagrangian method, this Lagrangian-Lagrangian vortex method can obtain 
high resolution of flow field with acceptable computation memory and time. Crowe et al. [1] first applied the vortex 
method into the two-phase flow research. However, the effect on the flow field by the particle phase was neglected. 
Sene [2] used the vortex method and Auton equation to trace particle motion, but only one-way coupling was 
conducted. Wang et al. [3] developed the Lagrangian-Lagrangian vortex method to study the two-phase shear flow, 
but the two-way coupling was not considered. Chen and Marshall [4] used the Lagrangian vortex method with fluid 
control points to handle two-way coupling in two-dimensional gas-solid flow, but the two-way coupling in this 
particle method was difficult to be extended for three-dimension. In traditional discrete vortex method, velocity filed 
is solved by the Biot-Savart law through the summation of induction of vortex elements, which is hard to handle the 
two-way coupling effect, i. e., the action of particle motion on the continuous phase.  
In 2001, Uchiyama and Naruse [5] introduced Eulerian grid into vortex method for a gas flow loaded with small 
solid particles. Two-way coupling effect can be efficiently handled by introducing a particle-induced vorticity 
source term to evaluate the force exerted by the particle on the gas-phase. They [6] then developed this method to a 
three-dimensional particulate jet induced by free falling particles, but the vorticity field was still calculated in the 
Lagrangian frame which is time-consuming. Chen et al. [7] and Wang et al. [8] developed a two-way coupling 
Vortex-In-Cell method to simulate the bubbly gas-liquid flow, which was convenient and fast to handle the two-way 
coupling and did fast calculation. The motivation of this paper is to apply this efficient VIC method for gas-particle 
flow simulation. 
Free falling particulate jet is widely used in different industries, like bulk material handing in mining, agriculture 
and food processing industries. A free falling glass particulate jet experiment conducted by Ogata [9] is simulated in 
this paper to prove the validity of present method by making a detailed comparison between experimental results 
and simulations, and the behaviors of flow field and discrete particles are studied. 
2. Basic equations and numerical method 
2.1. Governing equations 
The following assumptions are employed: 
1) The air is incompressible; 
2) The particle density is much larger than the air; 
3) The particle keeps its sphere shape with uniform density distribution; 
4) Collisions between particles are neglected in the simulation. 
It is a gas-solid two-phase flow problem for particulate jet simulation. The conversation equations for mass and 
momentum of incompressible air phase are expressed as following: 
  0g g gtD Dw   w u    (1) 
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where the phase volume fraction satisfies 
1g pD D     (3) 
According to the second assumption, the virtual mass force, the lift force, the buoyancy force and the Basset 
force on the particle can all be neglected. Only the gravity and the drag force dominate the particle movement. In 
this case, the equation of motion for a particle (mass mp) is expressed as 
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where the drag force fd is calculated through the drag coefficient recommended by Clift [10]: 
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where Re /g p gd Q u u . 
2.2. The vorticity equation and solving method 
Taking the curl of equation (2), the vorticity equation for particles falling is derived. For the three dimensional 
computation, it is expressed as: 
  2 1 1g gg d g
g g g g
DD
Dt Dt
Q DD D U D
§ ·     u   u ¨ ¸© ¹
uω ω u ω F g   (7) 
where the first two terms of RHS are vortex stretching and viscous diffusion term respectively, and the last two 
terms are both vorticity source terms which are separately generated by interactions between two phases and change 
of phase volume fraction.  
In order to solve this vorticity equation, the vorticity field is discretized into vortex elements. The vortex element 
model proposed by Winckelmans and Leonard [11] is adopted in this paper. The strength of the vortex element γn is 
defined as the dot product between the circulation * and the length vector ln of vortex element. The detailed 
information of vortex element can be seen in our previous work [7-8]. The vorticity of gas phase ω is recorded on a 
regular Eulerian mesh, which can be obtained by the summation of the contribution induced by all vortex elements 
  3n n
n
f GG
§ · ¨ ¸© ¹¦
γ x xω x    (8) 
where f is a high order smoothing core function proposed by Winckelmans & Leonard [11] which represents the 
distribution of the strength inside the vortex element 
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In this paper, the convection of the vortex element n is considered by changing its location: 
d
d
n
nt
 x u    (10) 
where the velocity of the vortex element un is obtained by interpolation of the air velocity on 8 neighboring nodes. 
The strength of the vortex elements is changed to account for vortex stretching and viscous diffusion, and the 
viscous diffusion term is calculated by a commonly used model named Particle Strength Exchange and solved by 
the algorithm proposed by Winckelmans & Leonard [11] in the present work. Thus the change of the strength of the 
vortex elements is expressed as 
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where KG is a regularization function, defined as 
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According to the Reynolds transport theorem, the change of circulation in a computational cell is determined as 
 g
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Substituting the vorticity source terms into Eq. (14), the change of the circulation in a cell can be obtained 
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Assuming the change of the circulation in a computational cell is ΔΓ in a time step, in the case that the number of 
vortex elements in a cell is n, the change of the circulation for each vortex element during Δt is supposed to be ΔΓ/n; 
While in the case that there is no vortex element in the cell, a new vortex element will be generated at the center of 
the cell with the strength ΔΓ. 
2.3. Decomposition of air velocity field 
Dual-potential method is used to calculate air velocity in present method. The basis of dual-potential method is 
Helmholtz theorem: any vector field can be represented as the summation of an irrotational vector field and a 
solenoidal vector field [12]. Defining a scalar potential function φ and a vector potential function ψ, then the air 
velocity can be represented in the form of the summation of the gradient for φ and the rotation for ψ, namely 
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g M  uu ψ    (16) 
Substituting Eq. (16) into Eq. (2) and considering  =0 uψ , the following equation can be obtained 
  0g g gtD D M Dw   u   w ψ    (17) 
Taking the rotation of Eq. (16) and considering =0ψ , the vector Poisson equation is derived 
2  ψ ω    (18) 
The vector potential function ψ will be calculated through this Poisson equation by the successive over-relaxation 
method on the Eulerian grid. 
2.4. Numerical procedure 
When the air flow field at time t is known, the velocity of gas phase at time t+Δt is computed by the following 
procedures: 
1) Calculate particle motion from Eq. (4) to obtain the new particle location; 
2) Calculate the gas volume void fraction in each computational cell; 
3) Calculate the convection of vortex elements from Eq. (10); 
4) Calculate the change of strength of vortex element induced by vortex stretching and viscous diffusion from Eq. 
(11); 
5) Calculate the change of circulation in control volume induced by vortex source from Eq. (15), and then change 
the strength of vortex elements in the cell; 
6) Calculate the air vorticity on each node from Eq. (8); 
7) Calculate the vector potential ψ from Eq. (18); 
8) Calculate the scalar potential φ from Eq. (17); 
9) Obtain the new air velocity field from Eq. (16). 
3. Simulation conditions 
In this paper, Ogata’s experiment [9] on a free falling particulate jet is simulated. Spherical glass particles with 
diameter d = 454 μm and density ρ = 2590 kg/m3 are used both in experiment and simulation. Particles drop through 
a circular orifice with diameter D into unbounded quiescent ambient air. The flow rate in this simulation is 
calculated by the empirical formula proposed in the experiment 
 520.583 1.4pm D d gU     (19) 
It can been seen in Ogata’s experiment that the velocity profiles of particles are almost uniform at the initial 
orifice position, so the initial velocity of all particles in present simulation is set 0.76 m/s which was measured at 
1mm distance downstream of the orifice in the experiment. Thus the Re number of particles in this simulation values 
about 20 ~ 100, which satisfies the value range of Re in Eq. (6). As the distance from orifice increases, the velocity 
profile gradually becomes a single peak curve and particles spread at radial direction. That phenomenon is due to 
different pressure at different direction outside the particle, which is because each size of space among particles 
varies. However limited by mesh size and calculated quantity, it’s nearly impossible to calculate the pressure 
gradient for each particle. A virtual particle source is set in present simulation, and all particles can be imagined to 
arise from the source. The position of the virtual source is calculated from the maximum radial distance of particles 
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that measured in the experiment at distance z = 50mm downstream from orifice. Thus the initial direction of particle 
velocity is determined by the initial position at the orifice, and the simulated radial spread will agree with the 
experimental situation. 
The computational domain, shown in Fig. 1, consists of a 0.08 m × 0.08 m × 0.52 m hexahedral region, which is 
resolved into 40 × 40 × 260 uniform grids. The time step Δt = 0.001 s for air flow, and Δt/20 for particle motion. 
Thus enough precision of solution can be obtained as well as the computational time is acceptable [12]. 
 
Fig. 1. Schematic diagram of particulate jet and computational domain (display scale x:y:z = 1:1:2) 
4. Results and discussion 
4.1. Air velocity profile 
Fig. 2 shows the time variation for the center axial air velocity wg with the orifice diameter 4 mm. For the central 
axis at the distance 500 mm from the orifice, the drag force from particles on the air appears around 0.3 s after 
particles falling starting, and then the air velocity gets its maximum value at about 0.4 s, and finally drops to a 
relatively stable value which still vibrates slightly after 0.6 s. According to three curves at different distances, it can 
be considered that the calculation achieves stable after calculation time 0.6 s. For other orifice diameter larger than 4 
mm, a relatively stable value is also achieved in calculation zone. 
Fig. 3 shows the radial distribution of air axial velocity wg at different distances. The air axial velocity wg is 
obtained by calculating the average velocity at 11 equally spaced moments during 0.55 s ~ 0.65 s. The radial 
distribution curve of wg is apparently satisfies the Gaussian distribution, which agrees with the experimental results 
of Ogata and Liu. The value of three curves indicates that the air axial velocity increases with an increase in the 
distance; while the value of wg can’t increase all the time, and it will approach maximum value wgmax. The particle 
axial velocity can also get its maximum value wpmax when the drag force on particle equals with particle gravity, and 
wgmax < wpmax. 
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Fig. 2. Time variation for centerline air axial velocity 
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Fig. 3. Radial distribution for air axial velocity 
4.2. Characteristics of particle phase 
Particles falling from different diameter orifices are simulated in this paper, and the location and velocity of each 
particle at stable developed flow field are obtained. These simulated results are compared with the particle velocity 
data from Ogata’s experiment, shown in Fig. 4. The edge of simulated radial distribution curve of particle velocity is 
close to the edge point of the experiment measurement, which indicates the particle diffusion is well simulated. The 
simulated radial distribution of particle velocity has better symmetry than the experimental data, as the simulation 
result is obtained by calculating the time-average value and no environmental turbulence exists, while the measured 
particles will be asymmetric due to the turbulence flow. It is clearly found that the particle velocity profile 
approximates uniform near the orifice, and then becomes an arch as the falling distance increases. Since the particle 
falls from the orifice with nearly same velocity, and induces the air velocity profile to be modeled as a Gaussian 
distribution. So particles near centerline own smaller relative velocity and get less drag force from air than those 
with longer radial distance, which forms a single-peak velocity distribution. 
Particle velocity at centerline at each falling distance in the simulation and Ogata’s experiment is recorded and 
shown in Fig. 5. Two solid lines in the figure represent distance variation for axial velocity of single falling particle 
ws and particle axial velocity in vacuum wv. When a single particle falls, air can be considered to be quiescent, so ws 
can be obtained by solving the single phase movement 
2
2
8
gs
D s
ddw C w g
dt
S U      (20) 
Particles fall with no drag force in the vacuum condition, so wv is easily given by 
2
0 2vw w gz     (21) 
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Fig. 4. Particle axial velocity profile at different orifice diameters (a) 4 mm; (b) 6 mm; (c) 8 mm. 
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Fig. 5. Axial variation of centerline particle axial velocity 
In actual condition, particles fall with drag force, so the particle axial velocity wp<wv.; particle-driven plume 
lowers the relative velocity of particle, which leads to lower drag force than that of a single particle, so wp>ws. In Fig. 
5, three dash lines separately represent simulated particle axial velocity at centerline with orifice diameter 4mm, 
6mm and 8mm from the bottom up, and the dash line of 8mm nearly overlaps with the wv line. All these simulated 
result lines locate between ws and wv line, which proves the simulation results reasonable, while part of experimental 
data locate above the wv line. The slightly difference between the value of simulated and experimental particle 
velocity near the centerline is probably caused by the compressibility of air. Particles accelerate until an ultra long 
distance while falling. For any particle, downstream particles own higher velocity than upstream ones, which leads 
to the upstream air more dense. Thus, the pressure gradient force on the particle will accelerate its movement, 
leading to the actual particle velocity slightly higher than the simulated one. In order to make the simulation simple 
and computable, incompressible assumption is used, and the deviation caused by compressibility is acceptable. 
From Fig. 4 and Fig. 5, it is noted that particle velocity increases slightly with an increase in diameter of the 
orifice, namely particle flow rate, while particle flow rate has little influence on the spread of particles. When 
particle flow rate is large, for instance 8mm orifice diameter in this simulation, the air velocity at centerline will 
close to the particle velocity, which makes the drag force on particle approximate zero. Thus the particle velocity at 
centerline approximates its limit value wv, and it will not increase when the particle flow rate becomes larger. 
5. Conclusion 
A three-dimensional VIC method that combined Lagrangian method tracing vortex element movement and 
Eulerian method solving vorticity Possion equation has been developed to solve the gas turbulent flow in a free 
falling particulate jet experiment. The two-way coupling between gas-solid phases is fully considered, and the 
parameters of particles and flow field are presented in this simulation. The main conclusions of this study are 
summarized as follows: 
1) The simulated particle velocity distribution calculated by VIC method agrees well with the experiment data, 
which can be used to predict falling particulate jet at any condition. 
2) The axial velocity profile of air induced by particle falling is modelled as a Gaussian distribution. 
3) The particle velocity profile approximates uniform near the orifice, and then becomes a single peak further from 
the orifice. Particle velocity increases slightly with an increase in diameter of the orifice, namely particle flow 
rate, while particle flow rate has little influence on the spread of particles. 
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