In this paper, stickers are used to construct a solution space of 
Introduction
Biomolecular (DNA) computing is a new computation paradigm which proposes to use of molecular biology tools to solve mathematical problems. The first time, Adleman [1] introduced this idea to solve a computationally NPcomplete problem, the directed Hamilton path problem [1] . Computing with DNA offers a completely new way of looking at and performing computations: the main idea is that data can be encoded in DNA strands, while molecular biology laboratory techniques (called bio-operations ) that involve manipulation of DNA strands in test tubes can be used to simulate arithmetical and logical operations. Besides the novelty of approach, and in spite of the technical difficulties that arise from the error rates of bio-operations [2] , there are several reasons by which computing with DNA might have advantages over electronic computing. These include memory capacity, massive parallelism, and power requirements. Indeed, 1 g of DNA, which when dry would occupy a volume of approximately 1 cm 3 , can store as much as information as approximately one trillion CDs [3] . Energy efficiency is concerned; in principle, 1 J is sufficient for approximately 2 × 10 19 ligation opera-tions whereas supercomputers operate in the significantly smaller range of 10 9 operations per joule [3] . These practical incentives and the fascination of being able to perform computations with biological means have inspired many researchers to pursue the challenging topic of DNA computing.
A DNA is a polymer, which is strung together from monomers called deoxyribonucleotides.
Distinct nucleotides are detected only with their bases, which come from adenine, guanine, cytosine, and thymine. Those bases are abbreviated as A, G, C, and T, respectively. A DNA strand is essentially a sequence (polymer) of four types of nucleotides detected by one of four bases they contain. Two strands of DNA can form (under appropriate condition) a double strand, if the respective bases are the Watson-Crick complements of each other -A matches T, and C matches G, also 3 end matches 5 end [3] [4] [5] .
In this paper, an algorithm is described to solve the satisfiability (SAT) problem. Such a problem has been keenly studied both theoretically and experimentally on the basis of DNA computing [6] [7] [8] .
Definition of the SAT Problem
A Boolean variable x is a variable that can assume only the values true and false. Boolean variable can be combined by the logical connectives OR (denoted here by +), AND (shown as ·), and NOT (x stands for not x) to Boolean formulas in much the same way that real variables can be combined by arithmetic operations to form algebraic expressions. For example,
is a Boolean formula. Given a value t(x) for each variable x, we can evaluate a Boolean formula, just as we would an algebraic expression, by following the interpretation above. For example, the above Boolean formula evaluated at the set of values (called a truth assignment ) t(x 1 ) = "true", t(x 2 ) = "true", and t(x 3 ) = "false" gives the value "true". The above formula can be made "true" by some truth assignment; such Boolean formula is called satisfiable. Not all formulas are satisfiable; there are some that cannot be made "true" by any truth assignment, essentially because they are encodings of "contradiction". For example, consider
For (2) to be "true", all subformulas within parentheses (called clauses ) that contain literal (i.e., variables or negations) must be "true". The first clause says that at least one of the variables must be "true". The next three clauses force all variables to be the same. To see this, suppose that x 1 is "false" because the second clause must be made "true", x 2 must be "false"; finally, from the third clause, x 3 must be "false" too. If a variable assumes any value, the second, third, and fourth clauses will force the other variables to take the same value. So all variables must have the same value, and because we know that at least one must be "true", they all must be "true". However, the last clause requires that not all of them be "true", and hence formula (2) contains a contradiction. It is unsatisfiable. The SAT problem is as follows:
Given m clauses C 1 , . . . , C m involving the variables
SAT is a central problem in mathematical logic, and there has been great interest in devising efficient algorithms for its solution. Of course, one solution is to try all possible truth assignments to see if one satisfies the formula. Also, The SAT problem is an NP-complete problem [9] .
Using Sticker for Solving SAT Problem
DNA algorithm typically solve problem by initially assembling large data sets as input and then eliminating nonsolution. The basic assumptions are that the data can be encoded in DNA strands and error free, and that molecular biologic technologies can perform all computational operations [10] .
Operations
The models of DNA computing are based on different combinations of the following biological operations on DNA strand [3, 10] :
1. Extract (T, s, T + , T − ). Given a tube P and a short single strand of DNA called s, we can produce two tubes T + and T − , where T + is all molecules of DNA of T which consist of the short strand s, and T − is all of the molecules of DNA in T which do not contain the short strand s. 2. Merge (T 0 , T 1 , . . . , T n ). Given n tubes T 1 , T 2 , . . . , T n , yield T 0 , where
This operation is to pour n tubes into one with no change in the individual strands. 3. Detect (T). Given a tube T, if it includes at least one DNA molecule we can say "yes", and if it contains no DNA we can say "no".
Append (T, s)
. Given a tube T and a short strand of DNA called s, the operation will append the short strand s onto the end of every strand in tube T. 5. Discard (T). Given a tube T, the operation will discard the tube T. 6. Amplify (T 0 , T 1 , . . . , T n ). The amplify operation is used to yield n new identical tubes T 1 , . . . ,T n of T 0 , and then to empty the tube T 0 . 7. Set (T, t). Given a tube T and considered a particular bit position "t". The operation logically turns bit position t "on" (value 1) on every strand in tube P. 8. Clear (T, t). Given a tube T and considered a particular bit position "t". The operation logically turns bit position t "off" (value 0) on every strand in tube T. 9. Number (T). Given a tube T, the operation counts the number of DNA strands in it.
Algorithm
The algorithm is in the following manner:
•
Well-Formatted DNA Strands
The first task DNA computing is to construct an ensemble of DNA molecules to representing the complete data pool. Data structure is designed in the form of single strand DNA. Each strand is subdivided into five non-overlapping regions. The bit position, the bit length, and the encoded logical definitions for each region are presented by Table 1 . The first region encodes clauses of problem (0 corresponding with "false" and 1 corresponding with "true"). The remaining four regions are used to identify the following in sequence: the "true" or "false" each variable with n bits, the "valued pair" (discussed in Section 3.2.3) with n bits, summation of valued pairs with n bits, and flag-bit (carried over for addition) with n bits.
Solution Space for SAT Problem
Initially, m strands are poured into tube T 0 to represent the m clauses. For a DNA strand P, an n-digit binary number, X k ∈ {0, 1} n , is assumed to represent all possible combinations of n variables.
To reduce errors in computation, sequences were designed to discourage intra-and inter-library strand hybridization and unintended probe-library strand hybridization. So, to achieve these goals, sequences were computergenerated to satisfy reported constrains [4] .
In the following it is defined that if the ith bit in strand h is set to 1, then the corresponding variable X i in h is denoted X 1 i and if ith bit in strand h is set to 0 then the corresponding variable X i in h is denoted X 0 i . All possible combinations of n variables are produced by Procedure Init.
Procedure Init (T 0 , n) 
Clauses Value Processing
Procedures process_value and Parallel_add are applied to change value of each clause into a binary number. Value of each variable in the clauses and solutions is defined as a pair. Hence, four pairs' codes (0, 0), (0, 1), (1, 0), and (1, 1) exist in a typical solution to present the combination of value of variable in solution and clauses. Here, pairs (1,1) and (0,0) are called the "valued pair". First of all, procedure process_value is applied to append the binary value "1" to "valued pair" strands and binary value "0" to "non-valued pair" strands.
Procedure process_value (T 0 , n)
The procedure process_value (T 0 , n) yields a solution with or without "valued pair", {0,1}
n , for all strands in T 0 . The second part is changing the value of each clause into a binary value that is proceeded by Init_value(T 0 , len, pos), which passes parameters (len, pos) with (2n, 3n) before that procedure Parallel_add(T 0 , α, β, f ) is executed. Procedure Init_value(T 0 , len, pos) initializes bit values by appending DNA strands with an encoded value of "0" to the ends of the strands in tube T 0 . Procedure Init-value (T 0 , len, pos)
Now, the total number of "valued pairs" is computed by procedure Parallel_add(T 0 , α, β, f) which passes parameters (α, β, f ) with (2n, 4n, 5n).
Procedure Parallel-add (T 0 , α, β, f)
Validate DNA Strands
The solutions which satisfy in clauses are isolated by the following procedure. It checks which the total number of value pairs be greater than or equal to 1. Procedure check (P 0 , n)
Finally, problem solution consists of the strands which number of them in the tube P ans is m.
The Complexity of Algorithm
Theorem 1. SAT problem can be solved using O(n) biological operations, and O(n) time complexity.
Proof: Algorithm includes three main steps.
Step 1 has no operation.
Step 2 consists of n Amplify operations, 2n Append operations, and n Merge operations. In Step 3, procedure process_value consists of 3n Extract operations, n Merge operations, and 3n Append operations, procedure Init_value consists of 2n + 1 Append operation, procedure Parallel-add consists of (2n 2 + 4n) Extract operations, (2n 2 + 4n) Set operations, (3n 2 + 4n) Clear operations, and (n 2 + 2n) Merge operations, and finally, procedure comparator consists of n Extract operations. Hence, from statement mentioned above, it is inferred that the biological operations of above algorithm are determined to be O(n). Using the sticker model the time complexity is also O(n). 130
The complexity of an algorithm is the cost, measured in running time, or storage, or whatever units are relevant, of using the algorithm to solve a problem. It is right that the proposed algorithm has polynomial time complexity but there are some problems for doing the proposed algorithm. The first problem is that the number of days needed for doing algorithm is a lot. The second problem is that the amount of DNA needed for doing algorithm is a lot in some cases. For example, solving a Hamilton path problem for 200 cities would require more than 10 27 kg of DNA. Typical molecular biology experiments usually require less than 1 mg of DNA.
Conclusions
A good algorithm, as mentioned in the books of algorithm theory, must be having the following properties:
1. It is easy to understand 2. It is easy to correct and change 3. The mount of used memory is optimum 4. From computational view is profitable The presented algorithm has above properties clearly. It is right which many algorithms proposed to solve SAT problem based on DNA computing and have polynomial time complexity but the proposed algorithm in this paper, that has polynomial time complexity, has linear time complexity based on input size too which this is very important in algorithm theory.
It is indicated that there are lots of NP-complete problems containing mathematical operations. It is very difficult from [1] that using molecular computing finishes mathematical operations. This is to say that solving those NP-complete problems with mathematical operations is open problem. Finding a general method for solving the NP-complete problems is the author's future researching direction.
