This work proposes a complete algebraic model for classical information theory. As a precursor the essential probabilistic concepts have been defined and analyzed in the algebraic setting. Examples from probability and information theory demonstrate that in addition to theoretical insights provided by the algebraic model one obtains new computational and anlytical tools. Several important theorems of classical probahility and information theory are formulated and proved in the algebraic framework.
Introduction
The present paper proposes an algebraic model of classical information theory. We then carry out a detailed investigation of the model. The connection between operator algebras and information theory-both classical and quantum-have appeared in the scientific literature since the beginnings of information theory and operator algebras-both classical and quantum (see e.g. [Ume62, Seg60, Lin74, Ara75, Key02, BKK07, KW06] ). The standard formulation of classical information theory [Ash90, CT99] on the other hand is sometimes seen as an important application of probability theory. Thus probabilistic concepts like distribution function, conditional expectation and independence are vital for the development of information theory. Most previous work including those mentioned above focus on some aspects of information theory, especially the noncommutative generalizations of the concepts of entropy and for specific probabilistic concepts they often resort to a representation on some Hilbert space. As a consequence, there does not appear to be a unified coherent approach based on intrinsically algebraic notions. The construction of such a model is one of the goals of the paper. As probabilistic concepts play such an important role in the development of information theory we devote a fairly large section to an algebraic approach to probability. It was I. E. Segal [Seg54] , one of the major players in the early development of operator theory who first proposed such an algebraic approach to probability theory. Although we have mostly restricted ourselves to the discrete case, sufficient for our models of communication and information processes, our proposed model is different from Segal's. We believe several aspects of our approach are novel (see the section-wise synopsis below) and yield deeper insights to information processes.
A strong motivation for this paper is the relatively young field of quantum information theory. It is almost folklore that in quantum mechanics we are forced to deal with noncommutative entities. Thus, the language of C ¦ algebras, already known to physicists for decades [Haa92, Emc84] as "the algebra of observables" on which many extensions of classical probabilistic concepts can be made, became a natural setting for quantum information. As a complex quantum information scheme or protocol has several classical components (e.g. classical communication, coin-tosses etc.) it is important that we have a unified model and a single language for quantum and classical information. Such a formulation will be of great help in the difficult task of protocol analysis. Besides a unified framework will be of significant advantage for theoretical analysis. For example, a deeper study of quantum phenomena like (no) quantum broadcasting [BBLW07] , quantum Huffman coding [BFGL00] , channel capacity [Sch96] to name a few would benefit from the investigations of these structures. In this framework we may view a classical process as a special type of process described by commuting elements. Therefore, it seems appropriate to investigate this special case first. As we will show the classical structure is quite rich and sheds new light on some familiar aspects of information theory. There is yet another reason. In quantum mechanics we have several examples of observables taking only a finite number of values (the spectrum is finite). But in classical mechanics all variables take on a continuum of values. Therefore, we often see statements like "a finite-dimensional operator like spin is a purely quantum phenomenon that has no classical analogue". However, when we talk about information systems finite-dimensional quantum systems have obvious classical analogues. A 2-dimensional quantum "source" corresponds to a classical binary source. Our investigations raise some questions about the possibility of an alternative formulation of probability theory with a more algebraic flavour [Seg54] . This is interesting in itself. But it is a side issue in this paper and will only be briefly commented upon. Since our main concern is the mathematical models of information processing systems we will be primarily dealing with discrete systems, thus circumventing some tricky topological issues.
Let us recall a simple model of a communication system proposed by Shanon [Sha48, SW49] . This model has essentially four components: source, channel, encoder/decoder and receiver. The source could be representing very different kinds of objects: a human speaker, a radar antenna or a distant star. We usually have some model of the source. The coding/decoding operation is required for three basic reasons: i) the source/receiver alphabet and the channel alphabet may be different, ii) to maximize the rate of information communication and ii) to detect and correct errors due to noise and distortion. Some amount of noise affects every stage of the operation. So the behavior of components are generally modeled as stochastic processes. This is valid in both the classical and often quantum communication processes. The difference, of course, is in the description of the two processes. As in any stochastic process, we specify the source by a family X t of random variables and the various stages of the communication system are modeled as (stochastic) transformations of these variables. The parameter t can be continuous or discrete. In this work our primary focus will be on discrete processes corresponding to discrete time. Thus, a discrete source can be viewed as a generator of a countable set of random variables. Let us suppose the source "tosses" a coin and sends a 1 if it is "heads" and a 0 otherwise. We may model this by a pair of random variables tX h , X T u on the probability space th (heads), t (tails)u such that X h phq X t ptq 1 and X h ptq X t phq 0. If the coin is unbiased we say that the state of the source is given by a probability measure t1{2, 1{2u. In general it is tp, qu where 0 ¤ p 1 ¡ q ¤ 1 is the probability of heads. This simple model can be generalized to more complicated sources. Besides these elementary random variables we encounter functions of these variables. Thus we are led to study algebras of random variables. Recall the standard definition of a random variable: it is a (measurable) function on a probability space S. Hence, in the standard formulation we need a probability space or sample space to define our random variables or "observables". Let us also recall that a probability space is a triple pS, M, µq, where S is a set, the set of elementary or atomic events, M is a σ-algebra of subsets and µ is the probability measure. Thus if tA n u is a sequence of mutually disjoint elements
µpA n q.
Moreover, µpSq 1 and µpBq ¥ 0 for any B M. These are essentially the Kolmogorov axioms. A real or complex valued random variable is a measurable function form S Ñ R or S Ñ C. Here measurability is with respect to the Borel σ-algebra of R or C. We recall that the Borel σ-algebra of any topological space is generated by its open sets. So in some sense in this formulation the probability space is fundamental and the notion of random variables is based on the former. However, from an observer/experimenter point of view the random variables are the basic entities because these are precisely the observables. In statistical theories like information theory it is the set of random variables and their distributions and transformations which are of primary interest. Of course, to compute the probability distributions of the random variables we have to appeal to the original probability space. But once the distributions have been determined for almost all computations they suffice and the underlying probability or sample space plays little role. The fundamental theorem of Kolmogorov [Bil95, Shi84] guarantees that given a set of random variables and their distributions satisfying certain consistency conditions we can reconstruct a probability space giving these distributions. These observations suggest that we take the algebra of random variables or observables as our primary structure and derive all relevant quantities from this structure. One of the advantages is that we deal with a smaller spaces restricted to quantities of interest. In the modeling of security protocols this a more realistic approach since different participants have access to different sets of observables and may assign different probability structures on the same set of events.
In the quantum case there are more fundamental reasons for working with the algebras of observables. We will not go into these here. The current work is an attempt at formulating (classical) information theory in an algebraic framework. We will mainly focus on C ¦ and von Neumann algebras. We will see that most interesting spaces of observables do have a C ¦ structure. As mentioned before, we will be dealing with discrete spaces in this work. We also observe that C ¦ algebras have been studied intensively since the pioneering works of Murray, von Neumann, Gelfand, Naimark and Segal and others starting from 1930s. As we stated at the beginning of this section, several probabilistic and information theoretic concepts like conditional expectation, entropy, differential entropy have previously been investigated in the algebraic context. However to the best of our knowledge there is no work investigating information and communication theory in a purely algebraic framework. Our investigations indicate that most if not all important concepts and constructs of information theory can be dealt with in the algebraic framework. The paper is structured as follows.
In Section 2 we give the basic definitions of the algebras of interest. This section is fairly detailed as we provide proofs of several structure theorems for finite-dimensional abelian C ¦ algebras and their tensor products, possibly infinite. There are two reasons for this. The first is to make the paper as self-contained as possible. The second reason is to demonstrate the power and utility of the algebraic techniques. Moreover, we believe that in these special cases some of the proofs are new. We also give several examples.
Section 3 gives an account of probabilistic concepts from an algebraic perspective. In particular, we investigate the fundamental notion of independence and demonstrate how it relates to the algebraic structure. We note that there is a very sophisticated theory of noncommutative or "free probability" [VDN92] . Our approach in the simpler commutative case is different in several aspects. One important point in which our approach seems novel is the definition of a probability distribution function. The definition we give is algebraic in the sense that it depends on the intrinsic properties of the algebra. Specifically, we define a probability distribution function as the weak limit of a net or sequence of elements in a subalgebra representing an approximate identity of an ideal or a subalgebra. To illustrate the practical use of these techniques we give some typical examples from standard probability theory. The problem of "waiting time" shows that the algebraic approach can offer new techniques and insights. Finally, using the definition of distribution function and some other constructs we formulate and prove some of the basic limit theorems in this framework. These are used later in proving results in information theory.
In Section 4 we give a precise algebraic model of information communication system. The fundamental concept of entropy is introduced as a limiting value of typical sequences of the algebra. The notion of typical sequence comes from the limit theorems. In the conventional approach the limit is taken in the probability (convergence in measure). In our algebraic case it corresponds to a weak limit.
The point is, we can do all this in purely algebraic setting. We also define and study the crucial notion of a channel. In particular, the channel coding theorem is presented as an approximation result. Stated informally, Every channel other than the useless ones can be approximated by a lossless channel under appropriate coding.
In the final section we summarize our constructions and discuss future work.
Algebraic Preliminaries
An algebra A is vector space over a field F with an associative bilinear product:
We take F C, the field of complex numbers. We deal mostly with unital algebras, that is, algebras with a unit 1. A Banach algebra is an algebra with a non-negative real function | || | on A such that | |x| | ¥ 0 and
and A is complete in the topology defined by the norm. A C ¦ algebra B is a Banach algebra with an anti-linear involution ¦ (a map σ is an involution if the norm-closed subalgebras of LpHq, the set of bounded operators on a Hilbert space of H. The fundamental Gelfand-Naimark-Segal (GNS) theorem states that every C ¦ algebra can be isometrically embedded in some LpHq. The notion of the spectrum of an operator has an algebraic analogue without reference to the representation space. The resolvent of an element x in the C ¦ algebra B is the set Rpxq C such that λ Rpxq implies λ1 ¡ x is invertible. The spectrum sppxq is the complement of the resolvent. The spectrum is a nonempty closed and bounded subset and hence compact. Define rpxq supt|λ| : λ sppxqu, the spectral radius. A basic result states that
An element x is self-adjoint if x x ¦ , normal if x ¦ x xx ¦ and positive (strictly positive) if x is self-adjoint and sppxq r0, Vqpp0, Vqq. A self-adjoint element has a real spectrum and conversely. Since x px x ¦ q{2 ipx ¡ x ¦ q{2i any element of a C ¦ algebra can be decomposed into self-adjoint "real" (px x ¦ q{2) and "imaginary" (px ¡ x ¦ q{2i) parts. For a self-adjoint element x, rpxq | |x| |. CpXq is an abelian C ¦ algebra. This is a prototype of abelian C ¦ algebras [KR97] . One can generalize to (essentially) bounded measurable functions on measure spaces with appropriate norm. However, for the purposes of this paper it suffices to consider compact spaces with measures defined on Borel σ-algebras. We will dwell more on this point in the next section. A complex function (not necessarily continuous) is called simple if its range is finite. For example, the indicator function I S of a subset S X, given by I S pxq 1 if x S and 0 otherwise is a simple function. It is not continuous unless S X or S is a connected component. Simple functions play a crucial role in probability and integration theory. From their definition it follows that the projections in CpXq are precisely the indicator functions. The constant functions 1 and 0 are both projections corresponding to S X and r resp. These are the only projections in CpXq if X is connected. The basic structure theorem for abelian C ¦ algebras is the following.
Theorem 1. An abelian C ¦ algebra with unity is isomorphic to the algebra CpXq for a compact Hasudorff space X. The isomorphism is an isometry (norm preserving).
The main idea of the proof comes from the following observation. In any function algebra CpXq for p X the map σ P : f Ñ f ppq, f CpXq is a linear functional on CpXq. These are multiplicative functionals in the sense that σ p pxyq σ p pxqσ p pyq. In fact these are the only possible multiplicative functionals. The Gelfand representation for an abstract abelian C ¦ algebra A identifies the space X as the set of multiplicative functionals and gives it a topology to make these continuous. The details can be found in [KR97] .
Now let X ta 1 , . . . , a n u be a finite set with discreet topology. Then A CpXq is the set of all functions X Ñ C. The algebra CpXq can be considered as the algebra of (complex) random variables on the finite probability space X.
Let x i pa j q δ ij , i, j 1, . . . , n. Here δ ij 1 if i j and 0 otherwise. The functions x i A form a basis for A. Their multiplication table is particularly simple: x i x j δ ij x i . They also satisfy°i x i 1. These are projections in A. They are orthogonal in the sense that x i x i 0 for i $ j. We call any basis consisting of elements of norm 1 with distinct elements orthogonal atomic. A set of linearly independent elements ty i u satisfying°i y i 1 is said to be complete. The next theorem gives us the general structure of any finite-dimensional algebra.
Theorem 2. Let A be a finite-dimensional abelian C ¦ algebra. Then there is a unique (up to permutations) complete atomic basis B tx 1 , . . . , x n u. That is, the basis elements satisfy Again, choosing an independent set we may assume that y i themselves are positive with norm 1. Let S tz : z ¥ 0 and | |z| | ¤ 4. S is convex and compact (being closed and bounded) and y i S. Hence, by the Krein-Millman theorem [KR97] S is the convex closure of its extreme points 2 . We may assume that these extreme points have norm 1 (obviously discarding 0). Since each y i can be written as a finite convex sum of its extreme points we can pick a basis x 1 , . . . , x n of extreme points. We complete the proof by showing that the x i 's satisfy equations (2) and that they are unique. Now | |x i | | 1 implies that for any |λ| ¡ 1, λ¡x i λp1¡λ ¡1 x i q is invertible. This can be proved by using the geometric series of p1 ¡ λ ¡1 x i q ¡1 . Hence if a sppx i q then 0 ¤ a ¤ 1 and 1¡x i is positive. Since sppx i ¡x 
is a convex combination of points in S. Hence, as before either x i x j 0 or x i x i x j . With x j in place of x i we conclude that x i x j 0 or x j x i x j . Thus the only possibility for x i $ x j is that x i x j 0.
To prove the decomposition property let 1 °i a i x i . Squaring and using the orthogonality of x i 's we conclude that a i 1 or 0. If some a k 0 then
Hence, all a k 1. Finally, let tz i u be another basis satisfying (2). Let z i °j b ij x j . As before, b ij 1 or 0 and the matrix pb ij q is a 0-1 matrix. For fixed i let T i be the set of integers j such that b ij 1. Then x i x j 0, i $ j implies T i and T j are disjoint. This along with the last condition in (2) implies that T i 's form a partition of the set t1, . . . , nu. Thus each T i is a singleton and the matrix pb ij q has exactly one 1 in each row and column. It is a permutation matrix. Let x °i a i x i be an element of A. Then λ1 ¡ x °ipλ ¡ a i qx i . This is invertible iff λ $ a i , i 1, . . . , n with inverse°ipλ ¡ a i q ¡1 x i . The proof is complete.
Let us observe that we could have proved the theorem using the Gelfand representation. But the above proof is more intrinsic depending mostly on the structure of the algebra itself only. The conditions in the corollary can be slightly weakened by requiring that there be embeddings (injective algebra homomorphisms) α k : A k Ñ A k 1 and α I k : A I k Ñ A k 1 such that the images α k pA k q and α I k pA I k q satisfy the conditions stated. Such a structure will appear in the tensor product of algebras to be defined below. They play an important role in our modeling of information and communication systems. Let us also note that the basis structure in Theorem 2 may be used to defined a finite dimensional C ¦ algebra abstractly.
Tensor products
We next describe an important construction for C ¦ algebras. Given two C ¦ algebras A and B, the tensor product A B is defined as follows. As a set it consists of all finite linear combinations of symbols of the form tx y : x A, y Bu subject to the conditions that for all x, u A, y, z B and c C, pcxq y x pcyq cpx yq px uq y x u u y and x py zq x y x z.
Thus the tensor product is bilinear. There are no other relations. Note that by definition the products of the form x y span A B. Hence, if tx i u and ty j u are bases for A and B respectively then tx i y j u is a basis for A B. The linear space A B becomes an algebra by defining pxyqpuzq xu yz and extending by bilinearity. Explicitly,
The ¦ is defined by pxyq ¦ x ¦ y ¦ and extending anti-linearly. The problem is defining the norm since it is not a linear function. In fact, for general C ¦ algebras there could be a number of inequivalent norms on different completions of A B. This problem of non-uniqueness, however, does not exist if one of the factors is abelian or finite-dimensional. Since, in this work we will be primarily concerned with abelian algebras this point will not be discussed further. Our basic model will be an infinite tensor product of finite dimensional C ¦ algebras which we present next.
Let A k , k 1, 2, . . . , be finite dimensional abelian C ¦ algebras with atomic basis B k tx k1 , . . . , x kn k u. Let B V be the set consisting of all infinite strings of the form z i1 z i2 ¤ ¤ ¤ where all but a finite number (¡ 0) of z i k s are equal to 1 and if some
in each factor separately:
Clearly every α Ã is a finite linear combination of elements in B V . We define a product inÃ as follows. First, for elements of B V :
We extend the product to whole ofÃ by linearity. Next define a norm by
It is straightforward to show that B V is an atomic basis. It follows that the above function is indeed an algebra norm and thatÃ is an abelian normed algebra. We also define ¦-operation by
It is routine to check that for x Ã, | |xx ¦ | | | |x| | 2 . Finally, we complete the norm and call the resulting C ¦ algebra A. The completion of a norm is a technical device that uses the fact that any normed algebra X can be isometrically mapped to a norm complete algebra (a Banach algebra)X and the image X is dense inX (see [KR97] ).
3 With these definitions A is a C ¦ algebra. An important special case is when all the factor algebras A i A. We then write the infinite tensor product C ¦ algebra as Â V A. Intuitively, the elements of an atomic basis B V of Â V A correspond to strings from an alphabet (represented by the basis B) with a given prefix. A general element of A which is a linear combination of elements of
Of particular interest is the 2-dimensional algebra D corresponding to a binary alphabet. Thus we name Â V D the binary algebra. Let us fix some notation. For any finite dimensional C ¦ algebra A the atomic basis B V for Â V A constructed above will be denoted by B V
A to emphasize the association. The algebras Â V A will be our model of signals from a source/encoder which are strings (of arbitrary length) from some alphabet. We next prove a result that is relevant for coding theory. Proposition 1. Let A be an abelian C ¦ algebra of dimension n with atomic basis B A tx 0 , . . . , x n¡1 u. Let B G ty 0 , y 1 u be the atomic basis of the 2-dimensional algebra G defined above. Then there are injective algebra homomorphisms
Proof. We observe that it is sufficient to define an injective set map j (resp.
For we can first extend these to linear maps J (resp. J I ) on the appropriate spaces. The fact that the bases are atomic will ensure that these are injective algebra homomorphisms, in fact, isometries. Let 
The map j I is injective and the proof is complete.
Let us note that from the injective maps j and j I we can construct a bijective correspondence between B V
A and B V
G by a Schroeder-Bernstein type construction (see [Kle52] ) and this can be lifted to an algebra isometry. But for us, the isomorphisms induced by maps like j and j I (these are certainly not unique) will be greatest interest. Essentially, what the proposition says is that it is often sufficient to restrict our attention to the special algebra
The next step is to describe the state space. We recall that states of an algebra A are precisely the positive functionals ω that are normalized: ωp1q 1. Given a C ¦ subalgebra V A the set of states of V will be denoted by S pV q. Let A V i1 A i denote the infinite tensor product of finite-dimensional algebras A i . An infinite product state of A is a functional of the form
a finite product. Since an arbitrary element of A is the limit of sequence of finite sums of elements of the form α k , k 1, 2, . . . Ω is bounded by the principle of uniform boundedness. Clearly, it is positive. A general state on A is a convex combination of product states like Ω.
Analytic functions on C ¦ algebras
In this section we discuss another useful construction. Let A be a C ¦ algebra.
Suppose f pzq is an analytic function whose Taylor series°V n0 a n pz ¡ cq n is convergent in a region |z ¡ c| R. The convergence of the series°||x ¡ c1|| n for | |x ¡ c1|| R implies that the series°V n0 px ¡ c1q n converges (we need completeness of A for this). Thus it makes sense to talk of analytic functions on a C ¦ algebra. If we have an atomic basis tx 1 , x 2 , . . . u in an abelian C ¦ algebra then the functions are particularly simple in this basis. Thus if x °i a i x i then f pxq °i f pa i qx i provided that f pa i q are defined in an appropriate domain. We will mostly take this as our definition with the understanding that the constant function c is identified with c1.
Algebraic approach to probability
We have observed that discrete signals from a source are modeled by an abelian algebra. The elements of the algebra correspond to random variables representing the output of the source. With random variables we always associate a probability distribution. In the standard treatment of probability theory the probability or sample space is introduced first. Random variables are defined as (measurable) real (or complex, in general) functions on this space. One then finds the probability distributions of the random variables and most important quantities like mean, variance and correlations are based on these distributions. In particular, the mean or expectation value plays a central role. Note that random variables can be added and multiplied making it a real algebra (scalars are the constant random variables). Note also that random variables also represent quantities that are actually measured or observed-the voltage across a resistor, the currents in an antenna, the position of a Brownian particle and so on. The probability distribution corresponds to the state of the devices that produce these outputs. We will take the alternative view and start with these observables as our basic objects. In this way, we single out the objects which are relevant to a specific problem. In the following paragraphs we formalize these notions.
Basic notions
A classical observable algebra is an abelian complex C ¦ algebra A. It is convenient to use complex algebras. We can restrict our attention to real algebras whenever necessary. Recall that a state on A is positive linear functional ω such that ωp1q 1. We can identify ω with a probability measure as follows. Suppose pM, S, P q is probability space, (M = sample space, S = σ-algebra, P =probability measure). Let L V pM, S, P q (or simply L V pMq if the measure structure is clear) be the set of essentially bounded measurable complex functions. 4 We can give it a C ¦ structure as in the case of CpXq, the space of continuous functions on a compact topological space X (see equation (1)), but using the essential supremum instead of the ordinary supremum. If B S then the indicator function I B L V pM, Cq and
where the integral is defined in the sense of Lebesgue. Note that ω P pfq ³ f dP is a positive linear functional on L V pMq. Since ω P p1q 1 it is a state. Definition 1. A probability algebra is a pair pA, Sq where A is an observable algebra and S S pAq is a set of states. A probability algebra is defined to be fixed if S contains only one state. A probability algebra A 1 pA 1 , S 1 q is defined to be a cover of another A 2 pA 2 , S 2 q if there is an algebra homomorphism φ : A 1 Ñ A 2 and a one-to-one correspondence γ : S 1 Ø S 2 such that the following conditions hold: i. φ is onto and ii. for all x A 1 and ω S 1 : ωpxq γpωqpφpxqq.
Let ω be a state on an abelian C ¦ algebra A. Call two elements x, y A uncorrelated in the state ω if ωpxyq ωpxqωpyq. Note that this definition depends crucially on the state: the same two elements can be correlated in some other state ω I . Two natural questions are immediate. Are there any states for which every pair of elements of A are uncorrelated? Are there a pair of elements which are uncorrelated in every state? Two trivial candidates for the second question are 1 and 0. Either of them is uncorrelated to every element. We implicitly exclude these two trivial cases. Concerning the second question the answer is negative in general. On the first question, a state ω is called multiplicative if ωpxyq ωpxqωpyq for all x, y A. Note that the notion of positivity defines a partial order on the space of functionals making it an ordered vector space [KR97] . The set of states, S , is convex in the usual sense that for numbers p i ¥ 0,°k i1 p i 1 and states ω i , i 1, . . . , k the functional°i p i ω i is also a state. The extreme points of S are called pure states. In the case of abelian C ¦ algebras a state is pure if and only of it is multiplicative [KR97] . Thus in a pure state any two observables are uncorrelated. This is not generally true in the non-abelian quantum case.
Next we come to the important notion of independence. First, given S A let ApSq denote the subalgebra generated by S (the smallest subalgebra of A containing S). Two subsets S 1 , S 2 A are defined to be independent if all the pairs tpx 1 , x 2 q : x 1 ApS 1 q, x 2 ApS 2 qu are uncorrelated. As independence and correlation depend on the state we sometimes write ω-independent/uncorrelated when to emphasize this. Clearly, independence is much stronger condition than being uncorrelated. It is easy to construct examples in 3 or more dimensions where a pair of observables x, y are uncorrelated but they are not independent: for example, x 2 and y maybe correlated. However, in 2 dimensions x and are uncorrelated if and only if one of them is 0 or c1. Let us note that as in the quantum case two dimensions is an exceptional case. The next theorem shows the structural implications of independence.
Theorem 3. Two sets of observables S 1 , S 2 in a finite dimensional abelian C ¦ algebra A are independent in a state ω if and only if for the (unital) subalgebras ApS 1 q and ApS 2 q generated by S 1 and S 2 respectively there exist states ω 1 S pApS 1 qq, ω 2 S pApS 2such that pApS 1 q ApS 2 q, tω 1 ω 2 uq is a cover of pApS 1 S 2 q, ω I q where ApS 1 S 2 q is the subalgebra generated by tS 1 , S 2 u and ω I is the restriction of ω to ApS 1 S 2 q. Proof. First assume that S 1 txu and S 2 tyu. Let tx 1 , . . . , x n u be an atomic basis of A. Let x °i a i x i and y °i b i x i . Some of these coefficients may be 0 and some may be equal. Write
Here the a i 's are distinct the P i x i1 x i2 ¤ ¤ ¤ x ir corresponding to all basis elements whose coefficients are equal to a i . Similarly for Q j 's. Note that P i P m δ im and Q j Q s δ js . By Lagrange interpolation there are polynomials f i pλq, i 1, . . . , k and g j , j 1, . . . , l such that f i pa r q δ ir and g j pb s q δ js .
Since x, y are ω-independent ωpf i pxqg j pyqq ωpP i Q j q ωpP i qωpQ j q.
(4)
The subalgebra ApS 1 q(ApS 2 q) is generated by the P i 's(Q j 's). Clearly tP i : i 1, . . . , ku and tQ j : j 1, . . . , lu are atomic bases for ApS 1 q and ApS 2 q respectively. Define states ω 1 and ω 2 of ApS 1 q and ApS 2 q resp. by restricting ω to these subalgebras. Let φ : X Y Ñ A I be the natural map φpu vq uv. Using equation 4 it is a routine check that pApS 1 qApS 2 q, tω 1 ω 2 uq is a cover of pApS 1 , S 2 q, ω I q.
Now for the general case. Since ApS 1 q and ApS 2 q are subalgebras of A they have atomic bases tu i u and tv j u respectively. As in the previous case we have polynomials tp i u and tq j u in several variables such that p i px 1 , . . . , x ki q u i and q j py 1 , . . . , y mj q v j where x i S 1 and q i S 2 . We do not have easy interpolating polynomial in this case. By repeating the argument of the singleton case above we get the appropriate cover and complete the proof.
The converse is clear from the definition of a cover and the fact that in a product state ω 1 ω 2 pz 1 z 2 q ω 1 pz 1 qω 2 pz 2 q.
We can even extend it to infinite tensor product by restricting to finite segments. The next step is to extend the notion of independence to more than two subsets. Let S 1 , . . . , S k A and ω a state of A. Then the subsets are defined to be ω-independent if for all x i ApS i q, i 1, . . . , k we have ωpx 1 ¤ ¤ ¤ x k q ωpx 1 q ¤ ¤ ¤ ωpx k q Here ApS i q is the subalgebra generated by S i . We can then show that for states ω i pApS i qq, the restriction of ω to ApS i q the pair pApS 1 q¤ ¤ ¤ApS k q, ω 1 ¤ ¤ ¤ ω k q is a cover of ApS 1 . . . S k q, ω I , where ω I is the restriction of ω to ApS 1 . . . S k q, the algebra generated by S 1 , . . . , S k . We thus see the relation between independence and (tensor) product states in the classical or commutative theory. The non-commutative or quantum case is more delicate and requires careful handling.
Probability distribution functions
In this section we investigate another important concept of a (cumulative) distribution function (d.f) in the algebraic framework. As the paper's primary concern is an alternative formulation of mathematical models of information and communication we do not undertake an extensive exploration of the algebraic approach to probability concepts. However, the notion of a distribution function underpins large part of probability theory and its applications. One of the advantages of using C ¦ or more general Banach algebra is that we have both algebraic and analytical methods at our disposal.
Given a subalgebra B A of an abelian C ¦ algebra let S a tx A : xs 0 ds Su be the annihilator of S. This is an ideal 5 and hence there is an approximate identity. An approximate identity in an ideal B is a net ty λ u with 0 ¤ y λ ¤ 1 such that xy λ Ñ x (also yx λ Ñ x, dx B if the algebra is nonabelian). For the details see [KR97] . Obviously S a cannot contain the identity of the original algebra unless S t0u. We only mention that nets [Kel75] are generalization of sequences where the indexing set is not required to be countable. However, in the case of separable algebras (algebras with a dense countable set) the reader may substitute "sequence" for "net". In the following it will suffice for our purpose to restrict to the separable case although we often use the language of "nets". We can now define distribution of a set of observables.
Definition 2. Let S tx 1 , x 2 , . . . , x n u be a finite self-adjoint subset of A where pA, ωq is a fixed probability algebra. For t pt 1 , t 2 , . . . , t n q R let S t A denote the set of elements tpt i 1 ¡ x i q : i 1, . . . , nu and S ¡ t the set of elements tz ¡ : z S t u, negative parts of members of S t . Let te λ ptqu be approximations of identity in the annihilator ideal pS ¡ t q a . Then the ω-distribution of S is defined to be the real function
The rationale for this definition is simple. For convenience, restrict to a single random variable. Suppose X is a bounded random variable on a probability space tΩ, S, P u. Then the distribution function f ptq P ptα Ω : X t tI ¡ Xpαq ¥ 0uq. For a fixed t write the random variable X t X t ¡ X t¡ as the difference of two non-negative random variables. Then the distribution function of X is the probability of the event E t where E t tα Ω : X t pαq ¥ 0u. Consider now X t¡ and G t tα : X t pαq 0u Ω ¡ E t . Then X t¡ is ¡ 0 on G t and 0 outside it. If Y is any function on Ω such that Y X t¡ 0 then Y must vanish on G t . Conversely any function Y that vanishes on G t satisfies the equation Y X t¡ 0. In particular the indicator function I Ft satisfies it. The function I Ft is the identity on pX t¡ q a and its expectation value ³ I Ft dP P pF t q. Although, the indicator functions are not generally continuous we can approximate them by a sequence of continuous functions. This sequence is an approximate identity in the C ¦ algebra of continuous functions.
In most cases of interest to us the algebras will be separable. Then the nets can be replaced by sequences. Note that since the net te λ u is bounded and increasing the net tωpe λ qu converge. Finally, let us observe that even though the approximate identity is not unique the distribution function as defined above is unique. To prove this te λ u, tf λ u are two approximate identities. Then using the fact ωpe λ f µ ¡ e λ If µ I q ωpf µ pe λ ¡ e λ Iq e λ Ipf µ ¡ f µ Iqq is Cauchy since f µ pe λ ¡ e λ Iq Ñ pe λ ¡ e λ Iq and e λ Ipf µ ¡ f µ Iq Ñ f µ ¡ f µ I we conclude that the double-net tωpe λ f µ qu converges to the limit lim λ ωpe λ q lim µ ωpf µ q. Extending the definition of the d.f to an arbitrary element z in the algebra is simple.
5 An ideal of a algebra A is a subset I of A which is closed under addition and for every x A, xI I. Hence a non-zero proper ideal cannot contain the identity of A Write z x iy where x and y are self-adjoint. Let F x ptq and F y ptq denote the d.f of x and y respectively. Then the d.f of z: F z ptq F x ptq iF y ptq.
Theorem 4. Let x 1 , . . . , x n be self-adjoint elements of an abelian C ¦ algebra A. Let F pt 1 , . . . , t n q be their joint distribution function. Then F pt 1 , . . . , t n q is non-negative, left-continuous and non-decreasing in each variable. We also have boundary conditions lim t1,...,tnÑV F pt 1 , . . . , t n q 1 and lim t1,...,tnÑ¡V F pt 1 , . . . , t n q 0 If the elements are independent and F pt i q denotes the distribution function of
Proof. This is of course a standard result in probability theory. We sketch an algebraic proof in the current setting. The most direct approach is to use the notion of continuous function calculus which essentially asserts that continuous functions on the spectrum can be lifted to define functions on the algebra. More precisely, given an element x A there is an isometric algebra homomorphism between the algebra of continuous functions on the spectrum of x, Cpsppxqq and the closed subalgebra Cpxq generated by x [KR97] . Thus for every function f puq on sppxq there is a unique element f pxq in Cpxq such that if f puq ¥ 0 then f pxq ¥ 0. Since for any real c and δ ¡ 0 , |t δ¡u|¡pt δ¡uq ¤ |t¡u|¡pt¡uq we infer that |t δ¡x|¡pt δ¡xq ¤ |t¡x|¡pt¡xq for self-adjoint x A. Now for any y A if xy 0 then |x|y 0 and hence x y x ¡ y 0. So if x ¤ z and v A then zv 0 implies xv 0. Thus the annihilator ideal of |t δ ¡x|¡pt δ ¡xq contains the annihilator ideal of |t ¡ x| ¡ pt ¡ xq. The continuity follows from the following construction which is useful for calculating distributions. Write xptq t1 ¡ x, t pt 1 , t 2 , . . . , t n q and χptq x 1 pt 1 q ¢ x 2 pt 2 q ¢ ¤ ¤ ¤ ¢ x n pt n q . For integer m ¡ 0 let e m pt 1{mq mχpt 1{mqp1 mχpt 1{mqq ¡1 We omit the details but the reader can convince herself by taking an algebra of functions. This implies the first part of the theorem. To prove the boundary conditions we use the fact that the spectrum of any element x A is bounded by | |x| |. Hence, for t ¡| |x| |, t1 ¡ x has a strictly negative spectrum. Then pt1 ¡ xq ¡ ¡pt1¡xq is invertible and its annihilator ideal consists of 0 alone. Consequently, F pt, . . . , q 0 for all t ¡| |x| |. The other extreme case is proved similarly, t1¡x being strictly positive for t ¡ | |x| |. Finally, suppose the elements tx 1 , x 2 . . . , x n u are independent. Since x lies in the closed subalgebra generated by x the definition of independence and equation 5 implies that the joint distribution function is a product. One proves the last statement using a sequence like (5).
We see that, starting from a purely algebraic definition of independence and distributions we can recover their essential properties. In particular, for algebras which are finite or infinite tensor product of finite-dimensional algebras we have the following. Proposition 2. Let A be a finite-dimensional abelian C ¦ algebra. Let x V A and x a its annihilating ideal. Suppose x is a finite sum. Then there is a unique (up to permutation) decomposition x ¸a i P i such that P i P j δ ij P j and a i $ 0 distinct Further, there exist polynomials without constant term g i such that P i g i pxq.
Thus, x °i a i g i pxq. Then x a has an identity 1 ¡°i P i . Proof. Since x is finite sum it may be considered as an element of n A for some finite n. The space n A has a finite atomic basis, say, tY 1 , . . . , Y m u pm 2 dimpAq q. Let x °m i1 a i Y i and let J ti : a i 0u. Then x °i J a i Y i . Let P i be the sum of all Y i for which the coefficients a i are equal. then x °i a i P i with a i distinct and non-zero. Next use Lagrange interpolation to obtain polynomials g i such that g i p0q 0 and g i pa j q δ ij . To prove uniqueness let x °j b j Q j be another such decomposition. Then xP i Q j a i P i Q j b j P i Q j . Since°i P i x x for a fixed i there must be at least one j i with P i Q ji $ 0 then a i b ji . There cannot be more than one such j i since the b j 's are distinct. Arguing in the reverse direction we conclude that i Ø j i is a permutation. The last statement follows trivially. Let x °i a i P i be as in the proposition. We call this the spectral decomposition of x. If ω is a state define
The map I ω pxq can be considered as a "centroid" of the possible outcomes of measurement of x. We can extend the proposition to arbitrary element in A V A by using a sequence of finite-dimensional projections as above to approximate. However, the proposition suffices for most of our requirements. Now let
Z may not be a member of A in general as we treat the above as a formal sum. However, we suppose that for real t, pt1 ¡ Zq p|t1 ¡ Z| pt1 ¡ Zqq{2 can be expressed as finite sum. We will see an example below. Then the required identity is given as follows. It is clear that for δ ¡ 0 small enough |pt δq1 ¡ Z| ppt δq1 ¡ Zq °k a k Y k : a k ¡ 0 is finite sum where Y k constitute an atomic basis. Let P δ °k Y k . Then the required identity is given by P 0 lim δÑ0 P δ . This is essentially a variant of equation 5 in Theorem 4.
Examples
In this section we consider some examples from standard probability theory. It will be demonstrated that the algebraic approach not only gives a different perspective on some familiar situations it can also provide additional computational tools. First, we review the correspondence between some concepts from the standard theory with our algebraic model. An event in probability theory is a measurable subset of the probability space. The random variable characterizing any (measurable) subset S is its indicator function I S . In the algebraic language it is a projection Q S . The probability of the event corresponds to the expectation value ωpQ S q of the projection. In the cases we consider the projections will generally exist in the algebra itself. In some cases we consider infinite formal sums which are not in the algebra but any finite segment of the sum do belong to the algebra. In the actual computation we always use a "cut-off" to restrict to such a finite segment. In the cases where projections are not members of the algebra we can find a sequence (or net) that "converges in the mean" to the appropriate projection or indicator function. This situation generally arises in the continuous case which is only touched upon peripherally.
1. Binomial distribution. Consider again infinite sequences of Bernoulli trials as in the second example of the previous section. We can think of coin-tossing with "heads" signaling success. Let Z be the observable (random variable) corresponding to the number of success. What is its d.f.? Let n, k be a positive integers with k n. We want to find the distribution F pk : nq of Z. Recall that G is the 2-dimensional algebra and let A n G. Let ty 0 , y 1 u be the atomic basis of G with y 1 corresponding to success. Set
Here S denotes the distinct permutations of the factors in the tensor product. Thus, the rth term Y r is the sum of all n r¨p roducts with r y 1 's. Its value is r. Note that Y r Y s δ rs . We have
In this case the identity in the annihilator ideal of U exists and is given by the projection operator P °k r0 Y r . Since the Bernoulli F pk : nq ΩpP q °k 0 n k¨p k p1¡ pq n¡k . Note that we can easily find the distribution in states where the observables are not independent.
2. Waiting time. Let us start with a simple version of the problem of waiting time. Suppose we have a binary source with fixed probability distribution emitting a bit per unit time. The waiting time is the time elapsed before the first appearance of 1. It is a random variable or observable W in our formalism. Using the notation above
This is an unbounded infinite sum and does not belong to the algebra.
However, for any t ¥ 0,
is finite (of course, F W ptq 0 for t 0). Here ttu is the largest integer ¤ t. Using the trick explained before the examples we replace t by t δ (this is to take into account the case when t is an integer). The required projection (approximate identity) is
The distribution function in a state Ω is given by F W ptq ΩpP W ptqq. If Ω ω ω ¤ ¤ ¤ is an infinite product state with ωpy 1 q p 1 ¡ ωpy 0 q then F W ptq °t tu k0 pp1 ¡ pq k .
Next we generalize the problem of waiting time to arbitrary strings. Explicitly, given a string ξ of length n the waiting time is the time before a contiguous stream of bits matching ξ appears. The preceding case is for ξ 1. We will only construct the observable corresponding to waiting time W in this general case. It gives a nice illustration of the algebraic techniques. Let X be the tensor representation of ξ. Waiting time 0 corresponds to the observable X 1. We use the following notation. Write 1 1 for the identity in the 2-dimensional space G and 1 k 1 1 1 1 ¤ ¤ ¤ 1 1 , the k-fold tensor product. The symbol 1 (without subscripts) will be reserved for the identity in V A. The element Y 0 X 1 corresponds to waiting time 0: the first n symbols received match the given string. We expect the element corresponding to waiting time 1 will be "proportional" 
corresponds to the waiting time in this case. Again it is not an element of the algebra but |t1 ¡ W | t1 ¡ W is.
3. Markov Chains. We define a discreet time Markov chain on an observable algebra pA, ωq as a sequence of positive and unital maps tφ 0 , φ 1 , . . . , u and an initial element x 0 A. Let us confine to discrete chains. Let A tx 1 , x 2 , . . . , u be a fixed atomic basis. A chain-state is a sequence tz 0 , z 1 , . . . , u where each z i A. The usual term for what we call chainstate is simply "state" but the latter has a very specific meaning in operator algebras. Let ξ n tz 0 , z 1 , ¤ ¤ ¤ , z n u be a finite segment of the chainstate. We are interested in the transition from x 0 to x n via the path ξ n . The transition probability is defined recursively as follows. y 1 φ 0 pz 0 q, y k φ k¡1 pz k¡1 y k¡1 q and transition probability ppz 0 ξn ÝÑ z n q ωpz n y n q Let us examine this definition in the special case of stationary Markov chains. A Markov chain is defined to be stationary if all the transition maps are identical: φ 0 φ 1 φ 2 ¤ ¤ ¤ . For a stationary chain
Here φpi, jq is the pijqth matrix element of φ with respect to the basis A and z k x i k . This looks very similar to quantum transition probability. In the later case thex i are projections on a Hilbert space. Further, when we consider transitions over all possible paths then we get an analogue of Feynman's "sum over paths" for total transition probability.
Limit theorems
The limit theorems of probability theory are important for its theoretical structure as well as its empirical justification. We will be primarily concerned with the bounded case where the proofs are simpler. We state two of these but prove only the weak law of large numbers. From information theory perspective it is perhaps the most useful limit theorem. Let X 1 , X 2 , ¤ ¤ ¤ , X n be independent, identically distributed (i.i.d) random variables on a probability space Ω with probability measure P . Let µ be the mean of X 1 (hence any X i ). We assume that the the variance EpX 1 ¡ µq 2 is bounded. Here, EpXq denotes the expectation value of random variable X.
• Weak law of large numbers. Given ¡ 0
A few comments about these famous limit theorems. These are statements about different types of convergence [Bil95] . The theorems can be strengthened but since we are dealing with bounded random variables the above formulations suffice. These theorems require assigning of probabilities. All we have at our disposal is the algebra and one or more positive functionals (states) which give us expectation values. But we have already seen how to define probability distribution functions. What we need are appropriate projections or approximations to them. Given a self-adjoint observable x and a real number a write x ¡ a for the element x ¡ a1. Let Apx ¡ aq be the (two-sided) ideal generated by the positive part of x ¡ a. Let e n px ¡ aq rpx ¡ aq δ n s ¡1 where 0 δ n such that lim nÑV δ n 0. Then it can be shown that for any y Apx ¡ aq , lim nÑV e n y Ñ y in the norm. Hence, te n u is an increasing sequence approximating identity (see [Tak02] ). We write Ppx ¡ aq for this approximate identity in Apx ¡ aq . It is not unique but that does not matter since all the limits that we use it to define are independent of the particular choice. The probability corresponding to the "event" x ¡ a is defined to be P px ¡ aq ωpPpx ¡ aqq lim nÑV ωpe n q. Similarly we can define P px aq ωpPpx aqq where Ppx aq tf n u is an approximate identity in the ideal Apx ¡ aq ¡ obtained by replacing px ¡ aq by px ¡ aq ¡ in e n . We can define more complicated events by algebraic operations but it is not necessary for what follows. We also note that although we use probabilistic language in the statements of the results below all the expressions are actually defined in a strictly algebraic setting without reference to any underlying probability space.
Lemma 1 (Chebysev inequality). Let x, y A be self-adjoint where pA, ωq is an observable algebra and y ¥ 0. For any number ¡ 0 we have P py ¡ q ¤ ωpyq and
Proof. Let te n u be an approximate identity in the ideal Apy ¡ q . By definition e n ¤ 1. Hence, ωpyq ωpye n q ωpyp1 ¡ e n¥ ωpye n q. Since py ¡ q ¡ annihilates the ideal Apy ¡ q , ωpye n q ωpry ¡ se n q ωp e n q ωpry ¡ s e n q ωpe n q ¥ ωpe n q. Hence, ωpyq ¥ ωpe n q. Taking limits we obtain the first inequality. Observe that for any x A, P p|x| ¡ q P p|x| q p|x| qp|x| ¡ q plus the fact that |x| is invertible. Hence the second inequality follows from the first by putting y px ¡ ωpxqq 2 and using 2 in place of .
We will prove next a convergence result which implies the weak law of large numbers.
Theorem 5 (Law of large numbers (weak)). If x 1 , . . . , x n , . . . are ω-independent self-adjoint elements in an observable algebra and ωpx conclude that ωp|s n |q Ñ 0. Finally, using the Cauchy-Schwartz type inequality ωp|s n | 2r 1 q ¤ ωps 2 n qωps 2r n q we see that the theorem is true for all k. Corollary 5.1. Let x 1 , . . . , x n and µ be as in the Theorem and set s n px 1 ¤ ¤ ¤ x n q{n. Then for any ¡ 0 there exist n 0 such that for all n ¡ n 0 P p|s n ¡ µ| ¡ q Proof. Using Chebysev inequality we have P p|s n ¡ µ| ¡ q P p|s n ¡ ωps n q| ¡ q ¤ 
Communication and Information
We now come to our original theme: an algebraic framework for communication and information processes. We can view information as a measure of our state of ignorance or uncertainty. Mathematically, it is equivalent to some measure associated with a probability distribution of some physical quantity which we identify with an observable. Thus any manipulation of the quantity, for example, transmitting it or measuring it is given by some operation on the observable. Since our primary goal is the modeling of information processes we refer to the simple model of communication in the Introduction and model different aspects of it.
Source and coding
Definition 3. A source is a pair S pX, Sq where X A, A a C ¦ algebra and S is a set of states. A source is static if S consists of single state. It is discrete if X is countable.
This definition abstracts the essential properties of a source. A real source could be an animate (human speech, for example) or inanimate object (a radio transmitter, for example). Its output can be considered discrete, for example, a keyboard with a fixed alphabet or continuous like radiation from a star. In this work we will be mainly concerned with discrete sources. Then X will be called the source alphabet. We assume that at each instant there is a probability distribution on the letters of the alphabet characterizing the state of the source at that instant. Thus a discrete source is a countable set of random variables.
In the algebraic view it is a sequence of elements X of a C ¦ algebra. The set of states S, called the states of the source, provide the probability distributions. If this distribution does not change (equivalently S consists of a single element) then we have a static source. We will mostly deal with static sources in this work. When we model transmission of information as a Markov process the state of the source is identified with the initial probability distribution. There is dual view. Suppose that a source S emits letters from a finite alphabet. Then the set X in the above definition is a subset of the atomic basis (corresponding to the alphabet) of the algebra A. For a state ω define
We say that O ω is the output of the source in state ω. Intuitively, O ω is a kind of mean "point" in the space of outputs (compare it with the notion of center of mass in mechanics). More importantly, it facilitates calculation of important quantities and has close analogy with the quantum case. The quantum analogue may be pictured as follows. The source outputs "particles" in definite "states" x i with probability p i ωpx i q. Note that here state corresponds to a projection operator. A measurement for x i means applying the dual operator ω i pω i px j q δ ij q giving ω i pO ω q p i . Let Z pX, ωq be a static discrete source. Suppose every x X belongs to a finite-dimensional subalgebra generated by a (finite) set of ω-independent elements. Then using the Theorem 3 we may assume that A Â V B where B is finite-dimensional abelian C ¦ algebra and ω is an (infinite) product state. In this case, each element of X is a tensor product of elements of an atomic basis of B. In the rest of the paper we assume that X is the product basis of atomic elements. For example, if B is the two dimensional algebra with atomic basis ty 0 , y 1 u then X is the set of elements of the form z 1 z 2 ¤ ¤ ¤ z k 1 1 ¤ ¤ ¤ where z i ty 0 , y 1 u.
Source coding
Let B be a finite-dimensional C ¦ algebra and A Â V B . We consider n B as a subalgebra of A via the standard embedding (all "factors" beyond the nth place equal 1). Let X n be its atomic basis in some fixed ordering and let X n X n . We can consider B as the source alphabet and X n as strings of length n. Let B I be another finite-dimensional C ¦ algebra and A I Â V B I . A source coding is a linear map f : B Ñ T °m k¥1 k B I . Here T is the linear subspace. It induces a (linear) map n f : n B Ñ A I given by n f px 1 ¤ ¤ ¤ x n q f px 1 q ¤ ¤ ¤ f px n q n f extends to a unique map F : A Ñ A I . Note that we first induce a map on n B, n 1, 2, . . . , and then lift it to A. We allow the map f to take values that are not simple products. However, for classical communication we require that each atomic basis element x i B be mapped to a tensor product of atomic basis elements. Since we are dealing with classical information in this paper it will be implicitly assumed that all the codes are classical. Let us consider an example to clarify these points.
Example. Let tx 0 , x 1 , x 2 , x 3 u be an atomic basis for B. Let B I G with atomic basis ty 0 , y 1 u. Define f 1 by f 1 px 0 q y 0 , f 1 px 1 q y 1 , f 1 px 2 q y 0 y 1 and f 1 px 3 q y 1 y 0 . Denote byf 1 its extension to tensor products. Sincê f 1 px 0 x 1 q y 0 y 1 f 1 px 2 q,f 1 is not injective. Hence it cannot be inverted on its range. Consider next the map f 2 px 0 q y 0 , f 2 px 1 q y 0 y 1 , f 2 px 2 q y 0 y 1 y 1 and f 2 px 3 q y 1 y 1 y 1 . This map is invertible but one has to look at the complete product before finding the inverse. It is not prefix-free. k . We observe that one has to be careful about correspondence between the two approaches. For example, one might be tempted to identify the identity 1 with the empty string but the 1 is the sum of the members of an atomic basis! The binary operation "+" has a relatively lesser role in the classical formalism but it is crucial in the quantum framework (via superposition principle). Our first result is a useful and well-known inequality proved using algebraic techniques.
Lemma 2 (Kraft inequality). Let B be an n-dimensional abelian C ¦ algebra.
Corresponding to a finite sequence k 1 ¤ k 2 ¤ ¤ ¤ ¤ ¤ k m of positive integers let α 1 , . . . , α m be a set of prefix-free elements in°i ¥1 i B such that α i ki B. Further, suppose that each α i is a tensor product of elements from a fixed atomic basis of B. Then
Proof. Let b ty 1 , . . . , y n u be the fixed atomic basis of B and set k m M . We can then restrict our attention to the finite-dimensional algebra Z °M i1 i B.
peating this argument with α 2 , . . . , α km¡1 we conclude that α km must be in a subspace of dimension n
This is equivalent to the relation (6).
With the notation of the lemma we call the sequence W tα 1 , . . . , α m u decipherable if the tensor product of any two distinct finite ordered sequence of elements from W are distinct. The sequences may have repeated elements. The Kraft inequality is valid for decipherable sequences [Mac53] . However, the proof is essentially combinatorial. The Kraft inequality also provides a sufficiency condition for prefix-free code [Ash90, CT99] . Thus the existence of a decipherable code of word-lengths pk 1 , k 2 , . . . , k m q implies the existence of a prefix-free code of same word-lengths. In the following, we restrict ourselves to prefix-free codes. If g : A Ñ V B is a prefix-free code then it maps orthogonal elements to orthogonal elements. It is therefore an algebra isomorphism (a one-to-one homomorphism). Next we have a technical lemma that is useful in finding bounds.
Lemma 3. Let f be a continuous real function on p0, Vq such that xf pxq is convex and lim xÑ0 xf pxq 0. Let A be a finite-dimensional C ¦ algebra with atomic basis tx 1 , . . . , x n u and ω a state on A. Then for any set of numbers ta i : i 1, . . . , n; a i ¡ 0 and°i a i ¤ 1u we have
Proof. Let ωpx i q p i . We have to show that°p i f pp i {a i q ¥ f p1q. First assume that all p i ¡ 0 and°i a i 1. Theņ
by convexity of xf pxq. The general case can be proved by starting with a i corresponding to p i ¡ 0 and adding extra a j 's to satisfy°i a i 1 if necessary. The corresponding p j is set to 0. Now define a new function gpxq xf pxq, x ¡ 0 and gp0q 0. The conclusion of the lemma follows by arguing as above with g.
Using the lemma for the function f pxq log x and Lemma 2 we easily deduce the following.
Proposition 3 (Noiseless coding). Let S be a source with output O ω A, a finite-dimensional C ¦ algebra with atomic basis tx 1 , . . . , x n u (the alphabet). Let g be prefix-free code such that gpx i q is a tensor product of k i members of the Theorem 6 (Asymptotic Equipartition Property (AEP)). Let S be a source with output O ω °d i1 ωpx i qx i where ω is a state on the finite dimensional algebra with atomic basis tx i u. Then given ¡ 0 there is a positive integer n 0 such that for all n ¡ n 0 P p2 npHpωq¡ q ¤ n O ω ¤ 2 npHpω¡ 1 ¡ where H ωplog 2 pO ωis the entropy of the source and the probability distribution is calculated with respect to the state Ω n ω¤ ¤ ¤ω (n factors) of n A. If Q denotes the identity in the subalgebra generated by p I ¡| log 2 p n O ω q nH|q then p1 ¡ q2 npHpωq¡ q ¤ TrpQq ¤ 2 npHpωq q
Before proving the theorem some explanations are necessary. First log 2 x p ln x{ ln 2q is usually defined for strictly positive elements of a C ¦ algebra 7 . We 7 Henceforth log will be always with respect to base 2 unless specified otherwise extend the definition to all non-zero x ¥ 0. The standard method of extending complex functions (continuous or analytic) functions to a C ¦ algebra is via functional calculus [KR97] . However, in our case it is simpler. Let ty i u be a atomic basis in an abelian C ¦ algebra. Let y °i a i y i with a i ¥ 0. Then define log 2 y °i b i y i where b i log a i if a i ¡ 0 and 0 otherwise. This definition implies that some standard properties of log are no longer true (e.g. 2 log x $ x). But in the present context it gives the correct result when we take expectation values as in the formulas in the theorem. A somewhat longer but mathematically better justified route is to "renormalize" the state. Thus if ωpx i q 0 for k indices we define ω I px i q δ where δ is arbitrarily small but positive and ω I px j q ωpx j q ¡ kδ where ω I px j q ¡ kδ. If we can prove the theorem now for ω I and since the relations are valid in the limit δ Ñ 0 then we are done. We will not take this path but implicitly assume that the probabilities are positive. Finally, note that the element Q is a projection on the subalgebra generated by p I ¡ | log 2 p n O ω q ¡ nH|q . It corresponds to the set of strings whose probabilities are between 2 ¡nH¡ and 2 ¡nH . The integer TrpQq is simply the cardinality of this set.
Proof of the theorem. First note that log ab log a log b for elements a, b ¥ 0 in A. We can write n O ω X 1 X 2 ¤ ¤ ¤ X n where X i 11¤ ¤ ¤O ω 1¤ ¤ ¤1 with log O ω in the ith place. The fact that Ω n is a product state on n A (corresponding to a source whose successive outputs are independent) implies that X i are independent and identically distributed. We can now apply the corollary to Theorem 5 yielding P p| log p n O ω q ¡ Ω n plog X 1 q| ¡ q P p| log p n O ω q ¡ ωplog pO ω qq| ¡ q.
Communication Channels
Every form of communication requires channels through which signals are sent and received. It is perhaps the most important component in the mathematical models of communication. We will not be dealing with real channels which are complex physical objects-the atmosphere, a telephone cable, a bus on the mainboard of a computer are some examples. Our object is to give simple mathematical models of a channel which still yield interesting results relevant for concrete channels. The original paper of Shannon characterized channels by a transition probability function. Thus, the channel (precisely a two-way channel) has an input alphabet X and output alphabet Y and a sequence of random functions φ n : X n Ñ Y n . The latter are characterized by probability distributions p n py pnq |x pnq q, the interpretation being: φ n px pny pnq with conditional probability p n py pnq |x pnq q. Note that the distribution depends on the entire history. We say that such a channel has (infinite) memory. A channel has finite memory if there is an integer k ¥ 0 such that if x pnq x n x n¡1 ¤ ¤ ¤ x n¡k 1 . . . x 1 then p n py pnq |x pnp n py pnq |x Ipnfor any string x I n of length n such that x I n x n , . . . , x I n¡k 1 x n¡k 1 . That is, the probability distribution depends on the most recent k symbols seen by the channel. A channel is memoryless if k 1. Since we will be dealing mostly with discrete memoryless channels (DMS) this property will be tacitly assumed unless stated otherwise. In the memoryless case it is easy to show the simple form of transition probabilities p n py pnq |x pnp n py 1 . . . y n |x 1 . . . x n q ppy 1 |x 1 qppy 2 |x 2 q ¤ ¤ ¤ ppy n |x n q (7) This motivates us to define the channel transformation matrix Cpy j |x i q with y j Y and x i X. As before in this work X and Y will be finite sets. Since the matrix Cpy j |x i q is supposed to represent the probability that the channel outputs y j on input x i we must have°j Cpy j |x i q 1 for all i. In other words, matrix Cpijq Cpy j |x i q is row stochastic. This is the standard formulation.
[Ash90, CT99, Khi57] 8 We now turn to the algebraic formulation. We restrict ourselves to two-terminal channels here.
Definition 4. A DMS channel C tX, Y, Cu where X and Y are abelian C ¦ algebras of dimension m and n respectively and C : Y Ñ X is a unital positive map. The algebras X and Y will be called the input and output algebras of the channel respectively. Given a state ω on X we say that pX, ωq is the input source for the channel.
We recall that a positive map C : Y Ñ X is a linear map such that Cpyq ¥ 0 if y ¥ 0. Sometimes we write the entries of C in the more suggestive form C ij Cpy j |x i q where ty j u and tx i u are atomic bases for Y and X respectively. Thus Cpy j q °i C ij x i °i Cpy j |x i qx i . Note that in our notation C is an m¢n matrix. Its transpose C T ji Cpy j |x i q is the channel matrix in the standard formulation. We have to deal with the transpose because the channel is a map from the output alphabet to the input alphabet. This may be counterintuitive but observe that any map Y Ñ X defines a unique dual map SpXq Ñ SpY q, on the respective state spaces. Informally, a channel transforms a probability distribution on the input alphabet to a distribution on the output. In other words, given an input source there is a unique output source determined by the channel. Let us note that in case of abelian algebras every positive map is guaranteed to be completely positive [Tak02] . This is no longer true in the non-abelian case. Hence for the quantum case completely positivity has to be explicitly imposed on (quantum) channels.
We characterize a channel by input/output algebras (of observables) and a positive map. Like the source output we now define a useful quantity called channel output. 
Here C pkq represents the channel transition probability matrix on the k-fold tensor product corresponding to strings of length k. In the DMS case it is simply the k-fold tensor product of the matrix C. 
The formula above is an alternative representation which is very similar to the quantum case. The joint output of the channel can be considered as the combined output of the two terminals of the channel. This is obtained by not tracing out over the input in the equation 9. Thus the joint output Let us analyze the algebraic definition of channel given above. For simplicity of notation, we restrict ourselves to level 1. The explicit representation of channel output isi
We interpreted this as follows: if on the channel out-terminal y i is observed then the input could be x j with probability Cpy i |x j qωpx j q{°j Cpy i |x j qωpx j q. Now suppose that for a fixed i Cpy i |x j q 0 for all j except one say, j i . Then on observing y i at the output we are certain that the the input is x ji . If this is true for all values of y then we have an instance of a lossless channel. It is easy to write the channel matrix in this case. Thus, given 1 ¤ j ¤ n let d j be the set of integers i for which Cpy i |x j q ¡ 0. The lossless property implies that td j u form a partition of the set t1, . . . , mu. The corresponding channel output is
Clearly lossless channels are the most useful for communication of information. At the other extreme is the useless channel in which there is no correlation between the input and the output. To define it formally, consider a channel C tX, Y, Cu as above. The map C induces a map C I : Y X Ñ X defined by C I py xq xCpyq. Given a state ω on X the dual of the map C I defines a state Ω C on Y X: Ω C py xq ωpC I py xqq Cpy|xqωpxq. We call Ω C the joint (input-output) state of the channel. A channel is useless if Y and X (identified as Y 1 and 1 X resp.) are Ω C -independent.
9 We called this the source output before. But as the channel has two terminals we call it input source function to avoid confusion.
Lemma 4. A channel C tX, Y, Cu with input source pX, ωq is useless iff the matrix C ij Cpy j |x i q is of rank 1. Proof. Suppose C is useless. Note that Ω C p1xq ωpxq and Ω C py 1q ωpyq whereωpyq ωpCpyqq is the image of ω under the dual of the map C. Then Ω C independence implies Cpy j |x i qωpx i q ωpx i qωpy j q. We may assume that all ωpx i q ¡ 0 (otherwise we just discard it). Hence, Cpy j |x i q ωpy j q and this proves necessity. Now if C ij has rank 1 then all the rows are non-zero multiples of any one row, say the first. Since C is a row stochastic matrix the rows must be identical, that is, C ij a j ωpy j q and independence is trivially verified.
The definition of a useless channel captures the intuition that if there is no correlation between the input and output then we can recover practically nothing. The channel coding theorem asserts that apart from this extreme case we can decode the output to recover a large portion of the input with high probability of success. The algebraic version of the channel coding theorem assures that it is possible to approximate, in the long run, an arbitrary channel (excepting the useless case) by a lossless one.
Theorem 7 (Channel coding). Let C be a channel with input algebra X and output algebra Y . Let tx i u n i1 and ty j u m j1 be atomic bases for X and Y resp. Given a state ω on X, if the channel is not useless then for each k there are
where Ω C is the state induced by the channel and a given input state ω. Moreover, if r k dimpX k q then R log r k k , called transmission rate, is independent of k. First let us clarify the meaning of the above statements. The theorem simply states that on the chosen set of codewords the channel output of C k induced by the given channel can be made arbitrarily close to that of a lossless channel L k . Since a lossless channel has a definite decision scheme for decoding the choice of L k is effectively a decision scheme for decoding the original channel's output when the input is restricted to our "code-book". This in turn implies that the probability of error tends to 0.
Proof. From an atomic basis of k X choose a subset A k of cardinality r k (to be determined). Let X k be the subalgebra generated by A k . Write C pkq for the k-fold tensor product of C. Let Q k be the identity on X k (it is the sum of all the members of A k ). For an atomic basis B k of k Y let B I k be the subset such that C pkq pyqQ k $ 0 for y B I k . Let Y k be the subalgebra generated by
if we restrict the messages to observables in A k then the output algebra is Y k . The new channel map is C k . We now have a new channelC
Throughout the rest of the proof we will assume that we are working in T k with the appropriate maps. We next define L k as follows. For y i B I k let C k py i q °j C k py i |x j qx j , x j A k . Let C k py i |x ir q be the maximum of C k py i |x j q for fixed y i (if there are more than one index equal to this maximum choose one arbitrarily). Let L k py i q ωpy i qx ir . The map L k is not unital. Strictly speaking L k is not a channel map as we have defined above. However, as we see below, L k does approximate O C k in T k with small error. What this means is that with high probability we can correctly associate a unique and correct input to a given channel output 10 . The non-unital property of L k is reflective of the situation in which some of the original messages outside of X k may end up in Here Oωk and O ω k are respectively the input and output source function for the channelC k . Let Z k be the identity on the ideal generated by plog O C k ¡ log Oωk ¡ kpRplog pO C k O ¡1 ω k q ¡ kpR, ¡ 0 in T k .
11 . Note that
The last inequality follows from the fact that
The last fact is true for any projection as can be verified using an atomic basis. We now have
To complete the proof we look at the complementary part: p1 k ¡ Z k q|O C k ¡ O L k | where 1 k is the identity in T k . Consider the projection 1 k ¡ Z k . Z k is the identity in the annihilating ideal of F k¡ where F k plog O C k ¡ log Oωk ¡ kpR qq. Let G k plog p 
ω {k ¡ pR q 0q is the probability that G k R . But
We have combined two types of decoding scheme: the ideal observer decoding [Ash90] and typical set decoding [CT99] 11 This ideal is T k plog pO C k O ¡1 ω k q¡kpR. Note that we write the scalar kpR q instead of the more accurate kpR q1 k where 1 k is the unit in T k .
follows from the law of large numbers (see Theorem 5 and its corollary ω q{k¡1| ¡ q but the latter Ñ 0. Putting it all together we have for any ¡ 0 and R I ¡2
ω q{k ¡ 1| ¡ q Ñ 0 as k Ñ V As we already have ΩpZ k |O C k ¡ O L k |q Ñ 0 the proof is complete.
The channel coding theorem implies that it is possible to choose a set of "codewords" which can be transmitted with high reliability. It is easy to see that for a lossless channel the input entropy HpXq is equal to the mutual information. We may think of this as conservation of entropy or information which justifies the term "lossless". Since it is always the case that HpXq ¡HpX|Y q IpX, Y q the quantity HpX|Y q can be considered the loss due to the channel. The channel coding theorem is perhaps the most celebrated theorem in Shannon's work although his proof was not rigorous. The algebraic version of the theorem serves two primary purposes. First, we attempt to make the proof as "algebraic" as possible. More importantly, it gives us the commutative perspective from which we will seek possible extensions to the non-commutative case. Secondly, the channel map L can be used for a decoding scheme. Thus we may think of a coding-decoding scheme for a given channel as a sequence of pairs pX k , L k q as above.
The coding theorems can be extended to more complicated scenarios like ergodic sources and channels with finite memory. The converse of the channel coding theorem-roughly, any such coding scheme with error tending to 0 (convergence in probability) must have the rate log r k {k ¤ I-is also true. We will not pursue these issues further here. But we are confident that these generalizations can be appropriately formulated and proved in the algebraic framework.
Conclusion and preview of the future work
In the preceding sections we have laid the basic algebraic framework for information theory. This work was devoted to classical parts of information theory corresponding to abelian algebras. Since information theory relies heavily on probabilistic concepts we devoted a major part of the paper to algebraic probability theory. Although, we often confined our discussion to finite-dimensional algebras corresponding to finite sample spaces it is possible to extend it to infinite-dimensional algebras of continuous sample spaces. In this regard, a natural question is: can the algebraic formulation replace Kolmogorov axiomatics based on measure theory? Naively, the answer is no because the assumption of a norm-compete algebra imposes the restriction that the random variables that they represent must be bounded. Moreover, the GNS construction implies that the algebraic framework is essentially equivalent to (almost) bounded random variables on a locally compact space. In order to deal with the unbounded case we have to go beyond the normed algebra structures. A possible course of action is indicated in the examples given in section 3.3: via the use of a "cutoff". A more general approach would be to consider sequences which converge in a topology weaker than the norm topology to elements of a larger algebra. These and other related issues on foundations are deep and merit a separate investigation.
The second major theme of this paper is information theory in the algebraic framework. As some the most important results of information theory concern finite or discrete alphabet we have primarily dealt with these cases only. In this context, we can treat ergodic sources, channels with finite memory and multi-terminal channels. These topics will be investigated in the future in the non-commutative setting. However, let us recall one of the principal motivation of this paper: the construction of a single framework for dealing with quantum and classical information. We have seen that the algebraic theory in the commutative case already indicates the close analogies between the two cases. We will delve deeper into these analogies and aim to throw light on some basic issues like quantum Huffman coding [BFGL00] , channel capacities and general no-go theorems among others, once we formulate the appropriate models. In this context, let us mention that many investigators have recognized the importance of the algebraic framework but a comprehensive algebraic model which can be extended to infinite-dimensional case is lacking. We aim to address these important issues in subsequent work.
