In this paper, we propose a novel hypergraph based method (called HF) to fit and segment multi-structural data. The proposed HF formulates the geometric model fitting problem as a hypergraph partition problem based on a novel hypergraph model. In the hypergraph model, vertices represent data points and hyperedges denote model hypotheses. The hypergraph, with large and "data-determined" degrees of hyperedges, can express the complex relationships between model hypotheses and data points. In addition, we develop a robust hypergraph partition algorithm to detect sub-hypergraphs for model fitting. HF can effectively and efficiently estimate the number of, and the parameters of, model instances in multi-structural data heavily corrupted with outliers simultaneously. Experimental results show the advantages of the proposed method over previous methods on both synthetic data and real images.
Introduction
Many computer vision tasks (such as optical flow calculation, motion segmentation, homography or fundamental matrix estimation) use robust statistical methods. To illustrate the problem addressed in this paper, we first consider a standard line fitting problem. As shown in Fig. 1 , we deal with data with an unknown number of model instances (lines) and unknown ratios of inliers and outliers. We adopt the paradigm that these "structures" (i.e., lines) can be estimated by a robust fitting method. Of course, the "structures" are not restricted to lines. We can also consider as "structures": homographies, fundamental matrixes, etc.
A number of robust fitting methods [1] [2] [3] [4] have been proposed in recent years.
The main steps of these robust fitting methods include: (1) Generate putative hypotheses; (2) Verify these hypotheses according to a robust criterion; (3) Output the estimated model parameters corresponding to the best verified hypothesis [5] . One of the most popular robust methods is RANSAC [6] , which can deal with a large number of outliers effectively. However, RANSAC is originally designed to fit data involving a single model and it requires a userspecified threshold to dichotomize inliers from outliers. Some other methods have been proposed to enhance RANSAC, e.g., LO-RANSAC [7] , PROSAC [8] , Cov-RANSAC [9] , and QDEGSAC [10] . In addition, we note that some recently proposed robust fitting methods (such as J-linkage [11] , KF [12] , PEARL [2] , AKSWH [13] and T-linkage [14] ) claim that they are able to robustly fit models under severe noise. These fitting methods have their own advantages, but the fitting results are still far from being perfect for many real-world problems, due to the limitations of speed or accuracy.
Recently, hypergraphs have been introduced to solve some computer vision tasks, e.g., [15] [16] [17] [18] [19] . A hypergraph contains higher order similarities instead of pairwise similarities, which can be beneficial to overcome the above-mentioned limitations. In the hypergraph, each vertex represents a data point and each hyperedge connects a small group of vertices. Parag and Elgammal [15] proposed an effective data point labeling method in which the data point labeling problem is equivalent to the hypergraph labeling problem. Liu and Yan [17] proposed to use a random consensus graph to efficiently fit structures in data. Ochs and Brox [18] developed a method based on spectral clustering on hypergraphs for motion segmentation. Jain and Govindu [16] extended higher-order clustering to plane segmentation using hypergraphs for RGBD data.
However, the previous hypergraph based works [15] [16] [17] [18] only consider the smallest justified degrees of hyperedges (for a hyperedge, its degree is defined as the number of vertices connected by the hyperedge) in a uniform hypergraph.
That is, the hyperedges of a hypergraph in these works only connect a small number of vertices. Using large degrees of hyperedges can yield better clustering accuracy because it can gather more information of the relationships between vertices; which has been demonstrated by the theoretical analysis and comprehensive experiments in [19] . From this aspect, the largest possible degrees (i.e., all vertices that represents inlier data points belonging to the same structure are connected by the same hyperedge) would be the best. But there are two potential problems: (i) Complexity might be an issue; (ii) Determining all inliers can be difficult. In this paper, we show that a tractable method can be devised.
Obviously, since the number of inliers associated to each structure is different, the degree of each hyperedge is varying. Therefore, we devise a scheme having the following features: the degree of a hyperedge is "data-driven" (hence, varying), and much larger (as close as possible to include all inliers) than the one used in the previous hypergraph based works [15] [16] [17] [18] [19] .
In this paper, we propose a robust hypergraph based fitting method (called HF), which formulates geometric model fitting as a hypergraph partition problem, to fit and segment multi-structural data with outliers. In the hypergraph, each vertex represents a data point and each hyperedge denotes a model hypothesis. HF can decide an appropriate degree of hyperedges in a simple and effective way for each hypergraph. More specifically, HF generates a set of potential hyperedges for a hypergraph, and expands these hyperedges as close as possible to the largest justified degrees using an inlier scale estimate, where the largest justified degree of a hyperedge is the number of the inlier data points belonging to the corresponding model hypothesis. Once a hyperedge is generated, HF can obtain the inlier data points belonging to the corresponding model hypothesis.
Thus this hypergraph can effectively express the complex relationships between model hypotheses and data points, as shown in Fig. 2 . To reduce complexity of a hypergraph, we prune the hypergraph by removing some hyperedges with low weighting scores and the vertices without being connected by any remaining hyperedge. In addition, we develop a robust hypergraph partition algorithm, which can effectively detect sub-hypergraphs with each sub-hypergraph representing a potential model instance in the data, for model fitting. Overall, HF can effectively and efficiently estimate the number of, and the parameters of, model instances in data. The method can deal with multi-structural data heavily corrupted with outliers. Experimental results on both synthetic and real data show that HF can achieve better results than the other competing methods.
The proposed method (HF) has four main advantages over previous works.
First, the constructed hypergraph in this paper may include large and "datadetermined" degrees of hyperedges (i.e., each hyperedge may connect a large and variable number of vertices in the hypergraph), which can yield better accuracy in hypergraph partitioning. Second, the hypergraph can be directly used to fit models, rather than constructing a pairwise affinity matrix by which the projection from a hypergraph to an induced graph may cause informationloss (shown in [20, 21] ). Third, HF can simultaneously detect all structures in multi-structural data, instead of using the sequential "fit-and-remove" procedure. Fourth, HF clusters data points by the proposed sub-hypergraph detection algorithm, which does not totally depend on the inlier scale estimate to dichotomize inliers from outliers. Thus the proposed method is more effective and computationally efficient over previous works.
Note that the proposed HF uses some similar techniques to those used in AKSWH. However, HF has some significant differences to AKSWH: HF uses the inlier scale estimate to construct hypergraph modelling, and estimates model instances in data by using a novel sub-hypergraph detection algorithm, which introduces a new spectral clustering algorithm to deal with model fitting problems. In contrast, AKSWH estimates model instances by an agglomerative clustering algorithm. Benefiting from these improvements, HF achieves better results than AKSWH on both speed and accuracy. More importantly, the performance of AKSWH is dependent on the accuracy of the inlier scale estimate.
The reason behind this is that AKSWH derives the inlier and outlier dichotomy according to the corresponding inlier scales of the estimated model hypotheses,
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Figure 3: An example of selecting the ground truth number of model instances in Merton College 3, which may cause ambiguity. The data points belonging to the "window" may be considered as one structure or outliers depending on different definitions of a structure. 
Hypergraphs
In this paper, the geometric model fitting problem is formulated as a hypergraph partition problem. Therefore, for each dataset, we construct a hypergraph to effectively express the relationships between model hypotheses and data points.
Hypergraph Modelling
For hypergraph modelling, we regard each data point as a vertex and each model hypothesis as a hyperedge in a hypergraph G = (V, E, ω) (as shown in Fig. 2 ). Assume that there are n data points and m model hypotheses, and thus, the generated hypergraph contains n vertices and m hyperedges. Let
. . , v n } represent n vertices and E = {e 1 , e 2 , . . . , e m } denote m hyperedges. We assign each hyperedge a positive weight value ω(e). When v ∈ e, the hyperedge e is incident with vertex v. An |V | × |E| incident matrix H, satisfying entries h(v, e) = 1 if v ∈ e and 0 otherwise, can be used to represent the relationships between vertices and hyperedges in the hypergraph G.
We aim to construct a hypergraph to express the relationships between model hypotheses and data points, that is, we can directly determine whether a data point is one of inlier data points of a particular model hypothesis from a hypergraph. Therefore, to construct a hypergraph, we devise a scheme that contains two main parts, i.e., hyperedge generation and hyperedge expansion. (i) Hyperedge Generation. We firstly sample a number of minimal subsets, based on which we estimate model hypotheses using the Direct Linear Transformation algorithm [22] . A minimal subset is composed of the minimum number of data points, which are necessary to estimate a model hypothesis (e.g., 2 data points for line fitting and 4 data points for homography fitting). Since each hypothesis is associated to a hyperedge, we can directly generate a number of potential hyperedges, which connect the vertices that correspond to the associated minimal sampled subsets. (ii) Hyperedge Expansion. We expand each potential hyperedge to connect as more vertices as possible-that is, we expand the degree of each potential hyperedge as close as possible to the largest justified value. We do this by using a robust inlier noise scale estimator. Scale estimation is very important for robust model fitting because that it can be used to dichotomize inliers from outliers. Accordingly, we use it to determine whether a hyperedge e is incident with a vertex v or not. Based on this, each hyperedge is expanded from the smallest justified degree (i.e., each hyperedge only connects the vertices that correspond to its minimal sampled subset) as close as possible to the largest justified degree (i.e., each hyperedge connects the vertices that correspond to all the inlier data points decided by using the inlier scale estimator). In this paper, we adopt the Iterative Kth Ordered Scale Estimator (IKOSE) proposed in [13] to estimate the inlier scale (here, we adopt IKOSE because of its efficiency and simplicity of implementation. Of course, we can also adopt other inlier noise scale estimators, e.g., ALKS [23] , MSSE [24] and TSSE [25] , instead of IKOSE).
We argue that expanding degrees of hyperedges is necessary and reasonable for improving the fitting accuracy. Purkait et al. [19] proved that NCut [26] trusts larger degrees of hyperedges (i.e., each hyperedge connects more number of vertices in a hypergraph) more than smaller degrees of hyperedges. We can see that, in addition to the advantage that the degrees of hyperedges in the hypergraph constructed by the proposed method are much larger than the ones in the hypergraph constructed by the previous works [15] [16] [17] [18] , the hypergraph constructed by the proposed method has an important attribute that it allows hyperedges of arbitrary degrees. In contrast, the hypergraphs constructed by the previous works [15] [16] [17] [18] have used a fixed degree (and moreover, mostly of the smallest justified degree). This is because the hyperedges of the hypergraph constructed by the proposed method connect the corresponding vertices based on the estimated inlier scale and different model hypotheses may have different numbers of inlier data points. That is, the constructed hypergraph contains "data-driven" (hence, varying) degrees of hyperedges.
Hypergraph Weighting
Large hypergraphs are computationally costly to deal with, and many hyperedges are less important: therefore, we introduce a weighting function to capture this degree of importance, so that we can identify and prune the less significant hyperedges whose weight scores are small. For the model fitting problem, ideally, the hyperedges corresponding to the true "structures" in the data (i.e., the hyperedges connecting more numbers of vertices corresponding to inliers in the data), should have weight scores that are as high as possible; in contrast, the weight scores of the other hyperedges should be as low one as possible.
Inspired by [13] , we assign each hyperedge a weight based on the nonparametric kernel density estimate techniques [27] . The weight of a hyperedge e i can be written as
where n is the number of vertices;s ei is the estimated inlier scale of the corresponding hypothesis;r ei vj is the residual derived from the corresponding hypothesis and data point; KM(·) is the popular Epanechnikov kernel [27] , which is written as follows:
whereĥ ei is the bandwidth of the i-th hyperedge, and it can be defined as [27] h ei = 243
As discussed in [13] , a model hypothesis (here, a corresponding hyperedge) with more numbers of inlier data points and smaller residuals should have a higher weight score.
Hypergraph Pruning
Dealing with a large and high degree hypergraph often has the high computational complexity. Therefore, based on the weighted hyperedges (described above), we can select some significant hyperedges (with higher weight scores)
by pruning insignificant hyperedges (with lower weight scores). However, how to select significant hyperedges is not a trivial task, i.e., it is difficult to decide a threshold for making a cut between what to prune and not to prune. A data driven threshold is desirable since hyperedges are usually different for different hypergraphs. In this paper, we adopt the information theoretic approach proposed in [28] , which uses a filtering process to choose data points, to select significant hyperedges. Although one could reasonably ask whether there are better methods for this, for the moment we have only explored this option and it is shown to be highly effective in experiments (see Sec. 5).
For a set of hyperedges E = {e 1 , e 2 , . . . , e m } and the associated weights
where m is the number of the hyperedges, let i = max(W )−ω ei denote the gap between the weight of e i and the maximum weight of all hyperedges. Then we normalize i to obtain the prior probability:
The entropy can be defined as
The significant hyperedges with a higher probability than the entropy L can be selected byÊ
After selecting significant hyperedges, we remove insignificant hyperedges and the vertices that are not connected by any significant hyperedge. We note that the removed vertices usually correspond to outliers in the data. Thus we can obtain a simplified and more effective hypergraph (with less influence by outliers) for model fitting.
Sub-Hypergraph Detection via Hypergraph Partition
The result of hypergraph partitioning of a hypergraph is a set of sub-hypergraphs.
Each sub-hypergraph represents a potential model instance in data. For a sub-
, V B is a subset of the vertices V and E B is the hyperedges of G B . Each hyperedge is assigned a positive weight value ω B . In this section, we propose a novel hypergraph partition algorithm, which cannot only adaptively estimate the number of sub-hypergraphs, but also be highly robust to multi-structural data with outliers.
Hypergraph Partition
Before we propose the novel hypergraph partition algorithm, we first briefly introduce the hypergraph partition algorithm in [26] because the proposed algorithm is one of its variants. We choose this algorithm because it generalizes the well-known "Normalized cut" pairwise clustering algorithm [29] from simple graphs to hypergraphs, and it has been proven to be very effective [30, 31] .
Given a hypergraph G = (V, E, ω) and the associated incident matrix H, the degree of a vertex v ∈ V is defined to be d(v) = e∈E ω(e)h(v, e), and the degree of a hyperedge e ∈ E is defined to be δ(e) = v∈V h(v, e). Based on this, D v , D e and W are used to represent the diagonal matrices of the vertex degrees, hyperedge degrees, and hyperedge weights, respectively.
The hypergraph G can be partitioned into two parts A and B, A ∪ B = V ,
The hyperedge boundary ∂A := {e ∈ E|e ∩ A = ∅, e ∩ B = ∅} is a hyperedge set that partitions the hypergraph G into two parts, A and B. A two-way hypergraph partition is then defined as
For a hypergraph, a two-way normalized hypergraph partition is written as
where vol(A) is the volume of A, i.e., vol(A) = v∈A d(v), and vol(B) is similarly defined.
Then, in [26] , Eq. (8) is relaxed into a real-valued optimization problem as per Eq. (9), which is a NP-complete problem:
arg min
where q is a label vector and the hypergraph Laplacian matrix
v , where I denotes the identity matrix. The eigenvector associated with the smallest nonzero eigenvalue of is a theoretical solution of Eq. (9). 2: Obtain the eigenvector matrix Y by selecting the C smallest eigenvectors of .
3:
Find the best alignment of Y 's columns to recover the rotation matrix R (see [33] ).
4: Determine the number of sub-hypergraphs k 0 by minimizing Eq. (10).
5:
Assign the vertices of the hypergraph to the k 0 sub-hypergraphs according to the alignment results U , i.e., sm
Output: sub-hypergraphsŜ = {s 1 , s 2 , . . . , s k0 }.
For a multi-way classification of vertices in the hypergraph, the first k eigenvectors with the k smallest eigenvalues of can be taken as the representations of the vertices, as in [32] . After that, the k-means algorithm is used to obtain final clustering results.
Sub-Hypergraph Detection
The hypergraph partition algorithm in [26] (described above) is very effective, but it cannot adaptively estimate the number of sub-hypergraphs, and it conducts the final clustering by the k-means algorithm, which is usually sensitive to the initialization. However, one important task in fitting multi-structural data is to automatically estimate the number of the structures in the data, and multi-structural data usually contain outliers. Therefore, we improve that hypergraph partition algorithm by introducing an idea from Zelnik-Manor and Perona [33] . They presented a spectral clustering algorithm which obtains final clustering results by non-maximum suppression and adaptively finds the number of groups by exploiting the structure of eigenvectors.
The spectral clustering algorithm in [33] minimizes the cost of aligning the top eigenvectors, to determine the number of groups. For a normalized affinity matrix, the cost function is defined as
where C is the largest possible group number, and U is a matrix derived from the rotation matrix R of an eigenvector matrix Y (Y consists of the C top eigenvectors of the normalized affinity matrix), i.e., U = Y R (R is an orthogonal matrix).
By combining the advantages of both the hypergraph partition algorithm in [26] and the spectral clustering algorithm in [33] , we propose a novel hypergraph partition algorithm for sub-hypergraph detection (see Algorithm 1). This novel algorithm can adaptively detect sub-hypergraphs, and it is more robust than the hypergraph partition algorithm in [26] because it obtains final clustering results by non-maximum suppression instead of the k-means clustering process (in detecting sub-hypergraphs). Although there is a parameter C used in the proposed hypergraph partition algorithm, it has a clear meaning which means the largest possible number of model instances included in data, and the result of the proposed hypergraph partition algorithm is not sensitive to the value of C. We set its value to 10 (which means that we assume that there are 10 model instances, at most, included in data), and we do not change the C value in all of the following experiments.
The Proposed Hypergraph based Model Fitting Method
By the hypergraph partition algorithm, we can adaptively obtain k 0 subhypergraphs. Each partition in a hypergraph would ideally be related to a single model instance in data (for each model instance there is a partitioned subhypergraph, and for each partitioned sub-hypergraph there is model instance).
However, unless the partition has only one hyperedge, in practice it tends to have multiple models within a single partition, which are essentially imperfect estimates of the same model. Thus we need to select the best representative (i.e., the hyperedge with the highest weight).
Algorithm 2 Hypergraph based Geometric Model Fitting
Input: Data points X, the C value and the K value 1: Sample many minimal subsets, which are used to generate the corresponding potential hyperedges.
2: Expand the hyperedges according to IKOSE and assign each hyperedge a weight by the approach introduced in Sec. 2.1.
3: Select some significant hyperedges by Eq. (6) and then remove the vertices without being connected by any significant hyperedges by hypergraph pruning.
4:
Detect sub-hypergraphsŜ = {s 1 , s 2 , . . . , s k0 } by Algorithm 1.
5:
Select the best representative of hyperedges in each sub-hypergraph.
6: Eliminate duplicate hyperedges by the mutual information theory [13] .
Output:
The retained hyperedges (model hypotheses) and the vertices (inliers) connected by the associated hyperedges.
Now, we have all the ingredients developed in the previous sections, based on which, we propose the complete hypergraph based fitting method (HF) (see Algorithm 2). The proposed HF method well formulates the problem of geometric model fitting as a hypergraph partition problem. HF consists of two main steps, i.e., hypergraph construction (described in Sec. 2) and sub-hypergraph detection (described in Sec. 3). Besides the parameter C, there is the other parameter (i.e., K) used in the proposed hypergraph-based fitting method: K is the K-th ordered point used in IKOSE to estimate the inlier scale. The value of K in IKOSE has a clear meaning and it does not have significant influence on the performance of model selection by the proposed HF. As for the number of the sampled minimal subsets, one can easily estimate its value when the outlier percentage and the dimension of the model parameters are known [6] .
To characterise the computational complexity, we focus on the verification stage for a hypothesize-and-verify framework, and we do not consider the time for sampling subsets (i.e., Step 1). For hypergraph modelling (i.e., Step 2 and
Step 3), the complexity approximately amounts to O(M ), where M is the num-ber of hyperedges (i.e., the number of generated model hypotheses). For the sub-hypergraph detection (i.e., Step 4), the computational cost of Algorithm 1 is mainly used to compute the Eq. (10). So, the complexity of Step 4 is about O(C * n), where n is the number of data points. For
Step 5 and Step 6, they only deal with a small amount of data, thus they are efficient. Therefore, the total computational complexity of HF is approximately O(M ) since the value of M is usually larger than the value of C * n.
Experiments
We evaluate the proposed method (HF) on synthetic data and real images, and compare it with four state-of-the-art robust model fitting methods, namely, KF [12] , RCG [17] , AKSWH [13] and T-linkage [14] . All of the competing methods can handle multi-structural data and estimate the number of model Since all the competing fitting methods operate a hypothesize-and-verify framework and we focus on the verification stage; to be fair, we first generate model hypotheses by using the proximity sampling technique [11, 34] for all these methods. There are 5, 000 model hypotheses generated for line fitting in Sec. 5.1, 10, 000 model hypotheses generated for homography based segmentation in Sec. 5.2.1, and 20, 000 model hypotheses generated for two-view based motion segmentation in Sec. 5.2.2. Then we fit the model instances of the input multi-structural data by the five competing fitting methods using the same model hypotheses generated from the sampling step. We optimize the parameters of all the competing fitting methods on each dataset for the best performance.
(a) 
Synthetic Data
Firstly, we evaluate the performance of the five fitting methods on line fitting using four challenging synthetic datasets (see Fig. 5 ). Given the set of ground-truth and estimated line parameters, i.e., p = {p 1 , p 2 , . . . , p a0 } and p = {p 1 ,p 2 , . . . ,p b0 }, we compute the error between the pair of parameters [12] . Then the fitting error between p andp is computed as [12] :
where ϕ i represents the set of all pairwise errors at the i-th summation.
We repeat each experiment 50 times and show the average results of fitting errors in parameter estimation and the computational speed, i.e., the CPU time (we exclude the time used for sampling and generating potential hypotheses which is the same for all the fitting methods) in Table 1 , and we also show the best fitting results obtained by all the fitting methods in Fig. 5 .
From Fig. 5 and Table 1 For the performance in terms of computational time, RCG achieves the fastest speed while it achieves the worst fitting errors for the five line data and the six line data. In contrast, HF achieves the second fastest speed and the lowest or the second lowest fitting errors for all four datasets. HF achieves similar speed with AKSWH for the three line data and the four line data, but it is about 140% faster than AKSWH in fitting the five line and six line data.
HF is faster than KF and T-linkage for all four datasets (about 12.8-27.9 times faster than KF and about 124.2-253.9 faster than T-linkage).
We also evaluate the performance of HF based on the constructed hypergraph in this paper, and the different uniform hypergraphs with different fixed degrees in data with different outlier percentages, which can show the ability of hyperedges with large degrees in dealing with the model fitting problem, as shown in Fig. 6 . We use two datasets (i.e., the three line data and the four line data) in Fig. 5 for the evaluation. We change the number of outliers to obtain different outlier percentages on the two data. From Fig. 6(a) , we can see that HF based on different hypergraphs with different degrees achieves low fitting errors for the three line data with different outlier percentages, but HF based on the proposed hypergraph (recall that the hyperedges have larger justified degrees in the hypergraph) obtains more stable fitting results than HF (a) based on the other hypergraphs. For the four line data with different outlier percentages, as shown in Fig. 6(b) , HF achieves better results as the hyperedge degree is increased while HF based on lower hyperedge degree generally obtains larger fitting errors. This further verifies that using large degrees of hyperedges is beneficial for the hypergraph partition in HF. 
Real Images
In this section, we evaluate the performance of the five fitting methods using real images from the AdelaideRMF datasets [35] 3 for homography based segmentation (see Fig. 7 ) and two-view based motion segmentation (see Fig. 8 ).
The ground truth segmentation is also provided by the authors of [35] . We randomly select six datasets for each of the two applications, respectively.
The segmentation error is computed using the criterion of [3] and [14] : error = number of mislabeled data points total number of data points .
We repeat each experiment 50 times. We show the average results of segmentation errors and the computational speed, i.e., the CPU time (as before, we exclude the time used for sampling and generating potential hypotheses which is the same for all the fitting methods) in Table 2 and Table 3 . The corresponding best segmentation results obtained by the five fitting methods are also shown in Fig. 7 and Fig. 8 . The results obtained by KF, RCG, AKSWH, T-linkage and HF, respectively.
Homography based segmentation
As shown in Fig. 7 and Table 2 , KF succeeds in fitting four datasets (i.e., the "Ladysymon", the "Sene", the "Library" and the "Neem" data), but it fails in fitting the other two datasets (i.e., the "Elderhalla" and the "Johnsona" data).
And it also achieves high average segmentation errors for all the six datasets.
The reason why KF achieves the bad average segmentation errors is that outliers are often clustered with inliers when KF uses the proximity sampling technique, and many inliers are often wrongly removed or outliers are wrongly recognized as inliers by KF. We note that RCG cannot achieve stable fitting results when the model hypotheses contain many bad structures, and it succeeds in fitting 5 out of 6 datasets. However it achieves high average segmentation errors for all the six datasets. RCG often wrongly estimates the potential structures in data during detection of the dense subgraphs. AKSWH obtains good performance and succeeds in fitting all the six data. However, sometimes two potential structures in the data are clustered together by AKSWH (i.e., in the "Ladysymon"
and the "Johnsona" data), which increases the average fitting errors. In contrast, both T-linkage and HF obtain good performance, but HF achieves the lowest average segmentation errors for all the six datasets.
For the computational efficiency, HF takes similar computational time as AKSWH. However, HF is about 1.3-6.6 times faster than KF and it is more than one order faster than T-linkage for all six datasets. We note that the gap of computational efficiency between HF and T-linkage is larger for the datasets that contain a larger number of data points, e.g., the "Johnsona" data (HF is about 22.9 times faster than T-linkage). This is because that the agglomerative clustering step in T-linkage takes more time to deal with a large number of data points. RCG is faster than HF for all the six datasets but it yields much larger average segmentation errors.
Two-view based motion segmentation
From Fig. 8 and Table 3 , we can see that KF achieves high average segmentation errors in all the six datasets, although it can succeed in fitting some datasets (i.e., the "Cubetoy", the "Cubechips", the "Breadcube" and the "Gamebiscuit" data). The model instances estimated by KF often overlap to one structure in some datasets (i.e., the "Biscuitbookbox" and the "Cubebreadtoychips" data).
RCG achieves the worst results (achieving the highest average segmentation errors in fitting four of the six datasets). RCG cannot effectively detect dense subgraphs (representing potential structures in data) for model fitting when there exists a large proportion of bad model hypotheses because the bad model hypotheses may lead to an inaccurate similarity measure between data points (the similarity measure plays an important role in RCG). AKSWH achieves better fitting results than RCG and KF, and it can obtain low segmentation errors in 5 out of 6 datasets. However, AKSWH misses one structure in the "Cubebreadtoychips" data. In this case, most of model hypotheses (generated for the structure with a small number of inlier data points) are removed when AKSWH selects significant model hypotheses, and the few remained model hypotheses are wrongly clustered. Both T-linkage and HF can effectively estimate the model instances and achieve low segmentation errors in all the six datasets. However, HF obtains the lowest segmentation errors in 5 out of 6 datasets. Moreover, HF is also very efficient, i.e., HF achieves the second fastest speed among the five fitting methods in all six datasets (RCG achieves the fastest speed while it cannot effectively estimate the model instances in most cases).
3D-motion segmentation
In this sub-section, we evaluate the proposed method on 3D-motion segmentation. Similar to [14, 36] , we formulate the problem of 3D-motion segmentation as a subspace clustering problem. We evaluate HF on the Hopkins 155 motion dataset [37] 4 , and we show some results obtained by HF on Fig. 9 . We can see that HF successfully estimates the subspace on the motion datasets with two motions (i.e., "Arm" and "People1") and three motions (i.e., "2T3RTCR" and "Cars5").
To provide a qualitative measure of the performance of the proposed fitting method, we also use the "checkerboard" image sequence as [36] , and we are able to compare directly to PM [36] and indirectly to RANSAC, Energy minimization [38] , QP-MF [39] and SSC [40] 5 . Table 4 and SSC are taken from [36] , by which we can compare the proposed HF with them indirectly. to each other, which causes that AKSWH cannot effectively cluster hypotheses based on the information derived from inliers. For the datasets with three motions, HF achieves the second best average result and the fourth lowest median error in all eight fitting methods. In contrast, AKSWH achieves the second worst average result (which is only superior to that obtained by RANSAC) and the eighth median error in all eight fitting methods. Therefore, the superiority of HF over AKSWH on 3D-motion segmentation is obvious. Compared with SSC which shows better performance, HF can estimate the number of model instances and is more robust to outliers.
Failure cases
In this sub-section, we investigate the circumstances in which the proposed method cannot correctly estimate the number of the model instances in data.
Figs. 10(b) and 10(d) show the failures of HF on the "Unionhouse" and the "Bonhall" data. The model instances corresponding to the undetected planes on the "Unionhouse" and the "Bonhall" data have very few inliers, which is due to the small physical size or lack of textures on the surface of the missing structure [4] . The number of inliers belonging to different model instances in these datasets is extremely unbalanced, which have great influence on the effectiveness of fitting methods. Note that the proposed method selects significant hyperedges by the step of hypergraph pruning to improve the effectiveness and efficiency of sub-hypergraph detection, but this will increase the challenge due to the fact that this step may also remove most of good model hypotheses that correspond to the model instances with few inliers in unbalanced data. In addition, one more challenge involved in these examples comes from the spatial smoothness assumption. The spatial smoothness assumption is too simple to correctly handle complex situations where the key-point data from a plane is broken into separate clusters. These challenges also affect the performance of the other competing fitting methods.
We also consider the circumstance in which the proposed method deals with the data where the inliers belonging to two model instances are not separated well. Fig. 11(a) shows an example of this circumstance on the "Elderhallb" data.
We note that the proposed method improves the stability to effectively estimate the number of model instances in the data by eliminating duplicate hyperedges (by the step 6 in Algorithm 2). This step can effectively help the proposed method improve the average fitting accuracy in most cases. However, this step may also fuse two model instances when their inliers are not separated well, as shown in Fig. 11(b) . This is because the data points near the intersection of two advance (i.e., replacing the step 4 of Algorithm 1 by using a user-specified model instance number) according to the ground truth, as shown in Fig. 11 (c).
Conclusions
In this paper, we have presented a novel hypergraph based fitting method HF deals with the partitioning problem with a variant of the hypergraph partition algorithm introduced in [26] . The previous hypergraph partition algorithms are often not suitable for model estimation problems, since those algorithms tend to find a balanced cut [15] . However, HF separates data points into k clusters simultaneously instead of a two-way partition. In addition, the hypergraph constructed in this paper contains hyperedges of large degrees and removes a large number of outliers in data by hypergraph pruning (which are beneficial to the global clustering). Overall, HF can effectively solve the partitioning problem for model fitting. In terms of computational time, HF is very efficient because it adopts the effective hypergraph pruning and sub-hypergraph detection. The experimental results have shown that HF generally performs better than the other competing methods on both synthetic data and real images, and HF is faster than most of the state-of-the-art fitting methods.
