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1. INTRODUCTION
Spectral properties of non-symmetric tridiagonal matrices and complex Jacobi ma-
trices are investigated by several authors: Beckermann and Kaliaguine ([1, 2]),
Djakov and Mityagin ([7,8]), Egorova and Golinskii ([10,11]) and others (see, e.g.,
[3,12–14,21,23]). The connections of tridiagonal matrices with formal orthogonal poly-
nomials on the complex plane, Mathieu equation and functions, and Bessel functions
can be found in [1–3,7,13,21] and [25]. However, systematic research concerning spec-
tral properties of non-selfadjoint tridiagonal operators is diﬃcult because the structure
of complex sequences can be more complicated then the structure of real sequences.
Moreover, the spectral theorem and its consequences fail in this case. Nevertheless,
some properties of real Jacobi matrices can be carried over to the complex tridiagonal
matrices. We observe that eﬀective research methods for non-selfadjoint operators use
the Riesz projections instead of the spectral theorem (see [8,16]).
The asymptotic behaviour of eigenvalues for selfadjoint Jacobi matrices was in-
vestigated with the use of several methods, which could be found for instance in
[4,5,9,15–17] and [24]. In this article we show that the asymptotic formulae for the
point spectrum of unbounded discrete operators given by special classes of tridiago-
nal complex matrices are also true. We generalize the results obtained for selfadjoint
Jacobi matrices in [18] and [19].
c 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Consider a complex tridiagonal inﬁnite matrix
J((dn);(an);(bn)) =
0
B
B B
B
B
@
d1 a1 0  
b1 d2 a2 0
...
0 b2 d3 a3
...
. . .
... ... ... ...
1
C
C C
C
C
A
; (1.1)
where dn; an; bn 2 C n f0g: The matrix J((dn);(an);(bn)) deﬁnes a linear operator
which acts on a maximal domain
Dom(J) = f(fn)1
n=1 2 l2 : (bn 1fn 1 + dnfn + anfn+1)1
n=1 2 l2g
and
(Jf)n = bn 1fn 1 + dnfn + anfn+1; n  1;
for f = (fn)1
n=1 2 Dom(J) and b0 = 0: In the second section we establish primary
properties of tridiagonal operators.
Then the paper is organized as follows. In the third section we consider the sym-
metrization procedure of tridiagonal matrices (1.1) to complex Jacobi matrices
Js = J((dn);(cn);(cn)); (1.2)
where
c2
n = anbn; n  1: (1.3)
In [2] Beckermann and Kaliaguine proved that the resolvent set of the operator Js
contains the resolvent set of the tridiagonal operator J, for which (1.3) holds. We
prove that, for some classes of tridiagonal matrices, the symmetrized complex Jacobi
matrices preserve the discrete spectrum.
The fourth section is devoted to a generalized version of the result, which was
proved by Janas and Naboko in [16]. If discrete operators are near-similar in the
sense of Rozenbljum ([20]), then we expect that their point spectra are asymptotically
close. This result concerns asymptotic behaviour of the point spectrum for a compact
perturbation of a diagonal discrete operator and it is essential for diagonalization
methods.
In the last section we discuss that the method of diagonalization ([18]) can be
easily applied for complex Jacobi matrices to obtain the asymptotic formulae for the
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2. PRELIMINARIES
Assume that the complex sequences (dn)1
n=1; (an)1
n=1; (bn)1
n=1  C n f0g satisfy the
following conditions:
(A1) jdnj ! 1 as n ! 1;
(A2)
1 [
n=1
B(dn;rn) 6= C;
where rn = janj+jbnj+jan 1j+jbn 1j and B(dn;rn) = f 2 C: jdn  j  rng
for n  1, a0 = b0 = 0;
(A3)
1
jdnj
1 X
k= 1
(jan+kj + jbn+kj) ! 0 as n ! 1:
Let D = Diag((dn)) be an operator in l2 given by a diagonal matrix
0
B
B
B B
B
B
@
d1 0
...
0 d2 0
...
0 0 d3 0
...
. . .
...
...
...
...
1
C
C
C C
C
C
A
: (2.1)
Proposition 2.1. If J = J((dn);(an);(bn)) and (A1)–(A3) hold, then:
(i) Dom(J) = Dom(D) = f(fn)1
n=1 2 l2 : (dnfn)1
n=1 2 l2g;
(ii) J is a densely deﬁned and closed operator in l2;
(iii) the spectrum of J is discrete and
(J) = fn(J) 2 C : n  1g;
where n(J) is an eigenvalue of J (n  1) and the sequence (n(J))1
n=1 can be
ordered such that
jn(J)j ! 1; n ! 1;
(iv)
(J) 
1 [
n=1
B(dn;n);
where n = janj + jbn 1j and B(dn;n) = fz 2 C : jz   dnj  ng;
(v) J is given by the matrix J((dn);(bn);(an)):
Proof. First we prove that all eigenvalues of J are contained in
S1
n=1 B(dn;n): In-
deed, let  2 C be an eigenvalue for J and Jf = f, where f = (fn) 2 l2 nf0g: There
exists k 2 N such that jfkj = maxfjfnj : n  1g and
bk 1fk 1 + (dk   )fk + akfk+1 = 0:142 Maria Malejki
Then
jdk   j  jakjjfk+1j=jfkj + jbk 1jjfk 1j=jfkj  jakj + jbk 1j
and  2 B(dk;k):
Conditions (A1)–(A3) entail
C 6=
1 [
n=1
B(dn;n):
Therefore, there exists
z 2 C n
1 [
n=1
B(dn;n) (2.2)
and (D   z) 1 is a compact operator.
From deﬁnition of Dom(J) we observe that Dom(D)  Dom(J): For f 2 Dom(D)
(J   z)f =
 
I + (J   D)(D   z) 1
(D   z)f: (2.3)
Moreover, (J   D)(D   z) 1 is also compact under (A1) and (A3).
If I + (J   D)(D   z) 1 is not invertible then there exists an eigenvector g 6= 0
for this operator. Put g0 = (D   z) 1g: From (2.3) we derive
(J   z)g0 = (I + (J   D)(D   z) 1)g = 0
but this relation is impossible because of (2.2).
Thus I +(J  D)(D z) 1 is an invertible operator on l2 and from (2.3) we derive
(J   z) 1 = (D   z) 1(I + (J   D)(D   z) 1) 1: (2.4)
Equation (2.4) implies that (J  z) 1 is compact and J is closed. Moreover, from
(2.3) we deduce that Dom(J) = Dom(D): So (i) and (ii) are proved.
Because (J   z) 1 is compact, then we know the structure of its spectrum
((J   z) 1) = f0g [ fzn :; n  1g;
where zn; n = 1;2;:::; is an eigenvalue of (J   z) 1 and zn ! 0 as n ! 1: Also
(J) =

1
zn
+ z : n  1

and the sequence of eigenvalues tends to inﬁnity. So (iii) is satisﬁed. Notice that (iv)
is also true because the spectrum of J consists of the eigenvalues only.
To prove (v) denote J+ = J((dn);(bn);(an)) and notice that (Jf;g) = (f;J+g)
for f 2 Dom(D) and g 2 l2: Then g 2 Dom(J) if and only if J+g 2 2: Therefore,
Dom(J) = Dom(J+) and J = J+:
Similar results on tridiagonal matrices are included in [7,8] and [23]. The Ger-
shgorin type theorem for inﬁnite matrices acting as operators in l1 or l1 can be
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3. COMPLEX JACOBI MATRICES AND SYMMETRIZATION
Let J = J((dn);(an);(bn)) and consider a complex Jacobi matrix
Js = J((dn);(cn);(cn));
where cn 2 Cnf0g and c2
n = anbn; n  1: Choose a complex sequence (n) such that
1 = 1 and
2
n =
an 1
bn 1
2
n 1 =
an 1an 2  :::  a1
bn 1bn 2  :::  b1
; n  2; (3.1)
and put
A = Diag((n)):
Then the formal matrix equation
AJ = JsA: (3.2)
is satisﬁed.
In [2] Beckermann and Kaliaguine proved that if J is bounded then the resolvent
set of J is contained in the resolvent set of the symmetrized operator Js.
Proposition 3.1. If (A1)–(A3) are satisﬁed and J; Js are operators associated with
(1.1) and (1.2), respectively, acting on the maximal domains, then
(J) = (Js):
Proof. Due to Proposition 2.1, under conditions (A1)–(A3), the spectra of J and Js
are discrete. Let  2 (J) and f = (fn) 2 Dom(J) be an eigenvector of J associated
with : From (A1) and (A3) we deduce that jdn   j > janj and
jbn 1j
jdn j janj < 1 for
n  n0, where n0 is large enough.
Let n  n0: The sequence (fk) 2 l2 converges to 0, so there is k  n such that
jfk+1j  jfkj. Then from the spectral equation Jf = f we derive
jbk 1fk 1j = j(dk   )fk + akfk+1j  j(dn   )fkj   jakfk+1j  (jdn   j   janj)jfkj;
so
jfkj 
jbk 1j
jdk   j   jakj
jfk 1j  jfk 1j:
Then by the mathematical induciton reasoning we deduce that
jfjj 
jbj 1j
jdj   j   jajj
jfj 1j  jfj 1j
for j 2 fn0;:::;kg: Thus
jfnj 
jbn 1j
jdn   j   janj
jfn 1j144 Maria Malejki
and
jfnj 
jbn 1j
jdn   j   janj

jbn 2j
jdn 1   j   jan 1j
 ::: 
jbn0 1j
jdn0   j   jan0j
jfn0 1j; (3.3)
for n > n0:
Equation (3.2) entails also the formal matrix equality
JsAf = AJf = Af (3.4)
for the eigenvector f of J; therefore, it is enough to prove that Af 2 l2: Notice that
by (3.1) and (3.3) we obtain
jnfnj2 
jan 1jjbn 1j
(jdn   j   janj)2
jan 2jjbn 2j
(jdn 1   j   jan 1j)2:::
jan0 1jjbn0 1j
(jdn0   j   jan0j)2C0 =: Pn;
n > n0: By (A1) and (A3),
Pn+1=Pn =
janjjbnj
(jdn+1   j   jan+1j)2 ! 0; n ! 1;
so
P1
n=n0 jnfnj2 < +1 and Af 2 l2: Also from (3.4) we derive that Af 2 Dom(Js);
so  2 (Js):
Now, assume  2 C and  2 (Js) and Jsf = f; where f 2 Dom(Js) n f0g  l2:
Then the estimates
jfnj 
jcn 1j
jdn   j   jcnj
jfn 1j 

jcn 1j
jdn   j   jcnj

jcn 2j
jdn 1   j   jcn 1j
 ::: 
jcn0 1j
jdn0   j   jcn0j
jfn0 1j;
for n  n0; where n0 is large enough, can be obtained by the same method as in-
equality (3.3). Moreover, from (3.2) we derive the matrix equation
JA 1f = A 1Jsf = A 1f;
where A 1 = Diag(( 1
n)): Next, the estimates
j
1
n
fnj2 
jbn 1j2
(jdn   j   jcnj)2 
jbn 2j2
(jdn 1   j   jcn 1j)2  ::: 
jbn0 1j2
(jdn0   j   jcn0j)2C1;
satisﬁed for n  n0; yield A 1f 2 l2: Finally  2 (J) and A 1f 2 Dom(J) is an
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4. ASYMPTOTIC BEHAVIOUR OF THE POINT SPECTRUM
OF A COMPACTLY PERTURBED DIAGONAL OPERATOR
Let us introduce the following condition.
(C ) Let  n; n  1; be a sequence of closed curves on C and there exists an increasing
non-negative sequence (pn) such that
fz 2 C : jzj  png  int n; n  1;
and
lim
n!1
j nj
p2
n
= 0; lim
n!1
pn = +1;
where int n denotes the set surrounded by  n and j nj means the length of  n:
The following theorem generalize the lemma, which concerns asymptotic behaviour
of the point spectrum for a compact perturbation of a diagonal discrete operator, given
by Janas and Naboko ([16]).
Theorem 4.1 ([16]). Let H be a separable complex Hilbert space and fen : n  1g be
an orthonormal basis for H: Let D be a diagonal operator in H given by a diagonal
matrix Diag((dn)) with respect fen : n  1g: Assume that the complex sequence
(dn)1
n=1 satisﬁes:
1. jdn   dkj  0 > 0 for dn 6= dk;
2. there is a sequence of closed Jordan curves f ngn1, satisfying (C ), such that
dist( n;dk)  0=4 for k;n  1
and Z
 n
k(D   ) 1k2jdj  C; n  1;
where dist( n;dk) = inffj   dkj :  2  ng;
where 0; C > 0 are independent on n:
Let K be a compact operator in H and T = D + K: Then the spectrum of T is
discrete and consists of the complex eigenvalues n(T); n  1; which can be arranged
such that
n(T) = dn + O(kKPnk) as n ! 1;
where Pn is an orthogonal projection on the ﬁnite-dimensional space generated by
fek : dk = dng:
The proof of Theorem 4.1 is a consequence of the next two lemmas.
Lemma 4.2. Assume the operators D, K and T are operators described in Theo-
rem 4.1. Let
Pnf =
X
k:dk=dn
(f;ek)ek for f 2 H; (4.1)146 Maria Malejki
rn = 12kKPnk (4.2)
and
n = fz 2 C : jz   dnj = rng:
Let
Pn;D =
1
2i
Z
n
(   D) 1d; Pn;T :=
1
2i
Z
n
(   T) 1d (4.3)
be Riesz projections. Then, under assumption (1) of Theorem 4.1, there exists n0 such
that n \ (T) = ; and
kPn;D   Pn;Tk < 1
for n  n0:
Proof. The idea of this proof directly comes from the paper [16]. K is compact, so
K =
1 X
k=1
sk(; k)'k; (4.4)
where f k : k = 1;2;:::g and f'k : k = 1;2;:::g are suitable orthogonal bases in
H and the sequence of singular numbers sk; k  1; is decreasing and tends to 0.
Moreover, kKPnk ! 0 as n ! 1; and
rn = 12kKPnk < 0=2 (4.5)
for n  n0, where n0 is large enough.
Let Pn be given by (4.1) and deﬁne
P?
n := I   Pn:
For  2 n consider the following estimate
kK(D    ) 1k  kK(D    ) 1Pnk + kK(D    ) 1P?
n k: (4.6)
Then
kK(D    ) 1Pnfk = kKPnfk=jdn   j  (kKPnk=jdn   j)kfk;
so
kK(D    ) 1Pnk  kKPnk=jdn   j  1=12 (4.7)
for  2 n: Obviously,
k(D   ) 1k = k(D    ) 1k = 1=rn
and
k(D    ) 1P?
n k = 1=( min
dk6=dn
jdk   j)  1=( min
dk6=dn
jdk   dnj   rn)  2=0 (4.8)
for  2 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For f 2 H
kK(D    ) 1P?
n fk2 = k
1 X
k=1
sk((D    ) 1P?
n f; k)'kk2 =
=
N X
k=1
s2
kj((D    ) 1P?
n f; k)j2+
+
1 X
k=N+1
s2
kj((D    ) 1P?
n f; k)j2
and
B2(;N;n) :=
1 X
k=N+1
s2
kj((D    ) 1P?
n f; k)j2 
 s2
N+1
1 X
k=N+1
j((D    ) 1P?
n f; k)j2 
 s2
N+1k(D    ) 1P?
n fk2 

4s2
N+1
2
0
kfk2 
1
32
kfk2
for large enough N and  2 n; n  n0:
Now we are going to prove that
B1(;N;n) :=
N X
k=1
s2
kj((D    ) 1P?
n f; k)j2 
1
32
kfk2
for n  N0 and large N0: Let
Qlf = (f;el)el; l  1:
The following estimates are true:
j((D    ) 1P?
n f; k)j 
 j((D    ) 1P?
n f;
L X
l=1
Pl k)j + j((D    ) 1P?
n f;(I  
L X
l=1
Pl) k)j
and, by (4.8),
j((D    ) 1P?
n f;(I  
L X
l=1
Pl) k)j  2=0kfkk(I  
L X
l=1
Pl) kk 
1
16s1
p
N
kfk
for k = 1;2;:::;N and large enough L:148 Maria Malejki
If L is as large as above, then
j((D    ) 1P?
n f;
L X
l=1
Pl k)j 
L X
l=1
j(Pl(D    ) 1P?
n f; k)j 

L X
l=1
j(Pl(D    ) 1kkfk  kfk
L X
l=1
1
jdl    j

 kfk
L X
l=1
1
jjdnj   jdljj   jdn    j

 kfk
L X
l=1
1
jdnj   jdlj   rn
 kfk
1
16s1
p
N
for  2 n; n  N0 and large enough N0 because jdkj ! +1 as k ! 1: Thus
j((D    ) 1P?
n f; k)j 
1
8s1
p
N
kfk
and
B1(;N;n) 
N X
k=1
s2
k

1
8s1
p
N
kfk
2

1
32
kfk2:
Then for n  N0 and  2 n
kK(D    ) 1P?
n fk2  B1(;N;n) + B2(;N;n) 
1
16
kfk2
so
kK(D    ) 1P?
n k  1=4 (4.9)
and, by (4.6),(4.7) and (4.9),
kK(D    ) 1k  1=3
for n  N0 and  2 n:
Therefore,
sup
2n
k(D   ) 1Kk = sup
2n
kK(D    ) 1k  1=3
for n  N0: Moreover, T    = (D   ) 1(I + (D   ) 1K) is invertible for  2 n:
Finally we observe that the Riesz projections (4.3) satisfy the following estimates
kPn;T   Pn;Dk =
1
2

 
Z
n
((   T) 1   (   D) 1)d

  =
=
1
2
 

Z
n
((   D) 1  
I   K(   D) 1 1
  (   D) 1)d
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=
1
2
 

Z
n
1 X
k=1
[(   D) 1K]k(   D) 1d
 
 

1
2
Z
n
1 X
k=1
k(   D) 1Kkkk(   D) 1kjdj 

1
2
Z
n
1 X
k=1
(1=3)kk(   D) 1kjdj 
1
2
jnj
1
2rn
= 1=2 < 1:
Lemma 4.3. Under assumptions of Theorem 4.1
 n \ (T) =  n \ (D) = ;
and the Riesz projections
g Pn;T =
1
2i
Z
 n
(   T) 1d; ] Pn;D =
1
2i
Z
 n
(   D) 1d (4.10)
satisfy
k g Pn;T   ] Pn;Dk < 1
for enough large n:
Proof. For  2  n and f 2 H we can write that
kK(D    ) 1fk2 =
N X
k=1
s2
kj((D    ) 1f; k)j2 +
1 X
k=N+1
s2
kj((D    ) 1f; k)j2:
Notice that jdl   j  0=4; l  1; so k(D    ) 1k  4=0 because  2  n: Then
1 X
k=N+1
s2
kj((D    ) 1f; k)j2  s2
N+1k(D    ) 1fk2 
 s2
N+1(4=0)2kfk2 
1
18
kfk2;
if N is large enough because sN ! 0 as N ! 1:
Let g 2 H: Then
(D    ) 1g = (D    ) 1
 
1 X
l=1
(g;el)el
!
=
1 X
l=1
(g;el)
dl    
el; (4.11)
k(D    ) 1gk2 =
1 X
l=1
j(g;el)j2
jdl    j2  (4=0)2kgk2: (4.12)150 Maria Malejki
For a ﬁxed large N we have
N X
k=1
s2
kj((D  ) 1f; k)j2 =
N X
k=1
s2
kj(f;(D ) 1 k)j2  Ns2
1kfk max
1kN
k(D ) 1 kk2
and
sup
2 n
k(D   ) 1 kk2 
1 X
l=1

j( k;el)j2

sup
2 n
1
jdl   j2

:
It is clear that
sup
2 n

1
jdl   j2

! 0; n ! 1; (4.13)
for all l  1; so
(n;k) :=
1 X
l=1

j( k;el)j2

sup
2 n
1
jdl   j2



1 X
l=1
j( k;el)j2(4=0)2  (4=0)2k kk2 < +1
because of (4.11) and (4.12) applied to  k: Moreover, by the dominated Lebesgue
theorem, (4.13) and the above estimates,
(n;k) ! 0 as n ! 1:
Therefore,
sup
2 n
N X
k=1
s2
kj((D    ) 1f; k)j2  Ns2
1kfk2n;
where
n = max
1kN

sup
2 n
k(D   ) 1 kk2

! 0; n ! 1:
Let n0 be such that n  1
18s2
1N for n  n0: Then
kK(D    ) 1fk2 
1
9
kfk2;
for f 2 H and  2  n:
Finally,
sup
2 n
k(D   ) 1Kk  1=3
for n  n0:Asymptotics of the discrete spectrum for complex Jacobi matrices 151
Then I + (D   ) 1K ( 2  n) is invertible in H and the equation T    =
(D   )(I + (D   ) 1K) yields (T) [  n = ; for large n: Moreover,
k] Pn;T   ] Pn;Dk 
1
2
Z
 n
k(   T) 1   (   D) 1kjdj =
=
1
2
Z
 n
k(   T) 1K(   D) 1kjdj =
=
1
2
Z
 n
k(I +
1 X
k=1
[(   D) 1K]k)(   D) 1K(   D) 1kjdj 

1
2
Z
 n
 
1 +
1 X
k=1
k(   D) 1Kkk
!
k(   D) 1K(   D) 1kjdj 

1
2
Z
 n
 
1 X
k=0
(1=3)k
!
k(   D) 1K(   D) 1kjdj 

3
4
Z
 n
k(   D) 1K(   D) 1kjdj:
From (4.4) we also derive
K =
1 X
k=1
sk(;'k) k = K1 +
M X
k=1
sk(;'k) k;
where kK1k  1=C: Then
kf PT   f PDk 

3
4
0
@
Z
 n
kK1kk(D   ) 1k2jdj+
+
M X
k=1
Z
 n
skk(;(D   ) 1'k)(D   ) 1 kkjdj
1
A 

3
4
kK1kC +
3
4
M X
k=1
Z
 n
skk(D   ) 1'kkk(D   ) 1 kkjdj 

3
4
+
+
3s1M
4
max
1kM
2
6
4
0
@
Z
 n
k(D   ) 1'kk2jdj
1
A
1=2 0
@
Z
 n
k(D   ) 1 kk2jdj
1
A
1=23
7
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For k  1 and g 2 H; due to (C ) and assumption (2),
Z
 n
j(g;ek)j2
jdk   j2jdj  j(g;ek)j2
Z
 n
k(D   ) 1k2jdj  Cj(g;ek)j2 (4.14)
and
Z
 n
j(g;ek)j2
jdk   j2jdj  kgk2
Z
 n
1
jdk   j2jdj  kgk2j nj=(pn   jdkj)2 ! 0 (4.15)
as n ! 1:
Because of (4.14), (4.15) and the dominated Lebesgue theorem, we deduce
Z
 n
k(D   ) 1gk2jdj =
Z
 n
k(D   ) 1gk2jdj =
1 X
k=1
0
@
Z
 n
j(g;ek)j2
jdk   j2
1
Ajdj ! 0;
as n ! 1 for all g 2 H: Therefore, if
e n = max
1kM
2
6
4
0
@
Z
 n
k(D   ) 1'kk2jdj
1
A
1=2 0
@
Z
 n
k(D   ) 1 kk2jdj
1
A
1=23
7
5;
then e n ! 0 as n ! 1:
Then, ﬁnally,
kf PT   f PDk 
3
4
(1 + Ms1e 0) < 1
for n  f n0, where f n0 is large enough.
Proof of Theorem 4.1. Denote rankP = dimP(H); where P is a projection in H:
Lemma 4.2 implies
rankPT = rankPD = Mn; (4.16)
where
Mn = ]fk : dk = dng;
so the sum of the algebraic multiplicities of eigenvalues of T in fz 2 C : jz dnj  rng
equals Mn for n  N0:
Moreover, from Lemma 4.3 for (4.10) we deduce
rank] Pn;T = rank] Pn;D < +1 (4.17)
for n  f n0:
Taking into account (4.16) and (4.17) we see that the sequences, in which the
algebraic multiplicities of the eigenvalues of T and D are taken into consideration,
coincide and
jn(T)   dnj  rn
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Remark 4.4. Consider a complex sequence (dn)1
n=1 and the following conditions:
1. jdn+1j > jdnj for n  n0, limn!1 jdnj = +1; and

jdn+1j+jdnj
(jdn+1j jdnj)2
1
n=1
is bounded;
2. dn = nn(1 + o( 1
n)); jnj =  > 0 for n  1; where   2;
3. dn = n
 
[n+T 1
T ]

(1 + o( 1
n)); jnj =  > 0 for n  1, where   1; and (n) is a
periodic sequence with the period equal to T, n 6= k for k 6= n; and k;n = 1;:::;T;
and [x] = maxfk 2 N : k  xg for x 2 R.
If one of the above conditions is true then the assumptions of Theorem 4.1 are satisﬁed
for the sequence (dn)1
n=1.
5. DIAGONALIZATION FOR COMPLEX JACOBI MATRICES
In this section we assume (A1)–(A3) and (1.3). Due to Proposition 3.1, we assume
without loss of generality that J = J((dn);(cn);(cn)) is a complex Jacobi matrix.
Let 1  k  l. Then denote
Jk
l =
0
B B
B B
@
dk ck
ck dk+1
...
...
... cl 1
cl 1 dl
1
C C
C
C
A
(5.1)
and
Dk
l () = det(Jk
l   ): (5.2)
Assume also Dk
k 1() = 1:
For n > q denote
Dn =
0
B
@
dn q 0 
0
... 0
 0 dn+q
1
C
A: (5.3)
Let
c0
n(q) = maxfjckj : k  n + qg; Rn = 6c0
n(q) (5.4)
and let
C(dn;Rn) = fz 2 C : jz   dnj = Rng
be positively oriented on the complex plane.
Deﬁne the Riesz projection for J
n q
n+q and Dn:
P1n =
1
2i
Z
C(dn;Rn)
(   J
n q
n+q) 1d; P2n =
1
2i
Z
C(dn;Rn)
(   Dn) 1d: (5.5)
Lemma 5.1. If jdn   dn+jj  2Rn for j 2 f1;2;:::;qg; then kP1n   P2nk < 1
and there exists exactly one eigenvalue n of J
n q
n+q such that jdn   nj  Rn:154 Maria Malejki
Proof. At ﬁrst notice that k(   Dn) 1k  1=Rn and kCn(   Dn) 1k  1=3; where
Cn = J
n q
n+q   Dn; (5.6)
provided that j   dnj = Rn: Indeed,
Cn(   Dn) 1 =
0
B
B
B B
B
@
0
cn q
 dn q+1
cn q
 dn q 0
...
... ... cn+q 1
 dn+q
cn+q 1
 dn+q 1 0
1
C
C
C C
C
A
;
jcn+jj
j   dn+j+1j

c0
n(q)
Rn
and
jcn+jj
j   dn+jj

c0
n(q)
Rn
for  = dn + Rneit 2 C(dn;Rn) and  q  j  q   1: Thus kCn(   Dn) 1k 
2c0
n(q)=Rn  1=3:
Next, we observe that
(   J
n q
n+q) 1 = (   Dn) 1  
I   Cn(   Dn) 1 1
=
= (   Dn) 1
 
I +
1 X
k=1
[Cn(   Dn) 1]k
!
and
(   J
n q
n+q) 1   (   Dn) 1 = (   Dn) 1
 
1 X
k=1
[Cn(   Dn) 1]k
!
:
So
k(   J
n q
n+q) 1   (   Dn) 1k 
1
Rn
 
1 X
k=1
(1=3)k
!
= 1=(2Rn)
and
kP1n   P2nk 
1
2
Z
C(dn;Rn)
k(   J
n q
n+q) 1   (   Dn) 1kjdj  1=2 < 1:
Clearly, the Riesz projection P2n has the one-dimensional range generated by an
eigenvector associated with the eigenvalue dn. Then rankP1n = rankP2n = 1; so J
n q
n+q
has also a unique eigenvalue n in the ball fz : jdn   zj  Rng:
Assume that the complex sequences (dn) and (cn) satisfy the following properties.
There exist ;  0 and p 2 f1;2;:::g such that  >
p+1
p  + 1 andAsymptotics of the discrete spectrum for complex Jacobi matrices 155
(C1) jdn  dn+jj  pn 1 for j = 1;2;:::;p, large n, where p > 0 is indepen-
dent on n;
(C2) jcnj = O(n) as n ! 1:
Choose the complex sequence (n)1
n=1, which satisfy the following condition:
(E) n is an eigenvalue of J
n p+1
n+p 1 such that jdn nj  Rn for large enough n; where
Rn = 6maxfjckj : k  n + pg:
(For small n we assume that n is an eigenvalue of J1
n+p 1:)
By Lemma 5.1, the sequence (n)1
n=1 is well deﬁned because (C1) and (C2) imply
that jdn   dn+jj  2Rn for j = 1;2;:::  p if n is large.
The method of diagonalization for real Jacobi matrices is described in [15, 16]
and [18]. Conditions (C1), (C2) and (E) are suﬃcient to perform the diagonalization
procedure presented in [18].
For ﬁxed n denote
'(n) =
0
B
B
B B
B
B B
@
f
(n)
n p+1(n)
. . .
f
(n)
n (n)
. . .
f
(n)
n+p 1(n)
1
C
C
C C
C C
C
A
(5.7)
an eigenvector of J
n p+1
n+p 1 associated with n: Notice thatf
(n)
n (n) 6= 0 if n is large
enough; therefore, we may assume
f(n)
n (n) = 1: (5.8)
Further, put
f
(n)
n p(n) =
 cn p
dn p   n
f
(n)
n p+1(n); (5.9)
f
(n)
n+p(n) =
 cn+p 1
dn+p   n
f
(n)
n+p 1(n) (5.10)
and
f
(n)
nj(n) = 0; for j  p + 1: (5.11)
Finally, for n  1; we put
f(n) =

f
(n)
k (n)
1
k=1
: (5.12)
The properties of the system of the sequences f(n), n  1; are expressed in the
following lemma and proposition.156 Maria Malejki
Lemma 5.2. Assume (C1) and (C2) hold. Let f
(n)
k (n); n;k  1; be given by
(5.7)-(5.11) and (n)1
n=1 satisfy (E). Then
f
(n)
nj(n) = O

1
nj(  1)

;n ! 1;
for j 2 f1;2;:::;pg:
Proof. In [18] the analogous result is proved for real sequences (dn) and (cn) but the
proof can be rewritten for a complex case.
Proposition 5.3. If n  1 is large enough, then
(J   n)f(n) =: R(n) = cn p 1f
(n)
n p(n)en p 1 + cn pf
(n)
n p(n)en p+1+
+ cn+p 1f
(n)
n+p(n)en+p 1 + cn+pf
(n)
n+p(n)en+p+1;
(5.13)
where fek : k  1g is a canonical basis of l2:
Proof. Straightforward calculations lead to (5.13) because J = J((dn);(cn);(cn)):
Let f(n); n  1; be given by (5.12). Deﬁne
F =

f(1);f(2);:::

; (5.14)
i.e. F is an inﬁnite matrix, in which n-th column is given by the sequence f(n): We
construct also an inﬁnite matrix
R =

R(1);R(2);R(3);:::

; (5.15)
where R(n) is treated as an n-th column of R:
By S we denote the shift operator on l2 given on the basis vectors as follows
Sek = ek+1; k  1:
Then S stands for the adjoint operator to S:
Notice that the structure of F has a band diagonal shape
F = I + G;
where G =
Pp
j=1(SjWj + VjSj) and Wj; Vj are diagonal operators
Wj = Diag

f
(n)
n+j(n)
1
n=1

; Vj = Diag

f
(n+j)
n (n+j)
1
n=1

:
Lemma 5.2 yields G which is a compact operator because sequences

f
(n)
n+j(n)
1
n=1
and

f
(n+j)
n (n+j)
1
n=1
(j 2 f1;2;:::;pg) converge to 0:Asymptotics of the discrete spectrum for complex Jacobi matrices 157
Moreover, the matrix R may also be written in a 4-diagonal form
R = Sp 1A1 + Sp+1A2 + B1Sp 1 + B
p+1
2 ;
where A1;A2;B1;B2 are diagonal operators
A1 = Diag

cn+p 1f
(n)
n+p(n)
1
n=1

; diagA2 = Diag

cn+pf
(n)
n+p(n)
1
n=1

:
B1 = Diag

cn 1f
(n 1+p)
n 1 (n 1+p)
1
n=1

; (c0 = 0);
B2 = Diag

cnf
(n+p+1)
n+1 (n+p+1)
1
n=1

:
Then we observe that R is a compact operator in l2: Indeed, from Lemma 5.2 we
derive
cnpf
(n)
np(n) = O

n
np(  1)

= O

n
 p( 
p+1
p  1)

and
cnp 1f
(n)
np(n) = O

n
 p( 
p+1
p  1)

; n ! 1;
so the sequences above converge to 0, because of the choice of the constant p in (C1)
and (C2). Moreover,
kRenk = kR(n)k = O

n
 p( 
p+1
p  1)

; n ! 1: (5.16)
Let
 = Diag((n)
1
n=1) (5.17)
be a diagonal operator such that the sequence (n) satisﬁes (E).
Proposition 5.4. If (C1) and (C2) hold then J is similar to  + K, where K is a
compact operator such that kKenk = O

n
 p( 
p+1
p  1)

; n ! 1:
Proof. We can rewrite (5.13) with use of an operator form
JF   F = R + R0; (5.18)
where F is given by (5.14), R by (5.15) and R0 is a ﬁnite dimensional operator, which is
represented in the canonical basis by a matrix with a ﬁnite number of non-zero entries
only. There exists an invertible in l2 operator ~ F such that the matrix representation
of F   ~ F has a ﬁnite number of non-zero entries. Therefore, (5.18) implies
J ~ F = ~ F + R + M; (5.19)
where M = R0 + J( ~ F   F)   ( ~ F   F) is such that the entries of the matrix M;
except for a ﬁnite number, are equal to zero. From (5.19) we derive
~ FJ =  ~ F + R + M:158 Maria Malejki
~ F is invertible, so
J = ( ~ F) 1

 + (R + M)( ~ F) 1

~ F;
i.e., J is a similar operator to +K; where K = (R +M)( ~ F) 1: Obviously K is a
compact operator because R and M are compact and ( ~ F) 1 is bounded. Moreover,
kKenk = k ~ F 1(R + M)enk  CkRenk;
where C > 0 is a constant independent on n: Then we apply equation (5.16).
Remark 5.5. The condition of similarity of operators preserves the structure of
spectra, so
n(J) = n( + K); n  1:
Remark 5.6. If (dn) satisﬁes one of the conditions given in Remark 4.4 and n =
dn+O(n) according to (E), then Remark 4.4 can be applied also to (n): Therefore,
from Theorem 4.1, we derive that the sequence of the eigenvalues of  + K has the
asymptotic
n( + K) = n + O(kKenk) = n + O

n
 p( 
p+1
p  1)

as n ! 1:
To complete the diagonalization procedure for the complex Jacobi matrices we
show that under (C1) and (C2) the explicit asymptotic formulae for the sequence
(n), chosen by (E), can be found. We refer also to [18]. If p  2, from the Laplace
formula we derive
D
n p+1
n+p 1() = (dn   )D
n p+1
n 1 ()D
n+1
n+p 1()+
 c2
n 1D
n p+1
n 2 ()D
n+1
n+p 1()   c2
nD
n p+1
n 1 ()D
n+2
n+p 1():
Notice that if n is large enough and j   dnj  Rn; where Rn is ﬁxed by (5.4),
then the main diagonals of the matrices J
n p+1
n 1    and J
n+1
n+p 1    dominate, so
D
n p+1
n 1 () 6= 0 and D
n+1
n+p 1() 6= 0: Therefore, n satisﬁes
n = dn   c2
n 1
D
n p+1
n 2 (n)
D
n p+1
n 1 (n)
  c2
n
D
n+2
n+p 1(n)
D
n+1
n+p 1(n)
: (5.20)
For n  1; denote
wp;n() = dn   c2
n 1
D
n p+1
n 2 ()
D
n p+1
n 1 ()
  c2
n
D
n+2
n+p 1()
D
n+1
n+p 1()
: (5.21)
Next denote
(1)
n = dn; n  1; (5.22)
(j)
n = wp;n((j 1)
n ); n  1; j  2: (5.23)
(For p = 1 we simply take n = dn and w1;n() = dn:)Asymptotics of the discrete spectrum for complex Jacobi matrices 159
Proposition 5.7. Let n satisfy (E) and 
(k)
n for n  1 be given by (5.22) and (5.23),
where k = minfj 2 N : j 
p+1
2 g. Under conditions (C1) and (C2),
n = (k)
n + O

n
 p( 
p+1
p  1)

as n ! 1:
Proof. The proof of the similar result can be found in [18].
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