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1 はじめに
楕円曲線暗号は現在広く使用されている代表的な公開鍵暗号方式の一つである. また, 実用化が
進められている公開鍵暗号方式としてペアリング暗号が挙げられる. これらの公開鍵暗号方式は
楕円離散対数問題 (ECDLP)の難解さによって安全が保たれており, ECDLPが解かれてしまうと
暗号も解読されてしまう. ECDLPを解読する一つの攻撃として指数計算法がある. 指数計算法に
おいて楕円曲線上の点の分解が必要となる. Semaevは [1]において点の分解に使用する道具とし
て summation polynomialを提案し, Gaudry, Diemは指数計算法においてこれを用いた. さらに
篠原らは [2]において, 指数計算法に summation polynomialを用いた場合の計算量を考察した. 点
の分解に利用できる他の方法として齋藤らは [3]において Stange の elliptic netを用いている. 本
論文ではまず ellitic netを行列式の形で以下のように表した.
主定理. 	v(z)において v = (v1;    ; vn) = (1;    ; 1)としたとき以下の等式が成り立つ.
cn 	v(z) =

1 }(z1) }
0(z1)    }(n 2)(z1)
1 }(z2) }
0(z2)    }(n 2)(z2)
...
...
...
. . .
...
1 }(zn) }
0(zn)    }(n 2)(zn)
Q
1s<tn( }(zs) + }(zt))
但し cn = ( 1)
(n 1)(n 2)
2 1! 2!    (n   1)!であり, }(zi)はWeierstrassの }関数である. さらに
}(zi) = xi; }
0(zi) = 2yiとすると次が得られる.
1 }(z1) }
0(z1)    }(n 2)(z1)
1 }(z2) }
0(z2)    }(n 2)(z2)
...
...
...
. . .
...
1 }(zn) }
0(zn)    }(n 2)(zn)

= dn 

1 x1 y1 x1
2 x1y1      
1 x2 y2 x2
2 x2y2      
...
...
...
...
...
. . .
...
1 xn yn xn
2 xnyn      

但し右辺各行の末項は nが偶数のとき xi n2 ; nが奇数のとき xi
n 3
2 yiであり, dn = 1! 2!    (n  1)!:
さらに主定理と [3]の定理より次の系を得た.
系. 有限体 Fq と Pi = (xi; yi)である楕円曲線上の点 P1;    ;Pn 2 E(Fq)(但し Pi 6= Oかつ Pi 6=
Pj )に対して
P1 +   + Pn = O ()

1 x1 y1 x1
2 x1y1      
1 x2 y2 x2
2 x2y2      
...
...
...
...
...
. . .
...
1 xn yn xn
2 xnyn      

= 0
この系を指数計算法に適用することで点の分解において解かなくてはならない連立方程式の
構成にかかる計算量を考察した. 結果, 連立方程式の構成にかかる計算量は理論上 summation
polynomialを用いた場合より小さくなることがわかった. 以下2章で楕円曲線, ECDLP, summation
polynomial, elliptic netの定義および先行研究である summation polynomialを用いた指数計算法
について述べ, 3章で本論文の主定理の証明および計算量の評価を与え, 4章でまとめを行う.
2 ECDLPに対する指数計算法
ECDLPに対する攻撃法の一つとして知られる指数計算法 (index calculus)について説明する.
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2.1 楕円曲線およびECDLPの定義
楕円曲線および ECDLPの定義を与える.
定義 2.1. 標数が 2; 3でない体K 上の 3次曲線
E : y2 = x3 +Ax+B (A;B 2 K であり 4A3 + 27B2 6= 0を満たす)
を K 上の楕円曲線という.
集合E(K)を次のように定める.
E(K) := f(x; y) 2 K2jy2 = x3 +Ax+Bg [ fOg
(但し, Oは無限遠点とする）
次のように演算を定義することでE(K)は加法群を成す.
 Pi := (xi, yi) 2 E(K).
 Oを単位元とする.
 P1の逆元を  P1 := (xi,  yi) とする.
 P1 6=  P2のとき P3を次のように定める.
{ x1 6= x2のとき P3 := P1 + P2
x3 = 
2   x1   x2 ; y3 =  x3   y1 + x1 (但し  = y2   y1
x2   x1 )
{ x1 = x2のとき P3 := 2P1
x3 = 
2   2x1 ; y3 =  x3   y1 + x1 (但し  = 3x1
2 +A
2y1
)
さらに m 2 Nに対してm個の P の和をmP と表す. 但し ( m)P :=  (mP) ; 0P := Oとす
る. 体K が有限体, 即ちある素数べき qに対してK = Fq のとき, E(Fq)は有限群となる.従って
P 2 E(Fq)を生成元として有限巡回群 hPiを構成できる.
一般の離散対数問題（Discrete Logarithm Problem）について説明する. 有限群 G上（位数
#G =: n）の DLPとは, 与えられた g; T 2 Gに対して次を満たすX 2 Z=nZが存在するならば
それを求める問題である. (X = logg T とかく. )
T = gX
有限群GがE(Fq)であるとき, その離散対数問題を“楕円離散対数問題（Elliptic Curve Discrete
Logarithm Problem）”と呼ぶ. 即ち ECDLPとは T ;P 2 E(Fq)（位数#E(Fq) =: N）に対して
次を満たすX 2 Z=NZが存在するならばそれを求める問題である.
T = XP
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2.2 Semaev's summation polynomial
指数計算法で ECDLPを解くには点の分解が必要である. Semaevは標数が２でも３でもない体
K 上の楕円曲線 E が与えられた場合に, 分解に使用する道具として summation polynomialを提
案し, GaudryとDiemは指数計算法においてこれを用いた.
定理 2.2. qは 5以上の奇数素数べきとし, E : y2 = x3 +Ax+BはK上の楕円曲線とする. この
とき 2  m 2 Nに対してm-summation polynomial Smを次のように定義できる.
S2(X1; X2) =X1  X2
S3(X1; X2; X3) =(X1  X2)2X32   2((X1 +X2)(X1X2 +A) + 2B)X3
+ (X1X2  A)2   4B(X1 +X2)
Sm(X1;    ; Xm) =ResX(Sm M (X1;    ; Xm M 1; X); SM+2(Xm M ;    ; Xm; X))
(if m  4; 1 M  m  3)
但し, Resは終結式とする. m  3のとき, Smは絶対既約で対称な多項式であり, さらに各変数Xi
に対して degXi(Sm) = 2m 2である.
Smには点の分解に利用できる次の性質がある [1].
定理 2.3. x1;    ; xm 2 K (K : K の代数閉包)が
Sm(x1;    ; xm) = 0
を満たすことと,
P1 +   + Pm = O
なる Pi = (xi; yi) 2 E(K)が存在することは同値である.
2.3 Stange's elliptic net
Semaevの方法以外に点の分解を行う方法を述べる.齋藤らは [3]において Stange's elliptic net
を用いた方法を述べた.
使用する楕円関数について説明する. まず, Weierstrass }関数を
}(z) =
1
z2
+
X
!2L;! 6=0

1
(z   !)2  
1
!2

と定義する. ここで Lは C上の格子である.
}関数は以下の性質をもつ [4].
 }( z) = }(z)
 }0(z) =  2P!2L 1(z !)3 =   2z3 +   
 }0( z) =  }0(z)
 }(z1 + z2) = (}
0(z2) }0(z1))2
4(}(z2) }(z1))2   }(z1)  }(z2)
 }0(z)2 = 4}(z)3   g2}(z)  g3
但し g2 = 60
P
!2L;! 6=0
1
!4
; g3 = 140
P
!2L;! 6=0
1
!6

5
次にWeierstrass 関数を
(z) = z
Y
!2L;! 6=0

1  z
!

exp

z
!
+
z2
2!2

と定義する. さらに整数値ベクトル v = (v1;    ; vn) 2 Znと変数 z = (z1;    ; zn) 2 Cnに対して
	v(z) =
(v1z1 +   + vnzn)Q
1in (zi)
2vi2 
Pn
j=1 vivj
Q
1i<jn (zi + zj)
vivj
とする. このとき	v(zi)は各変数 ziに関して楕円関数である.
Stangeは [5]において	v が Fq 上の楕円曲線に対しても定義できることを示した.
定理 2.4. 有限体Fqと楕円曲線上の点 P1;    ;Pn 2 E(Fq)(但しPi 6= OかつPi 6= Pj if i 6= j)
に対して
v1P1 +   + vnPn = O () 	v(P1;    ;Pn) = 0
この定理は [5, Theorem 3]より従う.
楕円曲線上の点 P1;    ;Pn 2 E(Fq)に対して写像
W : Zn ! Fq; v 7! 	v(P1;    ;Pn)
を P1;    ;Pnによる elliptic netという.
2.4 指数計算法
有限巡回群G = hgi上の T = gX(g; T 2 G;X 2 Z=(#G)Z)で与えられたDLPに対する指数計
算法の概要を述べる.
step 1 因子基底 F := ff1;    ; fsg  Gを設定する:
step 2 (i) a; b 2 Nを選びR = gaT b 2 Gを計算する:
(ii) 次の等式を満たす el 2 Z0の組 (e1;    ; es)が存在するか判定し;存在するならばそれ
を計算する:
R =
sY
l=1
fl
el
この等式は relationと呼ばれる. この relationから因子基底の元および T の離散対数を
解とする線形方程式
a+ bX 
sX
l=1
el logg fl (mod #G)
が生成される. 実際の計算では (a; b)と (e1;    ; es)を結合したベクトルを行列の行と
して保存する.
(iii) (i)と (ii)の計算を十分な個数の relationが得られるまで繰り返す.
step 3 step 2で得られた行列に対して, #Gを法とする行列操作を行うことで次を満たすX1; X2
を計算する.
e = gX1TX2 (e : Gの単位元)
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step 4 X 12 (mod #G) が存在するならば次を返す.
X   X1X2 1 (mod #G)
指数計算法でE(Fqn)に対する ECDLPを解く場合, step 1で設定する因子基底を
F = fF1;    ; Fsg
とする. step 2において選んだ a; b 2 Nに対して
R = aP + bT
を計算する. 次にRを因子基底 F の和
R =
sX
l=1
elFl
で表す. 即ち点の分解が必要となる. 分解が可能であれば
logP R 
sX
l=1
el logP Fl (mod #hPi)
を得る. ここで定理 2.3を利用してRを F のいくつかの元の和で
R = Fl1 +   + Flm
のように表すことを考える. Rの x座標を x(R)と表記する. Sm+1の xm+1に x(R)を代入した
等式
Sm+1(X1;    ; Xm; x(R)) = 0 (1)
に解 (X1;    ; Xm) 2 (Fqn)mが存在したとする. このとき,各Xiに対してXi = x(Fli)なるFli 2 F
が存在するならば relationが得られる. 等式に解が存在しない場合や, F に対応する点が存在しな
い場合はRを取り直して計算を行う.
代数方程式 (1)を効率良く解くために, Frobenius写像を利用した等式と (1)から構成される次の
連立代数方程式を解く方法がある.8>>>>><>>>>>:
0 = Sm+1(X1;    ; Xm; x(R))
0 = X1
qn  X1
...
0 = Xm
qn  Xm
(2)
次に, 連立代数方程式 (2)を解くためにWeil descentを導入する.
2.5 Weil descent
Weil descentを紹介し, それを連立代数方程式 (2)を解くために利用する方法を述べる.
まず, Weil descentに関する以下の補題を紹介する.
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補題 2.5. 素数べき q と自然数 nに対して, Fqn を n次元の Fq ベクトル空間としてみたときの
基底を f1;    ; ngとする. さらに f(X1;    ; Xm) 2 Fqn [X1;    ; Xm] とする. このとき Z :=
fzi;j j1  i  m; 1  j  ngに対して, 次の等式を満たす fk(Z) 2 Fq[Z]が唯一つ存在する.
f(z1;11 +   + z1;nn;    ; zm;11 +   + zm;nn) =
nX
k=1
kfk(Z)
さらに, ある (X1;    ; Xm) 2 (Fqn)mに対して f(X1;    ; Xm) = 0であるならば, ある zi;j 2 Fq
が存在して次の条件を満たす.
Xi =
nX
j=1
zi;jj ; fk(Z) = 0 (1  k  n)
補題 2.5における f(X1;    ; Xm)を (1)の左辺の多項式としたときに, Weil descentによって連
立代数方程式 (2)は Fq係数のmn変数の n+mn個の等式から成る次の形の連立代数方程式に変
換される.
8>>>>>>>>>>><>>>>>>>>>>>:
0 = f1(Z)
...
0 = fn(Z)
0 = z1;1
q   z1;1
...
0 = zm;n
q   zm;n
(3)
Weil descentによって代数方程式 (3)は元の代数方程式 (2)より変数と等式の個数は増加するが,
扱う多項式の次数を qよりも小さくできるという利点がある. さらに因子基底の設定の工夫によ
り連立代数方程式の変数の個数を減らすことが出来る. まず Fqn のある Fqベクトル部分空間を V
とし, dimV = n0 (1  n0  n)とする. このとき因子基底 F を次のように定める.
F = fF 2 E(Fqn)jx(F ) 2 V g = fF1;    ; Fsg
この因子基底の設定により Xi はWeil descentによって n0 個の変数 zi;j(1  j  n0)で表され
るため, 方程式 (1)は Fq係数の mn0変数の n0個の代数方程式に変換される. それらの代数方程
式に Frobenius写像に対応する等式 zi;jq   zi;j = 0を加えた次の連立代数方程式を解く. (但し
Z 0 := fzi;j j1  i  m; 1  j  n0g  Z で zi;j 2 Z 0とする)
8>>>>>>>>>>><>>>>>>>>>>>:
0 = f1(Z
0)
...
0 = fn(Z
0)
0 = z1;1
q   z1;1
...
0 = zm;n0
q   zm;n0
(4)
n0を小さくすることで (4)の変数が少なくなることにより解くために必要な計算コストは削減
されるが, (4)が解を持つ確率も下がってしまう.
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2.6 ECDLPに対する summation polynomialを用いた指数計算法
指数計算法に Semaev の summation polynomialとWeil descentを導入し, ECDLPに対して適
用する方法がある. E(Fqn)に対する ECDLPが T = XP 2 hPi  E(Fqn)として与えられている
とする. 以下に概要を述べる [2].
step 1 因子基底 F = fF 2 E(Fqn)jx(F ) 2 V g = fF1;    ; Fsgを設定する:
step 2 (i) a; b 2 Nを選びR = aP + bT を計算する:
(ii) Semaevの summation polynomial Sm+1のXm+1に x(R)を代入し, それに対してWeil
descentを適用し連立代数方程式 (4)を計算する.8>>>>>>>>>>><>>>>>>>>>>>:
0 = f1(Z
0)
...
0 = fn(Z
0)
0 = z1;1
q   z1;1
...
0 = zm;n0
q   zm;n0
この連立代数方程式に解 (z1;1;    ; zm;n0) 2 (Fq)mn
0が存在するならば;その解に対応す
る (X1;    ; Xm) 2 (Fq)mを求める. 即ち V の基底1;    ; n0 2 Fqn に対して
Xi =
n0X
j=1
zi;jj 2 V
を計算する. そのような一つの組 (X1;    ; Xm)に対して
(X1;    ; Xm) = (x(Fl1);    ; x(Flm))
を満たす因子基底の元の組 (Fl1 ;    ; Flm)は高々 2m個存在する. (各元で x座標に対し
て正と負の二つの y座標が考えられるため)その中から
R =
mX
i=1
Fli
を満たすものを求め, 次の等式を満たす el 2 Z0の組 (e1;    ; es)を決定する.
R =
sX
l=1
elFl (5)
この relation(5)は次の線形方程式に対応する.
a+ bX 
sX
l=1
el logP Fl (mod #hPi)
実際の計算では (a; b)と (e1;    ; es)を結合したベクトルを行列の行として保存する.
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(iii) (i)と (ii)の計算を十分な個数の relationが得られるまで繰り返す.
step 3 step 2で得られた行列に対して, #hPiを法とする行列操作を行うことで次を満たすX1; X2
を計算する.
O = X1P +X2T
step 4 X 12 (mod #hPi) が存在するならば次を返す.
X   X1X2 1 (mod #hPi)
2.7 計算量
前述の ECDLPに対する Semaev の summation polynomialとWeil descentを導入した指数計
算法の計算量の評価をする [2]. 計算量は Fqn での演算回数とする. ただしここでは q  nの場合
を考える. (q  nの場合については [6]参照)
まず, Sm+1のmと n0(= dimV )はmn0 = nとなるように設定される [7]. また, Sm+1の生成に
必要な体演算は
O(2m
2
) (6)
であることが知られている [7].
step 2においてRがR =Pml=1 Flと表される確率を考える. 準備として因子基底の個数 sは
s  #V = qn0 (7)
として良い. これはランダムに選んだ xi 2 Fqn を与えられた楕円曲線の x座標として持つ有理点
が存在する確率が約 1=2であり, 同じ x座標を持つ有理点の個数の期待値が約 2となるからであ
る. 求める確率は因子基底に属するm個の点の和でかくことができる有理点R 2 E(Fqn)の割合
で見積もるため, そのようなm個の点の和において現れる重複を無視できるものとしている. 和
の対称性を考慮すると, 因子基底からm個の点を選ぶ組み合わせはおよそ sm=m!である.さらに
#E(Fqn)  qnと (7)より求める確率は次のようになる.
sm
m! qn 
1
m!
(8)
これと step 3で扱う行列のランクがO(#V ) = O(s)より, step 2において行われる点の分解の回
数は
O(m!s) = O(m!qn
0
)
となる.よってあとは点の分解の計算コストを C とすれば step 2の計算量は
O(qn
0
m!C) (9)
である.
step 3の計算量は, 実行可能行列乗算指数 2 < !  3に対して
O(s!) = O(qn
0!) (10)
となる.
従って (6), (9), (10)より全体の計算量は
O(2m
2
+ qn
0
m!C + qn
0!) (11)
となる. 点の分解の計算量 Cとは連立代数方程式 (4)を解くために必要な計算量である. (詳細は
[2]参照)
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3 主結果
3.1 elliptic netの行列式表示
主定理. 	v(z)において v = (v1;    ; vn) = (1;    ; 1)としたとき以下の等式が成り立つ.
cn 	v(z) =

1 }(z1) }
0(z1)    }(n 2)(z1)
1 }(z2) }
0(z2)    }(n 2)(z2)
...
...
...
. . .
...
1 }(zn) }
0(zn)    }(n 2)(zn)
Q
1s<tn( }(zs) + }(zt))
(12)
但し cn = ( 1)
(n 1)(n 2)
2 1! 2!    (n   1)!であり, }(zi)はWeierstrassの }関数である. さらに
}(zi) = xi; }
0(zi) = 2yiとすると次が得られる.
1 }(z1) }
0(z1)    }(n 2)(z1)
1 }(z2) }
0(z2)    }(n 2)(z2)
...
...
...
. . .
...
1 }(zn) }
0(zn)    }(n 2)(zn)

= dn 

1 x1 y1 x1
2 x1y1      
1 x2 y2 x2
2 x2y2      
...
...
...
...
...
. . .
...
1 xn yn xn
2 xnyn      

(13)
但し右辺各行の末項は nが偶数のとき xi n2 ; nが奇数のとき xi
n 3
2 yiであり, dn = 1! 2!    (n  1)!:
証明. Hermite, Frobenius, Stickelbergerによって次の等式が与えられている [8, p. 458].
cn 
(z1 +・・・+ zn)
Q
1s<tn (zs   zt)
(z1)
n・・・(zn)n
=

1 }(z1) }
0(z1)    }(n 2)(z1)
1 }(z2) }
0(z2)    }(n 2)(z2)
...
...
...
. . .
...
1 }(zn) }
0(zn)    }(n 2)(zn)

(14)
但し cn = ( 1)
(n 1)(n 2)
2 1! 2!・・・(n  1)!:
さらに等式 [8, p. 451]
(z + y)(z   y)
(z)2(y)2
=  }(z) + }(y)
より次が得られる. Y
1s<tn
(zs + zt)(zs   zt)
(zs)
2(zt)
2 =
Y
1s<tn
( }(zs) + }(zt)) (15)
(14)の左辺を (15)の左辺で割る.
cn 
(z1 +   + zn)
Q
1s<tn (zs   zt)
(z1)
n   (zn)n 
Y
1s<tn
(zs)
2(zt)
2
(zs + zt)(zs   zt)
= cn  (z1 +   + zn)Q
1s<tn (zs + zt)
 (z1)
2(n 1)   (zn)2(n 1)
(z1)
n   (zn)n
= cn  (z1 +   + zn)Q
1in (zi)
2 nQ
1s<tn (zs + zt)
= cn 	v(z) (但し v = (v1;    ; vn) = (1;    ; 1))
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よって定理の (12)の左辺を得る. (14)の右辺を (15)の右辺で割れば明らかに (12)の右辺である
ため (12)が示された.
次に (13)を示す. 楕円曲線の定義式 y2 = x3 +Ax+B と }関数の性質
}0(z)2 = 4}(z)3   g2}(z)  g3 (16)
より対応
}(zi) = xi;
1
2
}0(zi) = yi
がわかる.
まず, ある定数があって (13)が成り立つことを示し, その後定数が dnであることを示す.
(13)と後に出てくる (17)を帰納法を用いて示す. n = 1の場合は明らかである.
n = 2の場合,
1 }(z1)1 }(z2)
 =
1 x11 x2
 であり, n = 3の場合,
1 }(z1) }
0(z1)
1 }(z2) }
0(z2)
1 }(z3) }
0(z3)
 =

1 x1 2y1
1 x2 2y2
1 x3 2y3
 = 2

1 x1 y1
1 x2 y2
1 x3 y3

なので (13)は成立する.
次に n = 2k   2と n = 2k   1の場合 (13)を仮定する. 列基本変形を行うことを考慮して具体的
には定数 ; を用いて8>>>>><>>>>>:
}(2k 4)(z) =
k 1X
i=0
2k 4;i }(z)i +
k 3X
j=0
2k 4;j }(z)j}0(z) (17a)
}(2k 3)(z) =
k 1X
i=0
2k 3;i }(z)i +
k 2X
j=0
2k 3;j }(z)j}0(z) (17b)
と表せると仮定する. ある行について成立することが示されれば十分なので ziを単に zと表記す
る. 実際, (17a)を項別微分すると (17b)の形で表すことが出来る. 微分の計算の中で (16)とこれ
を微分して得られる
}00(z) = 6}(z)2   g2
2
を用いる. (17b)を項別微分すると,
}(2k 2)(z) =
k 1X
i=1
i2k 3;i }(z)i 1}0(z) +
k 2X
j=1
2k 3;jfj}(z)j 1}0(z)2 + }(z)j}00(z)g
=
k 1X
i=1
i2k 3;i }(z)i 1}0(z)
+
k 2X
j=1
2k 3;jfj}(z)j 1(4}(z)3   g2}(z)  g3) + }(z)j(6}(z)2   g2
2
)g
=
k 1X
i=1
i2k 3;i }(z)i 1}0(z)
+
k 2X
j=1
f2k 3;j(4j + 6)}(z)j+2   2k 3;j(g2j + g2
2
)}(z)j   j2k 3;j g3}(z)j 1g
= 2k 3;k 2(4(k   2) + 6)}(z)k + f}(z)k 1以下の項 g+ f}(z)k 2}0(z)以下の項 g
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となり, }(z)k以外の項は適当な列で列基本変形を行えば消去できるためまず nが偶数の場合成り
立つことがわかった. つまり
}(2k 2)(z) =
kX
i=0
2k 2;i }(z)i +
k 2X
j=0
2k 2;j }(z)j}0(z)
と表せるので, これをさらに項別微分する.
}(2k 1)(z) =
kX
i=1
i2k 2;i }(z)i 1}0(z) +
k 2X
j=1
2k 2;jfj}(z)j 1}0(z)2 + }(z)j}00(z)g
= k2k 2;k }(z)k 1}0(z) + f}(z)k以下の項 g+ f}(z)k 2}0(z)以下の項 g
となり, }(z)k 1}0(z)以外の項は適当な列で列基本変形を行えば消去できるため nが奇数の場合
も成り立つことがわかる. よって (17)が成り立つことがわかり, ある定数 dnに対して (13)が成り
立つ.
最後に定数 dnを決定する.
}(z) =
1
z2
+
X
!2L;! 6=0

1
(z   !)2  
1
!2

で定義していたので, これを微分することで次を得る.
}(k)(z) = ( 1)k (k + 1)!
zk+2
+    (18)
ここで n = 2kのとき (17a)よりある定数 d02kに対して }(2k 2)(z) = d02kxk +    と表すことでき
るが, (18)より
}(2k 2)(z) =
(2k   1)!
z2k
+    (19)
であり,
xk = }(z)k =
1
z2k
+    (20)
である.(19)と (20)を比べると
d02k = (2k   1)! (21)
となることがわかる.
さらに n = 2k + 1のとき (17b)よりある定数 d02k+1に対して }(2k 1)(z) = d02k+1xk 1y +    と
表すことできるが,
}(2k 1)(z) =   (2k)!
z2k+1
+    (22)
であり,
xk 1 = }(z)k 1 =
1
z2k 2
+    ; y = 1
2
}0(z) =   1
z3
+   
より
xk 1y =   1
z2k+1
+    (23)
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なので, (22)と (23)を比べると
d02k+1 = (2k)! (24)
となることがわかる.(21), (24)はどちらも
d0n = (n  1)!
とすることができ, 各列から d0nが出てくるので dnは
dn = 1! 2!    (n  1)!
であることがわかり, 以上で主定理が証明された.
さらに jcnj = jdnjかつ s 6= tに対して}(zs) 6= }(zt)なので, 定理 2.3と同様にすると主定理の系
として次が得られる.
系 3.1. 有限体 Fq と Pi = (xi; yi)である楕円曲線上の点 P1;    ;Pn 2 E(Fq)(但し Pi 6= O か
つ Pi 6= Pj )に対して
P1 +   + Pn = O ()

1 x1 y1 x1
2 x1y1      
1 x2 y2 x2
2 x2y2      
...
...
...
...
...
. . .
...
1 xn yn xn
2 xnyn      

= 0
3.2 ECDLPに対する elliptic netを用いた指数計算法
指数計算法を用いて ECDLPを解くには step 2において選んだ a; b 2 Nに対して計算された
R = aP + bT
を因子基底 F の和
R =
sX
l=1
elFl
で表す必要があった. 今回はここで系 3.1を利用してRを F のいくつかの元の和で
R = Fl1 +   + Flm
のように表すことを考える. つまりR = (xm+1; ym+1)として連立代数方程式8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

1 x1 y1 x1
2 x1y1      
1 x2 y2 x2
2 x2y2      
...
...
...
...
...
. . .
...
1 xm ym xm
2 xmym      
1 xm+1  ym+1 xm+12  xm+1ym+1      

= 0
yi
2 = xi
3 +Axi +B (1  i  m)
w
Q
1i<jm+1(xi   xj) = 1 (wは変数)
(25)
に解が存在するならば relationが得られる. 等式に解が存在しない場合はRを取り直して計算を
行う.
改めて指数計算法に elliptic netを用いた方法の概要を述べる.
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step 1 因子基底 F = fF 2 E(Fqn)jx(F ) 2 V g = fF1;    ; Fsgを設定する:
step 2 (i) a; b 2 Nを選びR = aP + bT を計算する:
(ii) 連立代数方程式 (25)にWeil descentを適用して解き
R =
mX
i=1
Fli
を満たすものを求め, 次の等式を満たす el 2 Z0の組 (e1;    ; es)を決定する.
R =
sX
l=1
elFl (26)
この relation(26)は次の線形方程式に対応する.
a+ bX 
sX
l=1
el logP Fl (mod #hPi)
実際の計算では (a; b)と (e1;    ; es)を結合したベクトルを行列の行として保存する.
(iii) (i)と (ii)の計算を十分な個数の relationが得られるまで繰り返す.
step 3 step 2で得られた行列に対して, #hPiを法とする行列操作を行うことで次を満たすX1; X2
を計算する.
O = X1P +X2T
step 4 X 12 (mod #hPi) が存在するならば次を返す.
X   X1X2 1 (mod #hPi)
3.3 計算量
前述の ECDLPに対する elliptic netを導入した指数計算法の計算量の評価をする.
まず step 2の (25)における行列式の計算量を評価する. 計算量は Fqn での演算回数とする. 今
回は行列式の計算に余因子展開を用いる.
D = (dij)1i;jm+1 =
0BBBBBB@
1 x1 y1 x1
2 x1y1      
1 x2 y2 x2
2 x2y2      
...
...
...
...
...
. . .
...
1 xm ym xm
2 xmym      
1 xm+1  ym+1 xm+12  xm+1ym+1      
1CCCCCCA
とする. ここでDij = (Dから i行と j列を除いた小行列)とすると余因子展開を用いて
detD =
m+1X
j=1
( 1)j 1d1j jD1j j (27)
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であり, さらに余因子展開を用いると,
jD1j j =
mX
h=1
( 1)h 1  (D1jの (1; h)成分) j(D1j)1hj
となる. ただし j(D1j)1hj = det(Dの 1; 2行と j列とある列を除いた小行列)であり, その個数は
除く列に重複があるため  m+12 個である. このように再帰的に余因子展開を繰り返していく. 最終
的には l = m  1;m  2:    ; 2; 1; 0に対して
det(Dの 1から l行までと;ある l本の列を除いた小行列) (28)
を計算する. このような小行列は各 lに対して m+1l 個ずつある.
まず各小行列 (28)の 1つ分の計算量を考える. (27)からわかる通り行う計算は積と和であり, 今
回各 dij(j 6= 1)はすべて異なる単項式であるため積の計算は“単項式多項式”になるので計算
コストは無視できる. 和についてはまず議論のため k := m  lとする. 多項式の和が k回行われ,
1回の和の計算には k!回以下の Fq の加減算が必要なので, 和全体では
k  k!
回以下の Fq の加減算が必要となる.
(25)の計算全体では
mX
k=1

m+ 1
k + 1

 k  k!
となり, k  k + 1より
mX
k=1

m+ 1
k + 1

 k  k! 
mX
k=1

m+ 1
k + 1

 (k + 1)!
=
mX
k=1
(m+ 1)!
(m  k)!
= (m+ 1)!

1
0!
+
1
1!
+
1
2!
+   + 1
(m  1)!

 (m+ 1)! e
となる. 従って計算量は
O((m+ 1)!)
となる.
残りの計算量については 2.6節で述べた内容とほぼ同様である. しかし点の分解の計算コストは
異なるため ~C とする. これは連立代数方程式 (25)を解く計算量である. 従って全体の計算量は
O((m+ 1)! + qn
0
m! ~C + qn
0!)
となる.
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4 まとめ
この論文では Stange's elliptic netを行列式表示にし, 指数計算法に適用することで点の分解に
おいて計算すべき連立代数方程式の構成にかかる計算量がO((m+1)!)であることがわかった. こ
れは先行結果である Semaev's summation polynomialを用いた場合のO(2m2)よりも小さくなっ
ている. 今後の課題としては連立代数方程式を解くための計算量 ~C の考察とそれらの実装が挙げ
られる.
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