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Abstract
For a subset Y of the vertices of a distance-regular graph, we define a tight graph with respect to Y ,
which is a generalization of a tight graph introduced by Jurisˇic´, Koolen and Terwilliger. In this paper, we
study a homogeneity property of a tight graph with respect to a completely regular code.
c© 2005 Elsevier Ltd. All rights reserved.
1. Introduction
Let Γ = (X, R) be a distance-regular graph of diameter D ≥ 3 with eigenvalues θ0 > θ1 >
· · · > θD . Let Ei be the primitive idempotent of Γ corresponding to θi (i = 0, 1, . . . , D).
We call the ordering E0, E1, . . . , ED standard. Let ai , bi , ci denote the intersection numbers of
Γ (0 ≤ i ≤ D). Let Γi (x) denote the i-th subconstituent with respect to x ∈ X (0 ≤ i ≤ D). We
write Γ (x) = Γ1(x). Let ki = |Γi (x)|. We write k = k1. In [5], Jurisˇic´, Koolen and Terwilliger
proved that the following inequality holds:(
θ1 + ka1 + 1
)(
θD + ka1 + 1
)
≥ − ka1b1
(a1 + 1)2 . (1)
Moreover they showed that when Γ is not bipartite, equality holds in (1) if and only if the
subgraph induced from Γ (x) is strongly regular with nontrivial eigenvalues −1 − b1/(1 + θ1),
−1− b1/(1+ θD). Γ is said to be tight if Γ is not bipartite and equality is attained in (1).
Let ∂(x, y) denote the distance between x, y ∈ X . Let Y be a nonempty subset of X . We
define the width w of Y as follows:
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w = max{∂(x, y) | x, y ∈ Y },
i.e., the maximum distance between two vertices in Y .
Let Y be a nonempty subset of X of width w. Let E∗0 be the matrix of projection onto Y , let
V = CX , and let v ∈ E∗0V be nonzero. We say v is tight with respect to Y if it satisfies
w = |{i | 0 ≤ i ≤ D, Eiv = 0}|.
(A tight vector was originally defined by the second author. See [7].) Let 1Y be the characteristic
vector of Y , 〈1Y 〉 the space spanned by 1Y , and 〈1Y 〉⊥ its orthogonal complement with regard to
the Hermitian inner product. If E∗0V ∩ 〈1Y 〉⊥ is spanned by tight vectors, Γ is said to be tight
with respect to Y . This gives a generalization of tight graphs. In fact, Γ is tight in the sense of
Jurisˇic´, Koolen and Terwilliger [5] whenever Γ is not bipartite and is tight with respect to Γ (x)
for x ∈ X . Noting that Γ (x) has width two, we generalize some results on tight graphs to the
case where Γ is tight with respect to a subset of width two. (See Proposition 4.1 in Section 4.)
Let T (Y ) be the Terwilliger algebra of Γ with respect to a subset Y . Let W ⊂ V be an
irreducible T (Y )-module. The endpoint of W is the smallest index i such that E∗i W 6= 0.
A graph Γ is called i-thin if every irreducible T (Y )-module of endpoint i is thin. Curtin and
Nomura studied the relation between the 1-thin property and the 1-homogeneous property of Γ
with respect to Y = {x} for x ∈ X [3]. In this paper, we restrict ourselves to tight graphs with
respect to completely regular codes, which form a special class of 0-thin graphs, and consider
their homogeneity property. Jurisˇic´, Koolen and Terwilliger proved that Γ is tight if and only if
a1 6= 0, aD = 0 and Γ is 1-homogeneous [5]. We obtain an analogous result for tight graphs
with respect to completely regular codes.
The covering radius of Y is defined by the following:
τ = max{i | 0 ≤ i ≤ D, Yi 6= φ},
i.e., the maximum distance between the subset Y and a vertex in X . By definition, we can verify
that τ ≥ D − w.
Let Y be a subset of X with covering radius τ . Let Yi = {x ∈ X | ∂(x, Y ) = i} for
i (0 ≤ i ≤ τ), where ∂(x, Y ) = min{∂(x, y) | y ∈ Y }. Γ is said to be homogeneous with
respect to Y around x ∈ Y if for all integers i, j, r, s (0 ≤ i, r ≤ τ, 0 ≤ j, s ≤ D), the number
|Yr ∩ Γs(x) ∩ Γ (y)| is independent of the choice of y ∈ Yi ∩ Γ j (x). Moreover we say Γ is
homogeneous with respect to Y if Γ is homogeneous with respect to Y around all x ∈ Y . (In
general, the homogeneous structure constants depend on x ∈ Y .)
A subset Y of X is called weakly closed if the distance between x and y in ∆ = (Y, R|Y×Y )
is the same as that in Γ for all x, y ∈ Y . Then the following hold:
Theorem 1.1. Let Γ = (X, R) be a distance-regular graph of diameter D ≥ 3. Let Y be a subset
of X of width w. Suppose Y is weakly closed and the induced subgraph∆ is distance-regular. If
Y is a completely regular code of covering radius D − w, then the following are equivalent:
(i) Γ is tight with respect to Y .
(ii) Γ is homogeneous with respect to Y .
(iii) Γ is homogeneous with respect to Y around a vertex x ∈ Y .
In the process of the proof of Theorem 1.1 given in Section 5, we obtain the following:
Proposition 1.2. Let Γ = (X, R) be a distance-regular graph of diameter D ≥ 3. Let Y be a
subset of X of width w ≥ 3 and covering radius τ . Suppose Y is weakly closed and the induced
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subgraph ∆ is distance-regular. If Y is a completely regular code and Γ is tight with respect to
Y , then τ is minimal, i.e., τ = D − w.
In Section 6, we introduce the work of Brouwer et al. [2] and observe that the subsets with
w + w∗ = D in Q-polynomial distance-regular graphs become tight subsets, where w∗ denotes
the dual width. In this section, the ordering E0, E1, . . . , ED is not necessarily the standard one
of its eigenvalues. We obtain the following:
Proposition 1.3. Let Γ = (X, R) be a Q-polynomial distance-regular graph of diameter D ≥ 3
with respect to the ordering E0, E1, . . . , ED . Let Y be a nonempty subset of X. Suppose
∆ = (Y, R|Y×Y ) is connected and w + w∗ = D. Then for all j (1 ≤ j ≤ w), we have
w∑
h=0
P˜jhQhi = 0 if i < j or i > w∗ + j,
where Q denotes the second eigenmatrix of Γ and P˜ the first eigenmatrix of ∆. Moreover, Γ is
tight with respect to Y .
2. Preliminaries
Throughout the paper, we assume Γ = (X, R) is a distance-regular graph of diameter
D ≥ 3. Let A0, A1, . . . , AD be the i-th adjacency matrices and E0, E1, . . . , ED the primitive
idempotents of Γ . We write A = A1. LetM be the Bose–Mesner algebra of Γ . We refer the
reader to [1] for basic terminology and properties of distance-regular graphs.
The following is useful:
Lemma 2.1 ([5, Lemma 2.6]). Let Γ be a distance-regular graph of diameter D ≥ 3. Then the
following hold.
(i) 0 < θ1 < k.
(ii) a1 − k ≤ θD < −1.
(iii) Γ is bipartite if and only if a1 − k = θD .
For a subset Y of X and a square matrix M indexed by X , we define M˜ to be the submatrix of
M obtained by restricting rows and columns indexed by Y . Let M˜ = {M˜ | M ∈M}.
For a subset Y , let E∗i = E∗i (Y ) (0 ≤ i ≤ τ) denote the matrix of projection onto Yi , i.e., the
diagonal matrix indexed by X with xx-entry
(E∗i )xx =
{
1 if x ∈ Yi ,
0 otherwise.
(2)
Let T = T (Y ) = 〈A, E∗0 , E∗1 , . . . , E∗τ 〉 denote the algebra generated by the adjacency matrix
A and E∗i = E∗i (Y ) (0 ≤ i ≤ τ). T (Y ) is called the Terwilliger algebra of Γ with respect to
Y . (This is a generalization of the Terwilliger algebra of a distance-regular graph. For details,
see [7].)
Let V = CX . We observe that T = T (Y ) acts on V : V is called the standard T -module. Let
W denote an irreducible T -module. We have
W = E∗0W + E∗1W + · · · + E∗τW (orthogonal direct sum).
W is called thin if dim E∗i W ≤ 1 for all i (0 ≤ i ≤ τ).
64 R. Hosoya, H. Suzuki / European Journal of Combinatorics 28 (2007) 61–74
3. Tight vectors and tight graphs
Let v0(λ), v1(λ), . . . , vD+1(λ) be polynomials in λ with rational coefficients satisfying
v0(λ) = 1, and
λvi (λ) = bi−1vi−1(λ)+ aivi (λ)+ ci+1vi+1(λ) (0 ≤ i ≤ D) (3)
where v−1(λ) = 0 and cD+1 = 1. Clearly, the polynomial vi (λ) has degree i and we see that
vi (A) = Ai (0 ≤ i ≤ D).
For v ∈ V , let v¯ denote the complex conjugate of v, tv the transpose of v, and ‖v‖2 = tv v¯.
For a nonzero vector v ∈ V , we define the polynomial ρv(λ) in λ with real coefficients by the
following:
ρv(λ) = 1|X |
D∑
i=0
η(i)(v)
vi (λ)
ki
,
where
η(i)(v) =
tv Ai v¯
‖v‖2 (0 ≤ i ≤ D).
Lemma 3.1 ([7, Lemma 8.2]). For i (0 ≤ i ≤ D), let θi be an eigenvalue of Γ , Ei the associated
idempotent and mi its multiplicity. For a nonzero vector v ∈ V , the following holds:
‖Eiv‖2
‖v‖2 = miρv(θi ).
In particular, ρv(θi ) is non-negative.
Let Y be a nonempty subset of X of width w. Let E∗i = E∗i (Y ) and T = T (Y ).
Proposition 3.2. For a nonzero vector v ∈ E∗0V , the following holds:
|{i | 0 ≤ i ≤ D, Eiv = 0}| ≤ w. (4)
Moreover, the following are equivalent:
(i) Equality holds in (4).
(ii) |{θi | 0 ≤ i ≤ D, ρv(θi ) = 0}| = w.
(iii) dimMv = D + 1− w.
Proof. Let v ∈ E∗0V . Then the polynomial ρv(λ) has degree at most w since η(i)(v) = 0 for any
i > w. By Lemma 3.1, the number of indices i such that Eiv = 0 is less than or equal to the
number of roots of ρv(λ). Thus we have inequality (4).
(i)⇔ (ii): Clear by Lemma 3.1.
(i)⇔ (iii): Since M = Span(E0, E1, . . . , ED) and nonzero vectors among E0v, E1v, . . . ,
EDv are linearly independent, we have
dimMv = |{i | 0 ≤ i ≤ D, Eiv 6= 0}| = D + 1− |{i | 0 ≤ i ≤ D, Eiv = 0}|.
Hence equality is attained in (4) if and only if dimMv = D + 1− w. 
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Recall that a nonzero vector v ∈ E∗0V is said to be tight with respect to Y (or simply, tight
when the context is clear) if equality holds in (4).
In [2], Brouwer et al. implicitly showed that if 1Y is tight with respect to Y , M1Y is
a thin irreducible T -module (equivalently, Y is completely regular, as we will see later in
Proposition 5.2). The second author gave a more general result as follows:
Proposition 3.3 ([7, Theorem 9.2]). Let v be a nonzero vector in E∗0V . If v is tight with respect to
Y , thenMv is a thin irreducible T -module. In particular, v is a common eigenvector of E∗0ME∗0 .
Lemma 3.4. Let U ⊂ E∗0V be a common eigenspace of E∗0ME∗0 . If U contains a tight vector
with respect to Y , every nonzero vector in U is tight with respect to Y .
Proof. Let v ∈ U be tight with respect to Y . For any nonzero vector u ∈ U , the polynomial
ρu(λ) is independent of the choice of u ∈ U and hence ρu(λ) = ρv(λ). Then by Proposition 3.2,
u is tight with respect to Y . 
Recall the definition of a tight graph. Γ is said to be tight with respect to Y if E∗0V ∩ 〈1Y 〉⊥ is
spanned by tight vectors with respect to Y . We say Y is a tight subset in Γ when Γ is tight with
respect to it.
We observe that Γ is tight with respect to any subset Y of width one since E0v = 0 for any
v ∈ E∗0V ∩ 〈1Y 〉⊥. Therefore we may assume that the width of a subset Y is at least two for the
rest of the paper.
Proposition 3.5. Suppose Γ is tight with respect to Y . Then the following hold:
(i) E∗0ME∗0 acts commutatively on E∗0V ∩ 〈1Y 〉⊥.
(ii) Each common eigenvector of E∗0ME∗0 in E∗0V ∩ 〈1Y 〉⊥ is tight with respect to Y .
Proof. (i): From Proposition 3.3, E∗0V ∩〈1Y 〉⊥ is spanned by common eigenvectors of E∗0ME∗0 .
The assertion follows immediately.
(ii): Since E∗0V ∩〈1Y 〉⊥ is spanned by common eigenvectors of E∗0ME∗0 which are tight with
respect to Y , each common eigenspace in E∗0V ∩ 〈1Y 〉⊥ contains a tight vector. By Lemma 3.4,
the assertion holds. 
4. Width two
In this section we generalize the work of Go and Terwilliger [4] to the case where the set Y
has width two. Namely, we prove the following proposition in a series of lemmas.
Proposition 4.1. Let Γ = (X, R) be a distance-regular graph of diameter D ≥ 3. Let Y be a
subset of X of width 2 such that the induced subgraph ∆ = (Y, R|Y×Y ) is regular of valency κ .
Then the following inequality holds:(
θ1 + 1+ b1
κ + 1
)(
θD + 1+ b1
κ + 1
)
≥ − |Y |κb
2
1
(κ + 1)2(|Y | − κ − 1) . (5)
Moreover, the following are equivalent:
(i) Equality holds in (5).
(ii) Γ is tight with respect to Y .
(iii) One of the following holds:
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(a) ∆ is a connected strongly regular graph with nontrivial eigenvalues −1− b1/(1+ θD)
and −1− b1/(1+ θ1).
(b) Γ is bipartite and ∆ is a coclique.
For the rest of this section, we assume that Y is a subset of X of width 2 and that ∆ =
(Y, R|Y×Y ) is regular of valency κ . Let E∗0 = E∗0 (Y ).
Lemma 4.2. Let v ∈ E∗0V ∩ 〈1Y 〉⊥. Then the following hold:
(i) ρv(λ) = − 1kb1|X | (λ− k)((η(1)(v)+ 1)(λ+ 1)+ b1).
(ii) For all i (1 ≤ i ≤ D), the following inequality holds:
(η(1)(v)+ 1)(θi + 1)+ b1 ≥ 0 (6)
Moreover, the following holds:
−1− b1
1+ θ1 ≤ η
(1)(v) ≤ −1− b1
1+ θD . (7)
(iii) Let i be an integer (1 ≤ i ≤ D). Equality is attained in (6) for i if and only if Eiv = 0, i.e.,
v is tight with respect to Y .
(iv) If equality is attained in (6), then η(1)(v) 6= −1, θi 6= −1, and i = 1 or D.
Proof. (i): Let v ∈ E∗0V ∩ 〈1Y 〉⊥. Then we have
ρv(λ) = 1|X |
D∑
i=0
η(i)(v)
vi (λ)
ki
= 1|X |
(
η(0)(v)+ η(1)(v)λ
k
+ η(2)(v)v2(λ)
k2
)
. (8)
Since v is orthogonal to 1Y , we have
0 = tv E0v¯ = 1|X |
tv(A0 + A1 + · · · + AD)v¯ = 1|X | (
tv A0v¯+ tv A1v¯+ tv A2v¯).
Hence we have
η(0)(v)+ η(1)(v)+ η(2)(v) = 1‖v‖2 (
tv A0v¯+ tv A1v¯+ tv A2v¯) = 0.
Moreover, since η(0)(v) = 1, we have
η(2)(v) = −η(1)(v)− 1. (9)
Since v2(λ) = 1c2 (λ2 − a1λ− k) and k2 = b0b1/(c1c2) = kb1/c2, we have
v2(λ)
k2
= λ
2 − a1λ− k
kb1
= λ
2 − (k − b1 − 1)λ− k
kb1
. (10)
Substituting (9) and (10) into (8), we obtain the desired formula.
(ii): Suppose i 6= 0. Then we have θi − k < 0 by Lemma 2.1. We also have ρv(θi ) ≥ 0 by
Lemma 3.1. Hence, by (i), we obtain (6). By Lemma 2.1, we have 1 + θ1 > 0 and 1 + θD < 0.
By (6), we obtain (7).
(iii): By (i), ρv(θi ) = 0 if and only if equality is attained in (6). By Proposition 3.2, the
assertion is clear. (Note that ρv(θ0) = 0 for any v ∈ E∗0V ∩ 〈1Y 〉⊥.)
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(iv): Since b1 6= 0, equality does not hold in (6) if η(1)(v) = −1 or θi = −1. Suppose
η(1)(v) > −1. By (ii) and θi > θD (i ≤ D − 1), we have
(η(1)(v)+ 1)(θi + 1)+ b1 > (η(1)(v)+ 1)(θD + 1)+ b1 ≥ 0
for all i (1 ≤ i ≤ D − 1). Thus equality is attained in (6) only if i = D. Similarly we can verify
that for the case η(1)(v) < −1, equality is attained in (6) only if i = 1. 
Lemma 4.3. The subspace E∗0V has an orthogonal basis consisting of eigenvectors of E∗0 AE∗0
containing 1Y , i.e.,
E∗0V ∩ 〈1Y 〉⊥ = Span(u1,u2, . . . ,u|Y |−1),
where E∗0 AE∗0ui = η(1)(ui )ui (1 ≤ i ≤ |Y | − 1). Moreover the following hold:
(i)
∑|Y |−1
i=1 η(1)(ui ) = −κ .
(ii)
∑|Y |−1
i=1 (η(1)(ui ))2 = κ|Y | − κ2.
Proof. The first assertion is clear since E∗0 AE∗0 is real symmetric and 1Y is an eigenvector of
E∗0 AE∗0 .
(i): Since the trace of E∗0 AE∗0 is zero and η(1)(1Y ) = κ , we obtain the desired equation.
(ii): Consider the trace of (E∗0 AE∗0 )2. 
Lemma 4.4. Suppose∆ is a connected graph of diameter 2. If M˜ = Span( A˜0, A˜1, A˜2) is closed
under ordinary matrix multiplication, ∆ is strongly regular.
Proof. Noting that A˜0, A˜1, A˜2 are the i-th adjacency matrices for ∆, the assertion is clear. 
Proof of Proposition 4.1. First we show that (5) holds. Let u1, . . . ,u|Y |−1 be the eigenvectors
of E∗0 AE∗0 forming a basis of E∗0V ∩ 〈1Y 〉⊥ defined in Lemma 4.3. From Lemma 4.2(ii), we
obtain(
η(1)(ui )+ 1+ b1
θ1 + 1
)(
η(1)(ui )+ 1+ b1
θD + 1
)
≤ 0 (11)
for 1 ≤ i ≤ |Y | − 1. It follows that
|Y |−1∑
i=1
(
η(1)(ui )+ 1+ b1
θ1 + 1
)(
η(1)(ui )+ 1+ b1
θD + 1
)
≤ 0. (12)
Using Lemma 4.3(i), (ii), we obtain
|Y |−1∑
i=1
(η(1)(ui )+ 1) = |Y | − κ − 1,
|Y |−1∑
i=1
(η(1)(ui )+ 1)2 = (|Y | − κ − 1)(κ + 1).
Substituting them into (12), we have
(|Y | − κ − 1)(κ + 1)+ b1(|Y | − κ − 1)
(
1
θ1 + 1 +
1
θD + 1
)
+ b
2
1(|Y | − 1)
(θ1 + 1)(θD + 1) ≤ 0. (13)
Multiplying through by (θ1+1)(θD+1)
(κ+1)(|Y |−κ−1) < 0, we finally obtain (5).
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(i)⇔ (ii): Equality holds in (5) if and only if equality holds in (11) for all i (1 ≤ i ≤ |Y |−1),
if and only if (η(1)(ui ) + 1)(θ1 + 1) + b1 = 0 or (η(1)(ui ) + 1)(θD + 1) + b1 = 0 for all
i (1 ≤ i ≤ |Y | − 1). By Lemma 4.2(iii), (η(1)(ui ) + 1)(θ j + 1) + b1 = 0 if and only if
E jui = 0 ( j = 1 or D). Thus the assertion holds.
(i)⇔ (iii) (a), (b): Suppose (i) holds. Then we have
(η(1)(ui )+ 1)(θ1 + 1)+ b1 = 0 or (η(1)(ui )+ 1)(θD + 1)+ b1 = 0
for all i (1 ≤ i ≤ |Y | − 1). Equivalently,
η(1)(ui ) = −1− b1
θ1 + 1 or η
(1)(ui ) = −1− b1
θD + 1
for all i (1 ≤ i ≤ |Y | − 1). Let
θ˜1 = −1− b1
θ1 + 1 , θ˜D = −1−
b1
θD + 1 .
(Note: We have θ˜D ≥ 0 > −1 > θ˜1 since b1 > 0 and θ1 > 0, θD < −1 by Lemma 2.1.) We
conclude that the eigenvalues of A˜ are κ , θ˜D and θ˜1.
Suppose ∆ is connected. Since the width of Y is 2 and ∆ has three eigenvalues κ, θ˜D, θ˜1,
∆ has diameter 2. Let I be the identity matrix and J the all ones matrix. Because (E∗0 AE∗0 −
θ˜1E∗0 I E∗0 )(E∗0 AE∗0 − θ˜DE∗0 I E∗0 ) is 0 over E∗0V ∩ 〈1Y 〉⊥, (E∗0 AE∗0 − θ˜1E∗0 I E∗0 )(E∗0 AE∗0 −
θ˜DE∗0 I E∗0 ) is a scalar multiple of E∗0 J E∗0 . This implies that M˜ is closed under ordinary matrix
multiplication. By Lemma 4.4,∆ is strongly regular. We obtain (iii)(a). Conversely we can easily
verify that (iii)(a) implies (i).
Suppose ∆ is not connected. Then the multiplicity of κ is at least 2, and hence θ˜D = κ (cf.
θ˜1 6= κ since θ˜1 < −1). So each connected component of ∆ has diameter at most 1, that is, it is
a clique of size κ + 1. If κ is nonzero, then θ˜1 = −1, contradicting b1 > 0. So κ = 0 and ∆ is a
coclique. To show that (i)⇔ (iii)(b) holds under the assumption that∆ is a coclique, we present
the following lemma:
Lemma 4.5. Suppose ∆ is a coclique. Then Γ is tight with respect to Y if and only if Γ is
bipartite.
Proof. Let v ∈ E∗0V ∩ 〈1Y 〉⊥. Since E∗0 A2E∗0 = E∗0 (J − I )E∗0 , we have η(1)(v) = 0, η(2)(v) =−1. Then by Lemma 4.2(i) and using b1 + 1 = −a1 + k, we obtain
ρv(λ) = − 1kb1|X | (λ− k)(λ− a1 + k).
By Lemma 2.1, θD = a1 − k if and only if Γ is bipartite. Hence v ∈ E∗0V ∩ 〈1Y 〉⊥ is tight with
respect to Y with EDv = 0 if and only if Γ is bipartite. 
Proof of Proposition 4.1 (Continued). By the above lemma, (ii)⇔ (iii)(b) is obvious. Hence (i)
⇔ (iii)(b) holds. This completes the proof of Proposition 4.1. 
Remark. Note that the width of Γ (x) (x ∈ X) is two. On setting Y = Γ (x), |Y | = k and
κ = a1, inequality (5) is equivalent to inequality (1). Hence if Γ is not bipartite and is tight with
respect to Γ (x), it is tight in the sense of Jurisˇic´, Koolen and Terwilliger [5].
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5. Homogeneity properties
In this section we prove Theorem 1.1. Let Y be a subset of X of width w and covering radius
τ . Let E∗i = E∗i (Y ) (0 ≤ i ≤ τ) and T = T (Y ).
Let x ∈ Y . Then X is partitioned into the union of nonempty subsets among Yi ∩ Γ j (x) (0 ≤
i ≤ τ, 0 ≤ j ≤ D). Clearly Yi ∩ Γ j (x) = φ if i > j . Since the width of Y is w,
Yi ∩ Γ j (x) = φ if i + w < j . Let Wx be the vector space spanned by the characteristic vectors
of Yi ∩ Γ j (x) (0 ≤ i ≤ τ, i ≤ j ≤ i + w), i.e.,
Wx = Span{E∗i A j xˆ | 0 ≤ i ≤ τ, i ≤ j ≤ i + w},
where xˆ ∈ V denotes the vector with a 1 as the x-th coordinate, and 0 for all others. In general,
we have Wx ⊂MWx ⊂ T Wx = T E∗0Wx = T xˆ . Moreover, the following hold:
Lemma 5.1. Let x ∈ Y . The following are equivalent:
(i) Γ is homogeneous with respect to Y around x.
(ii) Wx is closed under left multiplication by A.
(iii) Wx = T xˆ .
Proof. (i)⇔ (ii), (iii)⇒ (ii): Trivial.
(ii)⇒ (iii): In general, we have Wx ⊂ T xˆ . Clearly Wx is closed under left multiplication by
E∗i (0 ≤ i ≤ τ). Suppose (ii). Then Wx is a T -module. Since xˆ = E∗0 A0 xˆ ∈ Wx , T xˆ ⊂ Wx .
Thus the assertion holds. 
A subset Y is said to be completely regular or a completely regular code of Γ if for all integers
h, i, j (0 ≤ h, i ≤ τ, 0 ≤ j ≤ D) and for all vertices z ∈ Yh , the number |Yi ∩ Γ j (z)| is
independent of z. We have the following:
Proposition 5.2 ([7, Theorem 7.2]). Let Y be a subset of X with covering radius τ . The following
are equivalent:
(i) Y is a completely regular code of Γ .
(ii) M1Y is a thin irreducible T -module.
(iii) T 1Y =M1Y = Span(1Y , 1Y1 , . . . , 1Yτ ).
Corollary 5.3. Y is completely regular with τ = D − w if and only if 1Y is tight with respect
to Y .
Proof. Suppose Y is completely regular with τ = D − w. From Proposition 5.2, we have
dimM1Y = τ + 1 = D − w + 1, and hence by Proposition 3.2, 1Y is tight with respect
to Y . Conversely, if 1Y is tight with respect to Y , M1Y is a thin irreducible T -module by
Proposition 3.3. Then by Proposition 5.2, Y is completely regular. We can easily verify that
τ = D − w by considering dimM1Y . 
A.E. Brouwer et al. proved the ‘if’ part of the above corollary. (See Theorem 1 in [2].)
Let ∆ = (Y, R|Y×Y ). For the rest of this section, we assume
(H0) Y is completely regular.
(H1) Y is weakly closed, i.e., A˜i is the i-th adjacency matrix of ∆.
(H2) ∆ is distance-regular.
(Remark: Suppose that Γ is tight with respect to Y of width 2 and that ∆ is connected. Then,
as we have seen in the previous section, (H1) and (H2) always hold.)
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Lemma 5.4. Let x ∈ Y . The following hold:
(i) E∗0ME∗0 is a commutative semisimple algebra. Moreover E∗0V can be expressed as an
orthogonal direct sum of w + 1 common eigenspaces of E∗0ME∗0 .
(ii) E∗0Wx is an E∗0ME∗0 -module.
(iii) There exists an orthogonal basis of E∗0Wx consisting of common eigenvectors u0, . . . ,uw
of E∗0ME∗0 with u0 = 1Y .
(iv) Let u0,u1, . . . ,uw be the vectors which appeared in (iii). Then the common eigenspaces of
E∗0ME∗0 containing ui (0 ≤ i ≤ w) are all distinct.
Proof. (i): By (H1) and (H2), M˜ is the Bose–Mesner algebra of ∆. The assertion holds.
(ii): We observe E∗0Wx = E∗0ME∗0 xˆ . By (i), the assertion is clear.
(iii): This is the immediate consequence of (i), (ii).
(iv): Let L1 be the (w+1)×(w+1) tridiagonal matrix whose (i, i+1)-entry is b˜i , (i, i)-entry
is a˜i and (i, i−1)-entry is c˜i , where c˜i , a˜i , b˜i denote the intersection numbers of∆ (0 ≤ i ≤ w).
Then L1 coincides with the matrix representing the linear transformation
E∗0 AE∗0 : E∗0Wx → E∗0Wx
with respect to the basis {E∗0 Ai xˆ | 0 ≤ i ≤ w} of E∗0Wx . Since u0, . . . ,uw form a basis of E∗0Wx
and are common eigenvectors of E∗0ME∗0 , the assertion follows. (See Section 4.1.B in [1].) 
Lemma 5.5. Let x ∈ Y . Then
dimWx ≥ τ + 1+ w(D − w + 1).
Moreover, equality holds whenever τ = D − w.
Proof. Since E∗i A j xˆ is the characteristic vector of Yi ∩ Γ j (x), nonzero vectors among
E∗i A j xˆ (0 ≤ i ≤ τ, i ≤ j ≤ i + w) form a basis of Wx . By (H1), (H2), there exist x0, xw ∈ Y
such that ∂(x0, xw) = w, ∂(x0, x) = j and ∂(x, xw) = w − j for any j (0 ≤ j ≤ w). Since Γ
is distance-regular, there exists y ∈ Γi (x0) ∩ Γi+w(xw) (0 ≤ i ≤ D − w). Then we can verify
that y ∈ Yi ∩ Γi+ j (x) by triangular inequalities. Thus Yi ∩ Γi+ j (x) 6= φ, that is, E∗i Ai+ j xˆ 6= 0
for all i, j (0 ≤ i ≤ D − w, 0 ≤ j ≤ w). Moreover, by (H0), we have Yi ∩ Γi (x) 6= φ for
i (0 ≤ i ≤ τ), that is, E∗i Ai xˆ 6= 0 for all i (0 ≤ i ≤ τ). 
Proposition 5.6. If Γ is tight with respect to Y , then Γ is homogeneous with respect to Y .
Moreover, for all x ∈ Y ,
dimWx = dim T xˆ = τ + 1+ w(D − w + 1).
Proof. Let x ∈ Y . Let {u0 = 1Y ,u1, . . . ,uw} be an orthogonal basis of E∗0Wx consisting of
common eigenvectors of E∗0ME∗0 defined in Lemma 5.4(iii). By Lemma 5.5, we have
τ + 1+ w(D − w + 1) ≤ dimWx ≤ dim T E∗0Wx
= dim(T 1Y + T u1 + · · · + T uw)
≤ dim T 1Y + dim T u1 + · · · + dim T uw.
By (H0) and Proposition 5.2(iii), we have dim T 1Y = τ+1. Suppose Γ is tight with respect to Y .
It follows from Proposition 3.5(ii) that u1, . . . ,uw are tight with respect to Y . By Proposition 3.2,
we have dimMui = D − w + 1 and by Proposition 3.3 we also have T ui = Mui . Hence
dim T ui = D − w + 1 for all i (1 ≤ i ≤ w). It follows that
dim T 1Y + dim T u1 + · · · + dim T uw = τ + 1+ w(D − w + 1).
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Thus Wx = T E∗0Wx = T xˆ . By Lemma 5.1, the first assertion holds. The second assertion is
now clear. 
Lemma 5.7. Suppose dimWx = τ + 1 + w(D − w + 1) for some x ∈ Y . If τ > D − w, then
w ≤ 2.
Proof. Let x ∈ Y . Suppose dimWx = τ + 1 + w(D − w + 1), then we have E∗i A j xˆ = 0
if i > D − w and i 6= j . Suppose τ > D − w. Then E∗D−w+1AD−w+1 xˆ 6= 0, i.e.,
YD−w+1 ∩ ΓD−w+1(x) 6= φ. Since Y is completely regular, there exists an edge between
YD−w ∩ΓD(x) and YD−w+1 ∩ΓD−w+1(x). Hence |D− (D−w+ 1)| ≤ 1, or |w− 1| ≤ 1. Thus
w ≤ 2. 
Proof of Proposition 1.2. Suppose Γ is tight with respect to Y . By Proposition 5.6, we have
dimWx = τ + 1+w(D −w+ 1) for all x ∈ Y . Then from Lemma 5.7, if τ > D −w, we have
w ≤ 2, contradicting w ≥ 3. Hence τ = D − w. 
Proposition 5.8. Let x ∈ Y . Suppose dimWx = τ + 1 + w(D − w + 1). If Γ is homogeneous
with respect to Y around x, then Γ is tight with respect to Y .
Proof. Let x ∈ Y . Suppose Γ is homogeneous with respect to Y around x . By Lemma 5.1, we
have dim T E∗0Wx = dim T xˆ = dimWx = τ + 1+ w(D − w + 1). Let {u0 = 1Y ,u1, . . . ,uw}
be an orthogonal basis of E∗0Wx consisting of common eigenvectors of E∗0ME∗0 defined in
Lemma 5.4(iii). Then we have T E∗0Wx =
∑w
i=0 T ui . Since T ui ⊃ Mui (0 ≤ i ≤ w), we
have
τ + 1+ w(D − w + 1) = dim T E∗0Wx = dim
w∑
i=0
T ui ≥ dim
w∑
i=0
Mui . (14)
Claim. Mu0, . . . ,Muw are mutually orthogonal.
Proof of the Claim. For i, j, r, s (0 ≤ i, j ≤ D, 0 ≤ r, s ≤ w), we have
〈Eiur , E jus〉 = δi, j 〈Eiur , Eius〉 = δi, j tur E∗0 Ei E∗0 u¯s .
Since us is a common eigenvector of E∗0ME∗0 , there exists a scalar α ∈ C such that〈Eiur , E jus〉 = δi, jα tur u¯s . Because ur and us are orthogonal if r 6= s, we have
〈Eiur , E jus〉 = δi, jδr,s‖Eiur‖2. 
By the above claim, we have dim
∑w
i=0Mui =
∑w
i=0 dimMui . From the proof of
Proposition 3.2, dimMui ≥ D − w + 1 for all i (1 ≤ i ≤ w) and dimMu0 = τ + 1. So
we have
dim
w∑
i=0
Mui ≥ τ + 1+ w(D − w + 1). (15)
By (14) and (15), we have dim
∑w
i=0Mui = τ+1+w(D−w+1), and dimMui = D−w+1
for all i (1 ≤ i ≤ w). Hence by Proposition 3.2, the vectors u1, . . . ,uw are tight with
respect to Y . By Lemma 5.4(i), E∗0V can be expressed as a direct sum of w + 1 common
eigenspaces of E∗0ME∗0 . On the other hand, by Lemma 5.4(iv), the vectors u0, . . . ,uw belong
to distinct common eigenspaces of E∗0ME∗0 . Therefore every common eigenspace of E∗0ME∗0
in E∗0V ∩ 〈1Y 〉⊥ contains a tight vector. By Lemma 3.4, every common eigenvector of E∗0ME∗0
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in E∗0V ∩ 〈1Y 〉⊥ is tight with respect to Y . Thus E∗0V ∩ 〈1Y 〉⊥ is spanned by tight vectors, that
is, Γ is tight with respect to Y . 
Proof of Theorem 1.1. (i)⇒ (ii): Clear by Proposition 5.6. (ii)⇒ (iii): Trivial. (iii)⇒ (i): Since
τ = D − w, we have dimWx = τ + 1+ w(D − w + 1) = (w + 1)(D − w + 1) for all x ∈ Y .
By Proposition 5.8, the assertion holds. 
6. Subsets with w + w∗ = D
In this section, we investigate tight subsets in Q-polynomial distance-regular graphs. Let
Γ = (X, R) be a Q-polynomial distance-regular graph of diameter D ≥ 3 with respect to
the ordering E0, E1, . . . , ED . (In this section, we do not assume the ordering is the standard one
of its eigenvalues.)
In [2], Brouwer, Godsil, Koolen and Martin studied parameters for subsets in Γ and their
derived bounds. Let Y be a nonempty subset of X . The dual width w∗ of Y is defined by
w∗ = max{i | 0 ≤ i ≤ D, Ei1Y 6= 0}.
The degree s and the dual degree s∗ of Y are defined by
s = |{i | 0 ≤ i ≤ D, t1Y Ai1Y 6= 0}|, s∗ = |{i | 0 ≤ i ≤ D, Ei1Y 6= 0}|.
(Note: If Y is completely regular, then s∗ = τ . See Theorem 11.1.1 in [1].) Clearly, we have
s ≤ w, s∗ ≤ w∗.
Brouwer et al. showed that
w + s∗ ≥ D
and Y is completely regular whenever equality holds [2, Theorem 1]. (See also Proposition 5.2
in this paper.) They also proved that
w∗ + s ≥ D
and Y induces a Q-polynomial association scheme whenever equality holds [2, Theorem 2].
It follows that w + w∗ ≥ D. If w + w∗ = D, then equality is achieved in each of the above
four inequalities, and Y induces a Q-polynomial distance-regular graph in the original whenever
the induced subgraph ∆ = (Y, R|Y×Y ) is connected [2, Theorem 3]. Moreover Tanaka proved
that the parameters of ∆ are uniquely determined by w and w∗ = D − w [8, Proposition 2]. In
this section, we show that a subset with w + w∗ = D is tight in Γ .
Lemma 6.1. Let Γ be a distance-regular graph of diameter D ≥ 3. Let Y be a nonempty subset
of X of width w. Suppose (H1) and (H2) appearing in Section 5 hold, i.e., ∆ = (Y, R|Y×Y ) is
distance-regular with adjacency matrices A˜0, . . . , A˜w. Let Q be the second eigenmatrix of Γ
and P˜ the first eigenmatrix of ∆. Then the following are equivalent:
(i) Γ is tight with respect to Y .
(ii) For all j (1 ≤ j ≤ w), we have |{i | 0 ≤ i ≤ D,∑wh=0 P˜jhQhi = 0}| = w.
Proof. Let v ∈ E∗0V ∩ 〈1Y 〉⊥ be a common eigenvector of E∗0ME∗0 with E∗0 A1E∗0v = P˜j1v for
some j (1 ≤ j ≤ w) where E∗0 = E∗0 (Y ). Then E∗0 AhE∗0v = P˜jhv for 0 ≤ h ≤ w. Note that
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P˜jhQhi = 0 if h > w. By a straightforward calculation, we obtain
‖Eiv‖2
‖v‖2 =
1
|X |
w∑
h=0
P˜jhQhi .
By the definition of a tight graph, the equivalence of (i) and (ii) is clear. 
Proof of Proposition 1.3. Note that ∆ is distance-regular with the i-th adjacency matrices
A˜i (0 ≤ i ≤ w). Let F0, F1, . . . , Fw be the primitive idempotents of ∆. In the proof of
Theorem 2 in [2], it was shown that
(a) Span(F0, . . . , Fi ) = Span(E˜0, . . . , E˜i ) for all i (0 ≤ i ≤ w).
(b) E˜i E˜ j = 0 if |i − j | > w∗.
For 0 ≤ i ≤ w, we have
E˜i = 1|X |
w∑
h=0
Qhi A˜h = 1|X |
w∑
h=0
Qhi
w∑
j=0
P˜jhF j = 1|X |
w∑
j=0
(
w∑
h=0
P˜jhQhi
)
F j .
By (a), we have E˜i ∈ Span(E˜0, . . . , E˜i ) = Span(F0, . . . , Fi ). Hence the coefficient of F j in
E˜i is zero if j > i , that is,
∑w
h=0 P˜jhQhi = 0 if j > i for all i (0 ≤ i ≤ w).
If i > w∗ + j , i.e., i − j > w∗ (0 ≤ j ≤ w), we have F j E˜i = 0 since F j E˜i ∈
Span(E˜0, . . . , E˜ j )E˜i = 0 by (b). Moreover, we have
F j E˜i = F j
(
1
|X |
w∑
h=0
Qhi A˜h
)
= F j
(
1
|X |
w∑
h=0
Qhi
w∑
l=0
P˜lhFl
)
= 1|X |
(
w∑
h=0
P˜jhQhi
)
F j .
Hence
∑w
h=0 P˜jhQhi = 0 if i > w∗ + j (0 ≤ j ≤ w).
The subset Y satisfies (H1) and (H2). Hence we can apply Lemma 6.1, and the last statement
in Lemma 6.1 holds. Thus the assertion follows. 
A subset Y in Γ with w+w∗ = D such that the induced subgraph is connected satisfies (H0),
(H1) and (H2) in Section 5; hence by Theorem 1.1 and Proposition 1.3, Γ is homogeneous with
respect to Y .
Subsets with w+w∗ = D in Hamming or Johnson graphs are classified by Brouwer et al. [2]
by using the result given by Meyerowitz [6], and in Grassmann, bilinear forms or dual polar
graphs by Tanaka [8]. By Proposition 1.3, the classification of such subsets can be seen as that
of tight subsets with w + w∗ = D in those graphs.
Example 6.1. Let Γ = (X, R) be a Hamming graph H(D, q) and Y a subset of X = {x =
(x1, . . . , xD) | xi ∈ {1, 2, . . . , q − 1}} with w + w∗ = D; then Y is the image of the following
set under some automorphism of Γ :
{x ∈ X | xi = 0 for i ≤ D − w},
and Y is a tight subset in Γ . (See Theorem 8 (1) in [2].)
Example 6.2. Let Γ = (X, R) be a Johnson graph J (N , D) defined on the set Ω = {1, . . . , N }
and Y a subset of X with w + w∗ = D; then Y is the image of one of the following sets under
some automorphism of Γ :
Y1 = {x ∈ X | {1, . . . , D − w} ⊂ x} (N ≥ 2D),
Y2 = {x ∈ X | x ⊂ {1, . . . , D + w}} (N = 2D),
and Y is a tight subset in Γ . (See Theorem 8 (2) in [2].)
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7. Examples
In this section, we give examples of tight subsets not covered by the previous section.
Example 7.1. Let Γ = (X, R) be the Johnson graph J (6, 3) defined on the set Ω = {1, . . . , 6}
and Y a subset of X defined by
Y = {123, 124, 135, 236, 146, 156, 245, 256, 345, 346}.
We observe that∆ = (Y, R|Y×Y ) is isomorphic to the Petersen graph. Applying Proposition 4.1,
we can show that Y is a tight subset in Γ . In this case, we have D = 3, w = 2, w∗ = 3, s =
2, s∗ = 1, and hence w + s∗ = D yet w∗ + s 6= D. (Note: Y is a 2-design.)
Example 7.2. Let Γ = (X, R) be the dodecahedron. Then there is a subset Y of X whose
induced subgraph∆ is isomorphic to the pentagon. Applying Proposition 4.1, we can verify that
Y is a tight subset in Γ . In this case, Γ is not Q-polynomial and Y satisfies w + s∗ = D.
There is no known example of a completely regular tight subset with w + s∗ 6= D.
Proposition 1.2 implies that there is no such subset if w ≥ 3 and ∆ is distance-regular with
the i-th adjacency matrices A˜i (0 ≤ i ≤ w).
We have examples such that 1Y is tight, i.e., w+ s∗ = D, yet Y is not tight in Γ . For instance,
the perfect code in the Hamming graph H(4, 3) satisfiesw+s∗ = D = w∗+s (yetw+w∗ 6= D)
but is not tight in H(4, 3).
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