ABSTRACT The original moth-flame optimization (MFO) algorithm neither generates high-performance flames nor utilizes the flames to offer enough effective search guidance for moths in solution spaces, causing the degeneration of the global search capability and convergence speed in confronting complicated problems. To overwhelm those imperfections, this paper proposes a double-evolutionary learning MFO algorithm (DELMFO), where two different evolutionary learning strategies, namely, the differential evolution flame generation (DEFG) and dynamic flame guidance (DFG) strategy, are presented to generate high-performance flames and dynamically guide the search of moths, respectively. By constructing the cascading collaboration between DEFG and DFG, the DELMFO offers a positive feedback channel that makes the personal best historical solutions (PBHSs), flames, and moths promote each other. This improves the global search capability and accelerates convergence speed. The DELMFO is compared with six MFO algorithms and nine popular stochastic optimization algorithms on the CEC2013 test suite. Furthermore, the DELMFO also is further compared with 10 stochastic optimization algorithms on the CEC2017 test suite. Experimental results show that the DELMFO obtains the competitive performance on the global search capability, convergence speed, and scalability among all the algorithms.
I. INTRODUCTION
Real-parameter global optimization is of great importance in various scientific problems and engineering applications. Real-parameter with convex optimization problems [1] can be handled via the canonical gradient algorithms such as gradient descent. However, these gradient algorithms have encountered great challenges in solving multimodal, discontinuous, non-convex and non-differentiable optimization problems. For instance, gradient descent cannot deal with complex multi-modal global optimization problems effectively because the gradient information of the landscapes of the objective functions does not exist or is hardly derived.
Therefore, various population-based stochastic optimization algorithms are developed for solving multimodal, discontinuous, non-convex and non-differentiable global optimization problems. Based on the source of inspiration, population-based stochastic algorithms generally are divided into four categories. The first category is normally inspired by natural evolution like the genetic algorithm (GA) [2] , differential evolution (DE) [3] - [6] , culture algorithm (CA) [7] , and covariance matrix adaptation evolution strategy (CMA-ES) [8] ; another category is inspired by physic behaviors such as the simulated annealing (SA) [9] , water cycle algorithm (WCA) [10] , and gravitational search algorithm (GSA) [11] ; the third is illuminated by swarm intelligence behaviors such as particle swarm optimization (PSO) [12] - [18] , ant colony optimization (ACO) [19] - [21] , artificial bee colony (ABC) [22] , fruit fly optimization (FOA) [23] , bat algorithm (BA) [24] , and firefly algorithm (FA) [25] ; the last category is from different source of inspirations such as the fireworks algorithm (FWA) [26] , [27] brain storm optimization (BSO) [28] - [31] , flower pollination algorithm (FPA) [32] , state of mater search (SMS) [33] , and harmony search (HS) optimization algorithm [34] .
Particularly, population-based stochastic optimization algorithms utilize simple strategies that simulate the evolutionary procedures in nature or mimic the collective behaviors of animals such as birds flocking and fish schooling. Those algorithms do not require the gradient information of the landscapes of the objective functions so that can often locate excellent solutions for multimodal, discontinuous, non-convex and non-differentiable optimization problems at reasonable computational costs. Such great achievements have led to the emergence of more innovative and effective population-based algorithms.
Recently, inspired by the navigation mechanism of moths in nature, Mirjalili [35] presented a novel population-based stochastic optimization algorithm called Moth-flame optimization (MFO) technique, where each artificial moth imitates the navigation mechanism of the real moth, called transverse orientation by keeping a fixed angle on a distant source of flame for orientation. To be more specific, MFO contains two critical strategies, simple flame generation (SFG) and spiral flight search (SFS). The SFG strategy can directly produce flames from a set of the best individuals of moths and flames obtained so far. Then, by imitating the behavior of the transverse orientation from moths, the SFS strategy enables moths to fly spirally towards the flames to update their own positions in the iterative process. Ultimately, MFO can locate the optimal solution in the search space. Specially, the transverse orientation from moths is the crucial factor for MFO's success. Reference [35] has shown that MFO has the better performance compared with the well-known and recent algorithms including GSA [11] , PSO [13] , BA [24] , FA [25] , FPA [32] , and SMS [33] on 29 benchmarks. As a promising population-based stochastic optimization technique, MFO also has been successfully applied to handle various real scientific and engineering problems such as PID parameter optimization [36] , optical network unit placement [37] , manufacturing industry optimization [38] , image segmentation [39] , [40] , training multi-layer Perceptron [41] , power load forecasting [42] , medical diagnoses [43] , feature selection [44] economic problems [45] , and solar energy devices [46] .
However, as a young population-based stochastic optimization algorithm, the performance of MFO still needs to be further explored and improved in some respects such as global search capability and convergence speed. In this case, Soliman et al. [47] proposed two improved MFO algorithms, using two different spiral flying path of moths around flames. Li et al. [48] developed a Lévy-flight moth-flame optimization (LMFO) algorithm, where the Lévy-flight operator is used to perturb the position of each moth, increasing the diversity of the population and improving convergence performance of MFO. Apinantanakon and Sunat [49] presented an opposition-based MFO (OMFO) algorithm, which introduces the opposition-based learning strategy into MFO to accelerate the convergence speed.
Furthermore, by combing PSO and MFO, Bhesdadiya et al. [50] proposed a hybrid optimization algorithm, where the position of each individual is updated by first using MFO, and then further updated by employing PSO. Here, MFO and PSO aim to emphasize the exploitation and the exploration, respectively. Khalilpourazari and Khalilpourazary [51] proposed a new hybrid water cyclemoth-flame optimization (WCMFO), which integrates the spiral movement of MFO and Lévy-flight operator into the water cycle (WC) algorithm to improve exploitation and exploration capability of WC, respectively. Wu et al. [52] proposed a MFO based on the chaotic crisscross operator (CCMFO), where the crisscross strategy and chaotic operator are incorporated into MFO to improve the premature convergence.
Although the MFO variants mentioned above have achieved great improvements in their performance, they may still be trapped into local optima when tackling complex optimization problems such as the shifted instances, shifted rotated instances and composition instances of the CEC2013 test suite [53] . A critical reason behind MFO variants is that they fail to generate high-performance flames, which not only provide promising global search guidance for moths and avoid premature convergence during the early search stages, but enable the moths to converge to the global optimum in the latter stages. For instances, previous works [47] - [52] used the SFG strategy to generate flames for updating the moths. However, in SFG, the flames are derived directly from a set of the best individuals of moths and flames obtained so far, resulting in fast information interchanges between the moths and flames. As for some simple optimization problems [35] , the fast information interchanges can make the MFO variants quickly converge towards the global optimal solution. On the other hand, the fast information interchanges enable all the moths of the entire swarm to be similar so that the moths' population diversity degenerates promptly, which may be impossible to escape the local optimum area for moths in solving complex global optimal problems [53] , [55] .
Moreover, the SFS strategy of MFO utilizes an adaptive mechanism to gradually decrease the number of flames with the iterative number increasing. However, frequent changes in the number of flames fail to enable the flames to provide enough effective search guidance for moths, deteriorating the global and local search capability of DELMFO. More specifically, during the early stage of search, the SFS strategy causes consistent reduction in flames number so that it is unable to provide sufficient flames for guiding the search of moths and improving the global search capability in the solution space; on the other hand, during the latter stages of search, the gradual reduction instead of rapid reduction in flames number induced by the SFS strategy results in the redundant flames, decreasing the local search capability.
To tackle those problems, we develop a new MFO variant, termed double evolutionary learning MFO (DELMFO) algorithm, which includes two different evolutionary learning strategies, called the differential evolution flame generation (DEFG) and dynamic flame guidance (DFG) strategy. Firstly, inspired by the DE algorithm [3] , we propose the DEFG strategy, which can apply the mutation, crossover, and selection operation to the personal best historical solutions (PBHSs) of the entire swarm so far in order to produce the high-performance flames. Such flames can preserve the promising flame information, avoid the fast information interchanges between moths and flames, and provide the promising global search guidance capability for moths. Secondly, we propose the DFG strategy, which adopts the above high-performance flames to dynamically guide the search of moths in the iterative process. Specially, during the early iterative process, DFG provides the sufficient high-performance flames to guide moths for enhancing the global search capability; conversely, during the latter iterative process, DFG selects several elite flames of the high-performance flames to guide moths for accelerating the convergence speed. Note that the improved moths have opportunities to become PBHSs, and then they are sent back to DEFG to further generate high-performance flames for guiding the search of moths. Therefore, by the collaboration between DEFG and DFG, DELMFO offers a positive feedback channel between PBHSs, flames, and moths so that these three types of individuals can promote each other. For this reason, DELMFO achieves the competitive performance in the global search capability and convergence speed.
The remainder of this paper is organized as follows. Section II introduces the original MFO and DE algorithm. Section III illustrates the imperfection of the original MFO. Section IV develops the DELMFO algorithm in detail. Sections V and VI execute extensive experiments to evaluate the proposed DELMFO algorithm on two popular test suites, respectively. Sections VII and VIII provide the discussion and conclusion on DELMFO, respectively.
II. RELATED WORKS A. ORIGINAL MFO ALGORITHM
In 2015, Mirjalili first proposed the MFO algorithm by mimicking such a process that moths fly spirally towards flames for the navigation in the night. In MFO, the entire swarm consists of N moths; they are characterized as a group of candidate solutions to a specific problem by using a matrix as follows:
where the position of each moth is considered as a vector 
. . .
1) SIMPLE FLAME GENERATION STRATEGY
Each moth can fly toward its corresponding flame so that the flame matrix has the same size as the matrix M as follows:
where F i is defined as the flame corresponding to the M i , i ∈ {1, 2, · · · ,N }; D is the dimensional number of F i ; N is the number of flames. Likewise, for each
we also assume that its corresponding fitness value can be expressed as Fit [F i ]. Consequently, the fitness vector of F can be expressed as follows:
Suppose that K and k, k ∈ {1, 2, · · · ,K } indicate the maximum iterative number and the current iterative number, respectively. In addition, without loss of generality, we suppose that the considered fitness value is for minimization. In this case, the SFG strategy can be elaborated as the following rules:
Step (a) When iterative number k is equal to 1, we sort Step (b) When the iterative number k is greater than 1, we sort M (k − 1) and In summary, F (k) can be determined according to M (k − 1) and F (k − 1). To be specific, both M and F are solutions in the search space. The distinction between them lies in that M is actual search positions of moths, whereas F is the best positions amongst moths and flames acquired so far.
2) SPIRAL FLIGHT SEARCH STRATEGY
In addition, since each moth flies spirally towards its corresponding flame, the SFS strategy is employed to mathematically simulate this spirally flying behavior as follows: (6) where i is equal to |M i (k) − F i (k)| that indicates the distance between the i-th moth M i and its corresponding flame F i ; b means a constant for identifying the shape of spiral flight search; t is a random number uniformly distributed in the range [−1, 1]. Fig. 1 shows that a moth flies spirally towards its corresponding flame with the different values of t in a one-dimensional situation. FIGURE 1. SFS strategy of a moth towards its corresponding flame [35] .
Furthermore, Fl no in (6) can be formulated as follows:
where round can make the number of N − k(N −1) K be rounded to its nearest integer; N is the maximum number of flames; k is the current number of iteration; K means the maximum number of iterations. In particular, Fl no can enable the number of flames to be reduced adaptively during the entire iterative process. In the initial iteration, the number of flames is equivalent to N . With the number of iterations increasing, the number of flames gradually decreases. In the final iteration, the moths update their positions by using (6) only with respect to the best flame. The gradual reduction in the number of flames aims to achieve the balance between global and local search capability.
The aforementioned SFG and SFS strategy are repeatedly performed in the specified multiple iterations until some specific termination conditions are matched.
B. DIFFERENTIAL EVOLUTION ALGORITHM
DE algorithm, a simple population-based stochastic search technique, has received great attention since it is proposed by Storn and Price [3] in 1997. DE algorithm aims to evolve a population of N D-dimensional individuals towards the global optimum by cascading the mutation, crossover, and selection strategy.
In DE algorithm, each individual is referred to as a candidate solution or target vector (8) where x ij is the jth dimension of X i , j ∈ {1, 2, · · · ,D}; x j_min and x j_max are defined as the minimum and maximum bound of x ij , respectively; R j indicates a uniformly distributed random number in the range [0, 1].
1) MUTATION STRATEGY
After finishing the individual initialization, DE algorithm applies the mutation strategy to generate mutant vector
Usually, there are five differential evolution strategies [3] . Particularly, ''DE/rand/1'' is the most frequently used mutation strategy, described as
where r 1 , r 2 , and r 3 indicate mutually exclusive integers that are all different from i and randomly produced in the range [1, N ] ; F is a positive number in the range [0, 1] for scaling the different vector X r 2 − X r 3 .
2) CROSSOVER STRATEGY
Subsequently, the binomial crossover strategy is applied to each vector X i and its corresponding mutant vector V i for generating a trial vector 
3) SELECTION STRATEGY
Afterwards, DE algorithm adopts the selection strategy for each trial vector U i and its corresponding target vector X i , i ∈ {1, 2, · · · ,N } as follows:
Here, without loss of generality, the minimization problem is 
will is replaced by the U i (k); otherwise, X i (k) will still remain in the (k + 1)th iteration. The above three steps are repeatedly executed in multiple iterations until some specific termination conditions are satisfied.
III. IMPERFECTIONS OF MFO ALGORITHM A. IMPERFECTION OF SFG STRATEGY
Before demonstrating the proposed DELMFO algorithm in detail, let us first consider one possible imperfection of SFG strategy in original MFO algorithm as follows.
Without loss of generality, we assume that the entire swarm contains N = 4 moths, shown in Fig. 2 . For the kth iteration, the positions of the four moths are described as
, and M 4 (k) represent the personal best historical solution information of moths in the kth iteration; k indicates the kth iteration. The fitness value vector of M (k) is expressed as
where we suppose that the following holds:
Furthermore, the flames of the entire swarm are described as follows:
where k indicates the kth iteration. Note that the fitness value vector corresponding to F (k) can be formulated as
Similarly, the minimization problem is still considered. According to SFG strategy (see steps (a) and (b) of Part A in Section II), we can definitely obtain:
In addition, we suppose that the following is true: 
where k +1 indicates the (k + 1)th iteration. The fitness value vector of F (k + 1) can be given as Note that the SFG strategy directly selects the best individuals of moths and flames in the current iteration as the flames in the next iteration, which provides fast information interchanges between moths and flames, and thus causes the moths to converge quickly. For instance, Fig. 2 shows
and F 2 (k) of F (k + 1) become similar and quickly gather to the left half of the rectangle ABCD. Further, according to (6) , F (k + 1) can guide M (k + 1) to fly spirally toward the left half of the rectangle ABCD, propelling these individuals to converge quickly.
However, the fast information interchanges caused by the SFG, may also make flames easily lose some promising individuals such as the promising flames and the PBHSs of moths, causing moths to fall into a local optimum. For instance, Fig. 2 shows that although F (k + 1) includes the four best individuals, namely M 2 (k), M 1 (k), F 1 (k), and F 2 (k) between F (k) and M (k), it does neither F 3 (k) and F 4 (k) that denote some promising information of the flames, nor M 3 (k) and M 4 (k) that correspond to the personal best historical solution information of moths in the kth iteration, respectively. Furthermore, F (k + 1) is situated in the left half of the rectangle ABCD, being far away from the global optimum Gbest. Once F (k + 1) falls into the local optimum, it will also attract M (k + 1) into local optimum.
From the above analysis, the fitness values of
, and M 4 (k) are not as good as those of
, the one or several will effectively guide M (k + 1) to escape from the local optimum located in the left half of the rectangle ABCD and find Gbest.
In summary, the SFG strategy uses a set of the best individuals between moths and flames in the current iteration to generate the new flames for the next iteration, resulting in fast information interchanges between the flames and moths. Although fast information interchanges make the flames converge quickly, it may also enable the flames to suffer from the loss of population diversity and lose some promising individuals. Once the flames sink into the local optimum that is far from the global optima, it is hard for all moths to jump out of the local optimum.
B. IMPERFECTION OF SFS STRATEGY
The SFS strategy adopts an adaptive mechanism to gradually decrease the number of flames as the iterative number consistently increases, which improves global and local search capability to a certain extent. Such a mechanism formulated in (7) is characterized by the solid blue line in Fig. 3 , where the abscissa and ordinate indicate the number of iterations and flames, respectively. Although the mechanism is effective and attractive, it has some potential imperfections as follows.
First, in the early search stage, the adaptive mechanism in (7) may not offer sufficient flames to effectively guide moths for further improving the global search capability. Take the aforesaid situation shown in Fig. 3 as an instance. For the early stage of the search, the orange dashed line denotes the sufficient number of flames for improving the global search capability; the blue solid line characterizes the number of flames generated by the mechanism formulated in (7). However, Fig. 3 shows that the blue solid line has the less number of flames than the orange dashed line. This indicates that the mechanism in (7) cannot provide the satisfactory number of flames to enhance the global search capacities for moths.
Second, in the latter stage of the search, the adaptive mechanism cannot make the number of flames be rapidly reduced to few enough for enhancing the local search capability for moths. Particularly, for the latter search stage, Fig. 3 shows that the orange dashed line denotes the appropriate number of flames for improving local search capability and accelerating the convergence speed. However, the blue solid line shows that the number of flames in (7) is gradually decreasing rather than rapidly decreasing. It can be seen from Fig. 3 that the blue solid line has the more flames than the orange dashed line in the first half of the latter search stage, as well as it has the fewer flames than the orange in the second half. This suggests that the mechanism in (7) is also unable to provide the appropriate number of flames to accelerate the convergence speed for moths.
In brief, the SFS strategy employs the adaptive mechanism to consistently vary the number of flames, which may result in the degeneration of the global capability and convergence speed. 
IV. PROPOSED DELMFO ALGORITHM
To improve the imperfection of MFO, we propose the DELMFO algorithm. As illustrated in Fig. 4 , DELMFO VOLUME 6, 2018 includes two different evolutionary strategies, namely the DEFG and DFG strategy. As the first evolutionary strategy, DEFG utilizes mutation, crossover, and selection to evolve PBHSs and generate high-performance flames; subsequently, DFG uses the high-performance flames to effectively guide and improve the search of moths. The moths improved by the DFG strategy have opportunities to evolve into PBHSs; they are then sent back to DEFG so as to further generate high-performance flames. Such a process is clearly illustrated in Fig. 4 . Particularly, DELMFO provides the collaboration between DEFG and DFG to construct a positive feedback channel between moths, PBHSs, and flames. Therefore, moths, PBHSs, and flames can promote each other. Thus, DELMFO can achieve the effective global search capability and good convergence speed.
A. DIFFERENTIAL EVOLUTION FLAME GENERATION STRATEGY
In the DE algorithm [3] , the mutation, crossover, and selection operator can help to improve the population diversity and the global search capability. Inspired by this, the mutation, crossover, and selection operator are introduced into the DEFG strategy to improve the drawback of the SFG strategy and generate the high-performance flames for DELMFO. As shown in Fig.5 , this strategy contains four parts: construction of PBHS pool, mutation, crossover, and selection; each part is described in detail as follows. 
1) CONSTRUCTION OF PBHS POOL
Instead of using the positions of moths (M), DEFG collects the PBHS of each moth to build an elite individual poor P in each iteration, which preserves the elite individual (PBHS) information of moths to avoid the loss of the elite individual information in the search space. The elite individual poor P is described as follows:
where
the PBHS of the ith moth. Specially, for the iteration number
is equal to the best position of M i that corresponds to the best fitness value so far. Here,
as the position of the ith moth.
2) MUTATION
After finishing the above construction of the pool P in each iteration, we apply the mutation strategy to this pool so as to generate a mutant flame matrix as
Here,
ith mutant flame defined as
Here, P g 1 , P g 2 , and P g 3 are randomly selected from P; g 1 , g 2 , and g 3 denote mutually exclusive integers that are all different from i and randomly distributed in the range It should be noted that (14) plays two important roles in generating the high-performance flames. One is that (14) offers the information feedback to flames. Specially, in the early iterations, P g 2 − P g 3 of (14) that can render the large distinction between P g 2 and P g 3 , can offer large search scopes in the solution space to enhance the global search capability of FM i ; on the other hand, in the latter iterations, P g 2 − P g 3 can provide the small distinction between P g 2 and P g 3 so as to refine the local search of FM i .
In addition, because P g 1 , P g 2 , and P g 3 are randomly selected from P in each iteration, the various combinations of P g 1 , P g 2 , and P g 3 can be employed to represent FM i in each iteration. This denotes that (14) has opportunities to provide the sufficient population diversity for FM i .
Thus, the mutation can further improve the performance of the flames.
3) CROSSOVER
Subsequently, the binomial crossover strategy is conducted on P and FM to randomly to generate a new crossover matrix by means of probability as follows:
ith crossover flame. By using P i and its mutant flame FM i with the crossover strategy in their dimension, FC i can be formulated as follows:
where fc ij denotes the jth dimension of FC i , j∈ {1, 2, · · · ,D}; r j is a uniformly distributed random number in the range [0, 1]; CR indicates the crossover rate in the range [0, 1]; j rand is a randomly selected integer in the range [1, D] to ensure that FM i is different from P i . It should be noted that FC i can be generated by the dimensional reorganization of P i and FM i with the probability mechanism in each iteration. Such reorganization has more opportunities to supply various potential individuals of FC i , which contributes to maintain the population diversity and escape the local optimum for the flames.
4) SELECTION
Afterwards, a selection operator is executed to determine the flame matrix as follows:
ith flame; it can be determined by using the selection operator as follows:
Without loss of generality, we consider the minimization problem. Concretely speaking, if
, F i will be replaced by FC i ; otherwise, F i will still survive in this iteration .
Note that as illustrated in (18), the flame remains invariant if it has better performance than the new flame. This indicates that the selection mechanism can make the flame continue to evolve and never degenerate.
Brief, the DEFG strategy is developed to generate the highperformance flames that not only contain the sufficient population diversity but also provide the effective global search guidance for moths.
B. DYNAMIC FLAME GUIDANCE STRATEGY
Here, we propose a DFG strategy to further improve the global capability and convergence speed. In the DFG strategy, the entire iterative process is divided into two stages, namely the early and latter stage of iterative search. For the different stages, each moth updates its own position according to (19) as follows:
as the position of the ith moth; Fig. 6 , during the early stage of iterative search, namely k ≤ ∂K , each moth flies spirally towards its corresponding flame according to (19) so that the sufficient flames are allocated to guide the exploration of moths in different solution space, strengthening global search capability. Particularly, k indicates the kth iteration; ∂K represents the maximum number of the early stage, K represents the maximum number of the entire iterative search process, and ∂ is a constant factor in range [0, 1].
1) As illustrated in
2) As shown in Fig. 7 , during the latter stage of iterative search, that is, k > ∂K , all N flames are described as {F 1 , F 2 , · · · , F N }, and then they are sorted as {SF 1 , SF 2 , · · · , SF N } in descending order according to their corresponding fitness. Here, SF i , i ∈ {1, 2, · · · ,N } denotes the ith flame sorted in descending order. Furthermore, as the elite flames, EF = {SF 1 , SF 2 , · · · , SF } represents the best flames among {SF 1 , SF 2 , · · · , SF N }. Here, is the size of EF, specified as a ratio of N as follows:
where σ is a scale constant in the range [0, 1] ; N σ denotes that it rounds N σ to the next larger integer. Afterward, elite flames are expanded into an elite flame group GEF that includes N individuals as follows:
Assume that GEF includes δEFs with SF 1 , SF 2 , · · · , SF η ; SF 1 , SF 2 , · · · , SF η is defined as the first η individuals of EF. Thus, the relationship between N , , δ and η can be mathematically formulated as
Particularly, if N is not divisible by , GEF contains δEFs with the first η individuals of EF, 0 < η < . Otherwise, GEF contains δ + 1 EFs. For this case, η is equal to . Note that once both N and σ are pre-specified, can be VOLUME 6, 2018 determined according to (20) . Then, both η and δ are determined based on (22) as well. For instance, for N = 30 and σ = 0.15, N σ is equal to 4.5; consequently, = 4.5 = 5; N can be divisible by so that η is equal to ; then δ is also 5. Finally, we substitute GEF into {F 1 , F 2 , · · · , F N } to guide moths to fly spirally towards the GEF, which enhances the local search capability and accelerates the convergence speed in the solution space.
Generally, the DFG strategy is developed to further improve the balance between the global capability and convergence speed.
C. PROCEDURE OF DELMFO
The pseudo code of DELMFO is listed in Algorithm 1. The execution procedure of DELMFO is briefly described as follows:
Step (a) The initial positions of all moths are randomly initialized in the D-dimensional search space, and then their fitness values are computed.
Step (b) DEFG creates the PBHS pool, and then utilizes the PBHSs to perform the mutation, crossover, and selection operation, offering the promising flames to guide the update of moths.
Step (c) DFG is conducted to provide more effective position update for all moths.
Step (d) If the termination condition is satisfied such as the number of fitness evaluations (FEs) is larger than the predefined maximum evaluation number, DELMFO stops running. Otherwise, go to step (b) for the next iterative search.
Algorithm 1 DELMFO Algorithm
1: / * Initializing * / 2:
9: while(termination criteria does not hold) do 10: k = k + 1; 11: / * DEFG Strategy * / 12: for i = 1 to N do 13: Creating the PBHS pool {P 1 , P 2 , · · · , P N }; / * Create PBHS Pool * / 14: P g 1 , P g 2 , and P g 3 are randomly selected from 
end for 44: end if 45:
Fit 
D. TIME COMPLEXITY ANALYSIS OF DELMFO
The computational cost of the original MFO algorithm mainly relies on four parts, namely the moth position initialization (T MPI ), spiral flight search for updating moth positions (T SFS ), the moth position evaluation (T MPE ), and the simple flame generation (T SFG ) for all moths. Suppose that D, N , and K are the dimension of each moth, the number of all moths, and the maximum iterative number, respectively. Therefore, T MPI , T SFS , and T MPE are assessed as DN , DNK , and DNK , respectively. T SFG adopts the Quicksort algorithm to sort N moths and N flames so that its time complexity is between 2N log 2N K and (2N ) 2 K , corresponding to its best and worst case, respectively. Consider the worst case of T SFG . The total time complexity of the original MFO can be assessed as
Therefore, the time complexity of the original MFO algorithm can be written as O [NK (D + N )] in the worst case.
In DELMFO, its computational cost also depends on four parts, namely the moth position initialization (T MPI ), the moth position evaluation (T MPE ), DEFG (T DEFG ), and DFG (T DFG ). Similarly, T MPI is also assessed as DN . Particularly, both DEFG and DFG need to evaluate the fitness values in each iteration so that the maximum iterative number of DELMFO is equal to K 2. This is because the populationbased stochastic optimization algorithms generally adopt the same maximum number of FEs to assess their performance. Thus, T MPE is estimated as DNK /2. Note that DEFG adopts mutation, crossover, and selection so that their time complexity are estimated as DNK /2, DNK /2, and DNK /2, respectively in the worst case. In this case, T DEFG is estimated as 3DNK /2. In addition, DFG uses the Quicksort algorithm to sort N flames, as well as updates the moth positions so that its time complexity (T DFG ) is estimated as DNK /2+(2N ) 2 K /2 in the worst case. From the above analysis, the total time complexity of DELMFO can be assessed as
Specially, the time complexity of DELMFO can be also evaluated as O [NK (D + N )] in the worst case. Therefore, DELMOF has the same as complexity compared with the original MFO algorithm.
V. EXPERIMENTAL COMPARISONS ON CEC2013 TEST SUITE A. TEST INSTANCES
In order to deeply investigate the performance of DELMFO in different environments, we adopt a popular test suite, namely 28 CEC2013 benchmark instances [53] for experimental evaluations. 
In addition, to distinguish the difference performance between two algorithms at the statistical level, the Wilcoxon signed-rank test [54] with a significance level of 0.05 is conducted. Note that if the p-value of the Wilcoxon signedrank test is less than 0.05, there is the significant difference between two algorithms in the same benchmark instance.
C. COMPARED ALGORITHMS
The proposed algorithm is compared to six MFO algorithms including the original MFO [35] , MMFO3 [47] , LMFO [48] , OMFO [49] , WCAMOF [51] , and CCMFO [52] , which have offered promising performance in the literature.
Furthermore, extensive comparisons are performed to verify whether the performance of DELMFO surpasses that of the nine algorithms widely used including DE [3] , CMA-ES [8] , WCA [10] , PSO [13] , ABC [22] , FWA [26] , the cooperative framework for fireworks algorithm (COFFWA) [27] , BSO [28] , and the brain storm optimization with differential evolution (DEBSO) [29] . Specially, WCA, DEBSO, and COFFWA are recently proposed, possessing excellent global optimization capability. The PSO and DE adopt the global version and the DE/rand/1/bin version, respectively. In addition, for the above algorithms, Table 2 lists their parameter settings that follow their corresponding references, excluding the population size, the solution dimensional size, the maximum number of FEs, and the maximum iterative number.
All the algorithms are programmed in MATLAB R2017a, and then performed on a PC with an Intel Core (TM) CPU i5-5200U CPU @ 2.20 GHz with 8 GB RAM
D. COMPARISON WITH MFO ALGORITHMS
The proposed DELMFO algorithm is compared with six MFO algorithms on the 28 CEC2013 instances with 30 dimensions listed in Table 1 . For seven MFO algorithms, their population size and the maximum number of the FEs are set as 30 and 300000, respectively. The maximum number of the FEs is used to as the termination criterion for seven MFO algorithms. The maximum iterative number is usually defined as the maximum number of FEs divided by the population size. Thus, for the six MFO algorithms excluding DELMFO, their maximum iterative search number is set to 10000. However, for DELMFO, its maximum iterative number is set to 5000. This is because both each moth and its corresponding flame perform one fitness evaluation, separately in each iteration.
The comparative algorithms with 30 independent runs are evaluated on each instance listed in Table 1 . The evaluation results are listed in Table 3 , where the error mean and standard deviation values of 28 instances for each algorithm are given. The best result is highlighted in bold on each benchmark instance. The rank of each algorithm is determined according to the error mean and standard deviation value on each instance. Further, the average and final rank of each algorithm can be also determined according to the error mean and standard deviation values on 28 benchmark instances. Table 3 illustrates that DELMFO provides the first rank on 25 out of all the 28 benchmark instances except F4, F8, and F16. Furthermore, DELMFO offers the second rank on F8 and F16, as well as the third on F4. WCAMFO obtains the best result on F4; OMFO and LMFO acquire the best result on F8 and F16, respectively. Therefore, the proposed DELMFO owns the best overall and final rank among all the comparative MFO algorithms.
1) OVERALL RANK

2) UNIMODAL, MULTIMODAL, AND COMPOSITION PROBLEMS
Moreover, DELMFO is further compared with the other six MFO algorithms on unimodal, multimodal, or composition problems. For unimodal problems F1-F5, Table 3 clearly shows that DELMFO achieves the first rank on four of five unimodal problems except for F4; for multimodal problems F6-F20, DELMFO achieves the first rank on 13 out of 15 multimodal problems excluding F8 and F16; for composition problems F21-f28, DELMFO achieves the first rank on each of them. Table 4 shows that DELMFO has the best performance on unimodal, multimodal, or composition problems among all the seven algorithms. 
3) STATISTICAL ANALYSIS
In addition, the Wilcoxon signed-rank test results between DELMFO and each of the six MFO algorithms on 28 instances are listed in Table 5 , where symbol ''0'' indicates that there is no significant difference between DELMFO and the compared algorithm in the same benchmark instance, however, symbols ''1'' and ''−1'' manifest that DELMFO has significantly better and worse performance. For example, the comparative results between DELMFO and WCAMFO are displayed in the fourth column of Table 5 including 25 symbols ''1'', two symbols ''0'', and one symbol ''−1'' on the 28 instances. Twenty-five symbols ''1'' indicate that DELMFO supplies considerably better solutions on 25 out of the 28 benchmark instances compared with WCAMFO; two symbols ''0'' imply that DELMFO supplies two statistically equivalent solutions to WCAMFO on two out of the 28 benchmark instances; one symbol ''−1'' denotes that DELMFO possesses greatly worse solutions than WCAMFO on one. According to the Wilcoxon signed-rank test, DELMFO provides considerably better solutions compared with each of six different MFO algorithms on most benchmark instances. This further confirms that DELMFO achieves the best overall performance among all the seven MFO algorithms.
4) CONVERGENCE ANALYSIS
The convergence property of DELMFO is also compared with six MFO algorithms on the 28 functions. Owing to space limitation, the convergence curves of seven MFO algorithms are sketched in Fig. s1 of Section S-I of the supplementary file. In each subgraph of Fig. s1 , its horizontal and vertical axis represent the number of FEs and base 2 logarithm of the error mean value over 30 independent runs, respectively. The convergence curves of Fig. s1 of Section S-I of the supplementary file clearly illustrate that the proposed DELMFO algorithm can achieve the best convergence properties on 25 of all the 28 benchmark instances except for F4, F8, and F16. For instance, Fig. 8 shows that DELMFO provides the fastest convergence speed on unimodal problem F5, multimodal problems F11 and F14, and composition problem F22.
In addition, Fig. 9 shows that although DELMFO fails to provide the fastest convergence speed on F4 and F16, it has the second fastest convergence speed on F16, and the third fastest convergence speed on F4 among all the comparative algorithms.
Summarily, DELMFO offers the best convergence property among the seven MFO algorithms. 
5) SCALABILITY ANALYSIS
Consider such a fact that the performance of some MFO algorithms may degenerate significantly with the dimensions of test instances increasing. Consequently, scalability analysis is conducted for the seven MFO algorithms on 30-D and 50-D test instances. Note that for all the seven MFO algorithms on 50-D instances, their population size and the maximum number of the FEs are still assigned to 30 and 500000, respectively. However, for the six algorithms excluding DELMFO, their maximum iterative number is 16670. Specially, both the moths and flames in DELMFO perform fitness evaluation in each iteration. Thus, the maximum iterative number for DELMFO is set to 8335.
For 30-D test instances, Table 3 has provided the experimental results. However, for 50-D test instances, due to space limitation, the corresponding experimental results of the seven comparative MFO algorithms on 28 CEC2013 benchmark instances are shown in Table s1 of section S-II of the supplementary file.
In order to clearly display the differences between the seven different MFO algorithms on 30-D and 50-D problems, Table 4 gives the average and final rank with the best results emphasized in bold. We can observe that DELMFO owns the best average and final rank on both 30-D and 50-D problems of the unimodal, multimodal, or compositions instances among the seven algorithms. Further, DELMFO also owns the best overall performance on both 30-D and 50-D problems.
Particularly, the average rank of DELMFO is 1.4, 1.133, and 1 on the 30-D problems of the unimodal, multimodal, or compositions instances, respectively, versus 1.4, 1.133, and 1 on the 50-D problems. This indicates that compared with that of the other algorithms, the performance of DELMFO does not decline as the dimensional number of the 28 benchmark instances increases from 30-D to 50-D. Hence, DELMFO has the best Scalability performance among the seven MFO algorithms. VOLUME 6, 2018
E. COMPARISON WITH OTHER ALGORITHMS
Some further comparisons are conducted between DELMFO and other nine population-based stochastic optimization algorithms including DE, BSO, PSO, WCA, ABC, FWA, CMA-ES, DEBSO, and COFFWA on the 28 CEC2013 instances with 50-D problems. In such a situation, the maximum number of the FEs for all the algorithms is set to 500000, which is used as the termination criterion for all the comparative algorithms. The population size for the nine algorithms excluding CMA-ES is still set to 30. Particularly, the population size of CMA-ES is attributed to its problem dimension so that its population size is set to 4 + 3 ln 50 [8] , corresponding to 50-D instances. The maximum iterative number is usually defined as the maximum number of FEs divided by the population size. Thus, the maximum iterative number for the eight algorithms excluding DELMFO and CMA-ES is set to 16670. Similarly, the maximum iterative number for CMA-ES is set to 500000/(4 + 3 ln 50 ). Furthermore, both the moths and flames in DELMFO perform fitness evaluation in each iteration so that its maximum iterative number is set to 8335. Here, each algorithm is still tested on each instance with 30 independent runs. Table 6 gives the error mean and standard deviation values of all the benchmark instances for the above ten algorithms. The best results are emphasized in bold.
1) OVERALL RANK
First, Table 6 illustrates that both DELMFO and ABC achieve the first rank on eight out of the 28 benchmark instances; CMA-ES acquires the first rank on five; both COFFWA and DE obtain the first rank on three; DEBSO only has the first rank on F4. However, the other four algorithms, namely FWA, PSO, BSO, and WCA, fail to achieve the first rank on the 28 benchmark instances.
Second, DELMFO achieves the second rank on nine out of the 28 benchmark instances; DE achieves the second rank on five; both COFFWA and CMA-ES obtain the second rank on three; Each of PSO, BSO, WCA, and ABC achieves the second rank on two. Neither FWA nor DEBSO achieves the second rank on the 28 benchmark instances.
Third, DELMFO achieves the third rank on seven out of the 28 benchmark instances; PSO, COFFWA, ABC, DE, CMA-ES, and WCA achieve the third rank on six, five, four, three, two, one, respectively. Neither FWA nor DEBSO achieves the third rank on each of the 28 benchmark instances.
In addition, interestingly, DELMFO and COFFWA have never achieved the eighth, ninth, tenth rank on the 28 benchmark instances. In other words, both DELMFO and COFFWA fail to achieve the first, second, or third worst rank among all the ten algorithms.
According to the above analysis, DELMFO is unable to offer the first rank on each of the 28 benchmark instances. However, it obtains the best average and final rank on the 28 benchmark instances among the ten algorithms.
2) UNIMODAL, MULTIMODAL, AND COMPOSITION PROBLEMS
For unimodal problems F1-F5, Table 6 shows that DELMFO, DEBSO, and DE win the first rank on F2, F4, and F5, respectively; CMA-ES achieves the first rank on F1 and F3. Furthermore, DELMFO achieves the second rank on F1 and F5, the third rank on F3, and the six rank on F4. However, CMA-ES achieves the eighth, tenth, and fifth rank on F2, F4, and F5, respectively; DE achieves the third, tenth, second, and seven on F1-F4, respectively; DEBSO achieves the ninth, fifth, fifth, and eighth rank on F1, F2, F3, and F5, respectively. From the above analysis, DELMFO has the best average and final rank on unimodal problems among all the ten algorithms, as listed in Table 7 .
For multimodal problems F6-F20, Table 6 shows that DELMFO achieves the first rank on five out of the 15 multimodal instances; ABC achieves the first rank on four; both COFFWA and CMA-ES achieve the first rank on three. However, FWA, PSO, BSO, DEBSO, DE, and WCA fail to obtain the first rank on F6-F20. Furthermore, DELMFO achieves the second rank on five of 15 multimodal instances; either DE or CMA-ES has the second rank on three; COFFWA, PSO, BSO, and ABC have the second rank on one. Conversely, FWA, DEBSO, and WCA are unable to obtain the second rank on the multimodal problems. In addition, both DELMFO and COFFWA have never achieved the eighth, ninth, tenth rank on the multimodal problems. Consequently, Table 7 displays that the proposed DELMFO owns the best average and final rank on the 15 multimodal problems among all the comparative algorithms.
For composition problems F21-F28, Table 6 shows that ABC achieves the first rank on four out of the eight composition instances; both DELMFO and DE obtain the first rank on two. However, none of the other seven algorithms obtains the first rank on F21-F28. Furthermore, both DELMFO and COFFWA achieve the second rank on two out of the eight composition instances; PSO, DE, WCA, and ABC all have the second rank on one. However, FWA, BSO, DEBSO, and CMA-ES fail to achieve the second rank on F21-F28. In addition, DELMFO, COFFWA, and ABC have never achieved the eighth, ninth, tenth rank on F21-F28. According to the above illustrations, ABC wins the best average and final rank on the eight composition problems among the ten comparative algorithms. DELMFO achieves the second best average and final rank. Table 7 shows that the average rank of ABC and DELMFO on F21-F28 with the 50-D problem is 2.5 and 2.625, respectively. This indicates that the gap between ABC and DELMFO is very tiny on the composition problems.
3) STATISTICAL ANALYSIS
Similar to the aforesaid statistical analysis, we still utilize the Wilcoxon signed-rank test to compare DELMFO with the nine algorithms on the 28 benchmark instances with 50 dimensions. that DELMFO owns three significantly worse solutions than COFFWA.
In summary, DELMFO provides considerably better solutions on most benchmark instances compared with each of nine different algorithms. This further confirms that DELMFO achieves better overall performance compared with the nine different algorithms.
4) CONVERGENCE ANALYSIS
We also compare the convergence property of DELMFO with the nine algorithms on the 28 instances. Because of space limitation, the convergence characteristic curves of all the ten algorithms are sketched in Fig. s2 of Section S-III of the supplementary file. Likewise, the horizontal and vertical axis of each subgraph of Fig. s2 of Section S-III of the supplementary file denote the number of FEs and base 2 logarithm of the error mean value over 30 independent runs, respectively.
Note that Fig. s2 of Section S-III of the supplementary file shows that DELMFO obtains the fastest convergence speed on eight out of the 28 benchmark instances including F2, F8, F12, F13, F18, F20, F23, and F25. Among all the ten comparative algorithms, DELMFO has the most number of the first rank on all the 28 benchmark instances. Moreover, Fig. s2 of Section S-III of the supplementary file shows that DELMFO also achieves the most number of the second and third fastest convergence speed on the 28 benchmark instances amongst the ten algorithms, corresponding to nine (F1, F5, F9, F14, F15, F17, F19, F22 , and F24) and seven (F3, F7, F10, F11, F16, F27, and F28), respectively.
In addition, the convergence speed between DELMFO and each of the other nine algorithms on the 28 benchmark instances is also evaluated. It can be seen from Fig. s2 of Section S-III of the supplementary file that DELMFO obtains the more number of faster convergence speed than each of the other nine algorithms. For instance, DELMFO has better convergence performance than ABC on 18 out of the 28 benchmark instances including F1-F5, F7, F9, F10, F12, F13, F15, F16, F18, F20, F23-F25, and F28.
In summary, although DELMFO fails to achieve the fastest convergence speed on each of the 28 benchmark instances among all the ten algorithms, it provides the better convergence performance on the most of these instances compared with the other nine algorithms.
5) SCALABILITY ANALYSIS
Similarly, the scalability analysis for the ten different algorithms is also performed to validate whether their performance degenerates substantially on 30-D and 50-D benchmark instances. Note that the maximum number of the FEs for all the algorithm on 30-D instances is designated as 300000. The population size for the nine algorithms excluding CMA-ES on 30-D problems is set to 30; however, the population size of CMA-ES is associated with the problem dimension. From this reason, we set its population size as 4 + 3 ln 30 [8] on 30-D problems. The maximum number of iterations is usually defined as the maximum number of FEs divided by the population size. Thus, for the eight algorithms excluding DELMFO and CMA-ES, their maximum iterative number is set to 10000. Since the population size of CMA-ES is equal to 4 + 3 ln 30 , its maximum iterative number is set to 300000/(4 + 3 ln 30 ). However, for DELMFO, its maximum iterative number is set to 5000. The reason is that both moths and flames perform fitness evaluations, separately in each iteration. Because of space constraints, the experimental results of the ten algorithms on 30-D instances are shown in Table s2 of section S-IV of the supplementary file.
Here, the average or final rank of the ten different algorithms on both the 30-D and 50-D instances is listed in Table 7 . It can be seen that the average rank of DELMFO is 3.2 and 2.333 on the 30-D problems of the unimodal and multimodal instances, respectively, versus 2.8, and 2.067 on Thus, DELMFO still owns the best Scalability performance among all the ten algorithms.
F. IMPACT OF INDIVIDUAL COMPONENTS OF PROPOSED ALGORITHM
In this section, we give comparisons between DELMFO, DELMFO-01, and the original MFO algorithm so as to clearly understand the roles of the DEFG and DFG strategy in DELMFO. Specially, as a variant of DELMFO, DELMFO-01 combines the DEFG strategy from DELMFO with the SFS strategy from the original MFO algorithm. In other words, DELMFO-01 uses the SFS strategy to replace the DFG strategy of DELMFO.
Note that the three algorithms operate 30 times independently on each instance of the 28 CEC2013 benchmark instances with 30-D problems. The population size and the maximum number of FEs are still assigned to 30 and 300000, respectively. The maximum iterative number of the original MFO algorithm is set to 10000; however, that of DELMFO and DELMFO-01 is set to 5000. This is due to the fact that both moths and flames perform fitness evaluations, separately in each iteration. Owing to space limitation, error mean value and standard deviation value of each algorithm on each instance are shown in Table s3 of Section-V of the supplementary file.
First, the average and final rank of each algorithm on the 28 instances can be listed in Table 9 . An attractive observation is that DELMFO achieves the best overall performance on the 28 functions among the three algorithms. This confirms that the combination of DEFG and DFG for DELMFO can provide better effects compared with that of DEFG and SFS for DELMFO-01, or SFG and SFS for MFO. Thus, DEFG and DFG can greatly enhance the overall performance of DELMFO.
Second, Table 9 displays that DELMFO-01 has the much better overall performance on the 28 benchmark instances compared with MFO. Note that the only difference between DELMFO-01 and MFO lies in that DELMFO-01 adopts the DEFG strategy instead of SFG strategy. This fully confirms that the DEFG strategy can considerably promote the improvement in the overall performance of DELMFO. Third, Table 9 shows that DELMFO gains the more competitive overall performance than DELMFO-01 on the 28 benchmark instances. Notice that a difference between DELMFO and DELMFO-01 is that DELMFO employs the DFG rather than SFS. Hence, DFG is more effective than SFS in improving the overall performance of DELMFO.
In summary, either DEFG or DFG contributes to the effective improvement in the overall performance of DELMFO. The combination of DEFG and DFG can greatly enhance the performance of DELMFO.
G. PRAMETTER REGULATION
DELMFO includes five important parameters R, CR, ∂, σ , and N that may have effects on the performance of DELMFO. Both CR and R are from DEFG, R is the mutation scale factor, and CR denotes the crossover probability.
Furthermore, ∂ and σ are affiliated with DFG; ∂ is a constant factor used to distinguish different iterative stage for DFG; σ denotes the proportion of elite flames to total flames; N is the population size of the entire swarm.
We assess the impact of those parameters on the performance of DELMFO by conducting examinations on the 28 CEC2013 benchmark instances with 30 dimensions. Similarly, the maximum iterative search number and the maximum number of the FEs are set as 5000 and 30000, respectively. For every possible test scenario, each of the 28 CEC2013 benchmark instances operates 30 times independently. Then, the experimental results for each of the five parameters in the different scenario are ranked via mean error and standard deviation values. Eventually, the average and final rank of each parameter are further established by the mean error and standard deviation values of the 28 instances. Because of space limitation, the detailed experimental results including mean error and standard deviation values on each instance are shown in Section S-VI of the supplementary file including Tables s4-s8. Here, we only provide the average and final rank on unimodal, multimodal, composition, and all the 28 instances, separately, for each parameter in different test cases.
First, consider parameter R = [r 1 , r 2 , · · · , r D ] in (14) where each r i , i ∈ {1, 2, · · · , D} denotes a uniformly distributed random number in the range [0, 1]. If each r i , i ∈ {1, 2, · · · ,D} is equal to the same uniformly distributed random number ''rand( )'', R⊗ P g 2 − P g 3 will be equivalent to rand ( ) P g 2 − P g 3 . From this reason, the two different situations of R including R = rand( ) and R = rand(1, D) are examined on DELMFO separately, with the other three parameters ∂ = 0.3, σ = 0.15, CR = 0.7, and N = 30 being unchanged. Table 10 lists that compared with R = rand(1, D), R = rand( ) provides the better performance for DELMFO on the unimodal, multimodal, and composition instances. Therefore, setting R = rand( ) allows DELMFO to win the better overall performance. Second, by maintaining parameters R = rand ( ), ∂ = 0.6, σ = 0.15, and N = 30 unchanged, DELMFO is conducted with CR = 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9, separately. It can be seen from Table 11 that CR = 0.5, 0.6, or 0.7 provides the preferable performance on unimodal, multimodal, and composition instances for DELMFO. Furthermore, Table 11 shows that CR = 0.5, 0.6, or 0.7 also offers the preferable overall performance. However, a larger or smaller value of CR such as CR = 0.3 or CR = 0.9 declines the performance of DELMFO to some extent. Therefore, selecting CR ∈ [0.5, 0.7] can make DELMFO obtain the relatively better performance. Particularly, Table 11 lists that CR = 0.7 makes DELMFO own the best overall performance.
Third, when parameters R = rand( ), CR = 0.7, σ = 0.15, and N = 30 are fixed, we conduct DELMFO with different ∂ = 0.2, 0.4, 0.6, 0.8, and 0.9. Table 12 shows that ∂ = 0.6, 0.8, or 0.9 provides the better performance than ∂ = 0.2 or 0.4 on the unimodal and multimodal instances for DELMFO. Moreover, ∂ = 0.4, 0.6, or 0.8 supplies the better results than ∂ = 0.2 or 0.9 on composition instances. In addition, Table 12 displays that ∂ = 0.6, 0.8, or 0.9 provides the better overall performance than ∂ = 0.4 or 0.6. Considering the above situation comprehensively, we select ∂ ∈ [0.6, 0.8] to enhance the overall performance of DELMFO. In particular, ∂ = 0.6 can provide the best overall performance for DELMFO.
Fourth, through preserving the other parameters CR = 0.7, R = rand( ), ∂ = 0.6, and N = 30 invariant, DELMFO are performed with a set of different σ = 0.1, 0.15, 0.2, 0.25, 0.3, and 0.5. Table 13 Fifth, with maintaining the parameters CR = 0.7, R = rand( ), ∂ = 0.6, and σ = 0.15 invariant, DELMFO are executed with a set of different N = 10, 30, 50, and 100. Table 14 shows that N = 50, 30, 100, and 10 provide the first, second, third, and fourth rank for the DELMFO on the unimodal instances, respectively; N = 50, 100, 30, and 10 do the first, second, third, and fourth rank on the multimodal instances, respectively; N = 50, 100, 30, and 10 do the first, first, two, and third rank on the composition instances, respectively. Therefore, N = 50, 100, 30, and 10 provide the first, two, three, and fourth overall rank, respectively.
In summary, CR ∈ [0.5, 0.7], R = rand( ), ∂ ∈ [0.6, 0.8], σ = {0.15, 0.25}, and N = {30, 50, 100} are recommended in this paper. Note that CR = 0.7, R = rand( ), ∂ = 0.6, σ = 0.15, and N = 50 can generally provide the best performance for DELMFO.
VI. EXPERIMENTAL COMPARISONS ON CEC2017 TEST SUITE A. TEST INSTANCES
We also further investigate the performance of DELMFO on the CEC2017 benchmark suite [55] . the 30 instances that are all extremely complex shifted rotated instances. Further, based on their characteristics, the 30 instances are divided into four categories that focus on unimodal, multimodal, hybrid, and composition problems. For the 30 instances, both their dimensional range and search range are given in [-100, 100]. Note that Fit M * in Table 15 denotes the global optimum for each instance. More information involving the CEC2017 suite is illustrated in [55] .
B. PERFORMANCE INDICATORS
In [55] , the evaluation criteria for each compared algorithm on the CEC2017 benchmark suite is according to a total score of 100. Such a total score is further obtained according to the following two criteria: 1) With higher dimensions corresponding to higher weights, the sum of error mean values (SE) for a compared algorithm on the 30 CEC2017 instances on all dimensional problems (including 10-D, 30-D, 50-D, and 100-D problem) is formulated as follows: (27) where ef i is the error mean value for the ith instance of the 30 CEC2017 instances on different dimensional problems. For example, ef 10D i is the error mean value of the ith instance on the 10-D problem. Particularly, the total score of 100 for this part is given as follows:
where SE min is the minimal SE from all the compared algorithms.
2) With higher dimensions corresponding to higher weights, the sum of rank involving error mean values (SR) for a compared algorithm on the 30 CEC2017 instances on all dimensional problems (including 10-D, 30-D, 50-D, and 100-D problem) is formulated as follows: (29) where rank i represents the rank of an error mean value for the ith instance of the 30 CEC2017 instances with different dimensional problems. For instance, rank 30D i is the error mean value of the ith instance on the 30-D problem. Note that the total score of 100 for the second part is expressed as follows:
SR min is the minimal SR from all the compared algorithms. Finally, by combining Score1 and Score2, the final score for a compared algorithm can is given as follows:
Note that the higher the score of the algorithm, the better its overall performance.
C. COMPARED ALGORITHMS
The proposed algorithm is further compared with LMFO, OMFO, PSO, ABC, DE, COFFWA, SADE, MPEDE, SADEMFO, and MPEDEMFO on the CEC2017 benchmark suite with 10-D, 30-D, 50-D, and 100-D problem. Note that LMFO and OMFO have achieved the second and third overall rank on the CEC2013 benchmark suite among the seven MFO algorithms, respectively. Furthermore, COFFWA, ABC, DE, and PSO have achieved the second, third, fourth, and fifth overall rank on the CEC2013 benchmark suite among the ten population-based stochastic optimization algorithms, respectively. In addition, SADE is a representative DE algorithm published in [5] . MPEDE is a recently proposed DE algorithm published in [6] . Both have very competitive performance in handling global optimization problems. According to the principle of DELMFO, we further develop two DELMFO variants, namely SADEMFO and MPEDEMFO by using the SADE and MPEDE to replace the DE strategy of DELMFO. More precisely, in the DEFG strategy of DELMFO, either the SADE or MPEDE is employed to replace the DE strategy for evolving PBHSs and generating high-performance flames. The parameter settings for SADE is given as Cr=0.3, Strategy=4, K=4, and LP=50, as well as for MPEDE as Ng=20, C Rm = 0.5, F m = 0.5, and λ = 0.2. SADEMFO uses the same parameter settings with DELMFO and SADE; MPEDEMFO does the same with DELMFO and MPEDE.
To obtain fair comparisons among the aforesaid algorithms, they are all tested independently 51 times on each of the 30 CEC2017 instances. The maximum number of the FEs is assigned to 10000D. For the aforesaid algorithms, their population size is 30. The maximum iterative number is generally defined as the maximum number of FEs divided by the population size. Thus, for the aforesaid algorithms excluding DELMFO, their maximum iterative search number is set to 10000D/30. Because DELMFO executes the fitness evaluation for both each moth and its corresponding flame in each iteration, the maximum iterative number in DELMFO is set to 10000D/60. Table 16 .
Particularly, [55] states that the instance f2 on the CEC2017 test suite is not included in the results of Score1, Score2, and Score for each compared algorithm, because it fails to provides the stable performance for the same algorithm, especially on the higher dimensional problems.
From Table 16 , we can observe that the proposed DELMFO acquires the fifth overall rank among all the 11 algorithms according to the results of Score1. MPEDE and SADE acquire the first and fourth overall rank based on the results of Score1, respectively. Two DELMFO variants, SADEMFO and MPEDEMFO receive the third and second overall rank on Score1, respectively. Furthermore, Table 16 shows that the proposed DELMFO acquires the second overall rank among all the 11 algorithms according to the results of Score2. SADE and MPEDE win the third and fifth rank, respectively. SADEMFO and MPEDEMFO obtain the first and fourth rank, respectively. Finally, according to the results of Score, the proposed DELMFO acquires the fifth overall rank among the 11 algorithms; MPEDE and SADE acquire the first and fourth overall rank; Two DELMFO variants, SADEMFO and MPEDEMFO win the second and third overall rank, respectively, based on the results of Score.
It is worth noting that Table 16 shows that MPEDE provides the larger value of 0.1 , so it has the minimum value of SE among all the 11 algorithms. Consequently, MPEDE wins the highest score of Score1 according to formula (28) . From Table s11 of Section S-VII of the supplementary file, we can further observe that MPEDE has an extremely small mean error value on f30 with only the 50-D problem compared with the other ten algorithm. This is the main factor of why MPEDE has the extremely small value of 0. Consequently, to ensure a fair comparison between the 11 algorithms, we only utilize the 28 instances excluding f2 and f30 to generate the results of Score1, Score2, and Score listed Table 17 . In this case, Table 17 shows that only the overall rank values of MPEDE and MPEDEMFO on the results of Score1 become the second and first, respectively. The other nine algorithms remain the same overall rank values of Score1 as those in Table 16 . Similarly, for all the algorithms, their overall rank values of Score2 in Table 17 are identical with those in Table 16 . Finally, DELMFO still is the fifth overall rank value of Score; SADE and MPEDE obtain the third and fourth overall rank, respectively; MPEDEMFO and SADEMFO win the first and second overall rank, respectively.
In general, in Tables both 16 and 17 , DELMFO receives the fifth rank on the Score1 and Score; however, DELMFO does the second rank on the Score2. From Table 16 , an interesting observation is that DELMFO has the better overall performance than DE on the CEC2017 test suite, as well as SADEMFO also outperform SADE. Because of the instance f30, MPEDEMFO fails to outperform the MPEDE. However, another interesting observation is that not only does MPEDEMFO has the smaller value of 0.2 Table 17 provides a fair comparison. In this situation, MPEDEMFO and SADEMFO receive the first and second overall performance on the CEC2017 test suite, respectively. More interestingly, Table 17 shows that DELMFO obtains better overall performance than the DE on the CEC2017 test suite; SADEMFO does better that than SADE; MPEDEMFO does that than MPEDE. This suggests that any of the combinations between MFO and the different DE algorithms can provide better overall performance compared with the corresponding DE algorithm on the CEC2017 benchmark suite.
E. SCALABILITY ANALYSIS ON CEC2017 TEST SUITE
We also conduct the scalability analysis on the CEC 2017 test suite for the 11 different algorithms by using the average rank, final rank, and Wilcoxon signed-rank test. This can validate whether the performance of the 11 algorithms degenerates substantially with the dimensional problems increasing from the 10-D to 100-D problem. Due to space limitation, Tables  s9-s12 Table 18 only shows the average rank, final rank, and the total number of symbols ''+1'', ''−1'', and ''0'' between DELMFO and each of the other ten algorithms on the CEC2017 benchmark suite with different dimensional problems.
First, it can be seen from Table 18 that DE, SADE, SADEMFO, MPEDEMFO, and DELMFO all achieve better Furthermore, for the 10-D problems, we can observe from the pairwise comparisons (Wilcoxon signed-rank test) of Table 18 that DELMFO has better performance than any of PSO, ABC, COFFWA, LMFO, DE, and MPEDE; however, it has worse performance than SADE or SADEMFO. Interestingly, as the dimensions of the CEC2017 instances continuously increase, we can observe that DELMFO is always able to provide better results of Wilcoxon signed-rank test compared with any of the other ten algorithms. For instance, DELMFO has worse results of Wilcoxon signed-rank test than SADE on the 10-D CEC2017 instances. However, it can provide better results than SADE on the 30-D, 50-D, or 100-D CEC2017 instances. From the statistical results of Wilcoxon signed-rank test on the 30 CEC2017 instances, DELMFO has better pairwise comparison results compared with any of the ten population-based stochastic optimization algorithms with the dimensions of the CEC2017 instances consistently increasing.
Generally, although DELMFO fails to receive the first final rank among the 11 algorithms, it can provide the better 
VII. DISCUSSION A. DISCUSSION ON ADVANTAGES AND FEATURES OF DELMFO
The original MFO algorithm employs SFG and SFS to accelerate the convergence speed and improve the global search capability. However, the original MFO is still prone to sink into local optimum when solving complex optimization problems, such as shifted rotated problems and composition problems. This is mainly due to the following reasons:
First, SFG strategy generates the flames for the next iteration by directly selecting a set of the best individuals between flames and moths in the current iteration, resulting in fast information interchanges between moths and flames. Such interchanges make the flames vulnerable to loss of population diversity, such as the loss of some promising individuals. In this case, the flames are easily trapped into local optima. Owing to the attraction from the flames, it is hard for all moths to jump out of the local optima.
Second, the SFS strategy consistently shrinks the number of the flames with the iterative number increasing so that it does not provide the appropriate number of flames to guide the search of moths in different iterative stages, affecting the global search capability and convergence speed to some extent.
In addition, although most existing MFO variants [47] - [52] adopt various strategies to improve the original MFO, those improvements rarely consider how to avoid the imperfections of the SFG strategy. Therefore, most existing MFO variants are also easy to get trapped into the local optimum when dealing with the complex problems such as the CEC 2013 and CEC2017 test suite.
To address the problems mentioned, we have put forward a DELMFO algorithm, which adopts two different evolutionary strategies, namely DEFG and DFG, to provide high-performance flames and dynamically guide the search of moths in the iterative process, respectively.
In comparison with the most existing MFO algorithms, DELMFO has the following advantages and features:
(1) The DEFG strategy is developed to overcome the imperfection of the SFG strategy. The DEFG strategy is composed of the PBHS pool, mutation, crossover, and selection, which have the following characteristics and contributions.1) In each iteration, the PBHS pool stores the personal best historical solution for each moth, which can effectively reserve the elite individuals and avoid the loss of promising individual information; 2) Mutation employs the differential evolution strategy to offer the effective feedback information of PBHSs in different iterative processes. Specially, during the early iterative search, mutation can reflect the significant differences between different PBHSs so that the flames generated by mutation obtain large exploration scopes in the solution space, beneficial to heighten the global search capability of the flames; on the other hand, during the convergence process, the mutation operation renders the small differences between PBHSs so that the flames own the small search ranges, helpful to enhance a local search performance. Alternatively, mutation randomly chooses different PBHSs in each iteration to generate new flames, thus contributing to enrich the diversity of the flames and further improve the global search capability; 3) Crossover performs the dimensional update in each iteration to generate new flames via the probability selection, further promoting the population diversity of flames and improving the global search capability; 4) Selection retains the promising flames, which effectively guide moths to pursue the competitive solution in the entire search space.
(2) The DFG strategy is employed to improve the imperfection of the SFS strategy. Unlike the SFS strategy of MFO, the DFG strategy varies the number of flames only in two different stages of the entire iterative process. Concretely speaking, during the early stage of search, DFG allows each moth to use its corresponding flame to update its own position, which can provide the sufficient global search in the solution space; on the other hand, during the latter stage of search, DFG first sorts flames according to corresponding fitness values, and then selects the appropriate elite individuals from all the flames to guide moths for spiral search in solution space, which can reinforce the local search performance of DELMFO and accelerate the convergence speed. Therefore, DEFG mechanism can further improve the global search capability and accelerate convergence speed.
(3) By establishing the collaboration between DEFG and DFG, DELMFO offers a positive feedback channel that makes moths, PBHSs, and flames promote each other.
B. DISCUSSION ON CEC2013 TEST SUITE
To verify the performance of DELMFO, we conduct the comprehensive comparisons between it, six MFO algorithms, and nine popular stochastic optimization algorithms on the 28 CEC2013 instances including five unimodal instances, 15 multimodal instances, and eight composite instances. Experimental results confirm that the proposed DELMFO achieves the better overall performance involving the global search capability, convergence speed, and scalability than the other six MFO algorithms and nine popular stochastic optimization algorithms.
The theoretical analyses of why the proposed DELMFO algorithm outperforms the 15 compared algorithms on 30-D and 50-D CEC2013 instances are illustrated as follows.
a) The DEFG strategy first adopts the PBHS pool, mutation, crossover, and selection to generate the high-quality flames that guide moths to perform the high search in the entire solution space. Specifically, the PBHS pool aims to reserve the elite individuals and avoid the loss of promising individuals' information in the entire iterative process. Then, mutation and crossover are applied to these elite individuals for promote the population diversity of flames, enhance the global search capability, and jump out of local optima. Finally, selection can preserve the high-quality flames that can provide the sufficient population diversity, effectively guide moths to pursue the competitive solution, and enhance the search efficiency of moths in the entire search space.
b) The DFG strategy is employed to balance the global and local search capability of the proposed DELMFO algorithm. More precisely, during the early iterative process, DFG enables moths to use their corresponding flames to update their own positions, supplying the sufficient global search capability in the solution space; on the other hand, during the latter iterative process, DFG selects the most competitive elite individuals of all the flames to guide moths and reinforce the local search capability of DELMFO and accelerate the convergence speed.
Particularly, the influences of the DEFG and DFG strategy on DELMFO have also been evaluated, separately on the 28 CEC2013 instances. Experimental results demonstrate that the DEFG strategy plays a pivotal role in enhancing the global search capability and convergence speed of DELMFO; DFG can provide further improvements on the global search capability and convergence speed for DELMFO.
Therefore, by rationally combing the DEFG and DFG strategy, the DELMFO can obtain the high-quality solutions on the CEC2013 test suite.
Although the proposed DELMFO has better overall performance than the compared with algorithms, it cannot achieve the best result on each of the CEC2013 instances. As an example, DELMFO has slightly worse results than ABC on the 50-D composition instances. One possible reason for the above result is that compared with DELMFO, ABC adopts both the local search and re-initialization strategy for those individuals with poor fitness values so that it may be more suitable for dealing with the composition functions, especially in the higher dimension such as the 50-D problem. Particularly, ''No Free Lunch Theorems'' [53] pointed out that no single population-based stochastic optimization algorithms can perfectly solve any optimization problem in a well-established test suite. Actually, for a bunch of publications involving population-based stochastic optimization algorithms, it is extremely rare to discover one method outperforming all other compared algorithms on each optimization problem.
C. DISCUSSION ON CEC2017 TEST SUITE
We conduct the further comparisons between DELMFO, LMFO, OMFO, PSO, ABC, DE, COFFWA, SADE, MPEDE, SADEMFO, and MPEDEMFO on the CEC2017 benchmark suite with 10-D, 30-D, 50-D, and 100-D problem. Since [55] states that the instance f2 on the CEC2017 test suite is unable to give the stable performance for the compared algorithms. Therefore, the 29 instances excluding f2 are used to generate the results of Score1, Score2, and Score for each compared algorithm shown in Table 16 . However, the instance f30 is unable to supply the stable result for the MPEDE on the different dimensional problems. Consequently, to establish a fair comparison between the 11 algorithms, we only use the 28 instance excluding f2 and f30 to generate the results of Score1, Score2, and Score listed Table 17 , indicating that DELMFO wins the better overall performance than LMFO, OMFO, PSO, ABC, DE, and COFFWA. In addition, we also execute the scalability analysis for the 11 algorithms by using the average rank, final rank, and Wilcoxon signed-rank test on the CEC 2017 test suite. The results of Wilcoxon signed-rank test in Table 18 show that as the number of the dimensional problem increases from 10-D to 100-D, DELMFO has better scalability performance compared with LMFO, OMFO, PSO, ABC, DE, COFFWA, SADE, MPEDE, SADEMFO, or MPEDEMFO.
Particularly, similar to the previous theoretical explanation on the CEC2013 benchmark suite, the proposed DELMFO adopts the DEFG and DFG to generate the high-quality flames, improve the population diversity, and balance the global and local search capability so that it can provide the very competitive overall performance.
However, the proposed DELMFO is outperformed by SADE and MPEDE based on the Score of CEC2017 benchmark suite. The reason for the above fact is that DELMFO receives the low score value of 11.05 on Score1 of Table 17 , even though DELMFO offers the second better score value of 41.96 on Score2. Therefore, DELMFO has the low score value of 53.01 on Score, in Table 17 . For DELMFO, the low score value on Score1 is due to such a fact that DELMFO provides the poor error mean values on some of the 30 CEC2017 instances such as instances f12 and f18 with the 30-D and 50-D problems (see details in Tables s9 and  s10 of Section S-VII of the supplementary file), compared with SADE and MPEDE.
We also further give a possible theoretical explanation of why DELMFO is inferior to SADE and MPEDE based on the Score of the CEC2017 test suite as follow. Note that the DEFG strategy of DELMFO adopts the DE strategy to generate the flames and guide the moths to fly spirally towards the global optimum, so the DE strategy affects the performance of DELMFO to some extent. More specifically, the worse the DE strategy is used in DEFG, the worse the performance of DELMFO will be. Table 16 shows that the DE algorithm has much worse performance than the SADE and MPEDE algorithm on the CEC2017 benchmark suite, which may cause DELMFO to be overtaken by SADE and MPEDE. Therefore, the imperfection of the DELMFO can be attributed to such a fact that the performance of DELMFO is inevitably influenced by that of DE.
Fortunately, such an imperfection of the DELMFO can be addressed by introducing more advanced DE algorithms such as SADE and MPEDE. We have also developed two new DELMFO variants, namely SADEMFO and MPEDEMFO, which adopt the SADE and MPEDE to replace the DE of the DEFG strategy of DELMFO. Table 16 shows that the SADEMFO and MPEDEMFO show the better overall performance than MPEDE and SADE based on the Score of CEC2017 benchmark suite. This also further confirms the effectiveness and competitiveness of using double evolutionary learning strategy (the DEFG and DFG strategy) in MFO.
However, we also notice that by directly introducing SADE and MPEDE into DEFG of DELMFO, the performance of SADEMFO and MPEDEMFO has not been greatly improved compared with DELMFO. Even, the results of Wilcoxon signed-rank test of Table 17 shows that DELMFO achieves the more number of the promising results than SADEMFO and MPEDEMFO on the 30 CEC2017 instances with the 30-D, 50-D, and 100-D problem. The above results may be explained as follows.
SADE can automatically regulate both the mutation schemes by learning from their prior experiences in creating competitive solutions, as well as MPEDE adopts the multi-subgroup technique to implement an adapted ensemble of multiple mutation schemes. However, for SADEMFO and MPEDEMFO, the mutation schemes are only associated with the flames of DELMFO, instead of both the flame and moths. In fact, DELMFO is a double evolutionary learning algorithm involving the flames and moths. Therefore, it is necessary for SADEMFO and MPEDEMFO to establish an adaptive connection between their mutation schemes and both the flames and moths to greatly improve their performance. This also points the way for our future work.
In the future, our work will focus on how to rationally incorporate the advantages of the SADE and MPEDE into DELMFO to further improve the global search capability and convergence speed. In addition, the proposed algorithm will also be considered for optimizing the mass-spring model (MSM) in virtual surgery soft tissue model.
In particular, although DELMFO introduces the DE technique into the DEFG strategy, DE only serves as an auxiliary method for generating high-performance flames. The fundamental principle of DELMFO is that flames are employed to guide the search of moths. Thus, DELMFO is affiliated with MFO algorithm instead of DE. VOLUME 6, 2018 
VIII. CONCLUSION
This paper proposes a new DELMFO algorithm, where the double evolutional learning strategies, namely DEFG and DFG are employed to supply a positive feedback channel that makes moths, PBHSs, and flames promote each other. By rational collaboration between DEFG and DFG, DELMFO provides the promising overall performance on the global search capability, convergence speed, and scalability among all the algorithms.
