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Abstract

In this dissertation, a feedback neural network model has been proposed. This
network uses a second order method of convergence based on the Newton-Raphson
method. This neural network has both discrete as well as continuous versions. When
used as an associative memory, the proposed model has been called the polynomial
neural network (PNN). The memories of this network can be located anywhere in an
n dimensional space rather than being confined to the comers of the latter.

A

method for storing memories has been proposed. This is a single step method unlike
the currently known computationally intensive iterative methods. An energy function
for the polynomial neural network has been suggested. Issues relating to the errorcorrecting ability of this network have been addressed. Additionally, it has been
found that the attractor basins of the memories of this network reveal a curious frac
tal topology, thereby suggesting a highly complex and often unpredictable nature.
The use of the second order neural network as a function optimizer has also been
shown. While issues relating to the hardware realization of this network have only
been addressed briefly, it has been indicated that such a network would have a large
amount of hardware for its realization. This problem can be obviated by using a
simplified model that has also been described. The performance of this simplified
model is comparable to that of the basic model while requiring much less hardware
for its realization.

v

Chapter 1
Introduction

1.1 Biological Basis of Neural Networks
The brain is one the most fascinating structures in nature. It is the seat o f memory,
emotion and learning. It is also the organ from which all intelligent behavior emerges.
The brain is a vastly complicated structure consisting of numerous cells that are called
neurons. Investigations have shown that these neurons are essentially two-state cells
that can be either firing or quiescent. The neurons are connected to one another by
means of dendrites, that emerge from each of these neurons. The neuronal connections
themselves are referred to as synapses, and it is by means of these synapses that neu
rons exert excitatory or inhibitory influences on one another. The number o f neurons
in the human brain is estimated to be of the order of 1010, with the number of neuron
al connections being several orders of magnitude more. While very early investigators
of the brain believed that neural plasticity (i.e. the changes that occur in the brain as a
result of learning) arose as a result of an increase in the number of neurons, it was
shown by Hebb [Heb49] that plasticity was a result of chemical changes occurring at
the sites of the synapses. Consequently, it is the influence that one neuron exerts on
another that changes as the organism gains more and more experience.
The functioning of the brain is imperfectly understood. However, several
theories about underlying mechanisms of certain brain processes have appeared. A
lot of research has also focussed on modeling the brain by means of artificial struc
tures that are variously termed connectionist models, artificial neural networks or
simply, neural networks.

1
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1.2 Artificial Neural Networks
One of the earliest of neural networks models was that of McCulloch and Pitts
[McC43].

Another early neural network, the perceptron, proposed by Rosenblatt

[Ros62] drew a great deal of attention shortly after its inception. The perceptron
could be trained to perform input to output mappings through a simple learning
algorithm. It was widely believed that this model held the key to realizing better and
more sophisticated neural networks. However, it was subsequently shown that the
perceptron was incapable of mapping the simple XOR problem [Min69]. This finding
ushered in an era, popularly called the connectionist winter. This era, which lasted
for about a decade, saw research in the area of neural networks come to a virtual
standstill, particularly in the United States. Attention got diverted from neural net
works into other areas of AI. In the early eighties more sophisticated networks, such
as the feedback neural network of Hopfield [Hop82] and the backpropagation algo
rithm [Rum86], made their appearance.

These networks, coupled with powerful

learning algorithms, could perform a wide variety of tasks and readily found applica
tions in industry.
Associated with each neuron in an artificial neural network are the following: (i)
an input, (ii) a state of activation and (iii) an output. The input to each neuron
depends on the state of activation and/or outputs of some or all of the other neurons
in the network, as well as synaptic weights that are associated with the interconnec
tions. The state (of activation) of the neural network is the collective state of activa
tion of each individual neuron in the network.
Artificial neural networks are generally classified into two distinct categories:
feedforward neural networks and feedback neural networks. Feedforward neural net
works consist of distinct layers of neurons, the neurons in each layer receiving its
input from the neurons of the preceding layers only. Feedback neural networks are
characterized by a large number of feedback paths through which the outputs of the
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neurons are fed back to their inputs. Figures 1.1 and 1.2 show generalized feedfor
ward and feedback neural networks, respectively.
The updating of a feedback neural network is by a process of relaxation which
is governed by a set of discrete or continuous time equations, that enables the net
work to follow a trajectory that leads to one of its several stable states. These stable
states are called the attractors of the neural network. Feedback neural networks
belong to a wider class of systems called dissipative systems. Central to the dynam
ics of any dissipative system is the concept of energy. As the system follows a tra
jectory leading to one of its attractors, this energy gets lowered monotonic ally. There
fore an attractor of the system is a point where the energy is a local minimum.
Several feedback neural networks have been proposed in recent years. The feed
back network that was proposed by Hopfield, known as the Hopfield network, has
gained immense popularity.

This network is used primarily as an associative

memory and for combinatorial optimization. In contrast, feedforward networks are
used for function mapping, data prediction, filtering and expert systems.
Some of the more popular feedback neural networks, including the Hopfield
neural network have been described in the next chapter. These neural networks have
been classified as first order neural networks, because the dynamics of these networks
resemble the gradient descent technique of classical optimization theory. The
remainder of this dissertation deals with new neural network models that are
classified as second order due to their dynamic behavior. In Chapter 3, a second
order neural network is introduced that functions as an associative memory. Chapter
4 deals with a very similar neural network that can be used for optimization. A par
ticular application of this network has been illustrated in Chapter 5. Finally, Chapter
6 of this dissertation deals with the questions of future research in second order
neural networks.

Figure 1.1 A generalized feedforward neural network

Figure 1.2 A generalized feedback neural network

U\

Chapter 2
First Order Neural Networks

2.1 The Gradient Descent Method
One of the fundamental problems of applied mathematics is that of obtaining the
minimum of a function of several variables. In doing so without the aid of proper
mathematical tools, one is bogged down by having to determine, simultaneously, the
values of all the variables. Fortunately several mathematical tools do exist, particularly
when the function is analytical [Rao84]. Perhaps the simplest of these is the gradient
descent method. Most existing methods are variants of this simple technique. Suppose
the function whose minimum is required is a function of the independent one dimen
sional variables X], x 2, , ■■ ■,x n and is denoted by / ( x j , x 2, , ■■ ■ .■*„), then its gra
dient is given by the n-dimensional vector
3 / ( x ,, x 2, , . . ■- xn )
3x]
3 / ( x x 2, , . . • >-xn )
3x 2
V /( x ,, x 2, , ■■ ■

(1)
3 / (x i, x 2, , . . • >xn)
dxn

The function / ( x j , x 2, , ■■ ■,x n) of n variables may be regarded as a function of a
single multidimensional vector
x,
Xo
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in which case we may rewrite the function as / (X). Under these circumstances, the
gradient may also be rewritten as ^

dX

■Hereafter we shall use this notation for the

gradient.
The following proposition forms the basis of the gradient descent method
[Rao84]:
Proposition 1. If the function /( X ) is a scalar function having continuous first par
tial derivatives, with respect to each o f the variables x( o f the vector X, then its
r /Y \

gradient

dX

exists, and furthermore, if it is nonzero at any given point then it

gives the direction o f maximum increase o f f (X) at the same point.
In other words, the gradient defines the direction of maximum ascent in the
domain of the function. Conversely, the negative of the gradient should give the
direction of maximum descent. Utilizing this knowledge, and in the face of no addi
tional information, a reliable way to descend down to the minimum of a function
r /\r \

would be to follow the direction of the negative gradient — —— , till a minimum
dX
point is reached.
The gradient descent method, looking from another angle, linearizes the function
/ ( X ) by taking its first partial derivative with respect to the vector variable X and
proceeds along the direction of the negative slope. It is, therefore, a first order
method.
Feedback neural networks, in going downhill to one of their attractors, almost
always utilize a method that is similar to the gradient descent method. The neurons
of a neural network are not linear elements. Rather, they perform input-output map
pings of the form o:/?" —>[—1,+1]'* or a :R n —>[0,+ l]'! , where cr(.) is either a
component-wise monotonicallv increasing function, such as the well known sigmoidal
function, or a piecewise linear function. Therefore the descent method utilized by
such networks is by going along the direction a

r 3f(X)

ax

In addition, there may be
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certain other differences arising out of the fact that such networks need to be realiz
able in terms of hardware or electrical circuitry. Our view is that all the neural net
works that use variants of the gradient descent method should be classified as first
order neural networks.
2.2 Hopfield N eural Networks
2.2.1 Dynamics of the Hopfield N eural Network
There are both discrete as well as continuous versions of the Hopfield network
[Hop84], [Hop85]. This network, and other related networks, find applications both
as autoassociative memories as well as function optimizers. Such networks can be
easily realized through software and digital hardware. Some of these networks can
also be realized by means of simple linear and nonlinear analog circuit elements.
The Hopfield network consists of a group of neurons that are connected to one
another. For every connection between two neurons, there is an associated weight.
Let the synaptic weight associated with the connection from neuron j to neuron i be
Ttj . Similarly, let the synaptic weight for the connection from neuron i to neuron j
be Tji. The set of all interconnections for a network having n neurons can be
represented by an n xn matrix of weights T, called the interconnection matrix, which
is given by the following:
11

1 In

T =
T
1 n 1 ..... T1 nn

For the Hopfield network, the interconnection matrix is symmetric, i.e. for for all
neurons i ,j < n ,

= T^ . Additionally, the diagonal elements of the interconnec

tion matrix are zero, i.e. Tu = 0 for all i < n.
Each neuron in the Hopfield network is biased by a certain amount. Let us
denote by /,• the bias for neuron i. The bias vector is then given by the following:

9

7".
We shall denote by v( the output of each neuron i and by inpi the total input to
it, which is equal to the weighted sum of all the outputs from the other neurons plus
its own bias. Numerically, we write

inP i =

l L Ti j vj

+ h-

(2)

j =i

As mentioned earlier, there are discrete as well as continuous versions of the
Hopfield network. In the discrete Hopfield network, the states of activation of the
neurons are numerically equal to their inputs. The output v, of neuron i is related to
the input by the equation
vi = sgn {inpi)
= s g n ('Z T ijvj + /,.),

(3)
(4)

j =i

where sgn (.) is the sign function, which is +1 for non-negative arguments and -1 oth
erwise. It is seen that the outputs of the neurons are limited to two levels -1 and +1
only. One may also have a discrete network where the two levels are 0 and 1. In
such a case the sign function is modified accordingly. For the discrete Hopfield net
work we may at each discrete time interval choose to update the output of a single
neuron (usually selected at random) based on its input, or of all the neurons, thereby
giving rise to two different kinds of processes, usually referred to as synchronous and
asynchronous updating respectively.
Unlike the discrete version, in the continuous version of the Hopfield network,
the output of the neurons can acquire continuous values. But as before, the output of
each neuron is restricted either to the interval [0,1] or [-1,1]. When we restrict the
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output v, of each neuron i to the interval [0,1] this output is related to the state of
activation ut by the relation
vi = a ( u i ),

(5 )

where G(.) is the usual sigmoidal function given by
G(x) = -------,

(6)

I+e
where p. is a given constant. Unlike in the discrete Hopfield neural network, there is
no one-to-one mapping between the input inpi and its state of activation u,•. Rather,
the state of activation follows a time evolution that is governed by the following
differential equation:
dtt;

U:

n

The parameter x is referred to as the time constant of the network. We may rewrite
the above as a vector-matrix differential equation:
^ = - - + Tv + I,
dt
X

(7b)

where u and v are vectors whose i'h com ponents are

m;-

and v; respectively.

When the continuous Hopfield network is relaxed it follows a trajectory deter
mined by the above differential equation that leads to one of its attractors.
2.2.2 Energy in Hopfield Neural Networks
A globally defined parameter of the Hopfield neural network, variously called its
energy or Lyapunov function, can be defined. Relaxation of the Hopfield neural net
work may be viewed as a process in which this energy gets lowered monotonicaily.
The energy for a discrete Hopfield network is given by
E (v) = - '/ 2t Jf ivi Tu Vj - £ / , v;
i=\j=\

i=i

11

(8a)

= - ‘/2Vr Tv - Iv ,

where v is a vector whose i ,h component is v,, the output of neuron i and all other
quantities have their usual meaning.

It can be easily shown that E { \ ) decreases

monotonically in either synchronous or asynchronous updating.
The energy in a continuous Hopfield network may be defined as follows:
V;

A 1

E(v) = -V 2 'Z 'Z v i Tijvj - 2/,-Vf +
i=l x o
1=1
1=U=1
-!/2Vr T v

- Ivr + X “ j a \ v )dv.
(=1 x o

X{y ) dv

(8b)

The only addition to the energy defined for the discrete network is the integral term.
Differentiating with respect to time, we get

dE_=_ y ^ i

n

U:

Z V , ~ — +h
“ i dt _'=1
n dv: du:

dt
=

— Y

^
1=1

-------------

—

dt

dt

n
dv :
= - £ c r " ( v ,.)
dt
i<o,

since a -1 is a monotonic and increasing function. Usually the integral term is much
smaller than the other terms.
dvi
The motion of the neural network halts only when —— = 0. Starting from any
dt
arbitrary point the network eventually settles down at a point where this energy is
locally minimum. These minimum points of the energy are the attractors or stable
states of the Hopfield neural network. This point of view makes it possible to utilize
Hopfield neural networks in combinatorial optimization. In order to model such a
neural network using a suitable representation scheme, one has to find a suitable T
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matrix and I vector such that the attractors are points that represent both valid as well
as optimal solutions. Under these circumstances, the energy E ( \ ) of the network
comprises of two terms Eopt (v) and Epen (v).

The term &opt (v) attains minimum

values when the solution v is optimal, whereas the term Epen (v) ensures that the solu
tion is valid. The two terms Eopl(\) and Epen (v) may be further divided into several
other sub-terms, depending on the combinatorial optimization problem that one is
dealing with.
Such networks were first introduced by Hopfield and Tank to solve simple prob
lems such as A/D conversion [Tan88] and the Traveling Salesman problem, an NPcomplete problem that has acquired the status of a classic optimization problem
[Hop85]. The network was however found to yield invalid solutions a significant
number of times. Subsequent research has, in spite of making certain improvements
in the network, concluded the ineffectiveness of this network in solving the TSP
problem [Wil88].
The Hopfield neural networks have been employed in several other optimization
problems with better success. These include problems such as the sorting [Atk88] and
the n-queens problem [Tag88]. However the classical solutions to these problems are
obtainable in polynomial time and the use of neural networks is questionable, particu
larly since their solution does not guarantee validity.
Hopfield networks have been employed in several other NP-complete and NPhard problems. The problem of graph isomorphism was considered by Tagliarini and
Page [Tag88], again with limited success.
A variety of other improvements have been suggested. Lee and Shen [Lee89]
consider the elimination of local minima of feedback networks in A/D conversion.
Unfortunately, their results cannot be employed in other optimization problems.
The above studies indicate that the Hopfield network does not yield satisfactory
results in solving optimization problems. Nevertheless, neural networks represent a
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radically different approach. They can be realized by a simple network of nonlinear
amplifiers, resistors and capacitors and they can be simulated through digital
hardware or sequential/parallel software. Their solution can be obtained in real time,
a property that is especially important in certain optimization problems such as the
inverse kinematic problem [Guo89].
2.3 Other Feedback Neural Networks
In addition to the Hopfield network, several other feedback neural networks have
been proposed in recent years for a variety of applications. Most of these networks
bear a strong resemblance to the Hopfield neural network.
2.3.1 Stochastic Feedback Neural Networks
Stochastic neural networks or Boltzmann machines [Hin86], [Ama92] are feedback
neural networks that reach a minimum energy configuration by means of a probabilis
tic hill climbing algorithm.

Since a probabilistic descent allows the network to

escape from local minima, such an algorithm is an improvement. Consequently,
Boltzmann machines find wide applications in combinatorial optimization where a
global minimum is sought. The hill climbing algorithm used in such neural networks
is the simulated annealing algorithm. This technique is borrowed from the physical
annealing of solids, where a low energy state is found by first melting the solid and
then cooling it very slowly. In simulated annealing, a move, i.e. a small perturbation
in the current configuration of the network, is performed, and the associated change
in energy AE is computed. A downhill move that results in a decrease in energy is
always accepted, whereas an uphill move that results in an increase, is accepted with
AE

a probability e

T [Met53], where T is a control parameter, akin to temperature in

physical annealing, which we shall henceforth refer to as the temperature of the sys
tem. As the system is cooled, the temperature is lowered monotonically. It is easily
seen that at very high temperatures the probability of accepting uphill moves is very
close to unity. At such temperature the algorithm performs a random walk over the

configuration space. Because the probability of accepting such moves is very low at
low temperatures, the algorithm starts to behave in a greedy manner. At such tem
peratures, the algorithm is expected to have reached the vicinity of a globally
minimum energy level, and a low temperature ensures that it does not escape from
such a configuration.
The simulated annealing algorithm has been applied to the Boltzmann machine
as follows [Hin86]. Starting from a randomly generated initial configuration and a
very high starting temperature, a move is performed at every step, by randomly
selecting a neuron and changing its output (either from a +1 to a -1 or from -1 to a
+1). The resulting change in energy is computed and the move is accepted or rejected
in accordance with the criterion discussed above. The temperature is lowered in a
slow but steady manner.
Simulated annealing for Boltzmann machines has been outlined below:
begin
Conf i g = C onfig0
T = T’max
while ( T > T min ) do
begin
i = randint (1,«)

ae = 2 V ;
i=l

if ( AE < random (0,1) )
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The algorithm begins with an initial configuration C o n fig 0 and an initial high
temperature T max. In each iteration of the inner loop of the algorithm, a neuron is
picked at random, by invoking a function randint{) that returns an integer between
its two arguments, and its output complemented. The energy increment is computed
AE
as AE . The move can only be accepted with a probability e T . This is achieved by
invoking a second function random () that returns a real number between its two
arguments (which are in this case 0 and 1).
2.3.2 Lagrangian Optimization Neural Networks
Adding a weighted term to the energy function of a feedback neural network in order
to increase the likelihood of obtaining valid solutions, is not very effective. In recent
years, another approach, namely the Lagrangian method [Rao84] is increasingly gain
ing acceptance as a better method.

Neural networks that employ the Lagrangian

method have been proposed. Before discussing at length such networks, we begin
with a description of the Lagrangian approach.
Consider a scalar function, / (X), that is to be minimized with respect to the ndimensional vector x, subject to the m equality constraints g,(X) = 0, 1<i<n. A
Lagrange function for the above optimization problem is defined as follows:
m

L(X, Xlt %2 , ■■• , A.m) = / ( X ) + X W X ) .
(=l

(9a)

In vector form the above may be rewritten as
L ( X , X ) = f ( X ) + 7 J g(X),

(9b)

where X is an m-dimensional vector called the Lagrange multiplier of g(X). At the
constrainted minimum point, clearly the first partial derivative of the Lagrangian
function L(X, X) with respect to each of the Lagrange multipliers Xt , 1<i<m which
is equal to g, (X), should be zero. In addition, the necessary conditions for the func
tion /( X ) to have a constrainted minimum point is that the first derivatives of the
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Lagrangian function L( X, X) with respect to each component X i of the independent
vector variable X, also be zero at the minimum point. We present this in the form of
the following proposition [Rao84]:
Proposition 2. A necessary condition fo r the function f (X), o f the n-dimensional
variable X, subject to the constraint g(X) = 0, where g(.) is an m-dimensional fu n c
tion in X, to have a constrainted minimal point X*, is that the first partial deriva
tives o f the Lagrangian function L (X, X.) with respect to each o f its arguments at the
minimum point X* must be zero. Mathematically, we must have
dL(X, X)
0, 1<i<m
3X,3L(X, X)
= 0, 1<j<n.
sxj
Several feedback neural networks that make use of this method of constrainted
optimization have been proposed. But we shall only describe one of the most
significant neural networks of this class.
The feedback neural network proposed by Zhang and Constantinides [Zha92]
employs, in addition to n neurons whose levels of activation represent the n com
ponents of the independent vector variable X, a set of m neurons, called the Lagran
gian neurons, whose levels of activations are the Lagrangian multipliers of the m
dimensional constraint vector g(X). The network follows a trajectory defined by the
equations
dX
dL(X, X)
dt
dX
d X = 31 (X, X)
dt
3X

(10a)

(10b)

7\T /V
where L(X , X) is the Lagrangian of the optimization problem, and --------;---- and
3X
"A y / Y

—

3X

\

— - are its gradient vectors with respect to the vector variables X and X,

respectively. An energy function E( X, X) for the network was proposed. It is given
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by the following:
E(X,X) = »/2ll-^

X^
aX

ll2 + '/2llg(X)ll2,

(11)

where 11.11 the Euclidean norm of its argument. The network has been used for qua
dratic and nonlinear programming, as well as for the problem of image restoration, an
important problem in image processing.
2.3.3 Locally Connected Feedback N eural Networks
Most feedback neural networks are fully connected. One disadvantage of such a net
work is the costs associated with the hardware realization, particularly when a large
number of neurons are involved. Networks have been recently proposed whose neu
rons are only connected to their immediate neighbors. Such neural networks can be
implemented easily with simple analog or digital circuit elements. One very popular
neural network of this class is the cellular neural network proposed by Chua et al.
[Chu88a], [Chu88b], [Chu93], which we describe below.
A cellular neural network consists of an array of neuron-like analog computing
elements called cells. The set Nr (i) defines a neighborhood for each cell i. For each
cell i we

have an input n,(r), a state x t (t), an output y t (t), and finally,abias/,. The

output y t ( t ) is related to the state x t ( t ) as
y , ( 0 =/(■*,■(*)).

( I2)

where / ( . ) is an activation function that restricts the output to the interval [+1, -1].
A piecewise linear function or the usual sigmoidal function a(.) are two very good
choices for / ( .) . The cellular neural network is relaxed in accordance with the fol
lowing equation:
dx: ( t )
— — = -* .( 0 +
dt

£
jzKU)

A Ljy j( t ) +

£
jzKd))

Bi jUjiO + It.

(13)
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The superficial resemblance of this equation to that of the Hopfield neural net
work may be noted. Two important differences, however, are that the input

( t ) of

each cell i is also time varying, and that it appears explicitly in the equation govern
ing the behavior of the network. Due to these differences, the cellular neural network
has application that are different from the Hopfield neural network. Its applications
are mainly in image processing [Chu88b].

Chapter 3
The Polynomial Neural Network

3.1 Attractors o f Dynamical Systems
In order to explore the long term time evolution of dynamical systems, much recent
research has focussed on the nature of attractors [Dev86], [Pei92]. The simplest attrac
tor is the point attractor, a single point on the phase space, such that all trajectories
that originate in its vicinity eventually terminate at that point. This situation is depicted
in Figure 3.1(a). Limit cycles are attractors that correspond to periodic behavior of the
dynamical system. The well known Van der Pol oscillator is one example of a system
that exhibits limit cycles. Figure 3.1(b) shows a limit cycle. More complex attractors,
such as the torus will not be described here. There also exist a class of attractors,
called strange attractors, that display unusual properties.
An interesting property of a strange attractor is its sensitivity to initial condition.
Two trajectories, regardless of their initial proximity, may have a tendency to diverge
as shown in Figure 3.1(c). The actual long term behavior of a dynamical system hav
ing strange attractors thus crucially depends on its initial state, and two such systems
that start with very similar initial conditions will often behave very differently later
on. Strange attractors possess another veiy

curious feature, e.g. their Hausdorff

dimension defined by
D - H m « ,
5—>0 log(l/5)

(1)

is non-integral. In equation (1), N ( 5) is the number of hypercubes of linear dimen
sion 8 that are required to completely cover the attractor. For a I x l square, one
would require (//5)2 little squares of size 8x5 to completely cover the original square.
Therefore, the square has a (Hausdorff) dimensionality of 2. Examples of fractals are
the Koch curve and the Cantor set [Ber84],
19
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A point attractor

Limit cycles

Strange attractors
Figure 3.1 Three different types of attractors

21

Examples of systems possessing strange attractors are the Lorenz attractor
[Ber84] defined by
X =a(F-X )
Y = -X Z
Z

= X Y

+
-

(2)

rX - Y
b Z

,

or the Henon attractor [Ber84] defined by
X (k+n = Y(k) + { _ (a x(fc))2

(3)

y (* + l) _

3.2 Computing the Roots of a Function
Onefrequently addressed

problem of classical numericalanalysis is that of extracting

the roots of a given function / ( x )

of a single variable x , i.e.computing the solutions

to the equation
f i x ) = 0,
by an iterative method. A host of numerical techniques are available for the purpose.
Almost all of these methods perform an iterative mapping of the form

where x (n* and v (" +l) are the values acquired by the variable a* in the n ‘h and n + \ !h
iteration, and the function (()(.) is determined from f (x).

Some of the simplest of

these methods, such as the bisection method or the method of false positions [Cia82],
require only an

evaluation of f ( x ^ ) in the

n lh iteration.

extremely slow

in converging to the root. If, in addition, the given function is

But these methods are

si-f ( \
differentiable, e.g. if —^ — exists, then utilizing the derivative of the function
dx
results in more

efficient convergence. Such methods are second order methods of

extracting the roots of a function. The Newton-Raphson method is the simplest of
these methods, and most second order methods are variations of this method.
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3.2.1 The Newton-Raphson Method for a Function of One Variable
Suppose f ( x ) is the function of the single variable x whose roots are to be com
puted. Also, suppose at any stage of the Newton-Raphson method, we are at the
point x (n\ Consider the first two terms of the Taylor expansion of the function f (x)
around the point x
f { x ) =/(*<">) + df{X/ n ) { x - x {n\
d x (n)
If the point
is a root of the function f (x) then the right hand side of the above
equation is zero at x =

In other words, we have:

0 = f ( x {n)) +

(;c(n+1)-jc(,i)).

Hence,
x (n + l) _ ^ ( n ) _

_f(x^_
d f j x <">) '
d x (n)

Since we considered only the first two terms of the Taylor series expansion, the point
x (n+1) may not actually be the root of the function. However, it it a better approxi
mation than the previous value x (n\

In order to approach the actual root, a reason

able method is to repeat the above equation several times, till one arrives at a point
that is sufficiently close. This is the Newton-Raphson method. Occasionally the
method is known to diverge, as in the sigmoidal function shown in Figure 3.2. A
surer method to arrive at a root is to take smaller steps. Under these circumstances
we have:
jg(”+i) = x (n) - y f ( x(n)) .
d f j x (n))
d x (n)
where y is a constant that lies between zero and unity.

(4a)

• •

0.8
0.6
0.4

0.2

-

0.2

-0.4

-

0.6

-

0.8

x
Figure 3.2 Failure o f the Newton-Raphson method
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3.2.2 The Multidimensional Newton-Raphson Method
The Newton-Raphson method can readily be extended to a vector function of several
variables of the form f(X).

Equation (4a) that is for the case of scalars, may be

rewritten in vector form as:
X(n+1) _ x<") - y 3f(X(,,))

f(X(,,)),

ax(,,)
where

(4b)

3f(X) .
is called the Jacobicin of the function and is equal to

ax

a /,(X )

a /i ( X )

dx.

dx„

d f n (X)

df„(X)

dx,

dx„

3f(X)

ax

We shall, for the sake of conciseness, denote by f(X ) the Jacobian of f(X), in the
remainder of this chapter.
3.3 The Polynomial Neural Network
The stored memories of the Hopfield network are all binary vectors.

Should the

information vector be continuous valued, one is compelled to quantize the continuous
values so as to use the binary representation. This can increase the dimensions of the
network several-fold. Thus for sixty four quantization levels one would have to use
6n neurons for n variables. The dynamics of this network may be seen as a motion
through a n-dimensional hypercube until the corner corresponding to the stable solu
tion is reached.
In this section we consider feedback neural networks where the components of
the stored memories can be continuous values. In other words, the stored vectors can
be anywhere within the hypercube. This work can be seen as a generalization of
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discrete dynamical systems based on the iteration of a real function [Dev86],
[Kak93], [Pei92].
As is well known, Arthur Cayley in 1879 found that the zeros of the equation
z 3 -1 = 0 when computed iteratively define attraction regions for the starting points.
Arbitrarily close to any boundary point lie points in each of the three basins of attrac
tion. How such polynomials could be the basis of associative memory storage was
touched upon in [Dev86] and [Kak93]. We now take up the question of the develop
ment of the model and investigate its characteristics.
3.3.1 The Dynamics of the Polynomial Neural Network
We call the new feedback network a polynomial neural network, (PNN). This net
work attains equilibrium by seeking the roots of a certain polynomial function, called
its memory function. The roots of this function are the attractors of the network.
Given a set of memories M, constructing a memory function is a one step process. It
is because the memory function is a polynomial involving the various components of
the state X, that we chose to call this model the polynomial neural network.
The state of the PNN, in the k th iteration, denoted by

is an n-dimensional

vector in R" whose i th component X i is the state of the i th neuron. The memory
function is an n-dimensional mapping f(X) : R" —»R". The i th component of the
memory function / , (X), is nothing but the output of the i th neuron.
There are two kinds of connections in the PNN - the state connections and the
output connections. The state connections are represented by a matrix called the state
connection matrix S whose (i J ) ,h value, Sy is 0 or 1 depending on whether xt , the
state of neuron i , is required in the computation of / ■(X). The state connections of a
neural network having 5 neurons and 3 memories are shown in Figure 3.3.
The output connections are represented by a weight matrix W.
shows the output connections of a PNN.

Figure 3.4

s
Figure 3.3 State connections of a PNN
to

ON

2

1

5
Figure 3.4 Output connections of a PNN
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There can be discrete and continuous versions of the network. In the discrete
network, at the end of any particular iteration (say the k th iteration) the state vector
of the X (k) is updated in accordance with the following equation:
A X (k) = - W ^ k)f(X(k)),

(5)

where A X (k) is the increment in the state vector and W (^ is the weight matrix of the
network in the k th iteration. For the continuous network we have:
X ( t ) = -W (r)f(X (t)).

(6)

An implementation of a single neuron for a discrete PNN may be seen in Figure
3.5. The i th neuron in the network stores the value xt of X and computes the func
tion / , (X) which is the i th component of the memory function f(X). At the beginning
of each iteration, each neuron i relays the value of jc, to every other neuron via the
state connections. Using these values the i th neuron now computes /,(X ).

Subse

quently, these values are relayed to the other neurons by means of the output connec
tions. Finally, the incrementer (shown in Figure 3.5) computes the incremental value
Ax{ and updates x t accordingly. Such an implementation is possible by means of
existing compute hardware. We have not addressed issues relating to the realization
of the continuous version of the PNN. As a matter of fact, owing to the involvement
of a matrix inverse in the equations defining its relaxation process, the continuous
version may be implemented only approximately.
The memories of the PNN clearly are those values of X for which f(X) = 0. Let
us denote by M the set of memories, so that f(p.) = 0 if and only if |i e M. We now
define the attractor basin of a memory (I in M to be the set of states B(|i), such that,
if the PNN starts from within B(p), it eventually converges to the memory |l.
In the following lemma we derive conditions for the convergence of the PNN to
one of the stable memories. The similarity of these conditions with those in [Cia82]
may be noted.

Figure 3.5 A single neuron in a PNN
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Lem m a 1. Let (l £ M, so that f((x) = 0. Suppose there exists a ball

Bp^ = | x : 11X—
-jx11

<pj

and a number T| £ [0,1) such that
Supk>Q III - W ^ fC X ^ )! I < r|

(7)

if X (k^ £ B^, then if X ^ £ B ^, the sequence o f states X^°\ X(1\ X ® .... based on
the updation defined in (5) converges to p, e.g.

= p..

Proof: We shall prove the theorem by induction. Let us define the function g(X) by
the equation
g(X(*>) = X (k) - W (k)((X(k)),

(8)

Ilg'(X(*°)ll = III - W (^ f ( X (fc))lI < T1.

(9)

so that if X(A:) £ B,!f then

By the induction hypothesis let the states X(0), X ^ ... X(” -1^ all lie within the
ball B£. Then
IIX(n) - M-l I = I lg(X(" _1)) - g(p)ll,

(10)

since g(p) = p.. From the Mean Value Theorem, since X(" -1\ p £ B ^, there must
exist a vector cc in B ^ such that
llg(X(n-1)) - g(p)ll < Ilg'(<x)l 1.1 IX(" -1) - pi I.

(11)

and since llg'(a)ll < tj, we have
IIX(n) - p.11 < rillX ^ -1) - [ill.

(12)

By recursive application of (12) we obtain
I I X ^ - p l l < ri" IIX<0) - M.II
whence IIX(oo) - pi I = 0, or X(oo) = p.

(13)
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The above lemma confirms the existence of an attractor basin (that includes B^)
around each memory as long as the weight matrix meets the condition in (7). The
quantity p is the radius of the attractor basin B£ centered around the memory p. It
is clearfrom (13) that the rate of convergence depends on the parameter r\, being the
fastestwhen r| is kept asclose to zero aspossible.
The best choice of the weight matrix W is one that makes T| equal zero. Such
is the case when it is equal to

the inverse Jacobian of f(X), in every itera

tion. This choice of W is reminiscent of the Newton-Raphson method.
A Lyapunov or energy function given by the following equation is also pro
posed that is valid for both, the discrete and the continuous network.

It can be

shown to decrease with time/iteration when the trajectory originates within the attrac
tor basin of a memory. This function isgiven by
E ( X ) = >/2f(X)r f(X).

(14)

The correctness of this function will be proved for the continuous network, under the
assumption that the weight matrix W= f _1(X(r)). Differentiating E with respect to
the time variable t yields
dE{X) _

at

{)
-

3f(X)
dt

tn r \T d C T d X

( }

ax

dt

= f(X)r f (X)Wf(X)

= -f(X )r f(X).

(15)

3.3.2 Computation of the Weight Matrix
Our choice of W for the discrete network, based on the multidimensional NewtonRaphson method, is
W (k) = y F - ' ( X (Jc)),

where

y is a constant lying in theinterval

(16)
(0,1). For the continuous network we
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perform the computation once every x units of time. Hence, if f = k x + C, with C, < x,
then
W (0 = r l(X(kT)).

(17)

We may prefer to evaluate the weight matrix only once at the beginning of the relax
ation process. Under such circumstances, the weight matrix is given by
W = yf'-'(X(0)),

(18)

for the discrete network, or
W = f “‘(X(0)),

(19)

for the continuous network. This choice of W is expected to decrease the attractor
basins around the memories, while resulting in a substantial reduction in the amount
of computation.
We now provide means for constructing a suitable memory function from a set
of memories.
3.3.3 Construction of the Memory Function
The construction of the memory function is a single step process. Let jl,- be the i th
memory vector, whose j th component is p., j . The choice of f(X) is dictated by the
fact that the condition f(jn) = 0 <=> fi £ M

should be satisfied. In the one

dimensional case, constructing a memory function whose only roots are the desired
memory locations, is a trivial matter. For example, if we want a , (3 and y to be the
three memories, we can simply let f (x) = (x -a)(x -[3 )(x —y). This technique can be
used for complex memories. But it cannot be extended to more than one dimension.
For

example,

if

we

desire

the

three-dimensional

vectors

a = [ a ]5 a 2, a 3],

J3 = [J3], p2, P3 ] and y = [Yj, y2, Y3 ] to be the three memory locations, a choice of
(X, - ot,)(Xi - Pi)(Xi - Yi)
f(X) = (X2 - a 2)(X2 - | 3 2)(X, - Yl)

( X 3 - a 3) ( X 3 - p 3)(X1 - Y 1)
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would enable all combinations of the components of

a ,

P

and

7

to be (spurious)

memory locations. Thus [y,, (32, a 3] and [a ,, a 2, y3] would also be memories. The
method that we propose, called skewing, while not completely eliminating these
spurious memories, does reduce them considerably. In accordance with our method,
the i th component of the memory function for an n neuron network having m
memories is

f i = I I ( X t f +y - 1 )mod(n+1)

<7 + j ~ \ )mod(n +1 ))•

( 20 )

7=1

Example 1: Let us consider a three neuron network with two memories a and p.
The memory function of this network is
2 - p 2)

(X , - a , ) ( X
f(X )

(X

2 - a 2) ( X 3 -

(X

3 — a 3) ( X i — P j )

Suppose the memories
a

= [ 0 .2 0 0

p =

[ 0 .8 0 0

p 3)

and

a

are assigned the following numerical values:

P

0 .5 0 0

0 .5 0 0 ] r ,

0 .2 0 0

0 .3 0 0 ] 7 ,

and the network is initialized with the following vector:
X (0) =

In this case

[ 0 .3 0 0

f ( X (0 ))

f ( X (0 )) =

0 .3 5 5

0 .6 0 0 ] r .

is given by:
[ + 0 .0 3 5

+ 0 .0 1 5

- 0 .0 5 0 ] r .

The derivative f (X) is

f =

0

X] —

0

x 3-p 3

X 2- a 2

X 3- a 3 0

The interconnection matrix

X , —Pi

W ,

at the instant the network is relaxed, is the same as
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the inverse of this matrix, and is numerically equal to
+2.885 -0.961 +0.577
W = -0.096 +3.365 -0.192
+0.577 +0.336 -2.019
After 500 iterations of the discrete network with 7=0.01, the level of activation
reaches very close to the stable state

= [0.200 0.500 0.500]r . Figure 3.6

shows the decline in the energy of the system as it is relaxed.
Example 2: Let us consider a five neuron network with three memories a , P and y.
The memory function of this network is
(X j —cc1)(X2 - p2)(X3 —Y3 )
(X2 —a 2)(X3 - P3)(X4 —y4)
f(X) = (X3 - a 3)(X4 - p 4)(X5 - y 5)
(X4 - a 4)(X5 - p 5)(X1 - y 1)
(X5 - a 5)(X, - P , ) ( X 2 - y 2)
Figures 3.3 and 3.4 show the implementation of this network.
Suppose the memories a , P and y are assigned the following numerical values:
a = [1.000

1.000 1.000 1.000 1.000]r ,

P = [0.300 0.400 0.500 0.600 0.700]r ,
and
y = [0.000 0.000 0.000 0.000 0.000]5
and the network is initialized with the following vector:
X(0> = [0.260 0.410 0.550 0.650 0.600]T,
which is sufficiently close to p. In this case f(X(0^) is given by:
f(X(0)) = [-0.004 -0.019 -0.014 -0.009 -0.007]r
from (9). The derivative F(X) is

Energy
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Figure 3.6 The decreasing energy function in Example 1.
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(X

2—p 2) ( X 3- 73 )

( X ]- a

f=

(X

0

1) ( X 3- y 3 )

0

0

(X

3- p 3 ) ( X 4 - y 4 ) 0

4 - a 4 ) ( X 5~ p 5 )

2- Y 2 ) ( X 5- a 5 )

(X

0

( X ^ X X s - a g )

( X 2- a 2 ) ( X 4 - y 4 ) ( X 4 - P 4 ) ( X 5 - y 5 )

0

0

( X 2- a 2 ) ( X 3- p 3 ) ( X 3- a 3 ) ( X 5 - y 5 )

( X 5- p 5 ) ( X j - y , )

0

(X

1- a 1) ( X 2- p 2 )

0

0

( X 3- a 3 ) ( X 4 - p 4 )

( X 4 - a 4 ) ( X I - y 1)

, - p , }( X 2- y 2 )

The interconnection matrix W at the instant the network is relaxed is the same
as the inverse of this matrix, and is numerically equal to

W

=

+ 0 .0 5 9

+ 0 .4 9 5 + 0 .5 4 1

- 3 .8 1 4

- 0 .0 6 3

+ 0 .0 8 2

- 0 .0 3 7 + 0 .0 9 6

- 0 .0 5 4

- 2 .2 4 9

- 6 .4 8 9

+ 0 .3 6 5 - 0 .1 0 8

- 0 .7 2 4

- 0 .1 9 2

- 0 .6 8 2

- 5 . 4 5 4 + 0 .2 3 8

+ 0 .1 0 1

+ 0 .2 5 9

- 0 .9 7 9

+ 1 .5 7 5 - 5 .2 2 8

- 0 .2 7 9

- 0 .1 1 5

After 1 iteration of the discrete network, the new state
X ( ,) =

[ 0 .2 6 0

0 .4 1 0

0 .5 4 9

0 .6 4 9

with y=l would be

0 .6 0 3 ] r

The levels of activations come very close to the stable state (within

1%

error) in

5

iterations.
Spurious states:
There are two categories of spurious memories in the PNN. The first category arises
due to overloading the network, i.e. storing more than n memories in a network hav
ing n neurons. We illustrate this with an example:
Example 3: Let us consider a three neuron network with four memories a , p, y and
8. The memory function of this network is

(Xj-ajX^-p^CXa-YaXXj-S,)
f(X ) =

(X 2 -

a 2) ( X 3 -

P 3) ( X j -

y ,) (X 2 -

8 2)

(X 3 -

a 3) ( X , -

P 1) ( X 2 -

y 2) ( X 3 -

8 3)

In addition to the desired memory locations, the following vectors are also stored:
[ a , , a 2, 8 3] r ,
[ p b a 2 , y ^ ,]7 ,
[8 ], y 2, p 3]7

[ a 1( 8 2 , a 3 ] r ,

[ a , , S 2 , 8 3] r ,

[ p , , 8 2 , y 3 ] T , [ 8 j , a 2 , a 3] r ,

[ a , , P 2 , y 3] r ,

[ y ,, P 2, a 3] r ,

[ 8 , , a 2 , 8 3] r ,

[ 8 ,, 8 2,

[ y , , p 2 , 8 3] 7 ,

ag]7

and

. Due to overloading the network, there is a combinatorial explosion in
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the number of stable states, as is clearly seen. However, no matter how much the net
work is overloaded, all the desired memory locations still remain stable states.
The other category of spurious memories arises when in any two memory loca
tions, the components along any coordinate are the same.
Example 4: Consider a three neuron network with the two memories a and [I. The
memory function of this network is
(X, - a ,)(X 2 - p2)
f(X) = (X 2 - a ,)(X 3 - p3)
(X3 - a 3)(X, - p , )
Suppose a 2 = P2. Then allowing X 2 = a 2 enables the first two components of the
memory function to be satisfied. The third component could be satisfied either by let
ting X 3 = a 3 or by letting X \ = Pj. In either case, it is seen that only two com
ponents of the vector X are constrainted to assume fixed values, whereas the remain
ing one is slack i.e. free to assume any value.
This problem can easily be eliminated by adding a fourth component to the
memory function, namely ( X x - oti)(X3 - P3).
A spurious memory arising in the above manner may be easily eliminated by
adding extra components to the memory function. These components may be formed
by simple examination. A more systematic method would be to form a product of all
slack components for every two components of the memories that are equal and are
in the same locations.
3.3.4 Performance of the Polynomial Neural Network
In order to study the performance of the PNN and to explore its characteristics,
several experiments were devised, which are described in this section.
Attractor basins:
To explore the topology of the attractor basins, we devise a PNN with two neurons
and three memory locations at the points a = [0, 0]r , p = [0.5, 0.5]r and y = [1, l]r .
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The network was allowed to run for 15 iterations each time, and was assumed to
have reached any particular memory if the activation level of the network is within a
Euclidean distance of less than 0.05 from that memory. Results were plotted on a
120x120 grid.
Plots of the attractor basins reveal an interesting fractal topology. The attractor
basin for P has a palm leaf shape. The attractor basin for a , interestingly, are located
along the edges of this palm leaf. Figures 3.8, 3.9 and 3.10 show the attractor basins
of these memory locations.
Error-correcting ability:
When the PNN as used an associative memory, it should converge to the nearest
memory location. To study how frequently the PNN does so, one with four neurons
was set up and the following memories were stored: a = [0.8 0.6 0.4 0.2]r ,
P = [0.5 0.5 0.5 0.5]r and y = [0.2 0.4 0.6 0.8]7 . A set of experiments was per
formed to check the convergence of the PNN to the memory location y when it is
initialized with the vector
X = y+P

0.2 + p j
0.4 + p 2
~ 0.6 + p 3 ’
0.8 + p 4
where P is the perturbation vector. This vector P determines how far the initial state
X is displaced from the memory y. Each component p t of the perturbation vector P
was generated randomly in the interval [-8, +8], with uniform probability. The value
of 8 was varied from 0 to 0.9 at intervals of 0.1. For each value of 8, the PNN was
simulated 40 times with y = 1.0. A total of 50 iterations were allowed per simulation.
The results are shown in the form of a graph in Figure 3.11. It can be seen that as
the perturbation 8 increases, the likelihood of the network converging to the a stable
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state other than y also increases. Under these circumstances, the PNN is more likely
to come to rest at a spurious state than at either of the other two memory locations (3
or a. Also observe that the PNN is more likely to settle at the memory (3 than a ,
since y is closer to P than it is to a .
In another set of experiments, a four neuron PNN was simulated with its
memories now located randomly. Each component of its memory was drawn ran
domly from the interval [0, 1], with uniform probability. In other words, each
memory was now located at any point in a 4-dimensional hypercube with equal pro
bability. The set of experiments was repeated three times, with the number of
memories being equal to 2, 3 and 4 in the first, second and third time, respectively.
As in the previous case, the initial state of the network was determined by adding a
randomly generated perturbation vector P to the first memory M j. Each component
of P was as usual uniformly located in [-8, +8]. The value of 8 was increased from 0
to 0.9 in steps of 0.1. For each value of 8 the PNN was simulated 50 times. The
number of times the PNN converged to M] was noted. The results are shown in Fig
ure 3.12. As is expected, if the amount of perturbation is more, the likelihood that the
PNN shall stabilize at the correct memory decreases. Also, the fraction of times the
PNN converges to the correct memory drops, somewhat more rapidly, when the
number of memories is more.
A third set of experiments was devised to test the dependence of the PNN on
the number of neurons. Here also, each component of the vector P was generated
randomly. The Euclidean norm of P, given by
n

Zz

5><2
i=i
was kept constant while the number of neurons was varied from two to six. In each
case, two randomly generated memories was stored. The PNN was simulated 100
times for each experiment, with IIPlI kept at the values 0.25, 0.5 and 0.75
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respectively. The results are shown in Figure 3.13. Observe that there is a rise in the
error-correcting ability of the PNN as the number of neurons is increased.

en by
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Chapter 4
Second Order Neural Network for Function Optimization

4.1 Locating Extremum Points of a Function
One of the basic problems of classical optimization theory is to obtain the extremum
points of a function of several independent variables. The simplest approach for such
problems is the gradient descent method, a first order method that was discussed in
Chapter 1. Suppose / (X) is the function of an n-dimensional vector X and assume that
we are looking for a minimum point of /( X ) , then the negative gradient -

a/(X )

ax

yields the direction of maximum descent. It is convenient to follow this direction in
order to attain a minimum point. Accordingly, we have:

a„

a /(X )

(«)

( 1)

ax

where X(n) and X(n+1) are the values of the independent variable X in the n th and
n+ Ith iterations respectively, and a n is a constant that determines the step size in
that particular iteration. Selecting a suitable value for the quantity ot„ is of critical
importance for obtaining an efficient search method. Suppose, in the n th iteration, the
gradient

a /(X )

(«)

ax

has a component along the direction

a /(X )

ax

(«-d

, which is the

gradient of the previous iteration, the function is then said to be underoptimized in
the n —Ith iteration, since one could have moved further along the gradient in the
same iteration. On the other hand if

opposite to

a/(X)
ax

a/(X)

ax

(«)
has a component in the direction

Oj -1)
, then by a similar argument, the function is said to be

overoptimized. Consequently, one has to chose a value a such that the two gradients
are orthogonal to one another. Several methods exist which attempt to maintain an
48
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optimal step size at every iteration. Another approach usually taken is to take a direc
tion given by the vector

oX

, where D is called the deflection matrix. Its pur-

pose is to deflect the gradient vector

dX

towards a better direction. Accordingly

we have:
a /(X )
X(n+1) = X(n) - a D (n)
8X

(n)

(2)

Here the quantity a is usually a predetermined fixed constant.
A number of optimization techniques are based upon the conjugate direction
method, which reduces the number of iterations required to locate a minimum point
very effectively. This method carries out the optimization process along n different
directions, s l5 s2, ..., s„, such that for all i j < n, s,- and sj, are mutually conjugate.
For quadratic functions of the form
/( X ) = '/2Xr QX + LX + C,
locating the minimum point would require exactly n iterations, if the directions Sj, s2,

..., s„, are mutually Q-conjugate. For non-quadratic functions, the process may have
to be repeated several times before a minimum point is reached.
The convergence characteristics of the gradient descent method may be greatly
improved by using it in conjunction with the conjugate direction method. Such an
approach is the conjugate gradient method.
4.1.1 The Newton-Raphson M ethod
We have used the Newton-Raphson method to obtain roots of a vector function of
one or more variables. It can be extended readily to the problem of locating extrema
of a function of several variables. Consider the function / (X) whose extrema are to
be determined. Suppose X* is an extremum point, then the gradient

7$■
f

-— = 0 at
dX

the point X = X*. Treating the gradient of the function /( X ) as a vector function in
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X we can locate its roots to determine the extremum points o f /( X ) . In other words,

a

(n) -1

a /(X )

(«)
(3)

ax

<N

X(«+') = x ("

f 32/( X )
>
i

This equation is like Equation (4b) of Chapter 3.

Zt2f
The quantity —— _— js the
3X

32/( X )
matrix, whose (i , j ) th entry is the partial derivative *1 J ^
of the components x,
GMkj C/aj
and Xj of the vector X, and is the Hessian matrix of /( X ) .
Thus, the Newton-Raphson method can be viewed as a special case of Equation
(2) with the deflection matrix D being equal to

a 2/( X )

ax2

1

. It can be shown that

this is a good choice for D. The first two terms of the Taylor series expansion of the
function

df(X)
*
around the point X may be written as
oX
a /(X )

a /(X )

ax

ax

+ H(X

- X).

(4)

x=x*

Let X* be an extremum point. Since the first term of the expansion is zero,
= H(X* - X).

(5)

This leads to:

x*-x

n -l 9/(X)
ax

(6)

This equation is the same as Equation (2) with the parameter a set to unity.
Thus, for quadratic functions it is easily seen that the Newton-Raphson method con
verges to the desired point in a single iteration. For other functions, it may be argued
that the method leads to the nearest extremum point.
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4.2 N eural N etw orks for Optim ization
4.2.1 The Basic Model
A basic neural network model will be introduced that seeks a local minimum of an
energy function using the above method. Applications of this model to combinatorial
optimization have been proposed in Chapter 5.
The proposed neural network consists of a group of neurons, whose collective
level of activation can be represented by a vector X, whose component X t is the
activation level of the i th neuron. The activation levels may or may not be thresholded to some interval. There are both discrete as well as continuous versions of
this network.
For the discrete network, the vector X is updated in accordance with the equa
tion
X(*+i) = x ^ - i a \ d 2f ( X )
1 ax2

(*)' -1

V (X )
dX

(*)
(7)

where X ^ and X ^ 4-^ are the activation levels in the k th and k + I th iterations. This
would clearly lead to an extremum point of the defining function / (X) as has been
discussed earlier in Section 1. The relaxation of the continuous network is similarly
defined by:
dX
dt

d2f ( X )

d f(X )
dX

dX2

( 8)

It can be seen that the continuous network eventually acquires a level of activation
X, which is an extremum of the function / (X). Since
d2f (X) dX _
d X 2 dt

df(X)
dX ’

we have,
d 3 / (X) =
dt d X

df(X)
dX
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The solution of this differential equation is

3/(X) _

, a/(x 0)
ax0 ’

ax

(9)
~\r / v \

is the initial gradient (i.e. at t=0).

where

decays exponentially as the time variable t —

Clearly, the gradient

ax

As a result the network asymptoti

cally approaches an activation level where the gradient is zero. In other words it
reaches a extremum point of / (X).
When the function / (X) is quadratic, it needs to be computed only once during
the entire relaxation process of the network. The continuous network is globally
asymptotically stable by the following lemma:
Lem m a 1. I f f (X) is a function o f the n-dimensional vector X, and the gradient
and Hessian are defined everywhere in R " , then the neural network whose trajectory
is defined by the following equation:
dX _
dt

d2f (X) " d f (X)

ax2

ax ’

is globally asymptotically stable.
Proof: Define a function E (X), the energy function of the network, as follows:

Differentiating E (X) with respect to the time variable t , we get:

dE(X) _
dt

a/(X)

dt

a 2/ ( X ) dx

ax2 dt

d f ( X ) ] T df(X)
dt
dt
< 0.

(10 )
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Since the function E( X) is positive definite, the network is globally asymptotically
stable.
In order to demonstrate the ability of basic model we present a few examples.
Example 1: Consider the following function of a single variable x:
f (x) =

— X3

3

- —x 2 + 2x.
2

Figure 4.1 shows a plot of this function. The two extrema of the function for which
^X ^ = 0 are x = 1 and x = 2. A basic neural network model was simulated to
dx
find an extremum of this function. The initial state of the only neuron was set at 1.4.
The simulation was performed for 5 artificial time units. A total of 250 iterations
were allowed per simulation, with each iteration corresponding to 0.02 time units.
Figure 4.2 shows the evolution of / ( x ) ,

df
dx

d 2f (x)
and — ^ — during the simulations.
dx2

The time evolutions of the energy function E (x ) and the independent variable x itself
are shown in Figures 4.3 and 4.4, respectively. From Figure 4.4 it is seen that the
variable x stabilizes at the point x = 1 which is an extremum point.
Example 2: Consider the following cubic function of two variables x and y :
f ( x , y ) - x 3 +2y3 + 3xy2 - x 2y + y 2 +3x.
Plots of the function are shown in Figures 4.5(a) and (b), with the second figure pro
viding a closer view of the function in the vicinity of an extremum. The basic model
was simulated with the initial values x = 1.4 and y — 1.1. A hundred iterations was
allowed with each iteration corresponding to a time increment of 0.02 units. The time
evolutions of the function itself and the energy are shown in Figures 4.6 and 4.7,
respectively. The model arrives at the point x = 0.8 and y = 0.3 in the time allowed
which is seen to be very close to an extremum.
Example 3: Consider the following function of two variables x and y :
f (x ) = sin (x )cos (y) + x 2 + y 2.

The basic model was simulated. Two hundred iterations were performed, each itera
tion being the equivalent of 0.02 time units. The model was initialized with x and y
being equal to 0.3 and 1.8, respectively. Figure 4.8 shows a plot of the function. It
may be observed from this figure that there is an extremum very close to the origin.
The model arrives at a point very close to this in the given time. Figures 4.9, 4.10
and 4.11 show the time evolution of the function, the corresponding energy as well
as that of the variables x and y , respectively.
4.2.2 The Simplified Model
One of the difficulties in realizing this network is the computation of the inverse Hes
sian of /( X ) . This problem is obviated in another neural network model that will
now be introduced in this section. This model, which is a simplified version of the
basic neural network model that was introduced in the previous section, is neverthe
less a second order neural network.

Instead of following the multidimensional

Newton-Raphson as in the basic model, this network separately performs computa
tions separately along each coordinate. Since this leads to optimizing the function
along mutually conjugate directions, this approach resembles the conjugate direction
method that was discussed previously. But in contrast to the optimizations that are
carried out sequentially in the latter, they are carried out in a parallel manner in this
method.
Like the basic model, the simplified model may be either continuous or discrete.
For a simplified network having n neurons, the relaxation process of the discrete ver
sion is governed by the following equation:
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where x ( is the current activation level of the i ,h neuron. The relaxation process of
the continuous version is governed by the equation:
d / (*1*2

clx:

' ' '

'x n )

dx.-

~ r = - — , ---------- :---------dt

d fix

1*2 ' ' '

.

(12)

rXn )

dx2
where x { is the current activation level of the i th neuron.
The continuous version of the simplified model is shown to be globally asymp
totically stable by the following lemma:
Lemma 2. I f f (x^x-j, ■■■ ,xn ) is a function o f the n real variables
d f ( x {rx 2, • • ' ,An )
whose first partial derivatives -------------------

x j, x 2, ■■■,xn

fo r i=l,..n existeverywhere in

OXj

d2f {x \,x2, ‘ ‘ ’ ,xn )
--------------------dx2

R" and whose second partial derivatives

existand isnon-

zero, then the neural network whose trajectory is defined by the following equation:

d/(*i,*2 ' ‘ ‘
dx:
dt

)

dx,
d2f ( x \ X 2 • • • pc„) '
dx2

is globally asymptotically stable.
Proof: Let us define the energy function E( x \ , x 2,..., xn) as
d f ( x i,
E { x x, x 2,..., xn ) = -V 2 Y4

dxj

1=1

Differentiating E ( x ],x2
dEj x i,x2

x n ) with respect to time, we have
xn) _

n

df(x^x2
dx,

xn) d2f ( x |,a 2, . . . , xn ) dxt
d2x,

dt

Since the function E { x x, x2, . . . , xn ) itself is

positive, it follows that the

simplified neural network is globally asymptotically stable.
Example 4: Consider the cubic function of two variables x and y in Example 2:
f ( x , y ) = x 3 +2y3 + 3x y 2 - x 2y + y2 +3x.
The simplified model was simulated for 1,000 iterations. Each iteration corresponds
to a time interval of 0.002 units. Figures 4.12 and 4.13 show the time evolution of
the function and the energy, respectively.
Example 5: Consider the function of two variables x and y in Example 3:
/ (x ) = sin (x )cos ( y ) + x 2 + y 2.
Simulations for the simplified model was performed. With each iteration being the
equivalent of 0.02 time units, a total of 200 iterations were performed. Figures 4.14,
4.15 and 4.16 show the evolution of the function, the energy and the variables x and
y , respectively.
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Chapter 5
The Grid Connection Problem

5.1 The Grid Connection Problem
The problem of connecting a given set of points on a grid by means of straight lines
was in [Bir89] to be an NP-complete problem in more than two dimensions. One is
motivated to look for a good solution in a reasonable amount of computational time, as
an exhaustive search for the globally optimal solution requires prohibitive computation
al time. For the sake of conciseness, we shall refer to this problem as the Grid Con
nection Problem (GCP). A formal definition of this problem is as follows. An instance
of the Grid Connection Problem in n dimensions consists of an n dimensional grid of
size

/ 1x/ 2

‘ ‘ ’ x/;! and a set of active points with specific locations on the grid. These

points are known as active points. Each of these active points are to be connected to
one of the 2n faces of the grid by means of straight lines. A violation is a situation
where the straight line connections of two active points either intersect at right angles,
or overlap for a certain length. The problem is to find a set of connections such that
the total number of violations is minimized. Figure 5.1 shows an instance of a two di
mensional grid with eight active points connected to the faces and with three viola
tions. It is immediately seen that this problem finds applications in VLSI routing.
5.2 A Neural Network solution for GCP
We now discuss a method of mapping an instance of the three dimensional GCP onto
the proposed neural network. The technique can be readily extended to any number of
dimensions.
In three dimensions, the grid has six faces, two each along each coordinate.
Consider an active point P, whose location on the grid is specified by the coordinates
Xj, y,-, z ,. Its connection to one of the six faces can be represented by three neurons
cq, bt and ct . Each of these neurons can acquire values (activation levels) of +1, -1
74
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or 0 accordingly as the point is connected in the positive or negative direction or
unconnected along that particular coordinate. Since each activation point has to be
connected, one of the three neurons has to acquire a nonzero value while the other
two remain at zero in any valid solution. This validity constraint is taken care of by
the following penalty function whose minima represent valid solutions:
( 1)

In order to introduce a term that has a preference for optimal solutions we define the
following functions. The function 8(condition) is 1 or 0 accordingly as condition is
true or false. The functions x'i and x l are defined as:

(2a)
and

xn

_

x n if x<0,
0
if jc >0 ‘

(2b)

For the straight line segments of two activation points Pt and Pj to intersect, their
coordinates along any one direction must be the same. Now suppose their z coordi
nates are indeed identical. Hence their connecting segments shall intersect at right
angles, only if the following two cases arise:
1.

a.j = ±1, b( = ±1 and either x { lies between xj and

or yj lies between y(- and

2.

cit = ±1, bj = ±1 and either Xj lies between xt and a,- or yi lies between yj and
bj.

A term that acquires a nonzero value when the first of these two cases arises, is
given by:
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8(z, =Zj)[(ci j )+(/?, )+5(x, > x J )?)(yJ > y ,) + («y )i1(fy )+ 5(xy >*,■ )§(yy >>’,■) +

(aj )+(bl )% x , >xj )5(yt >yy) + (ay )l(b l )lU x j >x( )S(y(->yy-)]

(3)

A second term corresponding to the second case can be formulated accordingly.
Similar terms corresponding to analogous situations along the other coordinates, can
be formulated, giving rise to a total of eight terms, the sum of which shall be denoted
by / o 'O 'j ) Violations

can also arise due to connections that overlap for part of their

lengths. Terms corresponding to such situations are formulated as in the previous
case. Suppose, the two points Pl and Py have the same z coordinate. In order for
their connecting segments to overlap, we must have the following:
1.

xi = Xj, and either bl = +1, yy>v,- or b t = -1 , y t >vy-

2-

}’i = Vj, and either ay = +1, x t >xy or ay = -1 , Xj > x t

A term that acquires a nonzero value when the first of these two cases arises is given
by:
[A 8 ( z i =Zj ) [ ( bi )^d(xi =Xj ) 8( yj > y i )

+ (aj ) ^ ( x i >xj )8(yj = y i ) +

( b ^ l d i x —X j W y ^ y j ) + (aj ) l d ( x j > x i ) b( yi =y j )]

(4)

Since each violation is accounted for twice in (6), the latter has to be multiplied by
Vi. Other terms are formulated accordingly, and the sum of all these terms shall be
denoted by f 0 \ i , j ). Let the sum f 0 1(/ ,j )+ fa 2(i , j ) be denoted by f a (i , j ).
The function to be optimized is therefore given by

E = Tfp (i)
‘

O' J )

+

(5 )

‘ j

where a is a numerical constant.
5.3 Results
In this section we first introduce a heuristic for the GCP. It may be seen that if an
active point is connected to the face of the grid it is nearest to, the resulting length of
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the connection resulting from that active point, is minimized. Consequently, the total
number of violations is also reduced. This observation leads to the following heuris
tic:
The active points should be connected to the face it is nearest to.
While attempting a neural network solution, this heuristic has been used to generate
an initial neural network configuration. This would enable the neural network to start
from a point in the vicinity of a good solution, thereby not only improving the output
that the network would finally yield, but also to shorten the running time of the net
work. In the initial configuration, for every active point Pt there are three neurons at ,
b( and ct . That neuron, whose acquiring a non-zero state of activation represents a
connection towards or against the face nearest to Ph is biased w’ith a value ±0.6,
while the other two neurons are initialized with random values in the interval
[-0.25,+0.25]. The neuron is initialized with a value of +0.6 when a connection in
the positive direction is required, in order to connect Pt to the nearest face, and with
a value -0.6 otherwise. This method was found to generate a very good initial
configuration for the neural network.
The simulation consisted of 2,500 iterations, with each iteration corresponding
to 0.01 time units. At the end of the simulation, the three neurons at , bt and C/
corresponding to each active point /+, was examined for the maximum absolute
value. The one with the largest value was thresholded to +1 or -1 depending on its
sign, whereas the other two were set to zero. A subroutine was invoked to compute
the final number of violations.
Instances of an 8x8x8 grid were generated, with the active points located ran
domly. The results of the simulation for different number of active points are shown
in Figure 5.2. In each case a greedy solution was generated, based on the heuristic
that we have discussed previously in this section. It was found that, in terms of the
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number of violations, the neural network provides an improvement over the initially
generated configuration.

Figure 5.1 An example of GCP.
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Figure 5.2 Results of the simulation.
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Chapter 6
Conclusions

6.1 Discussion
In this dissertation a new feedback neural network was introduced. The relaxation pro
cess of this network is based on the second order Newton-Raphson method of conver
gence. In Chapter 3 this neural network was introduced for applications in associative
memory, and was named the polynomial neural network. Both discrete as well as con
tinuous versions of the network were introduced. The memories of the polynomial
neural network can be placed anywhere within the hypercube defining the limits on the
state of activation of the individual neurons. This is in contrast to the feedback neural
network of Hopfield, where only the corners of the hypercube are possible memory lo
cations. This suggests applications of the polynomial neural network that are different
than that of the Hopfield network. Such a network is advantageous in several ways.
For example, consider an image processing application where each pixel requires n
different quantization levels. Under these circumstances one would require upto n neu
rons per pixel when using a Hopfield neural network, with a single neuron representing
each quantization level, or log2(n ) neurons if using a binary representation. On the
other hand, when using a polynomial neural network, one requires only a single neuron
per pixel, even when the desired number of quantization levels is arbitrarily large. This
results in a several fold reduction in the size of the neural network.
The concept of a memory function was introduced in Chapter 3. Constructing
this function is a single step process, and one does not have to resort to iterative
algorithms, such as the delta rule, in order to store the desired memories. An energy
function of the polynomial neural network was proposed, which was constructed
from the memory function of the network. The existence of this function indicates
the stability of the network.
81
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The polynomial neural network provides substantial error correcting ability, a
property that is of importance in applications as associative memory. When the initial
state of the network is displaced from any particular memory even by a very large
amount, there is a strong likelihood of its settling back at that particular memory. The
issue of implementing the polynomial neural network, was also examined. Owing to
the more complex second order descent method used, the polynomial neural network
offers an additional advantage of speedy convergence. Our experiments tell us that
the network requires as few as three or four iterations in order to reach a particular
memory.
We also explored the attractor basins of a simple two-neuron polynomial neural
network. The basin boundaries are fractals. Therefore, the network is expected to
display a highly complex and often unpredictable behavior. For example, when start
ing arbitrarily close to one of the memories, in a network with more than one
memory, one is not guaranteed to converge to the same memory, even though the
likelihood of its coming to rest at the nearest memory location is quite high.
In Chapter 4 the second order neural network was introduced as a function
optimizer. That it can effectively optimize not only quadratic functions but non
quadratic functions as well was illustrated with the help of several examples.
A disadvantage of the second order neural network lies in the fact that it
requires a matrix inversion module in its hardware realization. Consequently, one
has to invest more on hardware in order to realize the network. This may be par
tially offset by the fact that, in certain applications, fewer neurons are required. For
the purpose of hardware realization, a simplified second order model was suggested
in Chapter 4, which was shown to perform satisfactorily in function optimization.
6.2 Suggestions for Further Research
While a method of constructing the memory function of the polynomial neural net
work was suggested, this by no means is the only method. Any function, even a
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non-polynomial one, whose roots are the desired memory locations, could serve as an
effective memory function, provided it is differentiable with respect to each of the
state variables. As a direction for immediate research, one could look into ways of
exercising control on the shape of the attractor basins of the polynomial neural net
work by using non-unary exponents. When the memory locations of the neural net
work are not immediately known, one is compelled to use iterative means in order to
train the neural network.

Under these circumstances, a coincidence-type learning

algorithm constructed along the lines of the Hebbian rule, or even a gradient based
learning algorithm such as the delta-rule, is likely to be very effective.
In computer simulations of the second order neural networks, one often
encounters matrices that are either singular or nearly so. In these cases the simula
tions were performed by taking the matrix inverse that was computed in the previous
iteration. While this method proved to be adequate for our study, we believe that
there should be better numerical algorithms that could be used for further, more
thorough, investigations.
Issues pertaining to the hardware implementation of the network were addressed
only briefly. While we have pointed out some of the limitations of the basic second
order neural network model, we have also suggested simplifications in the second
order algorithm used. We believe that, like the Hopfield neural network or the cellu
lar neural network, such a simplified model should be easy to realize using electrical
circuitry.
The attractor basin boundaries of the polynomial neural network were found to
be fractals. Are the attractor basins boundaries of the Hopfield network and other net
works also fractals? A mere look at diverse occurrences, ranging from the large
scale structure of the Universe to satellite pictures of the moon and down to the
growth of bacteria in a uniform organic medium, all suggest that fractals are the
norm, rather than the exception in nature. Neural networks draw motivation from the
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brain. On closely examining a picture of the dendritic connections, one cannot help
but notice the highly complex manner in which these dendrites branch and sub
branch before joining other neurons. The neuronal connections in nature are also
fractal-like. Design of artificial neural networks with such connections is an interest
ing research problem.
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