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Abstract
Hypothesis testing is a prevalent method of inference used to test a claim about a popu-
lation parameter based on sample data, and it is a central concept in many introductory
statistics courses. At the same time, the use of hypothesis testing to interpret experi-
mental data has raised concerns due to common misunderstandings by both scientists
and students. With statistics education reform on the rise, as well as an increasing
number of students enrolling in introductory statistics courses each year, there is a
need for research to investigate students’ understanding of hypothesis testing. In this
study we used APOS Theory to investigate twelve introductory statistics students’ rea-
soning about one-sample population hypothesis testing while working two real-world
problems. Data were analyzed and compared against a preliminary genetic decompo-
sition, which is a conjecture for how an individual might construct an understanding
of a concept. This report presents examples of Actions, Processes, and Objects in the
context of one-sample hypothesis testing as exhibited through students’ reasoning. Our
results suggest that the concepts involved in hypothesis testing are related through the
construction of higher-order, coordinated Processes operating on Objects. As a result
of our data analysis, we propose refinements to our genetic decomposition and o↵er
suggestions for instruction of one-sample population hypothesis testing. We conclude
with appendices containing a comprehensive revised genetic decomposition along with
a set of guided questions that are designed to help students make the constructions
called for by the genetic decomposition.
Keywords: Hypothesis testing, Introductory statistics, APOS Theory
1 Introduction
The use of statistics is crucial for numerous fields, such as business, medicine, education, and
psychology. According to the Guidelines for Assessment and Instruction in Statistics Edu-
cation (GAISE) College Report, more students are studying statistics due to its importance.
As a result, the GAISE called for nine learning goals, one of which stated, “students should
demonstrate an understanding of, and ability to use, basic ideas of statistical inference, both
hypothesis tests and interval estimation, in a variety of settings” (GAISE College Report
ASA Revision Committee, 2016, p. 8). In other words, in an introductory statistics course,
students should understand and be able to apply hypothesis testing in various situations.
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Hypothesis testing, as explained by Davis and Mukamal (2006), is a procedure for test-
ing a claim about a population parameter; it involves measuring the strength of evidence
provided by sample data (see also Triola, 2014). In particular, hypothesis testing involves
formulating opposing statements—the null hypothesis and alternative hypothesis—about the
population parameter of interest. The goal of hypothesis testing is to determine whether or
not to support the original claim, based on whether we reject the null hypothesis. To do so,
a sample statistic is measured or observed, and a decision is made to reject or fail to reject
the null hypothesis based on the extremity of the sample statistic. This decision is based on
the probability, called the p-value, of observing the sample statistic, under the assumption
that the null hypothesis is true. In particular, if the p-value is small enough, then we reject
the null hypothesis.
While hypothesis testing is an important tool of statistical inference (Krishnan & Idris,
2015), its use to interpret experimental data has received criticism (Motulsky, 2014; Nick-
erson, 2000; Nuzzo, 2014) due to the common misunderstandings by both scientists and
students when using this method (Batanero, 2000; Dolor & Noll, 2015; Vallecillos, 2000),
such as the meaning behind the p-value. Rather than abandon this method of inference en-
tirely, researchers have called for improving the education and understanding of hypothesis
testing. For example, LeMire (2010) defended the use of hypothesis testing and provided
a framework that can be used to develop instructional content, with the goal of fostering
student understanding.
There are few studies on student understanding of hypothesis testing as a whole (Smith,
2008). With statistics education reform on the rise across the United States, as well as an
increasing number of students enrolling in introductory statistics courses each year, there is
a need for research that investigates students’ understanding and curriculum e↵ectiveness of
hypothesis testing, a concept taught in almost every introductory statistics course (GAISE
College Report ASA Revision Committee, 2016; Krishnan & Idris, 2015).
Our study investigated the understanding of one-sample population hypothesis testing1
by university students enrolled in an introductory statistics course based on the emporium
model (described in Section 4). This report aims to answer the following research question:
How do students reason about the concepts involved in one-sample population hypothesis
testing? In particular, how do students reason about these concepts while working two
problems involving real-world situations?
2 Literature review
Research has revealed that although students are able to perform the procedures surrounding
hypothesis testing, they lack a strong understanding of the concepts and their use within
the procedure (Smith, 2008). Providing a survey of research on students’ understanding of
statistical concepts, Batanero et al. (1994) stated that hypothesis testing “is probably the
most misunderstood, confused and abused of all statistical topics” (p. 541). Students appear
to experience a “symbol shock” (Schuyten, 1990), which provides an obstacle for students
interpreting particular questions (Dolor & Noll, 2015; Liu & Thompson, 2005; Vallecillos,
1Throughout this paper, hypothesis testing is meant to specifically refer to one-sample hypothesis testing.
2
2000). Vallecillos (2000) found that students have trouble with not only the symbols, but also
with the formal language and meaning behind the concepts involved in hypothesis testing,
including words such as “null” and “alternative” when referring to the hypotheses. Students
interviewed were not able to accurately describe what these terms mean and how they
impact the decision to either reject or fail to reject the null hypothesis (Vallecillos, 2000).
Williams (1997) made a similar observation. She found that, due to the tedious process
behind hypothesis testing, students were not able to connect the statistical concepts back to
the context of the problem, stating, “the biggest hurdle is reaching a statistical conclusion,
and the real meaning of the original question may be forgotten in the process” (p. 591).
Textbooks and instructors frequently give a specific step-by-step script to follow when
performing hypothesis testing without explicitly summarizing the entire process afterwards,
which does not provide students the opportunity to see the idea as a whole. Link (2002) de-
scribed this practice as a six-part procedure, which leads many students to look for keywords
and phrases as guides when solving hypothesis testing problems. He also found evidence that
students can correctly substitute values into a formula selected from a formula sheet, yet
they do not have an understanding of the logic behind the overall procedure of hypothesis
testing.
Due to the rise of statistics education, calls for reform have led to a shift from an em-
phasis on procedural understanding to conceptual understanding (GAISE College Report
ASA Revision Committee, 2016; Krishnan & Idris, 2015). Ways to teach for conceptual
understanding have varied. For example, Hong and O’Neil (1992) suggested that to foster
a conceptual understanding of hypothesis testing, instruction with an emphasis on concepts
and diagrammatic problem representations should precede instruction regarding the proce-
dures in hypothesis testing. Additionally, some studies revealed the successes of implement-
ing statistical software to enhance students’ conceptual understanding of hypothesis testing.
Chandrakantha (2014) found Microsoft Excel to be an e↵ective teaching tool, evidenced by
the better performance by a class using the software in comparison to a traditional class.
Yung and Paas (2015) also asserted that visual representation is beneficial to students. This
is especially true when the students have the opportunity to experiment with real data and
real world problems (Moore, 1997).
Below we describe the framework with which we analyzed student responses to two real-
world hypothesis testing problems.
3 APOS Theory
Action–Process–Object–Schema (APOS) Theory is a constructivist framework used to de-
scribe how an individual might develop his or her understanding of a mathematical concept
(Arnon et al., 2014; Asiala et al., 1996; Cottrill et al., 1996; Dubinsky & McDonald, 2001). It
emphasizes the construction of cognitive structures called Actions, Processes, and Objects,
which make up a Schema.2 These structures are the result of a mental mechanism called re-
flective abstraction, the notion of which comes from Piaget (Beth & Piaget, 1966). In short,
2In APOS Theory, the words Action, Process, Object, and Schema are capitalized to refer to a mental
structure, to distinguish them from the colloquial use of these terms.
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APOS Theory uses the premise that reflective abstraction consists of reflection and reorga-
nization of mental structures. That is, an individual reflects on the given problem-solving
situation and constructs or reconstructs certain mental structures (Actions, Processes, Ob-
jects, and Schemas). Construction or reconstruction is achieved through the mechanisms
of interiorization, reversal, coordination, encapsulation, and thematization (for more details
about these mechanisms, see Arnon et al., 2014). The construction of Actions, Processes,
and Objects that make up a Schema signify the stages of understanding a mathematical
concept.
An Action is a transformation of mathematical objects (e.g., numbers, functions) in
response to external cues. The primary characterization of an Action is the external cue,
which could be keywords or a memorized procedure. For example, in the case of the concept
of function, an Action could be inputting a value into an algebraic expression and simplifying
to obtain the output. Having constructed an Action can be exhibited through an individual’s
ways of solving a problem. An individual who is limited to performing Actions is said to be
at the Action stage or to possess an Action conception.
Reflection on a repeated Action can lead to its interiorization to a Process. While an
Action is an external transformation of objects, a Process is an internal transformation
of objects that enables an individual to think about the transformation without actually
performing it. For example, a function Process could be the mental image of a function
accepting inputs and transforming them into outputs. Having constructed a Process can be
exhibited through an individual’s ways of solving a problem. This signifies that the individual
is at the Process stage or possesses a Process conception. Processes are constructed not only
through the interiorization of Actions, but also through the reversal of an existing Process
and through the coordination of two existing Processes.
Once a Process is conceived as a totality and the individual can perform transformations
on it, the Process is said to have been encapsulated into an Object. For example, a function
Object could be acted upon by another function or binary operation to obtain a new function.
Having constructed an Object can be exhibited through an individual’s ways of solving a
problem. This signifies that the individual is at the Object stage or possesses an Object
conception.
A collection of Actions, Processes, and Objects organized in a coherent manner is called
a Schema.
3.1 Preliminary genetic decomposition
A crucial component of research informed by APOS Theory is the development of a genetic
decomposition, which is a description of how an individual might develop an understanding of
a mathematical concept. In particular, it is a description of the mental structures of Actions,
Processes, and Objects that make up a Schema and how they might be constructed. In this
section, we describe the prerequisite constructions that we suggest an individual should have
made prior to studying hypothesis testing. Then we describe the mental structures that
correspond to the concepts involved in hypothesis testing. We developed the preliminary
genetic decomposition prior to the data collection, and it is based on a literature review, the
researchers’ experiences, and the presentation of hypothesis testing in the textbook used in
the introductory statistics course for our study.
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Prerequisite constructions. Prior to the study of hypothesis testing, an individual
should have developed Schemas for representation, distribution, probability, func-
tion, and empirical evidence.3 A representation Schema should include Processes of
representing a concept algebraically, graphically, and verbally. Furthermore, Processes in a
representation Schema should be coordinated to transition between di↵erent representa-
tions of a concept. A distribution Schema enables the individual to describe a data set as
being symmetric or not symmetric and to distinguish between the circumstances for a normal
distribution and a Student’s t-distribution. A probability Schema enables the individual
to understand that a probability is a number between 0 and 1. In particular, the individual
should understand that the closer the probability of an event is to 0, the lower the likelihood
is of the event occurring, while the closer the probability of an event is to 1, the higher
the likelihood is of the event occurring. A function Schema should include a Process that
enables the individual to describe, in general, a function accepting an input and returning
an output. An empirical evidence Schema should include statements as Objects, as well
as a Process of determining and justifying the truth value of a statement.
The coordination (or interaction) of Schemas has been discussed previously in APOS
Theory literature (e.g., Baker, Cooley, & Trigueros, 2000; Mart́ınez-Planell & Trigueros
Gaisman, 2012). By coordination of Schemas we mean that mental structures from two
di↵erent Schemas have been utilized in some way, such as a Process in one Schema acting
on an Object in another Schema. We consider the coordination of Schemas to be fundamen-
tal to understanding hypothesis testing. Coordinating representation and distribution
Schemas enables an individual to conceptualize the normal distribution and Student’s t-
distribution graphically as a symmetric bell curve and to understand how di↵erent concepts
in hypothesis testing correspond to the distribution curve. Further coordinating repre-
sentation and distribution Schemas with a probability Schema enables the individual
to understand that certain probabilities can be represented as areas under the distribution
curve. Coordinating probability and function Schemas enables the individual to construct
a probability function Process that returns values between 0 and 1. These coordinations
result in a Schema that should be further coordinated with an empirical evidence Schema
in order to form an argument using the concepts involved in hypothesis testing. Figure 1
demonstrates these coordinations.
We propose that hypothesis testing is a Schema, which is constructed through the
aforementioned coordinations, resulting in mental structures called hypotheses, test statis-
tic, p-value, decision, and conclusion. Figure 2 illustrates the development of these men-
tal structures, particularly as Processes. Starting at the bottom of the figure, lower order
Processes are constructed, and, moving up the figure, these Processes are coordinated into
higher-order Processes, signifying the direction of the reflective abstraction. Figure 2 only
makes up part of our preliminary genetic decomposition. In the passages that follow, we
describe the stages of development of these mental structures in more detail.
Hypotheses. In hypothesis testing, the claim about the population parameter is used
3We use bold font when referring to the primary mental structures that make up our genetic decompo-
sition, to distinguish them from other uses of these terms. For simplicity, we do not use a di↵erent font to
distinguish between the di↵erent stages (Action, Process, Object, Schema) corresponding to a concept.
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Figure 1: Coordination of Schemas.
Figure 2: Interaction of Processes in the preliminary genetic decomposition.
to formulate two hypotheses—the null hypothesis, H0, and the alternative hypothesis, H1.
This can be thought of as a transformation, hypotheses, that acts on the claim as an
Object and returns two hypotheses statements. The following are descriptions of the stages
of hypotheses.
Action: A hypotheses Action is a transformation in response to external cues that tell
the individual how to formulate the hypotheses for a specific hypothesis test. An
external cue could be a memorized procedure or keywords.
Process: The individual interiorizes into a Process the Actions of identifying the claim and
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formulatingH0 andH1. In particular, he or she understands that for any hypothesis
test the claim is used to formulate H0 and H1, and the individual can explain in
his or her own words what H0 and H1 mean.
Object: The individual encapsulates a hypotheses Process into an Object when he or she
can think of it as a totality and perform a transformation on it. For example, the
individual can compare how he or she formulated the hypotheses between di↵erent
situations. That is, the transformation being applied to this hypotheses Object
is a comparison.
Test statistic. In hypothesis testing, the test statistic, as referenced in this paper, is
a standardized value of the sample statistic represented by a score (such as z or t) and is
used to determine whether to reject the null hypothesis. For the purposes of our study,
the scores represent the relative distance of the sample statistic from the assumed value
of the parameter. Calculating a test statistic can be thought of as a transformation, test
statistic, which acts on various population parameters and sample statistics and returns a
value, reasonably between  3 and 3, called the test statistic. The following are descriptions
of the stages of test statistic.
Action: A test statistic Action is an external rule, such as a formula, that tells an indi-
vidual how to calculate a test statistic’s value. Through this Action an individual
can input the required values of the population parameters and sample statistics
into a formula and simplify the expression to obtain the test statistic’s value.
Process: The individual interiorizes into a Process the Action of calculating the test statis-
tic. This Process enables the individual to understand that, in general, the test
statistic is the relative distance of the sample statistic from the assumed value of
the parameter, and the individual can explain this in his or her own words.
Object: The individual encapsulates a test statistic Process into an Object by being able
to distinguish the di↵erence between extreme values of the test statistic and those
that are not considered extreme. That is, the transformation that is being applied
to this test statistic Object is a comparison of usual and unusual test statistic
values.
P-value. In hypothesis testing, the p-value is the probability of obtaining a sample
statistic at least as extreme as the one that was observed, under the assumption that the
null hypothesis is true. Calculating the p-value can be thought of as a transformation, p-
value, which is a probability function. In particular, p-value acts on the output of test
statistic and returns a number between 0 and 1, called the p-value. The following are
descriptions of the stages of p-value.
Action: A p-value Action is an external transformation on a particular test statistic’s value
by following a step-by-step procedure to compute the p-value.
Process: The individual coordinates hypotheses and test statistic Processes to construct
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a p-value Process that acts on the output of test statistic. An individual who
has coordinated his or her probability and function Schemas to construct a
probability function Process can think of p-value as a function that returns the
probability of obtaining the sample data or statistic that we observed or something
more extreme, under the assumption that the null hypothesis is true. The individual
can explain in his or her own words what the p-value represents.
Object: The individual encapsulates a p-value Process into an Object by comparing it with
significance level as an Object. An individual with an Object conception of p-
value views the p-value as a probability or area and compares it to the significance
level, ↵, which is the probability of rejecting the null hypothesis given that it is true.
That is, the transformation being applied to this p-value Object is a comparison
with significance level.
Decision. In hypothesis testing, a decision about whether or not to reject the null
hypothesis, H0, is made based on the comparison of the p-value with the significance level,
↵, which is a probability that serves as an upper bound for the region of probabilities which
would result in rejecting the null hypothesis. In particular, when the p-value is less than or
equal to ↵, the null hypothesis is rejected. Forming the decision about H0 can be thought
of as a transformation, decision, that compares the p-value and ↵ and returns the decision
about whether or not to reject H0. The following are descriptions of the stages of decision.
Action: A decision Action is an external transformation on a particular p-value and ↵ by
following a step-by-step procedure, such as the following:
Step 1. Compare the numerical values of the p-value and ↵.
Step 2. From the following, choose the option that applies to the above information:
“p-value  ↵” ) “reject H0.”
“p-value > ↵” ) “fail to reject H0.”
In particular, the individual performs the above Actions by relying on memorization
or a formula sheet, without understanding the logic behind the steps.
Process: The individual interiorizes the above Actions into a Process (1) by understanding
that the comparison of the p-value and ↵ determines, in general, the decision about
the null hypothesis, (2) by understanding that the p-value is the probability of
obtaining the sample data or statistic that we observed or something more extreme,
under the assumption that the null hypothesis is true, and (3) by viewing ↵ as the
bound defining what is considered a low probability. This amounts to constructing
a significance level Process, i.e., a Process of identifying ↵, and coordinating it
with a p-value Process by comparing their outputs, namely, ↵ and the p-value.
That is, decision is a coordinated Process that acts on the outputs of significance
level and p-value Processes and returns the decision about whether or not to reject
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H0.
Object: The individual encapsulates a decision Process into an Object by viewing it as
a totality and considering scenarios in which the conditions would yield the same
decision or a di↵erent decision about H0. That is, the transformation being applied
to this decision Object is possibly a comparison of various situations in which the
decision could have been di↵erent.
Conclusion. As stated previously, in hypothesis testing, the claim about the population
parameter is used to formulate H0 and H1. Once a decision is made as to whether or not
to reject H0, a conclusion can be formed about the claim. Forming a conclusion about the
claim can be thought of as a transformation, conclusion, that acts on the decision about
the null hypothesis, namely, “reject H0” or “fail to reject H0,” and returns “support claim”
or “do not support claim.” The following are descriptions of the stages of conclusion.
Action: A conclusion Action is an external transformation on the claim of a hypothesis
test, the decision about H0, and the hypothesis to which the claim corresponds by
following a step-by-step procedure, such as the following:
Step 1. Identify which hypothesis corresponds to the claim.
Step 2. Review the decision about H0.
Step 3. From the following, choose the option that applies to the above information:
“H0 = claim” and “reject H0” ) “do not support claim.”
“H0 = claim” and “fail to reject H0” ) “support claim.”
“H1 = claim” and “reject H0” ) “support claim.”
“H1 = claim” and “fail to reject H0” ) “do not support claim.”
In particular, the individual performs the above Actions by relying on memorization
or a formula sheet, without understanding the logic behind the steps.
Process: The individual interiorizes the above Actions into a Process by describing the steps
in general terms. This amounts to a hypotheses Process being reconstructed to act
on the claim and put it in correspondence with the appropriate hypothesis. Then
this reconstructed hypotheses Process is coordinated with a decision Process
to construct a conclusion Process. In particular, a conclusion Process acts on
the outputs of a decision Process and a reconstructed hypotheses Process and
returns the conclusion about whether or not to support the claim.
Object: The individual encapsulates a conclusion Process into an Object by considering
that additional hypothesis tests can be performed on the same (or di↵erent) claim,
understanding the di↵erent scenarios in which the above options would arise. That
is, the transformation being performed on this conclusion Object is possibly a
comparison of various scenarios in which the conclusion could have been di↵erent.
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We must reiterate that this genetic decomposition is preliminary. In general, a goal of
research involving APOS Theory is to revise, if necessary, the genetic decomposition, based
on empirical results. Our particular goal was to investigate how, if at all, the above construc-
tions emerged in students’ reasoning and to determine if students made other constructions
that we did not consider in our preliminary genetic decomposition. As we will demonstrate,
we indeed found evidence suggesting the need to revise our genetic decomposition. This
revision will be discussed after our presentation of the results.
4 Method
The participants of our study were students enrolled in an introductory statistics course based
on the emporium model at a large public university in the southeastern United States. The
emporium model, which originated at Virginia Polytechnic Institute and State University
(Virginia Tech), is comprised of “interactive computer software, personalized on-demand
assistance, and mandatory student participation,” each of which are crucial components to
this model (Twigg, 2011, p. 26).
At the institution where our study was conducted, students were required to spend three
academic hours per week in an interactive mathematics computer lab, as well as attend a
class for one academic hour per week with an instructor. The time in the mathematics lab
was spent engaged in online assignments delivered through Pearson Education’s MyStatLab.
Additionally, graduate and undergraduate lab assistants, as well as instructors, were avail-
able to answer students’ questions. The standard textbook for the course was Elementary
Statistics Using Excel by Triola (2014), adapted by Pearson Education for this particular
university.
4.1 Data collection
Data collection took place during the Fall 2014 and Spring 2015 semesters through semi-
structured interviews in which students were asked to elaborate on their thought processes
after working on two real-life hypothesis testing problems. An invitation to be interviewed
was extended to all students from a subset of classes taught by members of the research
team. Twelve students volunteered, and there were ten interviews—eight interviews with
one participant each and two interviews with two participants each.
Immediately prior to the interview, the participants worked alone for approximately
thirty minutes on two questions involving hypothesis testing. They were allowed to use
Microsoft Excel and/or a calculator to assist with obtaining their solutions. The interviews,
in which the participants discussed their solutions with a researcher, were approximately one
hour long and video and audio recorded. If participants wished to write anything during the
discussion, it was done using red ink to be distinguished from their original work. Conducting
the interviews was divided among five members of the research team, who all followed the
same protocol. When two participants were interviewed simultaneously, the interviewer
prompted them to alternate turns on speaking first when discussing their answers to each
part of the instrument questions, so that each student would have the opportunity to share
their original thoughts. The relevant data from the interviews consisted of the participants’
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written work, Microsoft Excel files, and verbal discussion of their solutions.
This study was conducted with Institutional Review Board approval. Participants re-
ceived credit toward the time required to spend in the lab. Prior to the data analysis, all
student names were changed to pseudonyms.
4.2 Instrument
In this course, the parameter of interest is either the population proportion or the population
mean (depending on the nature of the question). Thus, our instrument for the interview
contained two questions, one pertaining to population proportion and the other pertaining
to population mean. The questions were as follows:
1. In a recent poll of 750 randomly selected adults, 588 said that it is morally wrong to
not report all income on tax returns. Use a 0.05 significance level to test the claim that
70% of adults say that it is morally wrong to not report all income on tax returns. Use
the p-value method. Use the normal distribution as an approximation of the binomial
distribution.
2. Assume that a simple random sample has been selected from a normally distributed
population and test the given claim. In a manual on how to have a number one song, it
is stated that a song must be no longer than 210 seconds. A simple random sample of
40 current hit songs results in a mean length of 231.8 seconds and a standard deviation
of 53.5 seconds. Use a 0.05 significance level to test the claim that the sample is from a
population of songs with a mean greater than 210 seconds.
The participants had seen altered versions of these questions on previous assignments
on MyStatLab. The questions were further broken down into multiple parts to which the
participants were likely accustomed. These subquestions asked to (a) form the statements
of the hypotheses, (b) calculate the test statistic, (c) calculate the p-value, and (d) form a
conclusion about the null hypothesis and a conclusion about the claim. The only di↵erence
between the interview questions and the MyStatLab questions was that the MyStatLab
questions had multiple choice options or drop down menus for the hypotheses statements,
decision about the null hypothesis, and conclusion about the claim. The purpose of making
these objectives free response during the interview was to encourage students to elaborate
on their reasoning. Because the students had already taken an exam covering hypothesis
testing, they were expected to know how to conduct and interpret hypothesis tests for both
interview questions.
4.3 Method of data analysis
The video and audio recordings of the interviews were distributed among the six members of
the research team, who transcribed the recordings. After the transcriptions were completed,
the researchers divided themselves into three pairs, and the analysis of the transcriptions
was organized in a way so that each interview transcription was reviewed by two pairs of
researchers. The data set (transcriptions, written work, and Excel files) was analyzed and
coded according to the stages of the mental structures in APOS Theory (described in Section
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3). After each interview’s codes were agreed upon by its corresponding pairs of researchers,
the results were discussed with the entire research team. Following copious deliberation, the
research team organized the data around the following five mental constructions, which made
up our preliminary genetic decomposition: hypotheses, test statistic, p-value, decision,
conclusion. The data and how they were coded were then used to develop individual
learning trajectories4 for each participant, focusing on the aforementioned constructions.
With these individual learning trajectories, our analysis initially sought to classify each
student’s stage of understanding of each concept and of hypothesis testing overall. We
found, however, that students exhibited only partial and, at times, inconsistent conceptions.
Consequently, we revisited the analysis from a di↵erent perspective, particularly by looking
for instances in which students provided evidence of an Action, Process, or Object and
comparing them against our preliminary genetic decomposition. Isolated instances are not
definitive evidence of a student’s conception. Thus, the illustrations that we provide in
Section 5 should be viewed as examples of Actions, Processes, and Objects, rather than
characterizations of students’ conceptions.
Below we present results obtained from the APOS-based analysis of student responses to
the two given hypothesis testing problems.
5 Results
While performing a hypothesis test, it is conventional for an individual to formulate the hy-
potheses about a population parameter, evaluate the test statistic, find the p-value, compare
the p-value to the significance level, form a decision about the null hypothesis, and form a
conclusion about the claim. These objectives served as the rationale behind the constructions
called for by our preliminary genetic decomposition, namely, hypotheses, test statistic,
p-value, decision, and conclusion. The purpose of this section is to provide representa-
tive examples of how these constructions emerged as Actions, Processes, and Objects in the
group of students we interviewed, as well as provide examples of how students made addi-
tional constructions not called for by our preliminary genetic decomposition. Additionally, in
this section we highlight instances where students appeared to invoke or coordinate certain
Schemas from the preliminary genetic decomposition. Our results are organized around the
primary constructions of hypotheses, test statistic, p-value, decision, and conclusion.
5.1 Hypotheses
Hypothesis testing involves two hypotheses, or statements about a population parameter.
These statements are called the null hypothesis, H0, and the alternative hypothesis, H1.
For the course in which our participants were enrolled, the null hypothesis is introduced
as a statement that the value of a population parameter is equal to some particular value,
4In APOS Theory, a genetic decomposition is a description of the mental constructions that should be
made by an arbitrary student. By individual learning trajectory, we refer to the mental constructions that
were made by a particular student. Our choice of the word “trajectory” should not be interpreted to mean
linear. For more information about learning trajectories, see Weber, Walkington, and McGalliard (2015).
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while the alternative hypothesis is introduced as a statement that the value of a population
parameter di↵ers in some way from this particular value (Triola, 2014, p. 409).
Our preliminary genetic decomposition called for the construction of a mental structure,
hypotheses, which, as a transformation, acts on the claim of the hypothesis test and returns
the null and alternative hypotheses. Below, we illustrate how this construction emerged in
the students that we interviewed.
5.1.1 Action—hypotheses
A hypotheses Action is formulating H0 and H1 in response to external cues, such as key-
words or a memorized procedure.
Such an Action is illustrated in the following excerpt from Nicole, which contains her
reasoning about Question 1.
I: So for the first one, we will have you answer, and we’ll start with the null hypothesis.
Nicole: OK, I put equals 0.7 and does not equal 0.7 for my alternative.
I: So how did you come up with that?
Nicole: Um, well, my teacher taught me null is always equals. So, equals. Um, for the
alternative, it said the claim that 70% of people, so it’s like an exact number. It’s
not greater or less than, so I knew it had to be a two-tailed test.
Nicole explained that her teacher taught her the convention that the null hypothesis is a
statement about the parameter being equal to some value. Based on her explanation, it
seems as though this convention for writing the null hypothesis belonged to someone else
(her teacher), and Nicole merely adhered to it. Thus, this convention was external, evidence
of a hypotheses Action.
5.1.2 Process—hypotheses
As a Process, hypotheses is an internal transformation that acts on the claim as an Object
and returns H0 and H1. A hypotheses Process is characterized by an awareness that, in
general, the claim is used to formulate H0 and H1.
Such a Process is illustrated in the following excerpt from Steve, which contains his
reasoning about the hypotheses for Question 1. Prior to this excerpt Steve had just finished
giving an overview of the concepts involved in Question 1.
I: So here, so you’ve already stated the null and alternative hypotheses, and just to be
on record, say what you listed as null and alternative hypotheses.
Steve: Um, well, when you’re doing null and alternative you always focus on the claim they
give you. Um, so 70%, and just to make things easier, uh, we do the null is equal
to .7, and then the alternative would be whatever you’re asking. In this case you’re
asking, is it 70%. So you use not equal to 70%.
...
I: Do you think that can be altered in any way, the 70%? It’s fine. You did very well.
Let’s see, what kind of test is this in terms of left-tailed, right-tailed, two-tailed?
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Steve: This is a two-tailed test.
I: OK, and, um, you knew that because . . .
Steve: Because you’re using not equals, because it didn’t ask you, it’s not asking the claim
that it’s greater than 70% or less than 70%. It’s just asking if it’s 70%.
Steve explicitly acknowledged, in general terms, that the claim is used to formulate H0 and
H1. Also, when he said, “just to make things easier, uh, we do the null is equal to .7,” he was
acknowledging the convention for H0 to be a statement about equality, while his use of the
pronoun “we” suggests that he has adopted this convention to be his own. In addition, by
referring to the alternative hypothesis as “whatever you’re asking,” he was able to explain in
some way what the alternative hypothesis means. For this reason, we consider Steve to have
provided evidence of a hypotheses Process. Furthermore, when Steve discussed the tails
of the test, he was invoking his distribution Schema. Although Steve did not explicitly
reference the parameter in his hypotheses, we consider this to be colloquial language and
not negatively reflective of his understanding.
5.1.3 Object—hypotheses
An individual has encapsulated a hypotheses Process into an Object when he or she can
think of it as a totality and perform additional transformations on it, such as comparing how
to formulate the hypotheses between di↵erent situations.
Such an Object is illustrated in the following excerpt from Steve, which contains his
reasoning about the hypotheses for Question 2. Prior to this excerpt, Steve provided an
overview of the concepts involved in Question 2.
I: Can you read out your null and alternative hypothesis to me?
Steve: OK. I just did the same thing I did with proportion, and I said the null is equal
to, um, 210, in this case, and, uh, the alternative is greater than 210. But the only
reason I said that is because, um, this bottom line of the question says, test the claim
that the sample is from a population, um, with a mean greater than 210.
Despite the fact that the questions on the instrument pertained to two di↵erent contexts,
Steve said, “I just did the same thing I did with proportion.” Steve’s sense of “sameness” is
further illustrative of a hypotheses Process, instead of isolated Actions that vary between
di↵erent situations. Furthermore, he used the phrase, “in this case,” to indicate that in his
mind he distinguished his procedure for Question 2 from his procedure for Question 1, which
he classified as pertaining to proportions. In order to be able to describe his procedures as
the same, while also distinguishing between them in the di↵erent situations in which they
arose, he had to have compared them, which is evidence of a hypotheses Object. Note
that although we previously stated that Steve provided evidence of a hypotheses Process,
we are not contradicting ourselves. APOS Theory acknowledges that in mathematics it is
cognitively necessary to view a concept as both a Process and an Object, depending on the
situation in which it arises.
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5.2 Test statistic
In hypothesis testing, a test statistic is a value corresponding to a sample statistic that
is used to make a decision about the null hypothesis under the assumption that the null
hypothesis is true (Triola, 2014, p. 411). For each of the questions in our instrument, one of
the following formulas should be used to convert the sample statistic into a z-score or t-score














The first test statistic formula corresponds to a sample proportion, p̂, and the second and
third formulas correspond to a sample mean, x. The choice of the formula corresponding to
x depends on whether the population standard deviation,  , is known.
Our preliminary genetic decomposition called for the construction of a mental structure,
test statistic, which, as a transformation, acts on various population parameters and sample
statistics and returns a standardized value, namely the test statistic, which is the relative
distance of the sample statistic from the assumed value of the parameter. Below, we provide
illustrations of how this construction emerged among the students we interviewed (see also
Authors, XXXX).
5.2.1 Action—test statistic
A test statistic Action is an external transformation on values of certain population pa-
rameters and sample statistics. In particular, this Action is inputing the required values of
the population parameters and sample statistics into a formula and simplifying the resulting
expression to obtain the test statistic. Evidence of a test statistic Action could be the
inability to interpret a test statistic’s value beyond how it was calculated.
The following excerpt illustrates how Shannon only described the concept of test statistic
in terms of particular calculations. Prior to this excerpt, Shannon and the student whom
she was interviewed alongside just finished discussing their hypotheses statements.
I: Alright, so how about the next one? You started us o↵, so you can start with the
test statistic.
Shannon: OK, so I knew that the formula you had to use was the z equals p-hat minus p
over square root of p times q over n, so I wrote each, like on Excel, like I plugged
in the values on Excel, and I also did them on paper too.
I: OK.
Shannon: So I got p-hat was 0.784 minus 0.7 which is p, over the square root of . . . This is
your standard deviation right? And then 0.7 times 0.3 over 750, which is your n,
which got me to 0.084 over 0.167, which got me to 5.02.
I: OK.
Shannon: Which seemed like a high value to me.
I: Why?
Shannon: I felt like it was extremely high. So, that’s what I got for the z.
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Shannon explained that she calculated the test statistic both on paper and by using Excel.
In order to obtain the same result, she must have applied her representation Schema to
consider the hand calculations and the equivalent Excel syntax. In addition, two things
stand out in the above excerpt that are evidence of a test statistic Action. First, Shannon
described the test statistic only in terms of the particular calculations that she had performed.
Second, Shannon seemed to recognize the test statistic as a z-score and commented on how
high it is. However, she was not able to explain why she believed it to be high. That
is, she did not clearly state that the test statistic was high in comparison to other values,
nor did she account for what led to this high value. Thus, we consider Shannon to have
provided evidence of a test statistic Action. As we will see in the remaining sections of
5.2, a deeper understanding of the test statistic can be associated with coordinating more of
the prerequisite Schemas from the preliminary genetic decomposition. With that said, it is
possible that Shannon was unable to explain why she felt her test statistic was high because
she did not e↵ectively coordinate additional Schemas.
5.2.2 Process—test statistic
A test statistic Process is an internal transformation on population parameters and sample
statistics. Evidence of a test statistic Process could be interpreting the value of the test
statistic, such as it being the distance from the assumed value of the parameter (based on
the null hypothesis), without relying on the steps of how it was calculated.
As shown in following excerpt, Lana provided evidence of a test statistic Process
through her graphical interpretation of the test statistic for Question 1.
I: Could you explain what the test statistic is?
Lana: Let me see if I can get this.
I: OK.
Lana: I think that, I’m picturing the big curve, the bell curve, and I’m picturing the test
statistic is where the point that falls on there and anything . . . OK, so this is the
mean right in the middle, and the test statistic is one side of it, saying this is how far
away from what they are saying is the mean, this is what the mean of this, I guess
that’s what I am thinking.
I: So you started to talk about the bell curve, could you draw a picture?
Lana: OK.
I: And then?
Lana: So p-hat is like point, on this it’s like, when I figured it out it was like 0.78 something,
so I feel like it, and this is, I guess this is like the z-score away from this?
I: OK.
When the interviewer prompted Lana to interpret the concept of test statistic further,
she provided evidence of coordinating her distribution Schema with her representation
Schema to “picture the big curve.” Then she sketched a rough picture to show the relative
placement of the test statistic on the normal distribution curve (see Figure 3). Lana ex-
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Figure 3: Lana’s sketch when describing what a test statistic is.
plicitly stated that the test statistic is a distance from the center of the distribution.5 We
consider this to be evidence of a test statistic Process.
5.2.3 Object—test statistic
A test statistic Process has been encapsulated into an Object when it is viewed as a totality
and transformations can be performed on it, such as comparing how extreme a test statistic
value is to other test statistic values or describe a situation that would result in an extreme
value of the test statistic.
The following excerpt is taken from the end of Steve’s discussion of Question 1. He had
just formed a decision to reject the null hypothesis before reflecting on how his decision could
have been inferred from an earlier step. In particular, Steve described what accounted for
an extreme value of the test statistic.
Steve: But going back on it, it makes sense, you know, if you’ve got a p-hat that, that’s
very, very di↵erent from your, from your p, you know, 78 is a whole 8% o↵ of, uh, the
70%. And also your test statistic is very large. I’m not totally sure what a test stat
is, but it reminds me of z-scores, and I remember when you have a z-score that gets
above 3, it starts to get pretty, pretty crazy. So 5 is huge, which is also the reason
that you’re getting a bunch of zeros or very close to 1.
Steve appeared to have encapsulated into an Object the Process described by z = (p̂  
p)/
p
pq/n in order to consider how it resulted in an extreme value of the test statistic.
He explained that a large value of the test statistic resulted from having a value of the
sample statistic that is very di↵erent from the value of the population parameter in the null
hypothesis. APOS Theory acknowledges, in general, that it is necessary to de-encapsulate
an Object back into a Process, which appears to be the case with Steve. That is, he de-
encapsulated his test statistic Object back into a Process to consider the di↵erence between
p̂ and p. Furthermore, attempting to look for what led to an extreme value of the test statistic
indicates that Steve applied his empirical evidence Schema.
We should note that based on Steve’s statement, “I’m not totally sure what a test stat
is, but it reminds me of z-scores,” he appeared to have constructed isolated Processes for
5Lana said that the center of the distribution corresponds to the mean. However, Question 1 does not
pertain to means. Nevertheless, Lana understood that the test statistic is a distance from the center.
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each test statistic, which he needed to further coordinate in order to construct a single test
statistic Process. Despite this, Steve provided the clearest evidence of a test statistic
Object. Our preliminary genetic decomposition did not consider the construction of separate
Processes corresponding to each type of test statistic.
Evidence of a test statistic Object could also be distinguishing between various test
statistic formulas and determining which one is appropriate for a given situation. The
following excerpt comes from Haley’s initial discussion of the concepts involved in Question
2. She distinguished between the di↵erent types of test statistics by explaining when a test
statistic pertaining to means would be a t-score or a z-score.
I: OK, so what were your thoughts when you read this one?
Haley: Um, I knew it was going to be, um, a t because it said like, it gave you like, um, it
said it was a simple random sample of 40 hit songs [mumbling ] blah, blah, blah, and
it gave me like the standard deviation and the mean of the sample. And then it said
in a manual [mumbling ], it said that a song must be no longer than 210 seconds. So
since no longer than, I knew it was less for the alternative.
I: OK, and, um, so, let’s see. Alright. Um. So what concepts are being used in this
question?
Haley: Um, like what do you mean by concepts?
I: So we’re talking about, um, I heard you say the mean and standard deviation from
the sample and things like that, and we’re doing hypothesis testing, right?
Haley: Like, what, like if it was a t-test or something? Like it was . . .
I: Mmhm.
Haley: Well it was a t, and it was a left, like, it was a left-tail test.
I: So can a question like a hypothesis test about means, can it ever be a z-test? Like
using the z-scores in a normal distribution?
Haley: Yeah.
I: When would that happen?
Haley: When they give you the population standard deviation.
I: OK, and so you knew that this was a sample standard deviation because of what?
Haley: Simple random sample [reading part of the problem].
I: OK, and, um, do you know what symbol we use to represent the sample standard
deviation?
Haley: The s [writes on sheet ].
Haley explained that she knew the problem dealt with t-scores by stating, “it said it was a
simple random sample [. . .] and it gave me like the standard deviation and the mean of the
sample.” After this, the interviewer asked what concepts were being used and clarified the
question by summarizing what Haley already said about the “mean and standard deviation
of the sample.” Haley inferred that the interviewer was asking if it is a t-test. This part of
the excerpt shows that Haley directly associated t-scores with sample statistics. When asked
whether a hypothesis test about means could ever be a z-test, Haley explicitly stated that
the test statistic would be a z-score if the population standard deviation is known. Also,
she knew that the given standard deviation was from a sample by interpreting the phrase
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“simple random sample” instead of looking for the phrase “sample standard deviation” or the
symbol s. Haley’s awareness of the di↵erent types of test statistics suggests she has developed
a distribution Schema. Furthermore, her ability to distinguish between the di↵erent types
of test statistics in terms of the situations in which they would arise is evidence of a test
statistic Object.
Our preliminary genetic decomposition did not consider a test statistic Object by dis-
tinguishing between various test statistic formulas in order to determine which one is ap-
propriate for a given situation. Thus, our results suggest the need to revise our genetic
decomposition.
Later, in Section 5.3.2, we will see another example of a test statistic Object. We hold
o↵ on this example for now because it is related to a p-value Process, yet to be discussed.
5.3 P-value
Triola (2014) defines the p-value as, “the probability of getting a value of the test statistic
that is at least as extreme as the one representing the sample data, assuming that the
null hypothesis is true” (p. 414). The students in this course calculated p-values by using
Microsoft Excel DIST functions, which, in general, return the probability that something
is less than a given value. In particular, NORM.S.DIST is used in the case of a normal
distribution, while T.DIST is used in the case of a t-distribution. In some cases, it is
necessary to subtract this value from 1 and/or multiply by 2, depending on the tail of the
test.
Our preliminary genetic decomposition called for the construction of a mental structure,
p-value, which, as a transformation, acts on the test statistic and returns a probability—a
number between 0 and 1. Below, we provide examples of how this construction emerged in
the group of students that we interviewed.
5.3.1 Action—p-value
A p-value Action is an external transformation of a particular value of a test statistic that
results in the p-value. Evidence of a p-value Action could be the reliance on step-by-step
calculations and the inability to interpret the result of those calculations.
In the following series of excerpts, we see that Shannon could perform the necessary steps
for calculating a p-value, but she appeared to have little understanding of the p-value beyond
her calculations. The first excerpt is from Shannon’s discussion of the p-value for Question
1, which took place immediately after another student discussed the p-value.
Shannon: So I used Norm.S.Dist for my Excel function, because you don’t have to put if it
is true or false, it just asks for the z-score. So I put Norm.S.Dist, I plugged in the
z of 5.02 and I got 1 and subtracted that from 1 and I got 0.
I: OK.
Shannon: And I know for two tail you have to multiply by 2.
I: Mmhm.
Shannon: And I got 0 times 2 is 0.
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Figure 4: Shannon’s calculation of the p-value along with her drawing for Question 1.
To calculate the p-value, Shannon appeared to apply her function Schema by explaining that
she “plugged in” the z-score into an Excel function. What is notable about her description
is that she did not provide any justification or interpretation of her solution. Instead, she
only reiterated verbally the step-by-step calculations from her written work (see Figure 4)
that resulted in her p-value of 0. Furthermore, Shannon’s misuse of the equal symbol in her
written work to say, “1 = 1   1,” suggests that she was merely completing a sequence of
memorized steps to calculate the p-value for a right-tailed test. In other words, Shannon
knew to subtract the output of the Excel function from 1, but could not explain why. From
her drawing we were not able to ascertain anything, such as where the sample statistic,
p-value, and significance level fall in relation to the center of the distribution (see Figure 4).
For Question 2, however, Shannon’s discussion of her drawing (see Figure 5) was more
conclusive. The following excerpt shows that she was not able to interpret the meaning of
the p-value.
I: Alright, you put more detail into this one than last time. So what is this tick
mark down here?
Shannon: So this, I guess, would be . . . this is 210, this one is 231, and you are trying to
find the sample from songs greater than, so I colored it in past 210.
I: OK.
Shannon: And then I guessed . . . I don’t know, I just don’t draw pictures.
Figure 5: Shannon’s drawing for Question 2.
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To draw a curve and shade a region, Shannon applied her representation Schema. Also,
it is possible that she utilized a distribution Schema, but it should be noted here that she
mixed standardized scores with sample data on the horizontal axis. To justify the shading
in her drawing, Shannon said, “you are trying to find the sample from songs greater than,
so I colored it in past 210.” Due to the incompleteness of this statement and the lack of
identifying the p-value as a probability, it is likely that Shannon used the phrase “greater
than” as a cue, telling her in what direction to shade. Also, she never mentioned the p-value
in relation to the region that she shaded. This is evidence of a p-value Action.
5.3.2 Process—p-value
A p-value Process is an internal transformation of the test statistic, which results in a
probability called the p-value. Evidence of a p-value Process could be the ability to describe,
in general terms, the transformations on the test statistic that result in the p-value, while
recognizing that the p-value is a probability (represented graphically as an area).
The following excerpt contains Nicole’s reasoning about the p-value for Question 1, which
she represented graphically in Figure 6. Nicole had just finished explaining that the number
she found is a z-score.
Nicole: Yeah, because we are finding z equals. OK. And so the tails, which is what are on
the right and what’s on the left of that line is, well, this is the z-score, and we are
going to find the area of this later.
I: Right, so let’s go ahead and we’ll start with that. So it’s your turn for p-value.
Nicole: Um, well I knew it was a two-tailed because it’s not equal to.
I: OK.
Nicole: Its alternative. And I actually got, I did on Excel, I used Norm.S.Dist.
I: Mmhm.
Nicole: Um, and you plug in z, which is, we already found the test statistic and then 1.
Anyways, um, I did 1 minus that because that’s only going to show me what’s to
the left of the 5.
I: OK.
Nicole: And I need to know what’s on the right of that. And it’s a two-tailed, so I multiplied
that one by two, the one I already subtracted by 1.
I: OK.
Nicole: Which gave me zero.
I: So what was it that we were finding here?
Nicole: The area of the tails.
I: Perfect. Alright.
Several things stand out in the above excerpt. First, when Nicole said, “you plug in z,”
she was describing a z-score as an input of a transformation, evidence that she applied
her function Schema. Second, when she continued, “which is, we already found the test
statistic,” she indicated that, to her, z is a concept, not just a number. In particular, she
was able to think about test statistic as a totality to which some transformation could
be applied, meaning that she encapsulated her test statistic Process into an Object. This
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Figure 6: Nicole’s drawing for Question 1.
provides another example of a test statistic Object, in addition to those illustrated in
Section 5.2.3. Third, when Nicole said, “I did 1 minus that because that’s only going to show
me what’s to the left of the 5,” she acknowledged that the total area under the curve is 1.
This is evidence that she applied her probability Schema. Now, these observations together
suggest that Nicole constructed a probability function Process and coordinated it with
another Process related to the alternative hypothesis and the tail of the test. Mathematically,
this second Process appears to be closely related to the hypotheses Process. Thus, we
consider Nicole to have coordinated her hypotheses Process with her probability function
Process to construct her p-value Process. Generally speaking, Nicole’s p-value Process
acted on test statistic as an Object and returned the p-value. Throughout her reasoning,
when Nicole referenced the “tails,” she was invoking her distribution Schema, and she was
able to represent the p-value graphically in Figure 6 by using her representation Schema.
Recall that Nicole provided evidence of a hypotheses Action in Section 5.1.1, while here
we are suggesting that she utilized a hypotheses Process. To explain this discrepancy, it is
possible for an individual provide evidence of a Process related to a concept in one instance
but not in others. This is perhaps because a Process was not cognitively necessary for Nicole
to complete the earlier task.
Our preliminary genetic decomposition did not explicitly state that the encapsulation of
a test statistic Process into an Object is the result of a p-value Process acting on it. This
suggests a refinement to our preliminary genetic decomposition.
5.3.3 Object—p-value
A p-value Process has been encapsulated into an Object when it is viewed as a totality and
transformations can be performed on it, such as comparing the p-value to the significance
level, particularly as probabilities or areas. While we indeed found evidence of this, we hold
o↵ on this discussion until Section 5.4.2, because it is related to a decision Process, yet to
be discussed.
Other evidence of p-value Object could be distinguishing between various procedures
for calculating the p-value and determining which one is appropriate for a given situation.
To illustrate this, we consider the following two excerpts from Steve’s discussion of the p-
value for Question 1, in which he explained various procedures for calculating the p-value,
depending on the situation. Prior to this excerpt, Steve struggled to graphically represent
22
the p-value, but this struggle was resolved shortly after this except (as we will see in Section
5.4.2).
I: And why did you choose that Excel formula?
Steve: Well, whenever you’re finding a p-value you’re doing a DIST function, and when
you’re doing proportions, it’s NORM, and when you’re doing means, it’s T. So in
this case we used NORM.S.DIST ‘cause I think the other formula is silly. But, uh,
since it’s a two-tailed test I couldn’t just stop there. I had to 1 minus that and then
double it.
I: OK, OK. And you did the 1 minus, why?
Steve: Um, because if you don’t do 1 minus, it ends up being something very, very close to
1. So a bunch of .9999 . . ., and you can’t double that. Whenever I got stumbled, I
was like, oh wait, do I, uh, do I double the 1 minus or it by itself. Well, you can’t go
over 1. It can’t go over 1.
I: OK.
Steve explained that an Excel DIST function is used “whenever you’re finding a p-value,”
while also acknowledging that a p-value “can’t go over 1.” This suggests that he coordinated
his function and probability Schemas to construct a probability function Process. By
describing the general steps of his calculations and by referencing the tail of the test, Steve,
like Nicole, appeared to have coordinated his probability function Process with his hy-
potheses Process to construct a p-value Process. Furthermore, when Steve described
situations in which NORM.S.DIST and T.DIST are used, he provided evidence of having
encapsulated his p-value Process into an Object. Although Steve was not completely correct
in stating that T.DIST is always used in the context of means, he clearly compared di↵erent
procedures for calculating the p-value and considered situations in which these procedures
would arise.
The next excerpt, which is a continuation of the previous one, contains Steve’s description
of the additional transformations performed on the result of the .DIST function, depending
on the tail of the test.
Steve: Of course, you usually end up doubling the right-tailed test anyway.
I: You end up doubling the right-tailed test?
Steve: Yeah, so it’s like, um, layers within itself, like a Russian nesting doll. So your
NORM.S.DIST is left-tailed test, and if you want to go to right-tailed, you do 1
minus, and if you want to go to two-tailed, you just double that.
I: OK. What if this had been a  5.02?
Steve: Then, um, the NORM.S.DIST would give you a, would give you a .0000 . . . like very
close to 0. Basically it would flip the right-tailed and left-tailed. Oh, that makes so
much more sense now. Sorry.
Steve explained that the procedure for calculating the p-value depends on the tail of the test.
However, instead of only explaining the procedure for this particular problem, he explained
what procedure would be performed for the di↵erent situations in which the test was left-
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tailed, right-tailed, or two-tailed. Also, he was able to describe how the p-value would change
for a test statistic of  5.02, indicating that he could consider multiple scenarios and how
they a↵ect the p-value. We consider this to be further evidence of a p-value Object.
Our preliminary genetic decomposition did not consider a p-value Object by distin-
guishing between various procedures or Excel functions for calculating the p-value in order
to determine which one is appropriate for a given situation. Thus, our results suggest the
need to revise our genetic decomposition.
5.4 Decision and conclusion
In hypothesis testing, we make a decision about whether or not to reject the null hypothesis,
H0, by comparing the p-value to the significance level. Triola (2014) defines the significance
level as follows:
The significance level (denoted ↵) is the probability that the test statistic will fall
in the critical region when the null hypothesis is actually true. If the test statistic
falls in the critical region, we reject the null hypothesis, so ↵ is the probability
of making the mistake of rejecting the null hypothesis when it is true (p. 413).
The students in this course, as with most introductory level statistics courses, used a pre-
defined significance level (identified within the question) as an upper bound for the p-value
when trying to decide whether or not to reject H0. In particular, we reject H0 if and only
if the p-value is less than or equal to ↵. This decision is then used to form a conclusion
about the claim. If the null hypothesis is the claim, and if the null hypothesis is rejected,
then we conclude that there is not su cient evidence to support the claim. If the alternative
hypothesis is the claim, and if the null hypothesis is rejected, then we conclude that there is
su cient evidence to support the claim.
Our preliminary genetic decomposition called for the construction of mental structures
called decision and conclusion. Although independent from each other, these constructions
were often intertwined in our results. For this reason, we illustrate them together in this
section.
5.4.1 Action—decision and conclusion
A decision Action is characterized by forming a decision about H0 in accordance to an
external procedure involving the comparison of the p-value and the significance level, ↵.
Meanwhile, conclusion as an Action is characterized by forming a conclusion about the
claim in accordance to an external procedure involving the decision about H0. Evidence of
such Actions could be forming a decision about H0 and a conclusion about the claim without
being able to explain the logic behind the decision and conclusion.
The following excerpt, taken from Shannon’s discussion of Question 1, illustrates a deci-
sion Action, as well as a conclusion Action. The dialogue took place right after Shannon
explained her calculation of the p-value and sketched her drawing (see Section 5.3.1).
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Shannon: Um, what I looked at in the examples and what I remember is like, if the p-value
is less than the significance level, then you do reject? I think so, I think that’s
what I remember.
I: You don’t look very confident about it.
Shannon: So I wrote the p-value is less than the significance level, therefore we reject the null
hypothesis. And then this is where I get confused, if it is su cient or insu cient,
and I put there is su cient evidence to support the original claim.
I: OK, so you memorized, you don’t know why?
Shannon: I just don’t, yeah.
Shannon explicitly stated that she was operating based on what she remembered from pre-
vious examples. In particular, she rejected H0 based on a memorized rule, indicative of a
decision Action. Furthermore, she was unsure of her conclusion about the claim, but she
concluded that there is su cient evidence to support the claim. However, in Question 1, the
claim corresponded to H0. Thus, based on her rejection of H0, Shannon should have con-
cluded that there is insu cient evidence to support the claim. This suggests that Shannon
was relying on her memory of previous examples instead of reflecting on the logic behind
determining the conclusion about the claim. We consider this to evidence of a conclusion
Action.
5.4.2 Process—decision and conclusion
A decision Process is characterized by an internally driven transformation that involves
comparing the p-value and significance level, ↵, in order to form a decision about H0. Evi-
dence of a decision Process could be viewing the p-value and ↵ as probabilities or areas and
explaining, in general, how their comparison leads to a decision about H0 without needing
to perform all of the steps. Meanwhile, a conclusion Process is characterized by an inter-
nally driven transformation that involves forming a conclusion about the claim based on the
decision about H0. Evidence of a conclusion Process could be explaining, in general, how
to form a conclusion about the claim without needing to perform all of the steps.
To illustrate a decision Process, we first consider the following excerpt from Steve, which
provides evidence that he compared the p-value and significance level as areas. Shortly
before this excerpt, Steve struggled to graphically represent the p-value. After explaining
his calculations (see Section 5.3.3), he was able to resolve his struggle.
Steve: Oh wait! Wasn’t the p-value supposed to be from the edge? So wasn’t the p-value
supposed to be like this . . . [draws on paper ] . . . the stu↵ on the outside? I remember
now. It was um . . . I don’t see how that relates to those, but I know it relates to the
significance level ‘cause your .05 is going to be outside of that.
Throughout this excerpt, Steve described aspects of the distribution curve while drawing
a graph. Thus, he was invoking his distribution and representation Schemas. At first
glance, when Steve asked, “wasn’t the p-value supposed to be from the edge,” he could
have been describing the test statistic as forming the edge of the region whose area is the
p-value. It is clear, however, based on Steve’s drawing in Figure 7 that he was not aware of
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Figure 7: Steve’s graph of the p-value for Question 1.
a graphical relationship between the test statistic and the p-value, which is likely what he
was referring to when he said, “I don’t see how that relates to those.” Nevertheless, he still
viewed the p-value and significance level as areas and compared them by saying, “I know
[the p-value] relates to the significance level ‘cause your .05 is going to be outside of that.”
To clarify, when Steve said, “.05 is going to be outside of that,” we interpret it to mean
that the rejection region is not strictly contained in the region whose area is the p-value.6
We consider this example to be evidence of a p-value Object, in addition to the examples
discussed previously in Section 5.3.3.
The previous excerpt established that Steve was able to compare the p-value and signif-
icance levels as areas, which we consider to be a necessary characterization of a decision
Process. To further illustrate a decision Process, we consider the following excerpt contain-
ing Steve’s reasoning about whether or not to reject H0 for Question 1. Note that part of
this excerpt was discussed previously in Section 5.2.3.
I: OK, so, and how did you arrive at your conclusion? What did you arrive at?
Steve: I just remembered anytime the p-value is less than the, uh, significance level you
reject the null, uh, I think [laughs ]. But going back on it, it makes sense, you know, if
you’ve got a p-hat that, that’s very, very di↵erent from your, from your p, you know,
78 is a whole 8% o↵ of, uh, the 70%. And also your test statistic is very large. I’m
not totally sure what a test stat is, but it reminds me of z-scores, and I remember
when you have a z-score that gets above 3, it starts to get pretty, pretty crazy. So 5
is huge, which is also the reason that you’re getting a bunch of zeros or very close to
1.
...
Steve: So it’s interesting, we always go all the way out to the p-value, but you can pretty
much tell from your test statistic if it’s correct or not.
Initially, Steve rejected H0 based on a memorized rule, suggestive of a decision Action.
However, he reflected on this Action when he said, “but going back on it, it makes sense.”
Referring to the test statistic, Steve said, “so 5 is huge, which is also the reason that you’re
6According to Triola (2014), the rejection region is a region under the extremities of the distribution
curve and has an area equal to the significance level, ↵. If the test statistic falls within the rejection region,
it implies that the p-value associated with this sample is less than ↵.
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getting a bunch of zeros.” When Steve described “getting a bunch of zeros,” he seemed to be
referring to calculating a p-value that has a zero in the tenth, hundredth, thousandth, etc.,
places. In other words, he related an extreme test statistic to a small p-value. This suggests
that he applied his function Schema to describe the relationship between the test statistic
and the p-value. Also, the contrast in his phrase, “getting a bunch of zeros or very close to
1,” indicates he was invoking his probability Schema. In the last line of the above excerpt,
Steve explained that depending on the magnitude of the test statistic, you can potentially
form a decision about the null hypothesis without comparing the p-value to the significance
level. The ability to describe the result of a transformation without needing to perform all
of its steps is evidence of a Process. Thus, we consider Steve to have provided evidence of a
decision Process.
To illustrate a conclusion Process, we consider the following excerpt from Steve’s dis-
cussion of the conclusion about the claim for Question 2.
I: In terms of your final conclusion, take me through it.
Steve: Well, you get the same conclusion as you did in the first question because the p-value
is also less than the significance level. So you reject the null hypothesis cause there’s
su cient evidence against it.
I: Against?
Steve: Against it equaling 210.
I: And what does that mean about your claim?
Steve: Well, you reject it. You know that the population mean is far more likely to be
greater than 210 than . . .
I: And which one was actually, do you know which one was your claim?
Steve: The null is your claim, right?
I: Well, what does it say there? [Points to problem.]
Steve: Yeah, test the claim . . . OH! The claim is your alternative. Oh well. Either way, it
doesn’t really change anything. You know that it’s greater than.
Steve said that he rejected the null hypothesis because there is su cient evidence against
µ equaling 210 seconds. When the interviewer prompted him to explain his decision about
the null hypothesis in terms of the claim, he invoked his empirical evidence Schema by
saying, “you know that the population mean is far more likely to be greater than 210,”
which was reasonable considering that this hypothesis test was right-tailed. The remainder
of the excerpt shows that Steve mistakenly believed the null hypothesis to be the claim.
When he realized that the alternative hypothesis was the claim, he said, “it doesn’t really
change anything. You know that it’s greater than.” That is, he knew that his inference
remained accurate regardless of which hypothesis was the claim. Because Steve did not
find it necessary to go through the step of determining which hypothesis corresponds to the
claim in order to make an accurate inference, we consider this to be evidence of a conclusion
Process.
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5.4.3 Object—decision and conclusion
The Processes of decision and conclusion have been encapsulated into Objects when the
individual views them as totalities and can perform transformations on them. A decision
Object could be characterized by considering scenarios in which the conditions would yield
the same decision or a di↵erent decision about H0. A conclusion Object could be char-
acterized by considering additional hypothesis tests on the same (or di↵erent) claim and
understand the di↵erent scenarios in which various conclusions about the claim would arise.
None of the students we interviewed provided evidence of a decision or conclusion
Object. One possible explanation for this is that our instrument and protocol did not probe
for such reasoning. This suggests the need to update our protocol and suggest instructional
strategies to foster the construction of decision and conclusion as Objects.
5.4.4 Process—significance level
Before we conclude this section, we revisit the concept of significance level. Our preliminary
genetic decomposition did not consider significance level as a Process other than identifying
the significance level in the statement of the problem. However, we found evidence of a deeper
understanding of the significance level.
The following excerpt is taken from the beginning of Steve’s interview when the inter-
viewer asked him to provide an overview of Question 1. This excerpt contains his description
of the significance level, which he gave while sketching his graph (see Figure 7, discussed
previously).
I: So what are the statistical concepts that you believe are a part of this?
Steve: Well, I think it has to do with normal distributions and figuring out, um, and just
comparing the proportion you get from a sample test to, um, a population proportion
that has been reported to you outside the, in this case, you’re comparing 588/750 to
the 70% claim. But, uh, yeah.
I: OK. Very good.
Steve: Go like that, which isn’t perfect, but whatever. I guess the idea is that your p is, um,
.7 and, um, I remember from the Excel sheet 588/750 came out to be .78. So p-hat,
well that’s too high up, say it’s like there, .78, if that makes sense. I don’t know if
that’s clear. And using the significance level there’s basically a realm around .7, like
an area that if your p-hat fell into, then you can accept that .7 is an actual legitimate
claim, but if it falls outside of that, then it’s not.
When Steve described the significance level as forming a “realm” or “area” around p, which
will or will not contain p̂, he was describing a rejection region. This suggests that he coordi-
nated his distribution and probability Schemas to view the significance level as an area
under the distribution curve. Because his description references p and p̂ instead of z-scores,
Steve seemed to be alluding to the notion of confidence interval. To calculate confidence
intervals, the significance level is used to calculate a critical value, which is eventually used
in finding a lower and upper bound for usual sample statistics. We believe this upper and
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lower bound is what Steve referred to as “a realm around .7.” It is then possible to determine
from this interval if a sample statistic is unusual. Thus, for Steve, the significance level was
a transformation on the parameter, p, to create an interval centered at p that will or will not
contain p̂. Since, in hypothesis testing, the significance level is also used to form a rejection
region and determine if sample statistics are unusual, the two are similar processes. Steve
exhibiting an understanding of this relationship is evidence of a significance level Process.
5.5 Summary
Our preliminary genetic decomposition called for the construction of the following mental
structures: hypotheses, test statistic, p-value, decision, and conclusion. In our pre-
sentation of the results, we illustrated how these mental structures emerged in the group
of students that we interviewed. Also, we provided evidence that some students made con-
structions di↵erent from how we predicted, such as with test statistic, p-value, and sig-
nificance level. Below, we provide a summary of our findings.
Students who provided evidence of a hypotheses Action appeared to follow an external
convention for formulating the statements H0 and H1. Students who provided evidence of
a hypotheses Process acknowledged that, in general, the claim is used to formulate the
hypotheses. Students who provided evidence of a hypotheses Object were able to compare
their procedures for formulating hypotheses between di↵erent problems.
Our results pertaining to the concept of test statistic indicate that students might con-
struct isolated test statistic Actions, each corresponding to the di↵erent types of test
statistics. Our preliminary genetic decomposition did not consider di↵erent constructions
corresponding to each test statistic. Students who provided evidence of a test statistic Ac-
tion did so by focusing on particular calculations, without further interpretation of the result
of their calculation. Students who provided evidence of a test statistic Process described
a test statistic graphically as the distance from the center of the distribution. Evidence of
a test statistic Object appeared in three ways. The first way was by distinguishing be-
tween the various test statistic formulas in light of the situations in which they would arise,
which we did not consider in our preliminary genetic decomposition. The second way was
by considering what accounted for an extreme value of the test statistic in a situation. The
third way was by explaining that the test statistic determines the p-value, suggesting that a
p-value Process induces the encapsulation of a test statistic Process into an Object.
Students who provided evidence of a p-value Action did so by only being able to state
the step-by-step calculation for a particular p-value and could not represent it graphically.
Students who provided evidence of a p-value Process tended to explain the logic behind
the steps of their calculation or interpret the result of their calculation, either verbally or
graphically. Our results suggest the need to refine our description of p-value as a Process,
which appeared to be the result of coordinating the prerequisite probability function
Process with a hypotheses Process. A test statistic Object appeared in two ways. The
first way was by distinguishing between the various procedures for calculating the p-value
and the situations in which they would arise, which we did not consider in our preliminary
genetic decomposition. The second way was by comparing the p-value to the significance
level, particularly as areas, suggesting that a decision Process induces the encapsulation of
a p-value Process into an Object.
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Students who provided evidence of decision and conclusion Actions did so by relying on
memorized procedures to form a decision aboutH0 and a conclusion about the claim, without
understanding the logic behind the steps. Students who provided evidence of a decision
Process were able to explain their decision about H0 without needing to go through the step
of comparing the p-value to the significance level. Instead, the extremity of the test statistic
could, at times, be used to form a decision about H0. Similarly, students who provided
evidence of a conclusion Process did so by explaining their conclusion about the claim
without needing to go through all of the steps. In particular, such students did not need to
determine which hypothesis corresponds to the claim in order to state an accurate inference
based on the decision about H0. We did not find evidence of decision or conclusion
Objects, suggesting the need to revise our instrument and interview protocol to probe for
such reasoning. This also suggests the need to develop curriculum that fosters such reasoning.
As a Process, significance level is constructed through the coordination of distribu-
tion and probability Schemas. A significance level Process is a transformation on a
parameter (or z-score or t-score of 0) to form a rejection region. While our preliminary ge-
netic decomposition did not consider significance level as a Process other than identifying
the significance level in the statement of the problem, we found evidence of a deeper meaning
by students. We will discuss this further in our revisions to the genetic decomposition in
Section 6.1.
6 Discussion
Our results suggest that the concepts involved in hypothesis testing are related through
the construction of higher-order, coordinated Processes operating on Objects. It has been
widely recognized in APOS Theory literature that encapsulation of a Process into an Object
is di cult to achieve (Arnon et al., 2014). This provides a possible explanation for why
hypothesis testing is such a challenging topic for students, as reported by other researchers
(Dolor & Noll, 2015; Liu & Thompson, 2005; Vallecillos, 2000; Williams, 1997).
Many of the students in our study appeared to follow a “script,” phrasing their explana-
tions based on wording they remembered from MyStatLab or their instructor. For example,
when explaining how to formulate the hypotheses, Nicole said,“my teacher taught me null is
always equals” (see Section 5.1.1). Other students used phrases like, “I remember,” without
reflecting on what they remembered in order to develop a deeper understanding, such as
Shannon when she made a decision about the null hypothesis (see Section 5.4.1). When it
came to reasoning about the test statistic and p-value, students without a deeper under-
standing resorted to merely reiterating their calculations instead of justifying or interpreting
their calculations (see, for example, Shannon in Sections 5.2.1 and 5.3.1). These students,
thereby, exhibited Actions pertaining to one or more of the concepts involved in hypothesis
testing. Our results indicate that being limited to performing Actions can be, in part, at-
tributed to a focus on what Link (2002) referred to as a six-part procedure, in which each
step serves as an external cue for the next step.
Some of the students that we interviewed exhibited a deeper understanding of the con-
cepts involved in hypothesis testing. One particular student, Steve, received a substantial
amount of attention in this report, due to the fact that he elaborated on his solutions using
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his own words, thereby providing a considerable amount of rich data. In several instances
during the interview, Steve reflected on his understanding of a concept in order to explore
its meaning beyond what he remembered from a step-by-step procedure (see, for example,
Section 5.4.2). As a result, he consistently provided evidence of a Process and/or Object
pertaining to the concepts in hypothesis testing by explaining them in general terms that
would apply across various problem situations. We should note that this characterization
of Steve’s reasoning is contrary to our preliminary analysis (Authors, XXXX), in which we
used excerpts from Steve to illustrate a test statistic Action. Further analysis found that
Steve’s construction of Processes and Objects was di↵erent from how we predicted in our
genetic decomposition (in some instances), but he made these constructions nevertheless.
Throughout our analysis of the interviews, we did not find evidence of the construction
of a decision Object or a conclusion Object. One possible reason for this is that our
instrument and protocol did not probe for such an understanding. Also, it is possible that
instruction did not lead students to encapsulate decision and conclusion Processes into
Objects. Later, in Section 7, we o↵er suggestions to facilitate the construction of these
mental structures.
Many of the students in our study provided evidence of coordinating Schemas in order to
either reason through or complete a sequence of steps with hypothesis tests. In some cases,
the successful coordination of Schemas seemed to illuminate additional information for the
student, like with Steve who appeared to use all five of the prerequisite Schemas proposed in
our preliminary genetic decomposition (see, for example, Section 5.4.2). On the other hand,
the inability to e↵ectively coordinate Schemas may lead to an obstacle in understanding
a problem. For example, we believe that as a result of not successfully coordinating her
function and distribution Schemas, Shannon was unable to explain why she felt her test
statistic was very high (see Section 5.2.1). Activities designed with the goal of coordinating
such Schemas may be beneficial for students studying hypothesis testing.
6.1 Revisions to the genetic decomposition
Based on our results in Section 5, we propose several revisions to our genetic decomposition.
Due to the length of our genetic decomposition, we provide here only modifications. For
the reader’s convenience, we include the revised genetic decomposition in its entirety in
Appendix A. Recall that Figure 2 in Section 3.1 illustrated how the Processes in the genetic
decomposition interact with each other. In this section, we o↵er figures that show what these
Processes look like microscopically.
Our first revision pertains to the concept of test statistic. Instead of constructing a
single test statistic Action, our results in Section 5.2.3 suggest that distinct Actions be
constructed corresponding to each type of test statistic, referred to as z-score proportions,
z-score means, and t-score. Once these Actions are interiorized into separate Processes
(by the same name as their Actions), they should be pairwise coordinated to construct a
single Process, namely test statistic. This test statistic Process is illustrated in Figure
8. One way for a test statistic Process to be encapsulated into an Object, that we did not
initially consider, would be by distinguishing between the various test statistic formulas and
the situations in which they would arise, as illustrated in Section 5.2.3.
Our second revision pertains to the concept of p-value. Our preliminary genetic decom-
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Figure 8: The test statistic Process.
position proposed that a p-value Process is the result of coordinating hypotheses and
test statistic Processes. However, we found in Section 5.3.2 that a prerequisite proba-
bility function Process should be coordinated with a hypotheses Process to construct a
p-value Process. This p-value Process then induces the encapsulation of a test statistic
Process into an Object. Figure 9 illustrates this p-value Process. One way for a p-value
Process to be encapsulated into an Object, that we did not initially consider, would be by
distinguishing between the various procedures for calculating the p-value and the situations
in which they would arise, as illustrated in Section 5.3.3.
Figure 9: The p-value Process.
Our third revision pertains to forming a decision about H0. Our preliminary genetic de-
composition said that a decision Process is the result of coordinating p-value and signif-
icance level Processes. Our results in Section 5.4.2 suggest that this coordination involves
encapsulating p-value and significance level Processes into Objects, which can then be
compared in order to form a decision about H0. Figure 10 illustrates this decision Process.
Our fourth revision pertains to the concept of significance level. Instead of a significance
level Process merely involving the identification of the significance level in the statement
of the problem, our results in Section 5.4.4 suggest that it is a transformation on existing
Objects, namely a z-score or t-score of 0, to form a rejection region. Such a Process enables
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Figure 10: The decision Process.
the individual to understand that the significance level can also be used to form a confidence
interval centered at the population parameter.
7 Conclusion
In this study, we investigated students’ reasoning about hypothesis testing while solving two
real-world problems. Our results agree with existing literature acknowledging that hypothesis
testing is a challenging topic for students (Dolor & Noll, 2015; Liu & Thompson, 2005;
Vallecillos, 2000; Williams, 1997). With statistics education reform on the rise (GAISE
College Report ASA Revision Committee, 2016) and with much criticism of hypothesis
testing (Motulsky, 2014; Nickerson, 2000; Nuzzo, 2014), it is crucial that curriculum be
developed to address students’ challenges. The results of our study o↵er a direction for how
this can be achieved.
By using APOS Theory to explore the cognitive aspects of learning hypothesis testing, we
found that its di culty can be attributed to not constructing higher-order mental structures
to deal with the associated concepts. In particular, we found that an emphasis on the
sequence of steps in the hypothesis testing procedure, as opposed to the concepts, can prevent
students from interiorizing Actions into Processes. In order for students to develop a deeper
understanding of the concepts, we suggest that instruction emphasize the importance of each
step, in its own right, as well as the relations between steps. Regarding the test statistic, for
example, students could be asked the following:
• Calculate the test statistic for this problem and identify the sample statistic that it rep-
resents.
• Is the test statistic a z-score or a t-score? Why?
• Does the test statistic that you calculated seem extreme? Justify your response.
A comprehensive list of guided questions about the concepts in hypothesis testing can be
found in Appendix B. These questions were written based on the results of our study to
help students make the constructions called for by the genetic decomposition.
There are several limitations to our study.
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1. We restricted our study to a single university. Our results could vary with a di↵erent
population. On a related note, our genetic decomposition followed the presentation of
hypothesis testing by Triola (2014), as it likely had an influence on how our population
made (or did not make) constructions in the genetic decomposition. We did not consider
other approaches to teaching and conducting hypothesis testing, such as randomization,
simulation, and resampling (Cobb, 2007; Lock et al., 2017).
2. Our sample size was twelve, which is small relative to the size of our population. A larger
sample could o↵er a wider range of reasoning about the concepts in hypothesis testing.
3. Our instrument contains only two hypothesis testing questions, while three di↵erent kinds
of situations could arise in hypothesis testing (proportions, means with a normal distri-
bution, and means with a t-distribution) for the students in our study. Moreover, both
questions in our instrument resulted in clear decisions to reject the null hypothesis be-
cause the p-values were extremely small. More might be revealed by students’ reasoning
when the p-value is closer to ↵, or when the p-value is greater than ↵.
4. Probability did not play a large role in students’ reasoning. The p-value was treated
by most students as merely a number between 0 and 1. Further probing into students’
understanding of probability could have been insightful.
5. We can only state what we observe. It is possible for Actions, Processes, and Objects
involved in hypothesis testing to emerge in additional ways from what we illustrated in
this report, and it is possible for students to possess a di↵erent conception than what
they exhibited.
As a basis for further research, the guided questions in Appendix B, which are applicable
to a variety of hypothesis testing questions, can be administered as an instructional method.
Then a research instrument and interview protocol should be developed to test if our guided
questions can help students make the constructions called for by the genetic decomposition.
It is also possible for such an instructional method to result in students making these mental
constructions in di↵erent ways than those exhibited in the current study, thereby leading to
another refinement in the genetic decomposition.
Our preliminary genetic decomposition included several prerequisite constructions, which
we assumed had already been made by the students in our study. Thus, we did not inves-
tigate how students might make these prerequisite constructions. Future research could
potentially benefit from such an investigation. In particular, we suggest that research in-
vestigate students’ development of their representation, distribution, probability, and
function Schemas, as well as their understanding of concepts such as probability functions.
Knowledge of how students make these constructions could o↵er additional refinements to
the genetic decomposition.
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Appendix A Genetic decomposition for one-sample hy-
pothesis testing
The following is the comprehensive version of our revised genetic decomposition.
Hypotheses. In hypothesis testing, the claim about the population parameter is used
to formulate two hypotheses—the null hypothesis, H0, and the alternative hypothesis, H1.
This can be thought of as a transformation, hypotheses, that acts on the claim as an
Object and returns two hypotheses statements. The following are descriptions of the stages
of hypotheses.
Action: A hypotheses Action is a transformation in response to external cues that tell
the individual how to formulate the hypotheses for a specific hypothesis test. An
external cue could be a memorized procedure or keywords.
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Process: The individual interiorizes into a Process the Actions of identifying the claim and
formulatingH0 andH1. In particular, he or she understands that for any hypothesis
test, the claim is used to formulate H0 and H1, and the individual can explain in
his or her own words what H0 and H1 mean.
Object: The individual encapsulates a hypotheses Process into an Object when he or she
can think of it as a totality and perform a transformation on it. For example, the
individual can compare how he or she formulated the hypotheses between di↵erent
situations. That is, the transformation being applied to this hypotheses Object
is a comparison.
Test statistic. In hypothesis testing, the test statistic, as referenced in this paper, is
a standardized value of the sample statistic represented by a score (such as z or t) and is
used to determine whether to reject the null hypothesis. For the purposes of our study,
the scores represent the relative distance of the sample statistic from the assumed value
of the parameter. Calculating a test statistic can be thought of as a transformation, test
statistic, which acts on various population parameters and sample statistics and returns a
value, reasonably between  3 and 3, called the test statistic. The following are descriptions
of the stages of test statistic.
Action: A test statistic Action is an external rule, such as a formula, that tells an indi-
vidual how to calculate a test statistic’s value. Through this Action an individual
can input the required values of the population parameters and sample statistics
into a formula and simplify the expression to obtain the test statistic’s value.
Process: The individual interiorizes into Processes the Actions of calculating various types of
test statistics. This Process enables the individual to understand that, in general,
a test statistic is the relative distance of the sample statistic from the assumed
value of the parameter, and the individual can explain this in his or her own words.
These isolated Processes corresponding to each type of test statistic should then
be coordinated to construct a more general test statistic Process.
Object: The following are ways in which a test statistic Process can be encapsulated into
an Object:
1. Explain what accounts for an extreme value of a test statistic in comparison to
other test statistic values. The transformation being applied to test statistic
is a comparison of usual and unusual test statistic values.
2. Distinguish between the various test statistic formulas in order to determine
which one is appropriate for a given situation. The transformation being applied
to test statistic is a comparison of di↵erent ways to compute a test statistic.
3. Describe the test statistic, in general, as determining the p-value. The transfor-
mation being applied to test statistic is a p-value Process.
P-value. In hypothesis testing, the p-value is the probability of obtaining the sample
data or statistic that we observed or something more extreme, under the assumption that
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the null hypothesis is true. Calculating the p-value can be thought of as a transformation,
p-value, which is a probability function. In particular, p-value acts on the output of test
statistic and returns a number between 0 and 1, called the p-value. The following are
descriptions of the stages of p-value.
Action: A p-value Action is an external transformation on a particular test statistic’s value
by following a step-by-step procedure to compute the p-value.
Process: The individual constructs a probability function Process (through coordinating
probability and function Schemas), which is then coordinated with a hypothe-
ses Process to construct a p-value Process. This p-value Process acts on test
statistic as an Object and returns the probability of obtaining the sample data or
statistic that we observed or something more extreme, under the assumption that
the null hypothesis is true. The individual can explain in his or her own words
what the p-value represents.
Object: The following are ways in which a p-value Process can be encapsulated into an
Object:
1. Distinguish between the various procedures for calculating a p-value in order to
determine which one is appropriate for a given situation. The transformation
being applied to p-value is a comparison of di↵erent ways to compute a p-value.
2. View the p-value as an area or probability and compare it to the significance
level, ↵, which is the probability of rejecting the null hypothesis given that it
is true. The transformation being applied to p-value is a comparison with
significance level.
Decision. In hypothesis testing, a decision about whether or not to reject the null
hypothesis, H0, is made based on the comparison of the p-value with the significance level,
↵, which is a probability that serves as an upper bound for the region of probabilities which
would result in rejecting the null hypothesis. In particular, when the p-value is less than or
equal to ↵, the null hypothesis is rejected. Forming the decision about H0 can be thought
of as a transformation, decision, that compares the p-value and ↵ and returns the decision
about whether or not to reject H0. The following are descriptions of the stages of decision.
Action: A decision Action is an external transformation on a particular p-value and ↵ by
following a step-by-step procedure, such as the following:
Step 1. Compare the numerical values of the p-value and ↵.
Step 2. From the following, choose the option that applies to the above information:
“p-value  ↵” ) “reject H0.”
“p-value > ↵” ) “fail to reject H0.”
In particular, the individual performs the above Actions by relying on memorization
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or a formula sheet, without understanding the logic behind the steps.
Process: The individual interiorizes the above Actions into a Process (1) by understanding
that the comparison of the p-value and ↵ determines, in general, the decision about
the null hypothesis, (2) by understanding that the p-value is the probability of ob-
taining the sample data or statistic that we observed or something more extreme,
under the assumption that the null hypothesis is true, and (3) by viewing ↵ as the
bound defining what is considered a low probability. This amounts to construct-
ing a significance level Process (through the coordination of distribution and
probability Schemas) and encapsulating significance level and p-value Pro-
cesses into Objects by comparing them. In particular, a decision Process acts on
significance level and p-value and returns the decision about whether or not to
reject H0.
Object: The individual encapsulates a decision Process into an Object by viewing it as
a totality and considering scenarios in which the conditions would yield the same
decision or a di↵erent decision about H0. That is, the transformation being applied
to this decision Object is possibly a comparison of various situations in which the
decision could have been di↵erent.
Conclusion. As stated previously, in hypothesis testing, the claim about the population
parameter is used to formulate H0 and H1. Once a decision is made as to whether or not
to reject H0, a conclusion can be formed about the claim. Forming a conclusion about the
claim can be thought of as a transformation, conclusion, that acts on the decision about
the null hypothesis, namely, “reject H0” or “fail to reject H0,” and returns “support claim”
or “do not support claim.” The following are descriptions of the stages of conclusion.
Action: A conclusion Action is an external transformation on the claim of a hypothesis
test, the decision about H0, and the hypothesis to which the claim corresponds by
following a step-by-step procedure, such as the following:
Step 1. Identify which hypothesis corresponds to the claim.
Step 2. Review the decision about H0.
Step 3. From the following, choose the option that applies to the above information:
“H0 = claim” and “reject H0” ) “do not support claim.”
“H0 = claim” and “fail to reject H0” ) “support claim.”
“H1 = claim” and “reject H0” ) “support claim.”
“H1 = claim” and “fail to reject H0” ) “do not support claim.”
In particular, the individual performs the above Actions by relying on memorization
or a formula sheet, without understanding the logic behind the steps.
Process: The individual interiorizes the above Actions into a Process by describing the steps
in general terms. This amounts to a hypotheses Process being reconstructed to act
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on the claim and put it in correspondence with the appropriate hypothesis. Then
this reconstructed hypotheses Process is coordinated with a decision Process to
construct a conclusion Process. In particular, a conclusion Process acts on the
outputs of a decision Process and reconstructed hypotheses Process and returns
the conclusion about whether or not to support the claim.
Object: The individual encapsulates a conclusion Process into an Object by considering
that additional hypothesis tests can be performed on the same (or di↵erent) claim,
understanding the di↵erent scenarios in which the above options would arise. That
is, the transformation being performed on this conclusion Object is possibly a
comparison of various scenarios in which the conclusion could have been di↵erent.
Appendix B Guided questions
The following questions, in general, can be applied to hypothesis testing problems involving
a population proportion or a population mean.
1. Hypotheses.
(a) What parameter is this hypothesis test concerning? What is the symbol for this
parameter?
(b) What is the claim of the test?
(c) Formulate your null and alternative hypotheses.
(d) What is the relationship between the null and/or alternative hypotheses and the
claim?
(e) Is this a left, right, or two-tailed test?
2. Test statistic.
(a) Sketch the relevant sampling distribution for the sample. You will be adding to this
drawing throughout the rest of this worksheet.
(b) What type of distribution is this? Why?
(c) What value would be located in the middle of your distribution?
(d) Calculate the test statistic for this problem. Then identify the sample statistic that
it represents.
(e) Is the test statistic a z-score or a t-score? Why?
(f) Add the test statistic to your drawing.
(g) Does the test statistic that you calculated seem extreme? Justify your response.
(h) Based on the value of the test statistic in part (d) and your answer in part (g),
describe what this may mean in terms of the p-value (which has not been calculated
yet). That is, do you think the p-value will be large or small?
3. P-value.
(a) Prior to calculating the p-value, shade the region that represents the p-value on your
drawing of the sampling distribution.
(b) Explain how you determined what region to shade.
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(c) Calculate the p-value. Then explain why you performed each step in your calculation.
That is, what information did you use to determine the steps of your calculation?
(d) Does the p-value that you calculated make sense in relation to the test statistic?
Why or why not?
(e) What is the meaning of the p-value in the context of the problem?
4. Significance Level.
(a) What is the significance level for this hypothesis test?
(b) What does the significance level represent?
(c) How does the significance level compare to your p-value?
(d) Based on your answer to part (c), estimate where the significance level would be on
your drawing. Label this as the rejection region.
(e) Does your test statistic fall within this region?
5. Decision and Conclusion.
(a) Does your answer to question 4(e) imply that the test statistic is extreme?
(b) Based on your comparison in question 4(c) of the p-value and significance level, we
reject/fail to reject (circle one) the null hypothesis, which was . Write
a complete sentence describing what this means in the context of the problem.
(c) What does part (b) imply about the alternative hypothesis?
(d) What do parts (b) and (c) imply about the claim in the problem? It may help to
refer to your answer to question 1(d).
(e) Write a few sentences to summarize the result of the hypothesis test in the context
of the problem.
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