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We study water between parallel metal walls under applied electric field accounting for the image
effect at T = 298 K. The electric field due to the surface charges serves to attract and orient nearby
water molecules, while it tends to a constant determined by the mean surface charge density away
from the walls. We find Stern boundary layers with thickness about 5 A˚ and a homogeneously
polarized bulk region. The molecules in the layers more sensitively respond to the applied field
than in the bulk. As a result, the potential drop in the layers is larger than that in the bulk unless
the cell length exceeds 10 nm. We also examine the hydrogen bonds, which tend to make small
angles with respect to the walls in the layers even without applied field. The average local field
considerably deviates from the classical Lorentz field and the local field fluctuations are very large
in the bulk. If we suppose a nanometer-size sphere around each molecule, the local field contribution
from its exterior is nearly equal to that from the continuum electrostatics and that from its interior
yields the deviation from the classical Lorentz field. As a nonequilibrium problem, we investigate
the dynamics after a reversal of applied field, where the relaxation is mostly caused by large-angle
rotational jumps after 1 ps due to the presence of the hydrogen bond network. The molecules
undergoing these jumps themselves form hydrogen-bonded clusters heterogeneously distributed in
space.
I. INTRODUCTION
In physics and chemistry, we need to accurately es-
timate the long-range electrostatic interactions among
charged and polar particles. To this end, a large num-
ber of simulations have been performed and the Ewald
method is a famous technique for efficiently summing
these interactions using the Fourier transformation1. It
has been used to investigate the bulk properties of
charged and polar particles under the periodic bound-
ary condition in three dimensions (3D Ewald)2,3. It has
also been modified for film-like systems under the pe-
riodic boundary condition in the lateral directions (2D
Ewald)4–8. Several groups8–14 have performed simula-
tions of dipole systems in electric field between paral-
lel metal walls. However, not enough efforts have been
made on dynamics, where applied electric field can be
nonstationary. Such nonequilibrium situations are ubiq-
uitous and are of great scientific and practical impor-
tance. Hence, this paper aims to give a general scheme
of treating water under electric field and investigate the
dielectric relaxation after field reversal.
Hautman et al.9 developed a 3D Ewald method assum-
ing parallel, smooth metal walls, where the constant po-
tential condition is satisfied at the metal walls (z = 0 and
H) and the periodic boundary condition is imposed along
the x and y axes. In this case, each charged particle in the
cell induces surface charges producing a potential equiva-
lent to that from an infinite number of image charges out-
side the cell. Perram and Ratner10 found some relations
on these image charges. In the same scheme, Klapp11
treated dipoles interacting with the soft-core potential
to find wall-induced ordering. The present authors12
extended this 3D Ewald method for charged and polar
particles to examine surface effects, ionic crystals, dipole
chains, and local electric field. In this paper, we use this
method for water.
We also mention other methods. Shelley and Patey15
assumed empty (vacuum) slabs outside the cell, which
the particles cannot enter due to the repulsive wall poten-
tials. If the regions −dem < z < 0 and H < z < H + dem
are empty, the 3D Ewald method can be used with pe-
riod H + 2dem along the z axis. Also with empty slabs,
Yeh and Berkowitz13 applied electric field accounting for
the local field from net polarization. They found that
the computing time with this 3D Ewald method was ten
times faster than that with the 2D Ewald method. With
such empty regions, however, charged or polar particles
are effectively in contact with neutral, non-polarizable
walls. Siepmann and Sprik16 assumed atomic particles
forming a crystal and interacting with water molecules
via a model potential at the surface. They varied charges
of these atoms continuously to maintain the constant po-
tential condition in metal. This model was used to study
water and ions between electrodes with the aid of the
2D Ewald method14,17. Petersen et al.18 proposed an
efficient simulation method accounting for the primary
image charges closest to the boundary walls and uniform
(average) surface charge densities.
Surface charges increase locally as charges or dipoles
in the liquid region approach a metal wall. As a result,
water molecules are adsorbed and oriented near a metal
wall19–21. They form a Stern surface layer22,23 even with-
out ions, where the electric potential changes appreciably
on a microscopic length. It also follows that the surface
charges exhibit significant in-plane fluctuations with a
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2correlation length ξs. We shall see that the electric field
due to these surface charges tends to be uniform in the
bulk where the distances from the walls much exceeds ξs.
We are not aware of previous microscopic calcula-
tions to check the validity of the classical theory of
dielectrics24–26. Hence, we calculate the average and fluc-
tuations of the local electric field Elock acting on each
molecule k. In particular, we consider a nanometer-size
sphere surrounding each molecule. In our simulation, the
local field contribution from the sphere interior consists
of an average (a deviation from the classical Lorentz field)
and large fluctuations (∼ e/σ2 with σ ∼ 3 A˚), while that
from the sphere exterior is obtained from the continuum
electrostatics with small fluctuations.
We also present a first study of nonequilibrium water,
where the polarization relaxes after a reversal of applied
electric field. In this relaxation, rotational jumps with
large angle changes play a major role. These largely ro-
tated molecules form clusters causing breakage and re-
organization of the hydrogen bond network. In previous
simulations on water, collective hydrogen-bond dynam-
ics was studied at T ∼ 300 K27,28 and marked dynamic
heterogeneities were observed in translation and rotation
in supercooled states29,30.
The organization of this paper is as follows. In Sec. II,
we will reexamine the Ewald scheme for water between
metal walls. In Sec. III, we will calculate the dielectric
response and the local electric field. In Sec.IV, simulation
results on field reversal will be presented. In Appendix
A, we will give an expression for the local electric field on
water molecules composed of three charge points. In Ap-
pendix B, we will devise a microscopic expression for the
polarization density p(r), which is convenient for theo-
retical study of water.
II. THEORETICAL BACKGROUND
A. Water Model. We use the TIP4P/2005 model31,
where each water molecule k has three charge points
rkH1, rkH2, and rkM with fixed partial charges qH, qH,
and qM = −2qH, respectively, where qH = 0.5564e. The
point rkM is slightly shifted from the oxygen point rkO
along nk, where nk is the unit vector along the bisector
of the H-O-H triangle. Its dipole moment is given by
µk = qH(rkH1 + rkH2 − 2rkM) = µ0nk, (1)
where µ0 = 2.305D. See Appendix A for more details. We
adopt this fixed charge model because of its simplicity,
though the molecular polarizability is known to play a
fundamental role in the properties of water32,33.
The total potential U consists of three parts as
U = Um +
1
2
∑
k 6=`
uLJ(|rkO − r`O|)
+
∑
k
[uw(zkO) + uw(H − zkO)], (2)
where Um is the total electrostatic energy, uLJ is the
Lennard-Jones potential among the oxygen atoms, and
uw is the wall potential of the oxygen atoms:
uLJ(r) = 4[(σ/r)
12 − (σ/r)6], (3)
uw(z) = C9(σ/z)
9 − C3(σ/z)3. (4)
We set  = 93.2kB , σ = 3.1589A˚, C9 = 2pi/45, and
C3 = 15C9/2 = pi/3. Then, the elementary charge is
given by e = 23.82(σ)1/2. Due to uw(z) distances of
any charge positions from the walls at z = 0 and H are
larger than 1 A˚. The density and the orientation of water
molecules near a wall sensitively depend on the form of
uw(z).
In the literature, extensive efforts have been made to
examine surface states of water using various simulation
methods14,16–21,34,35. We also remark that ab initio mod-
els are needed to accurately describe the surface poten-
tials on short length scales for water36.
B. Electrostatic Energy and Image Charges. We
consider a L × L × H cell with metal plates at z = 0
and H using the periodic boundary condition along the
x and y axes. Its volume is V = L2H. The walls at
z = 0 and H are assumed to be smooth and structureless
for simplicity. We apply electric field under the fixed-
potential condition.
Let ri = (xi, yi, zi) and rj = (xj , yj , zj) denote the 3N
charge positions rkH1, rkH2, and rkM (1 ≤ k ≤ N). The
electrostatic potential Φ(r) outside the charge positions
r 6= ri satisfies the metallic boundary condition,
Φ(x, y, 0) = 0, Φ(x, y,H) = −∆Φ = −EaH, (5)
where ∆Φ is the applied potential difference and Ea =
∆Φ/H is the applied electric field. From eq 5, Φ(r) is
expressed in terms of image charges as
Φ =
∑
m
∑
j
[
qj
|r − rj + h| −
qj
|r − r¯j + h|
]
− Eaz, (6)
where r¯j = (xj , yj ,−zj) and
h = (Lmx, Lmy, 2Hmz) (7)
with mx, my, and mz being integers (0,±1,±2, ....). For
each real charge qj at rj = (xj , yj , zj) in the cell, we find
images with the same charge qj at (xj , yj , zj − 2Hmz)
(mz = ±1, · · ·) and those with the opposite charge −qj
at (xj , yj ,−zj−2Hmz) (mz = 0,±1, · · ·) outside the cell.
Due to the summation over mz the metallic boundary
condition 5 is satisfied.
The electrostatic energy Um at fixed Ea is given by
9–12
Um =
1
2
∑
m
[∑
ij
′ qiqj
|rij + h| −
∑
ij
qiqj
|r¯ij + h|
]
−EaMz, (8)
where rij = ri − rj , r¯ij = ri − r¯j , and
Mz =
∑
i
qizi =
∑
k
µzk (9)
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FIG. 1: Three typical configurations of a water molecule,
whose oxygen atom is separated by 2.2A˚ from a metal wall
without applied electric field. Image potential UIk in eq 13 is
calculated to be (a) −1.06 (nz = 1), (b) −1.63 (nz = −0.6),
and (c) −1.23 (nz = −1) in units of 10−13erg, where nz =
cos θ with θ being the angle between the polarization direc-
tion and the z axis. H-down orientation (b) has the lowest
electrostatic energy and most frequently appears close to the
wall without applied electric field.
is the total polarization along the z axis. In
∑′
ij in eq 8,
we exclude the self term with j = i for h = (0, 0, 0). For
infinitesimal changes ri → ri + dri and Ea → E0 + dEa,
the incremental change of Um in eq 8 is of the following
differential form,
dUm = −
∑
i
qiEi · dri −MzdEa, (10)
where Ei = −q−1i ∇iUm is the local electric field acting
on charge i at fixed ∆Φ. Hereafter, ∇i = ∂/∂ri. The
local electric field Ek on molecule k will be defined in
Appendix A.
The first term in eq 8 is periodic in 3D with respect
to xi → xi ± L, yi → yi ± L, and zi → zi ± 2H due
to the summation over h. Thus, it can be calculated
with the 3D Ewald method. So far, a few groups have
performed simulations on the basis of Um in eq 8.
9–12.
In the Ewald method, the Coulomb potential qiqj/r is
divided into the long-range part qiqjψ`(r) and the short-
range part qiqjψs(r) with
ψ`(r) = erf(γr)/r, ψs(r) = [1− erf(γr)]/r. (11)
where erf(u) is the error function and γ−1 represents the
potential range of ψs(r). It follows the Poisson equation
−∇2ψ`(r) = 4piϕ3(r) with ϕ3(r) = ϕ(x)ϕ(y)ϕ(z), where
ϕ(z) = (γ/
√
pi) exp(−γ2z2) (12)
is the 1D Gaussian distribution with
∫
dzϕ(z) = 1. In
this paper, we set γ = 0.85/σ = 2.7 /nm.
It is well-known that the image interaction grows when
a charge or a dipole approaches a wall. For a water
molecule k near the bottom wall at z = 0, the image
potential from the closest images grows in Um:
UIk = −
∑
α 6=β
qαqβ
2|rkα − r¯kβ | , (13)
where α, β = H1,H2,M. In Fig.1, typical molecular con-
figurations are illustrated. At zkO = 2.2A˚, the above
UIk is lower for (b) than that for (a) by 5.7 × 10−14 erg
(= 1.4kBT for T = 298 K). Therefore, the image inter-
action favors the H down configuration (b) near a metal
wall, though the molecular orientations near a wall are
cooperative due to the hydrogen bonding (see Fig.5).
C. Surface Charges. The image charges are intro-
duced as a mathematical convenience. The real charges
are those in the cell and the surface charges (excess elec-
trons) on the metal walls. The latter attract and orient
dipoles near the walls. Here, we examine the effects of
the latter in detail.
The surface charge densities are written as σ0(r⊥) at
z = 0 and σH(r⊥) at z = H, where r⊥ = (x, y). Since
the charges in the cell are expelled from the walls due to
the wall potentials, σ0 and σH are expressed in terms of
Ez(x, y, z) = −∂Φ/∂z as
σ0 = Ez(x, y, 0)/4pi, σH = −Ez(x, y,H)/4pi. (14)
We consider their lateral mean surface charges,
σ¯0 =
1
L2
∫
dSσ0(r⊥), σ¯H =
1
L2
∫
dSσH(r⊥), (15)
where dS = dxdy and 0 < x, y < L. From eq B4 in
Appendix B, these mean values exactly satisfy9,12
σ¯0 = −σ¯H = Ea/4pi +Mz/V. (16)
We write the potential from the surface charges as Φs
and divide it into two parts,
Φs(r) = −4piσ¯0z + φs(r). (17)
The first term arises from the mean surface charges. The
second contribution φs is due to the surface charge devi-
ations, which will be estimated in Sec.III.
In the 2D Fourier series, we set
∆σ0(r⊥) = σ0(r⊥)− σ¯0 =
∑
k 6=0
σ
0ke
ik·r⊥ ,
∆σH(r⊥) = σH(r⊥)− σ¯H =
∑
k 6=0
σ
Hke
ik·r⊥ , (18)
where k = (2pi/L)(nx, ny) 6= (0, 0) with nx and ny being
integers. The Fourier components are calculated as12
σ
0k =
−1
L2
∑
j
qj
sinh(kH − kzj)
sinh(kH)
e−ik·rj ,
σ
Hk =
−1
L2
∑
j
qj
sinh(kzj)
sinh(kH)
e−ik·rj , (19)
4where k = |k| 6= 0 and the summation over mz in eq 7
has been performed to give the hyperbolic sine functions.
The potential deviation φs is expressed as
φs =
∑
m⊥
∫
dS′
[
∆σ0(r⊥′)
|r − r′ + Lm⊥| +
∆σH(r⊥′)
|r − r′′ + Lm⊥|
]
=
∑
k 6=0
2pi
k
[
σ
0ke
−kz + σ
Hke
k(z−H)
]
eik·r⊥ . (20)
In the first line, dS′ = dx′dy′, r⊥′ = (x′, y′), r′ =
(x′, y′, 0), r′′ = (x′, y′, H), and m⊥ = (mx,my, 0) with
mx and my being integers. The second line is the 2D
Fourier expansion of the first line, where we use the 2D
integral
∫
dSeik·r⊥/r = 2pie−kz/k.
The total potential Φ(r) (r 6= rj) in eq 6 arises from
the charges in the cell and those on the walls as
Φ =
∑
m⊥
∑
j
′ qj
|r − rj + Lm⊥| + φs(r)− 4piσ¯0z, (21)
which also follows if we substitute eq 19 into the second
line of eq 20. The summation over m⊥ in the first term
ensures the lateral periodicity. From eq 9, φs(r) is also
written in terms of the image potentials as
φs =
∑
m
∑
j
[
qj(1− δmz0)
|r − rj + h| −
qj
|r − r¯j + h|
]
+4piMzz/V, (22)
where δmn is the Kronecker delta and h is expressed as
eq 7. The first term in eq 22 is the sum of the image
potentials. Far from the walls, we shall see that it is
mostly canceled by the second term (∝ Mz), leading to
small φs (see Sec.III).
Using eq 22, we rewrite the electrostatic energy Um in
eq 8 using φs as
Um =
1
2
∑
m⊥
∑
i,j
′ qiqj
|ri − rj + Lm⊥| +
∑
j
qj
2
φs(rj)
−2piM2z /V − EaMz, (23)
The third term (∝ M2z ) in eq 23 is a mean-field contri-
bution, which is large in applied field. Using the relation
∇i
∑
j qjφs(rj) = −2qiEs(ri), the local field Ei in eq 10
is divided as
Ei = E
d
i +Es(ri) + 4piσ¯0ez. (24)
The Edi arises from the charges in the cell and Es(r)
from the surface charge deviations so that
Edi =
∑
m⊥
∑
j
′
qjg(ri − rj + Lm⊥), (25)
Es(r) = −∇φs(r). (26)
where g(r) = −∇r−1 = r−3r. The third term in eq 24
arises from the mean surface charge, where ez is the unit
∆σH(x,y) / e
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FIG. 2: Snapshots of surface charge deviations (a) ∆σ0(x, y)
at z = 0 and (b) ∆σH(x, y) at z = H divided by e at T =
298K, where ∆Φ = 1.9V (Ea = 0.42 V/nm). (c) Surface-
charge structure factors S0k and SHk in eq 27 vs k and (d)
surface-charge spatial correlation functions g0(ρ) and gH(ρ)
in eq 28 vs ρ = (x2 + y2)1/2, where ∆Φ = 0 and 1.9 V. These
quantities are divided by e2.
vector along the z axis. In Sec.IIIE, we will further divide
Edi into long-range and short-range parts.
Yeh and Berkowitz13 used the 3D Ewald method with
empty slabs under applied electric field. They replaced
Ea by Ea + 4piMz/V in the equations of motion, so their
method is justified by eqs 23 and 24 provided that φs is
negligible far from the walls.
III. EQUILIBRIUM STATES UNDER
ELECTRIC FIELD
We performed MD simulation using Um in eq 8 with the
3D Ewald method. The molecule number is N = 2400
and the cell dimensions are L = 41.5A˚ and H = 44.7A˚
with volume V = L2H ∼= 77nm3. The temperature is
fixed at T = 298 K in the NV T ensemble with a Nose´-
Hoover thermostat. See the beginning of Sec.IVA for
remarks on the NV E simulation. In this section, the
symbol 〈· · ·〉 denotes the time average over 6 ns, which is
taken as the equilibrium average.
A. Effects of Surface Charges. In Fig.2, we present
snapshots of (a) the surface charge deviations ∆σ0(x, y)
at z = 0 and (b) ∆σH(x, y) at z = H with ∆Φ = 1.9
V or Ea = 0.42 V/nm, where the bottom (top) wall is
positively (negatively) charged with σ¯0/e = 0.44/nm
2.
Here, the fluctuation amplitude of ∆σH is larger than
that of ∆σ0, because the protons can be closer to the top
wall than the oxygen atoms to the bottom wall. In (c),
we display the 2D structure factors S0k and SHk for the
5T=298K, ∆Φ=1.9V
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FIG. 3: Snapshots of (a) electric potential φs(x, 0, z) due to
the surface charge deviations at y = 0 in the zx plane and
(b) |Es(x, y, z)| = |∇φs| at z = 2.1A˚ in the xy plane, where
∆Φ = 1.9V (Ea = 0.42 V/nm) and T = 298K as in Fig.2. (c)
Electric-field fluctuation amplitude es(z) in eq 29.
thermal fluctuations of the surface charges defined by
S0k = L
2〈|σ
0k|2〉, SHk = L2〈|σHk|2〉. (27)
which depend only on k = |k| for kL  1. Here, SHk is
considerably larger than S0k for ∆Φ = 1.9 V, while they
coincide for ∆Φ = 0. Setting Sλ0/Sλk = 1 + ξ
2
sλk
2 + · · ·
for small k, we determine the correlation lengths ξs0 and
ξsH . Then, ξs0 = 1.95 A˚ and ξsH = 0.95 A˚ ∼ 0.5ξs0
for ∆Φ = 1.9 V, while ξs0 = ξsH = 1.6 A˚ for ∆Φ = 0.
In (d), we present the corresponding 2D pair correlation
functions g0(ρ) and gH(ρ) expressed as
gλ(ρ) = 〈∆σλ(0)∆σλ(r⊥)〉 = 1
L2
∑
k 6=0
Sλke
ik·r⊥ , (28)
where λ = 0, H, and r⊥ = (x, y), These functions de-
pend only on ρ = |r⊥| = (x2 + y2)1/2 for ρ  L. Here,
g0(0)/e
2 = 〈|∆σ0|2〉/e2 = 0.037/nm4 and gH(0)/e2 =
〈|∆σH |2〉/e2 = 0.224/nm4 for ∆Φ = 1.9 V in accord
with the amplitude difference in (a) and (b), while these
quantities are about 0.095/nm4 for ∆Φ = 0.
We are also interested in the electric field created by
the surface charge deviations. In Fig.3, we show examples
of cross-sectional snapshots of (a) φs(x, 0, z) in the zx
plane and (b) |Es(x, y, 2.1 A˚)| in the xy plane. Here,
φs tends to zero far from the walls, while φs and Es
fluctuates near the walls. Using the second line of eq 20,
we introduce the fluctuation amplitude es(z) of Es(r) =
−∇φs(r) by
es(z)
2 = 〈|Es|2〉 = 8pi
2
L2
∑
k 6=0
∑
λ=0,H
Sλke
−2k|z−λ|. (29)
where es(z) depends only on z due to the averages in
time and in the xy plane. In (c), we display es(z) for
∆Φ = 0 and 1.9 V, which becomes very small away from
the walls. In Appendix C, we will examine the behavior
of es(z) away from the walls in more detail.
B. Average 1D Polarization and Potential. In
Appendix B, we will give the microscopic expression for
the polarization density p(r) for water molecules. In our
1D geometry, the average polarization along the z axis is
equal to the average in the xy plane:
P (z) = 〈pz(r)〉 = −1
L2
∑
j
〈qjθ(z − zj)〉, (30)
where θ(u) is the step function being 0 for u ≤ 0 and
1 for u > 0. We may then define the average Poisson
electric potential Ψ(z) and field E(z) = −dΨ/dz as9,13,14
Ψ(z) = −4pi〈σ¯0〉z + 4pi
∫ z
0
dz′P (z′), (31)
E(z) = 4pi〈σ¯0〉 − 4piP (z). (32)
where 〈σ¯0〉 is the average of σ¯0. In our case, the tem-
poral fluctuations of σ¯0 are very small and we need not
distinguish between σ¯0 and 〈σ¯0〉. From eqs 30 and 31,
Ψ(z) satisfies Ψ(0) = 0, Ψ(H) = −EaH, and
d2Ψ(z)
dx2
= 4pi
dP (z)
dz
= −4pi
L2
∑
j
〈qjδ(z − zj)〉. (33)
Taking the average of eq 16 gives
〈σ¯0〉 = −〈σ¯H〉 = Ea/4pi +
∫ H
0
dzP (z)/H, (34)
where
∫H
0
dzP (z) = 〈Mz〉/L2. The P (z), Ψ(z), and E(z)
correspond to the polarization, electric potential, and
electric field in the continuum electrostatics. The effec-
tive dielectric constant of a film may be defined in terms
of 〈σ¯0〉 or 〈Mz〉 as9,14
εeff = 4pi〈σ¯0〉/Ea = 1 + 4pi〈Mz〉/V Ea. (35)
In addition, Um in eq 8 or eq 23 yields 〈Mz〉 =
〈M2z 〉0Ea/kBT in the limit of small Ea, where 〈· · ·〉0 is the
equilibrium average with ∆Φ = 0. Thus, 〈Mz〉0 = 0. The
linear response expression for εeff is given by
31,33,37,38
lim
∆Φ→0
εeff = 1 + 4pi〈M2z 〉0/V kBT. (36)
In Fig.4, (a) 4piP (z) and (b) Ψ(z) are displayed for
∆Φ = 0 and 1.9 V. Here, there appear Stern bound-
ary layers22,23 near the walls. Its thickness is given by
d = 4.7A˚ if it is defined as the first maximum distance of
Ψ(z) for ∆Φ = 0. Even for ∆Φ = 1.9 V, the layer thick-
ness is of this order, while Ψ(z) becomes oscillatory near
the walls. Outside the layers (z > d and H − z > d),
a homogeneous (bulk) state is realized with thickness
H − 2d(= 3.5 nm here)9,12–14, where P (z) and E(z) are
constant as
P (z) ∼= Pb, E(z) ∼= Eb = 4pi(〈σ¯0〉 − Pb). (37)
6(c) Nonlinear dielectric response
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FIG. 4: Average 1D profiles at T = 298 K. (a) 4piP (z) in eq
30 and (b) Ψ(z) in eq 31 for ∆Φ = 0 and 1.9 V. (c) εeff in eq
35 and ε in eq 38 vs ∆Φ. (d) ∆Φw0 and ∆Φ
w
H in eq 40 vs 〈σ¯0〉.
In the inset, small-field behavior is expanded, indicating the
zero-field limit Φw00 ∼= −0.09 V in eq 44.
The Pb and Eb are the bulk polarization and electric field,
respectively. The bulk dielectric constant is given by13
ε = 4pi〈σ¯0〉/Eb = 1 + 4piPb/Eb. (38)
In Fig.4(c), we show εeff and ε vs ∆Φ, where they
exhibit considerable nonlinear behavior with increasing
∆Φ. We find ε ∼ 60 for small ∆Φ as in the previous
simulations8,13,14,38. However, as ∆Φ → 0, Eb becomes
very small and ε cannot be determined precisely from
eq 38. As regards εeff , the right hand side of the linear
response formula (36) is calculated to be 21.4, which coin-
cides with εeff from eq 35 at small ∆Φ in (c). In the three
regions z < d (bottom), 0.3 < z/H < 0.7 (bulk), and
H − z < d (top), the average of the z component nzk is
given by 0.02, 0, and −0.02 for ∆Φ = 0 and by 0.35, 0.27,
and 0.33 for ∆Φ = 1.9 V, respectively. The dipoles are
more aligned in the Stern layers than in the bulk with
small asymmetry between bottom and top. The align-
ment tends to saturate with increasing ∆Φ. The average
density in the bulk region is 33.97 nm−3 = 1.016 g/cm3
for ∆Φ = 0 and 33.56 nm−3 = 1.004 g/cm3 for ∆Φ = 1.9
V.
In the bulk, Ψ(z) behaves linearly as
Ψ(z) ∼= −Ebz −A0, (39)
where A0 is a constant. We determine the excess poten-
tial changes in the Stern layers at z = 0 and H as9,14
∆Φw0 = Ψ(0)−Ψ(d)− Ebd,
TABLE I: Data for water in equilibrium under electric
field. For ∆Φ = 0.19 V and 1.9 V at T = 298 K, listed are Ea
(V/nm), Eb (V/nm), 4piPb (V/nm), 4pi〈σ¯0〉 (V/nm), εeff , ε,
∆Φw0 (V), and ∆Φ
w
H (V). These are defined in eqs 35-40, while
γloc is the Lorentz factor in bulk in eq 49. Instead of 4pi〈σ¯0〉
in V/nm, we also have 〈σ¯0〉/e = 0.05 and 0.44, respectively,
in nm−2.
∆Φ Ea Eb 4piPb 4pi〈σ¯0〉 εeff ε ∆Φw0 ∆ΦwH γloc
0.19 0.042 0.016 0.88 0.90 21 56 -0.026 -0.14 0.58
1.9 0.42 0.14 7.7 7.9 19 56 0.70 -0.57 0.59
∆ΦwH = Ψ(H)−Ψ(H − d) + Ebd. (40)
Then, A0 = ∆Φ
w
0 in eq 39. Use of P (z) gives
∆Φwλ = 4pi
∫ |λ−d|
λ
dz[Pb − P (z)], (41)
where λ = 0, H. Since EaH = Φ0−ΦH = ∆Φw0 −∆ΦwH+
EbH, we define a surface electric length by
`w = (∆Φ
w
0 −∆ΦwH)/Eb. (42)
The potential drop in the bottom and top layers is given
by ∆Φ`w/(`w +H). In terms of the ratio `w/H, the bulk
quantities ε, Eb, and Pb can be related to the correspond-
ing film quantities εeff , Ea, and 〈Mz〉/V as
ε/εeff = Ea/Eb = 1 + `w/H, (43)
Pb = 〈Mz〉/V + Eb`w/4piH. (44)
In Fig.4(b), there arises a surface potential change even
for ∆Φ = 0. We define the zero-field surface potential
drop as
Φw00 = lim
∆Φ→0
∆Ψw0 = lim
∆Φ→0
∆ΨwH . (45)
For ∆Φ ≥ 0 or for 〈σ¯0〉 ≥ 0, we relate ∆Φw0 and ∆ΦwH to
〈σ¯0〉 and 〈σ¯H〉 = −〈σ¯0〉 as
∆Φw0 = Φ
w
00 + C
−1
+ 〈σ¯0〉,
∆ΦwH = Φ
w
00 + C
−1
− 〈σ¯H〉, (46)
where C+ and C− are the surface capacitance22,23 for
positive and negative surface charges, respectively. From
eqs 42 and 46 with the aid of eq 38, we obtain
`w = (C
−1
+ + C
−1
− )ε/4pi. (47)
In Table 1, we give examples of numerical values of
Eb, 4piPb, 4pi〈σ¯0〉, εeff , ε, ∆Φw0 , ∆ΦwH , and γloc (see
eq 49) for γloc), setting ∆Φ = 0.19 and 1.9 V (Ea =
0.042 and 0.42 V/nm) at 298 K. In Fig.4(d),we have
Φw00 = −0.46(/σ)1/2 = −0.019e/σ = −0.09V. We
also have the surface capacitance C+ = 1.0/nm and
C− = 1.4/nm for 〈σ¯0〉 < 0.04 C/m2 = 0.24e/nm2 or
for ∆Φ < 1 V, but they exhibit considerable nonlinear
behavior for larger 〈σ¯0〉. In the usual units, they are
written as C+ = 11µF/cm
2, and C− = 14µF/cm2 for
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FIG. 5: (a) Distributions of the z component of the polar-
ization direction nzk in the first (z < 2.4 A˚) and second (2.4
A˚ < z < 4.7 A˚) layers. (b) Snapshot of 167 molecules in
the bottom Stern layer with intermolecular hydrogen bonds,
whose numbers are 1, 2, 3, 4, and 5 as indicated below the
panel. (c) Distributions of cos θkOH indicating planar align-
ment, where θkOH is the intermolecular hydrogen bond angle
with respect to the z axis (from O to H). (d) 2D structure
factors of the molecular positions (xkG, ykG) in three layer
regions z < 4.7 A˚, |z − H/2| < 1.4 A˚, and H − z < 4.7 A˚,
indicating planar mesoscopic fluctuations near the walls.
small 〈σ¯0〉. Thus, from eq 47, we find `w = 8 nm ∼ 2H
for small 〈σ¯0〉, which is very long. As a result, we have
Ea/Eb = ε/εeff ∼ 3 for our small system. In contrast,
in our recent paper12, we applied electric field to point
dipoles interacting with the soft-core potential to obtain
`w ∼ 2σ ∼ 0.1H and εeff ∼= ε.
Hautman et al.9 obtained C+ = 12.4 µF/cm
2 and
C− = 10.5 µF/cm2 using the SPC model, where εeff
in eq 35 was 12 in one example in accord with eq 43.
Yeh and Berkowitz8,13 obtained ε ∼ 60 for small ∆Φ.
Willard et al.14 obtained ε ∼ 75.07, 61.50, and 57.30 for
∆Φ =0.27, 1.36 and 2.72 V, respectively, together with
C+ = 5.20 µF/cm
2 and C− = 8.39 µF/cm2 using the
SPC/E model. We may estimate `w in eq 47 using their
data9,14 to find `w ∼ 10 nm as in our case. These nu-
merical values of the surface capacitance are considerably
smaller than the experimental values for electrolytes in
contact with a metal surface9,14,22,23.
For ∆Φ = 0, we may treat the Stern layer as a
bilayer composed of two parts, z < d1 =2.4 A˚ and
d1 < z < d =4.7 A˚, at the bottom. Here, Ψ(z) in
eq 31 takes a minimum at z = d1 and a maximum at
z = d in Fig.4(b). In the first and second layers, the
average areal density of water molecules and the aver-
age of nzk = µzk/µ0 are given by (1.6 nm
−2, -0.26) and
(8.2 nm−2, 0.073), respectively. See Fig.5(a), where dis-
played are the normalized distributions of nzk in the two
layers. The polarization is downward in the first layer
and upward in the second. We remark that the zero-field
potential drop is expressed as Φw00 = −4pi
∫ d
0
dzP (z) for
Pb = 0 from eq 41. In our case, the integral of P (z)/µ0 in
the first layer is 1.6× (−0.26) = −0.42 nm−2 and that in
the second layer is 8.2× 0.073 = 0.60 nm−2. As a result,
we obtain Φw00 = −0.09 V. However, with increasing the
water adsorption, the first layer contribution increases,
leading to positive Φw00. In fact, if we increased the coef-
ficient C3 of the attractive part of the wall potential in eq
4 by 10 times (with the other parameters unchanged), we
obtained Φw00 = 0.2 V. Previously, Willard et al.
14 found
Φw00 ∼ 0.8 V for strong adsorption.
C. Hydrogen bonds. We also examine the inter-
molecular hydrogen bonds, which have been defined in
various manners39–42. We treat two molecules to be
hydrogen-bonded if one of the intermolecular OH dis-
tances is shorter than 2.4 A˚ and the angle between the
OO vector and one of their intramolecular OH bonds
is smaller than pi/6. A similar definition was used by
Zielkiewicz40. We here consider the hydrogen-bond num-
ber mk from O and H atoms of molecule k and the
hydrogen-bond angle θkOH = cos
−1(ZkOH/|RkOH|) with
respect to the z axis, where RkOH is the OH bond vector
(with ZkOH being its z component) from O of molecule
k to H of another molecule.
In Fig.5(b), we display a snapshot of the 2D molec-
ular positions (xkG, ykG) and the associated intermolec-
ular hydrogen bonds with 1 ≤ mk ≤ 5 in the bottom
Stern layer for ∆Φ = 0. The average of mk is 3.2
here34, which is smaller than their bulk average 3.6. We
can see marked heterogeneous clustering of the hydro-
gen bonds. In particular, in blank regions, the molecules
are collectively lifted by about 1 A˚ due to the hydro-
gen bonding near the wall. These molecular configu-
rations evolve on a timescale of 1 ps35. In Fig.5(c),
we examine the equilibrium distribution of cos θkOH at
the bottom for ∆Φ = 0, which is maximized at angle
1.1pi/2 for the first layer and 0.73pi/2 for the second.
As was reported previously14,34,35, the intermolecular hy-
drogen bonds near a wall tend to make relatively small
angles with respect to the wall plane. In Fig.5(d), we
present the 2D structure factors of the molecular posi-
tions for ∆Φ = 0 in the three regions given by z < d,
|z−H/2| < 1.4 A˚, and H − z < d. For small k < 1 A˚−1,
density fluctuations are enhanced appreciably near the
walls, but enhancement is not detectable in the middle.
Bratko et al.43 applied electric field to water in the di-
rections parallel and perpendicular to hydrocarbon-like
walls. They found that electrostriction and surface affin-
ity (relevant to electrowetting) were more pronounced for
parallel field than for perpendicular field as a result of
hydrogen bond optimization.
8D. Local Electric Field. In Appendix A, we will
define the local electric field Elock acting on each molecule
k as a linear combination of Ekα (α = H1,H2,M) at the
constituting charged points. For the TIP4P/2005 model,
it is expressed as
Elock =
1
2
(1 + bM)(EkH1 +EkH2)− bMEkM, (48)
where bM = 0.208. If we write E
loc
k =
∑
αAαEkα, we
have AH1 = AH2 = (1 + bM)/2 and AM = −bM. Using eq
48, we calculated the average of its z component Eloc =
〈Eloczk 〉b. We also calculated the bulk average field Eb and
polarization Pb in eq 37. They are related as
Eloc = 〈Eloczk 〉b = Eb + 4piγlocPb, (49)
which is the definition of the Lorentz factor γloc. In our
simulation, we find γloc ∼= 0.58 for all ∆Φ investigated
(see Table 1 for ∆Φ = 0.19 and 1.9 V). Hereafter, 〈· · ·〉b
denotes the averages over molecules in the region 0.3H <
zkG < 0.7H and over a time interval of 6 ns, where zkG
is the z component of the center of mass of molecule k.
We further consider the equilibrium distribution of the
z component Eloczk in the bulk defined by
Ploc(E) = 〈δ(Eloczk − E)〉b, (50)
In Fig.6(a), the distribution Ploc(E) of the local field
along the z axis is non-Gaussian with broad width about
15 V/ nm. To understand this width, we note that a
charge e separated by σ(∼= 3.2 A˚) creates an electric field
with size e/σ2 ∼= 14 V/nm. The mean value is written as
Eloc = 〈Eloczk 〉b =
∫
dEPloc(E)E. where Eloc = 0.53 and
4.7 V/nm for ∆Φ = 0.19 and 1.9 V, respectively.
The distributions of electric field fluctuations have
been calculated in water and electrolytes (for ∆Φ =
0)44–46. In particular, Sellner et al.46 have obtained those
at O and H sites, which resemble to P zloc(E) for ∆Φ = 0 in
Fig.6(a). We remark that the effect of molecular stretch-
ing in strong local field should be examined32,33.
E. Continuum Electrostatics. Next, for each
molecule k in the region 0.3H < zkG < 0.7H, we con-
sider a sphere with radius R = 4σ = 12.6 A˚ around the
center of mass rkG. We then divide E
loc
k as
Elock = E
in
k +E
out
k , (51)
where the first term is the contribution from molecules `
inside the sphere (|r`G−rkG)| < R) and the second term
is that from those outside it and the surface (or image)
charges. Using the step function θ(u), we write Eink as
Eink =
∑
` 6=k,α,β
θ(R− |r`G − rkG)|)Aαqβg(ri − rj), (52)
where i = kα, j = `β with ` 6= k and α, β = H1, H2, M,
and g(r) = r−3r. The coefficients Aα appear below eq
48.
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FIG. 6: (a) Distribution Ploc(E) of local field E
loc
zk in eq
50 for ∆Φ = 0, 0.19, and 1.9 V (Ea = 0, 0.042, and 0.42
V/nm). (b) Distribution PL(E) of deviation F
loc
zk in eq 54 for
∆Φ = 0, 1.9, and 3.8 V (Ea = 0, 0.42, and 0.84 V/nm), which
is Gaussian with narrow width.
In the continuum electrostatics24, Eoutk is given by the
classical value Eb + 4piPb/3 = [(ε + 2)/3]Eb along the
z axis in the 1D geometry. This approximation should
become increasingly accurate with increasing R. Thus,
we consider the deviation of Eoutk from its continuum
limit, which is written as
F lock = E
out
k − (Eb + 4piPb/3)ez. (53)
We calculated the equilibrium distribution of its z com-
ponent F loczk in the bulk:
PL(E) = 〈δ(F loczk − E)〉b. (54)
In Fig.6(b), PL(E) is excellently Gaussian: PL(E) ∼=
exp(−E2/2sL)/
√
2pisL, where
√
sL = 0.45, 0.42, and 0.35
V/nm for ∆Φ = 0, 1.9, and 3.8 V, respectively. The mean
value from PL(E) vanishes, so Floc = 〈F loczk 〉b ∼= 0. See
Fig.7(b) also, where Floc ∼= 0 for any ∆Φ investigated.
Since Eloc = 〈Eloczk 〉 = 〈Einzk〉 + Eb + 4piPb/3 from eq 51,
the Lorentz factor γloc in eq 49 is expressed as
γloc = 1/3 + Ein/4piPb. (55)
where Ein = 〈Einzk〉b. Thus, the deviation of γloc from the
classical value 1/3 arises from the molecules inside the
sphere. Our calculation of Eloc gives Ein ∼= 0.25× 4piPb.
Therefore, the internal field fluctuations (∼ e/σ2) are
due to the contribution Eink from the molecules within
the sphere. As a result, the distribution of Eink is nearly
equal to that of Elock − (Eb + 4piPb/3)ez. in the bulk.
We confirmed that the distribution of its z component
〈δ(Einzk − E)〉b is equal to PL(E + Eb + 4piPb/3) (see
Fig.6(a)).
The above results indicate that the continuum electro-
statics can provide an accurate approximation for the
electric field Eoutk from dipoles and charges outside a
nanometer-size sphere for each molecule k in the bulk.
We should further check this aspect with varying R and
for other geometries.
F. Average Electric Fields vs ∆Φ. We also ex-
amine long-range and short-range parts of the dipolar
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and Eloc − Eds − Ea are shown to be small.
field Edi on charge i in eq 25 using the potential division
1/r = ψ`(r) + ψs(r) in eq 11. Setting g`(r) = −∇ψ`(r)
and gs(r) = −∇ψs(r), we express these two parts as
Ed`i =
∑
m⊥
∑
j
qjg`(ri − rj + Lm⊥), (56)
Edsi =
∑
m⊥
∑
j
′
qjgs(ri − rj + Lm⊥). (57)
Then, Edi = E
d`
i +E
ds
i . Notice that the self terms (j = i
for m⊥ = 0) can be included in the long-range part in
eq 56, because g`(0) = 0 from ψ`(r) = (2γ/
√
pi)(1 −
γ2r2/3 + · · ·) for small r. Thus, we may rewrite Ed`i as
Ed`i =
∑
m⊥
∫
dr′ρ(r′)g`(ri − r′ + Lm⊥), (58)
where ρ(r) =
∑
j qjδ(r− rj) is the charge density in the
cell. These two parts contribute to the local field Elock in
eq 48 as Ed`k =
∑
αAαE
d`
kα and E
ds
k =
∑
αAαE
ds
kα.
To estimate the long-range part Ed`i , we consider its
continuum limit Edcon(ri). The latter is obtained if we
replace ρ(r) by Pb[δ(z−H+d)− δ(z−d)] in eq 58, since
the polarization is given by Pbez outside the Stern layers
with thickness d in the continuum description. Then, the
space integral
∫
dr′ is performed to give
Edcon(r) = −4piPbez = (Eb − 4pi〈σ¯0〉)ez, (59)
where z  d and H − z  d. We numerically checked
that Ed`i is in fact close to E
d
con in eq 59 for i in the bulk.
This means that the molecules near the walls give rise to
a dominant contribution to Ed`i . It follows that the sum
of the averages 〈Ed`zk〉b + 4pi〈σ¯0〉 is of order Eb ∼ Ea.
In eq 24, we notice that the last term 4piσ¯0ez is largely
canceled by the long-range part of the first term Edi .
In Fig.7, we show the bulk averages of the z compo-
nents of Elock , E
in
k , E
d`
k , and E
ds
k (divided by Ea) as func-
tions of ∆Φ. In (a), Eloc = 〈Eloczk 〉b and Eds = 〈Edszk〉b are
of order 10Ea. In accord with the discussion below eq
59, we can see the following relations,
Ed` = 〈Ed`zk〉b ∼= −4pi〈σ¯0〉+ Ea, (60)
Eds = 〈Edszk〉b ∼= Eloc − Ea, (61)
which are consistent with eq 24 if Es is neglected. Fur-
thermore, in (b), Floc = 〈F loczk 〉b = (Eloc − Ein) −
(Eb + 4piPb/3) is almost zero for any ∆Φ in accord with
Fig.6(b), while Eloc−Eds−Ea = Ed`+4pi〈σ¯0〉−Ea is at
most 10% of Ea supporting the discussion below eq 59.
IV. FIELD REVERSAL
A. Situation and Method. In this section, we ex-
amine the relaxation after field reversal at T = 298 K in
the NV T ensemble to avoid heating. For simplicity, the
applied potential difference ∆Φ (field Ea) is changed in-
stantaneously from −1.9 V (−0.42 V/nm) to 1.9 V (0.42
V/nm) at t = 0. The system was in equilibrium for
t < 0 and transient behaviors follow for t > 0. The po-
larization Mz(t) changes continuously from Mz(0) < 0
to Mz(∞) = −Mz(0). From the last term in eq 23, the
electrostatic energy Um decreases by 2Ea|Mz(0)| after the
field reversal. In this paper, we thus present the results
in the NV T ensemble to suppress heating. If we used the
NV E ensemble, we found heating by ∆T = 10 − 15 K,
where the kinetic energy increase given by 3kB∆T per
molecule was about one third of 2Ea|Mz(0)|/N . How-
ever, these two simulations yielded essentially the same
microscopic reorientation dynamics.
As an example, in Fig.8, we write one molecule at the
center of each panel, which is undergoing a large angle
change. The other molecules depicted are those which
have been connected to the center molecule by hydrogen-
bonding at some t in the time range 0.45 ps ≤ t ≤ 0.72 ps.
These surrounding molecules are also rotating in complex
manners. In this section, we use the definition of hydro-
gen bonds given in Sec.IIIC. In the literature27,28,47,48,
large-angle changes have been reported to occur cooper-
atively as reorganization of the hydrogen bond network.
In water at room temperatures, the thermal fluctua-
tions are large. Thus, we performed 50 independent runs
of 60 ps length to produce Figs.9, 10, and 13 and the
bottom panels of Fig.12. In this section, 〈· · ·〉 denotes
taking the nonequilibrium average over these 50 runs,
which should not be confused with the time average in
the previous section.
B. Results of 1D Profiles. In Fig.9, we show 1D
profiles of P (z, t) in eq 30 and Ψ(z, t) in eq 31 at t =
0.001, 1.5, and 6 ps. Here, the system is divided into two
Stern layers and a bulk region even in transient states.
In the bulk region, Pb(x, t) increases continuously, while
Eb(t) increases from a negative value (t < 0) to a positive
value discontinuously at t = 0 and then decreases to the
final positive value.
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FIG. 8: An example of reorientation dynamics of water
molecules at t = 0.45, 0.54, 0.63, and 0.72 ps in one run
of field reversal, where the z axis is in the vertical direction.
Intermolecular hydrogen bonds are also written (black bars).
To a molecule at the center, value of nz = cos θ is attached
in each panel. The other molecules have been connected by
hydrogen-bonding at some t in time interval [0.45 ps,0.72 ps].
In Fig.10, , we give 〈σ¯0〉(t), Pb(t), and 〈Mz〉(t)/V vs t
in (a). Here, eqs 16 and 34 hold, so 4pi〈σ¯0〉(t) increases by
2×0.42 V/nm discontinuously at t = 0. These quantities
are very close since Ea and Eb(t) are much smaller. In
(b), we give the average of the z component of the polar-
ization direction n¯k(t) in eq 1, denoted by 〈nz〉(t), for the
molecules in the three regions zkG < 0.1H, zkG > 0.9H,
and 0.1H < zkG < 0.9H separately. The relaxations
near the walls and in the bulk are similar because the
adsorption is weak in our simulation. Also displayed are
Eb(t) in (c) and Φ
w
0 (t) and Φ
w
H(t) in (d), which become
small with considerable fluctuations for t > 5 ps. The
quantities in (a)-(d) relax exponentially with a common
relaxation rate τ−1r with τr = 2.84 ps at long times. In
particular, in the inset in (a), this exponential decay can
be seen from the beginning in the average polarization
difference ∆〈Mz〉(t) = 〈Mz〉(∞)− 〈Mz〉(t).
C. Big Rotational Jumps and Hydrogen-
Bonded Clusters. In water, large orientational changes
of the dipoles are accompanied by breakage and reor-
ganization of the hydrogen-bond network even at room
temperatures47,48. This suggests that large angle changes
are relevant in the relaxation after a reversal of strong
applied field. Thus, we consider largely rotated (LR)
molecules with angle jumps determined by
nzk(t)− nzk(0) > 0.8, (62)
where nzk(t) = cos[θk(t)] is the z component of the po-
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FIG. 10: Time-evolution after field reversal from ∆Φ = −1.9
V to 1.9 V at T = 298 K. (a) 〈σ¯0〉(t), Pb(t), and 〈Mz〉(t)/V
vs t. Inset: ∆〈Mz〉(t) = 〈Mz〉(∞) − 〈Mz〉(t) divided by V
on a semi-logarithmic scale. (b) 〈nz〉(t) (average of nzk(t))
vs t for molecules in three regions: zkG < 0.1H = 4.5 A˚,
zkG > 0.9H, and 0.1H < zkG < 0.9H. (c) Eb(t) vs t. Inset:
∆Eb(t) = Eb(t) − Eb(∞) on a semi-logarithmic scale. (d)
∆Φw0 (t) and ∆Φ
w
H(t) in eq 40 vs t. These are averages over
50 runs.
larization direction nk(t) in eq 1 with θk(t) being the
angle of the polarization with respect to the z axis.
In Fig.11, we present snapshots of the LR molecules
satisfying eq 62 in the left panels at t = 1.5 and 3
ps. Among these molecules, we pick up those belong-
ing to hydrogen-bonded clusters with member numbers
exceeding 2 in the right panels. In the bottom panels,
cross-sectional snapshots at these times are displayed.
In these snapshots, large-angle rotational jumps occur
11
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FIG. 11: Largely rotated (LR) molecules with big rotational
jumps satisfying eq 62 at (a) t = 1.5 and (b) 3 ps (left), among
which selected are those forming hydrogen-bonded clusters
with sizes exceeding 2 at (a’) t = 1.5 and (b’) 3 ps (right). The
z axis is in the vertical direction. Cross-sectional snapshots
at (a”) t = 1.5 and (b”) 3 ps (bottom), where displayed are
molecules with their centers of mass in the shaded region with
thickness 6 A˚ in (a) and (b).
collectively and heterogeneously. We show that the
LR molecules themselves form hydrogen-bonded clusters,
which we have detected by comparing two sets of the
orientation configurations at two times. Such dynamic
heterogeneities have been detected in translation and ro-
tation in supercooled water29,30 and in double glass49.
In Fig.12, we illustrate a cluster composed of 11 LR
molecules in (a), which is the largest one at t = 1.5 ps in
one simulation run. Here, the orientations nk(t) of these
molecules exhibit rapidly varying thermal fluctuations,
so we consider the time average of their z components,
n¯zk(t) =
∫ t
t−∆t
dt′nzk(t′)/∆t. (63)
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FIG. 12: (a) Snapshot of a hydrogen-bonded cluster whose
members undergo big rotational jumps. (b) Time-smoothed
trajectories n¯zk(t) in eq 63 for 8 molecules in (a). (c) Number
of largely rotated molecules (total) and that of largely rotated
molecules belonging to H-bonded clusters with sizes exceeding
2 (cluster contribution) vs t. (d) Average maximum cluster
size mmax(t) and mean cluster size m¯(t) vs t. Curves in (c)
and (d) are obtained as averages over 50 runs.
In (b), setting ∆t = 0.015 ps, we plot n¯zk(t) vs t for
8 members depicted in (a). We can see these molecules
undergo simultaneous big rotational jumps in a time in-
terval of 1 ps. In (c), as functions of t, we show the total
number of the LR molecules and that of the LR molecules
forming hydrogen-bonded clusters with sizes exceeding 2.
In (d), we plot the average maximum cluster size mmax(t)
and the mean cluster size,
m¯(t) = 〈
∑
m>2
Nm(t)m
2/
∑
m>2
Nm(t)m〉, (64)
where Nm(t) is the number of the clusters with size m,
D. Big Jump Fraction and Hydrogen-Bond
Numbers. We need to quantitatively show how big-
jump reorientations can be a dominant mechanism of the
relaxation. To this end, we define the big-jump fraction
by
φjumpM (t) =
〈 ∑
k∈jump
[nzk(t)− nzk(0)]
〉
µ0
∆M(t)
, (65)
where we sum over molecules k satisfying eq 62. In the
denominator, we set ∆M(t) = µ0〈
∑
k[nzk(t)− nzk(0)]〉
summing over all k, so it is equal to 〈Mz〉(t) − 〈Mz〉(0)
(see Fig.11(a) for its time dependence). In Fig.13(a),
φjumpM (t) is small at very short times but soon exceeds
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FIG. 13: (a) Big-jump fraction φjumpM (t) in eq 65 vs t, which is
the fraction of the contribution of LR molecules to 〈Mz〉(t)−
〈Mz〉(0). (b) Fractions φjumpHB (m, t) vs t with hydrogen bond
number m = 2, 3 and 5. These are averages over 50 runs.
0.6 for t > 1 ps. Therefore, the relaxation is governed by
big rotational jumps for t > 1 ps.
The reorganization of the hydrogen bond network oc-
curs very rapidly, so it is a difficult task to capture the
dynamics quantitatively39,48. Here, we consider the hy-
drogen bond number mk for molecule k, which is ideally
4 (two for its oxygen atom and two for its protons) for the
tetrahedral structure. Due to structural disorder, how-
ever, its thermal average becomes 〈mk〉 ∼= 3.6 at T = 298
K for our definition of hydrogen bonds. In Fig.13(b), we
plot the fractions φjumpHB (m, t) of the LR molecules with
mk = m at time t. They are expressed as
φjumpHB (m, t) =
〈 ∑
k∈jump
δmmk(t)/Njump(t)
〉
, (66)
where Njump(t) is the number of the LR molecules sat-
isfying eq 62 at time t. We can see that φjumpHB (3, t) and
φjumpHB (2, t) decay from 0.40 and 0.20 at t = 0.4 ps to the
equilibrium values φHB(3) = 0.31 and φHB(2) = 0.09,
respectively, with a relaxation time about 2 ps. There
is almost no change in φjumpHB (5, t) from the equilib-
rium value φHB(5) = 0.060. Note that φHB(4) ∼= 0.54
in equilibrium. Thus, the nonequilibrium distribution
φjumpHB (m, t) rapidly approaches the equilibrium distribu-
tion φHB(m) on a timescale of 2 ps and the deviation
φjumpHB (m, t) − φHB(m) is not large except for very small
t(< 0.1 ps), though a few hydrogen bonds are broken for
each big rotational jump.
V. SUMMARY AND REMARKS
In this paper, we have studied dielectric responses in
applied electric field and polarization relaxation after
field reversal in a system of 2400 water molecules between
metal walls at z = 0 and H = 44.7A˚. We have used the
TIP4P/2005 model and the 3D Ewald method, including
the image effect to realize the constant potential condi-
tion on the walls. In the following, we summarize our
main results with critical remarks.
(i) In Sec.II, we have explained our simulation method.
We have shown that the surface charges yield an electric
potential consisting of the average part −4piσ¯0z and a de-
viation φs, where σ¯0 is the mean surface charge at z = 0.
Then, each charge i is acted by the field from the surface
charges and the dipolar field Edi from the other charges
in the cell. We have expressed the electrostatic potential
Um in terms of φs in eq 23 not using the image charges. If
φs is negligible, we can justify the simulation methods by
Yeh and Berkowitz13 and by Petersen et al.18. Since Ea
appears linearly in Um, we can derive the linear response
expressions such as that for εeff in eq 36.
(ii) In Sec.IIIA, we have calculated the 2D structure
factors S0(k) and SH(k) and the corresponding 2D pair
correlation functions g0(ρ) and gH(ρ) for the surface
charge fluctuations at the top and the bottom in Fig.2.
We have shown that φs(r) → 0 far from the walls in
Fig.3. In Appendix C, we have examined how the fluc-
tuation amplitude es(z) = [〈|∇φs|2〉]1/2 decays far from
the walls. Therefore, the bulk properties of water in ap-
plied electric field are determined by the mean surface
charge σ¯0
13,18. On the other hand, the molecules near a
metal wall are under influence of strongly heterogeneous
surface charges. Thus, the molecules near and far from
the walls behave very differently.
(iii) In Sec.IIIB, we have examined average 1D pro-
files using the microscopic expression for the polariza-
tion density p(r) in Appendix A, where Stern layers with
thickness d = 4.7 A˚ and a homogeneous bulk region ap-
pear. The ratio between the polarization Pb and the
electric field Eb in the bulk yields the dielectric constant
ε = 1 + 4piPb/Eb. The applied field Ea is larger than
Eb by Ea/Eb = 1 + `w/H, where `w is a surface elec-
tric length about 10 nm. Thus, the dielectric response
strongly depends on the cell length H. In the previous
simulations8,9,13,14, H has been shorter than `w.
(iv) Furthermore, in Sec.IIIB, we have examined the
zero-field surface potential drop Φw00 dividing the Stern
layer into two layers. We have found that the polar-
ization is downward (upward) in the first (second) layer
for ∆Φ = 0. The H-down orientation in Fig.1 is pre-
ferred in the first layer due to the image interaction, while
a surface-to-bulk crossover takes place in the hydrogen
bonding in the second layer. In our case, the water ad-
sorption is weak and the polarization in the first layer is
relatively small compared to that in the second, leading
to Φw00 ∼ −0.09 V. For strong adsorption, a positive Φw00
follows14.
(v) In Sec.IIIC, we have visualized clustering of the hy-
drogen bonds in the Stern layer. The hydrogen bond ori-
entations in the Stern layer tend to be parallel to the walls
as in Fig.5(c). Large-scale density fluctuations near the
walls have also been detected in Fig.5(d). These meso-
scopic heterogeneities result from competition between
hydrogen bond formation and packing near a wall34,35,43.
(vi) In Sec.IIID, we have calculated the local field Elock
on each molecule k using its microscopic expression in
Appendix B. Writing the bulk average of its z component
13
as Eloc = Eb + 4piγlocPb, we have obtained the Lorentz
factor γloc ∼= 0.58. Its deviation from the classical value
1/3 is caused by the surrounding nearby molecules. The
local field exhibits large fluctuations with amplitude of
order e/σ2∼ 15 V/nm with σ = 3.2 A˚ and its distribution
is deformed by applied field as in Fig.6(a). We note that
the dipolar energy µ0e/σ
2 = 26kBT per molecule is very
large and the dipole moment µk should be mostly along
the local field Elock . This aspect will be investigated in
future.
(vii) In Sec.IIIE, we have confirmed that the local field
contribution from the exterior of a nanometer sphere
Eoutk is given by its continuum limit (Eb + 4piPb/3)ez
with small deviations obeying a Gaussian distribution.
On the other hand, the contribution from the sphere
interior Eink = E
loc
k − Eoutk exhibits large fluctuations
(∼ e/σ2), where relevant is the short-range orientational
correlation. In Sec.IIIF, we have furthermore divided
the dipolar field from the molecules in the cell into long-
range and short-range parts as Edk = E
d`
k +E
ds
k using the
Coulomb potential division 1/r = ψ`(r) + ψs(r) in the
Ewald method. We have found that a main contribution
to the long-range part Ed`k is produced by the dipoles
near the walls and can well be approximated by its con-
tinuum limit. With the aid of these two field divisions,
we can investigate how the continuum description can be
used in the calculation of the long-range interaction.
(viii) In Sec.IV, we have studied the orientation dy-
namics after field reversal. Due to the presence of the hy-
drogen bond network, the relaxation is governed by large-
angle rotational jumps47,48, as demonstrated in Figs.11-
13. These big jumps occur in the form of hydrogen-
bonded clusters and the resultant dynamic heterogeneity
has been displayed in Fig.11. We have examined how
these big jumps contribute to the polarization relaxation
in Fig.13(a). The threefold and fivefold hydrogen bonds
transiently increase right after big jumps as in Fig.13(b).
Note that cooperative motions are more conspicuous with
smaller thermal noises in supercooled water29,30. Gen-
erally in supercooled anisotropic liquids, dynamic het-
erogeneity emerges both in rotational and translational
motions49.
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Appendix A: Local Electric Field in Water
In the TIP4P/2005 model31, a water molecule is
treated as a rigid isosceles triangle. For a molecule
k, we write the positions of its oxygen atom and two
protons as rkO, rkH1, and rkH2, respectively. Here,
aOH = |rkH1−rkO| = |rkH2−rkO| = 0.957 A˚ and the an-
gle between rkH1−rkO and rkH2−rkO is θHOH = 104.5◦,
so aHH = |rkH1 − rkH2| = 2aOH sin(θHOH/2) = 0.844 A˚.
For each molecule, the charges are at the proton positions
with qH = 0.5564e and at another position M,
rkM = rkO + aOMnk (A1)
with qM = −2qH and aOM = 0.1546A˚. The elementary
charge is e = 23.82(σ)1/2. The nk is the unit vector
from rkO to the midpoint of the proton positions,
r¯kH =
1
2
(rkH1 + rkH2). (A2)
Thus, r¯kH − rkO = adnk with ad = aOH cos(θHOH/2) =
0.5859A˚. The dipole is expressed as in eq 1 with µ0 =
2qH(ad − aOM) = 3.62(σ3)1/2 = 2.305 D.
Next, we shift the charge positions rj infinitesimally by
drj with the molecular shape held unchanged. Their im-
ages outside the cell are also shifted by the same amounts.
The change in the electrostatic energy in eq 8 is rewritten
at fixed Ea as
dUm = −
∑
k
[F ek · drkG + F rk · dξk +Elock · dµk]. (A3)
where we introduce the center of mass and the relative
positional vector between two protons by
rkG =
8
9
rkO +
1
18
(rkH1 + rkH2), (A4)
ξk = rkH1 − rkH2. (A5)
For each water molecule k, the conjugate electric forces
to rkG and ξk are given by
F ek = qH(EkH1 +EkH2 − 2EkM), (A6)
F rk =
1
2
qH(EkH1 −EkH2). (A7)
The Elock in eq A3 is the local electric field on water
molecule k, which is conjugate to µk. It is expressed as
in eq 48 with bM = (aOM − ad/9)/(ad − aOM) = 0.208.
Appendix B: Microscopic Expressions for Polar-
ization Density and Poisson Electric Potential
We give a microscopic expression for the polarization
density p(r) in terms of the charged positions rj for polar
molecules (with
∑
j qj = 0). We assume that p is related
to the microscopic charge density ρ(r) by
−∇ · p = ρ =
∑
j
qjδ(r − rj). (B1)
We introduce the following 3D symmetrized δ-function,
δˆ(r; r1, r2) =
∫ 1
0
dλ δ(r − λr1 − (1− λ)r2), (B2)
where r1 and r2 are particle positions. This δ-function
is nonvanishing only on the line segment connecting r1
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and r2. It is known to appear in the microscopic expres-
sion for the local stress tensor50. For the TIP4P/2005
model31, using the relation (r1 − r2) · ∇δˆ(r; r1, r2) =
δ(r − r2)− δ(r − r1), we find p explicitly as
p(r) =
∑
k
qH
2
[
δˆ(r; rkH1, r¯kH)− δˆ(r; rkH2, r¯kH)
]
ξk
+
∑
k
δˆ(r; r¯kH , rkM )µk, (B3)
where r¯kH , ξk, and µk are defined by eqs A2, A5, and
1, respectively. We then find the total polarization M =∫
drp(r) =
∑
k µk. Without ions, the electric field E =−∇Φ away from the charge positions satisfies
∇ · (E + 4pip) = 0. (B4)
We obtain eq 16 by multiplying z to the above relation
and integrating in the cell.
To calculate the average polarization P (z) in eq 30, we
introduce the laterally integrated polarization,
M⊥(z) =
∫
dxdy pz(r). (B5)
Then, P (z) = 〈pz(r)〉 = 〈M⊥(z)〉/L2. The total po-
larization along the z axis in eq 9 is given by Mz =∫H
0
dzM⊥(z). This M⊥(z) is obtained from eq B3 if we
replace δˆ(r; r1, r2) by the 1D symmetrized δ-function,∫ 1
0
dλ δ(z − λz1 − (1− λ)z2)
= [θ(z − z1)− θ(z − z2)]/(z2 − z1), (B6)
where θ(u) is the step function. We then find
M⊥(z) = −qH
∑
k
[θ(z − zkH1) + θ(z − zkH2)
−2θ(z − zkM )], (B7)
which leads to eq 30.
Appendix C: Behavior of es(z) away from Walls
Using eq 29 we discuss the behavior of the fluctuation
amplitude es(z) of the electric field due to the surface
charge deviations away from the walls. For z  ξs0 and
H − z  ξsH , we can replace Sλk by Sλ0 = limk→0 Sλk.
First, if L/4pi < H, we consider the region with
z >∼L/4pi and H − z >∼L/4pi, where we pick up the contri-
butions from the smallest k = 2pi/L to obtain
es(z)
2 ∼= 32pi
2
L2
∑
λ=0,H
Sλ0 exp[−4pi|z − λ|/L]. (C1)
In fact, in Fig.3(c), the right hand side is 70% of the
numerical value at z = H/2.
Second, we consider the thin film limit L/4pi  H 
ξsλ, though this is not the case for our cell with L = H.
In this case, we may replace 2piL−2
∑
k 6=0 by the integral∫∞
0
dkk (with k being continuous) to obtain
es(z)
2 ∼= piS00/z2 + piSH0/(H − z)2. (C2)
From this relation, we estimate es(H/2) ∼ 0.1e/Hσ ∼
1.5(σ/H) [V/nm] on the film midplane z = H/2, where
σ is the molecular size(∼ 3 A˚).
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