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ABSTRACT. The concept of p-modulus gives a way to measure the richness of a family of
objects on a graph. In this paper, we investigate the families of connecting walks between
two fixed nodes and show how to use p-modulus to form a parametrized family of graph
metrics that generalize several well-known and widely-used metrics. We also investigate a
characteristic of metrics called the "antisnowflaking exponent" and present some numerical
findings supporting a conjecture about the new metrics. We end with explicit computations
of the new metrics on some selected graphs.
1. INTRODUCTION
Throughout this paper,G = (V,E) is a simple, finite, undirected and connected network
with nodes V and edges E. Our purpose in what follows is to use a concept called p-
modulus to derive a parametrized family of metrics dp : V × V → R, to interpret these
metrics in the context of other well-known metrics on graphs, and to analyze the behavior
of the metrics as the parameter p varies. To this end, we recall two fundamental definitions.
Definition 1.1. Let X be a set and d : X ×X → R. The function d is called a metric on
X if it satisfies the following three properties.
(i) Non-negativity: d(a, b) ≥ 0 for all a, b ∈ X .
(ii) Non-degeneracy: d(a, b) = 0 if and only if a = b.
(iii) Symmetry: d(a, b) = d(b, a) for all a, b ∈ X .
(iv) Triangle inequality: For every a, b, c ∈ X:
d(a, b) ≤ d(a, c) + d(c, b).
Definition 1.2. If, instead of (iv) in the previous definition, d satisfies
(1) (iv)’ d(a, b) ≤ max{d(a, c), d(c, b)}, for every a, b, c ∈ X ,
then d is called an ultrametric. Since (iv)’ implies (iv), every ultrametric is a metric.
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When d is a metric on V (the set of nodes of a network), d is often referred to as a graph
metric or network metric. Three well-known network metrics are shortest path, effective
resistance and the (reciprocal of) minimum cut.
The shortest path metric between two nodes a and b, as its name suggests, simply refers
to the length of the shortest path from a to b. The proof that this quantity is a network
metric is straightforward.
The effective resistance metric arises from viewing the graph G as an electrical circuit
with unit resistances on each edge. The effective resistance Reff(a, b) is the voltage drop
necessary to pass 1 amp of current between a and b through the network G (see, e.g., [8]).
Effective resistance also turns out to be a metric on V , see for instance [11, Corollary 10.8].
A practical way to compute Reff(a, b) is via the pseudo-inverse of the Laplacian. This is a
|V | × |V | matrix G with the property that
GL = LG = Proj〈1〉⊥
where L is the combinatorial Laplacian
L :=
∑
{x,y}∈E
(δy − δx)(δy − δx)T
and δx is the indicator function of node x. With these notations
Reff(a, b) := (δb − δa)TG(δb − δa).
In order to define the minimum cut metric, we recall that a subset S ⊂ V is called an
ab-cut if a ∈ S and b 6∈ S. The size of a cut is measured by |∂S|, where ∂S = {e =
{x, y} ∈ E : x ∈ S, y 6∈ S} is the edge-boundary of S. In this paper, we shall use the
notation
MC(a, b) = min {|∂S| : S is an ab-cut} and dMC(a, b) =
{
0 if a = b,
MC(a, b)−1 if a 6= b.
That dMC is a graph metric (indeed, an ultrametric) can be seen from the following argu-
ment. Suppose a, b and c are distinct vertices and let S be a minimum cut for MC(a, b),
so that a ∈ S and b 6∈ S. Then, either c ∈ S or c 6∈ S. If c ∈ S, then S is a cb-cut
and MC(c, b) ≤ MC(a, b), hence MC(c, b)−1 ≥ MC(a, b)−1. If c 6∈ S, then S is an
ac-cut and MC(a, c) ≤ MC(a, b), so that MC(a, c)−1 ≥ MC(a, b)−1. Since one of the
two inequalities must hold, it follows that
(2) MC(a, b)−1 ≤ max{MC(a, c)−1,MC(c, b)−1},
showing that dMC is an ultrametric.
A number of other interesting metrics exist on networks. For example, [9] presents a
metric related to the spreading of epidemics in a contact network. There, the standard
SI model of infection is applied to a network with the spreading time from infected to
susceptible nodes modeled by independent exponential random variables. In this system,
the time required for an infection originating at node a to reach node b is a random variable.
Its expected value is called the Epidemic Hitting Time EHT(a, b) and was shown to be a
network metric.
In this paper we explore a new family of metrics arising from p-modulus. The notion
of p-modulus is a way to measure the richness of families of walks (or other more general
objects) in a network. In Section 2 we review the basic theory of p-modulus on graphs,
recalling that p-modulus generalizes the concepts of shortest path, effective resistance, and
minimum cut described above. Then, in Section 3, we introduce a new family of metrics,
the dp metrics, which are obtained from the p-modulus. In Section 4, we also investigate
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a characteristic of metrics called the “antisnowflaking exponent,” make a conjecture about
the value of this exponent, and present some numerical results to support this conjecture.
We end the paper by calculating the dp metrics on some selected graphs and presenting
some problems we hope to answer in the future.
2. MODULUS ON NETWORKS
2.1. Definition of modulus. A general framework for modulus of objects on networks
was developed in [3]. In what follows, G = (V,E) is taken to be a finite graph with vertex
set V and edge set E. We also assume for simplicity that G is undirected and simple.
The theory in [3] applies to any finite family of “objects” Γ for which each γ ∈ Γ can
be assigned an associated function N (γ, ·) : E → R≥0 that measures the usage of edge
e by γ. Notationally, it is convenient to consider N (γ, ·) as a row vector in RE≥0. For
the purposes of the present paper, it is sufficient to restrict attention to families of walks.
A walk γ = x0 e1 x1 · · · en xn is a string of alternating vertices and edges so that
{xk−1, xk} = ek for k = 1, . . . , n. To each such walk γ we can associate the traversal-
counting function N (γ, e) := number times γ traverses e. So, in this case N (γ, ·) ∈ ZE≥0.
In fact, if Γ is the set of all walks between two distinct vertices, then it turns out that
modulus can be computed by considering only simple paths (walks that do not visit any
node more than once), see [4].
We define a density on G to be a nonnegative function on the edge set: ρ : E → [0,∞).
The value ρ(e) can be thought of as the cost of using edge e. For an object γ ∈ Γ, we define
`ρ(γ) :=
∑
e∈E
N (γ, e)ρ(e) = (Nρ)(γ),
which represents the total usage cost for γ with the given edge costs ρ. A density ρ ∈ RE≥0
is admissible for Γ, if
`ρ(Γ) := inf
γ∈Γ
`ρ(γ) ≥ 1.
Let
(3) Adm(Γ) :=
{
ρ ∈ RE≥0 : `ρ(Γ) ≥ 1
}
be the set of admissible densities.
Given an exponent p ∈ [1,∞] we define the p-energy of a density ρ as
Ep(ρ) :=
∑
e∈E
ρ(e)p if p <∞ and E∞(ρ) := lim
p→∞ (Ep(ρ))
1
p = max
e∈E
ρ(e).
Definition 2.1. Let G = (V,E) be a simple finite graph and let Γ be a finite non-trivial
family of objects with usage matrix N ∈ RΓ×E . For p ∈ [1,∞], the p-modulus of Γ is
Modp(Γ) := inf
ρ∈Adm(Γ)
Ep(ρ)
Remark 1. (a) When ρ = ρ0 ≡ 1, we frequently drop the subscript in `ρ; `(γ) :=
`ρ0(γ) simply counts the number of hops taken by walk γ.
(b) If Γ ⊂ Γ′, then Adm(Γ′) ⊂ Adm(Γ), so Modp(Γ) ≤ Modp(Γ′), for all 1 ≤ p ≤
∞. This is the property of Γ-monotonicity of modulus.
(c) For 1 < p <∞ a unique extremal density ρ∗ always exists. Moreover, in the case
of families of walks, there always exists an extremal density satisfying 0 ≤ ρ∗ ≤ 1,
see [2].
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2.2. Connection to classical quantities. The concept of p-modulus generalizes known
several classical ways of measuring the richness of a family of walks [2]. Let a and b be
two nodes in V be given. We define the connecting family Γ(a, b) to be the family of all
simple paths in G that start at a and end at b. To this family, we assign the usage function
N (γ, e) to be 1 when e ∈ γ and 0 otherwise.
Theorem 2.2 ( [2]). Let G = (V,E) be a graph. Let Γ be a family of walks on G. Then
the function p 7→ Modp(Γ) is continuous for 1 ≤ p <∞, and for 1 ≤ p ≤ p′ <∞:
Modp(Γ) ≥ Modp′(Γ),(4) (
|E|−1/p Modp(Γ)
)1/p
≤
(
|E|−1/p′ Modp′(Γ)
)1/p′
.(5)
Moreover, let a 6= b in V be given and set Γ = Γ(a, b). Then,
(i) For p =∞:
lim
p→∞Modp(Γ)
1
p = Mod∞(Γ) =
1
`(Γ)
.
(ii) For p = 1,
Mod1(Γ) = min{|∂S| : S an ab-cut} = MC(a, b).
(iii) For p = 2,
Mod2(Γ) = Ceff(a, b) = Reff(a, b)−1.
Remark 2. In other words, as p varies continuously from 1 to 2 and to ∞, the quantity
Modp(Γ(a, b)) recovers the classical notions of min cut, effective conductance, and short-
est path.
Example 1 (Basic Example). Let G be a graph consisting of k simple paths in parallel,
each path taking ` hops to connect a given vertex s to a given vertex t. Let Γ be the family
consisting of the k simple paths from s to t. Then `(Γ) = ` and the size of the minimum
cut is k. A straightforward computation shows that
Modp(Γ) =
k
`p−1
for 1 ≤ p <∞, Mod∞(Γ) = 1
`
.
Intuitively, when p ≈ 1, Modp(Γ) is more sensitive to the number of parallel paths, while
for p 1, Modp(Γ) is more sensitive to short walks.
3. THE dp METRIC
Reinterpreting Theorem 2.2 in the context of Section 1, we see that Modp(Γ(a, b))−1
is a metric for p = 1, 2,∞. One might naturally wonder if this fact generalizes to all
p ∈ [1,∞]. The answer turns out to be “no.” However, we’ll see shortly that introducing a
pth root does in fact lead to a metric for all p.
Definition 3.1. For 1 ≤ p ≤ ∞, let
dp(a, b) := Modp(Γ(a, b))
−1/p if p <∞ and d∞(a, b) = Mod∞(Γ(a, b))−1.
Theorem 2.2(i) implies that dp(a, b) → d∞(a, b) as p → ∞. Moreover, the continuity
in p and (ii) imply that dp(a, b)→ d1(a, b) = MC(a, b)−1 as p→ 1.
Remark 3. For p = 2, d2(a, b) =
√Reff(a, b). This is a known metric which appears for
instance in the context of the discrete Gaussian Free Field, see [7]. It also has the following
alternative representation: if G is the pseudoinverse of the Laplacian matrix L, then
d2(a, b) =
√
Reff(a, b) = ‖G1/21a − G1/21b‖2,
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where 1x is the vector with 1 at x and 0 everywhere else. This gives two different ways
of verifying that d2 is a metric. First, given a metric d and an exponent  ∈ (0, 1), then
the snowflaking d is always a metric as well (see Section 4). Therefore since, it is known
that effective resistance is a metric, it is immediate that its square-root is a metric as well.
The formulation in terms of G shows that d2 is the pull-back of the Euclidean norm ‖ · ‖2
restricted to the set of indicator functions {1x}x∈V under the linear map given by G1/2,
again showing that d2 is a metric. Here we take an alternate approach based on the theory
of modulus.
The main idea in the proof of Theorem 3.3 below is to compare the connecting families
Γ(a, c), Γ(c, b), Γ(a, b) and the via family Γ(a, b | c)—the family of all walks beginning at
a, ending at b and passing through c along the way. A key lemma is the following.
Lemma 3.2. Given a density ρ : E → [0,∞), we have
`ρ(Γ(a, b | c)) = `ρ(Γ(a, c)) + `ρ(Γ(c, b)).
Proof. First, pick ρ-shortest walks γ1 for Γ(a, c) and γ2 for Γ(c, b). Then, the concatena-
tion γ0 = γ1γ2, of γ1 followed by γ2, is a walk in Γ(a, b | c). So
(6) `ρ(Γ(a, b | c)) ≤ `ρ(γ0) = `ρ(γ1) + `ρ(γ2) = `ρ(Γ(a, c)) + `ρ(Γ(c, b)).
Conversely, let γ be a walk from a to b via c. Write γ as γ′ ∈ Γ(a, c) followed by γ′′ ∈
Γ(c, b). Then
`ρ(γ) = `ρ(γ
′) + `ρ(γ′′) ≥ `ρ(Γ(a, c)) + `ρ(Γ(c, b)).
Taking the infimum over γ ∈ Γ(a, b | c) we get that `ρ(Γ(a, b | c) ≥ `ρ(Γ(a, c)) +
`ρ(Γ(c, b)). 
Theorem 3.3. Let G = (V,E) be a simple connected graph, and let p ∈ [1,∞]. Then, dp
is a metric on V . Moreover, d1 is an ultrametric.
Proof. That d1 is an ultrametric is a consequence of Theorem 2.2(ii) and the fact that
the reciprocal of minimum cut is an ultrametric, while the fact that d∞ is a metric is a
consequence of Theorem 2.2(i).
For 1 < p <∞, we begin by verifying properties (i)-(iii) in Definition 1.1. Since mod-
ulus is the infimum of a non-negative energy, non-negativity holds. If a = b the connecting
family Γ(a, a) contains the constant walk, and then no density can be admissible, so the p-
modulus of Γ(a, a) is infinity and dp(a, a) = 0. Conversely, if a 6= b, consider the constant
density ρ0 ≡ 1. Then `0 := `ρ0(Γ(a, b)) is the shortest-path distance from a to b, hence
`0 < ∞ since G is connected. This implies that the density ρ1 := ρ0/`0 is admissible for
Γ(a, b). Therefore, for p ∈ [1,∞),
Modp(Γ(a, b)) ≤ Ep(ρ1) = |E|
`p0
<∞,
and Mod∞(Γ(a, b)) ≤ `−10 , showing that dp(a, b) > 0. Finally, since every path from a to
b can be reversed to a path from b to a, it follows that Adm(Γ(a, b)) = Adm(Γ(b, a)), so
symmetry holds as well.
It remains to prove the triangle inequality. Without loss of generality we can assume
that a, b, c ∈ V are distinct. Let Γ(a, b),Γ(a, c),Γ(c, b) be the corresponding families
of connecting walks and let Γ(a, b | c) be the family of walks from a to b via c. Let
ρ∗ ∈ Adm(Γ(a, b | c)) be extremal for Modp(Γ(a, b | c)). Then by Lemma 3.2 and
extremality:
(7) 1 = `ρ∗(Γ(a, b | c) = `ρ∗(Γ(a, c)) + `ρ∗(Γ(c, b)).
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We now consider two possibilities. First, suppose that `ρ∗(Γ(a, c)) > 0 and `ρ∗(Γ(c, b)) >
0, and define
ρ1 :=
ρ∗
`ρ∗(Γ(a, c))
and ρ2 :=
ρ∗
`ρ∗(Γ(c, b))
.
Then ρ1 ∈ Adm(Γ(a, c)) and ρ2 ∈ Adm(Γ(c, b)). Writing Γ1 := Γ(a, c), Γ2 := Γ(c, b),
and Γ := Γ(a, b | c), in order to simplify notation, we get
dp(a, c) + dp(c, b) = Modp(Γ1)
−1/p + Modp(Γ2)−1/p
≥ Ep(ρ1)−1/p + Ep(ρ2)−1/p
= Ep(ρ∗)−1/p (`ρ∗(Γ1) + `ρ∗(Γ2))
= Ep(ρ∗)−1/p = Modp(Γ)−1/p
where the second to last equality follows from (7).
On the other hand, suppose that, say, `ρ∗(Γ(a, c)) = 0. Then (7) implies that `ρ∗(Γ(c, b)) =
1, which implies that ρ∗ ∈ Adm(Γ(c, b)). Thus,
dp(a, c) + dp(c, b) ≥ dp(c, b) = Modp(Γ2)−1/p ≥ Ep(ρ∗)−1/p = Modp(Γ)−1/p,
and similarly if `ρ∗(Γ(c, b)) = 0 and `ρ∗(Γ(a, c)) = 1.
Now we use the Γ-monotonicity of modulus. Note that Γ = Γ(a, b | c) ⊂ Γ0 := Γ(a, b).
Thus, Modp(Γ) ≤ Modp(Γ0), hence Modp(Γ)−1/p ≥ Modp(Γ0)−1/p = dp(a, b) and the
triangle inequality holds. 
4. SNOWFLAKING AND ANTISNOWFLAKING
As we saw in Remark 3, squaring the metric d2 yields effective resistance, which is
known to be a metric on any connected graph. Therefore, we now study the question
of finding the largest exponents one can raise each dp metric to, while maintaining the
property of being a metric on arbitrary connected graphs.
Given an arbitrary metric, snowflaking provides an interesting way to generate new met-
rics on the same set. This procedure is described by the following known fact.
Fact. Let d be a metric on X and let 0 <  < 1, then d is also a metric on X .
In other words, raising a metric to a positive fractional power always results in another
metric. This immediately leads one to ask the following question. Given some metric d on
X , is d the snowflaked version of some other metric? In other words, does there exist a
t > 1 such that dt is also a metric? When such a t exists, we shall call the resulting metric
dt an antisnowflaking of d.
For finite X , the characterization of metrics that can be antisnowflaked is straightfor-
ward. Suppose a, b and c are distinct points in X . If d(a, b) < d(a, c) + d(c, b), then the
inequality also holds with d replaced by dt for sufficiently small t > 1. We call such a triple
of points (a, b, c) a proper triangle. On the other hand, if d(a, b) = d(a, c) + d(c, b), then
it can be seen that dt violates the triangle inequality for arbitrarily small t > 1. We refer to
such a triple as a flat triangle. Since a finite set X contains a finite number of triangles, the
following theorem is evident.
Theorem 4.1. Let d be a metric on a finite set X . There exists a t > 1 such that dt is a
metric on X if and only if (X, d) contains no flat triangles.
With this in mind, we make the following definition.
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Definition 4.2. The antisnowflaking exponent of a metric d is defined as
ASFE(d) := sup{t ≥ 1 : dt is a metric}
For instance, it is clear that when d is an ultrametric, then ASFE(d) = ∞. While the
antisnowflaking exponent of a particular metric on a particular graph may be interesting
in certain contexts, here we will focus on the best antisnowflaking exponent for an entire
family of connected graphs. Writing dp = dp,G to show the dependence on the graph G,
we define
(8) s(p) := inf{ASFE(dp,G) : G connected}.
Note that if we find a connected graph G, an exponent t ≥ 1, and three nodes a, b, c, such
that the triangle inequality for dtp fails for this triple, then we are guaranteed that s(p) ≤ t.
In particular, by looking at the path graph P3 on three nodes (Figure 1) we can establish
the following bound.
Proposition 1. For 1 < p <∞:
(9) s(p) ≤ p
p− 1 =: q
where q is the Hölder exponent associated with p.
Moreover, the bound is attained for p = 1, 2,∞:
s(1) =∞, s(2) = 2, s(∞) = 1.
a c b
FIGURE 1. The path graph P3 on three nodes.
Proof. Consider the path graph P3 with nodes a, c, b and fix p ∈ (1,∞). It is clear that
dp(a, c) = 1, because to be admissible a density ρ must satisfy ρ(a, c) = 1, and then in
order to minimize the energy, we must also have ρ(c, b) = 0. Likewise, dp(c, b) = 1. For
dp(a, b), the energy is minimized when ρ(a, c) = ρ(c, b) = 1/2. Thus,
Modp(a, b) = (1/2)
p + (1/2)p = 21−p
Hence, dp(a, b) = 2(p−1)/p = 2(1−1/p). The triangle inequality will fail for t ≥ 1 such
that
(10) dp(a, b)t > dp(a, c)t + dp(c, b)t
that is,
2t(1−1/p) > 1 + 1 = 2
This happens whenever t > 1/(1− 1/p). So s(p) ≤ p/(p− 1).
The bound is attained for the case p = 1 because, as shown in Theorem 3.3, d1 is an
ultrametric on any connected graph, so s(1) = ∞. When p = 2, the metric d22 is effective
resistanceReff, which is also a metric on connected graphs. Therefore, s(2) ≥ 2, attaining
the upper bound. For the case p = ∞, d∞(a, c) = d∞(c, b) = 1, while d∞(a, b) = 2,
yielding a flat triangle. Thus, s(∞) = 1. 
In fact, based on the numerical evidence presented in Section 5, we make the following
conjecture.
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Conjecture 1. For all p ∈ [1,∞],
s(p) =
p
p− 1
Namely, that P3 demonstrates the the worst-case behavior.
In order to prove Conjecture 1, it is enough to show that dqp is always a metric on con-
nected graphs, thus attaining the upper bound of Proposition 1. We already know this is
true for p = 1, 2,∞.
Added in proof: Conjecture 1 has been answered in the affirmative, using the theory of
Fulkerson duality for modulus, in [1].
5. EXAMPLES AND NUMERICAL RESULTS
5.1. Erdo˝s-Rényi graphs. As an attempt to numerically test Conjecture 1, we produced
50 Erdo˝s-Rényi graphs on 10 nodes, with expected average degree 6 (discarding any dis-
connected graphs that were generated). For each graph Gi, i = 1, 2, . . . , 50, we computed
dp,Gi(1, 2), dp,Gi(2, 3), and dp,Gi(1, 3) for a range of p values and determined the value
tp,i such that
d
tp,i
p,Gi
(1, 2) = d
tp,i
p,Gi
(1, 3) + d
tp,i
p,Gi
(2, 3).
We then estimated s(p) as
s(p) ≤ t(p) = min
i=1,2,...,50
tp,i.
The resulting bound is shown in Figure 2 in blue. The red line in the same figure is the
conjectured antisnowflaking exponent s(p) = pp−1 .
FIGURE 2. Antisnowflaking exponent for different p values.
Observe that the blue line never goes below the red line. If the blue line had dipped
under the red line, that would have been a counter-example for Conjecture 1. In other
words, the worst case scenario seems to be s(p) = pp−1 .
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In the following we compute some specific examples. When calculating modulus, we
will often just write down the extremal metric. For simple examples, verifying that a metric
ρ is extremal for p-modulus can be done using Beurling’s criterion. We state the criterion
here for the reader’s convenience. For a proof, see [3, Theorem 2.1].
Theorem 5.1 (Beurling’s Criterion for Extremality). Let G be a simple graph, Γ a family
of walks on G, and 1 < p <∞. Then, a density ρ ∈ Adm(Γ) is extremal for Modp(Γ), if
there is a subfamily Γ˜ ⊂ Γ with `ρ(γ) = 1 for all γ ∈ Γ˜, such that for all h ∈ RE:
(11)
∑
e∈E N (γ, e)h(e) ≥ 0, for all γ ∈ Γ˜ =⇒
∑
e∈E
h(e)ρp−1(e) ≥ 0.
5.2. Biconnected graphs. Next, we explore the anti-snowflaking exponent for more re-
strictive families of graphs. If G is a family of connected graphs, define sG(p) := infG∈G ASFE(dp,G).
Clearly s(p) ≤ sG(p). Recall that s(p) is an infimum over all connected graphs. What hap-
pens if we restrict the infimum to biconnected graphs?
Definition 5.2. A biconnected graph is a graph that remains connected after removing any
node.
Let B be the family of all biconnected simple graphs. If Conjecture 1 holds, then from
the proof of Proposition 1, we see that the family of path graphs P satisfies s(p) = sP(p)
for all p′s. However, path graphs are not biconnected. So it is natural to wonder if s(p) <
sB(p). If Conjecture 1 holds, the answer is no. We establish this by looking at the simplest
example of a biconnected graph, namely the cycle graph CN . For distinct nodes a, b and c,
as in Figure 3, consider the connecting families Γ(a, b),Γ(a, c),Γ(c, b).
1
N−1
1
N−1
a
c
b
1
N−1
1
N−1
1
1
N−1
1
N−2
1
N−2
a
c
b
1
N−2
1
N−2
1
2
1
2
FIGURE 3. The cycle graph CN and the extremal density ρ∗ for Γ(a, c)
and Γ(a, b).
The middle diagram in Figure 3 shows the extremal density ρ∗ for the family Γ(a, c).
The subfamily Γ˜ that verifies Beurling’s criterion in this case has two simple paths, namely
a c and the path from a to c that traverses the cycle in the other direction (the long way).
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This gives
(12) Modp(Γ(a, c)) = 1 +
(
1
N − 1
)p
(N − 1) = 1 + (N − 1)1−p.
By symmetry, Modp(Γ(c, b)) = 1 + (N − 1)1−p as well. We conclude that
dp(a, c) = dp(c, b) = (1 + (N − 1)1−p)−1/p.
The right-most diagram in Figure 3 shows the extremal density ρ∗ for the family Γ(a, b).
The subfamily Γ˜ that verifies Beurling’s criterion in this case has two simple paths, namely
a c b and the longer path from a to b in the other direction. As a consequence,
(13) Modp(Γ(a, b)) = 2
(
1
2
)p
+ (N − 2)
(
1
N − 2
)p
= 21−p + (N − 2)1−p.
Therefore, dp(a, b) = (21−p + (N − 2)1−p)−1/p. We will calculate the infimum of all the
exponents t ≥ 1 for which the following triangle inequality fails:
dp(a, b)
t > dp(a, c)
t + dp(c, b)
t.
We get (
21−p + (N − 2)1−p)−t/p > 2(1 + (N − 1)1−p)−t/p,
hence
2p/t <
1 + (N − 1)1−p
21−p + (N − 2)1−p .
So the infimal exponent is
t0 := p
[
log2
(
1 + (N − 1)1−p
21−p + (N − 2)1−p
)]−1
.
We see that as N → ∞, t0 → p−(1−p) = p(p−1) = q. Therefore, if we let B denote the
family of biconnected graphs and define sB(p) := infG∈B ASFE(dp,G), then we see that
s(p) ≤ sB(p) ≤ p/(p− 1), with equality in both places if Conjecture 1 holds.
5.3. Complete graphs. The complete graph KN is a simple graph on N nodes, where
every node is connected to each other, see Figure 4.
a b
c
FIGURE 4. K6- Complete graph on 6 nodes.
Observe that, by symmetry, Modp(Γ(a, c)) = Modp(Γ(c, b) = Modp(Γ(a, b)), hence
dp(a, c) = dp(c, b) = dp(a, b). Therefore, dp is an ultrametric on complete graphs. In
particular, if K is the family of complete graphs, then sK(p) =∞ for all p.
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It’s still interesting to compute dp(a, b) for an arbitrary pair of nodes. Figure 6 depicts
the extremal density ρ∗ for Γ(a, b) in KN .
ba 1
0.50.5
0.5 0.5
0.5 0.50.50.5
0
0
FIGURE 5. The complete graph KN and the extremal density ρ∗ for Γ(a, b).
In formulas, ρ∗(a, x) = 1/2 = ρ∗(b, x) for every x 6= a, b, and ρ∗(a, b) = 1, other-
wise ρ∗ is zero. To verify Beurling’s criterion, consider the subfamily Γ˜ of simple paths
consisting of a b and a x b for any x 6= a, b. We get that
Modp(Γ(a, b)) = 1 + 2(N − 2) 1
2p
and dp(a, b) =
(
1 +
N − 2
2p−1
)−1/p
.
Since s(p) ≤ sB(p) ≤ p/(p − 1) while sK(p) = ∞, what are some natural families of
graphs for which p/(p − 1) < sG(p) < ∞? For instance, what happens for the family of
all hypercubes? Recall that for an integer N ≥ 2, the hypercube HN is the graph whose
nodes are strings of 0 and 1 of length N and two such strings are connected by an edge if
they differ in exactly one position.
5.4. Graph visualization. Metrics on networks play a vital role in applications as well
as in the study of intrinsic network characteristics. For instance, there are infinitely many
ways to draw a network in two- or three-dimensional space. However, some choices of
node layout are clearly better than others for providing a meaningful visualization of the
network. Take a cycle graph on 5 nodes, for example. Drawing a regular pentagon provides
a much better representation of this graph than does placing the 5 nodes randomly in the
plane. To relate this to metrics, one need only observe that any time we draw a graph in
the plane, its node set inherits the Euclidean metric of the plane. In this sense, different
drawings of the same graph G represent different choices of metric on the vertices V and
it thus seems natural that the choice of layout should be closely related to the network
structure. For a beautiful example of deriving a network’s layout from its intrinsic structure,
see [12, Sec. 2.2]. Here, we briefly discuss the relationship between graph visualization and
the metrics that we are studying in this paper.
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A mapping f : (X, dX) → (Y, dY ) of one metric space into another is called an iso-
metric embedding or isometry if dY (f(x), f(y)) = dX(x, y) for all x, y ∈ X . Two metric
spaces are isometric if there exists a bijective isometry between them.
Theorem 5.3 (Shoenberg, 1935). Given a finite metric space X = {x0, ..., xm} and an
integer n ∈ N, X embeds isometrically into Rn if and only if the matrix M ∈ Rm×m
whose entries are
d(xi, x0)
2 + d(x0, xj)
2 − d(xi, xj)2
is positive semi-definite and of rank less than or equal to n.
For convenience, we will call the matrix M the “Shoenberg matrix”. As an example,
consider the square in Figure 6. We fix the node a and derive the Shoenberg matrix so
we can analyze the embeddings of this graph when the nodes are endowed with modulus
metrics of the form dtp for some t > 0. By symmetry, these metrics have the property
that the distance between two neighboring nodes of the square is a constant α > 0 and the
distance between diagonally opposite nodes is some other constant β > 0.
a b
d c
FIGURE 6. The square graph
Let the columns and rows of the matrixM represent nodes b, c, d respectively. The entry
M11 represents (b, b) and is calculated as follows:
d(a, b)2 + d(a, b)2 − d(b, b)2 = 2α.
Note that this will be the case for (d, d) as well. On the other hand, for (c, c):
d(a, c)2 + d(a, c)2 − d(c, c)2 = 2β2
The entry M12 represents (b, c) and is calculated as follows:
d(a, b)2 + d(a, c)2 − d(b, c)2 = β2
Likewise for (c, d) we get β2 again. For (b, d) we have
d(a, b)2 + d(a, d)2 − d(b, d)2 = 2α2 − β2
Putting the above information together, we can derive a Shoenberg matrixM for these type
of metrics on the square.
M =
 2α β2 2α2 − β2β2 2β2 β2
2α2 − β2 β2 2α

Note that for the triangle inequality to hold, we also want the condition,
β ≤ 2α.
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Without loss of generality, we can normalize the edge distance to be 1, setting α = 1,
and then plot how the eigenvalues of M change with β. In Figure 7, we have plotted the
eigenvalues of M as the normalized parameter which we still call β varies from 0 to 2. We
0.5 1.0 1.5 2.0
2
0
2
4
6
8
10
eig
en
va
lu
es
 o
f M
FIGURE 7. Eigenvalues of M as β varies, given α = 1.
observe that when β >
√
2 ≈ 1.4, the matrix M starts having negative eigenvalues and
thus fails to be positive semi-definite. For the β in (0,
√
2) the square is embeddable in R3
and for β =
√
2 it is embeddable in R2. We describe these embeddings by fixing one edge
of the square at (1/2, 0, 0) and (−1/2, 0, 0), while the opposite edge is horizontal at some
height h > 0 and by symmetry is also centered on the vertical axis. Since all four edges
have unit length, the top horizontal edge must twist about the vertical axis by an an angle
θ ≥ 0. The relationship between h and θ is governed by the parameter β, the distance
between diagonally opposite nodes. A simple calculation shows that
h = cos
θ
2
and β =
√
1 + cos θ.
When θ = 0, β =
√
2 and the square is in the xz-plane. But for θ ∈ (0, pi), the embedding
is three-dimensional and h tends to 0 as θ tends to pi. When θ = pi, β = 0 and d stops
being a metric.
To connect this to our modulus metrics, note that the square is a special case of the cycle
graphs we discussed in Section 5.2, when N = 4. So by (12) and (13) applied to the edge
(a, b) and the diagonal (a, c) in this case, we see that
dp(a, b) = (1 + 3
1−p)−1/p and dp(a, c) = 21−2/p.
Therefore, the ratio β/α for the case of the dp metrics is
f(p) := 21−2/p(1 + 31−p)1/p.
A computation shows that f is increasing, thus as p decreases to 1 the ratio β/α decreases
to f(1) = 1. Hence, the metric dp on the square graph is embeddable inR3 for 1 ≤ p ≤ p0,
for some value p0 ≈ 3.88.
5.5. Numerical algorithms. There are a number of options for computing the modulus
metrics numerically. Here, we provide a short overview of some of the most efficient
methods known to date.
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5.5.1. The direct approach. One method for computing dp is to use the formulation of
modulus given in Definition 2.1 directly. This formulates modulus as a convex optimiza-
tion problem with finitely many affine inequality constraints. For small graphs, one could
simply enumerate all simple paths from a to b, form the usage matrix, and pass the problem
to any of several standard convex optimization solvers.
The problem with this approach, of course, is that the number of constraints tends to
grow combinatorially with the graph size, making it computationally infeasible to even
enumerate all constraints for larger graphs. A modification that has proven effective in
practice is the greedy algorithm described in [4]. The idea is to iteratively build a subfamily
Γ′ ⊂ Γ in such a way that |Γ′|  |Γ| and Modp(Γ′) ≈ Modp(Γ). Initially, Γ′ is the empty
set. On each iteration of the algorithm, the smaller modulus problem Modp(Γ′) is solved to
obtain the optimal density ρ′. If this density is admissible for the full problem, then the Γ-
monotonicity property of modulus shows that it is optimal and Modp(Γ′) = Modp(Γ). If
it is not admissible, then more paths should be added to Γ′. The “greedy” implementation
of this algorithm is to add the path for which `ρ′(γ) = `ρ′(Γ) (i.e., the “most violated
constraint”). This approach can be modified with the stopping condition `ρ′(Γ) ≥ 1− tol,
which gives an approximation to the modulus with both upper and lower bounds given in
terms of the tolerance tol.
5.5.2. The potential formulation. The direct method described above is applicable to com-
puting the modulus not only of connecting families, but also of more general families of
objects on G. If we restrict attention to connecting families alone, there is an equivalent
formulation in terms of vertex potentials [2, Theorem 4.2]. For 1 ≤ p < ∞, the modulus
can be rewritten as a minimization over vertex potentials φ : V → R as follows. For a 6= b
in V , we solve the problem
minimize
∑
{x,y}∈E
|φ(x)− φ(y)|p
subject to φ(a) = 0, φ(b) = 1.
The value of this problem is exactly Modp(Γ(a, b)). Moreover, the optimal density
ρ∗ can be recovered from the optimal φ∗ as ρ∗(x, y) = |φ∗(x) − φ∗(y)|, for every edge
{x, y} ∈ E. This provides a smaller (both in terms of unknowns and constraints) convex
optimization formulation for modulus.
5.5.3. Special cases. There are also a three special cases, as can be seen in Theorem 2.2,
for which the modulus metric can be computed using other known algorithms. Since the
p = ∞ case is equivalent to computing the graph distance between a and b, a simple
breadth-first search algorithm can be used to compute d∞. Similarly, d1 can be computed
using any min-cut algorithm, and d2 can be computed using any algorithm for computing
effective resistance.
For p = 2, moreover, there is also an efficient approach that can be used if all pairwise
distances are needed. (It is not clear if similar methods exist for other values of p, though
it seems plausible that knowledge of some pairwise distances could accelerate the com-
putations of others.) For p = 2, the dp distance is closely related to the graph Laplacian
operator L. In fact, it is known that
Reff(a, b) = (δa − δb)L+(δa − δb) = L+(a, a) + L+(b, b)− 2L+(a, b),
where L+ is the Moore-Penrose pseudoinverse of L. Thus, any method for efficiently
computing L+ leads to an efficient method for computing pairwise d2 distances.
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FIGURE 8. Comparisons of times required to compute dp distances on
several square 2D grids for different values of p.
5.5.4. Numerical comparisons. A comparison of the time required to compute dp for vari-
ous p is shown in Figure 8. For this comparison, we measured the time required to compute
the distance between opposite corners of an n×n square grid (with nodes connected to their
horizontal and vertical neighbors) for n = 3, 6, 9, 12, . . . , 33. All tests were performed on
a 2.7GHz laptop computer using Python code. The cases p = 1.5 and p = 2.5 were com-
puted using the vertex potential formulation via the cvxpy package [6]. The cases p = 1
and p = ∞ were solved respectively using the minimum cut and shortest path algorithms
of the igraph package [5]. The case p = 2 was computed in two different ways. For the
curve labeled “2.0 (opt),” the potential formulation was solved (as a quadratic program) by
cvxpy. For the curve labeled “2.0 (lap),” the pseudoinverse of the graph Laplacian was
computed using scipy.sparse.linalg [10].
For all cases other than “2.0 (lap),” we averaged the time to compute dp(a, b) over 20
trials to help filter the noise incurred by computing in a multi-tasking environment. For the
Laplacian case, we computed the time required to find d2(a, b). However, the comparison
is complicated by the fact that once the pseudoinverse of the Laplacian is computed this
method will quickly deliver all other pairwise distances.
6. FUTURE RESEARCH
• We hope to be able to prove that dqp is always a metric as conjectured in Conjecture 1.
The plan is to try and generalize one of the known proofs in the p = 2 case.
Added in Proof: The proof we gave in [1] is not a generalization of known proofs, rather
it gives a new proof even in the p = 2 case.
• Also, we showed in [9] that
d22(a, b) = Reff(a, b) ≤ EHT(a, b) ≤ d∞(a, b)
whereReff(a, b) is the effective resistance and EHT(a, b) is epidemic hitting time. Is there
a relationship between the epidemic hitting time metric and dqp for some p?
• The example of the square graphs in Section 5.4 raises the following question: Is it true
that for an arbitrary simple graph G = (V,E), there is always a value p0 so that (V, dp0)
embeds isometrically in some Rn, and if so, does this imply the same is true for all p < p0?
Similar questions can be asked for other powers of dp.
• In the example of the square graph in Section 5.4, the dp metric can be raised to an
exponent that is strictly larger than q. In fact, to find the largest possible exponent tmax in
this case it’s enough to set
dp(a, c)
t = 2dp(a, b)
t,
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and solve for t. When this happen we say that the graph contains a “flat triangle”. A
calculation shows that
tmax =
1
1− 1p (2− log2(1 + 31−p))
>
1
1− 1p
= q.
More generally, we intend to do the same computation for the cube inR3 and study whether
the anti-snowflaking exponent sH(p) can be computed for the family of hypercubes H.
These are graphs that arise in the theory of expander graphs and are considered to be very
well connected, hence, their triangles should be far from being flat.
• Finally, we are interested in studying the monotonicity properties of the metric dp and
the conjectured metric dqp.
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