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Let F7 denote the Fano matroid and e be a fixed element of F7 . Let P(F7 , e) be
the family of matroids obtained by taking the parallel connection of one or more
copies of F7 about e. Let M be a simple binary matroid such that every cocircuit
of M has size at least d3. We show that if M does not have an F7 -minor,
M{F 7*, and d(r(M)+1)2 then M has a circuit of size r(M)+1. We also show
that if M is connected, e # E(M), M does not have both an F7 -minor and an
F 7*-minor, and M  P(F7 , e), then M has a circuit that contains e and has size at
least d+1.  1998 Academic Press
1. INTRODUCTION
The purpose of this paper is to extend two classical results concerning
the existence of long circuits in a simple 2-connected graph G to a simple
connected regular matroid, or more generally to a simple connected binary
matroid M with certain forbidden minors. The first result, due to Dirac
[3], states that if G has minimum degree d|V(G)|2, then G is
hamiltonian. The second result, due to Erdo s and Gallai [4], states that if
e=uv # E(G) and every vertex of V(G)&[u, v] has degree at least d, then
G has a circuit C that contains e and has size at least d+1. Our extension
of Dirac’s theorem is to show that if every cocircuit of M has size at least
d(r(M)+1)2 then M has a circuit of size r(M)+1. Our extension of the
Erdo sGallai theorem is to show that, if e # E(M) and every cocircuit of M
disjoint from e has size at least d3, then M has a circuit of size at least
d+1 containing e. The extension of Dirac’s theorem was conjectured by
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D. J. A. Welsh; see [8, Conjecture 14.4.1]. The extension of the Erdo s
Gallai result generalises a result of Bixby and Cunningham [2] that if M
is a simple binary matroid with no F7 -minor and every cocircuit of M has
size at least d, then r(M)d.
Our proof technique is to use the splitting results of Seymour [9], to
reduce the problem to the case when M is either graphic or cographic. To
perform this reduction, and in particular to handle the operations of 2-sum
and 3-sum, we need to control the way in which our long circuits pass
through a given element or a given triangle. We obtain these results for
graphic and cographic matroids in Section 2 of this paper. The reduction
step for binary matroids which do not contain both an F7 -minor and an
F 7*-minor is given in Section 3.
2. GRAPHIC AND COGRAPHIC MATROIDS
We first obtain the required result for graphic matroids. We shall need
another result of Dirac [3] which generalizes his above-mentioned
theorem on hamiltonian graphs.
Theorem 1. Let G be a 2-connected simple graph on n vertices and d3
be an integer. Suppose every vertex of G has degree at least d. Then G has
a circuit of length at least min[ |V(G)|, 2d].
(In a forthcoming paper, [6], we shall show that Theorem 1 can also
be extended to binary matroids with cogirth d and no F7 -minor.
Unfortunately our proof is only valid for d9.)
Theorem 2. Let G be a simple graph on n vertices and d3 be an
integer.
(a) If every vertex of G has degree at least |V(G)|2, then G is
hamiltonian.
(b) Suppose G is 2-connected, e=uv # E(G), and every vertex of
V(G)&[u, v] has degree at least d. Then G has a circuit C that contains e
and has size at least d+1.
(c) Suppose G is 3-connected, e, f, g # E(G), u, v, w # V(G), T=
uevfwgu is a triangle in G, and every vertex of V(G)&V(T ) has degree at
least d.
(c1) G has a circuit C with E(C) & E(T )=[e, f ] and |C|d+1.
(c2) If G{K4 then G has a circuit D with E(D) & E(T )=[g] and
|D|d+1.
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(c3) If G{K4 then G has a circuit F with |E(F ) & E(T)|=1 and
|F |min[n, d+2].
Proof. Assertions (a) and (b) are results of Dirac [3], and Erdo s and
Gallai [4], respectively. To see that (c1) holds put H=G&v. Then H is
2-connected and very vertex of V(H)&[u, w] has degree at least d&1. By
(b), H has a circuit C$ that contains g and has length at least d. Putting
C=(C$& g) _ [e, f ] we have |C|d+1 and so C is the required circuit
in G.
We next show that (c2) holds. Let H1=G&v if dG(v)=3 and otherwise
let H1=G&[e, f ]. Let H2 be the graph obtained from H1 _ Kd&1 by join-
ing each vertex of the Kd&1 to both u and w. Then H2 is 2-connected
and has at most one vertex of degree less than d. Using [5], it follows
that H2 has a circuit C1 of length at least min[ |V(H2)|, 2d]. Suppose
|V(H2)|2d&1. Then |V(H1)|d. Since H1 contains a vertex of degree at
least d unless |V(H1)|=3, we must have |V(H1)|=3=d and G=K4 . This
contradicts a hypothesis of (c2) and hence C1 has length at least 2d. If
C1 & Kd&1 {< then D=(C1 & H1)+ g is the required circuit in G. Hence
we may suppose that C1 is a circuit of H1 . Since H1 is 2-connected there
are two vertex disjoint paths, say P1[u, x] and P2[w, y], from [u, w] to
C1 (allowing the paths to have length zero when either u or w belongs
to C1). Let C1[x, y] be a longest path in C1 between x and y. Then
D$=P1[u, x] C1[x, y] P2[ y, w] g is the required circuit of G.
Finally, we show that (c3) holds. For z # V(T ), let z$=z if dG(z)>3 and
otherwise let z$ be the neighbour of z in V(G)&V(T ). Since G is 3-con-
nected and G{K4 , y${z$ for two distinct vertices y, z # V(T ). Let H3 be
the graph obtained from
(G&[e, f, g]&[z # V(T ) : dG(z)=3]) _ Kd&2
by joining each vertex of the Kd&2 to every vertex of [u$, v$, w$]. Then H3 is
2-connected and each vertex of H3 has degree at least d. So by Theorem 1,
H3 has a circuit C2 of length at least min[ |V(H3)|, 2d]. If C2 & Kd&2{<
then choosing a maximal segment of C2 , say C2[s$, t$], such that
C2[s$, t$] & Kd&2=< we have s$, t$ # [u$, v$, w$]. Then C[s$, t$] t$tss$ is the
required circuit in G. Thus we may assume that C2 is a circuit of
G&[e, f, g] of length at least 2d. Since G is 3-connected there exist three
disjoint paths from T to C2 in G. We may combine two of these paths with
an edge of T and a segment of C2 to obtain a circuit F with |E(F ) & E(T)|=1
and |F |d+2. K
We may consider Theorem 2 as a result about graphic matroids. To do
so, we replace the condition on the degrees by an assumption on the
cogirth cg(M) of a matroid M, which is defined as the size of a smallest
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cocircuit of M if M has a cocircuit, or cg(M)= if M consists of loops
only. We next obtain a result analogous to Theorem 2 for cographic
matroids. We shall refer to the size of a smallest circuit in a graph G as the
girth of G and denote it by g(G). As usual we set g(G)= if G is a forest.
Thus, if M is the cographic matroid of G, we have g(G)=cg(M).
Given a graph G and A, B disjoint subsets of V(G) we shall use (A, B)
to denote the set of edges of G between A and B. We shall need several
lemmas. The first is elementary; the second is due to L. Lova sz.
Lemma 3. Let G be a graph of minimum degree at least three and H be
a subgraph of G. Then |(V(H), V(G)&V(H))|3|V(H)|&2|E(H)|.
Lemma 4 [7, Problem 6.8]. Let G be a 2-connected graph on n vertices
and v1 , v2 # V(G). Let n=n1+n2 be a partition of n into two positive
integers. Then there exists a partition [V1 , V2 , ] of V(G) such that vi # Vi ,
|Vi |=ni , and G(Vi) is connected for 1i2.
(The conclusion that the partition of V(G) can be chosen to separate two
given vertices is not included in the statement of [7, Problem 6.8] but is
contained in the given solution.)
The next lemma gives an analogue of the Erdo sGallai theorem for
cographic matroids.
Lemma 5. Let G be a 2-connected graph with minimum degree at least
three and e=uv # E(G). Suppose d3 is an integer and g(G&e)d. Then
G has a cocircuit that contains e and has size at least d+1.
Proof. Since G&e has minimum degree at least two and g(G&e)d,
G must have at least d vertices. By Lemma 4, there exists a partition
[V1 , V2] of V(G) such that u # V1 , v # V2 , |V1 |=d&1, and H i=G(Vi) is
connected for 1i2. Since g(G&e)d, H1 is a tree. Using Lemma 3 we
deduce that (V1 , V2) is the required cocircuit of G. K
We next obtain an analogue of Dirac’s theorem for connected cographic
matroids of cogirth at least five. Note that the cographic matroid M of a
connected graph G has a circuit of size r(M)+1 if and only if there exists
a partition [V1 , V2] of V(G) such that G(V1) and G(V2) are both trees.
Lemma 6. Let G be a 2-connected graph with n vertices, m edges,
and minimum degree at least three. Let d5 be an integer. Suppose
g(G)=d(m&n+2)2. Then G has a cocircuit of size m&n+2.
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Proof. We proceed by contradiction. Let G be a counterexample to the
lemma. Let t be the maximum degree of G. Let R be the set and r the num-
ber of vertices of G of degree at least four. Counting degrees we have
2m3n+r. Since d(m&n+2)2 this gives
n4(d&1)&r. (1)
Claim 1. t4 and r3.
Proof. Let v be a vertex of G of degree t.
We first suppose d=2s+1 is odd. Since G has girth d, v has degree t,
and all other vertices of G have degree at least three, there are at least
t(2s&1)+1 vertices of distance at most s from v. Using (1) we obtain
t(2s&1)+18s&r. Since s2 this implies that t4 and r3, as
required.
We next suppose d=2s is even. Let e be an edge incident with v. Since
G has girth d, v has degree t, and all other vertices of G have degree at least
three, there are at least (t+1)(2s&1&1)+2 vertices of distance at most
s&1 from e. Using (1) we obtain (t+1)(2s&1&1)+28s&4&r. Since
s3 this implies that t4 and r3, as required. K
Using Lemma 4 and the fact that r3, we can partition V(G) into two
sets, V1 , V2 , such that n1 :=|V1 |=Wn2X, n2 :=|V2 |=wn2x, |Vi & R|1
if r2, and Hi :=G(Vi) is connected for 1i2. We may suppose that
this partition has been chosen such that |(V1 , V2)| is maximal.
Claim 2. H1 is not a tree.
Proof. Suppose H1 is a tree. Let ==|R & V1 |. Counting the degrees of
the vertices of V1 and using Claim 1 give
|(V1 , V2)|=3n1+=&2(n1&1)=n1+=+2.
On the other hand, counting the degrees of the vertices of V2 gives
|(V1 , V2)|=3n2+(r&=)&2|E(H2)|.
Thus 2|E(H2)|=2n2+(n2&n1)+(r&2=&2)<2n2 , since n1n2 , r&2=1.
Since H2 is connected it follows that H2 is also a tree and thus
|(V1 , V2)|=m&n+2, contradicting the choice of G. K
Let C1 be a shortest circuit of H1 .
Claim 3. At least 2+wr2x vertices of C1 are adjacent to H2 .
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Proof. By (1), n12d&(2+wr2x). Since g(G)=d5, we have
|C1 |d and no vertex of V1&V(C1) is adjacent to two vertices of C1 .
Since C1 has no chords and each vertex of C1 has degree at least three,
there are at least 2+wr2x vertices of C1 adjacent to H2 . K
Using Claim 3 and the fact that r3, we may choose a vertex
z1 # V(C1)&R which is adjacent to H2 .
Claim 4. n1=n2 .
Proof. Suppose n1=n2+1. Since z1  R, z1 has degree three in G.
Hence z1 is adjacent to exactly one vertex of H2 and two vertices of H1 ,
and z1 is not a cut vertex of H1 . Thus (V2+z1 , V1&z1) is a cocircuit of
G of size |(V1 , V2)|+1, contradicting the choice of (V1 , V2). K
We can now complete the proof of the lemma. Since t # [3, 4], it follows
from Claim 4 that r # [0, 2] and that we may apply Claims 2 and 3 to H2 .
Thus we may choose a circuit C2 in H2 and a vertex z2 # V(C2)&R such
that z2 is adjacent to H1 . Furthermore, since Claim 3 gives us at least
two choices for z2 and z1 is adjacent to a unique vertex of H2 , we may
modify our choice of z2 if necessary so that z1z2  E(G). Thus
(V1&z1+z2 , V2&z2+z1) is a cocircuit of G of size |(V1 , V2)|+2,
contradicting the choice of (V1 , V2). K
We next prove a sequence of lemmas which give an analogue of
Theorem 2(c) for cographic matroids.
Lemma 7. Suppose G is a 3-connected graph of minimum degree three
and v # V(G) with N(v)=[v1 , v2 , v3] and girth (G&v)=d3.
(a) Then G has an induced tree T1 such that v, v3 # V(T1),
v1 , v2  V(T1), G&V(T1) is connected, and |V(T1)|=d&1.
(b) If d5, then G has an induced tree T2 such that v3 # V(T2),
v, v1 , v2  V(T2), H=G&V(T2) is connected, and |V(T2)|=d.
Proof. (a) Since G is 3-connected, G&[v, v3] is connected, and hence
G has an induced tree T such that v, v3 # V(T), v1 , v2  V(T ), and
H=G&V(T) is connected. We may suppose that T has been chosen such
that |V(T )|=t is as large as possible, subject to the condition that
td&1.
Suppose td&2, and hence d4. Since G is 3-connected, some
vertex x # V(H)&[v1 , v2] is adjacent to T. Let F=G(V(T )+x). Since
|V(F )|d&1, dF (v)=1, and g(G&v)=d, it follows that F is an induced
tree of G. The maximality of T now implies that
H&x is disconnected for any x # V(H)&[v1 , v2] adjacent to T. (2)
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Thus H is separable. Let X be the set of cut vertices of H and B1 be an end
block of H chosen such that v2  V(B1)&X. If V(B1)&X{[v1], then we
may use the 3-connectivity of G to deduce that there exists a vertex
x # V(B1)&X&v1 which is adjacent to T. This contradicts (2). By sym-
metry we deduce that H has exactly two end blocks B1 and B2 such that
V(Bi)&X=[vi] for 1i2.
Suppose H has a block B which is not isomorphic to K2 . Then
B1 {B{B2 . Since H has exactly two end blocks, |V(B) & X|=2. Since G
is 3-connected some vertex x # V(B)&X is adjacent to T. This contradicts
(2). Hence all blocks of H have two vertices and H is a v1v2 -path.
Since g(G&v)=d, d4, and the minimum degree of G is three, it can
be seen that |V(G)|d+2. Thus |V(H)|4, and we may choose two
adjacent vertices x1 , x2 # V(H)&[v1 , v2]. Since H is a path, x1 and x2 are
both adjacent to T. Let J=G(V(T )+x1+x2). Then dJ (v)=1 and hence
J&v contains a circuit. This is impossible since |V(J&v)|d&1 and
g(J&v)d. Hence |V(T )|=d&1.
(b) Let C be a circuit of size d in G&v. Since g(G&v)=d>4, no
two vertices of C are adjacent to the same vertex of G&v. Since G has
minimum degree three it follows that |V(G)|2d&2d+3. Since G is
3-connected, G&[v3] is connected, and hence G has an induced tree T
such that v3 # V(T ), v, v1 , v2  V(T), and H=G&V(T ) is connected. We
may suppose that T has been chosen such that |V(T )|=t is as large as
possible, subject to the condition that td.
Suppose that td&1. Thus |V(H)|d&1. Since G is 3-connected and
NH(v)=[v1 , v2], some vertex x # V(H)&[v, v1 , v2] is adjacent to T. Let
X be the set of cut vertices of H. We shall show that x can be chosen
such that x  X. If H is not separable then this follows immediately.
Hence we may assume that H is separable. Let B1 be an end block of H
such that v2  V(B)&X. If V(B1)&X{[v1], then we may use the 3-con-
nectivity of G to deduce that there exists an x # V(B1)&X&[v1 , v2] which
is adjacent to T. Hence we may assume by symmetry that H has exactly
two endblocks B1 and B2 such that V(Bi)&X=[vi] for 1i2. Since
vv1 , vv2 # E(G) this implies that V(H)=[v, v1 , v2], contradicting the fact
that |V(H)|d&14. Hence we may choose x # V(H)&X. Let F=
G(V(T )+x). Since H&x is connected, the maximality of T implies that
F is not a tree. Since |V(F )|d and g(F )d, F must be a circuit of size
d. Thus T is a path with d&1 vertices and x is adjacent to both
end vertices of T. Furthermore, since g(G&v)=d5, each vertex of F is
adjacent to a distinct vertex of H&x and we may choose a vertex
x$ # V(H)&[x, v, v1 , v2] adjacent to T.
We shall show that x$ may be chosen such that x$  X. We may assume
that H is separable. Since vv1 , vv2 # E(H), we may choose an end block B
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of H such that v, v1 , v2  V(B)&X. If V(B)&X{[x] we may use the
3-connectivity of G to choose x$ # V(B)&X adjacent to T. Hence we may
suppose that V(B)=[x, y], where y # X, and, since NH(v)=[v1 , v2], that
H has exactly two end blocks B, B$ with [v1 , v2] & (V(B$)&X){<. Since
each vertex of F is adjacent to a distinct vertex of H&x, y is not adjacent
to T and hence dH( y)3. Thus the block B"{B of H which contains y
has at least three vertices. If B"{B$ then, since H has exactly two end
blocks, |V(B") & X|=2 and we may use the 3-connectivity of G to choose
x$ # V(B")&X&[v, v1 , v2] adjacent to T. Hence we may assume that
B"=B$ and thus H has exactly two blocks. This implies that X=[ y] and
since y is not adjacent to T we have x$  X.
We may now use the above argument for x to deduce that x$ is adjacent
to both end vertices, say z1 , z2 of T. But then xz1 x$z2 x is a circuit of size
four in G&v, contradicting the fact that g(G&v)=d5. K
Lemma 8. Suppose G is a 3-connected graph of minimum degree three
and v # V(G) with N(v)=[v1 , v2 , v3] and g(G&v)=d.
(a) If G{K4 then G has a cocircuit (A, V(G)&A) of size at least
d+1, with v3 # A and v, v1 , v2  A.
(b) If G  [K4 , K3, 3], then G has a cocircuit (A, V(G)&A) of size at
least d+2, with |A & [v1 , v2 , v3] |=1 and v  A.
Proof. The lemma follows from Lemmas 7(b) and 3, if d5. We
shall only give a proof for (b). Part (a) can be proved similarly. Suppose
d=3. Since G is 3-connected, G&[v, v1 , v2] is connected. Thus, if v1 v2
 E(G), then Lemma 3 implies that (V(G)&[v, v1 , v2], [v, v1 , v2]) is the
required cocircuit of G. Hence, by symmetry, we may assume that
v1v2 , v2v3 , v3v1 # E(G). Since G is 3-connected and G{K4 , we must have
dG(vi)4 for 1i3, and (V(G)&[v, v1 , v2], [v, v1 , v2]) is again the
required cocircuit of G.
It remains to consider the case when d=4. Since g(G&v)=4 we may
assume by symmetry that v1v2  E(G). Let T=G(v, v1 , v2). Since G is 3-con-
nected, H=G&T is connected. If dG(v1)>3 then (V(T), V(G)&V(T )) is the
required cocircuit of G. Hence we may assume that dG(v1)=3=dG(v2).
Since g(G&v)=4, it can be seen that |V(G)|6 and hence |V(H)|3.
Since G is 3-connected, at least three vertices of H are adjacent to T. Thus
we may choose x1 , x2 # V(H)&v3 such that x1 and x2 are each adjacent
to T. Using the proof technique of Lemma 7, we can show that x1 , x2 can
be chosen such that they are not cut vertices of H. If some xi is adjacent
to exactly one vertex of T then Fi=G(V(T )+xi) is an induced tree in G
and, by Lemma 8, (V(T )+xi , V(H)&xi) is the required cocircuit of G.
Thus we may assume that both xi are adjacent to v1 and v2 . Thus
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NG(v1)=[v, x1 , x2]=NG(v2). Replacing v2 by v3 we may use the above
argument to deduce that NG(v3)=[v, x1 , x2]. Since G is 3-connected,
[x1 , x2] is not a vertex cut of G. It follows that V(G)=[v, v1 , v2 , v3 , x1 , x2]
and G=K3, 3 . This contradicts a hypothesis of the lemma. K
We are now able to prove our analogue of Theorem 2 for cographic
matroids.
Theorem 9. Let G be a 2-connected graph with n vertices, m edges, and
minimum degree at least three. Let d3 be an integer.
(a) Suppose g(G)min[(m&n+2)2, 5]. Then G has a cocircuit of
size m&n+2.
(b) Suppose e=uv # E(G), and g(G&e)=d. Then G has a cocircuit
that contains e and has size at least d+1.
(c) Suppose G is 3-connected, T=[e, f, g] is a 3-cocircuit in G, and
g(G&T )d.
(c1) G has a cocircuit C with C & T=[e, f ] and |C|d+1.
(c2) If G{K4 , then G has a cocircuit D with D & T=[g] and
|D|d+1.
(c3) If G{K4 , then G has a cocircuit F with |F & T |=1 and
|F |min[m&n+2, d+2.].
Proof. Parts (a) and (b) follow from Lemmas 6 and 5, respectively. It
remains to show that G satisfies (c). Let F be a component of G&T and
G1 be obtained from G by contracting F to a single vertex v. Let v1 , v2 , and
v3 be the vertices of G1 which are joined to v by e, f, and g, respectively.
Then G1 satisfies the hypotheses of (c) and every cocircuit of G1 is also a
cocircuit of G. Using Lemmas 7(b) and 8 and the fact that (c) holds for
K3, 3 , we deduce that (c) holds for G unless G1=K4 . Since either compo-
nent of G&T can play the role of F, we may assume that G&T=K3 _ K3
and G is equal to the triangular prism. We leave it as an exercise for the
reader to check that (c) holds in this case. K
To extend Dirac’s theorem to regular matroids of cogirth less than five,
we need a result similar to Theorem 9(a) for g(G) # [3, 4]. We shall say
that a graph G is essentially 4-connected if it is 3-connected and, if G&S
is disconnected for some set S of three vertices of G, then G&S has exactly
two components, one of which is a single vertex.
Lemma 10. Let G be an essentially 4-connected graph with n vertices, m
edges, and minimum degree at least three. Suppose girth(G)=d # [3, 4].
Then G has a cocircuit of size at least min[m&n+2, 2d].
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Proof. Suppose the lemma is false and let G be a counterexample.
Let T be an induced tree in G such that H=G&V(T ) is connected
and |V(T )|=t is as large as possible, subject to the condition that
t2d&2. We shall show that either t=2d&2 or H is a tree. Suppose
neither of these two alternatives holds. Since H is a not a tree, we have
|V(H)|=hd. Furthermore, if h=d, then H is a circuit of size d and,
since G has minimum degree at least three, each x # V(H) is adjacent
to T. Indeed each x # V(H) must be adjacent to at least two vertices of H,
otherwise G(V(T)+x) would contradict the maximality of T. But
then (V(H), V(T )) would be a cocircuit of G of size at least 2d. Thus
hd+1.
Let S be the set of vertices of H which are adjacent to T. Since G is
essentially 4-connected and d # [3, 4], |S|d. Let S$S such that |S$|=d
and S$ contains as few cut vertices of H as possible. Suppose H&v is con-
nected for each v # S$. Then the maximality of t implies that each v # S$ is
adjacent to at least two vertices of T and we again have a cocircuit
(V(H), V(T)) of G of size at least 2d. Hence at least one vertex of S$ is a
cut vertex of H and, in particular, H is separable.
Let X be the set of cut vertices of H, Y=[B1 , B2 , ..., Br] be the set of
end blocks of H, and V(Bi) & X=[ui] for 1ir. We may suppose that
|V(B i)||V(Bj)| for 1i< jr. Let Z=[Br+1 , Br+2 , ..., Br+s] be the set
of all blocks Bj of H such that V(Bj) & X=2<|V(Bj)|. Since G is 3-con-
nected, we may choose a vertex vi # V(Bi)&X adjacent to T for 1ir+s.
Thus r+sd&1. If d=3, this implies that r=2 and s=0, contradicting
the fact that H is not a tree. Hence d=4. Let R=[vi : 1ir+s].
Suppose r=3. Using the argument from the proof of Lemma 7 we
deduce that Bi is isomorphic to K2 for 1i3. Let B be the block of H
of degree three in the blockcut vertex tree of H. Since d=4, |V(B)|4. If
some vertex z # V(B)&X is adjacent to T then R+z contradicts the choice
of S$. Thus no vertex of V(B)&X is adjacent to T. Since G is 3-connected,
it follows that |V(B) & X|=3. Let V(B) & X=[u4 , u5 , u6] and let vi be the
neighbour of u i in V(H)&V(B) for 4i6. Since G is essentially 4-con-
nected, [v4 , u5 , u6] is not a vertex cut of G and thus u4 is adjacent to T.
Similarly u5 and u6 are both adjacent to T. Since vi is adjacent to at least
two vertices of T for 1i3 this implies that (V(H), V(T)) is a cocircuit
of G of size at least nine. Thus r=2 and, since H is not a tree, s=1.
Using the argument from the proof of Lemma 7 we deduce that B i is
isomorphic to K2 for 1i2. Since d=4, |V(B3)|4. If some vertex
z # V(B3)&X&v3 is adjacent to T then R+z contradicts the choice of S$.
Thus no vertex of V(B3)&X&v3 is adjacent to T. Let V(B3) & X=
[u3 , u4] and let v$i be the neighbour of ui in V(H)&V(B3) for 3i4.
Since G is essentially 4-connected, [v3 , v$3 , u4] is not a vertex cut of G and
thus u3 is adjacent to T. Similarly u4 is adjacent to T. Since vi is adjacent
44 HOCHSTA TTLER AND JACKSON
to at least two vertices of T for 1i2 this implies that (V(H), V(T)) is
a cocircuit of G of size at least eight.
Thus we must have either t=2d&2 or H is a tree. If the first case holds
then (V(H), V(T )) is a cocircuit of G of size at least 2d. If the second case
holds then (V(H), V(T)) is a cocircuit of G of size m&n+2. Both alter-
natives contradict the choice of G as a counterexample to the lemma. K
3. BINARY MATROIDS
We shall use the splitting results of Seymour [9], to extend Theorems 2
and 9 to binary matroids which do not have both an F7 -minor and an
F7*-minor. We first need some lemmas to construct circuits in 2-sums and
3-sums of binary matroids.
Lemma 11. Suppose that M is a binary matroid and M=M1  3 M2 for
minors M1 and M2 of M, where E(M1) & E(M2)=X for some triangle X=
[x, y, z] of Mi , 1i2. Let Ci be a circuit of Mi such that X1 :=C1 & X=
[x, y] and X2 :=C2 & X=[z]. Then C1 q C2 q X is a circuit of M.
Proof. Assume to the contrary that C is a circuit of M properly con-
tained in the cycle Z :=C1 q C2 q X. Then C=Z1 q Z2 for cycles Zi of
Mi with Z1 & X=Z2 & X. Suppose that Z1&X is a proper subset of
C1&X. Since C1 is a circuit this implies z # Z1 . But then Z1 q X is a cycle
which is properly contained in C1 , a contradiction. So, Z1"X=C1"X and
hence Z1 q C1 # [<, X]. Similarly Z2 q C2 # [<, X] and C=Z1 q Z2=
C1 q C2 q X, a contradiction. K
The following lemma is straightforward.
Lemma 12. Let M be a connected binary matroid. Suppose e # E(M) and
X=[x, y, z] is a triangle in M&e. Then M has a circuit containing e and
exactly one element of X.
Lemma 13. Let M be a vertically 3-connected binary matroid. Suppose
T=[e, f, g] and X=[x, y, z] are two disjoint triangles in M. Then M
has a circuit C with C & T=[e, f ] and |C & X|=1, and a circuit D with
D & T=[g] and |D & X|=2.
Proof. Suppose the lemma is false and let M be a counterexample such
that |E(M)| is as small as possible.
Claim 5. Either M is simple or M has a unique 2-circuit Z and
ZT _ X.
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Proof. Suppose M is not simple and let Z=[h, j] be a 2-circuit of M.
If there exists k # Z&(T _ X ) then we may apply the inductive hypothesis
to M&k to obtain a contradiction. Hence by symmetry we may assume
that h=e and j=x, and hence that Z=[e, x]. Now if M&x is not simple
then by using the above argument and symmetry we may assume that
[ f, y] is a 2-circuit of M. Since M is binary this would imply that [g, z]
is also a 2-circuit of M. But the circuits C=[e, f, z] and D=[g, x, y]
would then contradict the choice of M as a counterexample to the lemma.
Hence M&x is simple and Z is the unique 2-circuit of M. K
Claim 6. E(M)=T _ X.
Proof. Suppose there exists h # E(M)&(T _ X ). Let M$ be the sim-
plification of M and T $ and X$ be the triangles of M$ corresponding to T
and X, respectively. Then M$ is 3-connected. By [1], either M$h is verti-
cally 3-connected or the cosimplification of M$&h is 3-connected. If M$h
is vertically 3-connected then Mh is vertically 3-connected. We may apply
the inductive hypothesis to Mh to deduce that Mh has a circuit C1 with
C1 & T=[e, f ] and |C1 & X|=1, and a circuit D1 with D1 & T=[g] and
|D1 & X|=2. Then either C1 or C1+h, and D1 or D1+h, contradict the
choice of M. Thus the cosimplification of M$&h is 3-connected and hence
the cosimplification M" of M&h is vertically 3-connected. Furthermore,
since the cosimplification of M$&h is 3-connected, T $ and X$ are triangles
in the cosimplification of M$&h and hence T and X are triangles in M".
Thus we may apply the inductive hypothesis to M" to deduce that M"
has a circuit C2 with C2 & T=[e, f ] and |C2 & X|=1, and a circuit D2
with D2 & T=[g] and |D2 & X|=2. Then either C2 or some series exten-
sion of C2 , and D1 or some series extension of D2 , contradict the choice
of M. K
We can now complete the proof of the lemma. By Claim 6, |E(M)|=6.
Since M is binary, it follows that M must be graphic. Using Claims 5 and
6, the simplification of M is a 3-connected graphic matroid with either six
or five elements. It follows that M=M(K4). This is impossible since M(K4)
does not have two disjoint triangles. K
Let M(K4) denote the circuit matroid of K4 . Let P(F7 , e) denote the
family of matroids obtained by taking the parallel connection of one or
more copies of the Fano matroid F7 on a fixed element e. We are now
ready to prove our main result.
Theorem 14. Let d3 be an integer. Let M be a simple binary matroid
which does not have both an F7 -minor and an F7* -minor.
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(a) Suppose that M has no F7 -minor, M{F*7 , and every cocircuit of
M has size at least d(r(M)+1)2. Then M has a circuit of size r(M)+1.
(b) Suppose M is connected, e # E(M), and every cocircuit Y of M
with e  Y has size at least d. If M  P(F7 , e) then M has a circuit C that
contains e and has size at least d+1.
(c) Suppose M is 3-connected and regular, T=[e, f, g] is a triangle
in M, and every cocircuit Y of M with T & Y=< has size at least d.
(c1) Then M has a circuit C with C & T=[e, f ] and |C|d+1.
(c2) If M{M(K4), then M has a circuit D with D & T=[g] and
|D|d+1.
(c3) If M{M(K4), then M has a circuit F with |F & T |=1 and
|F |min[r(M)+1, d+2].
Proof. We proceed by contradiction. Suppose the theorem is false and
let M be a counterexample chosen such that |E(M)| is as small as possible.
Claim 7. M is connected.
Proof. We proceed by contradiction. Suppose M is not connected.
Then M fails to satisfy (a). We can express M as M=M$1 M$2 for minors
M$1 and M$2 of M, where M$1 is connected and r(M$1)r(M)2<d. Since
every cocircuit of M$1 has size at least d we may apply (b) to M$1 to deduce
that M$1 has a circuit of size at least d+1. This contradicts the fact that
r(M$1)<d. K
Claim 8. M is 3-connected.
Proof. We proceed by contradiction. Suppose M is not 3-connected. By
[9, 2.6], M=M$1  2 M$2 for minors M$1 and M$2 of M such that
|E(M$i)|3, E(M$1) & E(M$2)=[x], and E(M$i)&xE(M) for 1i2.
Let Mi be the simple matroid obtained from M$i by deleting any elements
which are parallel to x. Then M$i and Mi are both minors of M. Since M
is connected each Mi is connected.
Suppose that M fails to satisfy (a). Since M has cogirth at least d, every
cocircuit of Mi which avoids x has size at least d. Since |E(Mi)|<|E(M)|,
we may apply (b) to Mi to deduce that Mi has a circuit Ci that contains
x and has size at least d+1. Then C1 q C2 is a circuit of M of size at least
2dr(M)+1. Hence C1 q C2 is a circuit of M of size r(M)+1, contra-
dicting the assumption that M fails to satisfy (a).
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Suppose that M fails to satisfy (b) for some e # E(M). By symmetry we
may assume that e # E(M$2). Since every cocircuit of M which avoids e has
size at least d, every cocircuit of M1 which avoids x has size at least d.
Since |E(M1)|<|E(M)|, we may apply (b) to M1 to deduce that M1 has
a circuit C$1 that contains x and has size at least d+t, where t=0 if
M1 # P(F7 , x) and otherwise t=1. Since M$2 is connected, M$2 has a circuit
C$2 containing x and e. Thus C$1 q C$2 is a circuit of M that contains e and
has size at least d+t+|C$2 |&2. Since M does not satisfy (b), we must
have t=0 and |C2 |=2. Hence M1 # P(F7 , x) and e is parallel to x in M$2 .
Applying (b) to M2 we deduce that M2 has a circuit C"2 that contains x and
has size at least d+s, where s=0 if M2 # P(F7 , x) and otherwise s=1.
Thus C$2 q C"2 is a circuit of M that contains e and has size at least d+s.
Since M does not satisfy (b), we must have s=0 and M2 # P(F7 , x). Hence
M # P(F7 , e), contradicting a hypothesis of (b). K
Claim 9. M is regular.
Proof. Using a splitter theorem of Seymour [9, 7.6] and Claim 8 it
follows that M is regular, or is isomorphic to F*7 or F7 . However, (b) holds
vacuously for F7 , because M  P(F7 , e), and holds for F*7 , with d=3.
Furthermore (a) and (c) both hold vacuously for F7 and F*7 . Thus M is
regular. K
Claim 10. M cannot be expressed as a 3-sum.
Proof. Suppose that M=M$1  3 M$2 for minors M$1 and M$2 of M,
where E(M$1) & E(M$2)=X for some triangle X=[x, y, z] of M$i , 1i2
and |E(M$i)|7. Let Mi be the simple matroid obtained from M$i by delet-
ing any elements which are parallel to x, y, or z. Since M is 3-connected
by Claim 1, each M$i is vertically 3-connected and each Mi is 3-connected.
Since M$i and Mi are minors of M, M$i and Mi are regular, by Claim 9.
Consider the following cases.
M fails to satisfy (a). If M1 and M2 are both isomorphic to M(K4) then
M is graphic and (a) holds by Theorem 2. Hence we may assume by sym-
metry that M2 {M(K4). Since M has cogirth at least d, every cocircuit of
Mi which avoids X has size at least d. Since |E(M2)|<|E(M)|, we
may apply (c3) to M2 to deduce that M2 has a circuit F2 with |F2 & X|=1
and |C2 |min[r(M2)+1, d+2]. By symmetry we may suppose that
F2 & X=[z]. Similarly, we may apply (c1) to M1 to deduce that M1 has
a circuit C1 such that C1 & X=[x, y] and |C1 |d+1. Then by
Lemma 11, C=C1 q F2 q X is a circuit of M of size at least
min[r(M2)+d&1, 2d]. Since M does not satisfy (a) we must have
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r(M2)d. If M1=M(K4) then d=3 and hence r(M2)3. Since M2 is
3-connected and regular this would contradict the fact that M2 {M(K4).
Hence M1 {M(K4). Reversing the roles of M1 and M2 we may use an
argument similar to the above to deduce that r(M1)d. But then
|C|r(M2)+d&1r(M2)+r(M1)&1=r(M)+1,
contradicting the assumption that M fails to satisfy (a).
M fails to satisfy (b) for some e # E(M). By symmetry we may assume
that e # E(M$2). We may apply Lemma 12 to M$2 to deduce that M$2 has a
circuit C2 containing e and exactly one element, say z, of X. Since every
cocircuit of M which avoids e has size at least d, every cocircuit of M1
which avoids X has size at least d. Applying (c1) to M1 we deduce that M1
has a circuit C1 such that C1 & X=[x, y] and |C1 |d+1. Then by
Lemma 11, C=C1 q C2 q X is a circuit of M that contains e and has
length at least d+1+|C2 |&3. Since M fails to satisfy (b) we must have
|C2 |=2 and hence e is parallel to some element, say x, of X. Applying (c1)
to M2 we deduce that M2 has a circuit C$2 with C$2 & X=[x, z] and
|C$2 |d+1. Let C"2=C$2 q C2 . Then C"2 is a circuit of M$2 with e # C"2 and
C"2 & X=[z]. Using Lemma 11, we have C1 q C"2 q X is a circuit of M
that contains e and has length at least 2d&1d+1. This contradicts the
assumption that M fails to satisfy (b).
M fails to satisfy (c) for some triangle T=[e, f, g] of M. We may
assume that M$1 and M$2 have been chosen such that T & E(M$2) is as large
as possible. We first show that either TE(M$2), or d=3, M1=M(K4),
and |T & E(M$1)|=1. Suppose T & E(M$1){<. Then by the choice of M$1
and M$2 we have |T & E(M$1)|=1 and |T & E(M$2)|=2. Let Si=E(M$i)&X
and T & E(M$1)=[h]. Since M=M$1 3 M$2 and M is 3-connected we
have r(S1)+r(S2)=r(M)+2. Let S$1=S1&h and S$2=S2+h. Then
r(S$2)=r(S2), since h # TS$2 , and r(S$1)r(S1). Thus r(S$1)+r(S$2)
r(M)+2. Again 3-connectivity of M implies that equality must hold. If
|S1 |5, then |S$1 |4. Since (S$1 , S$2) is an exact 2-separation of M it
follows from [9, 2.6] that M=M"1 3 M"2 , where E(Mi") & E(M)=S$i .
This contradicts the maximality of T & E(M$2) and hence we must
have |S1 |=4. Since M is simple and binary, we have r(S1)3. Thus
r(S$2)=r(S2)r(M)&1. Hence S$2 is contained in a hyperplane of M
and S$1 contains a cocircuit of M. Since |S$1 |=3 and S$1 & T=< we
must have d=3. Since M1 is 3-connected and regular and |S1 |=4, we
must have M1=M(K4). Furthermore, since T is a circuit of M, h must
be parallel to some element w # X in M$1 and T&h+w must be a triangle
in M$2 .
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We next show that M1{M(K4). Suppose by way of contradiction that
M1=M(K4). Then d=3. If M2=M(K4) then M is graphic and (c) holds
for M by Theorem 2. Thus M2{M(K4). Let M"2 be obtained from M2 by
relabelling each u # X which is parallel in either M$1 or M$2 to some element
of T with the corresponding element of T. Then M"2 is simple and 3-con-
nected and T is a triangle in M". Since d=3 and M"2 is simple, we may
apply (c) to M"2 to deduce that M"2 contains circuits satisfying the conclu-
sions of (c). Each such circuit which is disjoint from X gives rise to a
required circuit of M. On the other hand, if any of the circuits contain
elements of X, then we may use the fact that M1=M(K4) to replace such
elements by elements of E(M1)&X to give a required circuit in M. Thus
M1{M(K4) and, by the preceding paragraph, TE(M$2).
Applying Lemma 13 to M$2 , we deduce that M$2 has a circuit C2 with
C2 & T=[e, f ] and containing exactly one element, say z, of X and a cir-
cuit D2 with D2 & T=[g] and containing exactly two elements, say x, y,
of X. Since every cocircuit of M which avoids T has size at least d, every
cocircuit of M1 which avoids X has size at least d. Applying (c1) and (c2)
to M1 and using the fact that M1{M(K4) by the previous paragraph,
we deduce that M1 has a circuit C1 with C1 & X=[x, y] and |C1 |d+1,
and a circuit D1 with D1 & X=[z] and |D1 |d+1. By Lemma 11, C=
C1 q C2 q X is a circuit of M with C & T=[e, f ] and |C|d+1+
|C2 |&3d+1, and, D=D1 q D2 q X is a circuit of M with D & T=[g]
and |D|d+1+|D2 |&3d+1. Thus M satisfies (c1) and (c2) and
hence must fail to satisfy (c3). Since |D|d+1+|D2 |&3, we must have
|D2 |=3. Hence D2=[x, y, g], and since M$2 is binary, z is parallel to g in
M$2 . Repeating the above argument with the element g of T replaced by e
and f, respectively, we deduce that e and f are each parallel to elements
of X. By symmetry we assume that e is parallel to x and f is parallel to y.
Applying (c1) to M2 with T replaced by X we deduce that M2 contains
a circuit C2 with C2 & X=[x, z] and |C2 |d+1. Similarly M1 contains
a circuit C1 with C1 & X=[ y, z] and |C1 |d+1. Let D2 be the circuit of
M$2 given by D2=C2&z+ g. Then, by Lemma 11, F=D2 q C1 q X is a
circuit of M with F & T=[g] and |F |2(d+1)&3d+2. This con-
tradicts the fact that M does not satisfy (c3). K
We can now complete the proof of the theorem. It follows from
Claims 8, 9, and 10 and [9, 14.3] that M is graphic or cographic or is
isomorphic to R10 . If M is isomorphic to R10 then (a) and (b) hold with
d=4 and r(M)=5, and (c) holds vacuously since R10 has no triangles.
Thus M=M(G) or M(G)* for some graph G. Furthermore Claims 8 and
10 imply that G is essentially 4-connected. We now obtain our final con-
tradiction by applying Theorem 2 when M is graphic, and Theorem 9 and
Lemma 10 when M is cographic. K
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4. CLOSING REMARKS
It seems difficult to find other classes of matroids for which results
similar to those of this paper are valid. The suggestion given in [8, p. 470]
that Welsh’s conjecture could be extended to binary matroids with no F*7 -
minor is false. This can be seen by considering the matroid M obtained by
taking the parallel connection of three copies of F7 about a fixed edge e,
which has r(M)=7, d=4, and largest circuit of size 6. The projective
geometry PG(r&1, 2) has rank r and cogirth d=2r&1. Thus there exist
connected binary matroids of cogirth d which have a longest circuit of size
O(log2 d ). The matroid M obtained by taking the parallel connection of
several copies of PG(r&1, 2) about a fixed edge e shows that there exist
connected binary matroids of cogirth d and all circuits of size less than
min[r(M)+1, d+1]. A result similar to Theorem 14(a) is not even valid
for all binary matroids under the stronger hypothesis that the matroid is
d-connected. This can be seen by considering the matroid F*7 when d=3,
and the following matroid T12 when d=4. T12 is the binary matroid of the
matrix [I6 | D], where D is the matrix
_
1 1 0 0 0 1
& .
1 0 0 0 1 1
0 0 0 1 1 1
0 0 1 1 1 0
0 1 1 1 0 0
1 1 1 0 0 0
Since F7* and T12 both have circuits of size of their rank, it is possible that
the following holds.
Conjecture 1. Let M be a d-connected binary matroid for some integer
d(r(M)+1)2. Then M has a circuit of size at least r(M).
It is conceivable that Conjecture 1 may even be valid for all matroids.
Noting that F7* and T12 both have the property that they have even rank
and all their circuits are even, we were led in the submitted version of this
paper to make the stronger conjecture that M has a circuit of size r(M)+1
unless r(M) and all circuits of M are even. The referee informed us
that M. Lemos and J. G. Oxley have recently shown that the 3-connected
binary matroid represented by the matrix [I5 | J5&I5], where J5 denotes
the matrix of all ones, is a counterexample to this stronger conjecture. On
the other hand, they have proved that every 3-connected matroid of rank
at least six has a circuit of size at least six.
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