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In this paper, we propose a fast and accurate numerical method based on Fourier transform to solve
Kolmogorov forward equations of symmetric scalar Le´vy processes. The method is based on the accu-
rate numerical formulas for Fourier transform proposed by Ooura. These formulas are combined with
nonuniform fast Fourier transform (FFT) and fractional FFT to speed up the numerical computations.
Moreover, we propose a formula for numerical indefinite integration on equispaced grids as a component
of the method. The proposed integration formula is based on the sinc-Gauss sampling formula, which is
a function approximation formula. This integration formula is also combined with the FFT. Therefore, all
steps of the proposed method are executed using the FFT and its variants. The proposed method allows
us to be free from some special treatments for a non-smooth initial condition and numerical time integra-
tion. The numerical solutions obtained by the proposed method appeared to be exponentially convergent
on the interval if the corresponding exact solutions do not have sharp cusps. Furthermore, the real com-
putational times are approximately consistent with the theoretical estimates.
Keywords: Le´vy process; Kolmogorov forward equation; nonuniform FFT; fractional FFT; sinc-Gauss
sampling formula.
1. Introduction
In this paper, we propose a fast and accurate numerical method based on the Fourier transform to solve
the Kolmogorov forward equations of the symmetric scalar Le´vy processes. To propose the method, we
use Ooura’s accurate numerical formulas for the Fourier transform (Ooura, 2001, 2005), and propose a
numerical indefinite integration formula based on the sinc-Gauss sampling formula (Tanaka et al., 2008)
to compute the integrals with respect to the Le´vy measures in the equation. Furthermore, we combine
the fast Fourier transform (FFT) with these formulas to speed up the numerical computations.
A Le´vy process {Xt}t>0 is essentially a stochastic process with stationary and independent incre-
ments (Applebaum, 2009), which is used to describe uncertain phenomena in various fields. Let us
consider a brief non-rigorous review of the scalar Le´vy process {Xt}t>0. The Le´vy-Khintchine theorem
characterizes Xt by reals b ∈ R, a > 0, and a Borel measure ν on R\ {0} as
E[eiuXt ] = et ψ(u), (1.1)
where ψ is the characteristic exponent of X1 defined by
ψ(u) = ibu− 1
2
a2u2 +
∫
R\{0}
(
eiuy− 1− iuy1|y|61(y)
)
ν(dy). (1.2)
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Here, we assume that the measure ν satisfies∫
R\{0}
min
{
y2, 1
}
ν(dy)< ∞. (1.3)
Then, ν is called the Le´vy measure. An operator semigroup {Tt}t>0 is associated with {Xt}t>0, namely
(Tt f )(x) =E[ f (Xt) |X0 = x], where f is a bounded continuous function on R. The infinitesimal generator
A = ddt (Tt f ) |t=0 takes the form
(A f )(x) = b f ′(x)+ a f ′′(x)+
∫
R\{0}
[ f (x+ y)− f (x)− y1|y|61(y) f ′(x)] ν(dy). (1.4)
Then, the function u(x, t) = (Tt f )(x) is the solution of the partial integro-differential equation (PIDE)
∂u
∂ t (x, t) = Au(x, t) (x ∈ R, t > 0) (1.5)
with initial condition u(x,0) = f (x). Assuming that there exist the transition probability measure
p(x0,0;x, t) of Xt with appropriate continuity and differentiability for each t > 0 and the adjoint op-
erator A† of A, we have
∂ p
∂ t (x0,0;x, t) = A
† p(x0,0;x, t) (x ∈ R, t > 0) (1.6)
with initial condition p(x0,0;x,0) = δ (x−x0), where δ is the Dirac delta function. Equation (1.6) is the
Kolmogorov forward equation, which is also known as the Fokker-Planck equation. Furthermore, the
equation
∂v
∂ s (x, t − s) =−Av(x, t− s) (x ∈ R, s 6 t) (1.7)
with initial condition v(x, t) = f (x) is known as the Kolmogorov backward equation.
In various fields such as physics, chemistry, biology, engineering, and economics, the Kolmogorov
forward equations including fractional derivatives are often considered to describe some unusual dif-
fusion such as anomalous diffusion. For example, see Gardiner (2009); Kozubowski et al. (2006);
Lenzi et al. (2003); Sabatier et al. (2007); Yan (2013) and the references therein. Such equations are
related to α-stable processes belonging to the Le´vy processes. In finance, some Le´vy processes are
used to describe the prices of risk assets. Then, the Kolmogorov backward equations for these pro-
cesses are considered as one of the useful methods for option pricing. See Cont & Voltchkova (2005);
Garreau & Kopriva (2013); Lee et al. (2012) and the references therein.
In the fields mentioned above, many numerical methods for these Kolmogorov equations are studied.
Popular examples of such methods are finite difference methods (Gao et al., 2013; Huang & Oberman,
2013; Li et al., 2012; Meerschaert, 2004), finite element methods (Zhao & Lib, 2012), spectral methods
(Bueno-Orovio et al., 2014; Huang et al., 2014), and other methods (Yan, 2013) for the forward equa-
tions describing anomalous diffusion etc. Further, such methods have been proposed for the backward
equations in finance (Duquesne et al., 2010; Garreau & Kopriva, 2013; Kwok et al., 2012; Lee et al.,
2012). In many of these methods, first, a time-evolution system of ordinary differential equations is
derived from the given PIDE by the discretization of the spatial variable with finite differences, finite
elements, polynomial expansions, etc., and some quadrature formulas. Then, the system is numerically
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solved using some numerical time integration methods such as second-order finite difference methods.
In addition, in the case where the closed form of the characteristic function of the Le´vy process can
be obtained, methods based on the Fourier series or the Fourier transform are used in option pricing
(Carr & Madan, 1999; Chourdakis, 2005; Fang & Oosterlee, 2008; Kwok et al., 2012).
In this paper, we propose a method based on the Fourier transform for equation (1.6) for broader
classes of the Le´vy measure ν for which the closed form of the corresponding characteristic function
may not be available. For simplicity, we consider the case b = a = 0 in (1.4) and measure ν has the form
ν(dy) = 1|y|γ µ(|y|)dy, (1.8)
where γ = 1 or γ = 2 and µ ∈ L1(0,∞). Then, the corresponding Le´vy process becomes symmet-
ric. As examples of the Le´vy process with such measure, we can give the variance gamma (VG) pro-
cess (Applebaum, 2009), also known as the symmetric Laplace motion (Kozubowski et al., 2006), with
γ = 1 and µ(y) = e−y, and the normal inverse Gaussian (NIG) process (Applebaum, 2009) with γ = 2
and µ(y) = yK1(y)/pi , where K1 is the modified Bessel function of the second kind. Then, applying
(1.8) to the operator A in (1.4) and taking its adjoint, we have a special form of equation (1.6) as
∂ p
∂ t (x, t) = E
+
γ p(x, t)+E
−
γ p(x, t) (x ∈ R, t > 0), (1.9)
where p(x0,0;x, t) is denoted by p(x, t) for conciseness, and
E±γ q(x) =
∫
∞
0
q(x± y)− q(x)
yγ
µ(y)dy. (1.10)
Note that the third term of the integrand in (1.4) vanishes because of the symmetry of ν . Furthermore,
we assume that x0 = 0 for simplicity and p(x, t)→ 0 as |x| → 0 for any t > 0 so that∫
∞
−∞
p(x, t)dx = 1 (1.11)
for any t > 0. Therefore, we consider equation (1.9) with initial condition p(x,0) = δ (x) and auxiliary
condition (1.11) in the rest of this paper.
There are two main objectives of the method proposed in this paper. The first is to show that a fast
and accurate Fourier-based method can be realized for equation (1.9) including a (seemingly) singular
integral in (1.10). Using the Fourier transform, we do not need specific requirements for the non-
smooth initial condition p(x,0) = δ (x), whereas some of the existing methods with time integration
cited above need a priori artificial approximation of the solution p(x, t) for a small time t. In addition,
since equation (1.9) is linear and contains only constant coefficients, which is also the case for the
general A in (1.4), the Fourier-based method does not need numerical time integration. Therefore, we
can compute approximate solutions of p(x, t) for any t with the same computational cost, and errors of
numerical time integration do not occur. The second objective of the proposed method is to present new
applications of Ooura’s methods (Ooura, 2001, 2005) for the Fourier transforms to obtain the solution
of PIDEs. The high accuracy of the proposed method is due to the very fast convergence of Ooura’s
methods, and speeding up of computations by Ooura’s methods is realized by combining them with the
nonuniform FFT (Dutt & Rokhlin, 1993, 1995; Greengard & Lee, 2004; Potts et al., 2001; Steidl, 1998)
or the fractional FFT (Bailey & Swarztrauber, 1991; Chourdakis, 2005; Tanaka, 2014a). In addition,
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in order to treat a (seemingly) singular integral in (1.10), we propose an indefinite integration formula
using the sinc-Gauss sampling formula (Tanaka et al., 2008), which is also accurate and combined with
the FFT. Thus, as shown precisely in Sections 2 and 3, all steps of the proposed method are executed by
the FFT and its variants.
The remainder of this paper is organized as follows. Section 2 contains the outline of the proposed
method, which consists of three steps. Section 3 details the three steps. Section 4 shows the actual
performance of the proposed method through numerical examples, and Section 5 concludes this paper.
2. Outline of the proposed method
In order to obtain a fast and accurate numerical method to solve (1.9), we considered a method based on
the Fourier transform for using the FFT. First, we derive the formula for the solution of (1.9) using the
Fourier transform
[F f ](ω) =
∫
∞
−∞
f (x)e−iω x dx. (2.1)
Taking the Fourier transform for both sides of (1.9) with respect to the spatial variable x, we have
∂ [F p]
∂ t (ω , t) = [Gγ µ ](ω) [F p](ω , t), (2.2)
where
[Gγ µ ](ω) =
∫
∞
0
e−iω y− 1
yγ
µ(y)dy+
∫
∞
0
e+iω y− 1
yγ
µ(y)dy. (2.3)
For γ = 1, noting that µ ∈ L1(0,∞), we have
∫
∞
0
e∓iω y− 1
y
µ(y)dy =
∫
∞
0
(
∓i
∫ ω
0
e∓iζ y dζ
)
µ(y)dy
=∓i
∫ ω
0
(∫
∞
0
µ(y)e∓iζ y dy
)
dζ , (2.4)
and therefore,
[G1µ ](ω) = 2 Im
∫ ω
0
(∫
∞
0
µ(y)e−iζ y dy
)
dζ . (2.5)
For γ = 2, noting that
∫
∞
0
e−iω y− 1
y2
µ(y)dy+
∫
∞
0
e+iω y− 1
y2
µ(y)dy
=
∫
∞
0
e−iω y− 1+ iω y
y2
µ(y)dy+
∫
∞
0
e+iω y− 1− iω y
y2
µ(y)dy
and µ ∈ L1(0,∞), we have
∫
∞
0
e∓iω y− 1± iω y
y2
µ(y)dy =
∫
∞
0
(
−
∫ ω
0
∫ η
0
e∓iζ y dζ dη
)
µ(y)dy
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=−
∫ ω
0
∫ η
0
(∫
∞
0
µ(y)e∓iζ y dy
)
dζ dη . (2.6)
Therefore, we have
[G2µ ](ω) =−2 Re
∫ ω
0
∫ η
0
(∫
∞
0
µ(y)e−iζ y dy
)
dζ dη . (2.7)
Using expression (2.5) or (2.7), we can derive the form of the solution p(x, t) from (2.2) as
p(x, t) = F−1
[
exp
(
t [Gγ µ ]
)]
(x) =
1
2pi
∫
∞
−∞
exp
(
t [Gγ µ ](ω)
)
eixω dω . (2.8)
Then, we can consider the following numerical method to obtain an approximation of the solu-
tion (2.8). Let N > 0, ˆh > 0, and t > 0 be an integer, a grid spacing, and a time, respectively. Suppose
that we need to compute approximate values of p(x, t) for x = nˆh (n =−N + 1, . . . ,N).
Step 1 Computation of the Fourier transform ∫
∞
0
µ(y)e−iζ y dy (2.9)
in (2.5) or (2.7). Choose a grid spacing ˜h > 0 and integers M−,M+,Nγ > 0. Then, use the dou-
ble exponential (DE) formula for the Fourier transforms (Ooura, 2005) with sampling points y=
y j ( j =−M−, . . . ,M+−1) and the nonuniform FFT (Dutt & Rokhlin, 1993, 1995; Greengard & Lee,
2004; Potts et al., 2001; Steidl, 1998) to obtain approximate values of (2.9) for ζ = k˜h (k =
−Nγ +1, . . . ,Nγ ). The definitions of ˜h,M−,M+,Nγ , and y j are presented in Sections 3.1 and 3.2.
Step 2 Computation of the indefinite integral of (2.9) in (2.5) or (2.7). Use the computed values in
Step 1 and an indefinite integration by the sinc-Gauss sampling formula proposed in Section 3.2
to obtain approximate values of [Gγ µ ](ω) for ω = ℓ˜h (ℓ = −Nγ/2γ + 1, . . . ,Nγ/2γ), where we
suppose that Nγ can be divided by 2γ . Note that the approximate values on the equispaced grid
are obtained from the approximate values of the integrand on the same grid. The definition of
Nγ is presented in Section 3.2.
Step 3 Computation of the inverse Fourier transform (2.8). Use the computed values in Step 2, the
formula for the Fourier transform with continuous Euler transform (Ooura, 2001), and the frac-
tional FFT (Bailey & Swarztrauber, 1991; Chourdakis, 2005; Tanaka, 2014a) to obtain the ap-
proximate values of the solution p(x, t) for x = nˆh (n =−N + 1, . . . ,N).
In summary, the proposed method is illustrated by the diagram below. The details of the three steps are
shown in Section 3.
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The Kolmogorov forward equa-
tion (1.9) for the Le´vy process with
measure given by (1.8)
(Step 1)
DE formula for FT
+ nonuniform FFT−−−−−−−−−−−→
Approximate values of (2.9):∫
∞
0
µ(y)e−iζ y dy
←−
(Step 2)
sinc-Gauss indefinite integration
Approximate values of the solu-
tion (2.8):
p(x, t) = F−1
[
exp
(
t [Gγ µ ]
)]
(x)
(Step 3)
Formula with continuous
Euler transform for FT
+ fractional FFT←−−−−−−−−−−−−−−
Approximate values of [Gγ µ ](ω)
in (2.5) or (2.7).
3. Proposed method
3.1 Step 1: Computation of the Fourier transform (2.9) in (2.5) or (2.7)
The DE formula for the Fourier transforms and the nonuniform FFT for the Fourier transform (2.9) are
described in Sections 3.1.1 and 3.1.2, respectively. The contribution of this paper is speeding up the
computation through the use of the DE formula by combining it with nonuniform FFT.
3.1.1 DE formula for the Fourier transforms by Ooura. We begin with the review of the DE formula
for the Fourier transforms (2.9) proposed by Ooura (2005). Let ζ0 and h be positive constants and let
the function ϕ : R → (0,∞) be defined by
ϕ(t) = t
1− exp(−2t−α(1− e−t)−β (et − 1)) , (3.1)
where β = 0.25 and
α =
β√
1+ log(1+pi/(ζ0h))/(4ζ0h) . (3.2)
Then, the following formula approximates the integral (2.9) for ζ ∈ (δ1,2ζ0− δ2) for some δ1,δ2 > 0:∫
∞
0
µ(y)e−iζ y dy
≈−2pi iζ0
M+−1
∑
j=−M−
[
µ
(
pi
ζ0hϕ( jh)
)
sin
( pi
2h ϕˆ( jh)
)
ϕ ′( jh) exp
(
pi i
2h ϕˆ( jh)
)]
exp
(
−pi iζζ0h ϕ( jh)
)
.
(3.3)
where ϕˆ(t) = ϕ(t)−t. The integers M− and M+ are determined in an appropriate manner. Formula (3.3)
is the DE formula for the Fourier transforms, which is derived as follows. First, applying the variable
transformation y = (pi/(ζ0h))ϕ(t) to integral (2.9), we have∫
∞
0
µ(y)e−iζ y dy =
∫
∞
−∞
µ (Pϕ(t)) exp(−iζ Pϕ(t))Pϕ ′(t)dt, (3.4)
where P = pi/(ζ0h). Let M (ζ ) denote expression (3.4). Next, from M (ζ ) subtract
N (ζ ) =
∫
∞
−∞
µ (Pϕ(t)) exp(−iζ Pϕ(t)+ iζ0 Pϕˆ(t))Pϕ ′(t)dt, (3.5)
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which is very small for ζ ∈ (δ1,2ζ0− δ2) and a large P. Then, discretizing
M (ζ )−N (ζ ) =−2pi iζ0h
∫
∞
−∞
µ
(
pi
ζ0h ϕ(t)
)
sin
( pi
2h ϕˆ(t)
)
ϕ ′(t) exp
(
−pi iζζ0h ϕ(t)+
pi i
2h ϕˆ(t)
)
dt
(3.6)
by the mid-point rule with grid spacing h, we have (3.3). Since ϕˆ(t)→ 0 as t →−∞ and ϕ ′(t)→ 0
as t → +∞, the factor [sin( pi2h ϕˆ(t))ϕ ′(t)] in (3.6) converges rapidly (“double exponentially”) to 0 as
t → ±∞. Therefore, the discretization of (3.6) by the mid-point rule can yield accurate approxima-
tion (3.3) for some h independent of ζ , and sufficiently large M+ and M−. In Ooura (2005), the error
of approximation (3.3) is bounded by c′0e−c0/h + c′1e−c1ζ/h + c′2e−c2(2ζ0−ζ )/h for some ci,c′i depending
on µ , and it is illustrated by some numerical examples. A theoretically rigorous analysis for the error,
however, is not described in Ooura (2005).
Then, noting that
∫
∞
0
µ(y)e−i(−ζ )y dy =
∫
∞
0
µ(y)e−iζ y dy, (3.7)
we can achieve Step 1 by computing the values of (3.3) for ζ = k˜h (k = 0, . . . ,Nγ ) and taking their
complex conjugates for ζ = −k˜h (k = 0, . . . ,Nγ ). In computing the values of (3.3), we need to choose
ζ0 so that k˜h ∈ (δ1,2ζ0 − δ2) for k = 0, . . . ,Nγ . The possible values of the nonnegative reals δ1 and
δ2, however, are not theoretically estimated. According to some numerical examples including those
in Ooura (2005), when ζ0 is small, δ1 can be taken as δ1 = 0 and δ2 can be small. As ζ0 becomes large,
unfortunately, δ1 and δ2 need to be large. These facts are illustrated by Figure 1. Therefore, if we let ζ0
be a single value near to Nγ ˜h/2 when Nγ ˜h is large, we cannot have accurate approximations of (2.9) for
ζ = k˜h for k’s near to 0 or Nγ . Then, we use
ζ0 = Nγ ˜h/15 to compute (2.9) for ζ = 0, ˜h, . . . ,⌊Nγ/8⌋˜h, (3.8)
ζ0 = Nγ ˜h/1.8 to compute (2.9) for ζ = (⌊Nγ/8⌋+ 1)˜h, . . . ,Nγ ˜h. (3.9)
Figure 1 also illustrates these settings, which are experientially determined and not based on theoretical
criteria.
Note that the naive computation of (3.3) for (3.8) and (3.9) requires O(N2γ ) operations if M++M− ∝
Nγ . Then, what remains in Step 1 is to speed up the numerical computation. Thus, we use the technique
of the nonuniform FFT explained in Section 3.1.2 below.
3.1.2 Nonuniform FFT. Let the sum in (3.3) for ζ = k˜h be rewritten as
µˆk =
M+−1
∑
j=−M−
Φ[µ ] j exp
(−ik˜hy j) , (3.10)
where
Φ[µ ] j =−2pi iζ0
[
µ
(
pi
ζ0h ϕ( jh)
)
sin
( pi
2h ϕˆ( jh)
)
ϕ ′( jh) exp
(
pi i
2h ϕˆ( jh)
)]
, (3.11)
y j =
pi
ζ0hϕ( jh). (3.12)
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(a) ζ0 = Nγ ˜h/15≈ 10.0
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−15
−10
−5
ζ
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g 1
0(E
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)
(b) ζ0 = Nγ ˜h/1.8≈ 83.4
FIG. 1. Errors of the approximate values (3.3) for the Fourier transform (2.9) of µ(y) = e−y. The parameters M−,M+ , and h
in (3.3) are defined by M− =M+ = 210, and h = log(103M)/M ≈ 0.007, where M =M−+M+ = 211. In addition, two cases for ζ0
in (3.3) are considered: (a) ζ0 =Nγ ˜h/15≈ 10.0, and (b) ζ0 = Nγ ˜h/1.8 ≈ 83.4, where Nγ = M/2 = 29 and ˜h =√14pi/M ≈ 0.147.
The settings of ζ0 in (a) and (b) correspond to (3.8) and (3.9), respectively. The function µ and the parameters above are also
adopted in Example 1 in Section 4. The approximate values (3.3) and their errors are computed for ζ = 0, ˜h, . . . ,Nγ ˜h, . . . ,M ˜h with
double precision and shown for ζ = 0, ˜h, . . . ,Nγ ˜h, . . . ,⌊M/1.5⌋˜h in the graphs above. In case (a), the errors for ζ ∈ [0,2ζ0] are
small whereas they rapidly become large as ζ increases. In case (b), almost all errors for ζ ∈ [0,2ζ0 ] are small except for some ζ
near both sides of [0,2ζ0 ]. Note that Nγ ˜h ≈ 150.
The nonuniform FFT (Dutt & Rokhlin, 1993, 1995; Greengard & Lee, 2004; Potts et al., 2001; Steidl,
1998) is a fast method to compute the DFT in (3.10) with a nonuniform grid such as {y j} defined by
(3.12). To use the technique of the nonuniform FFT, setting
˜Φ [µ ] j = Φ[µ ] j exp
(−i⌊Nγ/2⌋ ˜hy j) , (3.13)
k′ = k−⌊Nγ/2⌋, (3.14)
we note the following relation:
√
τ
pi
e−τ (ak
′)2 µˆk =
M+−1
∑
j=−M−
˜Φ[µ ] j
√
τ
pi
exp
(−τ (ak′)2 − i(ak′)(˜hy j/a))
=
M+−1
∑
j=−M−
˜Φ[µ ] j
1
2pi
∫
∞
−∞
exp
(
− (v−
˜hy j/a)2
4τ
)
exp
(−iak′ v) dv
=
1
2pi
∫
∞
−∞
[
M+−1
∑
j=−M−
˜Φ [µ ] j exp
(
− (v−
˜hy j/a)2
4τ
)]
exp
(−iak′ v) dv
≈
ˇh
2pi
L+
∑
l=−L−
[
M+−1
∑
j=−M−
˜Φ [µ ] j exp
(
− (l
ˇh− ˜hy j/a)2
4τ
)]
exp
(−iaˇhk′l) , (3.15)
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where τ , a, ˇh, and L± are positive constants to be determined appropriately. To decrease the computa-
tional cost of the sum in [ ] in (3.15), we neglect the sufficiently small summands present in it
M+−1
∑
j=−M−
˜Φ [µ ] j exp
(
− (l
ˇh− ˜hy j/a)2
4τ
)
≈ ∑
j∈J(l)
˜Φ [µ ] j exp
(
− (l
ˇh− ˜hy j/a)2
4τ
)
, (3.16)
where J(l) is the set of the indexes defined by
J(l) = { j | |l ˇh− ˜hy j/a|6 b} (3.17)
for some b > 0. Since y j is defined by ϕ in (3.1) as (3.12) and monotone increasing with respect to j,
the index set J(l) is contained in the slightly augmented set ˜J(l) defined by
˜J(l) = { j | jmin(l)6 j 6 jmax(l)}, (3.18)
where
jmin(l) = max{ j | l > ⌈(˜hy j/a+ b)/ˇh⌉}, (3.19)
jmax(l) = max{ j | l > ⌊(˜hy j/a− b)/ˇh⌋}. (3.20)
Figure 2 shows examples of ϕ and ˜J(l). As explained in Remark 2 below, we can obtain ˜J(l) for
l =−L−, . . . ,L+ efficiently. The definition (3.18) of ˜J(l) means that the truncation error of approxima-
tion (3.16) is O(exp(−b2/(4τ))). Then, in addition to τ , a, ˇh, and L±, we need to choose the constant
b so that both the total error (i.e., the sum of the discretization error for (3.15) and the truncation error
for (3.16)) and the computational cost are reasonably small. For M = M−+M+ and a sufficiently small
ε > 0 such as ε = 10−10, we can present one possible set of their choices:1
b =− 2
pi
logε, τ =− 1
pi2
logε, a =
2pi
M
, ˇh = 1, (3.21)
L− = b−
⌊
min
j
(˜hy j/a)
⌋
, L+ =−L−+M− 1. (3.22)
Under these settings, the total error of approximations (3.15) and (3.16) is approximately O(ε). We may
use larger b than the value above. Then, we can obtain the approximate values µ˜k of µˆk (k = 0, . . . ,Nγ )
as
µ˜k =
√
pi
τ
eτ(ak
′)2 ˇh
2pi
L+
∑
l=−L−

 ∑
j∈ ˜J(l)
˜Φ [µ ] j exp
(
− (l
ˇh− ˜hy j/a)2
4τ
)
exp(−i 2pi
M
k′l
)
, (3.23)
where we can use the FFT for the outer sum. Under the settings of a and ˇh in (3.21), the period of
expression (3.23) with respect to k′ is M. Therefore, we need to set
M−+M+ = M = 2Nγ (3.24)
to compute the accurate approximations µ˜k (k = 0, . . . ,Nγ ). Then, the computational cost is O(bM)+
O(M logM) = O(Nγ logNγ ).
1When ε = 10−10, b = 14.65 · · · and τ = 2.33 · · · in (3.21).
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Remark 1 In (3.15) and (3.23), we use the shifted index k′ in (3.14) to avoid numerical instability in
the actual computation of the approximate values µ˜k in (3.23). In fact, if we use the factor
√
pi/τ eτ(ak)
2
in (3.23) as a usual manner of the nonuniform FFT, it becomes considerably large for a large k and the
approximation gets worse.
Remark 2 The inequalities in (3.19) and (3.20) respectively defining jmin and jmax are nonlinear with
respect to j, and it is difficult to obtain their closed forms. Therefore, noting the monotonicity of y j with
respect to j, we use the following numerical algorithms to determine them efficiently.
Algorithm for jmin
begin
jmin(−L−− 1) =−M−
for l =−L− to L+
for j = jmin(l− 1) to M+− 1
if l > ⌈(˜hy j/a+ b)/ˇh⌉
jmin(l) = j
else
break
end
end
end
end
Algorithm for jmax
begin
jmax(−L−− 1) =−M−
for l =−L− to L+
for j = jmax(l− 1) to M+− 1
if l > ⌊(˜hy j/a− b)/ˇh⌋
jmax(l) = j
else
break
end
end
end
end
−5 0 5
0
2
4
6
t
ϕ
(t
)
(a) Example of the function ϕ in (3.1).
−200 −100 0 100 200
0
100
200
300
400
500
jmin, jmax
l
 
 
j
min(l)
j
max
(l)
(b) Example of the index set ˜J(l) in (3.18).
FIG. 2. Examples of ϕ in (3.1) and ˜J(l) in (3.18). (a) To fix ϕ , the following parameters are used: M− =M+ = 28 , M =M−+M+,
Nγ = M/2, h = log(103M)/M ≈ 0.026, ζ0 = (the value of (3.9)) ≈ 41.7, β = 0.25, and α = (the value of (3.2)) ≈ 0.19. (b)
Functions jmin and jmax are defined by (3.19) and (3.20), respectively. To fix them, ˜h is determined by ˜h =
√
14pi/M ≈ 0.29, and
a and ˇh are determined by (3.21): a = 2pi/M ≈ 0.012, ˇh = 1. Finally, b = 20. The parameters stated above are also adopted in
Example 1 in Section 4.
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3.2 Step 2: Computation of the indefinite integral of (2.9) in (2.5) or (2.7)
In this step, using the values µ˜−Nγ+1, . . . , µ˜Nγ , i.e., the approximate values of (2.9) for ζ = k˜h (k =
−Nγ + 1, . . . ,Nγ ), we obtain the approximate values of the indefinite integral (2.9) in (2.5) or (2.7) for
ω = ℓ˜h (ℓ = −N + 1, . . . ,N). Recall that N is the integer determining the number of x’s for which we
want to compute the values of the solution p(x, t) in (2.8). Noting (3.7), we have only to compute the
approximate values for ω = ℓ˜h (ℓ= 1, . . . ,N).
3.2.1 Sinc-Gauss indefinite integration formula. Let N′ be a positive integer. As a tool for computing
indefinite integrals, we use the sinc-Gauss sampling formula (Tanaka et al., 2008) for a function f on R
f (ζ ) ≈TN′,˜h f (ζ ) =
⌊ζ/˜h⌋+N′
∑
k=⌊ζ/˜h⌋−N′+1
f (k˜h) sinc(ζ/˜h− k)exp
(
− (ζ/˜h− k)
2
2r2
)
, (3.25)
where sinc(ζ ) = sin(piζ )/(piζ ). The error estimate of this formula is given by the following theorem,
which is a combination of the special cases of Lemmas 3.1 and 3.2 in Tanaka et al. (2008).
Theorem 1 ((Tanaka et al., 2008, Lemmas 3.1, 3.2)) Let f be an analytic and bounded function in
Dd = {ζ ∈C | | Imζ |6 d} for some d > 0, and let G˜h f (ζ ) = limN′→∞ TN′ ,˜h f (ζ ). Then, for a sufficiently
large N′ and a sufficiently small ˜h > 0, we have the following estimates of the discritization error (3.26)
and the truncation error (3.27) of approximation (3.25):
sup
−∞<t<∞
∣∣ f (t)−G
˜h f (t)
∣∣6Crh exp(−pid
˜h
+
d2
2r2 ˜h2
)
, (3.26)
sup
−∞<t<∞
∣∣∣G˜h f (t)−TN′,˜h f (t)∣∣∣ 6C′ r2e
3
2r2
N′2
exp
(
−N
′2
2r2
)
, (3.27)
where C and C′ are positive constants independent of N′, ˜h, and r.
From formula (3.25), we derive a formula to approximate the indefinite integral of f from 0 to ω
with ω = ℓ˜h (ℓ= 1, . . . ,N′). Partitioning the integral of f as
∫ ℓ˜h
0
f (ζ )dζ =
ℓ−1
∑
m=0
∫ (m+1)˜h
m˜h
f (ζ )dζ (3.28)
and applying formula (3.25) to each term of the RHS in (3.28), we have
∫ ℓ˜h
0
f (ζ )dζ ≈
ℓ−1
∑
m=0
m+N′
∑
k=m−N′+1
f (k˜h)
∫ (m+1)˜h
m˜h
sinc(ζ/˜h− k)exp
(
− (ζ/˜h− k)
2
2r2
)
dζ
=
ℓ−1
∑
m=0
m+N′
∑
k=m−N′+1
f (k˜h) ˜h(Gr(m+ 1− k)−Gr(m− k)), (3.29)
where
Gr(ν) =
∫ ν
0
sinc(η)exp
(
− η
2
2r2
)
dη . (3.30)
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For ℓ= 1, straightforwardly we have
(RHS of (3.29)) =
N′
∑
k=−N′+1
˜h f (k˜h)Gr(1− k)−
N′
∑
k=−N′+1
˜h f (k˜h)Gr(−k)
=
N′
∑
k′=−N′+1
˜h f ((1− k′)˜h)Gr(k′)−
N′
∑
k=−N′+1
˜h f (k˜h)Gr(−k). (3.31)
For ℓ> 2, setting ˜fk = ˜h f (k˜h) and dba(Gr) = Gr(b)−Gr(a), we can rewrite the RHS of (3.29) as
(RHS of (3.29)) =
ℓ−1
∑
m=0
m+N′
∑
k=m−N′+1
˜fk dm+1−km−k (Gr) = ∑
(m,k)∈I
˜fk dm+1−km−k (Gr), (3.32)
where I is the set of indexes defined by
I =
ℓ−1⋃
m=0
{
(m,k) | m−N′+ 1 6 k 6 m+N′} . (3.33)
Here, we partition this index set I into three disjoint parts as
I = I1∪ I2∪ I3, (3.34)
where
I1 =
N′+ℓ−1⋃
k=N′+1
{(m,k) | k−N′ 6 m 6 ℓ− 1}, (3.35)
I2 =
N′⋃
k=−N′+ℓ
{(m,k) | 0 6 m 6 ℓ− 1}, (3.36)
I3 =
−N′+ℓ−1⋃
k=−N′+1
{(m,k) | 0 6 m 6 k+N′− 1}. (3.37)
The type of this partition is illustrated by Figure 3. If we define Si (i = 1,2,3) as
Si = ∑
(m,k)∈Ii
˜fk dm+1−km−k (Gr), (3.38)
we have
(RHS of (3.32)) = S1 + S2 + S3, (3.39)
and
S1 =
N′+ℓ−1
∑
k=N′+1
ℓ−1
∑
m=k−N′
˜fk dm+1−km−k (Gr) =
N′+ℓ−1
∑
k=N′+1
˜fk dℓ−k−N′(Gr), (3.40)
S2 =
N′
∑
k=−N′+ℓ
ℓ−1
∑
m=0
˜fk dm+1−km−k (Gr) =
N′
∑
k=−N′+ℓ
˜fk dℓ−k−k (Gr),
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N′+ ℓ−1
k
N′O−N′+ ℓ−N′+1
m
ℓ−1
I3
I2 I1
FIG. 3. Partition (3.34) of the index set I in (3.33). The index sets I1, I2, and I3 consist of the integer lattice points in the
corresponding regions above, respectively. The boundary between I1 and I2, and the boundary between I2 and I3 belong to I2.
S3 =
−N′+ℓ−1
∑
k=−N′+1
k+N′−1
∑
m=0
˜fk dm+1−km−k (Gr) =
−N′+ℓ−1
∑
k=−N′+1
˜fk dN′−k(Gr). (3.42)
Then, combining (3.32) and (3.39)–(3.42), we have
(RHS of (3.29)) =
N′+ℓ−1
∑
k=−N′+ℓ
˜fk Gr(ℓ− k)−
N′
∑
k=−N′+1
˜fk Gr(−k)
−Gr(−N′)
N′+ℓ−1
∑
k=N′+1
˜fk +Gr(N′)
−N′+ℓ−1
∑
k=−N′+1
˜fk. (3.43)
Letting k′ = ℓ− k, we can regard the first term of (3.43) as a discrete convolution
N′+ℓ−1
∑
k=−N′+ℓ
˜h f (k˜h)Gr(ℓ− k) =
N′
∑
k′=−N′+1
˜h f ((ℓ− k′)˜h)Gr(k′). (3.44)
Thus, rewriting k′ as k in (3.31) and (3.44), we finally have an indefinite integration formula:
(RHS of (3.29)) =
N′
∑
k=−N′+1
˜h f ((ℓ− k)˜h)Gr(k)−
N′
∑
k=−N′+1
˜h f (k˜h)Gr(−k)+Hℓ,N′, (3.45)
where
Hℓ,N′ =


0 (ℓ= 1),
−Gr(−N′)
N′+ℓ−1
∑
k=N′+1
˜h f (k˜h) +Gr(N′)
−N′+ℓ−1
∑
k=−N′+1
˜h f (k˜h) (ℓ= 2, . . . ,N′). (3.46)
To obtain the values of (3.45) for ℓ = 1, . . . ,N′, we need the 3N′ values of f (ζ ) for ζ = ℓ˜h (ℓ =
−N′, . . . ,2N′− 1).
Therefore, to compute the indefinite integral of (2.9) in (2.5) for ω = ℓ˜h (ℓ= 1, . . . ,N), we set
N1 = 2N (3.47)
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and use formula (3.45) with N′ = N and f (ℓ˜h) replaced by µ˜ℓ for ℓ=−N, . . . ,2N−1. Furthermore, for
the integral of (2.9) in (2.7), we set
N2 = 4N (3.48)
and use formula (3.45) twice with N′ = 2N for the first time and N′ = N for the second time.
In terms of computational time, note that the second term in (3.45) and Hℓ,N′ (ℓ= 2, . . . ,N′) in (3.46)
can be computed in O(N) time when N′ = N or N′ = 2N. Then, what remains is to speed up the
computation of the discrete convolution of the first term in (3.45). Extending the sum to a convolution
with length 4N′ and using the FFT as shown in Section 3.2.2 below, we can compute the discrete
convolution of the first term in O(N logN) time when N′ = N or N′ = 2N.
3.2.2 Fast computation of the convolution using the FFT. Consider the first term in (3.45) with f ((ℓ−
k)˜h) replaced by µ˜ℓ−k:
˜h
N′
∑
k=−N′+1
µ˜ℓ−k Gr(k). (3.49)
We compute this convolution for ℓ = −N′+ 1, . . . ,N′, although its values for ℓ = −N′, . . . ,0 are not
required. To use the FFT for this computation, we define the sequence {g[r]k}2N′k=−2N′+1 as
g[r]k =
{
Gr(k) (−N′+ 1 6 k 6 N′),
0 (−2N′+ 1 6 k 6−N′, N′+ 1 6 k 6 2N′). (3.50)
Then, we have
˜h
N′
∑
k=−N′+1
µ˜ℓ−k Gr(k) =
˜h
4N′
2N′
∑
m=−2N′+1
DFT[µ˜ ]m DFT[g[r]]m ei
2pi
4N′ ℓm (3.51)
for ℓ=−N′+ 1, . . . ,N′, where
DFT[µ˜ ]m =
2N′
∑
k1=−2N′+1
µ˜k1 e
−i 2pi4N′ k1 m (m =−2N′+ 1, . . . ,2N′), (3.52)
DFT[g[r]]m =
2N′
∑
k2=−2N′+1
g[r]k2 e
−i 2pi4N′ k2 m (m =−2N′+ 1, . . . ,2N′). (3.53)
For the computation of (3.51), we need the values of Gr(k) in (3.30). In fact, they can also be com-
puted accurately by a Fourier-based method and the FFT as presented in Appendix A.Therefore, we can
compute (3.51) by the FFT in O(N logN) time when N′ = N or N′ = 2N.
Remark 3 Since the indefinite integration formula (3.45) is derived from the sinc-Gauss sampling for-
mula (3.25), formula (3.45) inherits the error of formula (3.25) estimated in Theorem 1. In particular,
the error of formula (3.45) is bounded by one of formula (3.25) multiplied by N′ ˜h. According to The-
orem 1, the optimal settings of ˜h and r for fixed N′ are ˜h = d/N′ and r =
√
N′/pi , respectively, and
the total error of formula (3.25) under these settings is O(
√
1/N′ exp(−(pi/2)N′)) (Tanaka et al., 2008,
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Theorem 3.3). In this paper, however, we use the grid spacing ˜h determined by (3.61) in Theorem 2 in
Section 3.3 below, which results in ˜h = O(
√
1/N′). This choice gives priority to the theoretical settings
of the parameters in formula (3.56) for the inverse Fourier transform (2.8) in Step 3. Then, this ˜h and
r =
√
N′/pi yield the total error O(exp(−c√N′)) of formula (3.25), which has a similar exponential part
to error (3.62) of formula (3.56) with respect to N when N′ = N or N′ = 2N.
Remark 4 The new formula (3.45) is introduced for fast computation of highly accurate approxima-
tions of an indefinite integral on the equispaced grid from the values of the integrand on the same grid.
Among the traditional quadrature formulas, the Newton-Cotes formulas enable such computation. How-
ever, these formulas have errors O(˜hκ) for some κ > 0, and become algebraic with respect to N′ when
˜h = O((N′)−λ ) for some λ > 0, whereas the formula (3.45) realizes the exponential convergence as
shown in Remark 3.
Remark 5 The partition (3.34) of the index set I in (3.33) shown by Figure 3 is the key to the deriva-
tion of formula (3.45). A similar but different idea is proposed in Hale & Townsend (2014) for the
computation of the convolution of functions.
3.3 Step 3: Computation of the inverse Fourier transform
Let [ ˜Gγ µ ]N(ℓ˜h) (ℓ=−N +1, . . . ,N) denote the approximations of (2.5) or (2.7) computed in Step 2. In
order to approximate the inverse Fourier transform (2.8), we use the formula for the Fourier transform
with a continuous Euler transform introduced by Ooura (2001). Define w(y; p,q) by
w(ξ ; p,q) = 1
2
erfc
(ξ
p
− q
)
, (3.54)
where erfc is the complementary error function defined as
erfc(ξ ) = 2√
pi
∫
∞
ξ
exp(−t2)dt. (3.55)
Using w(ξ ; p,q) as a weight function, we consider the following approximations of (2.8):
1
2pi
∫
∞
−∞
exp(t [Gγ µ ](ω))eixω dω ≈ 12pi
∫
∞
−∞
w(|ω |; p,q)exp(t [Gγ µ ](ω))eixω dω
≈
˜h
2pi
N
∑
ℓ=−N+1
w(|ℓ˜h|; p,q)exp(t [ ˜Gγ µ ]N(ℓ˜h))eixℓ˜h. (3.56)
The formula (3.56) is the formula for the Fourier transform with a continuous Euler transform. The role
of the function w(|ω |; p,q) is to realize the rapid decay of the integrand as |ω | → ∞ on R. Then, we
need to compute the values of (3.56) for x = nˆh (n = −N + 1, . . . ,N). Substituting this expression of x
into the factor eixℓ˜h in (3.56), we have
exp(ixℓ˜h) = exp(i ˜hˆhℓn). (3.57)
Unless the Nyquist condition ˜hˆh = pi/N holds, we cannot apply the FFT directly to the computation
of (3.56). Therefore, for this computation, we use the fractional FFT (Bailey & Swarztrauber, 1991)
that enables fast computation of the DFT without the Nyquist condition. Then, we can compute (3.56)
in O(N logN) time. The details of the fractional FFT combined with the formula (3.56) is explained
in Tanaka (2014a). The error bound of the formula (3.56) is given by Theorem 4 in Tanaka (2014a).
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Theorem 2 ((Tanaka, 2014a, Theorem 4)) Let f be a function analytic and bounded in T ′θ ∪Dd for
some θ with 0 < θ < pi/2 and d > 0, where
T
′
θ = {z ∈ C | |argz|< θ or |pi− argz|< θ}, (3.58)
Dd = {z ∈ C | | Imz|< d}. (3.59)
Moreover, assume that
lim
R→∞
max
−θ6φ6θ
| f (±R+ i(tanφ)R)|= 0 (3.60)
and f is square integrable on R. Let xl and xu be real numbers with 0< xl < xu and xl/xu 6min{tanθ ,1/2}.
Then, for any x with xl 6 |x|6 xu and a sufficiently large integer N > 0, defining h, p, q by
˜h =
√
2pid (xl + xu)
x2l N
, p =
√
N ˜h
xl
, q =
√
xlN ˜h
4
, (3.61)
we have∣∣∣∣∣
∫
∞
−∞
f (ω)eixω dω − ˜h
N
∑
ℓ=−N+1
w(|ℓ˜h|; p,q) f (ℓ˜h)eixℓ˜h
∣∣∣∣∣= O

√N exp

−
√
pid x2l N
2(xl + xu)



 . (3.62)
Remark 6 Since the assumption of Theorem 2 includes the case that f is not absolute integrable on R,
the Fourier transform of f may be discontinuous or non-smooth at the origin x = 0. Then, we consider
the positive lower bound xl of the absolute value of x to avoid the error estimate around the origin. See
Tanaka (2014a) for the details of the error estimate.
Remark 7 We use the different formulas (3.3) and (3.56) for the Fourier transforms (2.9) and (2.8), re-
spectively. This is because the former Fourier transform (2.9) is the integral on the semi-infinite interval
[0,∞) whereas the latter Fourier transform (2.8) is one on the infinite interval (−∞,∞). Further, we can
also use formula (3.3) for (2.8) by partitioning the interval (−∞,∞) to (−∞,0] and [0,∞). However, we
give priority to a brief implementation and lower computational cost of formula (3.56).
4. Numerical examples
In this section, we apply the proposed method to two examples of the PIDE (1.9) with initial condition
p(x,0) = δ (x). Let Kv be the modified Bessel function of the second kind.
Example 1 (Variance gamma (VG) process (Applebaum, 2009)) Setting γ = 1 and µ(y) = e−y
in (1.8), we have the Le´vy measure
ν(dy) = 1|y| e
−|y| dy. (4.1)
The Le´vy process described by this measure is the symmetric VG process. The exact solution of (1.9)
with measure (4.1) is written in the form
p(x, t) =
( |x|
2
)t−1/2 K1/2−t(|x|)√
pi Γ (t)
. (4.2)
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Example 2 (Normal inverse Gaussian (NIG) process (Applebaum, 2009)) Setting γ = 2 and
µ(y) = yK1(y)/pi in (1.8), we have the Le´vy measure
ν(dy) = 1
pi |y| K1(|y|)dy. (4.3)
The Le´vy process described by this measure is the symmetric NIG process. The exact solution of (1.9)
with measure (4.3) is written in the form
p(x, t) = t et
K1(
√
x2 + t2)
pi
√
x2 + t2
. (4.4)
Using the proposed method, we compute the numerical solutions of these examples for x ∈ [−5,5]
and t = 1,2,3. Then, xu in Theorem 2 should be set as xu = 5. In addition, we choose xl = 2. To set
equispaced grids on [−5,5], we consider the sampling points x = nˆh (n =−N+1, . . . ,N) with ˆh = 5/N
for
N = 2i−iγ (i = 7, . . . ,12), (4.5)
where i1 = 2 for Example 1 and i2 = 3 for Example 2. The other parameters in the proposed method are
determined as described below.
Step 1 For Example 1, M = 4N and N1 = 2N according to (3.24) and (3.47). For Example 2, M = 8N and
N2 = 4N according to (3.24) and (3.48). In addition, ˜h =
√
7pi/(2N) according to Theorem 2,
where we use d = 1. The other parameters required in Step 1 are as follows:
M− = M/2, M+ = M−M−, h = log(103M)/M, (4.6)
ζ0 = [the values of (3.8) and (3.9)], β = 0.25, α = [the value of (3.2)], (4.7)
b = 20, (τ,a, ˇh,L±) = [the set of the values of (3.21) and (3.22) for ε = 10−10]. (4.8)
Step 2 According to Theorem 1 and Remark 3, we set r =
√
N′/pi in the Gaussian kernel in (3.30),
where N′ = N for Example 1, and N′ = 2N and N′ = N in the first and second application of the
indefinite integral formula, respectively, for Example 2.
Step 3 According to Theorem 2, we set p = q =
√
N ˜h/2 because xl = 2.
In (4.6), h is not set based on a theoretical criterion but it is determined experimentally in reference
to the settings in the DE formulas for definite integration (Tanaka et al., 2009). All computations are
performed through MATLAB R2013a programs with double precision floating point arithmetic on a PC
with a 3.0 GHz CPU and 2.0 GB RAM. The Matlab codes used for the computations are exposed on
web page Tanaka (2014b).
Results of these numerical experiments are shown below. First, for reference, the exact solutions
of (4.2) of Example 1 for t = 1,2,3 are displayed in Figure 4. The errors of Example 1 for M = 211 and
t = 1,2,3 are plotted in Figure 5. The maximums of the errors of Example 1 on the intervals [−xu,xu]
and [−xu,−xl ]∪ [xl ,xu] for every M’s are plotted for t = 1,2, and 3 in Figures 6, 7, and 8, respectively.
The errors on [−xu,xu] are computed to observe the errors which are not estimated by Theorem 2. The
computational times of Example 1 for only t = 3 are shown by Figure 9 because ones for t = 1,2 are
considerably similar. Next, the exact solutions of (4.4) of Example 2 for t = 1,2,3 are displayed in
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Figure 10. The errors of Example 2 for M = 211 and t = 1,2,3 are plotted in Figure 11. The maximums
of the errors of Example 2 on the intervals [−xu,xu] and [−xu,−xl ]∪ [xl ,xu] for every M’s are plotted for
t = 1,2, and 3 in Figures 12, 13, and 14, respectively. The computational times of Example 2 for only
t = 3 are shown by Figure 15 because ones for t = 1,2 are considerably similar.
The errors of Example 1 on the interval [−xu,−xl ]∪ [xl ,xu] seems to have order O(exp(−c
√
M)) for
some c > 0 according to Figures 6–8. This observation, Theorems 1 and 2, and Remark 3 imply that the
leading error occurs in Step 2 or 3 of the proposed method. On the other hand, in particular for t = 1,
the errors of Example 1 on the interval [−xu,xu] are worse than ones on [−xu,−xl ]∪ [xl ,xu]. We can
guess that this phenomenon is due to the cusp of the solution (4.2) at the origin shown by Figure 4. In
fact, as time t increases, the peakedness of the solution becomes gentler and the errors around the origin
improve. In addition, the computational times shown by Figure 15 are approximately consistent with the
theoretical estimate O(N logN) = O(M logM). As for the results of Example 2, we can obtain similar
observations for the errors on the interval [−xu,−xl ]∪ [xl ,xu] and the computational times. However,
the errors of Example 2 on the interval [−xu,xu] are as good as the ones on [−xu,−xl ]∪ [xl ,xu], which
may be because solution (4.4) does not have sharp cusp for t = 1,2,3.
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FIG. 4. Exact solutions p(x,t) in (4.2) of Example 1
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FIG. 5. Errors of the numerical solutions for Example 1
when t = 1,2,3 and M = 211 (i.e., N = 29)
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FIG. 6. Errors of the numerical solutions on [−5,5] and
[−5,−2] ∪ [2,5] for Example 1 when t = 1 and M =
27, . . . ,212 (i.e., N = 25, . . . ,210)
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FIG. 7. Errors of the numerical solutions on [−5,5] and
[−5,−2] ∪ [2,5] for Example 1 when t = 2 and M =
27, . . . ,212 (i.e., N = 25, . . . ,210)
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FIG. 8. Errors of the numerical solutions on [−5,5] and
[−5,−2] ∪ [2,5] for Example 1 when t = 3 and M =
27, . . . ,212 (i.e., N = 25, . . . ,210)
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FIG. 9. Computational times for Example 1 when t = 3
and M = 27, . . . ,212 (i.e., N = 25, . . . ,210)
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FIG. 10. Exact solutions p(x,t) in (4.4) of Example 2
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FIG. 11. Errors of the numerical solutions for Example 2
when t = 1,2,3 and M = 211 (i.e., N = 28)
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FIG. 12. Errors of the numerical solutions on [−5,5]
and [−5,−2]∪ [2,5] for Example 2 when t = 1 and M =
27, . . . ,212 (i.e., N = 24, . . . ,29)
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FIG. 13. Errors of the numerical solutions on [−5,5]
and [−5,−2]∪ [2,5] for Example 2 when t = 2 and M =
27, . . . ,212 (i.e., N = 24, . . . ,29)
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FIG. 14. Errors of the numerical solutions on [−5,5]
and [−5,−2]∪ [2,5] for Example 2 when t = 3 and M =
27, . . . ,212 (i.e., N = 24, . . . ,29)
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FIG. 15. Computational times for Example 1 when t = 3
and M = 27, . . . ,212 (i.e., N = 24, . . . ,29)
5. Concluding remarks
In this paper, we proposed a fast and accurate numerical method to solve the Kolmogorov forward equa-
tions (1.9) of the scalar Le´vy processes with symmetric measures (1.8). The method consists of the
three steps presented in Sections 2 and 3. Step 1 and 3 are respectively based on accurate numerical
formulas (3.3) and (3.56) for the Fourier transform proposed by Ooura (2001, 2005), which are respec-
tively combined with the nonuniform FFT and the fractional FFT to speed up the computations. Step 2
requires numerical indefinite integration on the equispaced grids. This computation is performed using
formula (3.45) obtained by integrating the sinc-Gauss sampling formula (3.25) and combining the re-
sultant convolution in (3.45) with the FFT. The numerical solutions by the proposed method seemed to
be exponentially convergent on the interval without sharp cusps of the corresponding exact solutions.
Furthermore, the real computational times were approximately consistent with the theoretical estimate
O(N logN), where N is the half of the number of the points x on which the approximations of the solu-
tions p(x, t) were computed for a fixed t. As subjects of future works, we can consider the followings:
the rigorous theoretical estimate of the errors of the proposed method, the optimal determination of the
parameters based on the estimate, the comparison of the proposed method with other similar methods,
and the extension of the method to broader class of Le´vy processes.
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Appendix A. Computation of the integrals of the sinc-Gauss kernel
In this section, we propose an efficient method to compute the values of Gr(k) in (3.30), the integrals of
the sinc-Gauss kernel. Let FSG(ω) be the Fourier transform of the sinc-Gauss kernel
FSG(ω) =
∫
∞
−∞
[
sinc(x) exp
(
− x
2
2r2
)]
exp(−iω x)dx. (A.1)
Then, the function FSG(ω) is written in the form
FSG(ω) =
1
2
[
erf
(
r(ω +pi)√
2
)
− erf
(
r(ω −pi)√
2
)]
, (A.2)
where erf is the error function defined as
erf(ξ ) = 2√
pi
∫ ξ
−∞
exp(−t2)dt. (A.3)
Using the function FSG(ω) in (A.2), we have
Gr(k+ 1)−Gr(k) =
∫ k+1
k
(
1
2pi
∫
∞
−∞
FSG(ω) exp(ixω)dω
)
dx
=
1
2pi
∫
∞
−∞
FSG(ω)
(∫ k+1
k
exp(ixω)dx
)
dω
=
1
2pi
∫
∞
−∞
FSG(ω) sinc(ω/(2pi)) exp(iω/2) exp(ik ω)dω , (A.4)
which is the inverse Fourier transform of the function FSG(ω)sinc(ω/(2pi))exp(iω/2). Since the func-
tion FSG(ω) rapidly decays as |ω | → ∞ on R, applying the mid-point rule to integral (A.4), we can
accurately approximate its values as
Gr(k+ 1)−Gr(k)≈ h
′
2pi
M
∑
l′=−M+1
FSG(l′h′) sinc(l′h′/(2pi)) exp(i l′h′/2) exp(ik l′h′), (A.5)
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where h′ = 2pi/M. This approximation is based on a similar principle as that of formula (3.56). Then,
applying the fractional FFT to (A.5), we can obtain the approximate values of Gr(k+ 1)−Gr(k) for
k = 0,1, . . . ,⌊M/2⌋ in O(M logM) time. Finally, adding them sequentially from k = 0 to k = ⌊M/2⌋,
we can compute the approximations of Gr(k) for k = 0,1, . . . ,⌊M/2⌋+ 1 in O(M) time.
