Abstract-Non-metallic objects, such as match box and cigarette box, detection and identification are quite an essential task during personal screening from standoff distance to protect the public places like the airport. Although various imaging sensors such as microwave, THz, infrared and MMW with signal processing techniques have been demonstrated by the researchers for concealed weapon detection, it is still a challenging task to detect and identify different types of small size targets such as matchbox, pocket diary and cigarette box simultaneously. Therefore, in this paper, an attempt has been made to develop such an algorithm/methodology by which different types of small targets, such as a matchbox and cigarette box, which is fully or half-filled or empty and pocket diary at different orientations beneath various cloths can be detected and identified with an MMW radar system. For this purpose, an optimal method has been proposed to form an image, and after that, in post processing a novel adaptive approach for detection and identification of considered targets has been proposed. The data were collected by MMW system at V-band (59 GHz-61 GHz). The proposed algorithm/methodology gives a quite satisfactory result.
INTRODUCTION
The concealed targets detection and identification beneath different cloths are really desired in view of safety as well as security of the public and their assets, such as airports, shopping malls and playground stadiums. [1] . Gradiometer metal detectors and X-ray scanner have been used for a very long time. The former is most suitable to detect target such as metals and high conductivity materials; however, it is unable to detect target such as match box, and the latter is used to detect concealed targets in luggage box but not in the human body because the ionizing property of x-rays is harmful to human body [2, 3] . Microwave imaging techniques have been used for through-wall imaging (TWI) and ground penetrating radar (GPR) [4, 5] . However, the lower frequency range of microwave imaging technique suffers from very poor resolution [6] . Various researchers have started to work for concealed target detection in the frequency range between microwave and X-ray, which is known as infrared imaging, THz imaging, and millimetre wave imaging (MMW) [7] [8] [9] . Nowadays, MMW and THz wave are attracting the attention of researchers because of their high-resolution capability [10] . Resolution is one of the important factors for detection of small targets.
To increase the resolution of MMW image, researchers have demonstrated various signal processing steps for concealed weapon detection, quality monitoring for non-destructive testing (NDT) and medical imaging [9, 11, 12] . However, very limited research work has been reported at 60 GHz centre frequency on the basis of signal processing algorithms for complete concealed target detection and its identification.
Digital signal processing steps such as clutter and noise removal techniques, segmentation, thresholding and identification for detection and identification are used for camera based images as well as microwave radar imaging, i.e., GPR and TWI [4, 5, 13, 14] . Various signal processing techniques are available, but it is important to critically analyse these techniques for proper use in a particular application. A comparison of different statistics-based clutter reduction techniques is given in [13] . Spatial linear and nonlinear filters, such as Gaussian, mean, mode, median, adaptive median and max filters, have been used to enhance the quality of the image [15] . A variety of segmentation and thresholding techniques have been proposed by researchers for detection of targets, such as histogram based [16] , clustering based [17] , entropy based thresholding [18] , locally adaptive thresholding [19] , Hidden Markov model (HMM) [20] and mixture of Gaussian densities with Iso-counters evolution [21] . The performance of any segmentation and thresholding operation largely depends on various factors, such as non-stationary and correlated clutter, ambient illumination and mixing of gray levels within the object and its background [22] . Histogram based technique performs better when the object and background are largely separated and have distinct bimodal valley point. Although Markov model and gaussian model are noise resistant, they are computationally inconsistent. Entropy method performs fairly in uniform images, but it is complex because of logarithmic calculations involved [23] .
Further, it is essential to know the specific target material types such as metal, paper, plastic, clothing to identify the targets [24, 25] . A number of different identification techniques have been reported by researchers which are generally used for identification of feature extraction based techniques, artificial neural network (ANN) and material of targets [26, 27] . Shape-based feature extraction is not suitable for identifying targets like match box, cigarette box and pocket diary which have almost similar shape and size.
Statistics based detection and identification has been used for characterization of natural, urban and sea surfaces using synthetic aperture radar and medical field [28] [29] [30] [31] . However, very limited research has been reported on statistics based concealed targets identification. Single probability density function classifier has been used to study the changes of gait cadence in amyotrophic lateral sclerosis (ALS) which is a type of neurological disease [32] . Various probability density functions (pdfs) have been used to improve the performance of target detection, despeckling and identification of SAR images [33] [34] [35] . The scattering distribution of pdf parameter is highly sensitive to the frequency, range and roughness properties of the targets [36, 37] . A small change in these properties provides a big change in the scattered distribution. Thus, the single probability density based function may fail to capture the true properties of the backscattered signal; hence the false alarms rate may be increased.
Therefore, in this paper, an attempt is made to detect and identify the concealed targets like a match box, pocket diary and cigarette box with MMW wave imaging radar. The paper is organized as follows. Section 2 describes an MMW imaging radar system, data acquisition and pre-processing steps for enhance the quality of the raw image. Section 3 discusses different signal processing techniques used for target detection and identification. Validation of the system is discussed in Section 4, and Section 5 concludes this work.
MMW RADAR SYSTEM FOR DATA ACQUISITION AND PRE-PROCESSING
MMW radar has been erected using vector network analyser (make: Agilent N5247A (10 MHz-67 GHz) PNA-X), VNA cable (make: MMW-N4697F (DC to 67 GHz) −1.85 mm) and pyramidal horn antenna (make: MESA MW-HF-907V) in stepped frequency continuous wave (SFCW) mode. In generating the SFCW signal, the frequencies between adjacent sub-signals are increased by an incremental frequency of Δf . For one burst of SFCW signal, a total of 'N ' continuous wave signals, each having a discrete frequency of f N = f 0 + (N − 1) × Δf , is sent, where f 0 is the frequency of the first signal. The detailed specifications of active millimetre wave imaging radar is given in Table 1 .
Arrangement of Imaging System
Generally, all these selected targets are kept in pocket. The front part of a target is covered with piece of cloth, and the back side of target is human body (Chest). In this case, we replace body part with polystyrene sheet. We consider three different targets which are from three different materials, paper board for match box, plastic cover for pocket diary, and polythene cover and aluminium foil (outside and inside of cigarette box) whose dielectric value is slightly different from human body. The scattered statistics depends upon dielectric property of targets. The dielectric constant of human skin (palm) is approximately 1.5 at 60 GHz [38] . The dielectric value of normal human breast is approximately 3 at 50 GHz [39, 40] . Therefore, we take polystyrene whose dielectric is in between 2-3 in the considered frequency range [41] . The reflection coefficient (S 11 ) is observed for human body (chest) and polystyrene sheet (thickness 2 cm) which is shown in Figure 1 , and it is noticed that the reflection coefficient of polystyrene sheet is nearly the same as human body for frequency range 59 GHz to 61 GHz.
The dielectric constant of the considered polystyrene sheet (thickness 2 cm) is also measured using free space setup [42] . In this method, polystyrene sheet is placed between two antennas, which operates in bistatic mode and measured under a far-field condition. First, the system is calibrated using gatedreflect-line (GRL) calibration method [43] . It is a full two-port calibration method similar to a LRM calibration (Line, Reflect, Match). After calibration, the dielectric constant of polystyrene sheet is calculated using Agilent 85071E Materials Measurement Software that uses Transmission-ReflectionLine (TRL) method [42, 43] . The result is shown in Figure 2 . The value of dielectric constant of polystyrene sheet is approximately 2.2 at frequency range (59-61) GHz. Therefore, we take background material as polystyrene in the place of human body. The target is placed over a polystyrene sheet of thickness 2 cm because the permittivity of a polystyrene sheet is nearly the same as the permittivity of the human body at 60 GHz. The polystyrene sheet with the target is mounted on a movable 2D wooden scanning frame so that it can be moved by fixed number of steps in horizontal as well as vertical direction as shown in Figure 3 . The distance between two consecutive scan positions is kept at 2 cm in both horizontal and vertical directions. The numbers of horizontal and vertical scanning positions are 30 and 16, respectively. The target is placed at a distance of 75 cm from the flare of the antenna. We place the match box at left most position, pocket diary at middle position and cigarette box at right most position, covered by either cotton or woolen cloth for the concealed targets detection as shown in Figure 4 . Match box and pocket diary are kept at 6 cm apart, and the separation between a pocket diary and cigarette box is at 4 cm. The orientation of target and quantity of match stick and cigarette inside the box is varied for identification point of view. Details of different targets nomenclature and their corresponding properties, used throughout in this paper, are summarized in Table 2 . Full, half and empty denote the level of cigarette and match stick inside cigarette and match box as shown in Table 2 column c. Targets Id T1 to T10 are used for development of concealed target detection and identification, and targets Id V1 to V3 are used for validation purpose of concealed target detection and identification. 
Data Acquisition and Preprocessing
The complex scattering parameters (S 11 ) are collected at N = 201 frequency point in the frequency domain. Several preprocessing steps such as frequency to time domain conversion, time domain to spatial domain conversion and external calibration are applied to obtain range profile of target whose details are given in [27] . It gives range profile information of a target in terms of intensity vs downrange. The cross-range resolution of MMW radar system is 0.625 cm at 60 GHz center frequency [27] . The total 30 horizontal scans are carried out which is also known as B-scan, whose matrix dimension is 201 × 30. It gives information about down range and width of the target. Stacking of B-scan in the vertical direction at equal step size is called C-scan. The vertical scanning positions are 16, so C-scan data form 3-D matrix whose dimension is 201 × 30 × 16. The total sixty C-scan data are taken, and six sets of reading are taken for each targets Id as shown in Table 2 , in which the first fifty sets of data are used for development of the algorithm, and the rest ten are used for validation purpose. The raw C-scan image is shown in Figure 5 , where it is very difficult to conclude anything. Therefore, there is a need to develop a methodology by which different targets can be detected and identified. Various techniques of such a type are critically analyzed as given in following steps.
Step 1: Normalization
The raw C-scan image contains a wide variation in reflected intensity values due to different dielectric materials of concealed targets. Therefore, firstly, raw C-scan data are normalized for further processing, such as clutter reduction, segmentation, thresholding and identification. The basis of normalization is to bring image intensity value in one scale; normalization process is applied according to
where I is the pixel intensity value of the image at any arbitrary location, I norm the normalized pixel intensity, and I max and I min are the maximum and minimum intensity values of the raw C-scan image.
The normalized images are shown in Figure 6 . 
Step 2: Clutter Reduction
The normalized C-scan data have actual information of target as well as clutter signals, such as antennaair interference signal, reflection and refraction due to multipath propagation, background reflection and covering cloth reflection. Clutter signals are unrelated to target's scattering signal but occur in the same time window. Therefore, several statistics-based clutter removal techniques like, singular value decomposition (SVD), principle component analysis (PCA), factor analysis (FA), independent component analysis (ICA) and average trace subtraction (ATS) have been applied [13] . Out of these many clutter reduction techniques, the best suitable technique is selected on the basis of peak signal to noise ratio (PSNR) as shown in Table 3 . PSNR can be calculated using Eqs. (2) and (3) [44] .
where f (i, j) and p(i, j) are the normalized and clutter removed images, respectively; M and N are dimensions of image; MSE is a mean square error. SVD decomposes the scattered signal into different unrelated subspaces such as target subspaces and clutter subspaces. SVD is a most reliable and computationally effective matrix decomposition technique which has additional advantages such as better image quality and lower mean square error (MSE) than other statistics-based clutter removal techniques. The normalized image f (i, j), with dimension M × N , 
where f i matrix has the same dimensions as f and is called the ith eigen image of f . After analyzing the eigen values, it is found that eigen images f 1, f 2 and f 3 correspond to three different targets, and remaining eigen image represents clutter. Hence target signal can be represented as
Singular value decomposition method is applied to clutter mitigation according to Equations (4)-(7). It removes clutter by decomposing radar signal into multidimensional subspace due to different dielectric targets, background and surrounding reflections. Results are shown in Table 3 , where it is observed that SVD provides the best results. So SVD clutter reduction technique is applied, whose results are shown in Figure 7 , which is further processed for enhancement. SVD is very useful for characterizing and analyzing the behavior of scattered signal which is a mixture of target signal and clutter signal
Step 3: Image Enhancement
Spatial convolution filter, adaptive median filter, mean filter and spatial maximum filter are critically analyzed for targets image enhancement [45, 46] , and results are compared on the basis of PSNR as shown in Table 4 . PSNR is calculated between SVD image and spatial filtered image according to Equations (2)-(3). Out of these several image enhancement techniques, spatial maximum filtering method provides better result to find missing pixel points, and it also enhances the intensity of image pixel. The pixels of an image are modified by moving the filter mask from one pixel point to another pixel point of image in spatial filtering operation. For spatial max filtering operation, 3 × 3 filter mask is taken, and the middle point of this mask filter is modified by maximum pixel point of filter mask. Therefore, on the basis of PSNR of all filtered images, it is found that spatial max filter provides good results in comparison with the above linear and nonlinear filtering operations, shown in Figure 8 . The intensities of pixel points of image are significantly enhanced in target region which is quite helpful to know about the number of targets. The spatial maximum filter also enhances the boundary of targets. These preprocessed image is further used for detection and identification. 
.1 Critical Analysis of Commonly Used Thresholding Techniques
The main aim of this task is to demarcate the three different considered targets. For this purpose, statistics based thresholding method, maximum entropy based thresholding method, Otsu's thresholding method and cluster based thresholding are applied [16] [17] [18] [19] and analyzed. The performance of these thresholding methods is measured on the basis of true positive (TP) and false positive (FP), which can be defined as [11] T P = Correctly detected target pixels Total no. of target pixels (8) F P = Incorrectly detected target pixels Total no. of pixels-total no. of target pixels that exit (9) The total number of each target's pixels can be determined by a priori knowledge about size of target, cross range resolution of MMW imaging system and step size of target movement in horizontal and vertical directions. The sizes of MB and PD are nearly equal to (8 × 6) cm, and the size of CB is (a) (b) nearly equal to (10 × 6) cm which covers approximate (4 × 3 = 12) and (5 × 3 = 15) pixels, respectively. The targets region is defined on a priori knowledge of target location and their corresponding size. If the obtained pixel is outside the defined boundary region, then it means false alarm, and no pixel below the boundary region denotes missed pixels point. Table 5 shows the comparison of the performances of all four thresholding techniques in terms of TP and FP for target Id T2. Otsu's method is a very popular global automatic thresholding technique, in which a threshold is determined by maximizing discriminant measure [16] . This method provides missed out pixel points for each class and also false alarm for CB. In cluster-based thresholding methods, an image sample is divided into two parts: one corresponds to background, and the other corresponds to foreground [17] . This method provides missed out pixel points and false alarm for each class. The maximum entropy based thresholding method provides the threshold value by maximizing a posteriori entropy that is subject to certain inequality constraints which are derived by means of special measures characterizing uniformity and shape of the regions in the image [18] . This method gives false alarm for all types of considered targets and missed out pixel points for MB and PD. Statistics-based thresholding method provides true target detection for each class but generates false alarm for PD and CB. All these thresholding methods provide either false alarm or missed out pixel point due to wide intensity variation among targets. From above observation, it is clear that single threshold method is not able to detect complete shape of targets simultaneously because of wide variation in intensity level in images from different types of materials, but statistics-based thresholding methods provide better results than other thresholding methods.
Proposed Decision Criterion for Thresholding
Step: 1 
Critical Analysis of Statistics-Based Thresholding Techniques
The statistics-based threshold method is proposed which can be defined as the function of mean and standard deviation of the image Th = f (Mean, Standard deviation) (10) A wide and extensive investigation has been carried out for choosing the threshold boundary required to detect targets under cloths using image statistics (i.e., mean "μ A " and standard deviation "σ D "). It is found that the desired threshold boundary for detection of concealed targets cannot be easily obtained by using separately or mixing the mean and standard deviation of the entire image (i.e., μ A , σ D , μ A ±σ D ) . The image statistics may not be exactly the same for two images of a similar situation, Therefore, it is not reasonable to consider expression μ A , σ D , μ A ± σ D as the threshold boundary of a selected attribute for the detection of concealed targets. Hence, to make the expression adaptive, an unknown term 'p' is included to form different mathematical expressions (e.g., μ A ± p * σ D ) for threshold boundary. The statistics-based threshold method can be defined as Th = μ A − p * σ D (11) The statistics-based thresholding technique should work in such a manner that it maximizes the accuracy of detection and concurrently minimizes the false alarm. For this, optimizing the value of 'p' is needed so that the goal may be achieved. In order to achieve the goal, firstly, compute the true positive (TP) and false positive (FP) values of the obtained image. They are defined in Equations (8) and (9), respectively.
The true positive value provides the overall accuracy, and false positive value gives the false alarm. These two parameters are related to the scaling parameter 'p'. Here, for four randomly selected different targets Id, TP and FP are plotted for different values of p as shown in Figures 9 and 10 . It is observed that the values of TP and FP increase with increasing 'p', and after a definite critical value of 'p', TP approaches the desired true positive value, i.e., 1. On the other hand, the false alarm also increases after increasing the value of 'p' as shown in Figure 10 . This compromising behavior of TP and FP is required to be stable. Therefore, we need to select optimum value of 'p' that offers maximum overall accuracy and at the same time minimal false alarm. Plot of False positive vs p of concealed for target Id T1, T2, T5 and T6.
Step 2. Formulation for Optimization the Scaling Parameter (p)
The curve-fitting approach is used for developing an empirical relation between TP and FP with 'p', shown in Figures 9 and 10 . Several relations are analyzed, and the following empirical relations are selected on the basis of coefficient of determination (R 2 ) values which are 0.9 for both the relations:
where, a1, a2, b1, b2, c1 and c2 are constants. The values of the constants are given in Table 6 for both TP(p) and FP(p). Multiple sets of observations are taken for single set of target Id as shown in Table 2 , in which one set of observations is shown in Table 6 . After deriving the empirical relation of TP(p) and FP(p) with 'p', next step is to find the best value of 'p' so that true positive value and false positive value are maximized and minimized, respectively. For this purpose, genetic algorithm (GA) is used.
The values of a1, b1, c1, a2, b2 and c2 of Equations (12) and (13) are replaced by the average values as shown in Table 6 . As shown in Figures 9 and 10 , by maximizing TP(p), FP(p) is also maximized and vice versa. This type of problem can be solved as a multi-objective optimization problem for value of 'p' in the range between 1 and 6. In genetic optimization algorithm problem, function Y (p) is divided into two vector functions, i.e., Y 1 (p) and Y 2 (p), which corresponds to true positive function whose value should be near one and false positive function whose value should be close to zero, respectively.
Our main focus is to maximize TP(p) and minimize FP(p) for optimum value of p. For that, the goal is set such that FP should be lower than the upper boundary (ub TN ) and TP greater than the lower boundary (lb TP ). The goal vector can be defined as
This gives the critical value of p so that TP > lb TP and FP < ub TN . The developed algorithms are tested for unknown targets as shown in Table 7 . Figure 11 shows the statically based thresholded image for targets Id V1 and V2, which are independent data sets and never used for training the algorithm. After target detection, the next step is target identification. For target identification, the first image segmentation technique is applied so that individual target pixels can be analyzed properly.
Step 3. Segmentation of Image Segmentation is done on the basis of the fusion of normalized image ( Figure 6 ) and thresholded image ( Figure 11 ). The thresholded image gives approximately correct boundary of the considered targets. Now the image is segmented in three parts, and the number of corresponding target pixels are extracted. Now the second objective is identification of targets, and these segmented pixels may be quite helpful for identification of targets. 
Proposed Technique for Target Identification
After targets detection, the next objective is target's identification. Three separate regions of normalized image, as shown in Figure 6 , obtained corresponding to three different targets, are used for targets identification on the basis of statistics. The identification is performed on the basis of statistical distribution of reflected data. As discussed above, scattered statistics depend upon several parameters, such as dielectric property and roughness of targets. Therefore, multivariate classes are observed of normalized image due to different types of materials and roughness of the targets. Probability density function is a very useful tool to identify targets around large intensity difference between targets and background. Probability density function has unique features to provide different parameter values for multivariate class, and these parameter values are taken into account for identification purposes. Therefore, for target's identification, various probability density functions were applied on segmented normalized data for finding of different materials, such as paper board for match box, plastic cover for pocket diary, and polythene cover and aluminum foil, outside and inside of cigarette box. Firstly, chi-squared goodness of fit test is performed for all data on more than 50 probability density functions, which were available in easy fit software, and only these pdf functions, namely, normal, Weibull, gamma, Cauchy, Laplace and Rayleigh, pass the chi-square test for all targets on the basis that statistic value should be less than critical value and that p-value is greater than the level of significance (5%) as shown in Table 8 [27] . Out of these pdf functions, the best fit pdfs on the basis of minimum statistic value are selected, which are Laplace, normal and gamma pdf as shown in Table 8 . The best-fit pdfs' distributions (Laplace, normal and gamma pdf) using x as pixel intensity are given below [47] .
• Laplace pdf distribution
where μ is the continuous location parameter and λ the continuous scale parameter. The expected (mean) value of a Laplace distribution is E (x) = μ (15) and the variance is V ar where μ is the continuous location parameter and σ the continuous scale parameter.
• Gamma pdf distribution
where α is the shape parameter and β the scale parameter. Both α and β must be greater than zero, and Γ(α) is the gamma function and evaluated as
The shape parameter (α) and scale parameter (β) are denoted as Figure 12 shows comparative plots of the three target material classes for three best-fit pdfs, i.e., Laplace, normal and gamma for target Id T1. Similar plots are also achieved by other target Id. These pdfs are characterized on the basis of location, shape and scale parameter. Location parameter gives the information about location or shift of the distribution. The shape parameter is also called slope parameter which gives information about the changes in pdf distribution, whether the function will increase, remain constant or decrease with x. The scale parameter is a measure of spread in distribution in data, i.e., where the bulk of distribution lies. From Figure 12 , it is observed that cigarette box and pocket dairy data have wider and narrower pdf plots than match box, and it is common in all three best-fit probability density functions. Therefore, scale parameters (λ, σ and β) are selected for material identification. The scale parameter values of each pdf are calculated according to Equations (16) , (18) and (22) for considered targets (Table 2 ) whose values are shown in Table 9 .
Mean and standard deviation of scale parameter for each considered target are computed for defining the range of scale parameter by which the considered targets can be identified. For this purpose, Mean ± n * Std.Dev is considered while changing the value of n from 0 to 4 at the interval of 0.5. It is observed that at n = 2, the scale parameter provides clear demarcation among targets (i.e., no overlapping of values) which is shown in Table 10 .
The identification of target's material is based on any two or more than two combinations of best-fit pdfs. Figure 13 shows a complete flow chart of targets identification. Figure 13 . Flow chart of targets identification using probability density function (pdf) based decision tree.
VALIDATION FOR DETECTION AND IDENTIFICATION
Final flow chart is shown in Figure 14 , and it is validated for 10 different data sets in which 3 data set results are shown in Table 11 , and it is observed that the obtained values of (λ1, σ1, β1), (λ2, σ2, β2) and (λ3, σ3, β3) satisfy the respective criteria by which target can be identified as CB, PD and MB successfully. Figure 14 . Flow chart of complete signal processing steps for concealed target detection.
CONCLUSION
An active MMW SFCW imaging radar system is ingeniously assembled to detect and identify small targets such as match box, pocket diary and cigarette box under different cloths, which operates at center frequency 60 GHz. An optimal preprocessing method is proposed to obtain the image after an adaptive detection and identification algorithm is proposed which gives quite satisfactory results for detecting and identifying the considered targets. The novelty of this paper is to identify the targets which haves different types of materials.
