Abstract. In many practical applications, we encounter ellipsoid constraints, ellipsoid-shaped clusters, etc. A usual justification for this ellipsoid shape comes from the fact that many real-life quantities are normally distributed, and for a multi-variate normal distribution, a natural confidence set (containing the vast majority of the objects) is an ellipsoid. However, ellipsoids appear more frequently than normal distributions (which occur in about half of the cases). In this paper, we provide a new justification for ellipsoids based on a known mathematical resultDvoretzky's Theorem.
Formulation of the Problem
Ellipsoids are ubiquitous. In many practical applications, we encounter ellipsoid constraints, ellipsoid-shaped clusters, etc. (see, e.g., [2] ), i.e., sets in an n-dimensional space described by the formula
Reformulation in terms of tensors. The above formula (1) shows that to describe an ellipsoid, we need to have a vector (= tensor of order 1) a i and a tensor a ij of order 2.
A usual probabilistic explanation of the ellipsoid shape. A usual justification for this ellipsoid shape comes from the fact that many real-life quantities are normally distributed, and for a multi-variate normal distribution, a natural confidence set (containing the vast majority of the objects) is an ellipsoid.
Indeed, it is known that uncertainty can be often described by the Gaussian (= normal) distribution, with the probability density
This possibility comes from the Central Limit Theorem (see, e.g., [12] ), according to which the sum
x i of a large number N of independent small random variables x i has an approximately Gaussian distribution. (To be more precise, the theorem says that in the limit N → ∞, the distribution of the sum tends to the Gaussian distribution.) In practice, often, the measurement error is caused by a joint effect of a large number of small independent factors, so it makes sense to conclude that the distribution is approximately Gaussian. This theoretical conclusion has been experimentally confirmed on the example of many actual measuring instruments; see, e.g., [9] .
The above result is about the 1-D distribution: of a random number. For the multi-D case -of a random vector x = (x 1 , . . . , x n ) -a similar result also leads to multi-D Gaussian distribution, with an expression
This probability density ρ(x) is everywhere positive; thus, in principle, an arbitrary tuple ∆x is possible. In practical statistics, however, tuples with very low probability density ρ(∆x) are considered impossible. For example, in 1-dimensional case, we have a "three sigma" rule: values for which |∆x 1 | > 3σ 1 are considered to be almost impossible. In the multi-dimensional case, it is natural to choose some threshold t > 0, and consider only tuples for which ρ(∆x) ≥ t as possible ones. This formula is equivalent to ln(ρ(x)) ≥ ln(t). For Gaussian distribution, this equality takes the form
i.e., the form of an ellipsoid.
Problem. While the probabilistic explanation is convincing, it does not cover all the cases. Indeed, according to [9] , normal distributions occur in approximately half of the cases, while in many practical applications, ellipsoids appear more frequently.
How can we explain this ubiquity of ellipsoids?
Taylor expansion: a possible explanation. Another possible explanation comes from the fact that the function g(x 1 , . . . , x n ) describing a general constraint g(x 1 , . . . , x n ) ≤ 0 is usually smooth; thus, it can be usually expanded in Taylor series. In this expansion, terms of higher order become smaller and smaller, so we can usually safely keep only a few first terms in this expansion. In particular, if we only keep linear and quadratic terms, we get an expression (1) -i.e., an ellipsoid. This argument is reasonable, but it does not explain why in most cases, the first two terms are sufficient and not, e.g., the first three -which would lead to more complex shapes of constraints and clusters (and the use of tensors of higher order).
Comment. An alternative explanation comes from the fact that ellipsoids are known to be the optimal approximation sets for different problems with respect to several reasonable optimality criteria; see, e.g., [5, 6] . However, they are optimal only if we consider approximating families of sets characterized by the smallest possible number of parameters.
New Explanation Based on Dvoretzky's Theorem
What is Dvoretzky's Theorem. In this paper, we propose a new explanation of the ubiquity of ellipsoids. This explanation is based on a mathematical result called Dvoretzky's theorem.
The original version of this theorem [3] answered a question raised in 1956 by Alexander Grothendieck, one of the most important mathematicians of the 20 century. A. Dvoretzky proved that Grothendieck's hypothesis is indeed true, and that in general, convex sets in large dimensions have sections whose shape is close to ellipsoidal -the larger the dimension, the close this shape to the shape of an ellipsoid.
In 1971, V. L. Milman [7] strengthened this result by proving that not only there exists an almost ellipsoidal shape, but also that almost all low-dimensional sections of a convex set have an almost ellipsoidal shape. (Strictly speaking, he proved that for every ε > 0, the probability to get a shape which is more than ε-different from ellipsoidal goes to 0 as the dimension of the convex set increases.) How Dvoretzky's theorem explains the ubiquity of ellipsoid clusters and ellipsoid constraints. In clustering, one of the main problems is that usually, we only measure a few quantities, not enough to easily classify objects. For example, in military applications, the need to classify sonar records into submarine sounds, whale sounds, and noise comes from the fact that we only have a weak (partially observed) signal. Based on a high-quality low-noise recording, it is relatively easy to distinguish between sounds produced by submarines and sounds produced by whales.
Theoretically, each real-life object can be characterized by a point (vector) containing the results of measuring all possible quantities characterizing this object. In this theoretical description, objects are represented by points in a (very) high-dimensional space, and natural classes of objects are sets in this high-dimensional space.
However, in the real world, we only observe a few of these quantities. Thus, what we observe is a lower-dimensional section of a high-dimensional set -and we know that, according to Dvoretzky's theorem, this section is almost always almost ellipsoidal.
A similar argument can be made about constraints. The actual physical constraints depend not only on the observed quantities x 1 , . . . , x n , they also depend on other quantities whose values we do not measure in our experiments. For example, to avoid unnecessary side effects, it is usually recommended that the amount x 1 of a medicine that a doctor prescribes to a patient must lie within bounds depending on the patient's body weight x 2 . In other words, we have a constraint of the type x 1 ≤ k · x 2 , where the constant k depends on the specific medicine. However, the actual effect of the medicine depends not only on the body weight, it depends on many other characteristics of a patient -such as physical fitness, general allergic reactions -characteristics that usually, we do not measure. Similarly, in recipes for cooking, the amount of salt x 1 is usually listed depending on the amount of, say, meat x 2 used in the cooking. However, in reality, it should depend also on the parameters that a usual cook does not measure exactly -such as the humidity in the air, etc. (That is why, in contrast to typical US cookbooks that list the exact amounts of all the ingredients, in Mexican, Russian, and French cookbooks these amounts are only approximately listed -so that a skilled cook can take into account other parameters that are difficult to measure :-)
In general, a physical constraint actually has a form g (x 1 , . . . , x n , x n+1 , . . . , x N ) ≤ 0, where x n+1 , . . . , x N are quantities that we do not measure in this particular experiment. Thus, the correspond-
is a section of the actual (unknown) multi-dimensional constraint set {x = (x 1 , . . . , x n , . . . , x N ) : g(x 1 . . . , x n , . . . , x N ) ≤ 0} -and we already know that in almost all cases, such sections are almost ellipsoidal.
Auxiliary result: why Riemannian space-time?
A similar argument can explain why, contrary to physicists' expectations, experiments seem to confirm the Riemannian models of space-time. Before we provide this explanation, let us briefly explain what is the Riemannian model and why physicists expected it to be experimentally disproved. Before Einstein's General Relativity theory, it was assume that space in Euclidean, i.e., that, in appropriate coordinates, the distance d(x, x + ∆x) between two close points can be described as d
In general (not necessarily orthonomal) coordinates, this distance takes a more general form
Einstein suggested that the space-time is locally Euclidean, so that in the small vicinity of each point, there are coordinates in which the distance is Euclidean -but there are no coordinates in which the distance formula is Euclidean at all the points [8] . Such spaces are known as Riemannian. Einstein himself experimented with extending his theory from the usual (observed) (3 + 1)-dimensional space-time to space-times of higher dimension [4] .
It later turned out that higher dimensions are needed to make quantum field theory consistent; see, e.g., [11] .
A local Euclidean metric can be characterized by the fact that in this metric, the unit ball is an ellipsoid. In principle, there are other metrics (e.g., l p -metric
with different convex bodies for unit balls.
The corresponding generalization of Riemannian space-time is called a Finsler space [1, 10] . One of the main ideas of quantum physics is that in contrast to classical physics, where, e.g., some trajectories are allowed and some are not, in quantum physics, all trajectories are allowed -just the probability of very non-standard probabilities is small. Similarly, metrics should not be limited to Riemannian metrics, Finsler metrics should also be possible -with some probability. However, while experiments confirm non-standard trajectories of quantum particles and non-standard behavior of quantum fields, surprisingly, all experimental data so far confirms Riemannian metric.
Dvoretzky's theorem explains this phenomenon: indeed, the actual space is multi-dimensional, so we only observe a section of the corresponding convex unit ball, and such a section is close to an ellipsoid.
