Introduction
Vibrational relaxation plays a key role in many physical and chemical processes in condensed phase [1] . In activated barrier crossing, relaxation of reaction products has to be faster than re-crossing, thereby determining the reliability of transition-state approaches to reaction dynamics. Ground-state molecules that are photoexcited to an excited state may undergo fast vibrational relaxation and get trapped into a local neighboring minimum of the excited-state potential, or start a fast, excited-state dynamics which ultimately leads to the photo-reaction products. Vibrationally excited molecules may store a comparatively large amount of energy and thus open non-thermal reaction pathways which would be otherwise impossible.
Mode-selective chemistry has to fight with energy relaxation and re-distribution but, generally speaking, energy dissipation is a pre-requisite for sticking of atoms and molecules to solid surfaces, i.e. for surface chemistry.
Modeling vibrational relaxation requires information on the relevant "molecular" vibrational degrees of freedom, and their coupling to the complicated environment in which they are placed. While the former is accurately described by many high-quality electronic structure methods available today, the latter is not always easily identifiable and, most often, is not in a form which is readily usable for high-dimensional quantum dynamics. Here, the need of a quantum description arises from the vibrational energy being typically larger than thermal energy, a problem which forces one to deal with a quantum system interacting with a bath which is typically highly structured.
Progress in the quantum description can be made with the Independent Oscillator (IO) model [1] [2] [3] [4] [5] , since the latter provides a rather general representation of the systembath dynamics and is particularly convenient for numerically exact simulations of the open system quantum dynamics. IO Hamiltonians can be managed with exact wavepacket techniques (including eventually Monte Carlo wavepacket sampling, for handling finite-temperature situations) up to several tens of degrees of freedom [6] [7] [8] , and detailed information on the structure of the environment can be easily encoded in their parameters (oscillator frequencies and coupling coefficients), by just sampling the so-called spectral density (SD) of the environmental coupling J 0 (ω). Hence, one main problem becomes obtaining such function. When an analytical form of the total potential is known, J 0 (ω) can be computed by a careful small amplitude expansion around the relevant global minimum. However, this may be a difficult task for a complex potential (e.g. when the separation between the system and the bath is not evident) or simply not possible in practice because the potential is not explicitly available, or the environment is dynamically evolving (i.e. well defined minima cannot be singled out). Nowadays, one most often accesses dynamical information bypassing the need of computing an accurate potential, e.g. using onthe-fly simulations such as ab initio molecular dynamics, and thus a method which uses only dynamics as an input is highly preferred.
In the present work we describe and throughly check a simple procedure for computing the above spectral density from molecular dynamics simulations. The approach makes use of simple results which can be obtained for the harmonic Brownian motion and its position (or velocity) autocorrelation function, and essentially inverts the latter to give J 0 (ω). We test this approach on a variety of models and discuss its limits and its range of applicability. Furthermore, since the ultimate goal is to address vibrational quantum dynamics, we also investigate vibrational relaxation and decoherence in the ensuing IO models, and show that they can be tackled with numerically exact methods, in a realistic range of parameters describing molecular systems and coupling to typical environments.
The paper is organized as follows. In Section 2, we sketch our approach and in Section 3 we describe the models and the methods used for the classical and the quantum dynamical simulations. In Section 4 we present our results, which are then discussed in Section 5. Finally Section 6 summarizes and concludes.
Theory
The spectral density (of the environmental coupling) [4, 5] J 0 (ω) first appeared in the Generalized Langevin Equation for a Brownian degree of freedom s of mass m subjected to a deterministic potential V and a stochastic force ξ
J 0 (ω) is related to real part of the frequency-dependent memory kernelγ(ω)
and fully determinesγ(ω) by virtue of the Kramers-Kronig relations and the Gaussian stochastic process ξ(t ) by virtue of the Fluctuation-Dissipation (FD) theorem of the second kind. Specifically, if we define the symmetrized memory kernel κ(t ) = γ(|t |) (in such a way that γ(t ) = Θ(t )κ(t )), then it holds
and
where the force correlator has been written for a quantum environment; the classical limit can be obtained at high temperatures (β = 
which can be obtained by Eq. (1) upon performing a harmonic analysis of that equation and applying the FD theorem [9] . In general, for realistic systems, the autocorrelation function of the displacement 〈s(t )s(0)〉 (or, equivalently, of the velocity 〈ṡ(t )ṡ(0)〉 = − d 2 d t 2 〈s(t )s(0)〉) is readily available from equilibrium classical simulations (or ab initio molecular dynamics calculations), and can be used to infer the coupling to the environment provided Eq. (4) can be "inverted" to give J 0 (ω) in terms ofC (ω). This can be accomplished by introducing the retarded correlation function C + (t ) = Θ(t )C (t ) and exploiting the analytic properties of its Fourier transform (see Appendix A). The result is
where
is a "Cauchy transform" of the function f (ω) = ωC (ω)/2. Eq. (5) is our working equation which translates dynamical information into a coupling strength. In the following, we check numerically its performance using the model systems described below, but in general, classical atomistic simulations can be used to generate the dynamics of interest.
Once J 0 (ω) is known it can be used to build up a quasiequivalent Independent Oscillator (IO) (also known as Caldeira-Leggett) Hamiltonian [4, 5] 
where the s degree of freedom is coupled to a bunch a harmonic oscillators (x k , p k ) of mass µ k and frequency ω k . To this end, the coupling coefficients and the bath frequencies need to sample the spectral density J 0 (ω) of the problem, e.g. for evenly spaced frequencies ω k = k∆ω the coefficients are to be set
The equivalence between the two dynamical formulations holds for finite times only, namely for times less than the Poincaré recurrence time t P = 2π/∆ω of the finite system; the latter needs to be set larger than any interesting timescale of the problem by choosing the appropriate number of oscillators in the spectral range of interest. Thus, in practice, this further implies the existence of a frequency cutoff ω c which sets the smaller time than can be resolved t c = 2π/ω c ; higher frequencies, if present, can always be absorbed in a mass-renormalization term provided we are not interested in times smaller than t c .
The Hamiltonian of Eq. (7) can be quantized by applying standard quantization rules and represents the quantum problem that we tackle here at T = 0 K with a Multi Configuration Time-Dependent Hartree (MCTDH) expansion of the wavefunction [6, 7] , following previous works on similar model systems [10] [11] [12] [13] [14] . Further developments involving transformation of the bath Hamiltonian into linear chain form [15] [16] [17] [18] and its application to similar problems have been discussed elsewhere [19] .
Models and methods

Models
In the following we apply Eq. (5) using dynamical information extracted from several model systems. The latter are defined by the IO Hamiltonian of Eq. (7), and make use of different system potentials and bath parameters 1 . Two different model baths were considered, both with a "Debye" cutoff frequency ω D ≈1000 cm −1 . The Marko- and fixing their intensity so that the integrated SD approximately equals the Ohmic one. This random spectral density is plotted in Fig. 1 , while all the parameters of the bath and the values adopted are listed in Table 1 . Two different models were used for the system potential, a harmonic model with frequency ω s , i.e. V (s) = 
Here D e is the well depth and α −1 its "width", and they both determine the system frequency ω s = α 2D e /m. In either case, two different values of ω s were considered: one below the Debye cutoff frequency, ω s = 500 cm −1 , and one well above it, ω s = 2500 cm −1 . Other relevant parameters are given in Table 1 . Ideally, for the models considered here, application of Eq. (5) should give back the same spectral density used above for defining the couplings, provided the system trajectory remains well within the harmonic region of the system potential (i.e. the dynamics is performed at low enough T ). In practice, however, as will be shown below, the (realistic) case where ω s > ω D proves to be numerically channeling, because the δ−peak inC (ω) which appears at ω s necessarily broadens and this fact hides either anharmonic effects or artificial damping introduced in the dynamics.
Classical dynamics
For each of the model above we computed the autocorrelation functions of the oscillator coordinate s by averaging a set of classical trajectories at a given temperature. These trajectories were obtained by sampling a set of initial conditions from a thermal distribution and propagating them in the microcanonical ensemble. Canonical sampling was achieved with the help of Langevin dynamics, integrated with a sympletic algorithm [20] at two different temperatures, 5 K and 300 K. The other relevant parameters for the Langevin propagation are reported in Table 2 . For the microcanonical dynamics, we used a Velocity-Verlet algorithm, with parameters also reported in Table 2 .
The frequency dependent correlation functionC (ω) was obtained with the help of the Wiener-Khintchin theo- 
where S T (ω) is the finite-time Fourier transform of each realization of the system trajectory s(t )
and the average is over the initial conditions. To smooth the autocorrelation function resulting from our finite time propagations, we further applied a damping exponential factor in time, exp (−t /τ), with τ = 1.0 ps larger than any time-scale of interest here.
Quantum dynamics
Finally, in order to illustrate the whole procedure at work, the Hamiltonian of Eq. (7) -as defined by the spectral densities computed from Eq.s 10,5 for the models described above -was used for studying vibrational relaxation and decoherence with fully quantum methods. Quantum simulations were performed with the Multi-Configuration Time-Dependent Hartree (MCDTH) method, using the powerful Heidelberg MCTDH package [7, 8, 21] . Because of the computational cost of the quantum dynamics, we had to limit the size of the bath to 50 bath oscillators. This number of oscillators corresponds to a recurrence time of 1390 fs for the ω D =1200 cm −1 cutoff and 1668 fs for the ω D =1000 cm −1 cutoff, in both cases well above the relevant timings of the processes considered here. In the primitive Discrete Variable Representation (DVR) grid, we choose a Hermite basis set for all degrees of freedom, including 20 points for the system DOF and 6 for each of the bath DOF. The single particle schemes adopted vary according to the bath representation, but in general we represented the system with a single mode and divided the bath degrees of freedom in modes of five oscillators. We defined the initial state as a product of a wavefunction for the system and one for the bath. For the latter, we built a product of the ground state functions of the harmonic oscillators, which is the exact ground state of the bath when coupling with the system is neglected.
For the former, we used a different wavefunction depending on the kind of simulation. In the case of vibrational relaxation, we started from an excited state of the system potential and followed the relaxation dynamics, by looking at the vibrator energy. In the case of decoherence, we defined the initial state of the system as a superposition of two spatially separated Gaussians. We then analyzed the coherence between these two Gaussian packets by computing 〈s|ρ|s 〉, the coordinate representation of the reduced density matrix of the system ρ = t r x 1 ...x 5 |Ψ〉〈Ψ|.
The off-diagonal elements of 〈s|ρ|s 〉 describe the spatial coherence of the two Gaussians and decay in time due to the interaction with the bath.
Results
Combining the model environments introduced above with the system potential parameters four main possibilities arise, depending on whether the oscillator frequency ω s is larger or smaller than the bath Debye frequency ω D ("High" and "Low" frequency cases, in the following, or "HF" and "LF" in short), and on whether the bath is Ohmic or not ("Ohmic" and "NonOhmic"). For each of these possibilities, the system oscillator may be harmonic (HO) or anharmonic (MO), thus it is worth considering also the effect of the temperature.
Spectral Density
With the methodology explained in Section 3, we computed the classical autocorrelation function of the system coordinate and its Fourier transformC (ω), which is reported in Fig. 2 for the different models considered. As expected, the autocorrelation function scales linearly with the temperature T (see Eq. (4) for the Harmonic Brownian dynamics), but only approximately for the Morse oscillator, since the latter generally shows an additional broadening of the signal depending on the temperature. Apart from this, the details of the spectra can be easily understood in terms of the oscillations of the system at its natural frequency ω s and their coupling with the bath.
When the oscillator frequency lies within the spectral range of the bath ("LF" cases), the spectrum has a single band which arises from the superposition of the ω s =500 cm −1 system peak and the bath signal. For frequency larger than the bath cutoff ω D , the band sharply decays. Anharmonic effects introduce a broadening of the spectrum which is larger as the temperature increases; hence at high temperature a much slower decay of C (ω) is found.
On the other hand, when the oscillator frequency lies above the bath spectral range ("HF" cases), there is a clear separation between the peak of the system and the band of the bath. Furthermore, the shape of the latter is almost independent on the system, i.e. whether it is harmonic or anharmonic. For the system, the HO case features a single Lorentzian peak (robust against variations of the bath and/or the temperature) which is the numerical representation of a δ−Dirac contribution, as expected from Eq. (4) when ω s lies outside the support of J 0 (ω). Anharmonicity has two strong effects: on one hand it causes the appearance of a higher harmonic of the oscillator at a frequency ω = 2ω s =5000 cm −1 , on the other hand it induces a broadening of the δ−Dirac signal that is about twice as large as the spectral width of the bath.
Next, we used the transformation of Eq. (5) and extracted the spectral density of the environmental coupling from the dynamical information contained inC (ω). Since the underlying dynamical models are always of the IO type -in which J 0 (ω) was explicitly defined -we are able to thoroughly test our methodology by comparing the original spectral density with the one obtained by "inverting" the autocorrelation function. All these functions are plotted in Fig. 3 . Few things are worth noticing.
When the system is HO, the transformation perfectly recovers the original spectral density up to the bath Debye frequency, irrespective of the temperature and of the model bath. For higher frequencies, the spectrum is not identically zero and shows an increasing baseline that is due to the numerical implementation of the Cauchy transform of Eq. (6), which used an unbiased cutoff frequency well above the spectral range of interest (ω c =4000 cm −1 ).
However, this problem could be easily emended here by setting ω c equal to the bath Debye frequency. On the other hand, applying blindly the transformation of Eq. (5) when the system frequency is larger than ω D , a sharp peak appears for ω ∼ ω s which is the "vestige" of the numerical realization of the δ−Dirac mentioned above. A fictitious coupling to the bath appears here because numerically the autocorrelation function needs to be damped.
Copyright line will be provided by the publisher System anharmonicity introduces further complicating issues, as can be seen from the dramatic effect that the temperature has on the computed spectral density. At low T, the results are consistent with the harmonic case. At "high" temperature, and differently from the above HO case, the vestige of the δ−peak undergoes substantial broadening, as can be seen from the shape of the computed spectral density around ω s (notice though that J 0 (ω) is given on a logarithmic scale in Fig. 3) . At a closer look the region most sensitive to the temperature extends to ω s ± ω D and the shape of the computed J 0 (ω) in such region is reminiscent of mode combinations ω s ± ω k between the system frequency ω s and the frequency of the bath oscillators ω k . This is reasonable since the inversion procedure of Eq. (5) was designed for a harmonic system, and is here applied to an anharmonic system. Obviously, such temperature-dependent background in J 0 (ω) is unphysical and reflects just the anharmonicity in the system potential which can always be included in the IO models used for the quantum simulations, without any additional cost.
Interestingly, the above results suggest that anharmonic effects of the systems can be effectively incorporated in the bath. We checked this by computing the correlation functions using the HO system model in conjunction with the spectral densities obtained from the MO models. As shown in Fig. 4 , such correlation functions are in remarkable agreement with the original ones obtained for the MO 2 , thereby suggesting that the transformation of Eq. (5) establishes a map between an anharmonic system and a harmonic one, by "moving" the anharmonic effects from the system to the bath. The price to pay for this suggestive transformation is of course a temperaturedependent spectral density.
2 The absence of the highest frequency peak is only due to the fact that a smaller value of the cutoff was used in the Eq. (5), namely ω c =4000 cm 
Quantum Dynamics
The IO models were also used to investigate vibrational relaxation, as an illustration of what can be done nowadays for the quantum dynamics once a potentially complicated environment is replaced by a spectral density. The quantum simulations to be discussed here were performed by evolving in time a high-dimensional wavepacket which represents a T = 0 K situation, but extensions at finite temperatures are possible, e.g. with a Monte Carlo sampling of the appropriate initial-state wavefunction. As outlined in Section 3, propagation was performed with the MultiConfiguration Time Dependent Hartree method, with the help of the powerful Heidelberg package, and used initial states of product form, a wavefunction representing a vibrationally excited state of the system times the ground state of the (bare) bath. Details of the numerics were given in Section 3.
Results for the system energy decay are reported in Fig. 5 for the two interesting (fast) processes in which the molecular frequency ω s lies within the Debye limit. Several different initial states were considered, as evident from the value of the energy at initial time, as well as the two model spectral densities described above (Ohmic and non-Ohmic for bottom and top panel, respectively). The energy given in Fig. 5 is the expectation value of the system Hamiltonian plus half the interaction energy, to account for the energy that at any time is in the coupling term; the adopted "democratic" splitting of the coupling may be justified with the help of the virial theorem [11] .
As can be seen from Fig. 5 , relaxation proceeds in few hundreds of fs, regardless of the initial state; in contrast, no relaxation is found on such time-scale for the case ω s > ω D (not shown). Results are given only for the Morse oscillator, but the harmonic oscillator behaves very similarly, the main difference being just the value of the initial energy which reflects the influence of the anharmonic effects in the molecular spectrum. More interestingly, the relaxation rates are very similar for the two bath models, and no real feature due to the structured environment is found. The reason for this behavior is that with the chosen coupling strength the width of the vibrational resonances is still relatively small that the system dynamics has no chance to sample the spectral density. Indeed, the effective relaxation time γ bath (in line with the observed energy decay rates), and corresponds to δω ∼ 60 cm −1 , a too small value to provide detectable signatures of non-Markovian dynamics. This is confirmed by the distribution of the system energy into the bath oscillators, as provided by the evolution of their average occupation numbers shown in Fig. 6 . This figure shows that energy exchange takes place almost entirely between the system and the few quasi-resonant oscillators, and that the coupling at ω = ω s =500 −1 cm −1 has the same size for both the spectral densities.
Finally, we also investigated the loss of coherence of the wavepacket as induced by the interaction with the environment, following the same approach used in Ref. [12] . The initial wavefunction for the system was a sum of two Gaussians, symmetrically placed around the minimum of the potential at a distance of 1.8 a 0 for ω s = 500 cm −1 and 0.8 a 0 for ω s =2500 cm −1 ; the bath was taken in its ground-state, as above, in any case. Figure 7 shows the system reduced density matrix ρ(s , s) = 〈s |ρ|s〉 at the beginning of the simulation, and after one, two and three vibrational periods; results are shown for the lowfrequency harmonic oscillator (T s = 66.7 fs), but similar results are obtained for the Morse oscillator at the same frequency. In Fig. 7 , on the diagonal s = s , ρ(s, s) represents a bimodal probability distribution for the s coordinate, with two distinct peaks that tend to merge on the time scale of vibrational relaxation. On a much shorter time scale, however, Fig. 7 shows the disappearance of the off diagonal peaks, describing the coherence between the two Gaussian states. Disappearance is complete in less than one vibrational period, in accordance with the much faster decoherence rate γ d ec . As shown in Ref. [12] , in the Markovian regime at
2ħ depends on the mass and the frequency of the system, as well as on δ, which is a characteristic length scale of the problem, here the spatial separation between the Gaussians.
To quantify decoherence, and compare the different situations considered, we computed the coherence norm considered in Ref. [12] , by running independent calculations for the ± combinations of the Gaussians. The results are shown in Fig. 8 , for all possible combinations of model environments and system potentials and with initial state parameters chosen in such a way that Λ d ec = 10 always holds. As can be seen from that Figure, and as could be expected on general grounds, only the low frequency cases (ω s < ω D ) show appreciable decoherence; what is a bit surprising is that the behavior of the system is essentially the same, irrespective of the details of the bath: the deviations from the "ideal" exponential decay of the norm are similar for the Ohmic and non-Ohmic models, and likely relates only to the bath Debye cutoff (ω D ≈ 1000 cm −1 for both models, corresponding to t D = 2π/ω D ≈ 33 fs).
Discussion
We have seen in the previous Section that the "inversion" procedure used to recover the spectral density is remarkably accurate for frequencies smaller than the Debye frequency of the bath. Noise at higher frequencies appears when ω s > ω D and, in the bilinear coupling model, reflects just a numerically broadened δ−peak inC (ω). An- harmonicity introduces further dynamical effects which should not be associated with the bath: the apparent higher cutoff in the LF simulations or the diffuse background found in the HF cases do not correspond to any true physical property of the bath. They are markedly temperature dependent -a solid criterium for distinguishing these features from true features of the bath-hence the need to minimize the temperature used in the simulation. Notice that system anharmonic effects pose no real problems to modeling, as they are easily introduced in the working IO models by selecting the correct system potential.
In realistic situations, however, structures in the spectral region ω > ω D are expected quite generally from the failure of the bilinear coupling model when ω s > ω D . In such case the coupling at frequencies beyond the Debye limit does have a physical origin, and thus the question arises whether J 0 (ω) at such frequencies can be a surrogate for a more complicated coupling model, an issue which seems to be rather intricate and would reCopyright line will be provided by the publisher cases where non-linearities in the coupling may be more marked (and more interesting). In such cases the present "dynamical" approach, when considered in the low-T limit above, can only provide the small-amplitude expansion of the coupling term and needs to be integrated with some empirical knowledge about the interaction between the molecular vibration and the environment.
For instance, a shape function f (s) with the property f (s) ≈ s for s ≈ 0, can be used to modulate the strength of the coupling to the bath depending on the system position s and in a way that is consistent with the bilinear coupling model where f (s) ≡s. Such function alone produces statedependent friction, and seems to be a necessary (and simple) modification to address realistic situations; for instance, if s is the height of an adsorbate above a surface, the coupling should vanish for large s and be exponentially increasing for small s.
As for the bath, on the other hand, an exponential interaction model seems to be appropriate in typical situations where vibrational relaxation occurs, i.e. as a consequence of close encounters between the molecular vibrator and the atoms/molecules making up the environment. One simple ansatz of this kind, for instance, is the replace- [15] [16] [17] [18] 3 . Such exponential interaction model makes use of the spectral properties of the proper bath (i.e. for frequencies ω < ω D ) to introduce multiphonon relaxing pathways already at the lowest order in perturbation theory, and is simple enough to be easily handled with the MCTDH method used above, provided the bath is first transformed in order to introduce its effective mode X and its residual counterpart. Notice though that relaxation at such frequencies is slow enough that a master equation based on Fermi-golden rule state-to-state rates should suffice in most cases; with the coupling above, the necessary thermal rates k j i can be obtained analytically [1] , and only need the characteristic length α −1 and the spectral density J 0 (ω) as inputs.
We checked the influence that the above non-linear interaction term has on the classical results, by computing the system autocorrelation function of the position in the simplest case, i.e. the harmonic oscillator with a frequency higher than the Debye cutoff, for several values of the characteristic length α −1 . The results of such simulations are reported in Fig. 9 , where a structure for ω > ω D appears at high temperatures which can be clearly assigned to non-linearities in the interactions.
Conclusions
We investigated the effectiveness of the position (or velocity) autocorrelation functions of bound systems in computing the spectral density of the environmental coupling needed to describe relaxation and decoherence of molecular vibrations in a condensed phase environment. Using simple models for comparison, the proposed approach has been shown to be robust and accurate for proper frequencies of the bath (i.e. ω < ω D ); at higher frequencies, effects from the anharmonicity in the system potential and/or non-linearities in the coupling have been identified and discussed in detail, and a simple extension to non-linear coupling models suggested. Finally, quantum dynamics has been shown to be feasible to address vibrational relaxation and decoherence. Work is in progress to investigate such issues on realistic "molecular" systems comprising real molecular oscillators coupled to complicated environments.
