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We deal with conditional independencies, which have a fundamental role in probability and
multivariate statistics. The structure of probabilistic independencies is described by sem-
igraphoids or, for strictly positive probabilities, by graphoids. In this paper, given a set of
independencies compatible with a probability, the attention is focused toward the problem
of computing efficiently the closure with respect to the semigraphoid and graphoid struc-
tures. We introduce a suitable notion of projection in order to provide a newmethod which
properly uses conditional independence statements.
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1. Introduction
The notion of conditional independence plays an important role in probability and its formal properties have beenwidely
studied (see for instance [8]).
One of the most important use of conditional independence is the study of graphical models [4,7–9,16,18–20,26], but
also, for example, in contingency table analysis and graphical log–linear models [13].
The structure of a conditional probability model obviously depends on the relevant definition of independence. Under
the classic notion of independence, the model induced by any probability distribution is a semigraphoid and, when the
probability is strictly positive, the model has a graphoid structure [8].
However, in probabilistic setting other definitions of conditional independence have been introduced [5,17,23], in order
to overcome some problems induced by the classic independence notion. In particular, in [5] a concept of independence is
given within the framework of coherent conditional probability [10], which avoids the usual inconsistency related to logical
dependence and zero probability events. In [23] this definition is compared with the classic independence by considering
graphoid properties, while in [25] the problem of checking the compatibility of a probability assessment with respect to a
set J of independence statements is faced.
An important problem is the implication problem, which consists in finding the set of all independencies deducible from
a given set J, i.e. the set of those independence relations which hold under any probability agreeing with J. The importance
of this problem is due to its relevance for building a Bayesian network.
The implication problem is strictly related to the characterization of conditional independence models. In general, they
cannot be characterized by means of a finite number of properties [4,15,21]. However important substructures having a
finite complete axiomatic characterization [11,12,14] have been determined, for example, semigraphoid inference rules are
complete for the class of conditional independence statements involving all the variables taken into consideration [22].
A solution to the lack of a finite axiomatization is to compute the closure J¯ of a set J with respect to the graphoid (or
semigraphoid) properties and use it to deal with the implication problem.
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In the general case the size of J¯ is exponentially larger than the size of J (see [19,20]), and a possible solution for this
computational problem has been given by Studený in [19,20] (essentially for semigraphoid structures), while in [1] we
described a similar solution for graphoid structures. The idea is to compute a subset of J¯, called fast closure, which is “as
small as possible” and which represents the same independence structure as J¯. The computation is performed by using the
generalization of the semigraphoid/graphoid binary rules.
From this reduced set of independencies, it is possible to check whether a given triple belongs to J¯ by using a simple
linear search algorithm which involves the concept of dominance (see [19,20]) or g-inclusion [1]. Therefore the fast closure
can be considered a sort of “basis” for the whole closure.
A more efficient way of computing the fast closure is to use a unique binary rule, which is defined as the fast closure of a
pair of independence relations. It can be proved that in this case the fast closure has a bounded size (up to 9 or 17 relations,
for graphoid and semigraphoid structures, respectively) and it can be computed at once in a fast way.
Themajor contributionof this paper is to improve themethods for computing the fast closure (for both cases, graphoid and
semigraphoid) by exploiting the notion of projection and the presence of particular conditional independence statements.
The relations allow to use a sort of divide-et-impera approach for computing the fast closure and therefore to reduce the
computation time. Moreover the fast closure can be represented as a tree and this gives rise to a sensitive saving of memory
space. Finally, the tree-like representation can also speed up the related procedures, such as that checking whether a given
relation θ belongs to J¯, or that one for building a Bayesian network, given an ordering among the variables.
The paper is organized as follows: in Section 2 we recall the main notions on semigraphoids and graphoids. In Section
3 generalized rules (such as generalized contraction and generalized intersection) are recalled together with some relevant
properties. Section 4 is devoted to describe inferential systems for graphoid and semigraphoid structures based on a unique
inference rule and the related algorithm to compute the closure. In Section 5 the main properties of the projection operator
are recalled and extended. The next two sections describe how to compute the closure by means of the projection and its
application to the implication problem. In particular, it allows to compute the parent sets, useful for building aDAG froma set
of independence statements. In Section 8 we draw some final comments by showing some possible future research trends.
2. Semigraphoid and graphoid
Let S˜ = {Y1, . . . , Yn} be a finite not empty set of variables and S = {1, . . . , n} the set of indices associated to S˜. We
denote with S(3) the set of all ordered triples (A, B, C) of disjoint subsets of S, such that A and B are not empty.
Given a (coherent) probability P, a conditional independence statement YA⊥ YB|YC (compatible with P), where A, B, C
are disjoint subsets of S, then it can be simply denoted by the ordered triple (A, B, C).
We recall that a conditional independence model (S, I), related to P, is a subset of S(3). The properties of such models
obviously depend on the independence notion taken into account (see [8] for models under the classic definition and [23]
under the independence notion introduced in [5]). Under classic independence notion, an independence model (S; I) is
closed under semigraphoid properties, that means it satisfies the following properties:
G1 if (A, B, C) ∈ I , then (B, A, C) ∈ I (Symmetry);
G2 if (A, B, C) ∈ I , then (A, B′, C) ∈ I for any nonempty subset B′ of B (Decomposition);
G3 if (A, B1 ∪ B2, C) ∈ I with B1 and B2 disjoint, then (A, B1, C ∪ B2) ∈ I (Weak Union);
G4 if (A, B, C ∪ D) ∈ I and (A, C,D) ∈ I , then (A, B ∪ C,D) ∈ I (Contraction).
and when the probability is strictly positive, the model is also closed under graphoid properties, i.e. G1–G4 hold together
with the following rule
G5 if (A, B, C ∪ D) ∈ I and (A, C, B ∪ D) ∈ I , then (A, B ∪ C,D) ∈ I (Intersection).
While the model arising from independence studied in [23] is not necessarily closed with respect to symmetry but, if this
independence is enforced by requiring symmetry, the associated model is closed with respect to graphoid properties [24].
An important problem is to checkwhether a given triple θ can be obtained from a set J ⊆ S(3) by applying a finite number
of times the graphoid (or the semigraphoid) rules, in symbol J ∗ θ (or J ∗s θ ). This problem, thatwe call deduction problem,
can provide partial answers to the implication problem, i.e. to check if θ holds in each probabilistic models of J, in symbol
J |	 θ . Indeed, in graphoid structure, if J ∗ θ , then J |	 θ . On the other hand, it can happen that J |	 θ without having
that J ∗ θ . The same problem can arise for semigraphoid structures. The implication problem has been studied by many
authors, see for instance [27], but it is still unsolved and could even be undecidable.
The problem of computing the closure J¯ of a set J with respect to graphoid (or semigraphoid) properties is strictly related
to the deduction problem. In fact, once J¯ is computed, the deduction problem can be trivially solved by checking if θ ∈ J¯.
Analogously, it is possible to compute the closure J¯s with respect to the semigraphoid rules.
3. Generalized inference rules
Given a pair of triples θ1, θ2 ∈ S(3), θ2 is said to be g-included in θ1 (in symbol θ2 
 θ1) if θ2 can be obtained from θ1
with a finite number of applications of G1, G2 and G3.
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In [1] we proved that given θ1 = (A1, B1, C1) and θ2 = (A2, B2, C2), θ1 
 θ2 if and only if the following conditions hold
(i) C2 ⊆ C1 ⊆ X2;
(ii) either A1 ⊆ A2 and B1 ⊆ B2 or A1 ⊆ B2 and B1 ⊆ A2;
where Xi stands for (Ai ∪ Bi ∪ Ci), i = 1, 2.
Thenotionof g-inclusion is strictly related to that oneof dominance introduced in [19] anddenotedby
a in the following:
θ2 dominates θ1 (in symbol θ1 
a θ2) if and only if
(i) C2 ⊆ C1 ⊆ X2;
(ii) A1 ⊆ A2 and B1 ⊆ B2.
Therefore, the relation between 
 and 
a follows easily
θ ′ 
 θ if and only if either θ ′ 
a θ or θ ′ 
a θ T ,
where θ T is the transpose of θ : given θ = (A, B, C), then θ T = (B, A, C) which is obtained by symmetry.
Theg-inclusionbetween triples canbeextended to the caseof sets of triples and this generalization isuseful for computing
the closure.
Definition 1. Let H, J be subsets of S(3). J is a covering of H (in symbol H 
 J) if and only if for any triple θ ∈ H there exists
a triple θ ′ ∈ J such that θ 
 θ ′.
An efficient method to compute a reduced set J∗ (included in the closure J¯) having the same information of J¯ is provided
in [1] for graphoid structures and in [19] for semigraphoid structures.
The main feature of J∗ is that for any triple θ ∈ J¯ there exists a triple θ ′ ∈ J∗ such that θ 
 θ ′.
In the following, we use the notation θ1, θ2 R θ to say that θ can be obtained by applying the inference rule R to the
triples θ1, θ2, when it is possible, and R can be G4 or G5.
We recall now the main notions needed to compute J∗.
Given θ1 = (A1, B1, C1), θ2 = (A2, B2, C2) ∈ S(3), let
WC(θ1, θ2) = {τ : θ ′1, θ ′2 G4 τ, with θ ′1 
a θ1, θ ′2 
a θ2}.
A characterization ofWC(θ1, θ2) is given in [1], where we show that ifWC(θ1, θ2) is not empty then
gc(θ1, θ2) = (A1 ∩ A2, (B1 \ C2) ∪ (B2 ∩ X1), C2 ∪ (A2 ∩ C1))
is inWC(θ1, θ2) and dominates any triple belonging toWC(θ1, θ2). In the following, gc(θ1, θ2) = ⊥ denotes thatWC(θ1, θ2)
is empty.
Let us denote with GC(θ1, θ2) the set formed by the legal (i.e. belonging to S
(3)) triples among gc(θ1, θ2), gc(θ1, θ
T
2 ),
gc(θ T1 , θ2) and gc(θ
T
1 , θ
T
2 ).
Obviously, GC(θ1, θ2) is in general different from GC(θ2, θ1).
A similar result [1,19] holds for
WI(θ1, θ2) = {τ : θ ′1, θ ′2 G5 τ, with θ ′1 
a θ1, θ ′2 
a θ2}.
In fact, ifWI(θ1, θ2) is not empty, then
gi(θ1, θ2) = (A1 ∩ A2, (B1 ∩ X2) ∪ (B2 ∩ X1), (C1 ∩ A2) ∪ (C2 ∩ A1) ∪ (C2 ∩ C1))
is inWI(θ1, θ2) and dominates any triple belonging toWI(θ1, θ2). WhenWI(θ1, θ2) is empty we put gi(θ1, θ2) = ⊥.
The set GI(θ1, θ2) is formed by the legal (i.e. belonging to S
(3)) triples among gi(θ1, θ2), gi(θ1, θ
T
2 ), gi(θ
T
1 , θ2) and
gi(θ T1 , θ
T
2 ).
Notice that GI(θ1, θ2) = GI(θ2, θ1).
The previous sets GC(·, ·) and GI(·, ·) are useful to define two inference rules
G4∗ “generalized contraction”: from θ1, θ2 deduce any triple τ ∈ GC(θ1, θ2);
G5∗ “generalized intersection”: from θ1, θ2 deduce any triple τ ∈ GI(θ1, θ2);
which generalize the inference rules G4 and G5.
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With the notation J ∗G τ we mean that τ is obtained from J by applying a finite number of times the rules G4∗ and/or
G5∗.
Given a set J of triples in S(3), J∗ = {τ : J ∗G τ } denotes the closure of J with respect to G4∗ and G5∗.
In [1] we proved that
J∗ ⊆ J¯ and J¯ 
 J∗. (1)
The first inclusion is trivial since J∗ contains only triples of J¯. The elements of J¯ \ J∗ can be obtained through g-inclusion
from some triples of J∗ and this is the meaning of the second relation.
Actually, J∗ contains some “redundant” triples, those g-included in other ones. Now the aim is to delete such redundant
triples.
For this purpose starting from a set J ⊆ S(3), in order to reduce as much as possible the cardinality of J¯ without losing
information, we define the “maximal” (with respect to g-inclusion) triple set as
J/
 = {τ ∈ J : τ¯ ∈ J with τ¯ = τ, τ T such that τ 
 τ¯ }. (2)
Definition 2. A subset J of S(3) is saidmaximal if J = J/
.
Note that by using J¯/
 instead of J¯ there is no loss of information. In fact, J¯ 
 J¯/
. Then, given a set J of triples in S(3),
we compute J∗ and then we remove redundant triples by keeping only its “maximal” triples, i.e. J∗/
. We call the set J
∗/


fast closure and we denote it, for simplicity, with J∗.
A similar construction can be given for semigraphoid (see [19]): given a set J of triples, we denote with Js∗ the maximal
set related to J¯s.
Proposition 1. Let J, H be two maximal sets of S(3), then H 
 J and J 
 H if and only if for any θ ∈ H either θ ∈ J or θ T ∈ J
and for any τ ∈ J either τ ∈ H or τ T ∈ H.
If H 
 J and J 
 H, then H and J are said to have equivalent information and it is denoted as H ≡ J (or J ≡ H).
Note that, from condition (1) and Definition 2 it is simple to prove that J¯/
 ≡ J∗ (the same observation holds for
semi-graphoid structure).
In the rest of the paper we will denote by [ J]∗ the “generic fast” closure of J, which can be either J∗, if the graphoid rules
are applied, or Js∗, if the semigraphoid rules are used.
4. Characterization of closure of a pair of triples
Here we briefly recall an inferential system for graphoid based on one inference rule, as described in [1].
Given two triples θ1 = (A1, B1, C1) and θ2 = (A2, B2, C2), we say that (θ1, θ2) is an almost complete pair if
• E1 ∩ E2 = ∅ for each E1 ∈ {A1, B1, C1} and E2 ∈ {A2, B2, C2};• A1 \ X2 = ∅, A2 \ X1 = ∅, B1 \ X2 = ∅, B2 \ X1 = ∅.
With long and tedious computation, in [1] it is proved that the fast closure {θ1, θ2}∗ of an almost complete pair is com-
posed by 9 triples, in addition to θ1, θ2. These triples are ϕ(θ1, θ2), ϕ(θ
T
1 , θ2), ϕ(θ1, θ
T
2 ), ϕ(θ
T
1 , θ
T
2 ), ϕ(θ2, θ1), ϕ(θ
T
2 , θ1),
ϕ(θ2, θ
T
1 ), ϕ(θ
T
2 , θ
T
1 ), ν(θ1, θ2), where
ϕ(θ1, θ2) = (A1 ∩ A2, B1 ∪ (B2 ∩ X1), C1 \ B2)
and
ν(θ1, θ2) = ((A1 ∩ B2) ∪ (A2 ∩ B1), (A1 ∩ A2) ∪ (B1 ∩ B2), C1 ∪ C2).
Note that
ϕ(θ1, θ2) = gc[gc(θ1, θ2), gi(θ1, θ2)]
and
ν(θ1, θ2) = gi[ϕ(θ1, θ2)T , ϕ(θ T1 , θ T2 )T ].
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In the general case, when θ1, θ2 are not an almost complete pair, it can be proved that the set
K(θ1, θ2) = {θ1, θ2, ϕ(θ1, θ2), . . . , ϕ(θ T2 , θ T1 ), ν(θ1, θ2)}
is closedwith respect toG4∗ andG5∗, but it can contain some illegal triples (i.e. not belonging to S(3)) and somenon-maximal
triples. However, it is always true that {θ1, θ2}∗ ⊆ K(θ1, θ2).
Then, the function FC1, described in [1], is based on the following inference rule:
U : from θ1, θ2 deduce any triple τ ∈ {θ1, θ2}∗.
For semigraphoids a similar characterization for a pair of triples θ1, θ2, is given in [19]: the closure {θ1, θ2}s∗ is a subset of
Ks(θ1, θ2) = {θ1, θ2, ν(θ1, θ2)} ∪ GC(θ1, θ2)∪
{ψ(θ1, θ2), ψ(θ T1 , θ2), ψ(θ1, θ T2 ), ψ(θ T1 , θ T2 ), ψ(θ2, θ1), ψ(θ T2 , θ1), ψ(θ2, θ T1 ), ψ(θ T2 , θ T1 )}
where
ψ(θ1, θ2) = (A1 ∩ A2, B1 ∪ (B2 ∩ A1), C1 ∪ (C2 ∩ A1)).
Note thatψ(θ1, θ2)=gc[gc(θ1, θ2), gc(θ2, θ1)] andν(θ1, θ2) canbe expressed in termsof gc as gc[ψ(θ1, θ2)T , ψ(θ T2 , θ T1 )T ].
Also for semigraphoids it is possible to define a new inference rule
Us : from θ1, θ2 deduce any triple τ ∈ {θ1, θ2}s∗.
Since [θ1, θ2]∗ can be easily obtained from θ1, θ2 by using K(θ1, θ2) or Ks(θ1, θ2), the fast closure [ J]∗ can be computed
by means of the following iteration schema
J(h) =
⎧⎪⎨
⎪⎩
J, h = 0;
( J(h−1) ∪ {θ : θ ∈ [θ1, θ2]∗, θ1, θ2 ∈ J(h−1)})/
, h > 0.
(3)
In fact, [ J]∗ = J(k) where k is the smallest number such that J(k) = J(k+1).
The procedure which computes [ J]∗ is called FC∗ and extends the procedure FC1 introduced in [1].
5. Projection and its properties
In this section we recall and extend some results given in [1] based on the following notion of projection.
Definition 3. Given θ = (A, B, C) and Y ⊆ S, if (A ∩ Y) = ∅ and (B ∩ Y) = ∅, then
πY (θ) = (A ∩ Y, B ∩ Y, C ∩ Y)
is said the projection of θ on Y .
From definition of projection it follows πY (θ
T ) = πY (θ)T .
It is straightforward to prove that projection is monotone with respect to dominance (for the proof see [1]):
Proposition 2. Given θ1 = (A1, B1, C1), θ2 = (A2, B2, C2) and let Y be a subset of S with (A1 ∩ Y) = ∅, (B1 ∩ Y) = ∅. If
θ1 
a θ2, then πY (θ1) 
a πY (θ2).
The previous result can be easily extended to g-inclusion.
The next proposition shows that projection commutes with generalized contraction and generalized intersection, for a
proof see [1].
Proposition 3. Given a pair of triples θ1 = (A1, B1, C1), θ2 = (A2, B2, C2) with C1 ⊆ X2 and C2 ⊆ X1, let Y be a subset of S
such that the projections πY (θ1) and πY (θ2) are defined, one has
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• if gc(πY (θ1), πY (θ2)) = ⊥, then gc(θ1, θ2) = ⊥ and gc(πY (θ1), πY (θ2)) = πY (gc(θ1, θ2));• if gi(πY (θ1), πY (θ2)) = ⊥, then gi(θ1, θ2) = ⊥, and gi(πY (θ1), πY (θ2)) = πY (gi(θ1, θ2)).
We proved in [1] also how projection commutes with respect to the functions ϕ and ν .
Proposition 4. Given θ1 = (A1, B1, C1), θ2 = (A2, B2, C2) with C1 ⊆ X2 and C2 ⊆ X1, let Y be a subset of S such that the
projections πY (θ1) and πY (θ2) are defined.
If ϕ(πY (θ1), πY (θ2)) = ⊥, then ϕ(θ1, θ2) = ⊥ and
ϕ(πY (θ1), πY (θ2)) = πY (ϕ(θ1, θ2)).
If ν(πY (θ1), πY (θ2)) = ⊥, then ν(θ1, θ2) = ⊥ and
ν(πY (θ1), πY (θ2)) = πY (ν(θ1, θ2)).
Now, we give a result similar to the previous proposition for the function ψ .
Proposition 5. Given θ1 = (A1, B1, C1), θ2 = (A2, B2, C2) with C1 ⊆ X2 and C2 ⊆ X1, let Y be a subset of S such that the
projections πY (θ1) and πY (θ2) are defined.
If ψ(πY (θ1), πY (θ2)) = ⊥, then ψ(θ1, θ2) = ⊥ and
ψ(πY (θ1), πY (θ2)) = πY (ψ(θ1, θ2)).
Proof. Let θ1 = (A1, B1, C1) a θ2 = (A2, B2, C2) be a pair of triples with C1 ⊆ X2, C2 ⊆ X1 and such that the projections
πY (θ1) and πY (θ2) are defined with respect to a subset Y of S, then
πY (ψ(θ1, θ2)) = (Y ∩ (A1 ∩ A2), Y ∩ (B1 ∪ (B2 ∩ A1)), Y ∩ (C1 ∪ (C2 ∩ A1))) = ((Y ∩ A1)∩ (Y ∩ A2), (Y ∩ B1)∪ ((Y ∩
B2) ∩ (Y ∩ A1)), (Y ∩ C1) ∪ ((Y ∩ C2) ∩ (Y ∩ A1))) = ψ(πY (θ1), πY (θ2)). 
In the following, we study an extension of the previous properties related to projection on sets of triples.
Definition 4. Let J be a subset of S(3) and Y ⊆ S, then
πY (J) = {πY (θ) : θ ∈ J}.
Now, we show that the projection commutes with K and Ks:
Proposition 6. Let θ1, θ2 be triples of S
(3), then for any Y ⊆ S
πY (K(θ1, θ2)) = K(πY (θ1), πY (θ2)).
Proof. The proof is based on definition of set K(θ1, θ2), Definition 4, Proposition 4, in fact:
πY (K(θ1, θ2)) = πY ({θ1, θ2, ϕ(θ1, θ2), ϕ(θ1, θ T2 ), ϕ(θ T1 , θ2), ϕ(θ T1 , θ T2 ), ν(θ1, θ2)}) = {πY (θ1), πY (θ2), πY (ϕ(θ1,
θ2)), πY (ϕ(θ1, θ
T
2 )), πY (ϕ(θ
T
1 , θ2)), πY (ϕ(θ
T
1 , θ
T
2 )), πY (ν(θ1, θ2))} = {πY (θ1), πY (θ2), ϕ(πY (θ1), πY (θ2)), ϕ(πY (θ1),
πY (θ
T
2 )), ϕ(πY (θ
T
1 ), πY (θ2)), ϕ(πY (θ
T
1 ), πY (θ
T
2 )), ν(πY (θ1), πY (θ2))} = K(πY (θ1), πY (θ2)). 
Proposition 7. Let θ1, θ2 be triples of S
(3), then for any Y ⊆ S
πY (Ks(θ1, θ2)) = Ks(πY (θ1), πY (θ2)).
Proof. The proof goes along the same line of proof of Proposition 6. 
The following result shows how the projection works in the case of covering.
Proposition 8. Let H, J be subsets of S(3) such that H 
 J, then for any Y ⊆ S
πY (H) 
 πY (J).
Proof. The proof follows trivially by Definition 1 and Proposition 2. 
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As a consequence of the previous result, we can prove the following result about maximal sets.
Proposition 9. Let J be a subset of S(3), then for any Y ⊆ S
πY (J
/

) ≡ πY (J)/
.
Proof. By definition of maximal set (see (2)) one has
• for any τ ∈ J/
 such that either πY (τ ) ∈ πY (J) or πY (τ )T ∈ πY (J), it follows that either πY (τ ) ∈ πY (J)/
 or there
exists τ ′ ∈ πY (J)/
 such that πY (τ ) 
 τ ′. Then, πY (J/
) 
 πY (J)/
.
• For any τ ∗ ∈ πY (J)/
 there exists τ ∈ J such that τ ∗ = πY (τ ) or τ ∗ = πY (τ T ). Therefore, πY (τ ) ∈ πY (J/
) or there
exists τ ′ ∈ J/
 such that τ 
 τ ′ and πY (τ ) 
 πY (τ ′). Then, πY (J)/
 
 πY (J/
). 
Given a set J, the projection of its maximal set is not uniquely defined, as shown in the following example.
Example 1. Given the set
J = {({1, 2}, {3, 4}, {5}), ({1, 3}, {2, 4}, {5})} = J/

and let Y = {2, 3, 5} be a subset of X = {1, 2, 3, 4, 5}. Then, the set πY (J/
) can be equal to either {({2}, {3}, {5})} or
{({3}, {2}, {5})}.
From Propositions 6, 7, 8 and 9 it follows
• K(πY (θ1), πY (θ2))/
 ≡ πY (K(θ1, θ2)/
) ≡ πY ({θ1, θ2}∗);
• Ks(πY (θ1), πY (θ2))/
 ≡ πY (Ks(θ1, θ2)/
) ≡ πY ({θ1, θ2}s∗);
Then, πY ([θ1, θ2]∗) ≡ [πY (θ1), πY (θ2)]∗.
Theorem 1. Let J be a subset of S(3), then for any Y ⊆ S and any J(h) as in (3) with 0 ≤ h ≤ k the following conditions hold
(1) [ J]∗ ≡ [ J(h)]∗;
(2) πY ([ J]∗) ≡ πY ([ J(h)]∗).
Proof. By definition of generic fast closure [·]∗ it is simple to observe that
[ J]∗ = [ J(0)]∗ ≡ [ J(1)]∗ ≡ · · · ≡ [ J(k−1)]∗ ≡ [ J(k)]∗.
From the previous equalities it trivially follows that for any 0 ≤ h ≤ k
πY ([ J]∗) ≡ πY ([ J(h)]∗). 
Now, given a set J, we show that the projection of [ J]∗ is equal to the fast closure of the projection of J.
Theorem 2. Let J be a subset of S(3), then for any Y ⊆ S
πY ([ J]∗) ≡ [πY (J)]∗.
Proof. In the following with (πY (J))
(0), (πY (J))
(1), . . . are denoted the sets generated by FC∗ to compute the fast closure
of πY (J). By induction we have
(πY (J))
(0) = πY (J) = {πY (θ) : θ ∈ J} = πY ( J(0)),
and by supposing that (πY (J))
(h−1) ≡ πY ( J(h−1)) we need to prove that (πY (J))(h) ≡ πY ( J(h))
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(πY (J))
(h) = ((πY (J))(h−1) ∪ {θ : θ ∈ [θ1, θ2]∗, θ1, θ2 ∈ (πY (J))(h−1)})/

≡ (πY ( J(h−1)) ∪ {θ : θ ∈ [θ1, θ2]∗, θ1, θ2 ∈ πY ( J(h−1))})/

≡ (πY ( J(h−1)) ∪ {πY (θ) : θ ∈ [θ1, θ2]∗, θ1, θ2 ∈ J(h−1)})/
 ≡ πY ( J(h))
with h > 0.
Moreover, since [ J]∗ = J(k),
πY ([ J]∗) = πY ( J(k)) ≡ (πY (J))(k) = [(πY (J))(k)]∗
that is by Theorem 1 equal to [(πY (J))(0)]∗ = [πY (J)]∗. 
From Theorems 1 and 2 it follows
Corollary 1. Let J be a subset of S(3), then for any Y ⊆ S and for any h ∈ IN
πY ([ J]∗) ≡ [πY ( J(h))]∗.
6. Closure by projection
The aim of this section is to improve the algorithm FC∗ by using the projection operation.
In [2] we showed that, during the computation of J(h), if a particular independence relation (A, B,∅), where A ∪ B = S,
is generated, then it is possible to speed up the algorithm FC1.
Now we extend this result to a more general case.
Given a set J ⊆ S(3), when there is a triple σ = (Aσ , Bσ , Cσ ) in J with some particular properties, it is possible, as we
show in the following, to compute the closure of two sets L = [πAσ ∪Cσ (J)]∗ and R = [πBσ ∪Cσ (J)]∗. These two sets have the
same information as [ J]∗, but L ∪ R ∪ {σ } has cardinality not greater than [ J]∗.
In the two following subsections we provide the properties that σ needs to satisfy in the case of graphoids and then in
the case of semigraphoids.
6.1. Graphoid
For the aim to speed up the computation of fast closure, we introduce the notion of splitting triple for a set J.
Definition 5. Given a subset J of S(3), a triple σ = (Aσ , Bσ , Cσ ) ∈ J splits J if
(i) Aσ ∪ Bσ ∪ Cσ = S ;
(ii) for any triple θ = (A, B, C) ∈ J, either Cσ ⊆ A ∪ C or Cσ ⊆ B ∪ C.
It is easy to prove that if σ splits J, then the condition (ii) holds for each triple belonging to J∗:
Proposition 10. If σ = (Aσ , Bσ , Cσ ) ∈ J splits J, then for any triple θ = (A, B, C) ∈ J∗, either Cσ ⊆ A ∪ C or Cσ ⊆ B ∪ C.
Proof. It is sufficient to show that given two triples θ1, θ2 ∈ S(3), where θ1 = (A1, B1, C1) and θ2 = (A2, B2, C2), if the
condition (ii) holds for both of them, the application of G4∗ and G5∗ generates new triples for which (ii) is true. Suppose
that Cσ ⊆ A1 ∪ C1, Cσ ⊆ A2 ∪ C2 and θ3 = (A3, B3, C3) = gc(θ1, θ2) = ⊥. Then Cσ ⊆ (A1 ∪ C1) ∩ (A2 ∪ C2). Since
A3 ∪ C3 = (A1 ∩ A2) ∪ C2 ∪ (A2 ∩ C1), it follows that Cσ ⊆ A3 ∪ C3. The other cases are analogous. 
When a triple σ splits J, then it is always possible to recover θ from its projections πAσ ∪Cσ (θ) and πBσ ∪Cσ (θ) by means
of generalized inference rules.
Proposition 11. Given a subset J of S(3) and let σ = (Aσ , Bσ , Cσ ) be a splitting triple of J, then for each triple θ = (A, B, C) ∈
S(3) such that Cσ ⊆ A ∪ C or Cσ ⊆ B ∪ C, it happens that
{θ} 
 {σ, τ1, τ2}∗
where τ1 = πAσ ∪Cσ (θ) and τ2 = πBσ ∪Cσ (θ).
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Proof. Let us suppose, without loss of generality, that Cσ ⊆ A ∪ C, therefore it is possible to write as
• θ = (AA ∪ AB ∪ AC, BA ∪ BB, CA ∪ CB ∪ CC);• σ = (AA ∪ CA ∪ BA, AB ∪ BB ∪ CB, AC ∪ CC)
where AA = A ∩ Aσ , and the other sets are defined similarly. Hence, it follows that τ1 = (AA ∪ AC, BA, CA ∪ CC) and
τ2 = (AB ∪ AC, BB, CB ∪ CC).
We can distinguish four cases
(i) If τ1 = ⊥ and τ2 = ⊥, it is not possible, by definition of triple, that all the sets AA, AB, AC are empty, and also that BA
and BB are empty. Therefore, either AA, AC and BB are empty or AB, AC and BA are empty. In both cases, θ is g-included
in σ .
(ii) If τ1 = ⊥ and τ2 = ⊥, then θ = gc(gc(σ, τ T1 )T , gc(σ T , τ T2 )T ). In fact gc(σ, τ T1 ) = (BA, Bσ ∪ AA ∪ AC, CA ∪ CC) and
gc(σ T , τ T2 ) = (BB, Aσ ∪ AB ∪ AC, CB ∪ CC).
(iii) If τ1 = ⊥ and τ2 = ⊥, it can happen that either AA ∪ AC = ∅ or BA = ∅. In the former case, θ 
 gc(σ T , τ2) =
(AB, Aσ ∪ BB, Cσ ∪ CB), while in the latter case, θ 
 gc(σ T , τ T2 ) = (BB, Aσ ∪ AB ∪ AC, CB ∪ CC).
(iv) If τ1 = ⊥ and τ2 = ⊥, there are again two cases, when AB ∪AC = ∅ and BB = ∅. In the former case, θ 
 gc(σ, τ1) =
(AA, Bσ ∪ BA, CA ∪ CC), while in the latter case θ 
 gc(σ, τ T1 ) = (BA, Bσ ∪ AA ∪ AC, CA ∪ CC). 
Another simple result, which is in some sense the converse of the previous proposition, is that the projections can always
be recovered from θ and σ .
Proposition 12. For each triple θ = (A, B, C) ∈ S(3) such that Cσ ⊆ A ∪ C or Cσ ⊆ B ∪ C, let τ1 = πAσ ∪Cσ (θ) and
τ2 = πBσ ∪Cσ (θ). If τ1 = ⊥, then {τ1} 
 {θ, σ }∗ and if τ2 = ⊥, then {τ2} 
 {θ, σ }∗.
Proof. Let us suppose, without loss of generality, that Cσ ⊆ A ∪ C.
It is easy to see that if τ1 = ⊥, then τ1 
 gi(σ, θ T ) = (BA, AB ∪ BB ∪ CB ∪ AA ∪ AC, CA ∪ CC), while if τ2 = ⊥, then
τ2 
 gi(σ T , θ T ) = (BB, AA ∪ BA ∪ CA ∪ AB ∪ AC, CB ∪ CC). Also in this case AA = A ∩ Aσ and the other sets are similarly
defined. 
The above results allow to prove the following one
Theorem 3. Given a set J ⊆ S(3) such that there exists a triple σ which splits J, for each triple θ ∈ S(3), {θ} 
 J∗ if and only if
θ 
 σ or {τ1} 
 πAσ ∪Cσ (J)∗, when τ1 = πAσ ∪Cσ (θ) = ⊥, and {τ2} 
 πBσ ∪Cσ (J)∗, when τ2 = πBσ ∪Cσ (θ) = ⊥.
Proof. Let us first suppose that {θ} 
 J∗. If τ1 = τ2 = ⊥, then θ 
 σ . Now, let θ¯ ∈ J∗ such that θ 
 θ¯ . If τ1 = ⊥, also
τ¯1 = πAσ ∪Cσ (θ¯ ) = ⊥ and τ1 
 τ¯1 by Proposition 2. Hence, πAσ ∪Cσ (J) ∗ τ1. In a similar way, it is possible to prove that if
τ2 = ⊥, then πBσ ∪Cσ (J) ∗ τ2.
For the other implication, we must distinguish four cases. The case τ1 = τ2 = ⊥ is trivial. Suppose now that τ1 = ⊥
and τ2 = ⊥, so {τ1} 
 πAσ ∪Cσ (J)∗ and {τ2} 
 πBσ ∪Cσ (J)∗. Then there exist τ¯1 ∈ πAσ ∪Cσ (J)∗ such that τ1 
 τ¯1 and
τ¯2 ∈ πBσ ∪Cσ (J)∗ such that τ2 
 τ¯2. Since πAσ ∪Cσ (J)∗ ≡ πAσ ∪Cσ (J∗) and πBσ ∪Cσ (J)∗ ≡ πBσ ∪Cσ (J∗) there must exist
θ¯1, θ¯2 ∈ J∗ such that {τ¯1} = {πAσ ∪Cσ (θ¯1)} and {τ¯2} = {πBσ ∪Cσ (θ¯2)}. Because of Proposition 11, {θ} 
 {σ, τ1, τ2}∗ and also{θ} 
 {σ, τ¯1, τ¯2}∗, since the generalized inference rules are monotone with respect to g-inclusion. Proposition 12 implies
{τ¯1, τ¯2} 
 {θ¯1, θ¯2, σ }∗ 
 J∗ and then {θ} 
 J∗. The proofs of cases when either τ1 = ⊥ or τ2 = ⊥ are similar. 
6.2. Semigraphoids
For the semigraphoids, in order to split J, we need to introduce a new definition of splitting triple satisfying a condition
stronger than that one given for the graphoids.
Definition 6. Given a subset J of S(3), a triple σ = (Aσ , Bσ , Cσ ) ∈ J splits strongly J if
(i) Aσ ∪ Bσ ∪ Cσ = S ;
(ii) for any triple θ = (A, B, C) ∈ J, Cσ ⊆ C.
Again, the condition (ii) extends to all the triples in Js∗.
Proposition 13. If σ = (Aσ , Bσ , Cσ ) ∈ J splits strongly J, then for any triple θ = (A, B, C) ∈ Js∗, Cσ ⊆ C.
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Proof. It is sufficient to show that given two triples θ1, θ2 ∈ S(3), where θ1 = (A1, B1, C1) and θ2 = (A2, B2, C2), if
the condition (ii) holds for both of them, the application of G4∗ generates new triples for which (ii) is true. Suppose that
θ3 = (A3, B3, C3) = gc(θ1, θ2) = ⊥, then Cσ ⊆ C3 = C2 ∪ (A2 ∩ C1). The other cases can be proved analogously. 
Also for semigraphoid, when a triple σ splits strongly J, then it is always possible to recover θ from its projections
πAσ ∪Cσ (θ) and πBσ ∪Cσ (θ) by means of generalized inference rules.
The proof of this result is very similar to the proof of Proposition 11.
Proposition 14. Given a subset J of S(3) and let σ = (Aσ , Bσ , Cσ ) be a strong splitting triple of J, then for each triple θ =
(A, B, C) ∈ S(3) such that Cσ ⊆ C, it happens that
{θ} 
 {σ, τ1, τ2}s∗
where τ1 = πAσ ∪Cσ (θ) and τ2 = πBσ ∪Cσ (θ).
Proof. It is possible to write as
• θ = (AA ∪ AB, BA ∪ BB, CA ∪ CB ∪ Cσ );• σ = (AA ∪ BA ∪ CA, AB ∪ BB ∪ CB, Cσ );
where AB = A ∩ Bσ , and the other sets are defined similarly. Therefore, it follows that τ1 = (AA, BA, CA ∪ Cσ ) and
τ2 = (AB, BB, CB ∪ Cσ ).
We can distinguish four cases
(i) If τ1 = ⊥ and τ2 = ⊥, then it is easy to see that θ 
 σ (the proof goes along the same line of point (i) of proof of
Proposition 11).
(ii) If τ1 = ⊥ and τ2 = ⊥, then
θ = gc(gc(σ, τ T1 )T , gc(σ T , τ T2 )T )
In fact gc(σ, τ T1 ) = (BA, Bσ ∪ AA, CA ∪ Cσ ) and gc(σ T , τ T2 ) = (BB, Aσ ∪ AB, CB ∪ Cσ ).
(iii) If τ1 = ⊥ and τ2 = ⊥, it can happen that either AA ∪ AC = ∅ or BA = ∅. In the former case θ 
 gc(σ T , τ2) =
(AB, Aσ ∪ BB, Cσ ∪ CB), while in the latter θ 
 gc(σ T , τ T2 ) = (BB, Aσ ∪ AB, CB ∪ Cσ ).
(iv) If τ1 = ⊥ and τ2 = ⊥, there are again two cases, when AB = ∅ and BB = ∅. In the former case θ 
 gc(σ, τ1) =
(AA, Bσ ∪ BA, CA ∪ Cσ ), while in the latter θ 
 gc(σ, τ T1 ) = (BA, Bσ ∪ AA, CA ∪ Cσ ). 
Also the next result can be proved by a similar to Proposition 12.
Proposition 15. For each triple θ = (A, B, C) ∈ S(3) such that Cσ ⊆ C, let τ1 be πAσ ∪Cσ (θ) and τ2 be πBσ ∪Cσ (θ). If τ1 = ⊥,
then {τ1} 
 {θ, σ }s∗ and if τ2 = ⊥, then {τ2} 
 {θ, σ }s∗.
Proof. It is easy to see that if τ1 = ⊥, then
τ1 
 gc(θ, σ ) = (AA, AB ∪ BB ∪ CB ∪ BA, CA ∪ Cσ ),
while if τ2 = ⊥, then
τ2 
 gc(θ T , σ T ) = (BB, AA ∪ BA ∪ CA ∪ AB, CB ∪ Cσ ).
Also in this case AA = A ∩ Aσ and the other sets are similarly defined. 
Remark 1. Theprevious result is themain reasonwhich induces todefine for semigraphoids adifferentnotionof the splitting
triple σ . In fact, whether Cσ ⊆ A ∪ C and Cσ ∩ A = ∅, if τ1 = πAσ ∪Cσ (θ) = ⊥ and τ1 = πBσ ∪Cσ (θ) = ⊥, then there is no
triple τ¯1, τ¯2 ∈ {θ, σ }s∗ such that τ1 
 τ¯1 and τ2 
 τ¯2. Moreover, we can write θ = (AA ∪ AB ∪ AC, BA ∪ BB, CA ∪ CB ∪ CC)
and
θA1 = gc(θ, σ ) = (AA, AB ∪ BB ∪ CB ∪ BA, CA ∪ Cσ ),
θA2 = gc(θ T , σ ) = (BA, AB ∪ BB ∪ CB ∪ AA, CA ∪ Cσ ),
θB1 = gc(θ, σ T ) = (AB, AA ∪ BA ∪ CA ∪ BB, CB ∪ Cσ )
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and
θB2 = gc(θ T , σ T ) = (BB, AA ∪ BA ∪ CA ∪ AB, CB ∪ Cσ ).
Now, no matter we combine the last four triples by generalized contraction, we obtain always triples as θ ′ = (A′, B′, C′)
where AC is a subset of C
′.
Finally, we obtain the following result (the counterpart of Theorem 3).
Theorem 4. Given a set J ⊆ S(3) such that there exists a triple σ which splits strongly J, for each triple θ ∈ S(3), {θ} 
 Js∗ if and
only if θ 
 σ or {τ1} 
 πAσ ∪Cσ (J)s∗, when τ1 = πAσ ∪Cσ (θ) = ⊥, and {τ2} 
 πBσ ∪Cσ (J)s∗, when τ2 = πBσ ∪Cσ (θ) = ⊥.
Proof. Let us first suppose that {θ} 
 Js∗. If τ1 = τ2 = ⊥, then θ 
 σ . Now, let θ¯ ∈ Js∗ such that θ 
 θ¯ . If τ1 = ⊥, also
τ¯1 = πAσ ∪Cσ (θ¯ ) = ⊥ and τ1 
 τ¯1 by Proposition 2. Hence, πAσ ∪Cσ (J) ∗s τ1. In a similar way, it is possible to prove that if
τ2 = ⊥, then πBσ ∪Cσ (J) ∗s τ2.
For the other implication, we must distinguish four cases.
The case τ1 = τ2 = ⊥ is trivial.
Suppose now that τ1 = ⊥ and τ2 = ⊥, so {τ1} 
 πAσ ∪Cσ (J)s∗ and {τ2} 
 πBσ ∪Cσ (J)s∗. Then there exist τ¯1 ∈ πAσ ∪Cσ (J)s∗
such that τ1 
 τ¯1 and τ¯2 ∈ πBσ ∪Cσ (J)s∗ such that τ2 
 τ¯2. Since πAσ ∪Cσ (J)s∗ ≡ πAσ ∪Cσ ( Js∗) and πBσ ∪Cσ (J)s∗ ≡ πBσ ∪Cσ ( Js∗)
there must exist θ¯1, θ¯2 ∈ Js∗ such that τ¯1 = πAσ ∪Cσ (θ¯1) and τ¯2 = πBσ ∪Cσ (θ¯2). From Proposition 14 it follows {θ} 
{σ, τ1, τ2}s∗ and also {θ} 
 {σ, τ¯1, τ¯2}s∗, since generalized contraction is monotone with respect to g-inclusion.
Proposition 15 implies {τ¯1, τ¯2} 
 {θ¯1, θ¯2, σ }s∗ 
 Js∗ and then {θ} 
 Js∗.
The cases when either τ1 = ⊥ or τ2 = ⊥ are similar to the previous one. 
6.3. Algorithm for computing the closure by projection
Bymeans of the previous results, an important advantage of projection follows: we are able in this case to reduce (at least
to halve) the number ofmaximal triples in the computation of the fast closure of Jwhen there exists a (strong) splitting triple
σ = (Aσ , Bσ , Cσ ) such that J∗ ∗ σ ( Js∗ ∗s σ ). For example, instead of computing the whole [ J]∗, we need to store σ and
to compute the sets L = [πAσ ∪Cσ (J)]∗ and R = [πBσ ∪Cσ (J)]∗. In fact, these two sets have in practice the same information
as J∗, because Theorems 3 and 4 imply
[ J]∗ ≡
⋃
τ1∈L,τ2∈R
[σ, τ1, τ2]∗
This argument can be applied in a recursive way. Indeed, if in the computation of L or R, a new (strong) splitting triple σ ′ is
found, Theorems 3 and 4 can be exploited again, generating a further decomposition of L (or R) in σ ′, L′, R′.
Therefore we can define a new recursive algorithm, called simply FC.
Algorithm 1 Fast closure by projection
1: function FC( J, S)  J is a maximal set
2: J0 ← J
3: N0 ← J0
4: k ← 0
5: repeat
6: σ ← FindSplittingTriple(Jk , S)
7: if σ = ⊥ then
8: L ← FC(πAσ ∪Cσ (Jk), Aσ ∪ Cσ )
9: R ← FC(πBσ ∪Cσ (Jk), Bσ ∪ Cσ )
10: return 〈L, σ, R〉
11: end if
12: k ← k + 1
13: Nk :=
⋃
θ1∈Jk−1,θ2∈Nk−1
[θ1, θ2]∗
14: Jk ← FindMaximal(Jk−1 ∪ Nk)
15: until Jk = Jk−1
16: return 〈Jk,⊥,∅〉
17: end function
The main difference between FC and FC∗ is that the result is no more represented as a linear sequence. Indeed the result
of FC is a binary tree T , in which each internal node is a triple 〈L, σ, R〉, where σ is a (strong) splitting triple for Jk and L
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Fig. 1. The tree obtained in the example.
and R are, respectively, the trees representing the closures of πAσ ∪Cσ (Jk) and πBσ ∪Cσ (Jk). The leaves of T correspond to the
situations in which the (strong) splitting triple does not exist and the result is just a list of triples.
In this tree-like representation, the triples which would be generated from a triple of L and a triple of R are not explicitly
represented, thus the overall size of the tree can be much smaller than the sequential representation of [ J]∗. It is easy to see
that more nodes are in T , the reduction of size with respect to the list representation of [ J]∗ is greater.
In the worst case, i.e. when no splitting triple exists, the tree has a unique node, which contains the entire closure and
there is no reduction in size.
The function FindSplittingTriple(Jk , S) returns either a triple which (strongly) splits Jk , or ⊥ if such a triple does not
exist. Obviously, this function operates in different way for semigraphoid and graphoid frameworks.
While, as in the original FC1 procedure, FindMaximal computes J/
 for a given set J ⊆ S(3).
An example of the behavior of FC is the following.
Example 2. Let S = {1, 2, 3, 4, 5, 6, 7, 8, 9} and
J = {θ1 = ({1, 2, 3}, {4, 5, 6}, {7, 8, 9}), θ2 = ({1, 4}, {5, 9}, {7, 8}),
θ3 = ({1, 2}, {3, 4, 8}, {7, 9}), θ4 = ({1, 3, 4}, {2, 7, 8}, {9})}.
The fast closure of J with respect to graphoid rules is composed by 15 elements. But it is easy to see that θ1 = (A1, B1, C1)
splits J. Then, the projection on {1, 2, 3, 7, 8, 9} gives the set πA1∪C1(J)
{θ5 = ({1}, {9}, {7, 8}), θ6 = ({1, 2}, {3, 8}, {7, 9}), θ7 = ({1, 3}, {2, 7, 8}, {9})}.
Instead of the projection on {4, 5, 6, 7, 8, 9} allows to obtain the set
πB1∪C1(J) = {θ8 = ({4}, {5, 9}, {7, 8}), θ9 = ({4}, {7, 8}, {9})}.
Again, θ6 = (A6, B6, C6) splits πA1∪C1(J), while θ8 = (A8, B8, C8) splits πB1∪C1(J).
A further level of projections creates the sets
πA6∪C6(πA1∪C1(J)) = {θ10 = ({1}, {9}, {7}), θ11 = ({1}, {2, 7}, {9})},
πB6∪C6(πA1∪C1(J)) = {θ12 = ({3}, {7, 8}, {9})},
πA6∪C6(πB1∪C1(J)) = {θ13 = ({4}, {7, 8},∅)}.
The set πB6∪C6(πB1∪C1(J)) is empty, since the projection of θ9 on {5, 7, 8, 9} is not defined. The fast closure of
πA6∪C6(πA1∪C1(J)) is composed by the only triple θ14 = ({1}, {2, 7, 9},∅).
Therefore, J∗ can be represented by the tree depicted in Fig. 1.
7. Deduction problem and representability by a DAG
The deduction problem for graphoid and semigraphoid structures can be easily solved once the fast closure has been
computed. Indeed, given θ and J, it can be used a linear search algorithm on [ J]∗ which looks for a triple τ ∈ [ J]∗, such that
θ 
 τ .
However it is possible to exploit the tree-like representation of [ J]∗. At this aim, we describe the following properties of
projection.
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Proposition 16. Let J be a subset of S(3) such that there exists a triple σ = (Aσ , Bσ , Cσ ) ∈ J which strongly splits J. For any
triple θ¯ ∈ S(3) it follows that
J ∗s θ¯ if and only if θ 
 σ or πAσ ∪Cσ (J) ∗s πAσ ∪Cσ (θ¯ ) and πBσ ∪Cσ (J) ∗s πBσ ∪Cσ (θ¯ ).
Proof. It is a simple consequence of Theorem 4. 
Proposition 17. Let J be a subset of S(3) such that there exists a triple σ = (Aσ , Bσ , Cσ ) ∈ J which splits J. For any triple
θ¯ ∈ S(3) it follows that
J ∗ θ¯ if and only if θ 
 σorπAσ ∪Cσ (J) ∗ πAσ ∪Cσ (θ¯ ) and πBσ ∪Cσ (J) ∗ πBσ ∪Cσ (θ¯ ).
Proof. It is a simple consequence of Theorem 3. 
As a consequence of theprevious results, the tree-like representation of the closure canbeused to reduce the computation
time of the deduction procedure. In fact, it is possible to check whether J ∗ θ ′ or J ∗s θ ′ for a given triple θ ′ by computing
T =FC( J, S) and by a simple pre-order visit of T , as shown in Algorithm 2.
Algorithm 2 Function to solve the deduction problem
function deduces(T , θ ′)
 T is the result of FC( J,S)
if θ ′ = ⊥ then return TRUE
let 〈L, σ, R〉 the root of T
if σ = ⊥ then
if θ ′ 
 σ then
return TRUE
else
return deduces(L, πAσ ∪Cσ (θ ′)) and deduces(R, πBσ ∪Cσ (θ ′))
end if
else
return {θ ′} 
 L
end if
end function
Note that it is necessary to compute the conjunction of both the recursive calls: the overall result is true only when
both are true. Therefore, the best way of implementing it is by using a short-circuited conjunction, like the operator && of C
language, because in this way the second call is avoided if the result of the first call is false.
The last case {θ ′} 
 L occurs when the search process arrives to a leaf. In this situation L is a list of triples and the
condition can be checked with a simple loop, by verifying if there exists a triple θ¯ ∈ L such that θ ′ 
 θ¯ .
The reduction in terms of computation time depends on the size of the tree T . In the worst case, [ J]∗ is a list and there
is no difference with the deduction procedure described in [1].
In the following, we focus our attention on graphoid structures. In particular, we introduce a function, described by
Algorithm 3, which builds an acyclic directed graph DAG given an orderingπ = 〈π1, . . . , πn〉 on S and the tree T computed
by FC( J, S). This function is an extension of the function BN-draw introduced in [3] which returns, given an ordering
π = 〈π1, . . . , πn〉 on S and a fast closure set J∗, the minimal set of parents associated to any index πi, for i = 1, . . . , n,
useful for building the related DAG and working only on J∗.
Algorithm 3 DAG from T given an ordering π of S
function BN-draw(π , T )
P ← ∅
G ← a graph with S as vertex set and no edges
for i ← 2 to |S| do
P ← P ∪ {πi−1}
pa ← FindParents(πi, P, T )
draw an arc in G from each index in pa to πi
end for
return G
end function
As we have seen for the deduction problem, the tree-like representation of [ J]∗ can sensitively enhance the computation
of the parent set of a given variable with respect to an ordering. The parent set of πi is computed by finding the triple of the
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kind (πi, B, C) deducible by J such that B∪C = S(i) = {π1, . . . , πi−1} and C is minimal. Such triples can be easily extracted
from the tree by implementing a pre-order visit.
Therefore, given a subset J of S(3) and an orderingπ = 〈π1, . . . , πn〉, the Algorithm 4 returns the set of parents of a fixed
index πi, i = 1, . . . , n, with respect to FC( J, S), where, as usual, |E| denotes the cardinality of a set E.
Algorithm 4 Find the set of parents of an index πi with respect to FC( J, S) and the ordering π = 〈π1, . . . , πn〉
function FindParents(πi, S(i), T )
let 〈L, σ, R〉 the root of T
if σ = ⊥ then
pa ← FindParentsList(πi, S(i), {σ })
paA ← FindParents(πi, (Aσ ∪ Cσ ) ∩ S(i), L)
paB ← FindParents(πi, (Bσ ∪ Cσ ) ∩ S(i), R)
if |paA| < |pa| then pa ← paA
if |paB| < |pa| then pa ← paB
else
pa ← FindParentsList(πi, S(i), L)
end if
return pa
end function
In two cases the auxiliary function FindParentsList is called: to compute the possible contribution given by σ and when
the search process arrives to a leaf.
In general, given a set of independence relations L and an ordering π on S, Algorithm 5 returns the set of parents of an
index πi, for any i = 1, . . . , n, by using the triples in L.
Algorithm 5 Find the set of parents of a index with respect to the set of relations L and the ordering π
function FindParentsList(πi, S(i), L)
pa ← S(i)
for θ = (A, B, C) ∈ L do
if πi ∈ A and C ⊆ S(i) then
temp ← C ∪ (A ∩ S(i))
if |temp| < |pa| then pa ← temp
else
if πi ∈ B and C ⊆ S(i) then
temp ← C ∪ (B ∩ S(i))
if |temp| < |pa| then pa ← temp
end if
end if
end for
return pa
end function
8. Conclusions and future work
In this paper we show that the presence of particular independency relations and the use of projection can speed up the
computation of the so called fast closure [ J]∗ of a set J. In this case, the closure is represented as a binary tree which can
be sensitively smaller than the usual representation for the fast closure [ J]∗. Moreover this tree-like representation allows
to enhance some related procedures, as the algorithm for the deduction problem and the algorithm which builds a DAG
representation of J∗, given an ordering on S.
A possible line of future investigation is to find similar properties able to represent the fast closure [ J]∗ in a compact way,
such that the deduction problem can be easily solved.
Another possible improvement is to study how to exploit the situation of separation and/or sparseness of the variables
occurring in the triples of J.
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