Abstract -To control machines using electromyograms (EMGs), subjects' intentions have to be correctly estimated and classified. However, the accuracy of classification is greatly influenced by individual physical abilities and measuring positions, making it necessary to select optimal channel positions for each subject. This paper proposes a novel online channel selection method using probabilistic neural networks (PNNs). In this method, measured data are regarded as probability variables, and data dimensions are evaluated by a partial KL information measure that is newly defined as a metric of effective dimensions. In the experiments, channels were selected using this method, and EMGs measured from the forearm were classified. The results showed that the number of channels is reduced with 33.33 ± 11.8%, and the average classification rate using the selected channels is almost the same as that using all channels. This demonstrates that the method is capable of selecting effective channels for classification.
I. INTRODUCTION
Since electromyograms (EMGs) reflect human intentions and motions, these signals can be used to control various machines estimating these intentions and motions. Recently, neural networks (NNs) to classify EMG patterns have been widely studied, as such networks can represent any nonlinear mapping by learning [1] , [2] . In addition, Tsuji et al. proposed the Log-Linearized Gaussian Mixture Network (LLGMN) and confirmed its effectiveness in biological signal classification [3] .
The number of channels and the measuring positions for EMGs are very important because the accuracy of EMG classification is greatly influenced by the amount of information in measured signals. In the case of EMG classification, effective channel selection methods have been proposed [4] , [5] by evaluating all combinations of EMG electrodes. With a very large number of channels, however, computation takes a long time, meaning that real-time applications for humanmachine interfaces cannot be achieved. To select effective channels for each subject, it is necessary to evaluate users' EMG patterns and the impact of each channel on the EMG classification with less computational time.
This paper proposes a novel variable selection method based on Kullback-Leibler (KL) information and its application to channel selection for EMG measurement. In this method, measured signals are regarded as probability variables, and their probabilistic density function (pdf) is estimated using probabilistic neural network (PNN) learning based on Kullback-Leibler (KL) information. In addition, a partial KL information measure based on a partial Wilks' lambda is newly defined as a metric of effective dimensions for classification, and dimensions that are not effective are eliminated. As a result, effective channels for each user can be selected using this method without evaluating all channel combinations.
II. PARTIAL KL INFORMATION MEASURE
A novel metric of dimensions for pattern classification, called the partial KL information measure, is newly defined. Using the partial KL information measure, the most ineffective dimensions can be eliminated. [6] Wilks' lambda is a test statistic used in multivariate analysis of variance. There are N k samples in the kth class, and each sample x is a vector with L dimensions (x L ℜ ∈ ). ) ( k n x (n = 1,2,…,N k ) denotes the vector of the nth sample in the kth class. Wilks' lambda is defined as follows:
A. Partial Wilks' lambda
where | | ⋅ denotes the determinant of the matrix, W is the within-class sum of squares,
and T is the total sum of squares, _______________________________________________________________ IFMBE Proceedings Vol. 23
where ) (k x is the centroid of class k, and x is the overall centroid. K is the number of classes, and T ) (⋅ denotes the transpose of the matrix. The smaller the Wilks' lambda, the more classes are separated.
To identify important dimensions for discrimination, a partial Wilks' lambda is then introduced:
where
x is the data set of ith element of x, and
[ is the set of vectors that are eliminated in the ith dimension from x. Here,
performs the same role as the F-statistic in one-way analysis of variance, where N is the number of samples in all classes
. This follows an F distribution with [7] . In the backward elimination method, the smallest of all the Fi values is eliminated if it is lower than the critical value of Fout. This process is repeated on the remaining dimensions until the smallest F i value is higher than F out .
However, the partial Wilks' lambda cannot respond to non-Gaussian data since it is based only on data variance. Therefore, it might be difficult to correctly classify the EMG, which is not always Gaussian, for human-machine interfaces after evaluating the dimensions using the Wilks' lambda. To solve these problems, a new metric of effective dimensions referred to as partial KL information is proposed.
B. Partial Kullback-Leibler (KL) information
To classify non-Gaussian and/or non-linear data, it is common to regard them as probability variables and estimate their pdf. It is considered possible to evaluate the dimensions using the estimated distribution.
The KL information represents the difference between two probability distributions [8] . Let ) ( k n x be the vector of the nth sample in the kth class, and the probabilities of the kth class in true probability distribution and estimated distribution are Pr{x = x (k) } = P k and Q k , respectively. The KL information is calculated by
T , respectively, and the first term on the right side is reduced to a constant; therefore, if the second term becomes the minimum, the KL information becomes the minimum. This means that the estimated distribution is close to the true distribution.
Based on the above concept, this paper defines the partial KL information to evaluate dimensions:
I n (P [i] , Q [i] ) is the KL information for the nth sample x n , and is obtained using the probability variable * ] [i x in which the ith element of each variable included is eliminated. If
, this means that true distribution can be estimated without the dimension x i .
III. PARTIAL KL INFORMATION-BASED VARIABLE SELECTION USING PNN
A novel variable selection method using the partial KL information measure is newly proposed for pattern classification. In this method, KL information is calculated through PNN learning, and redundant dimensions are eliminated one by one.
A. Variable selection using the LLGMN
The LLGMN is based on the GMM and the log-linear model of pdf [3] . By applying the log-linear model to a product of a mixture coefficient and the mixture component of the GMM, the semiparametric pdf model is incorporated into a three-layer feedforward NN. This network can calculate the a posteriori probability Y k (n) for the input pattern x(n) after learning [3] .
A simple backpropagation algorithm is feasible when the teacher vector T(n) for the nth input vector x(n) is given. As the energy function J for the network,
is used, and learning is performed to minimize the KL information for true distribution. This means that a learned network can approximate the data distribution.
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Based on E i , two inputs are evaluated, and the more effective one is selected through the selector. The ith dimension for which E i (i = 1,2,…,L) has the largest value is eliminated by the selector, and ineffective dimensions are then eliminated one by one through repetition of this procedure.
B. Channel selection for EMG classification
Using the partial KL information-based variable selection method, we applied the technique to channel selection for EMG classification. The structure of the channel selection method is shown in Fig. 2. • Feature extraction l = 1,2,..., L) . Next, the EMG l (n) values are normalized to make the sum of L channels equal to 1:
EMG is the mean value of EMG l (n) while relaxing the muscles. This feature vector x(n) L ℜ ∈ is input to the LLGMN for channel selection.
• Channel selection For EMG classification, the effective dimension of the feature vector (i.e., the EMG measurement position) is selected through LLGMN learning. In the channel selection algorithm, ineffective channels are eliminated based on the partial KL information when the termination condition is fulfilled. The algorithm details are as follows: 
IV. CHANNEL SELECTION EXPERIMENTS
To verify the effectiveness of the proposed channel selection method, we performed EMG-based motion classification experiments.
A. Experimental conditions
The subjects were five normal volunteers (including one person who had experienced EMG control), and six electrodes were attached to each subject's right forearm (see Fig. 3 ). The subjects performed four motions (K = 4; hand grasping, hand opening, wrist flexion and extension) for a few seconds, and . One set of the measured data was used for learning and channel selection (learning data), and the other sets were used only for classification (evaluation data). The limit value θ E = 0.8 was used for channel selection, the number of learning data was N = 80, and the number of evaluation data was 4,000 (20 and 1,000 for each motion respectively). Figure 4 shows the relationship between classification rates and KL information when the number of channels for classification is changed. The figure outlines the results of reducing the number of channels using learning data measured from Subject A. In this experiment, the initial weights of the LLGMN were changed 10 times, learning deviations wereand classification were performed in each trial, and the average classification rates and standard obtained. Since the KL information from these results was almost near zero with three to six channels, it is confirmed that the accuracy of classification was high. At this point, three channels were selected by the termination condition of the proposed method (Ch. 2, Ch. 3 and Ch. 6), and the average classification rate was 100%.
B. Results and discussion
Next, the average classification rates of the evaluation data using the channels selected with the learning data are shown in Fig. 5 . This figure shows the classification results of using all channels' and selected channels' EMG for all subjects. It can be seen that motion could be classified using only the selected channels. The number of channels is reduced with 33.3 ± 11.8%. The classification rates of Subject A, which were calculated using three channels of all combinations from six channels' EMG (i.e. the number of combinations was 6C3 = 20) are shown in Table 1 . In this table, the gray zone highlights the outcomes using the proposed method. These results show that the second-highest classification rate was obtained by the proposed method, meaning that semi-optimal channel combination could be selected from all combinations. In the experiments on the other subjects, optimal or semi-optimal channel combinations could also be selected with the highest or second-highest classification rate. These results lead us to the conclusion that effective channel could be selected using the partial KL information measure without evaluating all possible channel combinations. Table 1 . Classification rates using three channels of combinations from all channels (Subject A)
V. CONCLUSION This paper proposes a variable selection method using a new metric to select effective dimensions called the partial Fig. 5 . Classification rates using all channels and selected channels Fig. 4 . Relationships between classification rates and KL information (Subject A). Note that the standard deviations are less than 0.27% for the classification rate and 0.06% for the KL information. _________________________________________________________________ KL information measure. In order to confirm its effectiveness, the method was applied to channel selection for EMG classification. In experiments on forearm motion classification, effective channels for classification could be selected for each subject. In future research, we plan to enhance the channel selection method by considering cross-talk EMG and applying the method to training systems for humanmachine interfaces using EMG.
