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Introduction
In this paper, we are concerned with the existence of positive periodic solutions to the nonlinear differential equation
u (t) + a(t)u(t) = f (t, u(t)), t ∈ R,
(1.1) where we assume that A function u is said to be a positive ω-periodic solution to Eq. (1.1) if and only if (i) u ∈ C 2 (R), u(t + ω) = u(t), u(t) ≥ 0 for all t ∈ R and u(t) ≡ 0;
(
ii) u (t) + a(t)u(t) = f (t, u(t)), t ∈ R.
It is easy to verify that the positive ω-periodic solution to Eq. (1.1) is equivalent to the positive solution to the following periodic boundary value problems (PBVPs):
u (t) + a(t)u(t) = f (t, u(t)), t ∈ [0, ω], (1.2) u(0) = u(ω), u (0) = u (ω).
1.3)
Recently, the fixed point index theory has successfully been used to deal with the existence of positive solutions to two-point boundary value problems, and a great number of satisfactory results have been attained; see [1] [2] [3] [4] . Now some authors are trying to apply the fixed point index theory to periodic boundary value problems; see [5, 6] . Motivated by the method of [5] , we study the existence of positive solutions to periodic boundary value problems (1.2) and (1.3) by using the theory and obtain some further results. These results are essential because they involve the first positive eigenvalue of the linear problem corresponding to the PBVPs (1.2) and (1.3). We also improve the conditions concerning a and M given in [5] . Function a can have a zero point and M can equal (π/ω) 2 , while in [5] it is assumed that a(t) > 0 for all t ∈ [0, ω] and 0 < M < (π/ω) 2 .
Preliminaries
In this section, we will give some lemmas which are very important for proving the main result of this paper. We assume throughout that a satisfies (H 1 ) and f satisfies (H 2 ). Let M = max t∈ [0,ω] 
a(t). C[0, ω]
denotes the usual continuous function space with norm u = max t∈ [0,ω] 
The solution u is given by u := T h, where T satisfies 
Proof. Let
Then from (2.3) and the maximum principle we can easily show that
is the unique solution to the problems (2.1) and (2.2). Since G is continuous, we can see that T :
is a linear completely continuous operator. Obviously, 1/M is a solution of the problems (2.1) and (2.2) for h(t) ≡ 1, so we get
By the fact that G is nonnegative and (2.4), it is easy to see that
T h ∈ C + [0, ω] for all h ∈ C + [0, ω]. For arbitrary given h ∈ C + [0, ω] with h(t) ≡ 0, now we prove that (T h)(t) = ω 0 G(t, s)h(s) ds > 0, t ∈ [0, ω]. We only need to prove that for each t ∈ [0, ω], G(t, s)h(s) ≡ 0 in s ∈ [0, ω]. Since h(s) ≡ 0, there exist s 0 ∈ (0, ω) and δ > 0 such that h(s) > 0 as s ∈ [s 0 − δ, s 0 + δ] ⊂ [0, ω]. When t ∈ [0, s 0 ), G(t, s 0 )h(s 0 ) = r (ω + t − s 0 )h(s 0 ) = α 0 cos β(t − s 0 + ω/2)h(s 0 ), while −ω/2 < ω/2 − s 0 ≤ t − s 0 + ω/2 < ω/2; this implies that β(t − s 0 + ω/2) ∈ (−π/2, π/2), so G(t, s 0 )h(s 0 ) > 0. Similarly, when t ∈ (s 0 , ω], G(t, s 0 )h(s 0 ) = r (t − s 0 )h(s 0 ) = α 0 cos β(t − s 0 − ω/2)h(s 0 ) > 0. When t = s 0 , G(t, s 0 + δ)h(s 0 + δ) = G(s 0 , s 0 + δ)h(s 0 + δ) = α 0 cos β(ω/2 − δ)h(s 0 + δ) > 0. The proof is completed. Lemma 2. Let (Bh)(t) = (M − a(t))h(t), t ∈ [0, ω] for all h ∈ C[0, ω]. Then B : C[0, ω] → C[0, ω] is a
positive linear continuous operator, and T B <
Proof. It is easy to see that B :
By assumption (H 1 ) and Lemma 1, it follows that (T a)(t) > 0 for all t ∈ [0, ω], and therefore 
have a unique solution u, where u := Ph and 
This implies that P is positive because T and B are both positive. It is obvious that Ph ≥ T h for all h ∈ C + [0, ω]. This implies also that P is strongly positive since T is strongly positive. The proof is completed. 
ϕ(t)(Pu)(t)dt
Proof. It follows from Lemma 3 that Ph ≥ T h for all h ∈ C + [0, ω], especially P1 ≥ T 1 = 1/M, and therefore P n 1 ≥ 1/M n . Hence, the spectral radius of operator P satisfies r (P)
According to the Krein-Rutman theorem [10] , r (P) is an eigenvalue with a positive eigenvector, i.e. there exists ϕ > 0 such that Pϕ = r (P)ϕ. Since Pϕ = r (P)ϕ is equivalent to the following PBVPs:
is an eigenvalue value of linear PBVPs corresponding to PBVPs (1.2) and (1.3), and we can easily prove that λ 1 = 1/r (P) is the first positive eigenvalue of the linear problems.
Since Pu is the unique solution of the following linear PBVPs:
w (t) + a(t)w(t) = u(t), t ∈ [0, ω], w(0) = w(ω), w (0) = w (ω),
it follows that
Hence (2.9) holds. The proof is completed. Now, we define operators F, Q : 
ϕ(t)(Qu)(t)dt
On the other hand,
Using this and (2.11), we have
The proof of the main theorem of this paper is based on fixed point index theory in [7] [8] [9] . For r > 0, let K r = {u ∈ K : u < r } and ∂ K r = {u ∈ K : u = r }, which is the relative boundary of K r in K . The following two theorems [7] [8] [9] are needed in our argument.
integrating on [0, ω], using (2.9) and (3.1), we have
which is a contradiction. Hence Q satisfies the hypotheses of Theorem A. Therefore we have
On the other hand, since f ∞ > λ 1 , by the definition of f ∞ , there exist R 0 > 0 and ε > 0 such that 
By the definition of K , we get
Therefore it follows that R ≤ C/εδ, which is a contradiction with the choice of R. Hence hypotheses of Theorem B hold. Therefore we have
Now by the additivity of fixed point index, (3.2) and (3.4), we have
Therefore Q has a fixed point in K R \ K r . Suppose condition (ii) holds. Since f 0 > λ 1 , by the definition of f 0 , there exist r 0 > 0 and ε > 0 such that
Let r ∈ (0, r 0 ). If there exist u 0 ∈ ∂ K r and µ 0 ≥ 0 such that u 0 = Qu 0 + µ 0 ϕ, then u 0 ≥ Qu 0 . Multiplying this inequality by ϕ, integrating on [0, ω], using (2.9) and (3.5), we have
Since ω 0 ϕ(t)u 0 (t)dt > 0, it follows that 1 ≥ 1+ε, which is a contradiction. On the basis of Theorem B, we have
On the other hand, since f ∞ < λ 1 , there exist R 0 > 0 and ε > 0 such that
So altogether we have Therefore Q has a fixed point in K R \ K r , which is nonzero. The proof is completed. 1) , so the existence results are essential, and therefore we have improved on the results in [5] .
