We propose a class of distribution-free rank-based tests for the null hypothesis of a unit root. This class is indexed by the choice of a reference density g, which needs not coincide with the unknown actual innovation density f . The validity of these tests, in terms of exact finite sample size, is guaranteed, irrespective of the actual underlying density, by distribution-freeness. Those tests are locally and asymptotically optimal under a particular asymptotic scheme, for which we provide a complete analysis of asymptotic relative efficiencies. Rather than asymptotic optimality, however, we emphasize finite-sample performances, and show that our rank-based tests perform significantly better than the traditional Dickey-Fuller tests.
Introduction

Autoregressive unit root models
The econometric and statistical literature dealing with near unit root asymptotics in time series models is overabundant; we refer to Haldrup and Jansson (20) for a recent review. The presence or absence of unit roots in econometric models indeed has crucial economic policy implications. Unit root problems, on the other hand, generally lead to non-standard asymptotics, hence tricky statistical inference. The study of least-squares estimators in zero-mean nonstationary autoregressive processes started with White (48) , but gained more attention after publication of Dickey and Fuller (11) . The unit root testing problem was first studied in detail in Dickey and Fuller (12) .
In this paper we restrict ourselves to the simplest possible case of a univariate AR(1) unit root model with i.i.d. innovations. Extensions to multivariate settings, cointegration, panel data, more elaborate trends involving covariates, and heteroskedastic innovations fall within the general ideas of the present paper but their technical implications are not pursued here. As examples of these extensions we mention Phillips (35) , Chan and Wei (8) , Phillips and Perron (37) , West (47) , Johansen (29) , Phillips (36) , Levin, Lin and Chu (31), Im, Pesaran, and Shin (25) , Elliott and Jansson (16) , to name only a few.
Within that very simple context, we are interested in the construction of "efficient" tests of the null hypothesis of a unit root. Whether based on theoretical asymptotic optimality results or on simulations, assessing the "efficiency" of such tests requires embedding the null hypothesis of a unit root into a broader model of AR (1) dependence. The literature (see, for instance, the monographs by Hamilton (21) or Enders (18) ) traditionally considers two of them, under which the observation (Y 1 , . . . , Y n ) either is generated from Model (a) (a very simple model of the ARMAX type 1 ) 
In both cases, it is generally assumed that {ε t , t ∈ N} is an i.i.d. innovation process, with mean zero and a distribution function F admitting a density f . For the sake of simplicity, the initial value is taken to be Y 0 = 0; see, however, Müller and Elliott (33) for an analysis of the influence of such an assumption. Intuitively, Model (a) describes an autoregressive scheme in which the random shocks are i.i.d. with constant mean µ, whereas in Model (b) the i.i.d. shocks have mean zero, while the observations have (constant) mean m. For ρ < 1, those two models, under two parameterizations, actually strictly coincide: indeed, (1) and (2) , for µ = (1 − ρ)m, describe the same data-generating process. For ρ = 1, however, Model (a) takes the form
yielding the (first-as well as second-order nonstationary) random walk with drift
That null hypothesis H 0 strictly contains the null hypothesis induced by Model (b),
which characterizes a (second-order nonstationary but first-order stationary) random walk with constant mean m Y t = m + u t , u t := t s=1 ε s .
From the point of view of local asymptotic experiments, however, Models (a) and (b) dramatically differ. While Model (a), as we shall see, defines local experiments that are nicely (be it with nonstandard consistency n 3/2 rates) LAN (Locally Asymptotically Normal) at the null hypothesis H 0 of unit root 2 ,
0 yields a considerably more tricky asymptotic structure, of the LABF (Locally Asymptotically Brownian Functional) type, for which no uniform optimality results exist-see Elliot, Rothenberg, and Stock (17), Rothenberg and Stock (41), Thompson (43) , and Jansson (26) . We refer to Gushchin (19) , Ploberger (2004 Ploberger ( , 2008 , and Jansson and Moreira (27) , for recent developments on experiments of the LABF and the (more general) LAQ (Locally Asymptotically Quadratic) type.
For any fixed n, thus, Models (a) and (b) are extremely similar: for ρ < 1, they strictly coincide, whereas, for ρ = 1, Model (a) is more general, since H 0 includes H (b) 0 as a special case. It follows that the choice between (1) and (2) is not really a choice between two models, but a choice between two types of asymptotics: the debate is about (a)-asymptotics versus (b)-asymptotics rather than Model (a) versus Model (b). This is a delicate debate we do not enter into here. Asymptotics in this paper are just a mathematical device, which is used to suggest "sensible" testing procedures for the finite-sample problem at hand. Rather than parametric or semiparametric efficiency, or ARE values, which presuppose adopting a specific asymptotic scheme, the ultimate benchmark for the procedures we are describing here are their finite-sample performance under the alternative, where Models (a) and (b) coincide, so that no particular choice needs to be made. This paper accordingly divides into two main parts. Section 2 is devoted to asymptotics, Section 3 to finite-sample performances. Much attention has been given, in the recent literature, to (b)-asymptotics; the asymptotics we are developing in Section 2 are (a)-asymptotics 3 , which, apparently, have not been considered so far in this context, and suggest a class of very simple tests, for which moreover rank-based, hence finite-sample distribution-free versions, exist. Being distribution-free, those tests are valid, for finite sample size n, irrespective of the innovation density f (no moment restrictions 4 , and irrespective of the model ((a) or (b)). In Section 3,we show that, irrespective of the model, still for finite sample sizes, the rank tests developed in Section 2 outperform, quite significantly, the traditional Dickey-Fuller procedure.
Rank tests
Let us provide some details about the test statistics we are proposing. Our statistics are based on the ranks R t of the increments ∆Y t := Y t − Y t−1 . Let g be a given (so-called reference) density, not necessarily the actual underlying density f . We assume throughout that g belongs to the class F of densities h that are absolutely continuous with a.e. continuous derivative h ′ and finite Fisher information for location I h := (h ′ /h) 2 dH ∈ (0, ∞) and for which
(as usual, F , G, H denote the distribution functions associated with f , g, h).
We stress again that, as far as the validity of our test is concerned, we do not make any assumptions on f (our tests are strictly distribution-free). If, however, asymptotic optimality, under density f and (a)-asymptotics, is to be considered, then we need to impose f ∈ F.
Our test statistics, motivated by the asymptotic analysis of Section 2, take the form
. Under the null hypothesis H 0 , hence also under the null hypothesis H
0 , the vector of ranks (R 1 , . . . , R n ), and therefore the test statistics T (n) g , are distribution-free with respect to µ and f . In particular, this implies that exact critical values for T (n) g -based tests can be easily computed or simulated for finite n, despite the unspecified f and µ.
The form of the test statistic (6) actually follows from optimality considerations under (a)-asymptotics and µ = 0. In Section 2, we derive its local power and compare it to the bound obtained from the LAN property to be derived in Section 2.3. That local power does depend on both the reference density g and the actual underlying density f . We show that a correctly specified reference density g = f leads to a test that achieves the lower bound and thus is parametrically efficient. As a result, while our tests are valid irrespective of the reference and underlying densities, they are locally and asymptotically efficient, in Model (a) (with µ = 0), in case of a correctly specified g. This situation thus is tantamount to quasi-or pseudo-maximum likelihood estimation, where choosing a (Gaussian) reference density leads to an estimator that is (hopefully) consistent even if the reference density is misspecified, while attaining the parametric efficiency bound in case the actual underlying density is Gaussian. In general, the limiting variance of such estimators, however, depends on both the true and the (Gaussian) reference density. Our tests have a comparable property, with the important difference that we may use any density g as a reference density, while quasi or pseudo likelihood procedures are generally restricted to a Gaussian g (when using another reference density the estimators, in general, do not remain consistent under misspecified innovation density). Moreover, for our tests, the reference density can even be pre-estimated in order to achieve (parametric) efficiency uniformly over a broad class of densities f -without any sacrifice at the level of validity (see Section 2.6). Now, in case (b)-asympotics are to be preferred, the tests based on T (n) g , as already mentioned, remain valid; but their asymptotic optimality properties are lost. However, their fixed alternative performances are unchanged: the fact that Dickey-Fuller, as shown in Section 3, is significantly outperformed by our rank tests holds under Model (b) as well as under Model (a).
Distribution-freeness is another attractive property of our tests. The need for exact and distribution-free inference in econometrics often has been emphasized: see, for instance, Dufour (15) or Coudin and Dufour (10) . Despite of that recognized need, distribution-free procedures remain extremely rare in the context of time series econometrics. Campbell and Dufour (6), Campbell and Dufour (7), and Luger (32) consider testing orthogonality restrictions using sign-and rankbased tests instead of regression based approaches. These methods are based on zero-median or symmetry assumptions and, using extensive simulation, are shown to beat regression-based tests. Hasan and Koenker (23) extend these results using regression rank-scores in order to deal with the nuisance parameter problem. Their focus of interest again is the zero-mean unit root model. Hasan (22) further allows for infinite variances; none of them provides a formal optimality analysis. Thompson (44) reconsiders these tests in order to improve their power especially for fat-tailed error distributions. Finally, we mention Breitung and Gouriéroux (4) who consider the hypothesis that some transformation of the process exhibits a unit root. They propose a test based on the ranks of the observed time series (not those of residuals).
Outline of the paper
The remainder of the paper is organized in two sections, a conclusion, and an appendix. Section 2 provides a full analysis of the limiting properties of our tests: asymptotic null distributions and, under (a)-asymptotics, local powers and asymptotic relative efficiencies (AREs). When based on a Gaussian reference density g, our tests, in that context, are beating the appropriate DickeyFuller tests uniformly in the actual underlying density f as soon as µ = 0, with asymptotic efficiency gains exceeding, for instance, 100% in the Student t 3 case-these gains actually are an unbounded function of f -tail weights. Section 3 is devoted to a numerical investigation of the finite-sample performances of our tests. Contrary to AREs, such finite-sample evaluations do not require choosing between (a)-or (b)-asymptotics, and they amply confirm the ARE results of Section 2. Section 4 concludes, while proofs are gathered in Appendix A.
Asymptotic theory 2.1 Rank tests: exact versus approximate scores
It turns out that deriving results on the asymptotic size and (under (a)-asymptotics) local power of our test is easier when the test statistic (6) is slightly adjusted, replacing ϕ g bỹ
Note thatφ g , contrary to ϕ g , depends on the number of observations n. Clearly, the statistic based on ϕ g is simpler to compute, although the functionφ g is easily simulated using distribution-freeness of the ranks. Whereas (6) , in the literature on rank-based inference, is known as the approximate score version of T
yields the so-called exact score version. This exact score version is more convenient for proofs as its expectation is identically zero: E {φ g (R t /(n + 1))} = E G {ϕ g (G(ε t ))} = 0. Incidentally, note that the average of the weighting constants t/(n + 1) − 1/2 in (6) equals zero as well. When n is large and conditionally on the rank of ε t being R t = i, G (ε t ) is approximately equal to i/(n + 1). This intuitively explains why the ϕ g -andφ g -based versions of T (n) g behave similarly. This is formalized in the following result. 
Proof: This is a well-known result on the asymptotic equivalence of the approximate and exact score versions of (linear) rank statistics, which is proved at various places; see, for instance, Theorem 13.5 in Van der Vaart (45). 2 (8) Condition (5) on ϕ g is satisfied for all standard reference densities g: Gaussian, logistic, double-exponential, Student (including Cauchy), etc. Under this condition, the asymptotic equivalence in (8) implies that all results concerning asymptotic size, power (under contiguous alternatives), and efficiency carry over from one statistic to the other: whether exact or approximate scores are considered has no impact on asymptotic results.
Remark 2.1 A consequence of the Local Asymptotic Normality result proved in Proposition 2.1 below is mutual contiguity of the probability measures at the unit root (ρ = 1) and those near the unit root (ρ
n = 1 − O(n −3/2 )). The asymp- totic equivalence
Rank tests: Asymptotic size
In view of distribution-freeness, one could easily, via simulations, construct tests based on T (n) g with exact finite-sample sizes, irrespective of µ and f . Asymptotically, appropriate critical values also can be obtained from a normal distribution with variance I g /12, as shown by the following result (see the appendix for a proof).
. from a continuous distribution with density f and denote by R t the rank of ∆Y t among ∆Y 1 , . . . , ∆Y n . Let the reference density g belong to F . Then, as n → ∞ and under H 0 ,
Note that 12/I g T (n) g is scale-free. If σ is a scale parameter associated with g (not necessarily a standard error, though), writing g σ for g and g 1 for the corresponding standardized density (such that
We insist once again that no assumptions are made on f which, in particular, needs not have finite moments nor belong to F . Moreover, Theorem 2.1 is equally valid for Model (a) as well as Model (b) as a result of the distributionfreeness also with respect to µ. For instance, Theorem 2.1 still applies under heavy-tailed innovations such as Cauchy or Lévy ones, while the Dickey-Fuller statistic may break down. This fact will be confirmed in Section 3 by finitesample simulations. Unlike their size, however, the power of our tests depends both on the chosen reference density g and the actual underlying density f (actually, on their standardized versions, g 1 and f 1 ); for f ∈ F, explicit values are provided in Theorem 2.2 below.
Limit experiment and efficient inference
As mentioned in the introduction, the limiting experiments, under (a)-asymptotics, crucially depend on the value of µ. In case it is known that µ = 0, the limit experiment (for the model with single parameter ρ) is Locally Asymptotically Brownian Functional (LABF) with rate of convergence n, as shown by Jeganathan (28) , and departures of the order of n −3/2 from the unit-root hypothesis cannot be detected. This LABF-result is exploited in Jansson (26) to derive power envelopes for unit root tests.
As shown in the next result, the situation is quite different, and much simpler, under (a)-asymptotics. Proposition 2.1 Consider the model (1) with innovation density f ∈ F. Denote by P (n) (µ,ρ);f the joint distribution of (Y 1 , . . . , Y n ) generated by (1) .
and Fisher information
More precisely, ∆Y t = µ + ε t under P (n) (µ,1);f , and, as n → ∞, log dP
and
For µ = 0, however, this LAN result is a degenerate one, with information (45)) completely characterizes the local and asymptotic features of the statistical experiment under study. Not only does it induce the asymptotic optimality bounds for statistical inference, but it also indicates how central-sequence-based procedures achieve those bounds. Accordingly, it follows from Proposition 2.1 that a locally and asymptotically optimal test for H 0 : ρ = 1, under (a)-asymptotics, in case the innovation density f is known, and considering µ = 0 a nuisance parameter, should be based on (any monotone transformation of)
(see, for instance, Section 11.9 of Le Cam (1986)). Clearly, the constant factor µ/I f can be ignored in the construction of that test, where we focus on the empirically more relevant case of µ > 0 and reject (as the alternative is ρ < 1) for small values of the test statistic. Statistics of the form
thus are interesting candidates as test statistics for our problem, and reach parametric efficiency in case f = g. Unfortunately, S g . The essential difference is that, being distributionfree, its finite sample distribution is the same under f = g as under f = g: T (n) g thus does not require f to be specified, and naturally qualifies as a solution for our testing problem, while achieving efficiency at the chosen reference density g. Section ?? discusses the details.
Local powers
The asymptotic power of our rank-based test statistics T (n) g against local (under (a)-asymptotics) unit root alternatives follows directly from the so-called Le Cam third lemma. 
with
Proof: See the Appendix. 2
Whenever µ = 0, our test has power against alternatives that are at distance n −3/2 from the unit root. This is, of course, much more precise than the usual n −1/2 rate. It is more precise, too, than the n −1 rate that can be attained in case µ = 0, see Proposition 2. 
. Similarly, if g 1 and g 2 are such that, for some c > 0, g 2 (z) = c −1 g 1 (z/c), then I f g2 /I g |DF) of our rank-based test based on T (n) g in (6) with respect to the Dickey-Fuller test, for various choices (Gaussian, logistic, double exponential) of the reference density g, and several values (Gaussian, logistic, double exponential, Cauchy, and t 3 ) of the actual density f . Table 1 provides, for various reference densities and various f , some numerical values of (16) . Under infinite innovation variance, those values are infinite, since Dickey-Fuller is no longer valid 5 . Observe, however, that under finite innovation variance for f , very sizeable efficiency gains also are possible, even when using a Gaussian reference density g (van der Waerden tests).
Choosing the reference density g
Our test depends on a reference density g to be chosen by the investigator. This raises the obvious question of how to choose this reference density.
Recall that our rank-based statistic T (n) g is homogeneous in the scale of the reference distribution: rescaling a given reference density g(·) to g c (·) = c −1 g(·/c), c > 0 has no impact on the test, and one does not have to worry about choosing an appropriate scale for g. Similarly, we have shown in Remark 2.6 that the Asymptotic Relative Efficiency of our test with respect to the Dickey-Fuller test does not depend on the scale of the reference density g, nor on that of the actual density f .
The form of the reference density g, if not its scale, however, does influence the local power of our test via the ratio |I f g |/I
1/2 g in (15). We will discuss the (optimal) choice of the reference density in more detail in Section ??. An obvious first choice, however, is a Gaussian reference density g(x) ∝ exp(−x 2 /2), leading to the so-called normal or van der Waerden scores. In this case,
where Φ denotes the standard normal distribution function, I g = 1, and (16) reduces to
A celebrated result by Chernoff and Savage (9) shows that the latter quantity is always larger than one, except under Gaussian f , where it takes value one. Consequently, a Gaussian reference density constitutes a safe choice, as it always leads to an improvement over the Dickey-Fuller test. The magnitude of the improvement is all the more sizeable in our situation, due to the faster rate of convergence n 3/2 ; see the first row in Table 1 . For instance, true underlying Student t 3 distributed innovations lead to more than 100% efficiency gain, while fatter-than-t 3 -tailed distribution lead to even larger (infinite in the case of infinite innovation variance) gains.
Two other popular choices for the reference density are the Double Exponential distribution (Laplace or sign test scores), with density g L (x) = exp(− √ 2|x|)/ √ 2 (for which σ 2 gL = 1 and I gL = 2), and the logistic distribution (Wilcoxon scores)
2 ) (for which σ 2 gW = 1 and I gW = π 2 /9). They lead to the Laplace and Wilcoxon test statistics
It is worth emphasizing, again, that we nowhere imposed that the innovations need to have finite variances, nor even finite first-order moments: our tests remain valid under completely unspecified innovation density f and completely unspecified shift µ (which may be zero). As explained before, the Dickey-Fuller test is no longer valid in the semiparametric model with unspecified f .
Remark 2.7 In view of Theorem 2.2, it is easy to see (using a Cauchy-Schwarz inequality) that maximum power, under given f , is achieved when the reference density g matches the actual one f (up to a possible scale transformation). In that case, our rank-based statistic asymptotically coincides with the parametrically optimal (under (a)-asymptotics) test statistic (12). Consequently, the T (n)
gbased test attains the parametric efficiency bound in Model (a) with innovation density f provided that f = g (up to a scale transformation). This shows that Model (a) actually is adaptive: the "cost" of not knowing the innovation density in addition to not knowing µ is asymptotically nil when performing inference about ρ. Model (b) does not exhibit such attractive limiting local structure.
Pre-estimating the reference density g
As the power of the test depends on the chosen reference density, and is maximal if the reference density coincides with the actual density f up to a scale transformation, one may want to pre-estimate the reference density to use. An important additional advantage of our test is that this can be done without any changes in the asymptotic analysis.
To be more precise, consider an estimated reference densityĝ n with values in F that depends on the order statistics of the increments ∆Y t , as is, for example, the case for traditional kernel density estimators. Recall that the order statistics are stochastically independent of the ranks R t of the innovations. Therefore, we can easily study the behavior of T (n) gn conditionally on the order statistics, that is, as ifĝ n ∈ F were a given reference density. In particular, if (conditionally on the order statistics) exact α-critical points are computed for the estimated-score version of (6), conditional size, hence also the unconditional one, is exactly α too. The resulting tests moreover have Neyman α-structure with respect to the order statistics, hence are similar and unbiased. An analogous reasoning can be applied to show that the power properties of our test with estimated reference density are as if the reference density were correctly specified. In order to make sure that Iĝ n converges to I g a construction as in Proposition 7.8.1 in Bickel, Klaassen, Ritov, and Wellner (3) can be used.
Summing up, the tests based on T
(n)
gn remain conditionally distribution-free; they are parametrically efficient (under (a)-asymptotics), uniformly over the family of all µ = 0 and all f such that, under f ,
-without losing finite-sample validity over that broader class of all µ and f .
Finite-sample performance
As mentioned in the introduction, the ultimate benchmark for any statistical procedure is its finite-sample performance. This is all the more true in the present context, where several distinct and plausible asymptotic schemes are coexisting, roughly on the same statistical model. This section is totally agnostic in that respect, and does not make any choice between Model (a) and (b), nor between the corresponding asymptotics. Nevertheless, the description of the simulated data-generating process requires a parameterization, and the (ρ, m) parameterization (2) has been adopted throughout. Section 3.1 deals with the finite-sample behavior of our tests under H 0 , hence, a fortiori, also under H 
Finite-sample size
In Section 2.2 we proved that the rank-based test statistic T (n) g is asymptotically N (0, I g /12) under the null hypothesis. This section studies the finite-sample distribution of T (n) g . Recall once more that our rank-based test statistics are distribution-free under the null hypothesis. This means that the finite-sample distribution of T (n) g only depends on the number n of observations and the choice of the reference density g. Such distributions thus in principle could be tabulated. In practice, even for moderate values of n, such a tabulation of course is infeasible, and one has to resort to simulations.
To illustrate the convergence to a N (0, I g /12) distribution under the nullhypothesis, Figure 1 conclude that the convergence to the limiting distribution is quite fast. This is common for rank-based tests. Moreover, in view of the distribution-freeness, this convergence is obviously uniform over the family of possible underlying innovation densities f , irrespective of µ. Note that the limiting distribution seems to be overestimating tail probabilities, hence produces conservative critical values. This is confirmed by Table 2 , where simulated critical values are presented, for various sample sizes n, various values α of the tests sizes, and various reference densities g, along with (in the rows labeled "n = ∞") the asymptotic ones. Although the convergence is fast, we thus recommend using simulated critical values rather than the asymptotic ones.
Finite-sample powers
Figures 2, 3, and 4 below provide rejection frequencies, over 10,000 replications of the data-generating process, and sample sizes n = 50 and n = 100, of three of the rank-based tests (van der Waerden, Wilcoxon, and Laplace, associated with Gaussian, logistic and double-exponential reference density g, respectively) considered in this paper, along with those of the traditional Dickey-Fuller procedure. For each combination, three values of ρ, three values of m and three innovation densities f have been considered: 
0 . The rows labeled "n = ∞" contain the critical values calculated from the limiting Gaussian distribution.
All simulations were carried out in Matlab 7.5, and the software is available upon request.
Before commenting Figures 2-4 , some further details about the way DickeyFuller has been implemented is in order. The Dickey-Fuller tests actually are the (standard) t-tests for testing the hypothesis ρ = 1. Accordingly, different versions exist, depending on the regression equation to be considered. These versions are presented in, for example, Hamilton (21), Table 17 .1. Two DickeyFuller tests are suited for both models (1) and (2) . One possibility is to regress Y t on a constant term and Y t−1 (as in (22)). In Hamilton (21), (24) , and Dios-Palomares and Roldan (13) . Therefore, we rather use DF.
Turning to Figures 2-4 , the bar charts speak for themselves: Dickey-Fuller tests, which are daily practice in this context, perform very poorly in (small and moderate n) finite samples, whereas our rank-based tests, quite on the contrary, perform quite well-except for m = 0 or values of m that are very close to zero (equivalently, µ = 0 or µ close to zero). Irrespective of Model (a) or (b), powers are increasing with m. The superiority of rank-based tests is more significant under heavier-than-normal tails than under Gaussian f . Under infinite first and second-order moments (Cauchy f ), the power of Dickey-Fuller is particularly miserable, if any, while rank tests retain good performances. Cauchy scores of course would do even better, but we restricted to classical scores on purpose.
The conclusion of this section is, thus, that our rank-based tests, although derived from the asymptotics of Model (a), enjoy excellent power properties in finite samples, where Models (a) and (b) coincide, and quite significantly outperform the daily practice Dickey-Fuller tests.
Conclusions
We provide a class of rank-based tests of the unit root hypothesis. These tests offer the standard advantages of rank-based tests: distribution-freeness, exact finite sample sizes, and robustness. Moreover, our tests are flexible and efficient, in the sense that a reference density g can be chosen, which is such that semiparametric efficiency is achieved under density g. We stress that our tests have correct size, however, irrespective of the choice of g. That reference density g can even be estimated, without affecting the validity of the test. Moreover, choosing a Gaussian reference density guarantees that our test (of the van der Waerden type) is uniformly locally (under (a)-asymptotics) more powerful than the optimal Dickey-Fuller test in our model.
In finite samples, Models (a) and (b) define the same alternatives. Our simulation study shows that our rank-based test outperforms the traditionally used Dickey-Fuller test. Efficiency gains are particularly large if the underlying innovation density has fat tails.
The present paper focusses on the simplest setting possible. In particular, we assume the underlying innovations of the process to be i.i.d. This is needed in order to define optimality of testing procedures. However, extensions to models that allow for, e.g., parametric forms of heteroskedasticity are easily imagined. 
A Proofs
For ease of reference, we first provide a lemma on the joint convergence of a partial sum process and its rank-based version. Although based on existing results in the literature, this lemma as such does not seem to have been provided. The bottom line is that, where the partial sum process converges to a Brownian motion, its rank-based version converges to the Brownian bridge generated by that Brownian motion. 
Then, we have W
where W denotes a zero-drift Brownian motion with variance
unit of time and W its associated Brownian bridge: 
see Van der Vaart (45), Theorem 13.5. In the notation of Van der Vaart (45), we have i = t, N = n, C N i = I{t ≤ un}, and
Since marginal tightness implies joint tightness, the proof is concluded once we show that W ϕ is tight in D[0, 1] under the uniform topology. This follows from Shorack and Wellner (42) . Take c ni = E { ϕ (U t )| R t = i} and note that c n = n 2 du = I g , with ϕ g := −g ′ /g. Moreover, under H 0 , we have ∆Y t = µ + ǫ t , so that the rank of ∆Y t amongst ∆Y 1 , . . . , ∆Y n is the same as that of ǫ t amongst ǫ 1 , . . . , ǫ n . Now, using W (n) ϕg as defined in Lemma A.1 and (8) with U t = F (ε t ), we obtain the asymptotic representation
Lemma A.1 and the continuous mapping theorem thus imply that T (n) g is asymptotically distributed as
Proof of Proposition 2.1: Case (ii) has been established in Jeganathan (28), Section 7. For Case (i), the proof is analogous to that in Drost, Klaassen, and Werker (14) for a pure location model. The rates of convergence obviously have to be adapted, as well as the form of the Fisher information matrix. Also, µ in our model (1) is a pure location parameter and its Fisher information, therefore, is I f . The Fisher information for ρ is given by the limit of n Le Cam's third lemma, see, e.g., Van der Vaart (45), Section 6.7, now readily implies (14) . : ρ n = 1 + hn −3/2 is N (h, 12σ 2 f /µ 2 ), using the fact that E f (−f ′ /f )(ε t )ε t = 1. Incidentally, this shows that the least-squares estimator is (also) regular in this situation.
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