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ABSTRACT 
Locked-in syndrome (LIS) is a condition characterized by total or near-total 
paralysis with preserved cognitive and somatosensory function. For the locked-in, brain-
machine interfaces (BMI) provide a level of restored communication and interaction with 
the world, though this technology has not reached its fullest potential. Several streams of 
research explore improving BMI performance but very little attention has been given to 
the paradigms implemented and the resulting constraints imposed on the users. Learning 
new mental tasks, constant use of external stimuli, and high attentional and cognitive 
processing loads are common demands imposed by BMI. These paradigm constraints 
negatively affect BMI performance by locked-in patients. In an effort to develop simpler 
and more reliable BMI for those suffering from LIS, this dissertation explores using 
error-related potentials, the neural correlates of error awareness, as an access pathway for 
adaptive decoding and direct volitional control.  
In the first part of this thesis we characterize error-related local field potentials 
(eLFP) and implement a real-time decoder error detection (DED) system using eLFP 
while non-human primates controlled a saccade BMI. Our results show specific traits in 
the eLFP that bridge current knowledge of non-BMI evoked error-related potentials with 
  ix 
error-potentials evoked during BMI control. Moreover, we successfully perform real-time 
DED via, to our knowledge, the first real-time LFP-based DED system integrated into an 
invasive BMI, demonstrating that error-based adaptive decoding can become a standard 
feature in BMI design.  
In the second part of this thesis, we focus on employing electroencephalography 
error-related potentials (ErrP) for direct volitional control. These signals were employed 
as an indicator of the user’s intentions under a closed-loop binary-choice robot reaching 
task. Although this approach is technically challenging, our results demonstrate that ErrP 
can be used for direct control via binary selection and, given the appropriate levels of task 
engagement and agency, single-trial closed-loop ErrP decoding is possible.  
Taken together, this work contributes to a deeper understanding of error-related 
potentials evoked during BMI control and opens new avenues of research for employing 
ErrP as a direct control signal for BMI. For the locked-in community, these 
advancements could foster the development of real-time intuitive brain-machine control. 
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PREFACE 
Imagine your mind trapped in a crystal castle, in a prison filled with sounds, 
images and feelings. Imagine your body far, far away, yet next to you... in the darkness, 
chained to a bed and waiting for the pale rider. No words come out of this prison; your 
thoughts stuck in your mind, bouncing back and forth, without an exit... 
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CHAPTER I: INTRODUCTION 
Brain-machine interfaces (BMI) have the potential to restore the quality of life of 
people with disabilities, in particular those in the locked-in state, a condition 
characterized by quadriplegia and anarthria but with largely preserved cognitive functions 
(Bauer et al., 1979; Beaudoin & De Serres, 2010).  In spite of their progress, current 
invasive and non-invasive technologies do not meet the locked-in needs due to technical 
and physiological factors (Birbaumer, 2006a). Improving BMI performance has become 
an active area of research focused mainly on increasing the signal quality (McFarland et 
al., 1997; Parra et al., 2008), exploring new paradigms and channels of communication 
(Kushki et al., 2012; Millán et al., 2010), and implementing adaptive decoding (Dangi et 
al., 2013). Nevertheless, the locked-in still face big challenges for controlling BMI 
(Chaudhary et al., 2016). 
In an effort to develop simpler and more reliable BMI paradigms for those 
suffering from locked-in syndrome, this dissertation explores error-related potentials, the 
neural correlates of error awareness, as an access pathway for adaptive decoding and 
volitional control. We demonstrate that decoder errors i) can be classified in real-time 
using intra-cortical error-related potentials in an invasive BMI, and ii) we propose and 
implement a BMI paradigm that relies only on non-invasive error-related potentials for 
direct binary-choice decoding. This chapter presents relevant literature to the project and 
summarizes the contents of the dissertation. 
  
2 
1. Locked-in syndrome (LIS) 
Locked-in syndrome (LIS) is a condition characterized by total or near-total 
paralysis of voluntary movements with largely preserved awareness, cognitive and 
somatosensory functions (Smith & Delargy, 2005; Bauer et al., 1979). Clinically, LIS is 
defined by five criteria: sustained opening of the eyes with preserved vertical eye 
movement, preserved basic cognitive capacities, severe hypophonia or anarthria, 
quadriplegia or quadriparesis, and vertical eye movement or blinking as primary mode of 
communication (ACRM, 1995). The extent of motor and verbal impairment leads to 
different subclasses of LIS, ranging from partial  to complete (patients without control of 
vertical eye movements nor blinking, hence unable to communicate; Bauer et al., 1979).  
LIS etiology is very diverse. It can be caused by brain stroke, traumatic brain 
injury, and neurodegenerative disorders like amyotrophic lateral sclerosis and severe 
forms of Guillain-Barré syndrome (Haig et al., 1987; Patterson & Grabois, 1986). The 
anatomic region typically affected is the ventral pons, although extensive bilateral 
damage of the corticobulbar and corticospinal tracts in the cerebral peduncles may also 
be responsible for the syndrome (Beaudoin & De Serres, 2010; Smith & Delargy, 2005). 
Its prevalence rate is not properly documented but research from stroke survivors shows 
locked-in patients are thought to represent less than 1% of this population
1
, though 
diagnosis is not always reported (some individuals die during the acute phase while 
others recover before diagnosis is obtained; Beaudoin & De Serres, 2010). Regardless of 
                                                        
1 About  795,000 people have a stroke every year (AHA, 2016) 
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its etiology, more than 80% of locked-in patients are still alive after ten years of the 
syndrome’s onset (Doble et al., 2003; Casanova et al., 2003; Schnakers et al., 2008).  
Different batteries of neuropsychological tests (short- and long-term memory, 
attention, executive function, language and verbal intelligence tests) suggest that locked-
in patients can recover intact cognitive levels in cases of pure brain-stem lesions (after the 
acute period). Additional injuries beyond the brain-stem (specially in cortical areas) are 
most likely responsible for associated cognitive deficits (Schnakers et al., 2008; 
Rousseaux et al., 2009; New & Thomas, 2005). 
Given the survival rate, level of awareness and cognitive functions in this 
population, providing access to effective communication and mobility are the primary 
goals of long-term LIS treatment (Wolpaw et al., 2002; Kübler et al., 2005; Bruno et al., 
2011). 
2. Brain Machine Interfaces (BMI) 
Brain-machine interfaces (BMI) aim to restore communication and mobility in the 
locked-in patient by recognizing changes in brain signals and translating (decoding) them 
into commands for operating computers, robots and electronic equipment such as spelling 
devices (Birbaumer, 2006b; Friehs et al., 2004; Brumberg et al., 2011; Bacher et al., 
2015). However, currently available technologies do not meet the communication needs 
of those suffering LIS. This is due to technical and physiological factors that affect BMI 
performance such as the paradigm type, the decoded signals, and the users’ cognitive 
capabilities (Blain-Moraes et al., 2012; Brumberg & Guenther, 2010).  
  
4 
2.1 BMI considerations 
Extensive research has examined multiple signals to decode intentions, from 
invasive spike recordings and cortical local field potentials (LFPs; Bansal et al., 2012; 
Santhanam et al., 2006) to non-invasive electroencephalography (EEG) signals 
(Chaudhary et al., 2016) and magnetoencephalography activity (MEG; Mellinger et al., 
2007). Also, near infrared spectroscopy (NIRS; Luu & Chau, 2009) and functional 
Magnetic Resonance Imaging (fMRI) blood-oxygen-level dependent (BOLD) responses 
(Naci et al., 2012) have been explored in BMI, yet several barriers remain for finding 
proper communication channels for translating voluntary commands. Invasive 
technologies suggest promising results (Bacher et al., 2015; Leuthardt et al., 2006; 
Krusienski & Shih, 2011) but they remain unappealing to most patients due to the risks of 
surgery and infection (Birbaumer, 2006a). EEG-based BMI are widely explored for 
communication but are typically cognitively demanding, require training and sustained 
attention, intact active vision (which many locked-in patients lack), and conscious 
modulation of brain signals (Wolpaw et al., 2002); furthermore they often suffer from 
poor performance in locked-in patients (Brumberg & Guenther, 2010). NIRS BMI are 
very slow to operate due to the slow hemodynamic response (~10 seconds), and are very 
sensitive to artifacts, and to the presence of hair obstructing the recording sites (Sitaram 
et al., 2007). Finally, MEG and fMRI-based technologies are expensive, complex and 
currently not suitable for daily use by the locked-in patients. 
These barriers go beyond technical issues; extinction of goal-oriented and output-
directed behaviors following LIS onset can affect the cognitive skills that most BMI 
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paradigms require. Such skills include sustaining attention, learning a new mental task, or 
modulating cortical and peripheral signals (Birbaumer, 2006b; Kübler & Birbaumer, 
2008; Schnakers et al., 2008). Current brain-machine interfaces largely neglect the 
cognitive limitations of LIS patients.  
Moreover, only a small portion of BMI research has been done on patients 
(Kübler & Birbaumer, 2008; Sellers & Donchin, 2006; Stoll et al., 2013; Brumberg et al., 
2011; Kübler et al., 2013; Bacher et al., 2015). Although new efforts are being made to 
move the technology to home and hospital settings, another major obstacle still remains: 
brain-machine interfaces do not work for the population as a whole (either healthy or 
locked-in). Even for the most common BMI paradigms, a percentage of users cannot 
successfully
2
 control the system; a phenomena unfortunately known as BMI illiteracy 
(also called brain-computer-illiteracy or BCI illiteracy, Allison & Neuper, 2010); 
although it should be noted that blaming the subject’s instead of the algorithms is a big 
mistake. 
Different approaches have emerged to overcome such hurdles, in particular for 
improving decoding performance. These consist of developing hybrid systems to include 
other signals or selection modalities  (Ahani et al., 2014; Bacher et al., 2015; Millán et 
al., 2010), improving artifact rejection (such as eye blinks or muscle artifacts (Parra et al., 
2005; Parra et al., 2008)), increasing the signal-to-noise-ratio (SNR; McFarland et al., 
1997; Rivet et al., 2009), developing better and more robust decoders via adaptive 
decoding (Gürel & Mehring, 2012; Blumberg et al., 2007; Shenoy et al., 2006), and 
                                                        
2 
With successful being a subjective measure of performance that is, most of the time, established by each BMI study
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incorporating decoder error detection into the classification pipeline (Wolpaw et al., 
1998; Spüler et al., 2012). In spite of all these efforts, locked-in patients still face major 
challenges for controlling apps and systems through BMI.  
In this thesis we propose and implement a paradigm that uses error-related 
potentials for direct binary decoding. By focusing on error monitoring, this paradigm 
takes into account some of the possible cognitive limitations of LIS patients since error 
detection is natural to humans, does not require specific training or high levels of 
attention. 
2.2 BMI and adaptive decoding 
Adaptive decoding (AD) covers any approach allowing a BMI system to comply 
with the non-stationarities (changes) of its input data. Amongst these methods are 
modifying i) the raw signals, ii) the way signals are preprocessed, iv) the features 
extracted, and v) the decoding algorithm employed. 
We can classify AD as supervised and unsupervised. In supervised AD we must 
know the ground truth for each trial. This information is needed for retraining or 
recalibration of the system (between or within sessions, Blumberg et al., 2007), or for 
feature extraction adaptation (McFarland et al., 2011; Shenoy et al., 2006). In the 
unsupervised case, no ground truth about the trials is required. It can recalibrate the 
features or the decoder using new data “labels” obtained from unsupervised clustering 
algorithms (Vidaurre et al., 2011) or from detecting decoder errors (Spüler et al., 2012). It 
can also retune the decoder using teaching signals and reinforcement learning (Blumberg 
et al., 2007; Gürel & Mehring, 2012; Sanchez et al., 2009), or apply co-adaptation of the 
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decoder by modifying parameters (such as noise covariance matrices) that can be updated 
without knowledge of the trial labels (Dangi et al., 2013). In Chapter II of this thesis, we 
will explore detecting decoder errors using error-related LFP. 
2.3 BMI and human-robot interaction (HRI) 
BMI can not only be used for communication but also to ambulate and perform 
daily tasks via the control of an external agent such as a robot. Human–robot interaction 
(HRI) is the field of study dedicated to understanding, designing, and evaluating robotic 
systems for use by or with humans (Kosuge & Hirata, 2004). Interaction is tightly related 
to communication (Goodrich & Schultz, 2007) and brain activity, including EEG error-
related potentials (ErrP), have already been assessed as a control channel for HRI: for 
example, flying a quadcopter to explore the surroundings using the sensory-motor rhythm 
(SMR, LaFleur et al., 2013), semi-autonomously navigating a wheelchair using ErrP 
(Perrin et al., 2010), and controlling a robotic arm for target selection employing ErrP as 
reward signals (Iturrate et al., 2010; Bhattacharyya et al., 2014). Nevertheless, in these 
studies ErrP for binary-choice selection were studied offline. Current technologies using 
ErrP for decision making during HRI do not provide online closed-loop control of the 
system. In this thesis we study the case of closed-loop control of a human-robot 
interaction system based entirely on online single-trial detection of ErrP signals.  
 
3. Electrophysiological signatures of error processing  
Error processing plays an important role in performance monitoring by overseeing 
goal-oriented behavior. Electrophysiological signatures of error processing have been 
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documented non-invasively using EEG signals (Falkenstein et al., 1991; Gehring et al., 
1993), and invasively using electrocorticography activity (ECoG; Milekovic et al., 2012), 
local field potentials (Emeric et al., 2010; Geng et al., 2013), and spike data (Amiez et al., 
2005). During brain-machine control, where decoders can make errors, these error signals 
have being studied in EEG signals (Ferrez & Millan, 2005; Spüler et al., 2012; Llera et 
al., 2011) and in subcortical spike data (Prins et al., 2013). 
3.1 Local field potentials (LFP) 
LFP are low-frequency (usually below 300 Hz) electrical signals recorded from 
extracellular electrodes placed (invasively) within or on the surface of the brain (Pesaran, 
2009). LFP reflect the summation of activity of synaptic potentials from neurons in a 
region of tissue, approximately within 250 µm of the recording electrode (Katzner et al., 
2009).  
Emeric et al. (2008) found that LFP from the anterior cingulate cortex (ACC) 
during a saccade stop signal task (go/no-go task) in macaque monkeys signaled error and 
reinforcement in a manner consistent to the EEG error-related activity found by 
Falkenstein et al. (1991) and Gehring et al. (1993). Similar results have being found in 
the supplementary eye fields (SEF) of macaque monkeys (Emeric et al., 2010). Likewise, 
Geng et al. (2013) found LFP from the ventral striatum in marmoset monkeys encoding 
error-related activity during a binary selection task involving a robotic arm. These results 
suggest a relationship between error-related LFP (eLFP) and error-related EEG signals. 
In spite of these advancements, error-related activity from LFP has not been explored nor 
studied during BMI control for decoder error detection. 
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3.2 Electroencephalography (EEG) 
Electroencephalography (EEG) is an electrophysiological technique that measures 
the electrical activity of the brain (usually employing electrodes placed on the scalp and 
recording activity at frequencies below 100 Hz). It represents the activity of synchronized 
populations of neurons and is affected by the whole volume conduction of the head 
(Regan, 1989). EEG signals contain different rhythmic oscillations that are influenced by 
several external and internal factors such as the level of wakefulness, disease, or external 
stimuli. The electrical response signals of the brain to a specific stimulus are called 
evoked-potentials (or event-related potentials; Guyton & Hall, 1990). 
3.3 Error-related Potentials (ErrP)  
Error-related potentials (ErrP) are EEG event-related potentials that result from being 
exposed to an incorrect outcome during a goal-oriented task (Chavarriaga et al., 2014). 
Error awareness is not necessary for the presence of ErrP; evidence suggests that ErrP 
can be present during the commission of an error even when the subject is not 
consciously aware the error has occurred (Ullsperger et al., 2014).  
 
3.3.1 Anatomy of the ErrP signal. Error-related potentials are commonly presented in 
the literature as the difference between the averaged trace of the incorrect trials minus the 
averaged trace of the correct trials (also known as the error difference trace, ErrDiff). 
From this signal, characteristic deflections seem to have functional significance 
(Nieuwenhuis et al., 2001). Two main components of the error difference trace have been 
described, the error-related negativity or error negativity (Ne), and the error positivity 
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(Pe). The Ne is characterized by a fronto-central negative deflection reaching its peak 
from 50 to 100 ms after the response or feedback onset time, and seems to be 
independent of the stimulus and effector modality (Falkenstein et al., 2000). The Ne is 
followed by a centro-parietal positive deflection (Pe) that peaks between 200 to 400 ms 
after the error. Evidence suggests that the Ne is the result of an error-detection 
mechanism, the comparison process between expected goal and outcome (Hewig et al., 
2011); and (although with less certainty) that the Pe component reflects conscious error 
processing or post-error adjustment of response strategies and the outcome level of 
confidence (Falkenstein et al., 2000; Ullsperger et al., 2014). 
The Ne component of the ErrP is usually measured as the most negative peak (at 
Fz, FCz, or Cz) in the time window 0–160 ms after the feedback onset time. The Pe is 
usually measured as the most positive peak at Pz in the time window of 200–500 ms after 
the feedback, or, if no clear peak is visible, as the mean amplitude in that window 
(Falkenstein et al., 2000). Although the Ne and Pe are generalized characteristics of the 
ErrP signal, its amplitude and timing varies depending on the task, presence or not of 
feedback, and the type of agent performing the action making the mistake (see more in 
the next section, Types of ErrP).  
 
3.3.2 Types of ErrP. Four types of ErrP, elicited by incorrect responses, have been 
identified and characterized in EEG data. Differences in the anatomy of their waveforms, 
their peaks and toughs, are related to elements intrinsic to the task, such as the required 
motor actions, the presence of feedback, and the type of agent performing the action that 
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led to the error. These ErrP are called response ErrP (Carter, 1998; Falkenstein et al., 
1991; Gehring et al., 1993), feedback ErrP (Holroyd & Coles, 2002; Miltner et al., 1997), 
observation ErrP (Iturrate et al., 2010; van Schie et al., 2004), and interaction ErrP 
(Ferrez & Millan, 2005). Observation ErrP occur when an external agent (such as another 
person or a robot) makes a mistake, without the influence of the observer. Interaction 
ErrP occur during brain-machine interaction, when the action does not match the user’s 
intention due to a decoding error (with the decoder being driven by the user’s brain 
activity).  The characteristics of the observation and interaction ErrP traces are of special 
interest to us since these are the signals we will focus on. The interaction ErrP has a sharp 
negative peak (occurring 270ms after the feedback onset), followed by a positive peak 
(between 350 and 450ms after the feedback), and by a later negative peak (around 550ms 
after the feedback; Ferrez & Millan, 2005; Buttfield et al., 2006).   
Moreover, in these ErrP the peak amplitude has been correlated to the degree of 
error occurring during the BMI task (Iturrate et al., 2010; Iturrate et al., 2014). 
 
3.3.3 ErrP and BMI. ErrP have being employed in BMI for detecting decoder errors 
(Wolpaw et al., 1998) and performing adaptive decoding (Spüler et al., 2012; Gürel & 
Mehring, 2012). To our knowledge, they have never been used for direct binary control. 
Also, ErrP signals have been found in paradigms where errors occur in 50% of the total 
trials; this property differentiates these signals from mismatch negativity potentials 
(MMN; which require an infrequent stimulus, as in the oddball paradigm, Buttfield et al., 
2006; Chavarriaga & Millan, 2010; Ferrez & del R Millan, 2008) and suggests that ErrP 
  
12 
can be used for direct binary selection. In Chapter III of this thesis, we will present a 
closed-loop BMI that employs observation and interaction ErrP during human-robot 
interaction. 
4. Neural correlates of error processing  
Performance monitoring is essential to regulate goal-oriented behavior since it 
allows adaptation to unexpected changes (Scheffers & Coles, 2000). Error processing is 
part of the performance monitoring system, and is believed to be involved in boosting 
attention to the incorrect actions and enhancing available resources in executive functions 
with the goal of avoiding similar errors in the future (O’Connell et al., 2007; Vocat et al., 
2008). These changes in attention seem to modify the autonomic nervous system’s (ANS) 
arousal state and, as a consequence, all the peripheral signals controlled by the ANS 
(Hajcak et al., 2003). Error-related activity, measured both invasively and non-invasively, 
has been used for detecting several anatomical structures involved in error processing. 
Based on analysis of MEG, EEG and fMRI data from humans, as well as spike and LFP 
data from non-human primates, the cortical areas commonly linked to error-related 
activity cover mainly the posterior medial frontal cortex (pMFC), the anterior cingulate 
cortex (ACC), dorsolateral prefrontal cortex (dlPFC), and the pre-supplementary motor 
area (pre-SMA, Ullsperger et al., 2014; Holroyd & Coles, 2002). In one study of ECoG in 
humans with epilepsy, the motor and somatosensory areas also revealed signatures of 
error-related activity during BMI control (Milekovic et al., 2012). Overall, this error-
related activity is believed to encode evaluative signals about the state and outcomes of 
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actions and integrate this information to signal the necessity, type, and magnitude of 
adjustments needed to correct performance (Ullsperger et al., 2014).  
 
5. Summary of Dissertation: Motivation and Approach 
The goal of this dissertation is to evaluate the use of decoder error detection for 
adaptive decoding and volitional control, for error correction using eLFP, and for binary-
choice selection using observation and interaction ErrP. This project contributes to the 
fields of performance monitoring, BMI, augmentative and alternative communication 
(AAC), and HRI. Taken together these results highlight the versatility of error-related 
potentials for both adaptive decoding and binary-choice selection.  
5.1 Chapter II: Real-Time Adaptive Decoding in an Invasive Saccade BMI 
Chapter II focuses on employing eLFP for implementing real-time single-trial 
decoder error detection for adaptive decoding. We initially identify characteristic 
signatures present in the eLFP that reflect decoder errors during BMI control. Second, 
employing the traits found in error-related LFP, we present offline and online results of a 
real-time decoder error detection system.  
Analysis of data taken from two macaque monkeys performing a delayed-saccade 
task controlled by a BMI indicate that eLFP have characteristic features related to the 
magnitude and valence of decoder errors (errors made by the saccade BMI), as have been 
reported in non-human primates during non-BMI tasks (Emeric et al., 2010) as well as in 
humans in EEG-based BMI (Chavarriaga & Millan, 2010). As described for EEG signals 
(Ferrez & del R Millan, 2008) and LFP (Alexander & Brown, 2011; Scheffers & Coles, 
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2000), the amplitude of the eLFP is inversely proportional to the error likelihood (the 
more frequent the error, the lower the amplitude). Also, the eLFP peak amplitude is 
correlated to the level of discrepancy of the errors (the farther the incorrect target to the 
correct one, the larger its amplitude). These features are present in all three areas (SEF, 
PFC and FEF) but with variations specific to each implant. Finally, the stability of the 
signals over time (months) suggests eLFP to be better suited for long term BMI than 
approaches based on spikes. 
For the real-time single-trial decoder error detection system, we developed and 
implemented a classifier working in parallel with the saccade BMI. Offline analysis of 
the eLFPs revealed the type of training needed for the online sessions as well as the best 
features for each monkey, reaching performance values above 95% for both monkeys. 
Real-time online classification provided decoding performance of 87% across monkeys, 
86% for monkey C and 88% for monkey J. These results support the possibility of using 
error-related activity for adaptive decoding in invasive BMI and shed light on the neural 
correlates of decoder errors during BMI control.  
5.2 Chapter III: Error-related potentials for direct volitional control and human-
robot interaction 
In Chapter III we continue exploring the advantages of employing error-related 
potentials for BMI but we focus on its application for direct volitional control. As 
mentioned earlier, error-related potentials can be used not only for recalibrations of the 
decoder (adaptive decoding) but for direct control, especially in binary-choice paradigms. 
Chapter III focuses on the use of ErrP (from humans) and decoder error detection for 
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controlling a robot performing a closed-loop binary object selection task. Although 
technically more challenging to implement, we use a robotic arm to increase the 
engagement of the participants in the task. Due to the nature of our paradigm, signals 
from our participants reveal observation and interaction ErrP during online closed-loop 
sessions.  
We collected data during open- and closed-loop sessions, and performed single-
trial error detection both offline and online. Analysis of observation and interaction ErrP 
reveal features, timing and co-localization agreeing with the literature (Ferrez & Millan, 
2005; Buttfield et al., 2006). Offline analysis of decoder errors involving both types of 
ErrP suggest interaction ErrP are easier to classify than observation ErrP, with an average 
performance across subjects of 69% for observation ErrP and 83% for interaction ErrP. 
Moreover, from the pool of subjects recruited we found that all of them present the ErrP 
(except in a subject performing meditation), a critical element when considering other 
paradigms and BCI illiteracy.  
Although preliminary, the results of these analyses suggest that direct volitional 
control using only ErrP may be possible, and that decoding performance can be improved 
if the closed-loop system performs decoding of both types of ErrP. 
5.3 Chapter IV: Conclusions 
We conclude this dissertation by compiling all the findings, discussing their 
implications for BMI, ACC and HRI, and proposing future directions, especially 
exploring the use of ErrP for communication. 
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CHAPTER II: REAL-TIME ERROR DETECTION IN AN INVASIVE SACCADE BMI 
1. Introduction 
 
For almost two decades, brain-machine interfaces (BMI) have promised a natural 
way to augment human capabilities, both for the healthy and the disabled, by means of 
distinguishing different patterns in brain activity (Millán et al., 2010). This promise, 
however, has been difficult to bring to fruition. The technology has always endowed 
those needing it with hope, but multiple technical and practical issues have made the BMI 
race a long one (Birbaumer, 2006a). For both invasive and non-invasive BMI these 
challenges cover its different functional blocks: signal acquisition and processing, control 
algorithm, device output, and operating protocol (Leuthardt et al., 2006). Multiple 
solutions have been proposed to improve BMI classification performance, including 
adaptive decoding  and decoder error detection (Gürel & Mehring, 2012; Blumberg et al., 
2007; Shenoy et al., 2006; Spüler et al., 2012).  
In this chapter we investigate the use of cortical error-related LFP (eLFP) in a 
real-time system for detection of single-trial decoder errors produced while a non-human 
primate (NHP) controls a closed-loop saccade BMI. Initially, the eLFP are described; 
then offline analyses of the decoder error detection algorithm are performed, followed by 
real-time test of the decoder error detection (DED) system during saccade BMI control.  
To our knowledge, the use of eLFP during BMI control has never been described 
in the literature, nor used in a closed-loop system for detecting single-trial decoder errors. 
LFP from the striatum in marmoset monkeys have been explored offline (Geng et al., 
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2013), but not in closed-loop settings. To bridge what we know on error-related activity 
both in invasive and non-invasive BMI, first we focus on thoroughly characterizing the 
eLFP, both in the time and frequency domains. The key aspects to evaluate are 
differences between correct and incorrect decoding trials under different analysis 
conditions: target location, distance to true target (Iturrate et al., 2010), and previous trial 
outcome (Cavanagh et al., 2010). Spectral analyses of the eLFP explore the influence of 
decoder errors on specific frequency bands (Chavarriaga et al., 2014), and cross-
frequency amplitude-amplitude coupling analysis of the signals aim to detect frequency 
co-modulation (Masimore et al., 2004).  
In this chapter, offline simulations of the DED algorithm cover a series of 
iterative processes searching for the optimal parameters and training dataset (via 10-fold 
cross-validation) to be used during the real-time sessions. In these real-time sessions, a 
trained and optimized DED classifier is in charge of detecting single-trial saccade BMI 
decoding errors and outputting a label that could be used by an adaptive algorithm. 
Finally, with the results of the real-time DED BMI, the effect of implant laterality on 
detecting saccade BMI errors is explored. The eLFP characterization, training and testing 
used data from two macaque monkeys performing a delayed-saccade task.  
The novelty of this approach is that we detect decoder errors using cortical LFPs 
in a real-time closed-loop system. In our current approach we do not present the feedback 
of the DED BMI classification to the monkey, just to the saccade BMI algorithm.   
Most of the emphasis of this chapter is in the Results section, specifically the 
eLFP characterization. The Methods section presents the structure of the data and how it 
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is regrouped and analyzed (based on different conditions), the different statistical tests 
run between the decoder outcome conditions, as well as the techniques for selecting the 
decoder that were implemented in the testing sessions. In the Results section we describe 
the properties of eLFP in the time and frequency domains, and we provide the results of 
offline simulations and real-time DED BMI tests. Finally, we discuss the contributions of 
this work to the literature and the future directions of our research.  
2. Methods 
Adaptive decoding covers a broad spectrum of techniques aiming to improve BMI 
performance. One focuses on online adaptation of the decoder based on error-related 
potentials and unsupervised learning. In this case, the decoder is retrained (online) using 
data labeled in an unsupervised manner. During each trial, after the decoder makes a 
prediction, an error-related potentials classifier labels the current trial as correct or 
incorrect. If correct, the data and the label from the trial are appended to the training 
dataset and the decoder is retrained (online). If the error-related potentials classifier has 
high accuracy, the overall decoder’s performance has been shown to increase due to this 
type of online adaptation (Spüler et al., 2012). In this section we present the methods 
employed to detect (offline and in real-time) eLFP during a saccade BMI task. We start 
by presenting the techniques employed to identify characteristic error signatures in the 
eLFP, followed by analysis of how these characteristics reflect decoder errors during 
BMI control. Finally we use these traits in a real-time single-trial decoder error detection 
system. The methods presented here, including the system implemented for real-time 
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decoder error detection, can be used not only for analyzing error-related potentials in LFP 
but also in electrocorticography (ECoG) and electroencephalography (EEG) data. 
2.1 Non-human primates and implants 
Data were recorded from two adult male macaque monkeys (monkey C, Macaca 
fascicularis, 9kg; monkey J, Macaca mulatta, 11kg) at the Miller lab in the Picower 
Institute for Learning and Memory at Massachusetts Institute of Technology (MIT). 
Handling of the animals followed all the guidelines approved by the MIT Committee on 
Animal Care. 
Both monkeys were proficient in a memory-guided saccade task before being 
implanted, unilaterally, with three 32-channel microelectrode arrays (Blackrock 
Microsystems, Salt Lake City, UT). Each array consists of 32 microelectrodes spaced 400 
µm apart and 1 mm in length. Implant locations included the dorsolateral prefrontal 
cortex (dlPFC), frontal eye field (FEF), and supplementary eye field (SEF). Arrays in 
monkey C were implanted in the left hemisphere; those in monkey J were implanted in 
the right hemisphere. The location of the implants for both monkeys is presented in 
Figure II.1. 
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Figure II.1: Implant locations of microarrays for both monkeys.  
Implant locations for both monkeys. Squares represent 32-channel microelectrode arrays with electrodes 
ordered from top to bottom and left to right. A: anterior; P: posterior; RH: right hemisphere; LH: left 
hemisphere; Ps: principal sulcus; As: anterior sulcus; dlPFC: dorsolateral prefrontal cortex; FEF: frontal 
eye fields: SEF: supplementary eye fields. Red circles present the location of the array’s top left and bottom 
right electrodes. 
2.2 Data recording 
Local-field potentials (96 channels) were sampled at 5 kHz (Cerebus BlackRock 
Microsystems) and extracted via two different pipelines, one for the saccade BMI, and 
another for the decoder error detection (DED) BMI. LFP for the saccade BMI were low-
pass filtered with a third-order Butterworth filter with a pass-band frequency of 80-500 
Hz and recorded at 1 kHz. For the real-time DED BMI tests, LFP were band-pass filtered 
with a second-order Butterworth filter with a pass-band frequency of 1-10 Hz. Data 
collection and implementation of the saccade and DED BMI were performed in Matlab 
(Mathworks) with the PsychToolBox toolbox (available at http://psychtoolbox.org/, 
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Brainard, 1997). Eye movements were monitored using an infrared eye tracking system 
(EyeLink 1000, SR Research) at a sampling rate of 1 kHz. 
2.3 BMI paradigms  
In this section we describe two different BMI. First, a saccade BMI provided data 
related to decoder errors. Second, a decoder error detection BMI explored the use of 
error-related LFP for detecting, in real-time, the decoder errors made by the saccade 
BMI.  
 
2.3.1 Saccade BMI. The BMI paradigm consisted of simultaneously recording neural 
and behavioral data while the monkeys (who sat in a primate chair, 30 cm from a cathode 
ray tube screen, with the head fixed) performed a delayed saccade task, a modified 
version of the memory-guided saccade task.  Initial sessions were used for extensive 
offline analysis to find the best parameters and decoder for the saccade BMI.  The chosen 
features were the mean power of the LFP 80–500 Hz frequency band, across the entire 
delay period, for each channel. Their target direction selectivity was computed using one-
way ANOVA and only the features with p-values smaller than 0.05 were used as input to 
a linear regression classifier (Jia et al. 2017). These signals and decoder were chosen 
because they provided the highest decoding accuracy. For implementing the saccade 
BMI, each session was divided into two blocks, training (or eye-controlled) and decoding 
(or BMI-controlled). On each recording day, the data from the training trials were used to 
train the classifier, which was then tested in the decoding trials. 
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During each trial (Figure II.2, blocks on the left of the red dashed line), monkeys 
were required to fixate on a dot in the center of the screen and were presented (for 
350ms) with one of six potential saccade targets (at 12.5-degree eccentricity, and evenly 
spaced every 60º). The monkey had to hold this location in working memory over a 
delay period of 750ms while maintaining fixation at the center on the screen. At the end 
of the delay period the fixation point was removed to cue a monkey saccade (on a 
training trial), or a decoded BMI saccade (on a BMI-controlled trial). Any trials with 
broken fixation or premature saccades were aborted.  
 
Figure II.2: Brain-controlled delayed-saccade task with real-time decoder error detection 
A session of the delayed-saccade task controlled by the saccade BMI was divided in two blocks: the 
training and BMI-controlled blocks. In the training block, monkeys performed saccades to earn a reward. In 
the BMI-controlled block a decoder replaced the motor responses by predicting a saccade and presenting it 
on the screen. During both blocks, each trial was initiated by central fixation. Then one of six potential 
saccade targets was randomly cued. Monkeys were required to hold the target location in working memory 
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for a delay period. Upon the end of this period, monkeys were required to saccade (on a training trial), or 
the BMI predicted the saccade (on a BMI-controlled trial). Positive or negative reinforcement —liquid 
reward and a green target, or a 3-second timeout for the next trial and a red target, respectively— was 
delivered conditional on whether the saccade/predicted location matched the instructed one. For the BMI-
controlled trials the intended target was decoded from LFP activity recorded during the delay period. 
Decoder error detection was performed after the presenting the predicted location using LFP activity 
(blocks on the right of the red dashed line). 
 
During the training trials, motor responses from the monkey (saccades) 
determined the trial outcome. On the decoding trials the saccade BMI controlled the task. 
The intended target was decoded from neural activity during the delay period and then a 
cursor was presented at the decoder-predicted location, replacing the overt motor 
response. Positive or negative reinforcement —liquid reward and a green target, or a 3-
second timeout for the next trial and a red target, respectively— was delivered 
conditional on whether the saccade/decoded location matched the instructed one. The 
positive or negative reinforcement was use as a feedback signal of the trial outcome. The 
liquid reward was delivered by a solenoid that was activated three times by consecutive 
40ms pulses, 10ms apart (spanning a total of 100ms). 
During each recording session testing the saccade BMI, monkey C executed 600 
training trials and at least 700 decoding trials. Subsequent offline analysis during the 
BMI-controlled sessions revealed that more than 300 training trials did not significantly 
increased the decoder performance, hence monkey J executed 300 training trials and at 
least 1000 decoding trials. 
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2.3.2 Real-time decoder error detection BMI for adaptive decoding. The saccade 
BMI made classification errors, particularly in decoding targets placed ipsilateral to the 
hemispheres where the arrays were implanted.  
In order to improve decoder performance, a real-time decoder error detection 
(DED) module (BMI for adaptive decoding) was added to the saccade BMI. The DED 
BMI (Figure II.2, blocks on the right of the red dashed line) was in charge of detecting 
single-trial decoded errors by classifying the decoded target as correct or incorrect (using 
LFP activity recorded after the feedback presentation). This information was meant to be 
used by the saccade BMI to adapt its decoded target (which should be tested in the future 
using and adaptive algorithm). Extensive offline analysis (Section 2.4) determined the 
best pre-processing, time windows, and features for reliably detecting decoder errors. 
These features were used to train a linear regression classifier (prior to the testing 
session) that remained fixed throughout the entire session. The real-time DED BMI was 
tested three weeks for monkey C, and two weeks for monkey J. More details on the 
implementation of the real-time DED BMI can be found in Section 2.5. 
In the following sections a naming convention will be used to differentiate the 
two BMI. Any trial or procedure that is part of the DED BMI, and not the saccade BMI, 
will be followed by the suffix (err). Specifically, trials that were correctly and incorrectly 
decoded by DED BMI will be referred as correct(err) and incorrect(err) trials. The DED 
decoder will be named as decoder(err) for simplicity. A correct(err) trial is a trial on 
which the DED BMI classifier  behaved as it should: either an incorrect trial that the 
DED BMI classified(err) as an error (a saccade BMI error correctly detected), or a 
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correct trial that was decoded(err) by the DED BMI as a no error. Trials correctly and 
incorrectly decoded by the saccade BMI will not have a suffix appended. 
2.4 Offline analysis  
Our offline analysis aimed to develop a real-time system capable of detecting 
single-trial decoder errors. In this section we describe the methods applied to study the 
temporal and time-frequency characteristics of the eLFP, and the approach taken for 
optimizing the parameters used during offline decoder error detection. All statistical tests 
were performed with balanced data (when comparing the correct and incorrect classes, 
using from each class the same number of trials) from 1000 bootstrap iterations (with 
replacement). 
 
2.4.1. Temporal analysis of error-related local field potentials (eLFP). Only data 
collected during the decoding block of the saccade BMI were used for these analyses. 
LFP were filtered (offline) using a fourth-order Butterworth filter with a pass-band 
frequency of 1-10Hz. Epochs from the filtered signals were extracted using as criteria the 
feedback onset time. An epoch spanned 600ms pre-feedback to 600ms post-feedback 
onset time.  
Artifact rejection: artifacts in the recordings were removed using a semi-heuristic 
thresholding method. Using the 1-10Hz epochs, the mean and standard deviation (S.D.) 
across trials (for each channel and session) were computed in the interval 0-600ms post-
feedback onset (for the correct and incorrect trials independently). Any trial with 
amplitudes outside the range of the mean (of each channel) ±3S.D. was labeled as ‘bad’ 
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(for the specific channel), and if more than 15 channels in the same trial had the ‘bad’ 
label, that trial was removed from the analysis. The trials labeled as ‘bad’ were also 
removed from the data (0-200Hz) used to compute the spectrograms.  
Decoder outcome condition: based on the saccade BMI decoding outcome, 
epochs were grouped into correct and incorrect.  
Target location condition: the saccade BMI made classification errors in all of the 
6 possible target locations. Trials were also regrouped based on their true target location, 
resulting in correct and incorrect epochs for each one of the targets.  
Averages of all the epochs for the 1) decoding outcome, and 2) target location 
conditions were computed and plotted. Error difference traces (ErrDiff) were obtained for 
each channel as the difference between the mean incorrect and mean correct traces 
(Ferrez & Millan, 2005). A two sample T-test was applied to the time traces to compute 
the variance explained by the decoding outcome, at each target, channel and time sample 
(using a p-value < 0.01 criteria for significance).  
Distance to true target condition: with six targets evenly distributed, we defined 
the distance to true target criteria to evaluate how the amount of error affected the 
amplitude of the eLFP (see Figure II.3). The distance to target reflects how far apart the 
saccade BMI decoded target was from the true target (in circular coordinates). It 
regrouped data into 4 subsets: dist0 (when the target was correctly decoded, 0º apart), 
dist1 (when the correct target was 1 target away on either side, 60º apart), dist2 (when it 
was two targets away, 120º apart), and dist3 (on the opposite side, 180º apart). For each 
session, incorrect traces were regrouped based on their distance to true target, and 
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averaged (across trials). The channels and time samples that contained significant 
information about the amount of error were determined using a one-way ANOVA (p < 
0.05). ANOVA results only inform that at least one of the distances to true target subsets 
is significantly different. To assess if all subsets are different from each other, we 
performed two sample T-tests (p < 0.01) across all pairs of distance to error (dist1-dist2, 
dist2-dist3, dist1-dist3). 
Previous trial outcome condition: incorrect outcomes are known to lead to a 
slower reaction time on the subsequent trial. To evaluate this effect, epochs were 
regrouped into those incorrect after a correct trial (corr1incorr2) and incorrect after an 
incorrect trial (incorr1incorr2). Their averages were obtained and significant channels 
and time samples were identified using a two sample T-test (p < 0.05).  
 
Figure II.3. Distance to true target of a decoded trial.  
The distance to true target is the amount of error the decoded targets represents. Due to the circular nature 
of the target location only 4 different distance to true target values can be computed between the correct 
target and the decoded target: 0 (correct), 1 (60º apart, 1 target away), 2 (120º apart, 2 targets away), 3 
(180º apart, 3 targets away). 
 
2.4.2. Spectral and time frequency analysis of eLFP. Unlike in the temporal analysis 
section, spectral and time-frequency content of the LFP (for both correct and incorrect 
trials) were computed for all channels using data band-pass filtered in the frequency band 
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[0-200]Hz via the multi-taper method  (Bokil et al., 2010), using the Chronux toolbox for 
Matlab (available online from P. Mitra, http://chronux.org/). Its parameters were: 2 
tapers, half time-bandwidth product of 3, a 0.2 s moving window, and a window step of 
0.025 s. Averages of the spectrograms and the frequency bands were computed for 
correct and incorrect trials as well as the ErrDiff  (to evaluate the difference in spectral 
activity between mean incorrect and mean correct spectrograms).  
Six different frequency bands were defined: [1-4]Hz (delta), [4-8]Hz (theta), [8-
13]Hz (alpha), [13-30]Hz (beta), [30-80]Hz (gamma), and [80-200]Hz (high gamma).  
The average power across these bands was computed for each time sample in all correct 
and incorrect spectrograms. A two sample T-test was run for each band. The average 
values for all frequency bands were computed for all trials (for each monkey), and the 
average error difference frequency band was obtained as the difference between the 
average incorrect and average correct frequency bands. The error difference frequency 
band was used to evaluate channels and arrays that had larger spectral differences due to 
the decoder outcome (two sample T-test).  
 
2.4.3. Spectral cross-frequency co-modulation. To evaluate if specific frequency bands 
were correlated, cross-frequency amplitude-amplitude coupling was used (Masimore et 
al., 2004). The cross-correlation of the amplitude of the frequency bands was computed 
for the correct trials, and separately, for the incorrect trials. Also, this was done with data 
from pre- and post-feedback periods (for each type of trial outcome). The cross-
frequency amplitude-amplitude coupling is defined as: 
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𝜌𝑖𝑗  =  
∑ (𝑆𝑡(𝑓𝑖) − 𝑆̅(𝑓𝑖)) ∗ ( 𝑆𝑡(𝑓𝑗) −  𝑆̅(𝑓𝑗))
𝑁
𝑡=1
(𝑁 − 1)𝜎𝑖𝜎𝑗
 
where 𝑆𝑡(𝑓𝑖) is the spectral density at frequency 𝑓𝑖 in trial 𝑡, 𝑆̅(𝑓𝑖) is the average 
spectral density magnitude at frequency 𝑓𝑖 over all trials, 𝜎𝑖 is the standard deviation of 
the spectral density at frequency 𝑓𝑖, and N is the total number of trials for the evaluated 
condition. The range of this metric is -1 (decoupling), 0 (no coupling), and 1 (high 
coupling). The difference of the post- and pre-feedback period cross-frequency coupling 
(periodDiff coupling) was computed for each outcome (incorrect and correct) in order to 
account for the real increases or decreases in coupling after the feedback presentation. 
The difference between the incorrect and correct periodDiff coupling was computed to 
assess any changes in frequency coupling due to decoder outcome. The values presented 
in the Results section are the average of 1000 iterations using bootstrapping (with 
replacement).  
 
2.4.4. Offline decoder error detection. We determined the best parameters for reliably 
detecting decoder errors offline following a two-step analysis. First, cross-validation was 
performed for evaluating different parameters of the DED decoder(err). Second, we used 
different sessions for training and testing to establish the appropriate training for the real-
time testing sessions. In the cross-validation approach we ran, for each session, 10-fold 
cross-validation of DED models, each model using a different set of parameters. These 
parameters were: 1) baseline removal, 2) type of arrays, 3) feature extraction function, 
and 4) feature transformation function. Their possible values were: 
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Baseline removal: a baseline was computed from each channel and epoch. It was 
computed as the average of the activity for the 200ms before the feedback onset time. 
The possible options for this parameter were removing the baseline (1Base) or not 
(0Base).  
Type of arrays: a subset of all available channels could be chosen by means of selecting 
only some of the arrays. The possible array combinations were: SEF only; PFC only; SEF 
and PFC; SEF, PFC and FEF; FEF only; FEF and SEF; and FEF and PFC.  
Feature extraction function: to provide a fast, real-time, DED BMI, we leveraged 
previous work that characterized the incorrect traces using peaks and troughs 
(Falkenstein et al., 2000; Chavarriaga & Millan, 2010). First, we defined 5 data windows, 
which represented the most common peaks and troughs in the signal (these windows 
were selected using a semi-heuristic method and extensive visual inspection of the correct 
and incorrect epochs). The windows were bounded by the post feedback onset times 50-
100, 100-150, 150-250, 250-350, and 350-600ms (see Figure II.4). Second, we obtained 
different feature vectors by applying a set of functions to each of the data windows: 
mean, median (label in the figures as mean2), and the minimum and maximum 
(minMax). Thus, considering the five windows, the mean and median functions each 
output a vector of 5 features per channel. The minimum and maximum function outputs 2 
values per data window, and thus a feature vector of 10 features per channel.  
Feature transformation function: different transformation functions were applied to the 
feature vectors. These included: getting the feature’s square root (sqrt), taking its square 
value (sq), logarithm (log), and subtracting its mean (mean) and z-scoring it (zscore) 
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using all the trials from a session or population of sessions (see section 2.3.1 for the 
expected number of trials per session). Finally, there was also the option of not 
performing any feature transformation (none).  
All the possible combinations of these parameters were tested in the 10-fold 
cross-validation pipeline using a linear regression classifier. For each iteration, the output 
of the classifier was discretized to label the trials as correct or incorrect, and to test its 
decoding(err) performance. The parameters providing the best DED performance were 
used in the second part of the analysis pipeline (see next paragraph), and chosen for the 
real-time decoder error detection BMI. The average and median of the decoder(err) 
performance was computed and plotted across 65 monkey C sessions, and 9 monkey J 
sessions. 
 
Figure II.4. Data windows used for feature extraction.  
A representative channel from SEF in monkey C. Color boxes represent the data windows used to extract 
the different features from the filtered data, 5 windows in total. These windows bound different peaks and 
troughs in the signal. The green and red traces represent the average of all correct and incorrect trials, 
respectively. X axis represents the time to feedback onset in milliseconds, the Y axis the signal amplitude 
(in μV).  
 
In the second part of the analysis we mimic the training and testing sequence of 
the real-time DED BMI. A decoder(err) that was going to be tested using data from a 
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specific day was trained with data from sessions prior to that day (usually the latest 
sessions). We performed this analysis for 65 sessions from monkey C. For monkey J we 
used the 9 sessions available. Five different rules were used for selecting the training 
dataset. For monkey C these included choosing: 1) only the last session, 2) the last 5 
sessions, 3) the last 10 sessions, and 4) always use the first 33 sessions (the same 
decoder(err) for all tested sessions, see Figure II.5). Finally, for comparison, we ran the 
analysis using a fifth rule, 5) 10-fold cross-validation over each session. During these 
simulations, each one of the testing sessions used a decoders(err) trained with datasets 
following the 5 rules, and with the parameters optimized in the cross-validation section. 
The average performance across all sessions was used to select the first 
decoder(err) to be used during the real-time DED BMI sessions. Average performance 
metrics included true positives (decoder errors correctly detected as incorrect), true 
negatives (correct trials classified as no errors), and overall classification accuracy.  
 
Figure II.5. Training and testing dataset structure mimicking online real-time DED BMI sessions. 
Four different training dataset rules were used to determine the number of sessions used for training the 
decoder(err) during the DED BMI offline testing. Each dataset rule indicated the number of training 
sessions to be used, all starting from the latest available recording. For a given testing dataset, we could use 
for training the last session, the last 5, last 10 or the first 33 sessions from a total of 65 sessions. 
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2.5 Real-time eLFP detection 
Real-time decoder error detection was performed only during the decoding block 
of the saccade BMI (Figure II.2, blocks on the right of the red dashed line). For each trial, 
following the feedback presentation, LFP in the 1-10Hz pass-band were extracted online 
in Matlab (Mathworks), and a buffer of 600ms was selected (starting at the feedback 
onset time). Based on the results of offline analyses, only a subset of channels were 
chosen for eLFP calculation: SEF channels for monkey C, FEF and PFC channels for 
monkey J. For each channel, 5 features were computed from the averages of the data 
windows, bounded by 50-100, 100-150, 150-250, 250-350, 350-600ms post feedback 
onset time. The 5 features from all the selected channels were concatenated into a single 
vector of 160 and 320 features, for monkey C and monkey J, respectively. The feature 
transformation function applied to each monkey’s data was chosen after several offline 
analyses. The feature vectors for monkey C were z-scored (using the mean and standard 
deviation obtained from the trained trials). Feature vectors from monkey J were not 
modified.  
The trial outcome was predicted with these feature vectors and with the classifier 
previously trained (with linear regression; see Section 2.5.1). Since linear regression 
provides a continuous output, it was discretized into the nearest one of the two possible 
outcomes, 0 and 1 for negative and positive decoder error detection, respectively. The 
DED BMI module for real-time training and classification was implemented using the 
PsychToolbox toolbox for Matlab (available at http://psychtoolbox.org/, Brainard, 1997). 
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2.5.1 Training of the decoder error detector. The DED classifier(err) was trained on 
data from previous sessions (from the decoding block only). Offline, the data used for 
training was iterated to select the best classifier (similar to the cross-validation analysis 
performed offline). Starting with the most recent session, and increasing one by one the 
number of sessions included in the training dataset (up to 20), a 10-fold cross-validation 
pipeline was run (using for each monkey the optimized arrays, data windows and 
features). The only difference between the 20 models was the data (number of sessions) 
used for cross-validation. From these 20 different models the one with the highest 
classification performance was chosen, and then a DED classifier(err) was trained using 
all the sessions from the chosen model. This decoder(err) was saved and stored to be used 
in the decoding block of the next saccade BMI session. 
To test the robustness and generalization of the classifier, the same DED classifier 
for monkey C was used for the first 5 sessions. For the following sessions the decoder 
was updated each day. For monkey J, a new classifier was retrained each session. This 
process of updating the decoder(err) every day was true except on days when the newest 
data (usually from the day before) were not available for training. In those cases the most 
recently trained classifier was used instead. For more information on the specific sessions 
used for testing the decoder(err) see Table II.3 in the appendix.  
 
2.5.2 Real-time testing of the decoder error detection BMI. Testing of the DED BMI 
was done in the decoding blocks, under saccade BMI control, and using the decoder(err) 
trained before the sessions (with previous data, and following the parameters optimized; 
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for more information see Sections 2.5.1 and 2.4.4). After feedback presentation, each trial 
was classified as correct or incorrect by the DED BMI module included in the saccade 
BMI (PsychToolbox). During the test sessions, real-time decoder error detection took less 
than 30 ms. The DED BMI outcome was not cued to the monkeys, only to the saccade 
BMI. An adaptive LDA algorithm retrained the saccade classifier after a trial was labeled 
(by the DED BMI) correct(err). In this case, the trial features from the saccade BMI were 
added to its training dataset (increasing it) and the adaptive LDA decoder was retrained 
before the next trial. Testing of the DED BMI was performed during 14 sessions for 
monkey C, and 10 sessions for monkey J.  
 
2.5.3 Implant laterality effect on decoder error detection. After collecting data from 
the DED BMI, its results were used to asses if the laterality of the implant location had an 
effect on the classification(err) capabilities of our decoder error detection BMI. 
Specifically, we wanted to evaluate if it was biased to better classify decoder errors that 
were made when the target was contralateral to the implant location (as was the case for 
the saccade BMI). The difference in the proportion of trials correctly and incorrectly 
classified(err) by the DED BMI, given their laterality, was explored.  
First, the laterality of the decoded trials was defined (based on their true target 
location). Targets 1, 2 and 6 were located in the right visual hemifield; and targets 3, 4, 
and 5 in the left visual hemifield (see Figure II.2). For monkey C, the ipsilateral and 
contralateral targets were those located in the left (3, 4, 5) and right (1, 2, 6) visual 
hemifields, respectively. For monkey J, the ipsilateral and contralateral targets were those 
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located in the right (1, 2, 6), and left (3, 4, 5) visual hemifields, respectively. For more 
information on the implant location see Figure II.1. 
Second, the trials that were correctly(err) and incorrectly(err) decoded were 
regrouped into two macro subsets. Each one of these macro subsets was further split into 
ipsilateral and contralateral micro subsets. Finally, the ratio of contralateral (and 
ipsilateral) trials to the total of trials in each macro subset was computed (of correctly(err) 
or incorrectly(err) decoded trials). This ratio represents the proportion of contralateral 
(and ipsilateral) trials in each macro subset. To evaluate if the proportion ratio for each 
macro subset is significantly different from 0.5 (the case in which the decoder error 
detection is biased by the laterality of the implant) we computed 10,000 ratios for each 
macro subset (using bootstrap and resampling from the pool of both ipsilateral and 
contralateral trials from each macro subset). With these 10,000 ratios we built a 
probability density function and evaluated if our original contralateral and ipsilateral 
ratios (per macro subset) are significantly different t the constructed PDF using a p-val of 
0.05. 
3. Results 
This section explores the LFP signals obtained during the saccade BMI trials and 
their use for real-time decoder error detection. The LFP activity was considered under the 
two saccade BMI outcomes, the different target locations, and the distance of the 
incorrectly decoded targets to the true target location. The use of these signals for reliably 
detecting decoder errors both offline and in real-time, and the effect of the implant 
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laterality on the DED BMI performance were also evaluated. Unless specified, all 
analysis was done aggregating 11 and 9 sessions from monkey C and J, respectively. 
3.1 Temporal, spectral and time-frequency analysis of eLFP 
The first step to develop a real-time DED BMI is to explore the characteristic 
signatures of the eLFP. In this section the error-related LFP signals obtained during the 
saccade BMI are analyzed in the time and frequency domain. The analysis focuses on the 
decoder outcome, true target location, and distance to true target. In Table II.1 are 
presented the number of trials used in the population analysis for both monkeys. 
Table II.1. Number of trials for both monkeys for the population analysis. 
Here are listed the number of trials used for the population analysis for both monkeys, for both decoder 
outcome conditions. The list includes the total number of trials, the distance to target (dist1, dist2, dist3), 
and the number of trials when the previous trial outcome was correct, and incorrect. 
Condition  
Subject 
No. of 
Correct trials 
No. of 
Incorrect trials 
No. of  
Correct trials 
No. of 
Incorrect trials 
Monkey C Monkey J 
Total trials 6444 2641 5687 4376 
Previous trial correct 4127 1534 3359 2238 
Previous trial incorrect 2317 1107 2328 2123 
Dist1 - 2372 - 3109 
Dist2 - 221 - 1011 
Dist3 - 48 - 256 
 
3.1.1 Error-related LFP show decoder outcome specific traits. Initially, the correct 
and incorrect epochs for all the trials and true targets were compared (using data from an 
example session for each monkey). From a representative session from monkey C, Figure 
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II.6 presents the average of the correct (green traces) and incorrect (red traces) epochs, 
and their error difference (black trace), for all channels in the SEF array. Error bars 
represent the epochs’ S.D. A similar trace across almost all of the SEF channels is found, 
with some minor amplitude differences. Upon closer inspection of the error difference 
trace (ErrDiff), some specific traits can be identified. A sharp negative trough around 
100ms, a positive peak between 100-300ms, and a wider negative deflection between 
250-500ms. These signatures are specific for the SEF array. In the PFC array a minor 
positive peak between 50 and 100ms is present, as well as a wide negative deflection 
between 300 and 500ms. In FEF no consistent waveform shape is found, except for a 
very small negative peak between 200 and 400ms. In monkey C, all channels in a specific 
array have traces with a very similar shape. For the PFC and FEF arrays the same plots 
are located in the Appendix. 
For monkey J, the average correct and incorrect traces, their standard deviation, 
and ErrDiff for all the channels in the PFC array are presented in Figure II.7. The same 
color representation as in Figure II.6 is used. Focusing on the ErrDiff traces, in this array 
the activity seems to change as we move from top to bottom and left to right. The top left 
electrodes present some small ripples (0-200ms) with a negative peak around 100ms, 
followed by a high amplitude peak (200-300) and a small negative trough (300-500ms). 
In the first two rows of electrodes (and half of the third row, channels 65-77) the ripples 
are present in all channels while their amplitude and number decrease as the electrodes 
move from left to right. As the amplitude goes down, the ripples come together to create 
a negative peak in the same time window (125ms). Likewise, the amplitude of the high 
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peak rapidly decreases from top to bottom and from left to right. One channel stands 
(electrode 86, middle row on the far right of the array) since its ErrDiff trace has a long 
lasting negative peak (100-450 ms).  This transition in the amplitude of the ErrDiff peaks 
is present in both SEF and FEF arrays, with the electrode amplitude decreasing from top 
to bottom (see Appendix). 
To further evaluate the similarity of the signals across channels in the same array, 
the average of all correct and incorrect epochs and channels per array was computed, and 
its ErrDiff traces were included (Figure II.8). For monkey C, each array has characteristic 
average traces. In contrast, for monkey J all three arrays seem to have similar mean and 
ErrDiff traces, closer to the traces found in SEF in monkey C.   
A two sample T-test was run to account for the specific differences between 
correct and incorrect trials, (p < 0.01), at each time sample and channel (Figure II.9). This 
evaluated if the LFP present significant information about the decoder outcome. For 
monkey C, most of the significant differences lie in the SEF channels between 100-
200ms and 300-400ms. For a few PFC channels, this is true in the range 0-100 and 300-
450ms. In monkey J, all arrays show electrodes with significant decoder outcome 
information in the range of 150-300ms and 300-500ms. This is true in the top-left 
channels in PFC, the bottom channels in SEF, and in almost all FEF channels.  
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Figure II.6. Average time traces and S.D. for all channels in the SEF array of an example session 
(monkey C). 
A representative session from monkey C demonstrates the correct (green trace), incorrect (red trace), and 
ErrDiff (black trace) mean traces plotted for the 32 channels in the SEF array. The epochs’ S.D. is 
presented as error bars. Y axis represents the voltage (µV), the X axis time (seconds with respect to 
feedback onset time).  
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Figure II.7. Average time traces and S.D. for all channels in the PFC array of an example session 
(monkey J).  
A representative session from monkey J demonstrates the correct (green trace), incorrect (red trace), and 
ErrDiff (black trace) mean traces plotted for the 32 channels in the PFC array. The epochs’ S.D. is 
presented as error bars. Y axis represents the voltage (µV), the X axis time (seconds with respect to 
feedback onset time).  
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Figure II.8. Average trace (and S.D. error bars) across all epochs and channels in each array of an 
example session (monkey C and J). 
The correct (green trace), incorrect (red trace), ErrDiff (black trace), mean traces for each array are plotted 
(averages and S.D. taken from all epochs and channels of an example session). The epochs’ S.D. is 
presented as error bars. Y axis represents the voltage (µV), the X axis time (seconds with respect to 
feedback onset time). The data belongs to a representative session from monkey C (top) and J (bottom). 
From left to right the arrays are PFC, SEF, and FEF. 
 
Figure II.9. Significant differences between correct and incorrect trials (monkey C and J).  
LFP significance (non-dark blue elements) due to the decoder outcome for a population of monkey C (left) 
and J (right) sessions. Electrode (channel) numbers are in the Y axis, and time samples in the X axis (time 
to feedback onset, in seconds). Electrodes 1-32 are for PFC, 33-64 for SEF, and 65-96 for FEF. In monkey 
C, SEF electrodes show significant information regarding the decoder outcome (two way T-test p << 0.01) 
between 100-200ms and 300-400ms of most of the channels. Some channels in PFC also represent 
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significant information regarding decoder outcome (0-100, and 300-450ms). In monkey J all arrays show 
electrodes, in the range 150-300ms and 300-500ms, with significant decoder outcome information. This is 
true in some PFC and SEF electrode, and in almost all from FEF (two way T-test p < 0.01). Colorbar 
represents the across-trial variance between correct and incorrect trials. 
The decoder outcome information could be specific for only some of the true 
target locations decoded by the saccade BMI (due to the implant laterality). This effect 
was explored by separating the correct and incorrect trials (from several sessions) by its 
true target location and comparing their mean and ErrDiff signal. In Figure II.10 and 
Figure II.11 these traces are presented for all the electrodes in SEF for monkey C and J, 
respectively. For monkey C, similar average and ErrDiff traces are found for all target 
locations, with some differences in the peak amplitude, especially larger values for 
targets 1, 2, 3, and 6. These targets are contralateral to the implant (1, 2, and 6). For 
monkey J, the average and the ErrDiff signals have a similar shape, and the target 
location does not relate to big amplitude differences in the signals.  
The target-specific differences in the signals are hard to evaluate using only 
averages and ErrDiff traces. For each target location, a two-sample T-test on all time 
samples and electrodes was run to evaluate if the differences were significant (p < 0.01). 
The variance between the correct and incorrect trials was plotted in the time samples and 
channels that were significantly different for both conditions. In monkey C, (Figure II.12) 
two time windows have significant activity: at 100-200ms and 250-450ms post-feedback 
onset. The activity in PFC is significant in a few channels for the first time window (in 
target 3), and in a cluster of electrodes for the second time window (for targets 2, 5, and 
6). Overall, contralateral targets show more activity (in both time windows) than 
ipsilateral targets (see a normalized version of this figure in the Appendix). In monkey J 
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(Figure II.13), two time window bands with significant activity were present, one at 100-
300ms (with peak values between 100-200ms) and another at 300-500ms. The 100-300 
time window is very clear in almost all FEF electrodes for all target locations. In SEF, it 
is present in almost all channels for targets 4, 5, and 6; while only in the bottom ones for 
targets 1, 2, and 3. The second time window is present in most SEF channels, for target 5, 
and in some FEF channels for targets 2, 3 and 5. There is no clear laterality effect in this 
plot (for monkey J).  
 
Figure II.10. SEF array mean time traces and S.D. for each target location (monkey C). 
Average time traces and S.D. taken from all epochs and channels from a representative monkey C session 
for each target location. The correct (green trace), incorrect (red trace), and ErrDiff (black trace) mean 
traces for the 32 channels in the SEF array are shown. The epochs’ S.D. is presented as error bars. The Y 
axis represents the voltage (µV), the X axis time (seconds with respect to feedback onset time).  
  
45 
 
Figure II.11. SEF array mean time traces and S.D. for each target location (monkey J). 
Average time traces and S.D. taken from all epochs and channels from a representative monkey J session 
for each target location. Correct (green trace), incorrect (red trace), and ErrDiff (black trace) mean traces 
for the 32 channels in the SEF array are shown. The epochs’ S.D. is presented as error bars. The Y axis 
represents the voltage (µV), the X axis time (seconds with respect to feedback onset time).  
 
Figure II.12. LFP significant variance for decoder outcome for each target location and array 
(monkey C). 
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LFP variance in time samples and channels that is significantly informative of the decoder outcome for 
monkey C (two sample T-test p < 0.01). The Y axis represents electrode (channel) number and the X axis 
the time to feedback onset. Electrodes 1-32 are for PFC, 33-64 for SEF, and 65-96 for FEF. For all target 
locations, SEF electrodes, in the range 100-200ms, shows significant decoder outcome information. For 
targets 1, 2, 3, 6 (with targets 1, 2, and 6 being contralateral to the implants) the same is true in SEF in the 
range 250-450ms. Targets 1, 2, 5, and 6 present significant information (250-450ms) at some PFC 
electrodes. The colorbar represents the variance across correct and incorrect trials. 
 
Figure II.13. LFP significant variance for decoder outcome for each target location and array 
(monkey J). 
Monkey J. LFP time samples and channels significantly informative of decoder outcome (two sample T-
test p < 0.01). The Y axis represents electrode (channel) number and the X axis the time to feedback onset. 
Electrodes 1-32 are for PFC, 33-64 for SEF, and 65-96 for FEF. The range of variance values are presented 
in the colorbar. For all target locations most FEF electrodes show, in the range 150-300ms, significant 
decoder outcome information. In the top-left electrodes from PFC this is also true, but the time window 
goes from 150-250ms. In the SEF channels, we see a target location dependency: most channels show 
significant differences for targets 4, 5, and 6 whereas for the remaining target locations this applies only to 
the bottom-right channels. Between time 300-500ms there is significant activity is found in almost all SEF 
channels for target 5, while in some electrodes in SEF and FEF, for targets 2 and 3. 
 
3.1.2 Error-related LFP peak amplitude is modulated by the distance to true 
target. An important property to evaluate is how the amplitude of the eLFP was 
modulated by the level of discrepancy (the distance to the true target). This effect was 
explored by plotting in each target location the mean distance to true target traces (from 
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population data from each monkey) in Figure II.14and Figure II.15. Error bars, 
representing the population standard deviation, are included.  
Since the decoder outcome data depend on the decoder’s accuracy, one important 
element to keep in mind is that the number of correct trials was usually larger than the 
number of incorrect ones. Moreover, the number of dist1 trials was larger than the 
number of dist2 trials, and this number was larger than the total of dist3 trials. This is 
because the saccade BMI classifier tended to make errors closer to the true target, not far 
away from it (as in the case of dist3 condition).  
All the distance to true target plots have the following color code: dark green, 
light green, orange, and red traces represent the average of correct, dist1, dist2, and dist3 
epochs, respectively. In Figure II.14 the average traces from the SEF channels are shown 
(for a population of monkey C sessions). The positive peak amplitude of dist3 seems to 
be larger than the amplitude of dist2 and dist1 (targets 3, 4, 5 and 6). The negative 
deflection also appears to have larger amplitude for targets 3, 4 and 5 (ipsilateral to the 
implant). For all targets except 4 and 6, a considerable number of dist3 traces are present. 
For monkey J, the distance to true target traces are more similar in shape and amplitude. 
In Figure II.15 are plotted the average traces, from a population of monkey J sessions, 
from an SEF channel. The modulation of amplitude due to distance to true target can be 
seen in targets 1, 2, and 6, for both the positive and negative deflections, but mainly in 
target locations 2 and  6 (ipsilateral to the implant).  
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Figure II.14. Population distance to true target for each target location in 1 SEF channel (monkey C).  
Average distance to true target (across all epochs from a population of monkey C sessions) for each target 
location at one SEF channel. Dark green, light green, orange, and red traces represent the correct, dist1, 
dist2, and dist3 mean traces, respectively. For most of the targets the positive peak amplitude seems to be 
modulated by the distance to true target, with a larger amplitude for larger distance to true target. Error bars 
represent the population standard deviation. 
 
Figure II.15. Population distance to true target for each target location in 1 SEF channel (monkey J).  
Average distance to true target (across all epochs from a population of monkey J sessions) for each target 
location at one SEF channel. Dark green, light green, orange, and red traces represent the correct, dist1, 
dist2, and dist3 mean traces, respectively. For most of the ipsilateral targets (1, 2, 6) the positive peak 
amplitude seems to be modulated by the distance to true target, with a larger amplitude for larger distance 
to true target. Error bars represent the population standard deviation. 
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For each time sample and channel, from each monkey’s population data, a one-
way ANOVA was run across all distance to target conditions (Figure II.16). For monkey 
C, all SEF channels in the 150-250ms window have significant information about the 
distance to true target (p < 0.01, Bonferroni corrected). On the other hand, in monkey J, 
the channels at the bottom of the SEF array show significant information (and high 
explained variance) for the distance to true target in the range 100-250ms and 350-450ms 
(p < 0.01, no Bonferroni correction was applied). In FEF some electrodes present 
significant activity between 220 and 280ms, and 350 and 450ms. In the PFC array some 
channels present it as well in the range 350 and 450ms. Some electrodes in PFC show 
significant activity in the range 170-250ms. 
 
 
Figure II.16. One-way ANOVA for distance to true target for dist1, dist2, dist3 (monkey C and J). 
LFP explained variance for distance to true target for a population of monkey C (left) and J (right) sessions. 
Y axis represents electrode (channel) number and X axis the time to feedback onset. Electrodes 1-32 are for 
PFC, 33-64 for SEF, and 65-96 for FEF. In monkey C SEF channels show significant differences for the 
distance to true target in the range 170-250ms (p < 0.01, no Bonferroni correction was applied). In monkey 
J the bottom-right channels in the SEF array show significant differences in the range 100-250ms, and most 
of FEF channels show this property in the range 100-250 and 350-450ms post-feedback onset (p < 0.01, no 
Bonferroni correction was applied). Explained variance values are presented in the color bar. 
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3.1.3 The prior trial outcome influences the amplitude of the eLFP signal. Target 
location and distance to true target are not the only conditions that can influence the 
eLFP. It has been shown that a previous incorrect trial affects the following trial. 
Bootstrap (1000 iterations) analysis of a two sample T-test (p < 0.01, Bonferroni 
corrected) was performed to check the effect of the previous trial outcome condition 
(when the previous trial, T = n-1, was correct or incorrect) on the current trial (at trial T = 
n).  
Significant differences due to the trial outcome of the previous trial (correct or 
incorrect at T = n-1) were found when the current trial (T = n) was incorrect (Figure 
II.17, top row). Significant differences were found between 450 and 550ms post-feedback 
onset in some SEF electrodes in monkey C and J. When the effect of previous correct and 
incorrect trials (at T = n-1) is evaluated on correct trials (T = n), significant differences 
(Figure II.17, bottom row) were found between 200 and 350ms and 450 and 550ms post-
feedback onset in some SEF electrodes of monkey C. In monkey J, on the other hand, this 
effect was found between -50 and 0ms post-feedback onset in several SEF electrodes 
(mainly in the top right of the array), and between 100 and 250ms in the top right 
electrodes of the PFC and SEF arrays, and in several FEF electrodes.  
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Figure II.17. Effect of previous trial outcome on the eLFP 
Average result from 1000 iterations bootstrap analysis of a two sample T-test (p < 0.01, Bonferroni 
corrected). The test compared the current trial outcome (at trial t = n, incorrect in the top row, correct in the 
bottom row) when the previous trial (t = n-1) was either correct or incorrect. Significant differences (in red) 
were found after the feedback onset of the current trial (t = n). An effect of previous trial outcome on the 
recorded eLFP (top row) was found between 450 and 550ms post-feedback onset in some SEF electrodes 
of monkey C and in two bottom right electrodes of monkey J (p < 0.01). The effect of previous trial 
outcome on the recorded correct trials (bottom row) was found between 200 and 350ms and 450 and 550ms 
post-feedback onset in some SEF electrodes of monkey C. In monkey J this effect was found between -50 
and 0ms post-feedback onset in the top right SEF electrodes, and between 100 and 250ms in some 
electrodes of PFC, SEF and FEF. 
3.1.4 Error-related LFP contain information about decoder outcome at different 
frequency bands. The log power of the difference between the average incorrect and 
correct spectrograms was explored to find possible activity related to decoder outcome 
(average across 1000 bootstrap iterations). Figure II.18 presents the power of the 
difference (ErrDiff) of the average incorrect and correct spectrograms for a population of 
monkey C sessions (11 sessions). All channels, in all arrays, show a strong decrease in 
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power in the 15-30Hz band from 200ms to 600ms post-feedback presentation (and this 
effect continues until the end of the epoch). Above 50Hz, an increase in power is present 
in all arrays from 300-700ms post-feedback onset. Also, in PFC and FEF all channels and 
arrays show a strong increase in power at the 1-10Hz band between 200-600ms (see 
Appendix). In SEF all channels increase power between 200-400ms, then decrease it for 
100ms, and increase it again from 500-700ms post-feedback onset.  
In monkey J (Figure II.19), a similar phenomenon occurs. In all channels and 
arrays we find a strong power decrease between 10-30Hz that starts at 100ms post-
feedback onset and that shrinks in the frequency band from 30 to 25Hz at 200ms. A 
similar decrease occurs in the 30-40Hz between 300-700ms. In the period 150-600ms 
post-feedback onset an increase of power is found in the 1-10Hz band. In the other two 
arrays we find similar changes in the frequency power, with a decrease of power in the 
beta band, and an increase of activity in the alpha band (see appendix).   
In the gamma (30-80Hz) and high gamma (80-200Hz) bands interesting features 
are present in both monkeys. In the 60-200 Hz band (Figure II.20), each frequency bin is 
scaled [0,1] across all time samples to highlight the features across all frequencies. In 
monkey C, SEF and FEF channels show a decrease (100-300ms post-feedback onset 
time) and an increase in power (300-600ms post-feedback onset time). In the PFC array 
we find a decrease (0-300ms) and then an increase in power (300-600ms).  In monkey J, 
PFC, SEF and FEF channels show a decrease in power (300-500ms post-feedback onset), 
then immediately an increase in power for 200ms (500-700ms). The PFC channels 
present also an increase in activity (0-100ms post-feedback onset time).   
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Figure II.18. ErrDiff normalized spectral power in SEF array for monkey C.  
Log power of the difference of the incorrect and correct mean spectrogram for a population (11 sessions) of 
monkey C sessions. All channels belong to SEF. Log power measured in dB and the color bar scale is 
normalized for all channels. In the 15-30Hz band, activity strongly decreases while increases are found in 
the 1-10 Hz band between 200-400ms and 500-700ms post-feedback onset. A decrease in activity is also 
present immediately after the feedback onset, lasting 200ms and covering frequencies between 10-20Hz. 
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Figure II.19. ErrDiff spectral power in SEF array for monkey J.  
Log power of the difference of the average incorrect and correct spectrogram for a population (9 sessions) 
of monkey J sessions. All channels belong to SEF. Log power measured in dB and the color bar is equal to 
all the channels. The activity in the 10-25 Hz band strongly decreases between 200-800ms post-feedback 
onset. In the period 150-600ms post-feedback onset activity in the 1-10Hz band strongly increases.  
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Figure II.20. Mean ErrDiff spectral power (scaled over each freq. bin) over high gamma for one 
channel in each array.  
High gamma spectral power difference between the average (from 1000 bootstrap iterations) incorrect and 
correct spectrogram from a population of sessions from monkey C (11 sessions, left column) and monkey J 
(9 sessions, right column). Top, middle and bottom rows represent a single channel from PFC, SEF and 
FEF, respectively. The X axis shows the time to feedback onset (in seconds), and the Y axis the frequency 
(in Hz). The color bar represents scaled values [0,1] across time for each frequency bin. Cool (blue) and hot 
(red) colors represent low and high values, respectively. In monkey C, SEF and FEF channels show in the 
50-200Hz band, a decrease (100-300ms post-feedback onset time) and an increase in power (300-600ms 
post-feedback onset time). In PFC is found a previous decrease (0-300ms) followed by an increase in 
power (300-600ms).  In monkey J, PFC, SEF and FEF channels show in the 50-200 Hz band, a decrease in 
power in 300-500ms post-feedback onset, then immediately an increase in power for 200ms (500-700ms). 
PFC channels, in the 50-200Hz band, present also an increase in activity (0-100ms post-feedback onset 
time).  
 
To inspect if the power at a set of frequency bands was significantly informative 
about the decoding outcome, mean power values across the delta, theta, alpha, beta, 
gamma and high gamma bands were computed for all the correct and incorrect trials of 
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the population sessions (for each monkey). The results of a two sample T-tests for each 
frequency band is presented in Figure II.21 for each monkey and for each array’s top left 
(odd rows) and bottom right channels (even rows).  
Top rows represent the significant (red) frequency bands and time samples (from 
1000 bootstrap iterations, p-val < 0.05, Bonferroni corrected). In monkey C, beta and 
gamma are the most significant frequency bands. In monkey J, all the frequency bands 
present significant differences; especially alpha, beta and high gamma. The bottom rows 
represent the variability between correct and incorrect trials for each frequency band and 
time point (from the same 1000 iterations, plotting only the significant values, p-val < 
0.05, Bonferroni corrected). Hot (red) and cool (blue) colors represent large and small 
differences in decoding outcome classes (correct and incorrect trials), respectively. The 
variability values are normalized per array and only non-dark blue colors are significant. 
In monkey C (first three rows) the beta, gamma and high gamma are significant 
frequency bands after the feedback onset (with beta and high gamma showing the largest 
differences in variance across correct and incorrect trials). Monkey J (last three rows) 
presents significant activity with the largest differences between correct and incorrect 
trials in the alpha and beta bands, and with a short period of activity in the delta and theta 
band (200ms post-feedback onset). For each monkey and array, all channels show similar 
behavior.  
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Figure II.21. Frequency bands with significant information about decoding outcome. 
Two sample T-test between correct and incorrect trials for all frequency bands (y axis: delta, theta, alpha, 
beta, gamma, high gamma) of a population of sessions from monkey C (11 sessions, first three rows from 
left to right), and monkey J (9 sessions, last three rows from left to right). X axis represents the time to 
feedback onset. Top rows represent the significant (red) frequency bands and time samples. In monkey C, 
beta and gamma are the most significant frequency bands. In monkey J, the most significant frequency 
bands are alpha and beta, with a short period for delta and theta. White dashed lines mark the feedback 
onset time (vertical).The bottom rows represent the variability between correct and incorrect trials for each 
frequency band and time point. Hot (red) and cool (blue) colors represent large and small differences in 
decoding outcome classes (correct and incorrect trials), respectively. Variance values are normalized per 
array and only values significant are presented. Error bars represent percentage of variability between 
correct and incorrect trials. All significant values obtained after 1000 bootstrap iterations, p-val < 0.05, 
Bonferroni corrected.  
 
3.1.5 Cross-frequency amplitude-amplitude coupling changes. The results in the 
previous section suggest that cross-frequency coupling might be happening (between 
alpha and beta, and beta and high gamma). With data from the 6 frequency bands, the 
cross-frequency amplitude-amplitude coupling was computed (averaging 1000 bootstrap 
iterations) for the correct and incorrect trials for the period before and after the feedback 
onset (from each monkey’s population sessions). The periodDiff (difference between the 
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pre-onset and post-onset periods) cross-frequency coupling of incorrect and correct trials 
was computed to get the ErrDiff-periodDiff cross-frequency coupling.  
For monkey C, (Figure II.22) no strong changes in cross-frequency coupling for 
any of the frequencies were found in the arrays except for a decrease in delta-alpha and 
theta-alpha coupling in PFC and SEF. The average (across all the array electrodes) delta-
alpha coupling decrease across PFC channels was 0.049 (±0.086 S.D.) whereas in SEF it 
reached 0.085 (±0.037 S.D.).  The average theta-alpha coupling decrease across PFC 
channels was 0.041 (±0.08 S.D.) whereas in SEF it reached 0.077 (±0.035 S.D.).  Only 
two channels in PFC (18 and 27) showed changes in other coupling frequencies. Channel 
18 showed an increase in delta-alpha (0.215), theta-alpha (0.214), delta-gamma (0.167), 
theta-gamma (0.16), delta-highGamma (0.154) and theta-highGamma (0.144) coupling. 
Channel 27 presented an increase in delta-highGamma (0.395), delta-gamma (0.396), 
delta-beta (0.358), theta-highGamma (0.398), theta-gamma (0.409), theta-beta (0.377), 
alpha-highGamma (0.40), alpha-gamma (0.511), alpha-beta (0.544), and beta-
highGamma (0.179) coupling. 
In monkey J, (Figure II.23) the changes in coupling were found in all the arrays 
but mainly in PFC and FEF. We observed an increase in delta-alpha (0.106 ±0.094 S.D. 
in PFC channels, and 0.141 ±0.046 S.D. in FEF channels) and theta-alpha (0.12 ±0.1 S.D. 
in PFC channels, and 0.128 ±0.052 S.D. in FEF channels) coupling whilst a decrease in 
alpha-beta (0.321 ±0.113 S.D. in PFC channels, 0.181 ±0.034 S.D. in SEF channels, and 
0.247 ±0.058 S.D. in FEF channels), alpha-gamma (0.221 ±0.119 S.D. in PFC channels, 
0.215 ±0.06 S.D. in SEF channels, and 0.272 ±0.124 S.D. in FEF channels) and beta-
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gamma (0.106 ±0.082 S.D. in PFC channels, 0.11 ±0.03 S.D. in SEF channels, and 0.14 
±0.032 S.D. in FEF channels) coupling. 
 
Figure II.22. ErrDiff-periodDiff cross-frequency amplitude-amplitude coupling for all frequency 
bands (monkey C). 
Average difference between the incorrect and correct periodDiff (with periodDiff defined as the difference 
between the post and pre-feedback period cross-correlation) for all channels and arrays from a population 
(11 sessions) of monkey C sessions (average across 1000 bootstrap iterations). The X axis represents the 
channel number. The channel distribution is: PFC 1-32, SEF 33-64, FEF 65-96. The Y axis represents the 
difference in the cross-correlation coupling values. From top to bottom, the main frequency band is delta, 
theta, alpha, beta, gamma, and high gamma. Each frequency band is coupled with the delta (cyan trace), 
theta (yellow trace), alpha (black trace), beta (red trace), gamma (blue trace), and high gamma (green trace) 
band. Dotted lines represent a change in array. A decrease in delta-alpha and theta-alpha coupling is found 
in the PFC and SEF arrays. 
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Figure II.23. ErrDiff-periodDiff cross-frequency amplitude-amplitude coupling for all frequency 
bands (monkey J). 
Average difference between the incorrect and correct periodDiff (with periodDiff defined as the difference 
between the post and pre-feedback period cross-correlation) for all channels and arrays from a population 
(9 sessions) of monkey J sessions (average across 1000 bootstrap iterations). The X axis represents the 
channel number. The channel distribution is: PFC 1-32, SEF 33-64, FEF 65-96. The Y axis represents the 
difference in the cross-correlation coupling values. From top to bottom, the main frequency band is delta, 
theta, alpha, beta, gamma, and high gamma. Each frequency band is coupled with the delta (cyan trace), 
theta (yellow trace), alpha (black trace), beta (red trace), gamma (blue trace), and high gamma (green trace) 
band. Vertical Dotted lines represent a change in array. An increase in delta-alpha and theta-alpha coupling 
was found as well as a decrease in alpha-beta, alpha-gamma and beta-gamma coupling. 
3.2 Offline decoder error detection 
In order to determine the best features and parameters we considered two different 
approaches, one employing 10-fold cross-validation of multiple sessions and one 
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focusing on using different sessions for training and testing, with a similar design to the 
online DED BMI tests.  
3.3.1 Cross-validation analysis: To begin, we ran multiple iterations of all the possible 
values that our four different parameters could take in 65 monkey C sessions and 9 
monkey J sessions. Via 10-fold cross-validation, the true positive (only incorrect trials), 
true negative (only correct), and overall classification percentage of the DED BMI were 
evaluated. Table II.2 presents a summary of the 4 different parameters iterated. 
Table II.2. Parameters iterated in the offline 10-fold cross-validation analysis. 
Here are listed the different parameters iterated during the 10-fold cross-validation analysis for 65 monkey 
C sessions and 9 monkey J sessions. From these parameters the ones providing the best performance 
accuracy were selected for the real-time DED BMI sessions.  
Parameter Possible Values 
 
Baseline removal 
 
0Base 1Base - - - - 
 
Array selection 
 
SEF only PFC only 
SEF and 
PFC 
PFC and 
FEF 
SEF, PFC 
and FEF 
 
 
Features extraction 
function 
 
Mean Mean2 minMax - - - 
 
Feature vector 
transformation function 
 
None Log sqr sqrt mean zscore 
 
For monkey C, the median DED BMI performance values for all parameters are 
presented in Figure II.24. These results suggest that for monkey C’s data we get the 
highest decoder(err) performance when no baseline is removed and only channels from 
the SEF array are selected. Also, this analysis shows that we should compute the mean of 
the data windows to extract the features, and later z-score them. In preliminary analysis 
using only the FEF, FEF and SEF, and FEF and PFC arrays, the average decoder(err) 
performance was the lowest. For this reason these array combinations are not shown in 
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the plots. All the feature transformation functions but ‘log’ and ‘sqr’ provided similar 
decoder(err) performance values. The ‘log’ and ‘sqr’ functions presented a decrease in 
performance by approximately 20%. In Figure II.25 are the average decoder(err) 
performance values across 9 monkey J sessions. These results indicate the highest 
performance was obtained when 1) the baseline is not removed, 2) the FEF and PFC 
arrays are selected, 3) the mean function is applied to extract the features, and 4) no 
transformation is applied. As with the results with monkey C, the ‘log’ and ‘sqr’ feature 
transformation functions had the poorest decoder(err) performance values (by more than 
20%).  
Upon optimizing the parameters for each monkey (using the 10-fold cross-
validation approach), the decoder(err) performance for those parameters using 10-fold 
cross-validation were plotted. Figure II.26 present the mean performance values for 
monkey C. The left Y axis has the performance values for the saccade BMI (blue trace). 
The right Y axis has the scale for the DED BMI decoder(err) performance. The green, 
red, and black traces correspond to the true negative (no decoder error), true positive 
(decoder error), and overall decoder(err) performance, respectively. In general, the 
decoder is very stable across sessions. We found 5 sessions with performance values 
below 90% between sessions 33 and 46 (between the dates 121114 and 130415, 
YYMMDD), and only 3 of those were below 80%. The overall good saccade decoder 
performance (68.3%) provided, for the decoder(err) training, more correct trials than 
incorrect ones. This biased our DED decoder(err), an effect that can be seen in improved 
performance for detecting true negatives (correct trials). Overall, the decoder(err) 
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performance across all monkey C sessions was 94.8% ± 4 S.D. If we remove the low 
performance outliers (between sessions 33 and 46) the performance increases to 96%.  
Likewise, in Figure II.27 are shown the mean and median (from the 10-fold CV) 
decoder(err) performance values for monkey J sessions. Continuous and dash lines 
represent the mean and median, respectively.  The blue Y axis and the blue trace 
correspond to the saccade BMI decoder performance. The DED BMI decoder(err) 
performance values correspond to the right Y axis. The green, red, and black traces 
identify the true negative (no decoder error), true positive (decoder error), and overall 
DED BMI decoder(err) performance, respectively. For monkey J, the performance of the 
saccade BMI was close to 50%, giving a similar number of correct and incorrect trials. 
Nevertheless, the true negative results still presented slightly better decoder(err) 
performance. Overall, the decoder(err) performance across all monkey J sessions was 
94.9% ± 1.4 S.D 
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Figure II.24. Analysis of decoding(err) parameters via 10-fold cross-validation for monkey C. 
Offline DED BMI median classification performance across 65 monkey C sessions under different parameters. The results are presented for correct (left 
column), incorrect (middle column), and overall trials (right column). Baseline removal was applied only on bottom plots. Black, red, and green colors 
represent values for the feature extraction functions: mean, mean2, and minMax; respectively. Line styles represent values for the array combination. 
Dots, light lines, dash lines, and dark lines represent PFC, SEF, PFC –SEF, and PFC-SEF-FEF arrays, respectively. The different feature extraction 
functions (none, log, sqr, sqrt, mean, and zscore) are represented in the x axis. 
  
6
5
 
6
5
 
 
 
Figure II.25. Analysis of decoding(err) parameters via 10-fold cross-validation for monkey J. 
Offline DED BMI mean classification performance across 9 monkey J sessions under different parameters. The results are presented for correct (left 
column), incorrect (middle column), and overall trials (right column). Baseline removal was applied only on the bottom plots. Black, red, and green 
colors represent values for the feature extraction functions: mean, mean2, and minMax; respectively. Line styles represent values for the array 
combination. Big dots, light lines, dash lines, dark lines, dash and dot lines, small dots, and circles represent SEF, FEF, PFC, SEF-FEF, SEF-FEF-PFC, 
FEF-PFC, SEF-PFC arrays, respectively. The different feature extraction functions (none, log, sqr, sqrt, mean, and z-score) are represented in the x axis.
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Figure II.26. Decoder(err) performance using 10-fold CV and optimized parameters (monkey C). 
10-fold CV decoder(err) performance across 65 monkey C sessions using the optimized parameters (no 
baseline removal, SEF array, features extracted taking the mean of the data windows, and z-scoring the 
feature vectors). The blue trace corresponds to the saccade BMI decoder performance (left Y axis). The 
green, red, and black traces correspond to the true negative (no decoder error), true positive (decoder error), 
and overall DED BMI decoder(err) performance, respectively. The DED BMI decoder(err) performance 
values correspond  to the right Y axis (black axis).  The sessions between the dates 121114 and 130415 
(YYMMDD) presented more variability and an erratic decoder(err) performance. 
 
Figure II.27. Decoder(err) performance using 10-fold CV and optimized parameters (monkey J). 
Decoder(err) performance across9 monkey J sessions using 10-fold CV and the optimized parameters (no 
baseline removal, FEF and PFC arrays, features extracted taking the mean of the data windows). The blue 
trace corresponds to the saccade BMI decoder performance (left Y axis). The green, red, and black traces 
correspond to the true negative (no decoder error), true positive (decoder error), and overall DED BMI 
decoder(err) performance, respectively. The DED BMI decoder(err) performance values correspond  to the 
right Y axis (black axis). Continue and dash lines represent the mean and median, respectively, of the 10-
fold CV iterations. 
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3.3.2 Simulating online eLFP detection using different sessions for training and 
testing. For emulating the training and testing process of the real-time DED BMI 
sessions, five different rules were considered for selecting the training dataset used by the 
decoder(err). After training with the dataset specified by each one of the rules, the 
decoder(err) was tested on all 65 monkey C sessions using its optimized parameters. In 
Figure II.28 are compiled the results of testing different decoders trained under five rules: 
the light blue trace represents the 1predSession rule (using only the previous session for 
training, and testing on the following session; doing this for each session), the cyan trace 
represents the 5 predSession rule (the previous 5 sessions were used for training a 
decoder that was tested only on the session following the training sessions; doing this for 
each session),the yellow trace represents the 10 predSessions rule (the previous 10 
sessions were used for training a decoder that was tested only on the session following 
the training sessions; and repeating this for each session), the red trace represents the 
midsession rule (the first half of all the sessions was used to train a fixed decoder than 
later was used to test each of the following sessions), the dark blue trace represents the 
crrtSession rule (a decoder was trained and tested using the same session). The saccade 
BMI performance is included as a reference (black trace). The best decoder(err) 
performance across sessions was 94.77 ± 1.43 S.D. for the 5predSessions training rule 
(cyan trace). The median and quartile values for four of these rules are compiled in 
Figure II.29. The 5predSession and 10predSession approaches provided the best 
performance values across all 65 sessions.  
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Figure II.28. Decoder(err) performance simulating online eLFP detection using different training 
datasets (monkey C).  
Simulating the training and testing process of an online real-time DED BMI session, the decoder(err) 
performance was evaluated considering five different rules for selecting the training dataset (employed by 
the decoder(err)). Saccade BMI performance values are represented by the black trace and the blue Y axis. 
Decoder(err) performance values correspond  to the right Y axis (black axis). The training rules are 
crrtSession (dark blue trace), 1predSession (light blue trace), 5predSession (cyan trace), 10predSession 
(yellow trace), and midSession (red trace). For the decoders(err) the optimized parameters from the 10-fold 
CV analysis was used. 
 
Figure II.29. Boxplots of decoder(err) performance simulating online eLFP detection using different 
training datasets (monkey C).  
The boxplots represent data from simulations of the training and testing processes of an online real-time 
DED BMI session. The decoder(err) performance was evaluated considering five different rules for 
selecting the training dataset used by the decoder(err). The training rules are 1predSession (light blue 
trace), 5predSession (cyan trace), 10predSession (yellow trace), midSession (red trace) and crrtSessions 
(not shown in the plot). The decoders(err) employed the optimized parameters from the 10-fold CV 
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analysis. The 5predSession and 10predSession results provided the best average decoder(err) performance 
across all 65 monkey C sessions. 
3.3 Real-time decoder error detection 
The real-time DED BMI sessions took place on two and three consecutive weeks 
for monkey J and C, respectively (Figure II.30). Before each day’s recordings, a 
decoder(err) was trained following the steps detailed in section 2.5.1. For a list of the 
sessions used for training the decoder (err) see Table II.3. On each day implementing the 
decoder error detection BMI, monkey C executed 600 training trials and an average of 
536 (±225 S.D.) decoding trials. Monkey J, on the other hand, executed 300 training 
trials and an average of 812 (±182 S.D.) decoding trials. During this period the saccade 
BMI made, on average, 157 decoder errors (±63.45 S.D) for monkey C, and 437 decoder 
errors (±87.52 S.D.) for monkey J. For these weeks the saccade BMI performance was 
70,26% (±4.75) and  45.75% (±3.96) for monkey C and monkey J, respectively. The 
average real-time DED BMI decoder(err) performance was 86.02% (±11.4 S.D) for 
monkey C, and 87.77 (±7.23 S.D.) for monkey J. 
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Figure II.30. Real-time DED and saccade BMI decoder performance for both monkeys. 
DED and saccade BMI decoder performance for the testing sessions (real-time). Red and blue traces 
represent values for monkey C and J, respectively. Solid lines indicate DED decoder(err) values, dash lines 
saccade BMI decoder values. Dots mark sessions in which the decoder(err) was not updated; instead  the 
one from the previous day was used (labeled in the plot as previous sessions decoder). The axis represents 
the session number. The average decoder(err) performance was 86.02% (±11.4 S.D) for monkey C, and 
87.77 (±7.23 S.D.) for monkey J.  
3.4 Implant laterality effect on decoder error detection  
The implant laterality affected the saccade BMI performance (better performance 
for the contralateral targets) so this same effect was assessed in the decoder(err) 
performance (Figure II.31). The ratio of contralateral (and ipsilateral) trials to the total of 
trials (for each macro subset of trials) was computed. For the contralateral trials, the 
average ratio for monkey C was 0.487 ± 0.053 S.D (for the correctly classified macro 
subset) and 0.478 ± 0.146 S.D (for the incorrectly classified macro subset). For monkey 
J, the average ratio for contralateral trials was 0.492 ± 0.015 S.D (for the correctly 
classified macro subset) and 0.558 ± 0.079 S.D. (for the incorrectly classified macro 
subset). Since there was no a significant difference between the ipsilateral and 
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contralateral ratios for monkey C and J, we concluded that there is no a significant 
difference in the performance of the DED BMI due to the laterality of the implant. This 
was true for both the correctly and incorrectly classified macro subsets.    
 
Figure II.31. Ratio of contralateral and ipsilateral trials during DED BMI.  
Box plots with the ratio of trials with a specific laterality to the total number of trials (for each decoder(err) 
outcome condition). In the left plot is the ratio of the number of ipsilateral (left) and contralateral (right) 
trials to the total number of correctly classified trials (trials correctly classified by the DED BMI).  In the 
right plot is the ratio of the number of ipsilateral (left) and contralateral (right) trials to the total number of 
incorrectly classified trials (trials incorrectly classified by the DED BMI).  Each box plot presents the 
median, quartiles, and outliers for monkey C (in red), and monkey J (in blue). In monkey C and J the 
laterality effect did not significantly affected the decoder(err) performance.  
 
4. Discussion  
We presented here, to our knowledge, the first real-time LFP-based DED system 
integrated within an invasive BMI, and tested on non-human primates. Three major steps 
were taken to develop the system: describing in detail the decoder error-related LFP, 
testing the DED system offline, and testing its performance in real-time while two non-
human primates (NHP) used a saccade BMI. 
A deep analysis of the LFP during BMI control provides a better understanding of 
the signals, and features, to be used for decoder error detection. The characteristics of 
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LFP during BMI misclassifications are not reported in the literature so our findings are 
compared with 1) eLFP recorded during invasive non-BMI tasks and 2) with ErrP signals 
during non-invasive BMI control. For the time domain features, the small negative trough 
(100ms) and the positive peak (~200ms) in the SEF array of both monkeys are similar in 
time and amplitude to results provided by Emeric et al. (2010), who explored eLFP in the 
SEF of NHPs under a go-no go saccade task. Also, when the ErrDiff trace from eLFP 
(average incorrect trace minus average correct trace) is compared to traces from EEG 
BMI studies, our results go along with the shape and timing (although shifted) of the 
ErrP. Ferrez & Millan (2005) reported times (after the feedback onset) for the negative, 
positive, and negative peaks of the human ErrP signal (270ms, 350-450ms, 550ms) that 
are similar to the peaks found in the ErrDiff trace from the eLFP of monkey C (100ms, 
100-300ms, 250-500ms, approximately shifted 180ms if compared to Ferrez & Millan 
results) and monkey J (100ms, 200-300ms, 300-500ms, shifted approximately 157ms if 
compared to Ferrez & Millan results).   
The effect of target location on the eLFP was also studied by Emeric et al. (2010). 
Those authors found that error signals are related to both incorrect ipsi- and contralateral 
saccades during the no-go command, supporting our results: data from both monkeys 
reflect that the amplitude and timing properties apply equally to all 6 target locations 
without any laterality specificity (although contralateral targets do have larger amplitude 
peaks in the eLFP signals of monkey C –see Figure II.40, but not in monkey J). 
Moreover, Emeric et al. suggested eLFP in their SEF recordings represent both error and 
conflict, agreeing with our distance to true target results. The level of discrepancy (or 
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conflict) significantly modulates the amplitude of the positive peak of the eLFP in the 
SEF arrays of both monkeys. Also, from data in both the PFC and FEF arrays in monkey 
J, this level of conflict seems to be significantly modulated by the positive and the 
secondary (wide) negative peaks found in the ErrP signals. Unfortunately, Emeric et al. 
only reported data up to 400ms post-saccade or feedback onset (making a comparison 
with our results impossible), although there is a long list of authors that have linked PFC 
to response conflict (Ullsperger et al., 2014). The effect of distance to target has been 
already linked to amplitude modulation (using the positive peak in the signal) in EEG 
signals during BMI control (Iturrate et al., 2010; Buttfield et al., 2006), supporting our 
results. 
Finally, the effect of previous trial errors found in the late stage of the eLFP (400-
500ms post-feedback onset in both monkeys) has behavioral (Godlove et al., 2011; 
Emeric et al., 2008) and signal correlates (Iturrate et al., 2010; Cavanagh et al., 2010).  
Most of the studies focused on eLFP explore the time-domain signal omitting its 
spectral characteristics. From the time-frequency content found in the error-difference 
spectrograms in both monkeys, the strongest signatures are an increase in delta, theta, and 
alpha activity; and a strong decrease in beta power (200-400ms after the feedback onset). 
The delta, theta and alpha bands were significantly informative of the decoder outcome in 
our analysis, in line with what we implemented for real-time DED (an LFP filtered in the 
1-10Hz band). The beta band was not included in our real-time DED BMI although 
others include it for decoder error detection (Chavarriaga et al., 2014).  
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The increases in delta and theta power during error processing are documented in 
non-BMI situations (Yordanova et al., 2004; Cavanagh et al., 2010; Cohen, 2011) while 
the increases in alpha and the decreases in beta activity have been previously reported 
during ErrP BMI control. Chavarriaga et al. (2014) reported that a decrease in beta 
activity is present when the same users of the BMI have a sense of agency during the 
BMI task, but not only monitoring errors performed by external agents. In the case of 
both monkeys, this could mean a possible sense of agency during the saccade BMI 
control.  
Furthermore, an unexpected behavior was found in the high-gamma band in all 
channels of SEF and FEF arrays, in both monkeys: a decrease of activity lasting 200ms 
(at 100ms and 300ms post feedback onset for monkey C and monkey J, respectively) 
immediately followed by an increase in activity with duration of 200ms. A similar 
decrease of spectral power was found in all the channels in the PFC array of both 
monkeys, starting at the feedback onset and lasting 100ms and 300ms for monkey J and 
C, respectively. Increases in high gamma activity during error production have been 
reported in ECoG data from humans performing a motor task  (Milekovic et al., 2012) 
but the increases last longer (~200-500ms), and without prior decreases in the same 
frequency band. Increases of high frequency power in LFP during decoder errors have 
also been reported during BMI control (250ms post-feedback onset), but these results 
belong to a preliminary study using a single marmoset monkey (Geng et al., 2013) .Upon 
a closer look at the mean correct spectrogram in monkey J’s PFC channels, a band of 
power in the high gamma, lasting 100ms, was found right after feedback onset. One 
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possible explanation is that the delivery of the reward by the solenoid added this signal. 
Nevertheless, the mean incorrect spectrogram (for the same channels, in PFC) also 
showed an increase in high-gamma (although not as strong as the one in the correct 
spectrogram), ruling out the effect of the solenoid (reward was never delivered in 
incorrect trials). The time of the second high gamma transition (in SEF and FEF 
channels) does not match any behavioral changes or transitions in the task beyond 
decoder outcome. This high frequency increase needs further analysis. A possible 
approach is to delay the presentation of the reward to the monkeys so no possible 
electromagnetic and EMG artifacts can interfere with the signal, hence confirming this 
high frequency increase is related to incorrect trials.  
Beyond the spectrogram analysis, the cross-frequency amplitude-amplitude co-
modulation analysis aimed to find possible interactions between alpha and beta rhythms 
across both monkeys. The coupling results were not consistent across monkeys. In 
monkey C the cross-frequency amplitude-amplitude coupling analysis showed a decrease 
in delta-alpha and theta-alpha coupling in the PFC and SEF arrays, and an increase in 
coupling between different bands for electrodes 18 and 27 (in the PFC array). In monkey 
J increases and decreases of cross-frequency coupling were present in all the arrays 
(mainly PFC and FEF). In all three arrays was seen a decrease of alpha-beta, alpha-
gamma, and beta-gamma coupling while in PFC and FEF was found an increase in the 
alpha-delta and alpha-theta coupling. Other methods for evaluating the cross-frequency 
amplitude coupling should be explored. A logical step is to take into account the 
dynamics of each trial: instead of computing coupling values for the whole pre- and post-
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feedback period, calculate it for each time sample across trials and evaluate how 
significantly it changes over time. A modified version of Voytek et al. (2013) event-
related phase-amplitude coupling method could be used for amplitude-amplitude 
coupling. Moreover, phase-amplitude coupling at each frequency band should also be 
explored using either Voytek et al. (2013) or Brincat & Miller, (2015) approaches. 
The analysis of the eLFP signals allowed testing different features and parameters 
(offline) to optimize the decode error detection algorithm. The results were specific to 
each monkey and revealed some variability on the data preprocessing approaches 
although both provided similar decoder(err) performance of approximately 95% correct 
classification, proving that the DED BMI design was fast and reliable for single-trial 
decoder error detection during the closed-loop saccade BMI testing sessions. Finally, the 
implementation of the DED BMI while the monkeys ran the saccade BMI demonstrated 
eLFP can be detected in real-time accurately. The overall decoder(err) performance 
during the real-time sessions was 86.02% (±11.4 S.D) for monkey C, and 87.77 (±7.23 
S.D.) for monkey J.  
The goal of this chapter was to propose a system employing eLFP for detecting 
decoder errors, test its performance offline, and implement it in real-time as a module 
integrated into a running closed-loop BMI.  Overall, our findings reveal characteristic 
eLFP traits that proved to be consistent with the literature and that represent a bridge 
between the current knowledge about eLFP in non-BMI tasks and ErrP produced during 
BMI control. Finally, the real-time DED BMI results suggest that decoder error detection 
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can be incorporated as a standard feature in BMI design, which could be tested with 
adaptive algorithms in order to improve overall decoder performance. 
 
5. Appendix 
5.1 Error-related LFP activity per channel and array 
 
Figure II.32. Average time traces and S.D. for all channels in the PFC array of an example session 
(monkey C). 
From a representative session from monkey C we plot the correct (green trace), incorrect (red trace), and 
ErrDiff (black trace) mean traces for the 32 channels in the PFC array. The epochs’ S.D. is presented as 
error bars. Y axis represents the voltage (µV), the X axis time (seconds with respect to feedback onset 
time).  
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Figure II.33. Average time traces and S.D. for all channels in the FEF array of an example session 
(monkey C). 
From a representative session from monkey C we plot the correct (green trace), incorrect (red trace), and 
ErrDiff (black trace) mean traces for the 32 channels in the FEF array. The epochs’ S.D. is presented as 
error bars. Y axis represents the voltage (µV), the X axis time (seconds with respect to feedback onset 
time).  
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Figure II.34. Average time traces and S.D. for all channels in the SEF array of an example session 
(monkey J). 
From a representative session from monkey J we plot the correct (green trace), incorrect (red trace), and 
ErrDiff (black trace) mean traces for the 32 channels in the SEF array. The epochs’ S.D. is presented as 
error bars. Y axis represents the voltage (µV), the X axis time (seconds with respect to feedback onset 
time).  
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Figure II.35. Average time traces and S.D. for all channels in the FEF array of an example session 
(monkey J). 
From a representative session from monkey J we plot the correct (green trace), incorrect (red trace), and 
ErrDiff (black trace) mean traces for the 32 channels in the FEF array. The epochs’ S.D. is presented as 
error bars. Y axis represents the voltage (µV), the X axis time (seconds with respect to feedback onset 
time).  
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5.2 Error-related LFP for each true target location  
 
Figure II.36. PFC array mean time traces and S.D. for each target location (monkey C). 
Mean time traces and S.D. taken from all epochs and channels from a representative monkey C session for 
each target location. We plot the correct (green trace), incorrect (red trace), and ErrDiff (black trace) mean 
traces for the 32 channels in the PFC array. The epochs’ S.D. is presented as error bars. Y axis represents 
the voltage (µV), the X axis time (seconds with respect to feedback onset time).  
 
Figure II.37. FEF array mean time traces and S.D. for each target location (monkey C). 
Mean time traces and S.D. taken from all epochs and channels from a representative monkey C session for 
each target location. We plot the correct (green trace), incorrect (red trace), and ErrDiff (black trace) mean 
traces for the 32 channels in the FEF array. The epochs’ S.D. is presented as error bars. Y axis represents 
the voltage (µV), the X axis time (seconds with respect to feedback onset time).  
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Figure II.38. FEF array mean time traces and S.D. for each target location (monkey J). 
Mean time traces and S.D. taken from all epochs and channels from a representative monkey J session for 
each target location. We plot the correct (green trace), incorrect (red trace), and ErrDiff (black trace) mean 
traces for the 32 channels in the FEF array. The epochs’ S.D. is presented as error bars. Y axis represents 
the voltage (µV), the X axis time (seconds with respect to feedback onset time).  
 
Figure II.39. PFC array mean time traces and S.D. for each target location (monkey J). 
Mean time traces and S.D. taken from all epochs and channels from a representative monkey J session for 
each target location. We plot the correct (green trace), incorrect (red trace), and ErrDiff (black trace) mean 
traces for the 32 channels in the PFC array. The epochs’ S.D. is presented as error bars. Y axis represents 
the voltage (µV), the X axis time (seconds with respect to feedback onset time).  
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Figure II.40. Normalized LFP explained variance (across target location) given the decoder outcome 
for each target location and array (monkey C). 
Normalized (across target location) LFP explained variance due to decoder outcome for monkey C. The Y 
axis represents electrode (channel) number and the X axis the time to feedback onset (milliseconds). 
Electrodes 1-32 are for PFC, 33-64 for SEF, and 65-96 for FEF. For all target locations, SEF electrodes, in 
the range 100-200ms, show significant decoder outcome information (two-sample T-test p < 0.01). For 
targets 1, 2, 3, 6 (with targets 1, 2, and 6 being contralateral to the implants) the same is true in SEF in the 
range 250-450ms. Targets 1, 2, 5, and 6 present significant information given the decoder outcome (250-
450ms) at some PFC electrodes. The colorbar represents the explained variance. Ipsilateral targets (3, 4, 
and 5) show less significant explained variance for decoder outcome. 
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5.3 Error-related LFP distance to true target 
 
Figure II.41. Population distance to true target for each target location in one PFC channel (monkey 
C). 
Mean distance to true target (across all epochs from a population of monkey C sessions) for each target 
location at one PFC channel. Dark green, light green, orange, and red traces represent the correct, dist1, 
dist2, and dist3 mean traces, respectively. For most of the targets the positive peak amplitude seems to be 
modulated by the distance to true target: larger amplitude for larger distance to true target Error bars 
represent the epochs’ standard deviation. 
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Figure II.42. Population distance to true target for each target location in one FEF channel (monkey 
C). 
Mean distance to true target (across all epochs from a population of monkey C sessions) for each target 
location at one FEF channel. Dark green, light green, orange, and red traces represent the correct, dist1, 
dist2, and dist3 mean traces, respectively. For most of the targets the positive peak amplitude seems to be 
modulated by the distance to true target: larger amplitude for larger distance to true target Error bars 
represent the epochs’ standard deviation. 
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Figure II.43. Population distance to true target for each target location in 1 FEF channel (monkey J).  
Mean distance to true target (across all epochs from a population of monkey C sessions) for each target 
location at one FEF channel. The Y axis represents the signal amplitude (μV) and the X axis the time to 
feedback onset (seconds). Dark green, light green, orange, and red traces represent the correct, dist1, dist2, 
and dist3 mean traces, respectively. For most of the targets the positive peak amplitude seems to be 
modulated by the distance to true target: larger amplitude for larger distance to true target Error bars 
represent the epochs’ standard deviation. 
  
87 
8
7
 
 
Figure II.44. Population distance to true target for each target location in 1 PFC channel (monkey J). 
Mean distance to true target (across all epochs from a population of monkey C sessions) for each target 
location at one PFC channel. The Y axis represents the signal amplitude (μV) and the X axis the time to 
feedback onset (seconds). Dark green, light green, orange, and red traces represent the correct, dist1, dist2, 
and dist3 mean traces, respectively. For most of the targets the positive peak amplitude seems to be 
modulated by the distance to true target: larger amplitude for larger distance to true target Error bars 
represent the epochs’ standard deviation. 
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5.4 Log difference power spectrograms 
 
 
Figure II.45. Spectrogram log power difference for PFC array in monkey C. 
ErrDiff spectrogram (average correct spectrogram subtracted from the average incorrect spectrogram) of a 
population of monkey C sessions for all channels in the PFC array in the 0-70Hz frequency band. All 
channels are equally scaled and the power, in decibels (dB), is represented in the color bar. 
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Figure II.46. Spectrogram log power difference for PFC array in monkey J. 
ErrDiff spectrogram (average correct spectrogram subtracted from the average incorrect spectrogram) of a 
population of monkey J sessions for all channels in the PFC array in the 0-70Hz frequency band. All 
channels are equally scaled and the power, in decibels (dB), is represented in the color bar. 
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Figure II.47. Spectrogram log power difference for FEF array in monkey C. 
ErrDiff spectrogram (average correct spectrogram subtracted from the average incorrect spectrogram) of a 
population of monkey C sessions for all channels in the FEF array in the 0-70Hz frequency band. All 
channels are equally scaled and the power, in decibels (dB), is represented in the color bar. 
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Figure II.48. Spectrogram log power difference for FEF array in monkey J. 
ErrDiff spectrogram (average correct spectrogram subtracted from the average incorrect spectrogram) of a 
population of monkey J sessions for all channels in the FEF array in the 0-70Hz frequency band. All 
channels are equally scaled and the power, in decibels (dB), is represented in the color bar. 
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5.5 Offline eLFP detection 
 
Figure II.49. Decoder(err) performance simulating online ErrP detection using the previous day 
sessions for training (monkey C). 
Simulating the training and testing process of an online real-time DED BMI session, we evaluated the 
decoder(err) performance using previously recorded data (1 sessions), and testing it on the new day’s data. 
These traces correspond to the training rule 1predSessions. The analysis was performed across 65 monkey 
C sessions using the optimized parameters (no baseline removal, SEF array, features extracted taking the 
mean of the data windows, and z-scoring the feature vectors). The blue trace corresponds to the saccade 
BMI decoder performance (left Y axis). The green, red, and black traces correspond to the true negative (no 
decoder error), true positive (decoder error), and overall DED BMI decoder(err) performance, respectively. 
The DED BMI decoder(err) performance values correspond  to the right Y axis (black axis).  
 
Figure II.50. Decoder(err) performance simulating online ErrP detection with a fixed decoder 
trained on 33 sessions training (monkey C). 
Decoder(err) performance using a fixed decoder(err) trained on the first 33 sessions from the 65 sessions 
dataset. These traces correspond to the training rule MidSession. The decoder(err) used the optimized 
parameters (no baseline removal, SEF array, features extracted taking the mean of the data windows, and z-
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scoring the feature vectors). The blue trace corresponds to the saccade BMI decoder performance (left Y 
axis). The green, red, and black traces correspond to the true negative (no decoder error), true positive 
(decoder error), and overall DED BMI decoder(err) performance, respectively. The decoder(err) 
performance values belong to the right Y axis (black axis). 
5.6 Online real-time eLFP detection 
Table II.3. Sessions used for training the online real-time DED BMI for monkey C. 
Here we present a summary of the first and last sessions used for training the decoder run on each real-time 
DED BMI sessions. The type of decoder column signals if the decoder was new or repeated. Repeated 
decoders were used when new data was not available so the previous one was used instead. 
Session No. Monkey First and last session used for training 
Total # 
sessions 
Type of 
decoder 
1 C CS20140303-CS20140328-12 12 New 
2 C CS20140303-CS20140328-12 12 Repeated 
3 C CS20140303-CS20140328-12 12 Repeated 
4 C CS20140303-CS20140328-12 12 Repeated 
5 C CS20140303-CS20140328-12 12 Repeated 
6 C CS20140303-CS20140414-16 16 New 
7 C CS20140303-CS20140411-15 15 New 
8 C CS20140415 1 New 
9 C CS20140409-CS20140417-7 7 New 
10 C CS20140409-CS20140418-8 8 New 
11 C CS20140409-CS20140418-8 8 Repeated 
12 C CS20140409-CS20140421-9 9 New 
13 C CS20140409-CS20140423-11 11 New 
14 C CS20140421-CS20140424-4 4 New 
1 J JS20140328-JS20140318-9 9 New 
2 J JS20140318-JS20140328-9 9 New 
3 J JS20140318-JS20140328-9 9 Repeated 
4 J JS20140415-JS20140416-2 2 New 
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Session No. Monkey First and last session used for training 
Total # 
sessions 
Type of 
decoder 
5 J JS20140414-JS20140417-4 4 New 
6 J JS20140414-JS20140418-5 5 New 
7 J JS20140414-JS20140418-5 5 Repeated 
8 J JS20140414-JS20140421-6 6 New 
9 J JS20140414-JS20140423-8 8 New 
10 J JS20140421-JS20140424-4 4 New 
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CHAPTER III: ERROR-RELATED POTENTIALS FOR DIRECT VOLITIONAL 
CONTROL AND HUMAN-ROBOT INTERACTION 
1. Introduction 
Communicating with a robot using electroencephalography (EEG) signals via a 
brain-machine interface (BMI) could provide a direct and fast feedback loop that is easy 
and natural for humans, thereby enabling a wide variety of intuitive interaction tasks 
between humans and robots.  Moreover, the use of these signals for control could offer 
exciting possibilities for intuitive human-robot interaction (HRI), especially for people 
with motor disabilities. For this community, HRI could be used to ambulate, interact with 
the world, and perform daily tasks (such as feeding and cleaning) via the control of an 
external system such as a robotic agent.  
The emergence of non-invasive EEG and its natural applicability to human-robot 
collaboration tasks has spurred much research over the past decades. EEG signals have 
been used with motor imagery tasks to control robots such as a quadcopter or wheelchair 
(LaFleur et al., 2013; Iturrate et al., 2009; Tonin et al., 2011). While these certainly 
showcase the promise of using EEG for robot applications, typical approaches often 
require several training phases to pre-screen operators based on task proficiency and for 
the human to learn how to modulate the brain activity appropriately (Guger et al., 2012). 
During BMI control, the most common signals produced in response to stimuli (usually 
visual) are the P300, in conventional grids (Farwell & Donchin, 1988; Hoffmann et al., 
2006) or during rapid serial visual presentation (RSVP, Acqualagna et al., 2010), and the 
steady state visually-evoked potentials (SSVEP, Guger et al., 2012; Ramli et al., 2015). 
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While these signals have shown good average classification performance, they require 
constant attention, add additional cognitive or visual burden, and usually require many 
repeated prompts in order to decode a single command. Such challenges make these 
approaches less amenable to closed-loop control tasks. 
For HRI, a more desirable approach would be one that utilizes naturally occurring 
brain activity. This would allow for generalization to many different tasks and would not 
require extensive training, active modulation from the user, or a high cognitive load. A 
possible candidate is the error-related potential (ErrP), initially described by Falkenstein 
et al. (1991) and  Gehring et al. (1993). This evoked-potential is consistently generated 
when an observer  consciously or unconsciously recognizes that an error has been 
committed, even if the error is made by someone or something else (Chavarriaga & 
Millan, 2010; Chavarriaga et al., 2014; Iturrate et al., 2010; Ferrez & Millan, 2005). ErrP 
signals reflect part of the cognitive processes involved in performance monitoring and 
attention modulation. They also present characteristic properties and characteristic timing 
that exist across users with no prior training, regardless of the task (Ullsperger et al., 
2014; Chavarriaga et al., 2014). In addition, these signals are typically detectable within 
500ms from the feedback onset time (Chavarriaga & Millan, 2010), suggesting ErrP are 
particularly well-suited for fast HRI. Recently, efforts have been made to apply ErrP to 
robotic tasks (Lopez-Larraz et al., 2010; Iturrate et al., 2014). Although ErrP have been 
shown to be useful for improving decoder performance via reinforcement learning 
(Spüler et al., 2012), this approach has not been used in closed-loop tasks where this is 
the sole control signal. More recently, ErrP have been found in more complex tasks, such 
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as semi-autonomously navigating a wheelchair (Perrin et al., 2010), and have been 
classified in online settings (in a real-life driving task, Zhang et al., 2015). Nevertheless, 
no closed-loop feedback has been included in any of these systems. Due to the inherent 
difficulty of quickly extracting ErrP from a subject’s brain activity, studies involving 
error-related potentials are often performed in controlled settings and for simulated or 
open-loop tasks. However, robotic applications demand closed-loop scenarios in real-
world environments.  
In this chapter we propose and implement a BMI paradigm that relies only on 
non-invasive ErrP for direct binary-choice decoding. Reliably detecting ErrP signals 
could enable communication via a signal that occurs naturally in the brain during 
interaction with, or observation of, a collaborating robot. This could potentially alleviate 
extensive user training, extra cognitive load, or constant visual stimuli often required by 
BMI. Specifically, we explore the applicability of ErrP signals during observation 
(oErrP) and interaction (iErrP) to real-time closed-loop robotic tasks in a noisy 
environment, and the effect of the closed-loop on these signals. Towards this end, a 
feedback system was developed for human-robot collaboration. In particular, a Rethink 
Robotics Baxter robot was tasked with object selection while being observed by a human 
(from the general population and who has not been trained or screened on BMI control 
proficiency). The human operator’s EEG signals were collected and decoded in real-time 
during the task (while Baxter randomly selected one of the targets); if an ErrP signal was 
detected, the robot immediately corrected its trajectory (providing closed-loop feedback 
to the user). 
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Previous studies using EEG data rely on averaging hundreds of trials in order to 
characterize and detect specific signal properties given the low signal-to-noise ratio 
(SNR) of the recorded data. In this chapter, we use trial averages only for characterizing 
the ErrP but use single-trial data when performing offline and closed-loop ErrP detection. 
In the Methods section of this chapter we present the design and implementation 
of the complete system as well as the different offline analyses performed to optimize the 
parameters implemented in the closed-loop sessions. The Results section shows the 
classification performance values for open-loop and closed-loop experiments as well as 
offline analysis of both oErrP and iErrP. Offline performance values were better than 
those obtained in the closed-loop online system. Interaction ErrP signals were found to be 
easier to classify than observation ErrP, opening new opportunities for implementing 
both ErrP detection systems to improve closed-loop decoder performance. Overall, this 
work demonstrates the potential of ErrP for seamless robotic control via direct volitional 
control, and moves closer towards the goal of real-time intuitive human-robot interaction. 
2. Methods 
To explore the use of ErrP for direct volitional control, two different paradigms were 
implemented and tested: 1) we presented still images representing a robot arm selection 
and 2) used an actual robot performing a selection. In both cases subjects were asked to 
evaluate if the selection was correct or not. Different analyses were performed with the 
data collected in each paradigm. The binary-choice still images paradigm was used as a 
proof of concept that later was expanded in the binary-choice reaching paradigm. The 
proof of concept was required due to the complexity of the binary-choice reaching 
  
99 
9
9
 
paradigm. Several technical problems (due to the different subsystems required for 
closed-loop decoding) were solved before implementing the reaching task. 
2.1 Subject selection 
All subjects provided informed consent for the study, which was approved by the 
Internal Review Board of Boston University and the Committee on the Use of Humans as 
Experimental Subjects of MIT. For all EEG recordings, participants were recruited 
through community advertisements at Boston University and MIT, were selected from 
the general population and did not undergo any training sessions (for BMI control). 
Subjects were not screened based on their innate ability to produce the desired ErrP or 
their experience with EEG or BMI. For the still images task, 6 subjects were recruited 
(83.33% right-handed, 83.33% male).  For the open-loop reaching task experiments, we 
collected data from 8 subjects in 11 sessions (three subjects repeated their participation 
and the probability of Baxter choosing the correct option was 70% in these last three 
sessions). From the population participating in the open-loop reaching task, 90.91% were 
right-handed and 63.33% male. For the closed-loop sessions, we divided the population 
according to naïve or trained subjects. Two subjects from previous recordings (subjects 
001 and 016) participated in 5 closed-loop sessions (100% right-handed, 50% male). 
Finally, five naïve subjects participated in the closed-loop reaching sessions (100% right-
handed, 100% male).  
From the group of naïve subjects, one of them participated while in a deep 
meditative state (subject M). The Baxter robot was located between a hallway (with 
heavy pedestrian traffic) and an entrance door, making this area very noisy and 
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distracting. To avoid such distractions, the subjects wore earplugs and Baxter’s working 
area was surrounded by black curtains. Nevertheless, these measures were not 100% 
effective, and the subjects struggled to stay focused on the task. Based on this experience, 
we wanted to evaluate the effect that meditation had on the performance of the task.    
Our rationale stemmed from the idea that during meditation a subject would be 
able to focus his attention in the task and filter out any distractions from the external 
world.  
2.2 Binary-choice still images paradigm 
We designed and implemented a binary-choice task using still images of Baxter 
reaching to two different targets. This paradigm allowed reliable timing of the events, 
including the feedback onset time, and served as a proof of concept before moving to a 
more complex scenario, such as the one involving real robot arm reaches. 
 
2.2.1 Stimulus presentation. PsychToolbox for Matlab (PTB-3 available at 
http://psychtoolbox.org/, Brainard, 1997) was used for the presentation of the stimuli and 
for controlling the timing of all events. Experiment codes were sent from the 
PsychToolbox (PTB) computer to the EEG recording system via a National Instruments 
Card (NI-6218). Although in the still images paradigm an experiment code was sent 
every time a selection was presented (feedback onset time), to get more reliable feedback 
onset times, a photodiode was placed on the screen presenting the images. This 
photodiode was activated every time the feedback was presented to the subject (by 
whitening a small circle in the screen, where the photodiode was placed). The signal from 
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the photodiode was digitized using a StimTracker (Cedrus Corporation) and was sent 
directly to the EEG system via the NI card. 
 
2.2.2 EEG recording: EEG data and experiment codes were recorded during the entire 
session. An EEG cap with 48 passive electrodes, located according to the extended 10/20 
international system sampled data at 256 Hz, using three synchronized g.USBamps 
(Guger Technologies 2016). The ground electrode was placed at the center of the 
forehead (at Fpz) and the reference electrode clipped to the right earlobe. Based on 
previously studied ErrP characteristics, this configuration ensured recording of the 
dominant traits of the ErrP signals and facilitated higher spatial resolution. It also 
increased the likelihood of finding possible sources of noise affecting the EEG signals. A 
dedicated computer used Matlab (v.7.11.0.584, R2010b) and Simulink (v7.6, R2010b) to 
record the data. In this paradigm all the sessions were collected for offline analysis and 
training (open-loop); no closed-loop decoding was implemented. 
 
2.2.3 Binary-choice images task.  During a session, a subject wearing an EEG cap 
(and seated approximately 50 cm from the PTB computer) evaluated whether Baxter’s 
object selection was correct or not based on still images presented on a screen (while 
EEG data was recorded). During each trial (Figure III.1), the subject was asked to fixate 
on the center of an image showing two blue cups (for 1 second).  This was followed by 
one cup’s light-emitting diodes (LED) turning on, cuing to the subject the correct target. 
After 1.5 seconds, an image of Baxter reaching to one of the cups was presented (for 3 
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seconds), finishing the trial and starting a new one.  The target selected by Baxter was 
randomly selected (with a 50% chance of selecting the incorrect target). All sessions were 
recorded at the MIT Distributed Robotics Laboratory, next to the Baxter robot, in order to 
keep a similar environment (sources of noise and distraction) as the one of the binary-
choice reaching task.  
 
Figure III.1. Binary-choice images paradigm. 
During each trial, the subject was asked to fixate on the center of an image (1 second fixation), then one of 
the two cup’s LEDs turned on to cue the correct target (indicate goal, for 1.5 seconds). Later, an image of 
Baxter reaching to one of the cups was presented (indicate intention, for 3 seconds). The target selected was 
randomly chosen (with a 50%/50% probability of selecting the correct/incorrect target).  
2.3 Binary-choice reaching paradigm 
The paradigm and feedback system were designed and implemented in different 
platforms and programing languages. The control and classification system was divided 
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into four major subsystems, which interacted with each other (Figure III.2): Baxter 
Robot, EEG System, EEG/Robot Interface, and Experiment Controller. Overall, a subject 
was in charge of observing the task performed by the Baxter Robot while an EEG system 
collected, processed and classified (on a single-trial basis) the subject’s brain activity. All 
the processes were coordinated and timed by the Experiment Controller, which interacted 
with the Baxter Robot and the EEG System via the EEG/Robot Interface.  
 
2.3.1 Experiment Controller. The experiment controller, written in Python, oversaw 
the experiment and implemented the chosen paradigm. It decided which target was 
correct for each trial, when the LEDs were turned on and off, where Baxter should reach, 
and generally enforced the timing of all experimental events. The Baxter robot 
communicated directly with the experiment controller via the Robot Operating System 
(ROS). The controller provided joint trajectories to Baxter’s left 7 degree of freedom arm 
in order to indicate an object choice to the human observer and to complete a reaching 
motion towards that object or the opposite one. The completion or change in trajectory of 
the reaching motion depended on whether an ErrP was detected after the initial choice 
(only applicable to the closed-loop sessions). The controller also projected images onto 
Baxter’s screen, normally showing a neutral face but, upon the detection of an ErrP by 
the EEG system, switching to an embarrassed face (see Figure III.3).  Two indicator 
LEDs, used to cue the correct target, were also controlled by this subsystem via the 
EEG/Robot Interface.  
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Figure III.2. Different blocks in the binary-choice reaching experiment. 
Experiment setup for the direct control of a binary-choice task using ErrP signals. A subject was in charge 
of observing the binary-choice reaching task performed by the Baxter Robot while an EEG system (Matlab 
and Simulink) collected, processed and classified the EEG signals. All the processes were coordinated by 
an Experiment Controller (coded in Python) that controlled the indicator LEDs (activated using the 
EEG/Robot Interface) and interacted with the Baxter Robot (via robot operating system, ROS) and the EEG 
System (via the EEG/Robot Interface). To perform real-time classification of ErrP accurately, a contact 
pushbutton switch was used to signal feedback onset time to both the Experiment Controller and the EEG 
system.  
 
The Experiment Controller was in charge of sending paradigm codes to the EEG 
system via the Arduino EEG/Robot Interface. The codes described events such as the trial 
start, target cued (LED stimulus onset), target chosen by Baxter, and robot motion. It was 
also in charge of receiving the command to change Baxter’s trajectory when an ErrP was 
detected by the EEG system. The Experiment Controller “listened” for this error signal 
throughout the entirety of Baxter’s reaching motion. 
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Figure III.3. Point of view of the user during the binary-choice reaching paradigm. 
Indicators LEDs and the Baxter robot’s left arm are centered in the user’s visual field. From the subject, the 
LEDs and Baxter’s arm are 50cm and 1m away, respectively. In this image, the right LED is cueing the 
correct target location. A neutral face was always displayed on Baxter’s screen unless an ErrP was 
detected, which changed the displayed face to an embarrassed one (insert on the top-right of the picture). 
 
2.3.2 EEG System: the EEG system was in charge of recording the EEG and 
behavioral data, pre-processing and decoding the EEG signals (detecting ErrP), and 
communicating with the EEG/Robot Interface. During each session, real-time EEG 
signals from a human operator were collected via 48 passive electrodes at 256 Hz, using 
three g.USBamps (with the ground electrode at Fpz and the reference on the right 
earlobe). A dedicated computer running Matlab (v.7.11.0.584, R2010b) and Simulink 
(v7.6, R2010b) was used to capture, pre-process, and classify (only during the closed-
loop sessions) the data.  
The EEG system had an 8-bit parallel port. The 7 less significant bits were inputs 
dedicated to collect the experiment codes and the 8th bit (only active in the closed-loop 
  
106 
1
0
6
 
sessions) was used to output the classifier’s decision to the Experiment Controller (0 
when no ErrP was detected, 1 when an ErrP was found).   
 
2.3.3 EEG -Robot Interface. The EEG/Robot interface was comprised of an Arduino 
Uno that controlled the indicator LEDs, forwarded messages from the Experiment 
Controller to the EEG system and from the EEG system to the Experimenter Controller. 
It sent status codes to the EEG system using 7 pins of an 8-bit parallel port connected to 
extra amplifier channels of the EEG acquisition system. A pushbutton switch, discussed 
in more detail below, was also connected directly to the 8th bit of the parallel port to 
inform the EEG system of robot motion. The EEG system used a single 9th bit (in the 
Arduino port) to send ErrP detections to the Arduino. The Arduino communicated with 
the Experiment Controller via USB serial. 
Experiment codes that described the trial events were received by the Arduino, 
which forwarded them (as 7-bit codes) to the EEG system by setting the appropriate bits 
of the parallel port. All bits of the port were set simultaneously using low-level Arduino 
port manipulation to avoid synchronization issues during setting and reading the pins. 
Codes were held on the port for 50ms before the lines were reset. The EEG system thus 
learned about the experiment status and timing via these codes, and used this information 
for classification. In turn, the EEG system output a single bit to the Arduino to indicate 
whether an ErrP was detected. This bit triggered an interrupt on the Arduino, which then 
informed the Experiment Controller to correct Baxter’s trajectory. 
2.3.4 Pushbutton switch. Knowing the exact moment of arm motion initiation, i.e. the 
feedback onset time, was vital for reliable EEG classification. This was achieved via a 
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hardware switch mounted to the bottom of Baxter’s arm (Figure III.4). The arm’s neutral 
position was chosen such that the switch contacted the table, but it was immediately 
released when the motion began. One end of the switch was wired to 5V, while the other 
end of the switch was passively pulled low by a resistor and wired directly to the 8th pin 
of the parallel port of the Arduino. This allowed the EEG system to detect the instant at 
which the arm motion began, much more precisely and reliably than if a software trigger 
was used via the Arduino parallel port (several tests demonstrated delays up to 500ms 
due to internal processing in the computer controlling the ROS and the Experiment 
Controller). 
 
Figure III.4. Pushbutton switch used to signal the feedback onset time. 
A pushbutton was installed at the bottom of Baxter’s left arm (support highlighted in yellow) so upon 
starting a reaching movement a high signal was sent to the EEG system and the Experiment Controller to 
set the feedback onset time. This switch allowed precise and reliable timing of the beginning of the arm’s 
movement. 
 
2.3.5 Binary-choice reaching task.  For decoding (on a single-trial basis) volitional 
commands using ErrP signals, a binary-choice paradigm (in the form of robot arm 
reaches) was designed and implemented (Figure III.5). A human observed whether a 
robot performing a reaching task made a correct or incorrect decision, and resulting EEG 
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signals were used to influence the robot’s behavior in real time (for each trial). Two 
versions of the same paradigm were implemented:  
Open-loop sessions: No online, single-trial, classification was run while Baxter 
performed the target selection, and a one-stage reaching movement was used. The 
subjects evaluated Baxter’s performance, and were aware that their EEG signals were not 
controlling it. Data from eleven sessions was collected. In seven of these sessions the 
probability of Baxter choosing the correct target was 50%, and in the remaining sessions 
this probability was 70%. Offline analysis of these experiments confirmed the presence 
of the error-related potentials and optimized the parameters for the classifier used in the 
closed-loop sessions. These sessions comprised five blocks of 50 trials each. 
Online closed-loop sessions: The subject’s EEG signals were used to control 
Baxter’s behavior in real time, on a single-trial basis. A full session was comprised of 
four blocks (of 50 trials each). The first block was used to collect data for training and no 
classification was performed, but Baxter’s controller randomly decided whether to inform 
Baxter of an ErrP (internally simulating the EEG classification with a 50% probability of 
finding an ErrP) in order to trigger a change in trajectory to the other LED (and in some 
cases producing an interaction ErrP if the change in trajectory was incorrect). At the end 
of each block, a new classifier was trained with the data collected from the current 
subject. Online classification was performed and used for closed-loop feedback in blocks 
2-4 of these closed-loop sessions. In these sessions the probability of Baxter initially 
choosing an incorrect target was 30%. A total of ten sessions were recorded. 
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Including EEG cap preparation, a typical recording session lasted approximately 
1.5 hours (taking 9 minutes each block). The paradigm was implemented at the MIT 
Distributed Robotics Laboratory, where the robot was located.  
During a session, a subject wearing an EEG cap (seated 50 cm from the robot) 
judged if Baxter’s object selection was correct or not while EEG data was collected (and 
in the closed-loop sessions, decoded). During each trial, the subject was asked to gaze at 
a fixation point placed directly below Baxter’s arm, and in the center of two blinking 
LEDs, in order to avoid saccading towards the LEDs or Baxters’ arm. Baxter’ arm was 
placed in between both LEDs and at 1m from the subject (Figure III.3). At the start of a 
trial, both LEDs blinked (for 500ms) to cue the subject that a new trial was starting, then 
one of the two LEDs signaled the desired target (left or right) for 500ms. After a delay 
period of 750ms, Baxter reached towards one of the two targets. In the open-loop 
sessions Baxter made a direct reach to one of the two LEDs (chosen randomly with 50/50 
and 70/30 bias for correctly selecting the target in the first 8 and in the last 3 open-loop 
sessions, respectively) then returned to the center of the table, waiting for the start of a 
new trial. In the closed-loop sessions, Baxter performed a two-stage movement towards 
one of the targets, which was randomly selected with a 70% bias towards choosing 
correctly. In the first stage the arm performed a lateral motion that informed the subject 
of Baxter’s intended choice (releasing the pushbutton switch to initiate the EEG system’s 
classification, Figure III.4). The second reaching stage relied on the online classifier 
instructing Baxter to change its trajectory or stay in the selected one conditional on 
detecting the presence of an ErrP. 
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Figure III.5. Binary-choice reaching paradigm. 
During a trial, both LEDs blinked to cue the start of the trial then one of them signaled the correct target. 
After a delay period, Baxter reached towards one of the two targets. In the open-loop it moved directly to 
one of the LEDs and finalizing the trial. In the closed-loop sessions, Baxter performed a two-stage 
movement, which was randomly selected with a 70/30 bias towards choosing correctly. In the first stage the 
arm performed a lateral motion that informed the subject of Baxter’s intended choice. The second reaching 
stage relied on the detection or not of an ErrP. If no ErrP was found, the arm did not switch its trajectory, 
otherwise it would. 
 
For the closed-loop sessions, if a misclassification occurred, an interaction ErrP 
(iErrP) should be produced. This iErrP was later analyzed and could be used in the future 
to include a secondary ErrP classification pipeline to further improve the decoder 
performance. In all the reaching task recordings, the subjects wore ear plugs and were 
surrounded by curtains to block any auditory and visual distractions. Baxter was located 
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in a hallway with heavy traffic, and next to an access door that was used frequently. 
These distractions were an extra source of noise in our analysis since loud sounds, or the 
noise of people chatting, were common.  
In the Results Section closed-loop online and offline results are presented. The 
former were obtained during the online single-trial closed-loop classification and the 
outcome of the ErrP classification was presented to the users (closed-loop feedback). The 
offline results were obtained after analyzing the closed-loop data offline (hence neither 
allowing feedback nor possibilities of triggering iErrP). 
2.4 Offline analysis  
Extensive offline analyses were performed on the open-loop data to describe the 
ErrP signals, possible sources of artifacts, and to set the best parameters, features, and 
decoder to be implemented in the closed-loop sessions. Four-fold and ten-fold cross-
validation analyses were implemented. For the data collected in the closed-loop sessions, 
offline analyses were also performed.  
For the reaching paradigm, we employed the Elastic Net and xDAWN spatial 
filter following recommendations shared by Alexander Barachant in a BMI competition 
(info available at https://github.com/alexandrebarachant/bci-challenge-ner-2015). Unlike 
the BMI competition, the emphasis of our approach is on performing single-trial ErrP 
detection in a real-time closed-loop system.  
In the closed loop sessions, two different ErrP signals were extracted. Observation 
ErrP were evoked when Baxter’s target selection was incorrect (release of the pushbutton 
installed under Baxter’s arm provided this feedback onset time). Interaction ErrP were 
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evoked when the decoder’s classification was incorrect (for EEG analysis the feedback 
onset time was provided by a software experiment code). Two different iErrP signals 
were obtained, 2ndCorr and 2ndIncorr. iErrP 2ndCorr were decoder errors that 
happened after Baxter’s initial target selection was correct while iErrP 2ndIncorr were 
decoder errors that occurred after Baxter’s initial selection was incorrect. 
 
2.4.1 Temporal analysis of ErrP.  EEG signals were filtered (offline) using a fourth-
order Butterworth filter with a pass-band frequency of 1-10Hz. Epochs from the filtered 
data were extracted using the feedback onset time as criteria. An epoch spanned 200ms 
pre-feedback to 1300ms post-feedback onset time.  
Artifact rejection: artifacts in the EEG data were removed using a semi-heuristic 
thresholding method that involved extensive visual inspection of the signals. The mean 
and standard deviation (S.D.) across trials (for each channel) was computed in the 
interval 0-800ms post-feedback onset (for the correct and incorrect trials independently). 
For each channel, the mean ± kS.D. (with k being a factor multiplying the standard 
deviation) were determined as the ‘good’ trial zone. Any trial with amplitudes outside 
this range was labeled as ‘bad’ (and removed from all the channels of the analyzed data). 
The value of the k factor varied with the high cutoff frequency used to filter the data. For 
frequencies equal to 10, 15 and 20Hz, k was 4.5; for frequencies equal to 40, 100, 200, 
and 256Hz, k was 5.2. 
Outcome condition: based on Baxter’s selection outcome or the decoding 
outcome, epochs were grouped into correct and incorrect trials.  
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True target condition: based on the cued LED (correct target), epochs were 
grouped into left and right macrosubsets in order to study any effect the target location 
could have on the data. For each left and right dataset, correct and incorrect (given by 
Baxter’s arm reach or by the decoder’s classification) trials were obtained. We focused 
on performing decoding of only the left or right subsets in order to evaluate the effect that 
eye movements may have on the quality of the data.  
For each channel and condition, the mean correct and incorrect traces were 
plotted, as well as the ErrDiff trace (the difference between the average incorrect and the 
averaged correct trials). Two-sample T-tests were computed for each channel to evaluate 
how significant the time traces were for ErrP classification (detecting a selection or 
decoder error). All traces were plotted on a scalp surface (using the electrode coordinates) 
to present the different electrode activity at specific times employing the topoplot 
command from the EEGLAB toolbox for Matlab (available online from 
https://sccn.ucsd.edu/eeglab/, Delorme & Makeig, 2004). The same approach was taken 
to plot the signal variability between correct and incorrect trials on the scalp (only for 
significant values after a two-sample T-test).  
 
2.4.2 Feature and parameter selection analysis. Different approaches were taken to 
improve the quality of the signals, to better separate the features describing correct and 
incorrect trials, and to improve decoder performance. Through 4-fold and 10-fold cross-
validation, different parameters were iterated and their decoder performance values 
compared. Those parameters providing the highest performance values were used for the 
other analysis stages.  
  
114 
1
1
4
 
Re-referencing: different re-referencing approaches were evaluated in order to 
remove common sources of noise or to highlight local activity. The re-reference options 
were: no re-referencing (none) and removing from each channel the average from all 
channels (CAR). 
Spatial Filtering: to improve the signal-to-noise (SNR) ratio of the data, different 
spatial filtering methods were evaluated, usually separating the data into the two 
outcomes or classes (correct and incorrect). All the filters, when applied, reduced the 
number of channels in the data. The Weighted Tikhonov Common Spatial Patterns and 
the Fisher Event-related Potential Spatial Filter were only tested in the still images task. 
The xDAWN filter was only implemented in the reaching task. 
xDAWN Filter: the largest eigenvectors of the averaged trace for each class (2 
classes in our case, correct and incorrect) are extracted via the xDAWN algorithm (Rivet 
et al., 2009; Rivet et al., 2011; Barachant, 2014). The number of filters per class was 
related to the number of eigenvectors used to project the data into the filtered space: our 
analysis ranged from 2 to 5 filters per class. Each class filter was applied to the data 
(reducing its number of channels to the number of filters). Then the projected data was 
used to directly extract features or to use the filtered average class means (correct and 
incorrect) to be appended to each trial (see feature selection). The reader is referred to 
Section 5.2.1 in the Appendix for more information on the xDAWN algorithm. 
Weighted Tikhonov Common Spatial Patterns (WTCSP): this type of common 
spatial patterns (CSP) filter uses Tikhonov regularization and weighs each electrode 
contribution based on a-priori knowledge of the data (Lotte & Guan, 2011). The 
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implementation of this algorithm was done using a WTRCSP toolbox for Matlab (kindly 
shared by Fabien Lotte). This spatial filter reduced the channel list from 48 to a total of N 
electrodes by using an nth-order WTCSP filter.  
Fisher Event-related Potential Spatial Filter (REFSF): the Fisher event-related 
potential spatial filter  (Hoffmann et al., 2006)  focuses on maximizing the separation 
between two sets of feature vectors by taking into account the temporal variance found in 
event-related potentials. This characteristic differentiates REFSF from CSP and WTCSP. 
The algorithms to compute the RESFS were run in a REFSF toolbox in Matlab (also 
shared by Fabien Lotte). The number of spatial REFSF filters provided the final number 
of reduced channels obtained after applying the filter to the data. 
No filter: finally, we also evaluated the option of not spatially filtering the data.  
Electrode selection: to decrease the number of features, only the electrodes with 
the most significant information, and less contaminated by noise, were chosen. Three 
different ways of performing electrode selection were implemented.  
Riemann distance: using the Riemann Geometry framework and following 
previous work suggesting the use of Riemann  distance for decoding and electrode 
selection (Barachant et al., 2013; Barachant et al., 2012; Congedo et al., 2013), we 
extracted the 35 channels that presented larger Riemann distances
3
 via an iterative 
process adding one by one the possible channels. Initially, the average trial for each class 
(correct and incorrect) was computed and dimensionally reduced by projecting it to its 
class-specific xDAWN filter (called the reduced average trials). Each trial was 
                                                        
3 Python code by Alexander Barachan, available in https://github.com/alexandrebarachant/bci-challenge-
ner-2015 
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augmented by appending to it the reduced averaged traces of both classes. Then the 
covariance of the augmented trials (across time) was computed (for each trial). From the 
covariance matrices, the Riemannian mean covariance for correct (C0) and incorrect (C1) 
trials was computed (using a gradient descent implementation in Matlab using code 
adapted from the BCI competition, available at https://www.kaggle.com/c/inria-bci-
challenge). From both C0 and C1 the channels were removed one by one (columns and 
rows representing each channel) and their Riemann distance computed. The 35 channels 
giving the largest Riemann distance were kept. The list of these 35 electrodes varied 
across subjects. The reader can find more information on the algorithm used for Riemann 
distance electrode selection in Section 5.1.3 of the Appendix. 
Chs2Remove: after visual inspection of the EEG traces, it was clear that some 
channels presented more artifacts. These were usually placed near the eyes, the masseter 
and temporal muscles, and in the occipital area (some subjects leaned against a wall 
pressing the electrodes and adding artifacts). The Chs2Remove list of electrodes were all 
of those except T7, F7, AF7, AFz, AF8, F8, T8, P7, P8, PO3, POz, PO4, PO7, PO8, O1, 
Oz, and O2.  
Central9List: the ErrP signal has been found to be stronger in amplitude, and 
more informative, in the Cz and FCz electrodes (Falkenstein et al., 1991; Gehring et al., 
1993), especially for ErrP decoding (Chavarriaga & Millan, 2010). For this reason we 
also evaluated using only the 9 most central electrodes: FC1, FCz, FC2, CP1, C1, Cz, C2, 
CPz, Pz. 
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Type of Features: different features can be extracted from the same dataset. We 
explored the following options for feature extraction: 
Cross-correlation features (corr): the average correct (µ0) and incorrect trial (µ1) 
was computed (across trials and for each electrode). For each electrode, the cross-
correlation between each trial and the average trials of each class (µ0 and µ1) was 
obtained using the formula:  
𝜌𝑖,𝑗 =
 𝐸[(𝑋𝑖 −  𝑋?̅?)(𝜇𝑗 −  𝜇?̅? )]
(𝜎𝑥 𝜎𝜇)
 
where 𝑋𝑖 is a single trial, 𝑋?̅? is the average of 𝑋𝑖, 𝜇𝑗 is the average of each class 
(all the correct or incorrect trials, with j=0 for correct, j =1 for incorrect), 𝜇?̅? is the 
average of 𝜇𝑗; and 𝜎𝑥 and 𝜎𝜇is the standard deviation of 𝑋𝑖 and 𝜇𝑗, respectively. All 
computations were done using zero lag. Finally, a cross-correlation index 𝑟 was obtained 
by finding the difference between the average incorrect trial cross-correlation and the 
average correct trial cross-correlation. This analysis was performed for each electrode.  
For i = 0, 1 (0 for average correct trial, 1 for average incorrect) the cross-correlation 
index r is defined as: 
𝑟𝑖 =  𝜌𝑖,1  −  𝜌𝑖,0 
Covariance features (onlycov): from each trial (and channel or reduced channel) 
the covariance was computed and vectorized using the tangent space mapping. These 
features were only used with data from the still images task. 
Covariance xDAWN features (cov): the average of each class (for each of the 
channels, across trials) was computed. An nth-order xDAWN filter (between 2 and 5) 
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was applied to the average correct and incorrect traces (Rivet et al., 2009). The class 
average traces were filtered using their respective xDAWN filter. The reduced average 
traces from both classes were appended to each trial (regardless of its class). From these 
augmented trials their covariance was computed (across the time dimension) to obtain a 
[Nred x Nred x Ntrials] feature matrix (with Nred as the total of reduced channels, and 
Ntrials as the total of trials). Each trial covariance matrix was vectorized by projecting it 
to the Riemann Geometry Space using tangent space mapping. This latter computation 
provided a feature vector for each trial. The reader can find in Section 5.2.2 of the 
Appendix all the steps for extracting the covariance xDAWN features.  
Correlation of xDAWNed trial (xcorr): from the average traces of each class an 
nth-order xDAWN filter was computed (corrxDAWN  and incorrxDAWN ). Both filters 
were applied to each trial and then appended to create an augmented trial (with 2*nth 
channels). From these augmented xDAWNed trials the average trial of each class (for 
correct and incorrect trials) was computed (µ0 and µ1) and the cross-correlation between 
each augmented trial and the average trial (for each condition) was calculated. Later the 
differences of these per-trial cross-correlation values were obtained to get a cross-
correlation index (for each trial).  
The corr, cov and xcorr features were also augmented by performing 
combinations of these three. These included the corrcov (cross-correlation of trials and 
covariance of xDAWN trials), xcorrcov (cross-correlation of xDAWNed trials and 
covariance of xDAWN trials), and corrcovxcorr (cross-correlation of trials, covariance of 
xDAWN trials, and cross-correlation of xDAWNed trials).  
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Signal and feature scaling: different scaling and signal transformation functions 
were applied to the features or the signals in order to improve some characteristics in 
their distribution. These functions were: 
Z-score: each feature was z-scored. Each feature was transformed by first 
subtracting its mean and the dividing it by the feature’s standard deviation. 
Trial z-score: each trial (and channel) was z-scored (across samples, not features). 
L1-norm: each feature was normalized to have unit L1 norm.  
Trial L1-norm: each trial and channel was normalized to have unit L1-norm 
(across the time samples).  
Scale: each feature (or time sample) was linearly transformed to the range [0,1]. 
Trial scale: each trial was scaled by its minimum and maximum value. 
None: no scaling or transformation was performed.  
Frequency band: the epoched data was filtered using different pass-bands. These 
were 1-10Hz, 1-40Hz, 1-55Hz, and 1-80Hz. These different frequencies were only 
evaluated for the reaching task data.  
Type of Decoder: different decoders were implemented and tested. Riemann 
Minimum Distance to Mean decoder (MDM), Support Vector Machine (SVM) and 
Linear Regression using Elastic Net shrinkage. The Riemann distance and the SVM 
decoders were only implemented with the images task data. Linear Regression using 
Elastic Net shrinkage was used with the reaching task data. 
Minimum Distance to Riemann Mean decoder (MDM): This decoder used the 
Riemann distance computations to classify if a trial belonged to the correct or incorrect 
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class using the minimum distance to mean criteria (Congedo et al., 2013). For each trial 
the covariance matrix was computed (Ci). Using the covariance matrices of all the trials, 
the Riemann Geometry mean covariance matrix was computed for each class (C0 and C1, 
for correct and incorrect trials, respectively). The similarity of the covariance matrix of 
Ci was evaluated by computing the Riemann distance between Ci and Ck (with k = 0, 1). 
The smaller distance between Ci and a mean class covariance determined whether the 
trial belonged to that class. Due to computational restrictions during the tangent space 
mapping of the Riemann Geometry mean covariance matrix, covariance matrices of up to 
9 reduced channels were used (the inversion of covariance matrices larger affected the 
stability of the computations and lead to ill-posed matrices). The 9 channels were 
obtained using the REFSF and WTCSP filters, or using the FC1, FCz, FC2, C1, Cz, C2, 
CP1, CP2 channels (these were selected because the ErrP signals have been found to 
present larger amplitude in these electrodes, Chavarriaga et al., 2014). A detailed 
presentation of the Minimum Distance to Riemann Mean algorithm is presented in 
Section 5.1.2 of the Appendix. 
Support Vector Machine (SVM): A support vector machine decoder was 
implemented using the libSVM toolbox in Matlab (available from CC Chang at 
http://www.csie.ntu.edu.tw/~cjlin/libsvm/). A radial basis function kernel was used with 
parameters C and 𝛾 computed via grid-search.  
Linear Regression with Elastic Net Shrinkage: initially linear regression was 
computed using the feature vectors and labels. The linear regression weights, the true and 
expected values were input into an Elastic Net. The weight of Lasso (L1) and ridge (L2) 
  
121 
1
2
1
 
regularization was set to 0.5 () in most of the cases, although grid-search was also 
implemented to assess the optimal value (only performed on some data before setting it to 
0.5). The value of  was computed via iterative optimization performed in Matlab (lasso 
command) using the minimum square error (MSE) as a cost function. The Elastic Net 
solves the following regularization problem: Let N be the number of trials,  the linear 
regression weights, and X the feature matrix. 
(
1
2𝑁
∑(𝑦𝑖 − 𝛽0 −  𝑥𝑖
𝑇𝛽)2 +  𝜆𝑃0.5(𝛽)
𝑁
𝑖=1
)𝛽0,𝛽
𝑚𝑖𝑛  
𝑃0.5(𝛽) =  0.25‖𝛽‖2
2 + 0.5‖𝛽‖1 =  ∑(0.25𝛽𝑗
2 +  0.5|𝛽𝑗|)
𝑃
𝑗=1
 
with the Elastic Net a new set of weights was defined. These linear regression 
coefficients were saved and used by the decoder in the testing trials of the closed-loop 
sessions. 
 
2.4.3 K-mean clustering. Although our paradigms involved binary choices, hence two 
classes for classification, we explored the possibility of clustering each class into sub-
clusters. The aim of this procedure was to improve decoder performance by better 
characterizing the data or feature space. K-means is an unsupervised classification 
algorithm that focuses on iteratively creating boundaries that partition the observations 
into clusters by associating them to the nearest mean (created by minimizing the within-
cluster sum of squares). This mean serves as a prototype of the specific cluster (Tan et al., 
2005). The trials from each class (correct and incorrect) were clustered using the kmean 
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command from Matlab. For each cluster a new class label was provided so that all the 
clustered data could be used for classification using an augmented label set. For example: 
if the correct and incorrect trials were reorganized in two and three clusters, respectively, 
the labels of the correct trials were set to 1 and 2 (for trials belonging to each cluster), and 
the labels of the incorrect trials were labeled 3, 4, and 5 (each label corresponding to one 
cluster). Using these 5 classes, classification was performed and the decoding 
performance was computed by aggregating all the classification labels back into correct 
and incorrect. 
2.5 Closed-loop binary-choice reaching decoding 
At the end of each block of the closed-loop sessions, a new decoder was trained 
and then tested in the following block. This required two different pipelines of analysis, 
one for training (in Matlab) and one for testing (in Simulink).  
 
2.5.1 Closed-loop ErrP decoding (training). Training the classifier was performed at 
the end of blocks 1-3. After each block, data were converted and epoched using the 
feedback onset time experiment codes (in the range 0-800ms post-feedback onset). For 
visualization purposes and bad trial removal, trials were filtered with a fourth-order 
Butterworth 1-10Hz passband zero-phase filter and grouped as correct or incorrect (based 
on the cued target and Baxter’s selection). The average and standard deviation values for 
each channel were plotted and an automatic bad trial removal process was implemented, 
following the same process explained in Section 2.4.1 (artifact rejection). After obtaining 
the list of bad trials, new epochs from the current block were obtained by filtering the raw 
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EEG data with a fourth-order Butterworth 1-80Hz passband zero-phase filter. Bad trials 
were removed using the list of bad trials previously computed, and the remaining epochs 
were appended to the correct and incorrect trials of the sessions (training dataset). At the 
end of a block, the data available for training was incremented by appending these 
recently analyzed trials (at the end of the first block only 50 trials were available for 
classification but at the end of block 3 a total of 150 trials were available).  
Offline analysis suggested the best parameters. Using the training dataset of the session, 
only the 9 most central electrodes were selected (FC1, FCz, FC2, C1, Cz, C2, CP1, CPz, 
CP2). The feature combination that provided better offline decoder performance was 
cross-correlation and covariance xDAWN.  
Cross-correlation features (xcorr): the average correct (µ0) and incorrect trial (µ1) 
were computed (from all the session’s correct and incorrect trials) and the cross-
correlation between each trial and the average trials (µ0 and µ1) was obtained. Finally, the 
cross-correlation index 𝑟 was obtained by finding the difference between the cross-
correlation values previously computed. These analyses were performed for each 
electrode (providing 9 features per trial).  These µ0 and µ1 matrices were saved to be used 
during the closed-loop decoding. 
Covariance xDAWN features (cov): the average correct and incorrect trace (for 
each of the 9 channels, across trials) was computed. A fifth-order xDAWN filter was 
applied to each class to obtain an xDAWNed filtered average correct trace (corrxDAWN 
) and an xDAWNed filtered average incorrect trace (incorrxDAWN ). Each training trial 
was augmented by appending to it both the corrxDAWN  and incorrxDAWN  traces. The 
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covariance of each augmented trial was computed and vectorized using a tangent space 
mapping, giving a total of 190 features (Barachant et al., 2013). The corrxDAWN  and 
incorrxDAWN  matrices were saved for use during the closed-loop decoding (see Section 
5.1 of the Appendix for a detailed explanation of the algorithm). 
The cross-correlation and covariance xDAWN features were appended to create a 
199 feature vector (per trial) that was used for training the decoder.  
Decoder: linear regression was computed using all the training data. With the 
Elastic Net a new set of weights were defined and these linear regression coefficients 
were saved and used for the decoder in the testing trials of the closed-loop sessions. 
Threshold: in the training phase the regression values were thresholded at 
different levels and the threshold that minimized the following biased cost function was 
selected.  
𝐶𝑜𝑠𝑡 =  √0.7(1 − 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)2 + 0.3(1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦)2 
 
Sensitivity was defined as the probability of finding an ErrP when an incorrect 
target was selected by Baxter (true positive, TP). Specificity was defined as the 
probability of not finding an ErrP when Baxter selected the correct target (true negative, 
TN). More emphasis was placed on detecting ErrP since missing an error in a robotic task 
could mean breaking a process or injuring a person. The chosen threshold value was 
saved for use during the closed-loop decoding sessions. 
 
2.5.2 Closed-loop ErrP decoding (testing). The robot triggered the start of the closed-
loop classification pipeline by moving its arm to indicate object selection (feedback onset 
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time). A window of EEG data was collected (800ms buffer from the feedback onset time) 
and passed through various pre-processing and classification stages. The result was 
detecting whether an ErrP signal was present, and thus whether Baxter committed an 
error in its initial selection. Preliminary offline analysis also indicated that a similar 
pipeline can be applied to interaction ErrP in order to boost performance in future work. 
The classification pipeline (Figure III.6) used to analyze the data (in Simulink) 
had a pre-processing step where the raw signals were filtered and features were extracted. 
This was followed by a classification step where the trained classifier was applied to the 
processed EEG signals, yielding a linear regression value. This regression value was 
subjected to a threshold, which was also trained offline. The resulting binary decision 
was used to control the final reach of the Baxter robot.  
Pre-Processing: after the feedback onset time, a buffer of 800ms from all 48 EEG 
channels was filtered using a fourth-order Butterworth zero-phase filter with a passband 
of 1-80Hz. The mean of all channels was then subtracted from each channel in order to 
remove noise common to all electrodes. Dimensionality reduction was then implemented 
by selecting only the 9 central electrode channels (FC1, FCz, FC2, C1, Cz, C2, CP1, CPz, 
CP2). Offline analysis revealed that in previous datasets these 9 channels were enough 
for proper decoder performance.  
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Figure III.6. Classification pipeline for the closed-loop sessions (reaching task) 
Single trial classification in a closed-loop session was performed in Simulink. It involved filtering (1-80Hz) 
a buffer of 800ms (from feedback onset time) and extracting features (cross-correlation and covariance 
xDAWN features) from the filtered data. Classification was performed using a linear regression with 
Elastic Net shrinkage, and thresholding was done to set a decision signal. The resulting binary decision was 
used to control the final reach of the Baxter robot via the Experiment Controller.  
 
Feature Extraction: features were extracted from the reduced 9 channels using 
two different pipelines, cross-correlation and covariance xDAWN. 
Cross-correlation features: cross-correlation indexes were computed between the 
reduced channels and the mean correct trial and mean incorrect trial traces obtained 
during the training session (µ0 and µ1). The difference between the incorrect and correct 
indeces yielded a 9-features vector.  
Covariance xDAWN features: each trial was augmented by appending to it the 
average correct-trial (across all correct training trials) and the average incorrect-trial 
traces obtained from training data (corrxDAWN  and incorrxDAWN ).The covariance of 
each augmented trial was computed and vectorized using a tangent space projection, 
giving a total of 190 features.  
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Both covariance and cross-correlation features were appended (a vector of 199 
combined features) and used for classification. 
Classifier: a linear regression decoder obtained in the training sessions (using 
Elastic Net regression shrinkage) was implemented. Linear regressions weights were 
multiplied to the feature vector to obtain a regression value.  
Threshold: single-trial classification requires a binary output, i.e. the existence or 
the absence of an ErrP. The regression value was thresholded using the threshold value 
obtained in the training phase.  
Decision: the binary decision was based on the result of the threshold applied to 
the regression value. A value of 0 indicated that no ErrP was present and the robot should 
complete the reach to its initial choice, while a 1 indicated that an ErrP was present and 
thus the robot had to switch its reach to the opposite target. 
3. Results 
This section explores the EEG signals obtained during both the still images and 
reaching tasks, and their use for ErrP detection. The EEG traces were separated into two 
groups based on the selection outcome: correct and incorrect. Averaged traces for each 
condition were computed, compared and plotted on a layout rendering the electrode 
location on the scalp. The ErrDiff traces (the difference between the average incorrect 
traces and the average correct traces, per channel) were also plotted. The results of the 
open-loop still images task are presented first, followed by those of the open- and closed-
loop reaching task sessions. 
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3.1 Temporal analysis of oErrP (still images task) 
 
The purpose of the still images task was to evaluate if ErrP signals could be 
triggered due to the observation of an error, and to test different ErrP classification 
algorithms. EEG data was grouped in correct and incorrect trials and their averages, and 
the ErrDiff traces were computed.  
 
3.1.1 Observation ErrP are present in most of the EEG channels. For an example 
session, the average correct, incorrect and ErrDiff traces were plotted in locations 
resembling the electrode position on the scalp (with the nose at the top and the back of 
the head at the bottom, Figure III.7).  The black traces (ErrDiff) present the characteristic 
peaks of the ErrP signal, a negative and positive peak occurring at 200ms and 350ms 
post-feedback onset, respectively. The amplitude of this ErrDiff trace is higher in the 
central electrodes, near Cz and FCz (10 μV peak-to-peak). In Figure III.7 the expanded 
trace belongs to Cz, and includes the standard deviations for the correct and incorrect 
trials (as error bars). The blue rectangles mark time samples in which the correct and 
incorrect trials are significantly different (two-sample T-test, p <0.01). In most of the 
central electrodes the negative and positive peaks are also significantly different (two-
sample T-test, p<0.01). The electrodes in the front (first row in the plot), AF7, AFz, and 
AF8 show larger amplitudes due to eye movements (20 μV peak-to-peak). Although the 
subjects were asked to fixate to the center of the images, eye movements are still present 
in the traces. Most of the traces from the other open-loop still images task sessions were 
similar to those found in Figure III.7, except for subject 006 and 007. In these two 
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subjects no significant differences were found between the correct and incorrect trials and 
the ErrDiff trace did not present the negative and positive peaks found in the other 
subject’s traces. The average correct, incorrect and ErrDiff traces of all the other sessions 
for the still images task can be found in the Appendix. 
 
Figure III.7. Average correct, incorrect, and ErrDiff traces (still images task). 
Example trial average during the still images tasks (subject 009). All electrodes positioned in a similar 
location to the one in the EEG cap. Top row has the front electrodes; bottom row has occipital electrodes. 
The traces are the average correct (green), average incorrect (red) and ErrDiff (black); with the ErrDiff 
trace representing the difference between the average incorrect and correct traces. Error bars depict 
standard deviation of correct (light green) and incorrect (light red) trials. X axis:  time to feedback onset 
(seconds). Y axis: signal amplitude (μV). The signal expanded belongs to channel Cz. Blue rectangles mark 
the time samples that are significantly informative about Baxter’s selection outcome (difference between 
correct and incorrect, two-sample T test, p < 0.01). 
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3.1.2 Components of the oErrP signal. The ErrDiff trace in all electrodes and its 
topographic distribution in the Cz electrode of an example session (subject 009) is plotted 
in Figure III.8. Almost all channels show a decrease and increase of activity at similar 
time points. AF7 and AF8 present larger negative deflections at the end of the trial (dark 
blue) probably due to eye movements. The middle plot presents the traces from the Cz 
electrode that was expanded in Figure III.7. In the interpolated activity (bottom plot) we 
found at 188ms a negative fronto-central peak that later transitioned to a centro-parietal 
positive peak happening 344ms post-feedback onset. This was followed by another 
fronto-central negative peak at 509ms.  
 
Figure III.8. ErrDiff topography for oErrP (still images task). 
ErrDiff trace in all electrodes and its topographic distribution for an example session (subject 009). Top 
plot: ErrDiff activity for all electrodes (Y axis) for an epoch in the range -0.2s to 1.3s post-feedback onset. 
X axis: time to feedback onset (seconds). Cool (blue) and hot (red) colors represent negative and positive 
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amplitude values, respectively (measured in μV). Middle plot: average correct (green), average incorrect 
(red), and ErrDiff (black) traces from the Cz electrode. X axis represents the time to feedback onset. Y axis 
depicts the signal amplitude (μV). Bottom plot: scalp distribution of the activity of all the channels for 
specific times (same color bar as the one in the top plot).  Negative, positive, and negative peaks at 188, 
344, and 509ms post-feedback onset, respectively. 
 
3.2 Offline ErrP detection (still images task) 
Four-fold cross-validation was implemented to evaluate the best parameters for 
offline ErrP classification. A Riemann MDM and a SVM decoder were used for 
classification. The classification performance using the REFSF, WTCSP spatial filters 
and no spatial filter were compared. All these analyses also included different scaling 
options: l1norm, zscore, scale, and none. Two different metrics of performance were 
used. Decoder performance (classification accuracy) and Area Under the Curve (AUC). 
Decoder performance evaluates the proportion of trials correctly classified (correct trials 
being classified as correct and incorrect trials being classified as incorrect). In the still 
images task we can use this metric (since there is a similar chance for an incorrect or 
correct trial to occur). If the probability of an incorrect trial is biased, decoder 
performance will not be an appropriate measure unless chance is specified. The AUC 
evaluates the Receiver Operating Characteristic (ROC) curve and takes a weighted 
measure of both true positives and true negatives classification values (diminishing any 
bias given by an unbalanced dataset).  
 
3.2.1 Covariance features without spatial filtering provide the best oErrP 
classification performance values. In Figure III.9, left plot, are presented the AUC 
(continuous lines) and classification accuracy (dashed lines) values for the Riemann 
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MDM decoder for all the subjects in the still images task (similar analyses were 
performed with the SVM decoder). These analyses used covariance features (without any 
xDAWN spatial filtering or corrxDAWN  and incorrxDAWN  augmenting). The color 
traces represent different feature reduction criteria: no feature reduction (green), PCA 
(red), and Fisher score (blue). The dotted line represents chance. The Riemann MDM 
decoder was stable across feature selection criteria, although with an overall low 
performance. Different signal scaling and spatial filters did not improve decoder 
performance. The best results during offline analysis suggested that we use covariance 
features with no scaling. The mean decoder performance (across sessions, and using the 
best parameters) for WTCSP, REFSF, and none spatial filters, and for the Riemann 
MDM and SVM decoders are presented in the right plot of Figure III.9. The filter 
implementation did not provide any signal improvement nor increased decoder 
performance. Not using a spatial filter allowed mean performance values of 0.55 and 0.58 
for the Riemann MDM and SVM decoders, respectively.  
 
Figure III.9. AUC and decoder performance four-fold cross-validation values for all the sessions and 
across session performance for different spatial filters (still images task). 
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Left plot: AUC (continuous lines) and decoder performance (dashed lines) values for the Riemann (left 
plot) and SVM (right plot) decoders for all the images task subjects. Covariance features were used in these 
analyses. Color traces represent different feature reduction criteria: no feature reduction (green), PCA (red), 
and Fisher score (blue). Chance is presented as a dotted line. Right plot: mean decoder performance (across 
sessions, and using covariance features with no scaling) for WTCSP (right plot), REFSF (center plot), and 
no (left plot) spatial filters. Median and quartile distribution for Riemann MDM (red) and SVM decoders 
(green). The no spatial filter implementation provides the best performance values. All results obtained 
after four-fold cross-validation. 
3.3 Temporal analysis of iErrP (reaching task) 
Although the ErrP traces were found during the still images task, single-trial 
classification proved to be challenging. To improve decoder performance and better 
engage the subjects, as well as to make the task more like a real-world application, the 
reaching task was implemented. One important aspect was the effect the real life reaches 
may have on the engagement of the subjects, which could improve signal ErrP quality.  
 
3.3.1 Observation ErrP are present in most of the EEG channels. The average 
activity for the correct, incorrect and ErrDiff traces (across trials) were plotted in a 
manner resembling the electrode layout in the scalp (nose at the top, Figure III.10).  The 
ErrDiff traces (black) presented the negative and positive peaks of the ErrP. At 240ms 
and 450ms post-feedback onset we found the negative and positive peaks, respectively. 
The frontal and central electrodes showed the larger amplitudes (10 μV peak-to-peak). 
The expanded plot belongs to the Cz channels and includes the standard deviations for 
the correct and incorrect trials (as error bars). The blue rectangles mark the time samples 
that are significantly informative of the decoder outcome (two-sample T-test, p <0.01). 
Most of the electrodes (mainly central and frontal) are significantly informative at the 
negative and positive peaks. The AF7 and AF8 electrodes showed larger peak-to-peak 
amplitudes (20 μV). These channels were not used for ErrP decoding since the large 
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amplitudes were related to eye movements. The same traits were found in the other 
subjects. The average correct, incorrect and ErrDiff traces of all the other sessions for the 
reaching task can be found in the Appendix. 
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Figure III.10. Average correct, incorrect, and ErrDiff traces (reaching task oErrP). 
Average trials for an example session (subject 014) of the reaching task. All electrodes positioned in a similar location to the one in the EEG cap. At the 
top are the frontal electrodes. The traces are the average correct (green), average incorrect (red) and ErrDiff (black) of Baxter’s target selection (oErrP). 
ErrDiff represents the difference between the average incorrect and correct traces. X and Y axes represent the time to feedback onset (seconds) and the 
signal amplitude (μV), respectively. The signal expanded belongs to channel Cz. Blue rectangles mark the time samples with significant differences 
between correct and incorrect trials (two-sample T test, p < 0.01).  
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3.3.2 Components of the oErrP trace. After cuing the correct target, an incorrect 
selection made randomly by Baxter triggers an observation ErrP. Figure III.11 presents, 
from an example session, the scalp activity of the ErrDiff traces during observation ErrP 
(from subject 014)Figure III.8. All the channels present increases (red) and decreases 
(blue) in activity at similar time points. The middle plot presents the traces from the 
expanded Cz electrode. In the bottom plot, a fronto-central negative peak is found at 
243ms post-feedback onset, followed by a central positive peak at 446ms, and by 
another negative inflexion at 822ms post-feedback onset. The timing and location of 
this ErrDiff is similar to the one found in the still images tasks. 
 
 
Figure III.11. ErrDiff topography for oErrP (reaching task) 
Topographic distribution of the ErrDiff traces from all the electrode of an example session (subject 014). 
Top plot: ErrDiff activity for all electrodes (Y axis) for an epoch from -0.2s to 1.3s post-feedback onset (X 
axis). Cool (blue) and hot (red) colors represent negative and positive amplitude values, respectively (μV). 
Middle plot: average correct (green), average incorrect (red), and ErrDiff (black) traces from the Cz 
electrode. X axis represents the time to feedback onset. Y axis depicts the signal amplitude (μV). Bottom 
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plot: scalp distribution of the activity of all the channels for specific times (same color bar as the one in the 
top plot).  Negative, positive, and negative peaks are present at 243, 446, and 822ms post-feedback onset, 
respectively.  
 
3.3.3 Interaction ErrP are present in most of the EEG channels. As in the oErrP 
case, most of the channels show the presence of iErrP. Figure III.12 presents the average 
activity for the correct, incorrect and ErrDiff traces (across trials) from an example 
subject. The traces were plotted to resemble the electrode layout in the scalp (with nose at 
the top). The ErrDiff traces (black) presented the negative and positive peaks of the ErrP. 
At 300ms and 600ms post-feedback onset we found the negative and positive peaks, 
respectively. The frontal and central electrodes showed the larger amplitudes (15 μV 
peak-to-peak). The expanded plot belongs to the Cz channels and includes the standard 
deviations for the correct and incorrect trials (as error bars). The blue rectangles mark the 
time samples that are significantly informative of the decoder outcome (two-sample T-
test, p <0.05). Most of the electrodes (mainly central and frontal) are significantly 
informative at the negative and positive peaks. The average correct, incorrect and ErrDiff 
traces of all the other sessions for the reaching task can be found in the Appendix.  
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Figure III.12. Average correct, incorrect, and ErrDiff traces (reaching task iErrP 2ndCorr). 
Average trials for an example session (subject 021) of the images task. All electrodes positioned in a similar location to the one in the EEG cap. At the 
top are the frontal electrodes. The traces are the average correct (green), average incorrect (red) and ErrDiff (black) of Baxter’s target selection (oErrP). 
ErrDiff represents the difference between the average incorrect and correct traces. X and Y axes represent the time to feedback onset (seconds) and the 
signal amplitude (μV), respectively. The signal expanded belongs to channel Cz. Blue rectangles mark the time samples with significant differences 
between correct and incorrect trials (two-sample T test, p < 0.05).
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3.3.4 Components of the iErrP trace. Closed-loop classification increased the 
subject’s engagement and interest in the task. Nevertheless, even in this situation the ErrP 
classifier did not perform perfectly. Several classification errors occurred, triggering a 
secondary ErrP signal (iErrP). These traces were aligned using experiment codes (sent 
via the EEG/Robot Interface) related to the secondary feedback onset (when Baxter 
changed trajectory or stayed in the current one). Two types of iErrP occurred: when the 
trial was correct and Baxter changed its trajectory (2ndCorr), or when Baxter did not 
change its trajectory but the initial selection was incorrect (2ndIncorr). In both cases the 
error is a result of incorrect classification (driven by the subject’s EEG activity). In 
Figure III.13 we present the scalp activity of the ErrDiff traces for iErrP (2ndCorr), the 
trials that were correctly chosen by Baxter but that the ErrP decoder labeled as incorrect 
(changing Baxter’s trajectory).  This iErrP showed similar traits and timing for negative 
and positive peaks in all the electrodes. A remarkable difference is the amplitude of the 
signal, twice the one seen in the observation ErrP (20 μV peak-to-peak, compared to 
10μV in the oErrP). Negative, positive, and negative peaks were found at 442, 611, and 
951ms post-feedback onset, respectively. All the peaks were located in the fronto-central 
region. 
The timing of the iErrP peaks was slightly shifted in comparison with the oErrP 
ones. This is probably because the feedback onset time for the iErrP was not timed 
precisely using a switch or photodiode. Rather, we used an assessment of the subject’s 
perception of the second feedback onset time and software codes. These codes were 
returned by the Arduino at the time when the arm was commanded to change its 
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trajectory (when an oErrP was classified online) or at the end of the movement
4
 (if no 
oErrP was classified online and the trial was labeled as correct). In the latter case, when 
the secondary feedback implied no change in trajectory, its onset time had to be estimated 
since no change in Baxter’s behavior cued the subjects of this outcome. This situation 
occurred a) when Baxter’s first selection was correct and the classifier did not find an 
oErrP and b) when the primary selection was incorrect and the classifier did not detect 
this error.  
For the trials with no change in trajectory, we estimated the secondary feedback 
onset time as the difference between the end of the movement and the average time that 
took Baxter to wait for a classification bit (from the EEG system) and to prompt the EEG 
system that the trial was classified as correct. In average, 865ms took Baxter’s 
experiment controller to process receiving a classification bit (labeling the trial as correct) 
and prompting the EEG system of such reception.  
 
                                                        
4 After completing the reaching and returning to the center of the table 
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Figure III.13. Interaction ErrP topography (reaching task, 2ndCorr) 
ErrDiff (after a correct Baxter choice, 2ndCorr) topographic distribution for all the electrodes of an 
example session (subject 021). Top plot: ErrDiff activity for all electrodes (Y axis) for an epoch from -0.2s 
to 1.3s post-feedback onset (X axis). Cool (blue) and hot (red) colors represent negative and positive 
amplitude values, respectively (μV). Middle plot: average correct (green), average incorrect (red), and 
ErrDiff (black) traces from the Cz electrode. X axis represents the time to feedback onset. Y axis depicts 
the signal amplitude (μV). Bottom plot: scalp distribution of the activity of all the channels for specific 
times (same color bar as the one in the top plot).  Negative, positive, and negative peaks found at 442, 611, 
and 951ms post-feedback onset, respectively.  
 
 
3.3.5 oErrP and iErrP are similar across different task and conditions. In Figure 
III.14 are presented the ErrDiff traces obtained under different task and conditions. 
Although with some variations in time, a consistent pattern is found: a negative-positive-
negative-positive pattern of peaks and troughs. The still images oErrP negative and 
positive peaks are found earlier than those in the reaching oErrP and iErrP. Also, the 
reaching task oErrP peaks are found earlier than those from the iErrP. In addition to 
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different engagement levels but also the accuracy with which the feedback onset time 
was established may have influenced these results.  
 
Figure III.14. Comparison of the peak times of ErrDiff for the still images oErrP, the reaching 
oErrP, and the reaching iErrP. 
ErrDiff activity (from averaged incorrect and correct trials) for both tasks and type of ErrP. Top plot: 
images task ErrDiff from oErrP. Middle plot: reaching task ErrDiff from oErrP. Bottom plot: reaching task 
ErrDiff from iErrP (2ndCorr). X axis represents the time to feedback onset from -0.2 to 1.3s. Y axis 
denotes the electrode ID. Cool (blue) and hot (red) colors are negative and positive amplitude values, 
respectively (μV). A shift in the negative and positive peaks is present in the reaching task ErrDiff.  
 
If we take only the naïve subjects that participated in the closed-loop sessions 
(removing subject M) and average the ErrDiff traces from the Cz electrode, we get a 
population trace for the ErrP and both iErrP (Figure III.15). Two differences between the 
oErrP and the iErrP (2ndCorr) ErrDiff were found: the amplitude of the average ErrDiff 
(across sessions) from the iErrP signals is almost double that of the average of the ErrDiff 
from the oErrP, and the shape of the ErrDiff from the iErrP (2ndCorr) across subjects is 
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generally more consistent. The same cannot be stated for the iErrP (2ndIncorr), partially 
because the number of trials available is reduced by separating the iErrP in 2ndCorr and 
2ndIncorr (see  
Table III.1). These differences allow for further disambiguation of the presence of 
an error in the EEG signal, leading to better classification performance (see Section 3.5). 
 
Figure III.15. Population ErrDiff traces for the oErrP and both iErrP.  
ErrDiff traces for the oErrP and both iErrP (across all naïve subjects, except subject M). X axis: time to 
feedback onset from -0.2 to 1.3s. Y axis: signal amplitude (μV). All traces share the same scale in the Y 
axis. From left to right: oErrP (due to Baxter initial target selection), iErrP 2ndCorr (iErrP after a correct 
target selection executed by Baxter), and iErrP 2ndIncorr (iErrP after an incorrect target selection made by 
Baxter). Each color represents one subject. Black traces show the average trace (across subjects). The iErrP 
2ndCorr signals presented larger amplitudes (almost twice that of oErrP) and provided better classification 
performance.  
 
Table III.1. Number of trials for the correct and incorrect outcome of oErrP and iErrP during the 
closed-loop online sessions (naive subjects only). 
List of the number of correct and incorrect of trials (after the bad trials were removed) for the oErrP and the 
iErrP scenarios (data from the naïve subjects only). Since the iErrP can be caused after a correct or 
incorrect Baxter choice, the number of trials for iErrP 2ndCorr and iErrP 2ndIncorr are presented 
separately.  
 
Condition Number of trials 
Subject Number 017 018 019 020 021 
Correct     (oErrP) 102 107 104 103 138 
Incorrect   (oErrP) 50 51 46 51 48 
Correct     (iErrP 2ndCorr) 74 68 55 65 111 
Incorrect   (iErrP 2ndCorr) 34 34 44 43 33 
Correct     (iErrP 2ndIncorr) 14 13 20 27 17 
Incorrect   (iErrP 2ndIncorr) 35 40 29 25 32 
 
144 
 
 
1
4
4
 
3.4 Offline ErrP detection (reaching task) 
With the reaching task data, different parameters were evaluated in multiple 
offline simulations, running 10 iterations of 10-fold cross-validation. Different passband 
filters, type of features, re-referencing approaches, and electrode selection functions were 
evaluated. All channels were xDAWN filtered using 5 filters per class and the features 
were z-scored. A linear regression decoder with Elastic Net shrinkage was used for ErrP 
classification. We present a summary of some of the analyses across all the reaching task 
sessions (for the oErrP and iErrP). Similar analyses to the ones presented here were 
performed on the data separated on left and right subsets (when the correct target was 
either left or right) or regrouped using k-means clustering. None of these approaches 
improved decoder performance.  
In the k-means clustering case the overall performance was affected negatively. 
This suggests that the correct and incorrect trials presented a unimodal distribution so 
only one cluster could be used to represent each class. Moreover, separating the trials into 
sub-clusters decreased the number of observations available for training. 
With the left and right subgroups a different decoder for each group was tested 
(under different parameters) and no significant improvement in the classification 
performance was obtained. This indicates that for the Baxter reaching task, whether the 
Baxter arm moved to the right or to the left was inconsequential to the characteristic ErrP 
signal. We used the AUC performance metric to account for the unbalanced number of 
trials in some of the sessions (when the selection of a correct target was bias to 70%). 
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All the open-loop sessions (except the last 3) presented similar number of correct and 
incorrect trials (balanced) whereas the closed-loop sessions were all biased (with a 70% 
chance of Baxter selecting the correct target). 
 
3.4.1 Parameter evaluation: Under different parameters, the classification AUC 
(average across 10 iterations of 10-fold cross-validation) of the oErrP was plotted for all 
open- and closed-loop sessions (Figure III.16). No parameter combination reflected a 
clear advantage for decoding oErrP. Nevertheless, some subjects presented better AUC 
values than others. In the three sessions of subject 016 the AUC was above 0.75 for most 
of the parameter combinations. On the other hand, subject 001 showed, most of the time, 
AUC values below 0.65. These differences affect the overall performance values, and 
demonstrate the inter-subject variability. If we set aside the open-loop sessions and focus 
on the closed-loop sessions (Figure III.17), we found that subject 019 (subject M) has the 
lowest performance values across different parameter combinations (close to chance).  
For the iErrP (in the closed-loop sessions only), two different datasets were 
analyzed. Trials in which the correct target was initially correctly selected by Baxter 
(2ndCorr), and trials in which the correct target was initially incorrectly selected by 
Baxter (2ndIncorr). With data from each subgroup different parameters were evaluated. 
Figure III.18 presents the offline analysis results for the 2ndCorr subset. The overall 
classification performance across all sessions is better than the one obtained using the 
oErrP. Most of the sessions presented AUC values above 0.8, except subject 019, whose 
results were below 0.6, close to the values obtained in the oErrP analysis. Similar results 
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were obtained with the 2ndIncorr subset (Figure III.19) although the AUC values were 
lower than the ones obtained with the 2ndCorr subset. Again, subject 019 presented poor 
performance across all possible parameter combinations.  
From all the sessions and possible combinations (Figure III.20), the highest across 
subject AUC performance (0.674) for the oErrP was obtained with data band-pass filtered 
in the 1-10Hz range, using the Chs2Remove electrode selection function, and with the 
corrcov features. For the iErrP (2ndCorr), the highest mean AUC (0.879) was found with 
data filtered in the 1-10Hz range, using the corrcov features. The iErrP (2ndIncorr) data 
subset presented the highest performance values (0.782) when filtered in the 1-40Hz 
range, using the Chs2Remove electrode selection algorithm, and employing the 
corrcovxcorr feature combination. The Chs2Remove electrode selection function showed 
the least variability in the population results (more stable across subjects). Overall (for 
oErrP, iErrP 2ndCorr and 2ndIncorr), data filtered in the range 1-80Hz produced better 
performance.
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Figure III.16. AUC for different type of features, electrode selection function and pass-band frequencies for the oErrP across all open- and 
closed-loop sessions. 
AUC for multiple parameters evaluated with 10 iterations of 10-fold cross-validation (channels reduced using a xDAWN filter of 5
th
 order and features 
z-scored). The Y and X axes represent the AUC and the open- (left from red dotted line) and closed-loop sessions, respectively. From left to right: 
columns represent 1-10, 1-40, 1-55, and 1-80Hz bandpass filter. From top to bottom: Riemann distance, Chs2Remove, and Central9List electrode 
selection function, respectively. Color traces are different feature extraction functions: corrcov (blue), corr (green), cov (red), xcorr (light blue), 
xcorrcov (magenta), corrcovxcorr (yellow). The black dashed line is chance. Each subject has similar AUC performance regardless of the parameters. 
Subject 019 showed low AUC performance values. The corr feature (green) presented the lowest performance across all subjects and passband filter. 
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Figure III.17. AUC for different type of features, electrode selection function and band-pass frequencies for the oErrP across all closed-loop 
sessions. 
AUC for multiple parameters evaluated with 10 iterations of 10-fold cross-validation (channels reduced with a 5
th
 order xDAWN filter and features z-
scored). Y axis: AUC. X axis: closed-loop sessions. From top to bottom: 1-10, 1-40, 1-55, and 1-80Hz bandpass filter. From left to right: Riemann 
distance, Chs2Remove, and Central9List electrode selection function. Color traces represent different feature extraction function: corrcov (blue), corr 
(green), cov (red), xcorr (light blue), xcorrcov (magenta), corrcovxcorr (yellow). Dashed line represents chance. Subject 019 presented low performance 
values. The corrcovxcorr feature filtered 1-40Hz with the Chs2Remove electrode selection function provided the highest AUC (0.695). 
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Figure III.18. AUC for different type of features, electrode selection function and band-pass frequencies for the iErrP (2ndCorr) across all 
closed-loop sessions. 
AUC for multiple parameters evaluated with 10 iterations of a 10-fold cross-validation (channels reduced using a xDAWN filter of 5
th
 order and features 
z-scored). The Y and X axes represent the AUC and the closed-loop sessions (2ndCorr subset), respectively. From left to right: 1-10, 1-40, 1-55, and 1-
80Hz bandpass filter. From top to bottom: Chs2Remove and Central9List electrode selection function. Color traces represent different feature extraction 
function: corrcov (blue), corr (green), cov (red), xcorr (light blue), xcorrcov (magenta), corrcovxcorr (yellow). The dashed line represents chance 
(black). Most of the subjects present performance values above 0.8 in contrast to subject 019 whom shows poor performance values.
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Figure III.19. AUC for different type of features, electrode selection function and band-pass frequencies for the iErrP (2ndIncorr) across all 
closed-loop sessions. 
AUC for multiple parameters evaluated with 10 iterations of a 10-fold cross-validation (channels reduced using a xDAWN filter of 5
th
 order and features 
z-scored). The Y and X axes represent the AUC and the closed-loop sessions (2ndIncorr subset), respectively. From left to right: 1-10, 1-40, 1-55, and 
1-80Hz bandpass filter. From top to bottom: Chs2Remove and Central9List electrode selection function. Color traces represent different feature 
extraction function: corrcov (blue), corr (green), cov (red), xcorr (light blue), xcorrcov (magenta), corrcovxcorr (yellow). The dashed line represents 
chance (black). Overall, performance values are better than the ones obtained with the oErrP but not as good as the ones from the 2ndCorr data. Subject 
019 continues presenting poor performance values (<0.6). 
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Figure III.20. Population AUC for different type of features and band-pass frequencies for the oErrP, iErrP (2ndCorr) and iErrP (2ndIncorr). 
Box plots of the population AUC (median, quartiles and outliers) for multiple parameters evaluated with 10 iterations of 10-fold cross-validation 
(channels reduced using a 5
th
 order xDAWN filter and selected using the Chs2Remove function; features z-scored. From top to bottom: oErrP (open- 
and closed-loop), iErrP 2ndCorr and iErrP 2ndIncorr (closed-loop only), respectively. Y axis: AUC. X axis: different passband filters and feature 
extraction functions. The passband from left to right are 1-10, 1-40, 1-55, and 1-80Hz. These features are repeated in the same order in each color group. 
Colors represent the feature extraction functions: corrcov (blue), corr (green), cov (red), xcorr (light blue), xcorrcov (magenta), corrcovxcorr (yellow). 
Black dashed-lines mark chance. The gray dashed-line marks the highest mean AUC value. The parameters for the best across-subject performance 
values are: corrcov, 1-10Hz filtered for the oErrP; corrcov and 1-10Hz filtered for the iErrP 2ndCorr subset; and corrcovxcorr and 1-40Hz filtered for 
the iErrP 2ndIncorr subset. Red crosses represent outlier values. Overall the 1-40Hz passband filter and the corrcovxcorr feature extraction function 
(yellow) presents the highest AUC for all ErrP. The corr (green) and xcorr (light blue) feature extraction functions showed the lowest performance AUC 
values.
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3.5 Online ErrP detection (reaching task) 
Figure III.21 presents the AUC performances for each of the different subgroups 
of naïve subjects (Closed-loop online, Closed-loop offline, Open-loop offline, and 
Secondary error). In the offline analysis, all channels were reduced using a 5
th
 order 
xDAWN filter per class, the features were z-scored, and no re-referencing was applied. 
The offline versions of the task had higher performance values than the online closed-
loop task because the latter used only the available data from previous blocks, resulting in 
fewer observations for training. Closed-loop offline sessions presented an average AUC 
of 0.6219 ±0.0935 S.D. (with the chance level equal to 0.507; computed using the same 
data but with the labels shuffled); open-loop sessions showed an average AUC of 0.5940 
±0.0378 S.D. (with chance equal to 0.497); secondary ErrP (II + CI, 2ndIncorr + 
2ndCorr) gave an average AUC of 0.7315 ± 0.1123 (with chance levels of 0.4953); 
secondary ErrP (II, 2ndIncorr) gave an average AUC of 0.7505 ± 0.0516 (with chance 
levels of 0.4833); and secondary ErrP (CI, 2ndCorr) gave an average AUC of 0.8712 ± 
0.0430 (with chance levels of 0.5090). Shown at the far right of the figure (in green) is 
the AUC performance gain achieved by using classification of the iErrP (2ndCorr). This 
gain significantly increases the AUC to values > 0.8 for all naïve subjects (not including 
the meditation subject). 
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Figure III.21. Overall performance from the naïve (without meditation session) subjects under 
different analysis conditions.  
Median and quartile distribution for the AUC performance values for ErrP classification of 4 naïve subjects 
(not including the meditation subject). Left to right: closed-loop online (black), closed-loop offline 
(magenta), open-loop offline (cyan), secondary Error (green). Closed-loop online values represent the 
actual performance of ErrP detection during the test closed-loop sessions (retraining the decoder at the end 
of each block). Closed-loop offline represents offline analysis performed with all the testing data and with 
parameters optimized. Open-loop offline represents the results obtained during the offline analysis (from 
data collected in the open-loop reaching task sessions). Secondary error results were obtained using both 
2ndCorr and 2ndIncorr data (CI + II), 2ndIncorr (II) and 2ndCorr (CI) data from the closed-loop sessions 
and by performing offline ErrP detection (optimizing parameters). iErrP (CI 2ndCorr) classification 
outperforms all the other groups. 
 
Figure III.22 further breaks down the classifier performance into True Positive 
Rates (TP), True Negative Rates (TN), False Positive Rates (FP) and False Negative 
Rates (FN) for each of the six analysis conditions. The FP in the closed-loop online 
sessions seems to highly decrease the overall performance. Offline analyses using the 
secondary ErrP (CI, 2ndCorr) for classification showed better true positive and true 
negative rates. Thus, implementing iErrP detection can provide a promising approach 
towards a reliable feedback system between humans and robots. 
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Figure III.22. Comparison of true-positive and true-negative values for the secondary ErrP (naive 
subjects, not including the subject meditating). 
Class-specific decoder performance for the naïve subjects (not including the subject meditating): true 
positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) are shown in light green, 
dark green, red and dark red, respectively.  From left to right: closed-loop online, closed-loop offline, open-
loop offline, offline secondary ErrP (II + CI, for 2ndCorr and 2ndIncorr data pooled together), offline 
secondary ErrP II (for 2ndIncorr data) and offline secondary ErrP CI (for 2ndCorr data). Closed-loop 
online values represents the actual performance of ErrP detection during the test closed-loop sessions. 
Closed-loop offline represents offline analysis performed with all the testing data. Open-loop offline 
represents the results obtained during the offline analysis. Secondary ErrP results were obtained using data 
from the closed-loop sessions and performing offline secondary ErrP detection. The TP and TN of the 
Secondary ErrP CI (2ndCorr) dataset outperform the values in the other groups. 
3.6 Effect of meditation in the production of ErrP 
Subject M (019) presented the lowest classification performance, both offline and 
online (across all subjects). To explore the effect meditation could have on ErrP 
classification performance, and on the evoked ErrP, we compared subject M’s EEG 
signals with that of the other naïve subjects. We compared the average correct, average 
incorrect, and ErrDiff traces from the observation and interaction ErrP (2ndCorr and 
2ndIncorr).  
For the observation ErrP (Figure III.23), the mean correct, mean incorrect, and 
ErrDiff traces from subject M had smaller amplitudes than the traces from the other naïve 
subjects. The ErrDiff trace from subject M did not present a positive peak that was found 
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in all the other subject’s ErrDiff traces. For the iErrP (2ndCorr) the average incorrect and 
ErrDiff traces in subject M presented smaller amplitudes (Figure III.24). The average 
correct traces of all subjects were relatively similar in amplitude. Finally, while all the 
naïve subjects’ average incorrect traces presented clear peaks in the signal, subject M’s 
incorrect trace was rather flat. For the iErrP (2ndIncorr), although only a small number of 
trials was available for computing the average traces (see  
Table III.1), a decrease in the average correct trace was found (not in the incorrect 
and ErrDiff traces). For iErrP (2ndIncorr) trace comparison refer to the Appendix. 
 
Figure III.23. Average correct, incorrect and ErrDiff traces from all naive subjects (oErrP). 
Average traces for the trials representing correct and incorrect Baxter target selection, and their ErrDiff, for 
all naïve subjects (during closed-loop online sessions). Columns represent the subject number; from left to 
right: 017, 018, 019, 020, 21.The correct (green), incorrect(red) and ErrDiff traces (oErrP) belong to 
electrode Cz. Error bars depict standard deviation of correct (light green) and incorrect (light red) trials. 
The X axis is the time to feedback onset (seconds), and the Y axis represents signal amplitude (μV). The 
red dashed-square surrounds subject M’s traces. All traces from each column have the same scale. The 
average correct, average incorrect and ErrDiff traces from subject M are smaller in amplitude than the same 
traces from the rest of subjects.  
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Figure III.24. Average correct, incorrect and ErrDiff traces from all naive subjects (iErrP 2ndCorr). 
Average traces for the ErrP decoder outcome class and their ErrDiff for all naïve subjects (after a correct 
selection by Baxter, 2ndCorr). Columns represent the subject number; from left to right: 017, 018, 019, 
020, 21.The correct (green), incorrect(red) and ErrDiff traces (iErrP) belong to electrode Cz. Error bars 
depict standard deviation of correct (light green) and incorrect (light red) trials. The X axis is the time to 
feedback onset (seconds), and the Y axis represents signal amplitude (μV). The red dashed-square presents 
subject M (019) traces. All traces from each column have the same scale. The average incorrect and ErrDiff 
traces from subject M are smaller in amplitude than the same traces from the rest of subjects.  
 
4. Discussion  
In this chapter we presented, to our knowledge, the first real-time BMI that relies 
solely on ErrP for directly detecting volitional commands. The ErrP signals were 
employed as an indicator of the user’s expectations under a binary-choice task. By 
focusing on the detection of naturally occurring ErrP, an online closed-loop EEG system 
that enables intuitive human-robot interaction was developed. This system was tested 
with general population subjects that had not been previously trained on the task or with 
EEG systems. The presence of oErrP and iErrP was confirmed, and their suitability for 
single-trial error detection was explored. Our results suggest that interactive ErrP are 
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easier to classify (with average AUC performance values that can reach above 0.8) and 
that they should be used in the future for closed-loop classification.  
4.1 Binary-choice still images task 
Determining the feasibility of controlling a robot arm for real-time single-trial 
ErrP decoding initially required confirmation that ErrP signals could be evoked during 
robot arm reaches. With this purpose we ran a preliminary study focused on confirming 
the presence of ErrP in a binary-choice task. The binary-choice images paradigm was 
developed and tested (using images of Baxter performing a reach), using a photodiode to 
properly signal the feedback onset time. The timing and location of the negative and 
positive peaks (in the range of 200ms and 350-400ms post-feedback onset, mainly in the 
central electrodes Cz and FCz) of the epoched data follows what has been reported  in the 
literature for observation ErrP (Chavarriaga et al., 2014; Chavarriaga et al., 2007).  
4.2 Binary-choice reaching task 
With the ErrP characterized we moved to design the binary-choice reaching 
paradigm and found several problems with using the experiment codes to signal the 
feedback onset time. Time synchrony is essential for finding the ErrP, especially for 
single-trial classification. Although new methods are being explored to take into account 
latencies in the signal (Iturrate et al., 2014), this is not straight forward for real-time 
classification. Data recorded during the reaching task revealed that the experiment codes 
sent by the Experiment Controller presented a delay, in some cases of up to 500ms. These 
delays were caused by the operating system (by the task scheduler) of the Experiment 
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Controller computer and by the analysis loop of the EEG/Robot Interface. The 
pushbutton switch, a single-bit hardware experiment code, was employed to bypass these 
software delays. The tests and simulations of the pushbutton behavior proved to provide 
reliable feedback onset times. 
With a proper method to signal the feedback onset time we analyzed the 
observation ErrP evoked by the incorrect robot reaches across the open-loop sessions. 
The times of the negative and positive peaks, and their location in the electrode layout, 
agreed with the values found in the literature: negative peaks occurring near 250ms post-
feedback onset in the fronto-central electrodes and positive peaks happening between 
350ms and 450ms post-feedback onset with a centro-parietal  distribution (Ferrez & 
Millan, 2005; Perrin et al., 2010; Chavarriaga et al., 2007).   
To properly analyze these traces, bad trials and channels with eye movements had 
to be removed. A semi-automatic technique using the mean and standard deviation of the 
traces was used to detect and discard bad trials. Also, the Chs2Remove electrode 
selection function was used to remove all the electrodes close to the eyes, the masseter 
and temporal muscles, and the occipital electrodes (Iturrate et al., 2010). This approach 
proved to help the decoder performance by eliminating possible sources of noise.  
4.3 Offline analysis 
Before running the closed-loop sessions, offline analysis suggested that the 
highest ErrP classification performance values were obtained with the following 
parameters: applying a CAR filter over each of the Central9List electrodes, using 5
th
 
order xDAWN filters, extracting the cov and corr features (covcorr), and z-scoring the 
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feature vectors. Amongst the different classification algorithms explored, the linear 
regression with Elastic Net shrinkage produced the best decoding values. Better decoder 
performance was found with the Riemann distance and the Chs2Remove electrode 
selection functions but the Central9List function was chosen instead because it allowed 
small covariance matrices. Tangent space mapping of large covariance matrices 
(especially at the eigenvalue decomposition step) usually took more than 400ms during 
single-trial classification, hence affecting the real-time functionality of the decoder. 
Also, we used the AUC performance metric to account for the unbalanced number 
of trials in some of the sessions (when the correct/incorrect number of trials was not 
similar). The use of classification accuracy could have masked the true chance level. 
Overall, subjects 014 and 016 showed high ErrP classification values, regardless of 
techniques, filters and features extracted. Subject M presented the lowest performance in 
the three scenarios analyzed (oErrP, iErrP 2ndCorr, and iErrP 2ndIncorr). 
Although preliminary (only from one subject), the results from subject M suggest 
interesting ideas worth exploring in the future. Initially, our hypothesis was that a person 
in a meditative state would be better suited for guiding his goal-directed behavior, 
including focusing his attention and filtering out any sources of noise or distraction. We 
also thought this subject would be more engaged in the task. Our results suggest 
otherwise. The amplitudes of subject M’s average correct, average incorrect and ErrDiff 
traces belonging to oErrP were smaller than the amplitudes of the traces found in the 
other naïve subjects. The same was true for the average incorrect and the ErrDiff traces 
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from iErrP 2ndCorr. Moreover, the average incorrect traces in the iErrP 2ndCorr 
suggested that subject M did not strongly react to the classification errors.  
Meditation has been mainly classified in two different styles: Focused Attention 
(FA) and Open Monitoring (OM) meditation. FA entails the voluntary focusing of 
attention on a chosen object. OM meditation involves non-reactive monitoring of the 
content of experience from moment to moment (Lutz et al., 2008; Manna et al., 2010). 
Initially, we thought our subject M would be focusing his attention and filtering out all 
sources of noise; hence increases the error-related signal. The results suggest subject M 
was performing OM meditation: no external cues triggered changes in his mental states, 
nor increased his reactivity to errors; his attentional levels were not affected by the 
external world, not only the noise and distraction but also Baxter’s and the decoder’s 
errors. This would explain the lack of a high amplitude ErrDiff signal and the low 
amplitude of both average correct and incorrect trace, especially in the iErrP 2ndCorr. 
One possible explanation for this phenomenon is that meditation decreases the gain in the 
attention boost that an error is supposed to trigger (Ullsperger et al., 2014). For this 
reason, only the iErrP 2ndCorr incorrect trials have smaller amplitudes whereas the 
correct trials present similar amplitude values to the ones found in other naïve subjects. 
This is true if we assume that the magnitude of the ErrP signal encodes such attention 
gain. These ideas could be explored in a larger population of people that meditate (and 
tested before, during and after a meditative state).  
  
161 
1
6
1
 
4.4 Closed-loop online performance 
We provided a proof of concept of single-trial real-time ErrP classification. Once 
trained offline using a small sample of open-loop trials, our pipeline can decode brain 
signals fast enough to be used in real-time. Offline analysis of the closed-loop data 
demonstrated that iErrP are typically easier to classify than oErrP, and can thus be used to 
improve the performance accuracy. For the closed-loop online sessions only data from 
the previous blocks were used for training. This approach seems to affect the overall 
decoder performance of the session since the first blocks had very few observations to 
train the decoder. More data allows better generalization of any decoding algorithm. This 
is one of the reasons our closed-loop online results were so close to chance and did not 
reach similar performance values as in the offline analysis (AUC = 0.65). Similar result 
values have been presented in complex scenarios beyond the lab environment, such as 
detecting ErrP signals during a real-world driving task (Zhang et al., 2015). 
Moreover, the algorithms implemented in the online classification pipeline need 
to be improved since the code used in Simulink was different to the one used for offline 
analysis. This made comparisons across classification pipelines (offline vs. online) 
cumbersome and prone to errors. Also, the computations required to implement the 
xDAWN filtering in real-time restricted the number of electrodes used for ErrP 
classification. The implementation of the spatial filtering and the online ErrP 
classification in a more powerful machine might allow, in the future, the use of more 
robust and computationally complex algorithm, which may improve classification 
performance.  
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Beyond the hardware and software bottlenecks, the difference in the offline 
decoder performance of the oErrP and iErrP reveals that true task engagement can 
strongly affect the BMI performance (AUC increasing from 0.65 up to 0.74). Interaction 
ErrP require an active participation in the task. In the future the subjects should be 
informed they are controlling the system (even in the first target selection) to provide a 
sense of agency and control of the events happening in the task. Being a mere observer 
decreases the difference in the signal amplitude and classification performance. 
Moreover, iErrP classification can be incorporated into the online scenario to boost 
closed-loop performance as well (after oErrP has been classified). This suggests that new 
paradigms can be designed to exploit the iErrP for multiple-choice tasks or even 
continuous control. For example, the robot can perform motions that are designed to elicit 
error potentials from the user in order to acquire feedback at crucial times when choosing 
between many possible options or even adjusting a continuous trajectory in real time. 
Implementing these changes and suggestions may improve the classification performance 
in the future. This way, the presented system moves closer towards the goal of creating a 
framework for intuitive human-robot interaction in real-world tasks. 
 
5. Appendix 
5.1 Riemann Geometry Equations 
5.1.1 Riemann distance and Geometric Mean computation (Congedo et al., 2013; 
Barachant et al., 2012; Barachant & Congedo, 2014; Barachant et al., 2013). Let 𝑋 ∈
 𝑅𝐶ℎ 𝑥 𝑆 𝑥 𝑁𝑡 be the matrix comprised of all the trials (from both correct and incorrect 
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classes), with Ch the number of channels, S the total number of samples, and Nt the total 
number of trials from both classes. Let 𝑋𝑖
(𝑘)
∈  𝑅𝐶ℎ 𝑥 𝑆 represent the signal for trial i 
belonging to class k, and 𝑦𝑖 be the class value (𝑦𝑖 = 𝑘;   𝑘 ∈ {0,1}, correct or incorrect, 
respectively) for trial i. We define the sample covariance matrix (SCM) for each trial i as: 
𝐶𝑖 =  
1
(𝑆 − 1)
𝑋𝑖𝑋𝑖
𝑇 
Let 𝐶(𝑘) represent the average covariance matrix (ACM) obtained from 
computing the Riemann geometric mean of all the class k covariance matrices.  
The Riemann geometric mean ℜ(C1, C2, … , Cj) is defined as:  
𝐶(𝑘) = ℜ(𝐶1, 𝐶2, … , 𝐶𝑗) = 𝑎𝑟𝑔𝑚𝑖𝑛?̅? ∑ 𝛿𝑅
2(𝐶𝑗 , 𝐶̅)
𝑇𝑘
𝑗=1
, 
with 𝑇𝑘 =  {𝑗 | 𝑦𝑗 = 𝑘} denoting the total number of trials belonging to class k, 
and 𝐶̅ representing an estimator of the average covariance matrix (see Algorithm 1). 
The Riemann distance 𝛿𝑅 between the sample covariance matrix, Ci, and the class 
average covariance matrix, C(k), is defined as the Frobenius norm of log(𝐶𝑖
−1, 𝐶(𝑘)): 
𝛿𝑅(𝐶𝑖, 𝐶
(𝑘)) = ‖log(𝐶𝑖
−1, 𝐶𝑘)‖
𝐹
=  [∑ 𝑙𝑜𝑔2𝜆𝑗
𝐶ℎ
𝑗=1
]
1 2⁄
, 
where {𝜆𝑗}𝑗=1
𝐶ℎ are the real eigenvalues of 𝐶𝑖
−1𝐶(𝑘).  
The geometric mean is computed by an iterative procedure that comprises 1) 
projecting the sample covariance matrices (belonging to class k)  in the tangent space, b) 
estimating the arithmetic mean of the projected SCM and c) projecting back this result 
into the Euclidean space (via exponential mapping). The algorithm employed to compute 
the geometric mean of the sample covariance matrices belonging to class k is: 
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__________________________________________________________________ 
Algorithm 1. Geometric Mean of 𝑇𝑘 covariance matrices (Barachant et al., 2013) 
__________________________________________________________________ 
 
Input: ℳ, a set of 𝑇𝑘 covariance matrices such that all 𝐶𝑖 belong to class k and 𝜖 > 0. 
Output: Υ the estimated geometric mean in 𝑇𝑘(Ch) of ℳ.  
 
1: Initialize 𝛶 (1) =
1
𝑇𝑘
∑ 𝐶𝑖
𝑇𝑘
𝑖=1           {Euclidean mean of the T covariances} 
2: repeat 
3:  𝑆̅ =  
1
𝑇𝑘
∑ 𝑳𝒐𝒈𝜰(𝒕)(𝐶𝑖)
𝑇𝑘
𝑖=1         {Arithmetic mean in the tangent space using ℌ 
(𝑡)} 
4:  𝛶(𝑡+1) = 𝑬𝒙𝒑𝜰(𝒕)(𝑆̅)           {Project back to Euclidean space using ℌ 
(𝑡)} 
5: until ‖𝑆̅‖𝐹 < 𝜖 
6: return 𝛶(𝑡+1) 
__________________________________________________________________ 
 
Projecting a covariance matrix 𝐶𝑖 into the tangent space involves its logarithmic 
mapping using a reference matrix 𝐶𝑟𝑒𝑓 such that:  
𝑆𝑖 = 𝐋𝐨𝐠𝑪𝒓𝒆𝒇(𝐶𝑖)  =  𝐶𝑟𝑒𝑓
1 2⁄  logm(𝐶𝑟𝑒𝑓
−1 2⁄ 𝐶𝑖𝐶𝑟𝑒𝑓
−1 2⁄ )𝐶𝑟𝑒𝑓
1 2⁄
, 
with 𝐶𝑟𝑒𝑓 representing the geometric mean, and Logm( . ) denoting the logarithm 
of a matrix. The logarithm of a diagonalizable matrix 𝐵 = 𝑉𝐷𝑉−1 is defined as 
Logm(B) = 𝑉𝐷′𝑉−1; with 𝐷′ as the diagonal matrix and with its diagonal elements 
defined as            
     𝑑𝑖,𝑖
′ = log(𝑑𝑖,𝑖).  
Projecting from the tangent space back into the Euclidean space requires an 
exponential mapping of 𝑆𝑖 via 𝐶𝑟𝑒𝑓: 
𝐶𝑖 = 𝐄𝐱𝐩𝑪𝒓𝒆𝒇(𝑆𝑖)  =  𝐶𝑟𝑒𝑓
1 2⁄  expm(𝐶𝑟𝑒𝑓
−1 2⁄ 𝑆𝑖𝐶𝑟𝑒𝑓
−1 2⁄ )𝐶𝑟𝑒𝑓
1 2⁄
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with Expm( . ) denoting the exponential of a matrix. Its computation follows the 
same logic as with the Logm( . ) operator, i.e. 𝑑𝑖,𝑖
′ = exp(𝑑𝑖,𝑖). 
 
5.1.2 Minimum Distance to Riemann Geometric Mean (Barachant & Congedo, 
2014). The Minimum Distance to Riemann Mean classifier involves a supervised training 
phase. Given a training set of 𝑋𝑖 ∈ 𝑅
𝐶ℎ 𝑥 𝑆 trials and their corresponding labels 𝑦𝑖 ∈
{1: 𝑘}, with 𝑖 ∈ {1: 𝑁𝑡}, training involves the estimation of the sample covariance 
matrices 𝐶𝑖 for each trial i, and the average covariance matrix 𝐶
(𝑘) for each class k:   
𝐶(𝑘) = ℜ(𝐶𝑗| 𝑦𝑗 = 𝑘) 
with ℜ(. ) The Riemann geometric mean operator. The classification of a testing 
trial 𝑋𝑡 belonging to an unknown class y is achieved computing the Riemann distance 
between 𝐶𝑡 (SCM of 𝑋𝑡) and each of the average covariance matrices 𝐶
(𝑘). The estimated 
class will be the one providing the minimum Riemann distance across all classes.  
?̂? = 𝑎𝑟𝑔𝑚𝑖𝑛𝑘 𝛿𝑅 (𝐶𝑡, 𝐶
𝑘) 
The complete algorithm is: 
__________________________________________________________________ 
Algorithm 2. Minimum Dist. to Riemann Mean (Barachant & Congedo, 2014) 
__________________________________________________________________ 
 
Input: a set of trials 𝑋 ∈ 𝑅𝐶ℎ 𝑥 𝑆 𝑥 𝑁𝑡 belonging to Nk classes and the corresponding labels 
𝑦𝑖  ∈ {1: 𝑁𝑘}. 
Input: 𝑋𝑡 a test trial of unknown class y. 
Output: ?̂? the estimated class of the test trial. 
 
1: Compute 𝐶𝑖 for each trial i.              {sample covariance matrix} 
  
166 
1
6
6
 
2: Compute 𝐶𝑡 for the unknown class trial.  {sample covariance matrix} 
3: for k =1 to Nk do  
4:  C(k) = ℜ(Ci| yi = k)           {Riemann Geometric mean per class} 
5: end for  
6: ?̂? = 𝑎𝑟𝑔𝑚𝑖𝑛𝑘  𝛿𝑅 (𝐶𝑡, 𝐶
(𝑘))             {Riemann distance} 
7: return ?̂? 
__________________________________________________________________ 
 
5.1.3 Electrode Selection using Riemann distance (Barachant & Bonnet, 2011) 
Selecting the 𝜂 electrodes that better allowed separation between both classes was 
performed finding the electrode list 𝜐𝑟𝑒𝑑 that maximized the Riemann distance between 
the average covariance matrices of both classes over those electrodes, 𝐶(1)(𝜐𝑟𝑒𝑑) and 
𝐶(2)(𝜐𝑟𝑒𝑑). The algorithm is based on backwards selection starting from Ch electrodes 
until reaching 𝜂 electrodes. Let the operator ℓ(V,iCh) represent removing from the vector 
V the element in the iCh-th location. The algorithm is defined as follows:   
__________________________________________________________________ 
Algorithm 3. Electrode selection using Riemann Distance 
__________________________________________________________________ 
 
Input: a set of trials 𝑋 ∈ 𝑅𝐶ℎ 𝑥 𝑆 𝑥 𝑁𝑡 belonging to 2 classes and the corresponding labels 
𝑦𝑖  ∈ {1: 2}. 
Input: 𝜐, the complete electrode list (1:Ch), and 𝜂, the desired maximum number of 
electrodes. 
Output: 𝜐𝑟𝑒𝑑, a vector with the indexes of the selected electrodes (reduced). 
 
1: Initialize 𝜐𝑟𝑒𝑑 = υ    {start with all electrodes} 
2: Initialize nυ = Ch     {start with total number of electrodes} 
3: Compute Ci for each trial i.              {sample covariance matrix} 
4: for k =1 to 2 do  
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5:  𝐶(𝑘) = ℜ(𝐶𝑖| 𝑦𝑖 = 𝑘)           {Riemann Geometric mean per class} 
6: end for 
8: while nυ > η do 
9: nυ =  n𝜐 − 1     {Remove one electrode at a time} 
10:     for iCh = 1 to 𝑛𝜐 do 
11:     subElec  = 𝜐𝑟𝑒𝑑 
12:        𝑠𝑢𝑏𝐸𝑙𝑒𝑐 = ℓ(𝑠𝑢𝑏𝐸𝑙𝑒𝑐, 𝑖𝐶ℎ)    {Remove iCh from subElec} 
13:     dist(iCh) = δR(C
(1)(subE, subE), C(2)(subE, subE)) 
14:  end for 
15:  𝑖𝐶ℎ̇ = argmax𝑖𝐶ℎ dist(iCh)            {Electrode with Max. Riemann dist.} 
16:  𝜐𝑟𝑒𝑑 =  ℓ(𝜐𝑟𝑒𝑑 , 𝑖𝐶ℎ̇ )    {Remove 𝑖𝐶ℎ̇  from 𝜐𝑟𝑒𝑑} 
17: end while 
18: return 𝜐𝑟𝑒𝑑 
__________________________________________________________________ 
 
5.2 xDAWN Equations 
5.2.1 xDAWN filter (Barachant, 2014; Rivet et al., 2009; Rivet et al., 2011). Let 
𝑋𝑖  ∈  𝑅
𝐶ℎ 𝑥 𝑆 represent the i
th
 trial, with Ch the number of channels and S the number of 
time samples. Let 𝑃(𝑘) be the class average for class k. 
 𝑃(𝑘) =  
1
|𝐼𝑛𝑑(𝑘)|
∑ 𝑋𝑖𝑖 𝜖 𝐼𝑛𝑑(𝑘) , 
with 𝑦𝑖  the class value (𝑦𝑖 = 𝑘;   𝑘 ∈ {0,1}, correct or incorrect) for trial i, and  
𝐼𝑛𝑑(𝑘) the set of indices for the trials belonging to class k. 𝐼𝑛𝑑(𝑘) = {𝑖 | 𝑦𝑖 = 𝑘}.  Let  𝑋𝑜 
be the matrix with the all trials, for all classes, comprised of all the trials from both 
classes;  𝑋𝑜 ∈  𝑅
𝐶ℎ 𝑥 𝑆 𝑥 𝑁𝑡, with Nt the total number of trials from both classes. Let 
𝑋 ∈ 𝑅𝐶ℎ 𝑥 𝑆∗𝑁𝑡, represent the two-dimensional matrix with all the trials concatenated per 
channel. 
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Let 𝑤1
(𝑘)
 be an xDAWN (spatial filter) for class k, with 𝑤1
(𝑘)
∈  𝑅𝐶ℎ 𝑥 1. The 
spatial filter is estimated to increase the signal to signal-to-noise ratio of a given class. 
For class k, w is defined as: 
𝑤 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑤  
𝑤𝑇𝑃(𝑘)𝑃(𝑘)
𝑇
𝑤
𝑤𝑇𝑋𝑋𝑇𝑤
 
This equation is a generalized Rayleigh quotient and can be solved using the 
eigenvalue/eigenvector decomposition of matrix [(P(k)P(k)
T
)(XXT)−1]. The solution to 
this generalized eigenvalue problem provides C solutions, ranked by the value of its 
eigenvalues. For each class k, we selected the D eigenvectors (D best spatial filters), 
corresponding to the D highest eigenvalues (with 𝐷 𝜖 {2: 5}). Each selected eigenvector is 
normalized by its L2-norm:  
𝑊𝑑
(𝑘)
=  
𝑊𝑑
(𝑘)
‖𝑊𝑑
(𝑘)
‖
2
,  
where 𝑑 ∈ {1: 𝐷}. Let 𝑊{𝑘} ∈ 𝑅𝐶ℎ 𝑥 𝐷 be the selected spatial filters for class k, and 
𝑊 ∈ 𝑅𝐶ℎ 𝑥 2𝐷 the aggregated matrix of the spatial filters for both classes, 𝑊 =
[𝑊(0)𝑊(1)]. The spatial filtering performed by the xDAWN filter is a linear projection of 
the average class by the matrix W: 
𝑍𝑘 =   𝑊
𝑇𝑃(𝑘) 
Let 𝑍𝑘 represent the new xDAWN spatially filtered average trial for class k. Let 
𝑍0 and 𝑍1 be corrxDAWN  and incorrxDAWN , respectively. 
 
  
169 
1
6
9
 
5.2.2 Covariance xDAWN features (Barachant & Congedo, 2014; Barachant, 2014). 
Let 𝑋𝑖 ∈ 𝑅
𝐶ℎ 𝑥 𝑆 represent the i
th
 trial, with Ch the number of channels and S the number 
of time samples, and 𝑍k ∈ 𝑅
𝐷 𝑥 𝑆 the xDAWN filtered class k average (𝑍0 and 𝑍1 
corrxDAWN  and incorrxDAWN , respectively) with D the number of filters per class. 
Let 𝑧𝑋𝑖 ∈ 𝑅
(2𝐷+𝐶ℎ) 𝑥 𝑆 be the augmented trial by appending to 𝑋𝑖 each  the spatially 
filtered average trial for both classes: 
𝑧𝑋𝑖 =  [ 
𝑍0 
𝑍1
𝑋𝑖
], 
Let 𝑧𝐶𝑖 ∈ 𝑅
(2𝐷+𝐶ℎ) 𝑥 (2𝐷+𝐶ℎ) represent the covariance of the augmented i
th
 trial: 
𝑧𝐶𝑖 =  
1
(𝑆 − 1)
𝑧𝑋𝑖𝑧𝑋𝑖
𝑇 
From a set of Ntrain augmented covariance matrices 𝑧𝐶𝑖, the tangent space 
mapping yielded a set of Ntrain vectors 𝑐𝑜𝑣𝑖 ∈ 𝑅
(2𝐷+𝐶ℎ+1)(2𝐷+𝐶ℎ) 2 𝑥 1⁄  (Barachant et al., 
2013). This tangent space projection uses the geometric mean from all the Ntrain 𝑧𝐶𝑖 
trials, 𝑧𝐶𝑟𝑒𝑓. The resulting matrices are vectorized (extracting only the upper elements of 
each projected matrix). Let 𝑧𝐶𝑟𝑒𝑓 be defined as:  
𝑧𝐶𝑟𝑒𝑓 = ℜ(𝑧𝐶1, 𝑧𝐶2, … , 𝑧𝐶𝑁𝑡𝑟𝑎𝑖𝑛 ), 
with the ℜ(. ) operator representing the Riemann geometric mean. The tangent 
space projection of each 𝑧𝐶𝑖 trial i is defined as:  
𝑆𝑖 = 𝐋𝐨𝐠𝒛𝑪𝒓𝒆𝒇(𝑧𝐶𝑖) 
Due to symmetry, the projected 𝑆𝑖 matrix is vectorized by applying a half-
vectorization operator 𝑣𝑒𝑐𝑡(. ) that concatenates, with appropriate weighting (with a √2 
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coefficient applied to the non-diagonal elements in order to conserve equality of norms), 
the upper triangular part of 𝑆𝑖. This results in(2𝐷 + 𝐶ℎ + 1)(2𝐷 + 𝐶ℎ) 2⁄  features per 
𝑐𝑜𝑣𝑖  vector: 
𝑐𝑜𝑣𝑖 = 𝑣𝑒𝑐𝑡(𝑆𝑖) =  [𝑆𝑖 1,1 , √2𝑆𝑖 1,2 , 𝑆𝑖 2,2 , √2𝑆𝑖 1,3 , √2𝑆𝑖 2,3 , 𝑆𝑖 3,3 , … , 𝑆𝑖 2𝐷+𝐶ℎ,2𝐷+𝐶ℎ] 
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5.3 Average correct, incorrect, and ErrDiff traces (still images task oErrP). 
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5.4 Average correct, incorrect, and ErrDiff traces (reaching task oErrP). 
 
 
  
1
7
8
 
1
7
8
 
1
7
8
 
 
  
1
7
9
 
1
7
9
 
1
7
9
 
 
  
1
8
0
 
1
8
0
 
1
8
0
 
 
  
1
8
1
 
1
8
1
 
1
8
1
 
 
 
  
1
8
2
 
1
8
2
 
1
8
2
 
5.5 Average correct, incorrect, and ErrDiff traces (reaching task for iErrP 2ndCorr). 
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5.6 Average correct, incorrect, and ErrDiff traces (reaching task iErrP 2ndIncorr). 
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5.7 Secondary ErrP classification  performance (offline) 
 
 
 
Figure III.25. Secondary ErrP classification performance for all naïve subjects (excluding the 
meditation subject). 
Offline secondary ErrP (CI+II, II, CI) classification performance for all naïve subjects (except the 
meditation subject). Salmon, blue and violet bars depict offline classification values for secondary ErrP 
CI+II (2ndCorr and 2ndIncorr trials pooled together), secondary ErrP II (2ndIncorr) and secondary ErrP CI 
(2ndCorr) trials. X axis represents each one of the subjects.  
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5.8 Average correct, incorrect and ErrDiff traces from all naive subjects (iErrP 
2ndIncorr). 
 
 
 
Figure III.26. Average correct, incorrect and ErrDiff traces from all naive subjects (iErrP 
2ndIncorr). 
Average traces for the ErrP decoder outcome class and their ErrDiff for all naïve subjects (after an incorrect 
selection by Baxter, 2ndIncorr). Columns represent the subject number; from left to right: 017, 018, 019, 
020, 21.The correct (green), incorrect(red) and ErrDiff traces (iErrP) belong to electrode Cz. Error bars 
depict standard deviation of correct (light green) and incorrect (light red) trials. The X axis is the time to 
feedback onset (seconds), and the Y axis represents signal amplitude (μV). The red dashed-square presents 
subject M (019) traces. All traces from each column have the same scale. The amplitudes of the traces from 
subject 019 are similar to the ones from the other subjects. 
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CHAPTER IV: CONCLUSION 
This dissertation evaluated the use of decoder error detection for adaptive 
decoding and volitional control. We focused on developing and implementing real-time 
single-trial systems for decoding error-related potentials from invasive and non-invasive 
recordings. Beyond proof of concept for successful single-trial and closed-loop ErrP 
detection, we were able to compare the error-related potentials from different tasks, 
signal modalities, and species. Here we summarize the contributions that this thesis 
makes to the fields of BMI, performance monitoring and human-robot interaction. We 
also discuss future directions of research with an emphasis on the use of ErrP for 
augmentative and alternative communication (AAC).  
1. Innovation and Impact  
1.1 Contributions to performance monitoring during BMI control 
Error-related potentials have been thoroughly explored and described under non-
invasive BMI control (Ferrez & Millan, 2005; Chavarriaga & Millan, 2010; Schalk et al., 
2000). The same has been done for error-related activity during non-BMI tasks using 
invasive and non-invasive recordings (Emeric et al., 2008; Emeric et al., 2010; Godlove 
et al., 2011; Botvinick et al., 2004; Klein et al., 2007; Falkenstein et al., 2000; Gehring et 
al., 1993; Amiez et al., 2005). Nevertheless, the study of error-related activity under BMI 
control using invasive technologies is nascent (Geng et al., 2013; Prins et al., 2013; 
Milekovic et al., 2012). In Chapter II we characterized error-related local field potentials 
(eLFP) observed during a BMI task, specifically while a non-human primate (NHP) 
controlled a saccade BMI, bridging current knowledge of error-related potentials under 
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BMI and non-BMI control scenarios. To our knowledge, this is the first real-time LFP-
based decoder error detection system integrated to an invasive BMI.  
Our results suggest that the ErrP signal and its associated ErrDiff traces present 
traits similar to the ones previously described in the literature under BMI and non-BMI 
control (in invasive and non-invasive recordings) both in time and frequency. Averaging 
the correct and incorrect trials of a population of sessions from each monkey, and 
focusing on their ErrDiff traces, we found a characteristic small negative trough (100ms) 
and a large positive peak (~200ms) in the SEF array of both monkeys. These results are 
consistent with observations made in eLFP from the SEF of NHP during non-BMI go-no 
go tasks (Emeric et al., 2010),  as well as in EEG ErrP from humans during BMI control 
(Ferrez & Millan, 2005; Chavarriaga et al., 2014). We also found that the ErrDiff traces 
presented information about the magnitude and valence of the decoder errors. The level 
of discrepancy (or conflict) significantly modulated the amplitude of the positive peaks of 
the eLFP in the SEF arrays of both monkeys, a result previously reported by Emeric et al. 
(2010) in SEF during a non-BMI task.   
From the time-frequency content, we found, in the ErrDiff spectrograms of both 
monkeys, increases in delta, theta, and alpha activity (200-400ms after the feedback 
onset) and a strong decrease in beta power (200-800ms after the feedback onset). The 
increases in delta and theta power during error processing have been documented in non-
BMI tasks (Yordanova et al., 2004; Cavanagh et al., 2010; Cohen, 2011) while the 
increases in alpha and the decreases in beta have been previously reported in ErrP during 
BMI control (Chavarriaga et al., 2014). The decreases in beta seem to be related to a 
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sense of agency during the BMI task, and were not observed when the subjects merely 
monitored errors performed by external agents.  
Furthermore, we found increases and decreases in the high-gamma band of all the 
SEF and FEF channels in both monkeys. That is, a decrease of activity lasting 200ms in 
both monkeys (between 200ms and 300ms post feedback onset), immediately followed 
by an increase in high-gamma with duration of 200ms. Increases in high gamma during 
error production have been reported on ECoG data from humans during a motor task  
(Milekovic et al., 2012) but last longer (~200-500ms) and do not show prior decreases in 
activity in the same frequency band. Increases of high frequency power in LFP during 
decoder errors have been reported during BMI control (250ms post-feedback onset), but 
only in preliminary results in marmoset monkeys (Geng et al., 2013). The significance of 
these changes in frequency is not clear, but the similarity of the results across different 
recording modalities (LFP, ECoG, EEG), different tasks (BMI and non-BMI control), 
and species (humans and NHP) suggest a common source for the signals. 
1.2 ErrP-based adaptive decoding as a standard feature in BMI design 
The use of decoder error detection for adaptive decoding has become a common 
practice in non-invasive BMI (Chavarriaga et al., 2014; Millán et al., 2010) but a rarely 
used one in invasive BMI systems. In Chapter II we demonstrated that decoder errors can 
be detected from intracranial electrodes on a single-trial basis with high accuracy in a 
reliable and fast way. We also demonstrated that the characteristics of the error-related 
potentials are very similar across recording modalities (LFP, ECoG, and EEG) and tasks 
(under BMI and non-BMI control) suggesting a unifying approach could be taken for 
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detecting eLFP. These results suggest that error-based adaptive decoding can become a 
standard feature in BMI design. 
1.3 Advantages of ErrP for direct volitional control 
BMI researchers are constantly in search of better signal processing and decoding 
algorithms that can boost decoding performance in both invasive and non-invasive BMI 
(Millán et al., 2010; Baranauskas, 2014). Although several streams of research are 
pursuing this purpose, less attention has been given to the paradigms implemented and 
the constraints these impose on the users. Learning a new mental task, constantly using 
external stimuli, increasing the levels of attention and cognitive processing are common 
to most BMI. Nevertheless, for long-term BMI control or for its use by locked-in people, 
these paradigm constraints negatively affect BMI performance (Kübler & Birbaumer, 
2008; Schnakers et al., 2008). Error-related potentials are naturally occurring potentials 
that do not need to be learned, nor do they require high levels of attention or cognitive 
processing; they are observed in multiple tasks and found in the majority of the 
population (Ullsperger et al., 2014; Chavarriaga et al., 2014; Iturrate et al., 2014). In 
Chapter III the use of ErrP for direct volitional control was presented as an alternative to 
current paradigms by employing the ErrP signals as an indicator of the user’s 
expectations under a binary-choice task. Our results demonstrated that ErrP can be used 
for direct control via binary selection and, given the appropriate levels of task 
engagement and agency, could enable communication between the user and any external 
agent. Our implementation, although technically more challenging, proved that single-
trial real-time closed-loop decoding of ErrP is possible, and that decoding performance 
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can be improved if the closed-loop system performs decoding of both the observation and 
interaction ErrP. For the locked-in community specifically, such a system would foster 
the goal of real-time intuitive human-robot interaction and brain-machine control.  
1.4 Contributions to the study of the effect of meditation on attention 
Although preliminary (only from subject M), our results suggest ErrP could be 
used as a marker of attentional changes derived from the practice of meditation. In 
Chapter III we hypothesized that subjects participating in the reaching task in a 
meditative state would be more focused and less prone to be affected by the noise and 
distractions from the surrounding environment. Our results proved otherwise: the error-
related signals were smaller in amplitude and the subject seemed less engaged in the task. 
Average correct, average incorrect and the ErrDiff traces from oErrP showed smaller 
peak amplitudes. Average incorrect and ErrDiff traces from the iErrP (2ndCorr) also 
presented smaller peak amplitudes, especially the average incorrect trace. It is thought 
that error-related potentials signal a boost in attention to the incorrect actions (O’Connell 
et al., 2007; Vocat et al., 2008) and that the valence and magnitude of the error is 
encoded  in the ErrP (Iturrate et al., 2010; Emeric et al., 2010). For these reasons it is 
possible that while a person is in a meditative state, the low peak amplitudes of the 
ErrDiff traces reflect decreases in the boost of attention that the errors should trigger. 
Taking these arguments into consideration, ErrP signals could be employed to study how 
attention and the arousal levels are modified by meditation.  
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2. Future Directions 
2.1 Error-related LFP and spike activity during BMI control 
Our analysis of error-related activity during BMI control only covered the activity 
of LFP from the SEF, FEF and PFC. Concurrent analyses of spike and LFP data must be 
performed to better understand the neural correlates of error processing and performance 
monitoring in these areas, and others involved in goal-oriented behavior. Of particular 
interest is the role of these signals in adaptation and learning. Understanding adaptation 
and learning during BMI control could lead to the development of better and more robust 
BMI technologies by taking into account the intrinsic non-stationarities added by these 
cognitive processes. Future work should focus on studying such dynamics, the cognitive 
rhythms coded in the error-related LFP and spike activity, and the possible cross-
frequency amplitude-amplitude and phase-amplitude coupling between recording sites.   
2.2 Effect of meditation on attention studied via ErrP  
Based on our preliminary results, future work should explore in depth the effect 
meditation has on error-related potentials and their connection to attention and arousal. A 
binary-choice task with high levels of engagement (aiming to evoke iErrP) could be 
implemented with subjects participating in the task before, during, and after meditation. 
The study should focus on iErrP since these signals have stronger responses than the 
oErrP, possibly making the analysis of the evoked-potentials easier. The subjects can be 
informed that the binary-choice task is directly controlled by their EEG activity (even if 
not) to increase their engagement and to provide a sense of agency.  The results of this 
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study could shed light on the effect meditation has on attention, performance monitoring 
and error processing. 
2.3 ErrP for augmentative and alternative communication (AAC) 
With the advent of new communication modalities, the use of binary signals for 
communication seems more plausible (Ahani et al., 2014; Bacher et al., 2015; Millán et 
al., 2010). The use of ErrP for direct volitional control was explored with the idea of 
providing the locked-in population a means of interaction with the world. Of particular 
interest is the possibility of employing ErrP for communication. The results provided in 
Chapter III suggest that ErrP could be used for selecting letters or icons via binary 
classification. Although time consuming and prone to errors, if our ErrP decoder presents 
a correct selection probability of over 70% (Perelmouter & Birbaumer, 2000; Birbaumer 
et al., 1999) we could provide successful spelling capabilities using different 
communication interfaces (Ahani et al., 2014; Higger et al., 2014).  
In the case of the Bayesian framework developed by Higger et al. (2014),  
spelling is accomplished using a Bayesian probabilistic model of accurate choice 
detection. The requirements are setting the framework to binary selection, providing prior 
knowledge of the ErrP detection performance (confidence interval), and choosing a 
minimum desired spelling accuracy. If our ErrP detection accuracy is high, the Bayesian 
framework will require fewer attempts to properly select a letter under the expected 
spelling accuracy. The lower the ErrP decoding performance value, the more 
observations (trials) the spelling framework will require to properly select a letter. 
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Although time consuming, this process has been proven with SSVEP spelling. Future 
work should focus on implementing ErrP detection for communication.   
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