An expansion graph of a directed weighted graph G 0 is obtained by replacing certain edges of G 0 by disjoint chains. The adjacency matrix of the expansion graph is a partial linearization of a monic matrix polynomial. We prove results on common properties of a monic operator polynomial and its partial linearization. The graph G 0 is connected if and only if each expansion graph of G 0 is connected; in this case we compute the index of imprimitivity of the adjacency matrix of some special expansion graphs of G 0 .
Introduction
In [4] Friedland and Schneider defined the concept of an expansion graph of a given directed unweighted graph G 0 by replacing each edge of G 0 by one chain; in particular, they studied the effect on the spectra of the adjacency matrices for expansion graphs. To that purpose they constructed to an expansion graph an auxiliary matrix, which is connected to a certain matrix polynomial, and showed that the nonzero eigenvalues of that matrix polynomial coincide with those of the adjacency matrix corresponding to the expansion graph.
In this note we generalize the results of [4] in two directions:
• we consider directed weighted graphs G 0 and their expansion graphs by replacing each edge of G 0 by possibly several chains of different lengths, and • we show several common properties of the nonzero eigenvalues of matrix polynomials and of adjacency matrices corresponding to expansion graphs.
The connection between the adjacency matrix A and a monic matrix polynomial L of degree + 1 corresponding to expansion graphs is the following: A has a block structure
and L has the coefficients A = B and A k = GN −k−1 H for all k = 0, 1, . . . , − 1, and vice versa: starting from a monic matrix polynomial we construct an expansion graph, which has an adjacency matrix of the block structure above and the given relation for the coefficients. One main observation is that A is a partial linearization of L with respect to C\{0}, see [9, p. 10] , therefore A and L have several common spectral properties. The companion matrix of a matrix polynomial is a global linearization of it [9, p. 11 ], but it is (except simple cases) never the adjacency matrix A of an expansion graph. Sometimes the adjacency matrix A of an expansion graph has some advantages over the companion matrix C L ; for example, if G 0 is connected, then A is irreducible for all expansion graphs of G 0 , but C L is not. The paper contains three further sections. In Section 2 we prove the results on the nonzero spectra of an operator matrix A with block structure above and the corresponding monic operator polynomial L. We prove that the nonzero eigenvalues coincide and show a relation between the Jordan chains of A and of L to these eigenvalues. Similar relations for other linearizations of analytic matrix or operator functions are well-known [3] . In Section 3 we prove the existence of an expansion graph starting from the coefficients of a monic matrix polynomial. In Section 4 we consider connected graphs. In particular, we study the relation between the indices of imprimitivity of a graph and of its expansion graphs. By examples we show that there is no relation if we consider arbitrary graphs and arbitrary expansion graphs. But for special expansion graphs we compute their indices of imprimitivity.
Partial linearizations of monic operator polynomials
Spectral properties of monic operator polynomials can be studied with the help of their companion operators. These are global linearizations of the polynomials [9] .
The companion operator and some other partial linearizations used in the literature (e.g. [5] and [9, p. 203] ) are operator matrices of the structure
where the entries are linear bounded operators between Banach spaces. We assume in this section: X and Y are complex Banach spaces, N, H, G and B are linear bounded operators of Y into itself, of X into Y, of Y into X and of X into itself, respectively. The operator A defined by (1) is a linear bounded operator of Y × X into itself. With A we associate the monic operator polynomial
where
since N = 0. Quite often ( [5] and [9, p. 206] ) quadratic polynomials λ 2 − λB − C are considered. In this case we have N = 0 = the zero operator and C = GH .
if and only if L(λ) is (continuously) invertible; if these equivalent statements hold, then
Proof. Since N is nilpotent, λ − N is (continuously) invertible for λ / = 0. It is well known that then λ − A is (continuously) invertible if and only if the Schur comple- 
We want to extend this proposition to Jordan chains of A and of L.
. . . , m. Then the following statements are equivalent:
and 
From this equation the equivalence follows easily.
We call a Jordan chain
is a nonzero vector (respectively).
Further we define for m = 1, 2, . . .
is such a chain, therefore the sequence of these linear submanifolds is increasing. For convenience we define
Theorem 5. Let λ /
= 0. Then the following holds:
is well-defined, linear and surjective.
(II) For m ∈ N the map P m is an isomorphism if and only if every nontrivial Jordan chain of length less than or equal to m of L corresponding to λ is linearly independent.
Proof. The first part follows immediately from Theorem 4. To prove (II) let m ∈ N. Assume that every nontrivial Jordan chain of L of length m is linearly independent; we have to show: P m is injective. Let f ∈ K((λ − A) m ) with P m f = 0, and as- For characterizations of situations when nontrivial Jordan chains of operator-and matrix-functions are linearly independent systems we refer to [3] . Usually the connection between the Jordan chains of a monic operator polynomial and its companion operator is given differently from that in Theorem 4, see [3, 6] . From the special structure of N and H for the companion operator it follows easily that both descriptions of this connection are equivalent.
Expansion graphs
Let A 0 , . . . , A be n × n matrices. Set S = A 0 + · · · + A and let G(S) be the directed weighted graph with adjacency matrix S, i.e.
G(S)= (V (S), E(S))
and the edge (i, j ) ∈ E(S) has weight S(i, j ); therefore the "edge" (i, j ) ∈ n × n \E(S) has weight zero as usual. Note that the weights of G(S) can be arbitrary (real or complex) numbers. 
of its edges is given by
. , A ) if and only if
Ak(i,) / = 0, i =î = (î,,k, 0), andp = 1, ((i, j, k, p),) ∈ E(A 0 , . .
, and p = − k, and the weights of the edges of G(A 0 , . . . , A ) will be chosen so that
For example:
We have
The following facts will be used several times in this note. 
. , A ) are internally different. (III) We say that a vertex x of a graph G has access (in G) to a vertex y of G,
if there exists a path from x to y in G; in this case we write x >= y in G.
Then (a) i >= j in G(S) if and only if i >= j in G(
A 0 , . . . , A ). (b) Let 1 p − k. Then (i, j, k, p) >=î in G(A 0 ,
. . . , A ) if and only if j >=î in G(S). If the first assertion holds, then i >=î in G(S). (c) Let
1 p −k. Then j >= (î,,k,p) in G(A 0 ,
. . . , A ) if and only if j >=î in G(S). If the first assertion holds, then j >= in G(S).
(d) Let 1 p − k and 1 p −k. Then for (i, j, k) = (î,,k), (i, j, k, p) >= (î,,k,p) in G(A 0 ,
. . . , A ) if and only if j >=î in G(S). If the first assertion holds, then i >= in G(S). (e) (i, j, k, p) >= (i, j, k,p) in G(A 0 , . . . , A ) if and only if p p or j >= i in G(S).

Theorem 6. The adjacency matrix A of the expansion graph G(A 0 , . . . , A ) has after an appropriate numbering of the vertices (see the proof below) the block structure
and
Proof. We assume that the first indices of the rows and columns of A correspond to the additional vertices, and we assume that the additional vertices Assume that the spectral radius ρ of L is positive. Then from the results of Section 2, of [1, Theorem] and of [8] it follows that ρ is also the spectral radius (and an eigenvalue) of the adjacency matrix A of G(A 0 , . . . , A ) and of the matrix 
The auxiliary matrix in [4, Section 2] is given by A w (t) =
A + t −1 A −1 + · · · + t − A 0 for t / = 0. Therefore L(λ) = λ +1 − λ A
Peripheral eigenvalues
In this section we consider only graphs with nonnegative weights and, correspondingly, only nonnegative matrices to define expansion graphs in the sense of the preceding section. Let A 0 , . . . , A be nonnegative n × n matrices. In this section 
there exist an m ∈ N and a Jordan chain
has a basis of nonnegative vectors.
Proof. By [1] the nontrivial Jordan chains of L to λ are linearly independent, therefore Theorem 5(ii) applies. The last statement follows from Rothblum's nonnegative basis theorem [10] applied to A.
It is easily seen that the graph G(S) is connected if and only if any of its expansion graphs is connected. Since a weighted graph is connected if and only if its adjacency matrix is irreducible [7, Theorem 3 .2], we have: G(A 0 , . . . 
Proposition 8. The nonnegative nonzero matrix S is irreducible if and only if the adjacency matrix of each expansion graph
, A ) of G(S) is irreducible.
This statement does not hold, if we replace A by the companion matrix C L of L; for example S = A 0 + · · · + A can be irreducible, but A 0 can have a zero column. In this case the companion matrix C L has a zero column, and is therefore reducible, see [2] . 
(S), is there a relation between i(S) and i(A)?
The answer is negative as the following proposition shows.
Proposition 9. Let u and v be positive integers. Then there exist a nonnegative irreducible matrix S and an expansion graph of G(S) with adjacency matrix A such that i(S) = u and i(A) = v.
Proof. In all cases below we choose n = size of S equal to u. 
Theorem 11. If S is irreducible and nonzero and A is the adjacency matrix of an expansion graph G(A 0 , . . . , A ) of G(S) with
Proof. Let the triple (i, j, k) ∈ n × n × satisfy the condition in the theorem. Since G (S) is connected, also G(A 0 , . . . , A ) is connected by Proposition 8. Let j = i 1 , i 2 , . . . , i m = i be a path in G(A 0 , . . . , A ) . With the notations of Section 3 we see that An irreducible matrix S with index of imprimitivity i(S) = i is cogradient (i.e. permutation similar) to a block matrix of the following structure:
Since our results are invariant under (block) similarity, we assume that S has this structure. From 0 A k S it follows that:
We use this notation in the next theorem.
Theorem 12. If S is irreducible and nonzero and A is the adjacency matrix of an expansion graph G(A 0 , . . . , A ) of G(S) with
and for all p = 1, 2, . . . , i(S), where 0
where #{· · ·} denotes the number of elements of the set {· · ·}.
Proof. First we consider the case i(S) = 1. In this case there exists only one k ∈ {0, . . . ,
since S has only one peripheral eigenvalue. Now let i(S) > 1. We set i = i(S). Let I p = {n p−1 + 1, . . . , n p } be the subdivision of n conformingly to the superdiagonal block structure of S for p = 1, . . . , i; here we set n 0 = 0 and for convenience also I 0 = I i .
If for h and j in n , we have S(h, j ) > 0, then there exists exactly one p ∈ i with h ∈ I p−1 and j ∈ I p . By assumption there exists exactly one k p = {0, . . . , } with S(h, j ) = A k p (h, j ) , and the k p -path from h to j is the only path from h to j in G(A 0 , . . . , A ) of length − k p + 1.
We denote by a the right-hand side of the formula for i(A) in the theorem. It is not difficult to see that the following statements hold for a path v 1 
From (c) it follows immediately that a divides i(A).
It is well known (see [7, p. 
