The paper explores different approaches for modeling the lazy -calculus, which is a paradigmatic language for studying the operational behaviour of programming languages, like Haskell, using a call-by-name and lazy evaluation mechanism. Two models for lazy -calculus in the coherence spaces setting are built. They give a new insight in the behaviour of the language since their local structures are different from the one of all existing models in the literature. In order to compare different models, a class of models for lazy -calculus is defined, namely, the lazy regular models class. All the models adequate for the lazy -calculus studied in the literature belong to this class.
INTRODUCTION
Different structures have been explored for building models for the standardcalculus, like Scott domains, Engeler's algebras, DI-domains, filter models and coherence spaces. This richness has been very useful for grasping unexpected operational properties of -calculus. Indeed, it has been proved that there are -theories which can be modeled in Scott's domains but not in coherence spaces (Bastonero & Gouy to appear) and vice-versa (Bastonero 1996) .
In this paper we are interested in studying structures for modeling the lazycalculus. The lazy -calculus, formally introduced in Abramsky & Ong (1993) , can be seen as a paradigm for programming languages, like Haskell (Hudak, Jones & Wadler 1992) , using a call-by-name and a lazy evaluation mechanism. An evaluation mechanism is call-by-name when parameters are passed to a function before to be evaluated, moreover it is lazy when a procedure is evaluated only when its parameters are supplied. The syntax and the reduction rule of the lazy -calculus coincide with the syntax and reduction rule of the classical -calculus, but in this calculus a particular reduction strategy is introduced. This strategy leads to the concept of "value", namely a term on which the computation induced by the strategy stops. The set of values of the lazy -calculus contains all the abstraction terms, which formal-ize the notion of "procedure". Consequently, strictly speaking, all the models of the classical -calculus are models also for the lazy one, but we are interested in such models which are adequate with respect to the operational semantics modeling the call-by-name lazy evaluation mechanism. Models for lazy -calculus, adequate w.r.t. its operational semantics, have been studied in Longo (1983) and Abramsky & Ong (1993) . The model of Longo (M L ) is built in the Engeler's algebras setting, while the model of Abramsky and Ong (M AO ) is built in the Scott's domains setting (they present it also as filter domain). These models have a very different local structure, namely, the theory of M L is strictly included in the one of M AO , and neither the former nor the latter of the two models is fully abstract.
There is not, until now, a model for lazy -calculus built in the coherence spaces setting. Perhaps this depends on the fact that, since coherence spaces have been presented by Girard as a simplification of Scott domains, it would have been natural to mimic the Abramsky and Ong construction in the coherence spaces setting. But, this is not easy, since M AO is based on the lifting constructor, which has not a natural corresponding construction in coherence spaces. And indeed, in order to mimic the lifting construction for modeling the lazy call-by-value evaluation in coherence spaces, Honsell and Lenisa defined a different notion of coherence space, the pointed coherence space (Honsell & Lenisa 1993) .
Inside cartesian closed categories whose objects are cpo and morphisms are continuous functions, we define a class of models for lazy -calculus, the class of "lazy regular models", to which both the previous recalled models belong. All the models belonging to this class share important properties, like the approximation property. The definition of lazy regular models points out that a model for -calculus is ad- Such a constructor can be viewed as a restricted power-domain construction.
It turns out that these two models give a new insight in the operational behaviour of the lazy -calculus. We prove that M 1 has the same theory as M L , and we conjecture that M 2 has the same theory as M AO . But the two new defined models have a local structure which is different from both the one of M L and M AO . In particular, in all models all the unsolvable of infinite order are equated, but in M L and M AO such unsolvables are the greatest element, while in both M 1 and M 2 they are a maximal element, not comparable with any solvable term. An unsolvable of infinite order converges whatever sequence of arguments it is applied, while for a solvable term there is at least one sequence of arguments making it converging and at least one sequence making it diverging. Looking at the lazy -calculus as the tool for studying the "core" of lazy call-by-name real programming languages, an unsolvable of infinite order represents a program converging to an undetermined value, while a solvable term is such that it produces a particular, specified, value when applied to some sequence of arguments. Ong, in Ong (1992) , interpreted the fact that the unsolvable of infinite order are the top in M L and M AO , by the fact that they represent an over-specified value. This is reasonable, but the two models we exhibit show that it is possible to have a more refined interpretation, when undetermined and determined values are interpreted in not comparable points.
As far as the full-abstraction problem is concerned, no one of the two models is fully-abstract: indeed, to M 2 the counter-example used in Theorem 8.1.1 of Abramsky & Ong (1993) can be applied, inducing that M 1 too is not fully-abstract.
An example of model for lazy (but this time call-by-value) computation built using a modal construction in the category of coherence spaces and linear functions, can be found in Pravato, Ronchi della Rocca & Roversi (1995) .
LAZY MODELS
In this section we will define the lazy -calculus and its models. Moreover, we will introduce a class of models, particularly suitable for our purposes.
Let be the set of terms of the pure (i.e. without constants) -calculus built out from a denumerable set Var of variables. I.e., terms of are generated by the follow- In order to model the lazy convergence of the -calculus, a semantic account of the notion of valuable terms must be given. This can be done by enriching the wellknown set-theoretical definition of -calculus model in Hindley-Longo style, see Hindley & Longo (1980) Abramsky & Ong (1993) we find a general definition of a model of the lazy -calculus in a different but equivalent style, starting from the basic notion of applicative structure equipped with a partial evaluation function. They require explicitly that a model for the lazy -calculus be adequate w.r.t. lazy . If Definition 2 was modified by adding the condition of Proposition 3, so requiring explicitly the adequacy, then the resulting definition would be equivalent to the one given in Abramsky & Ong (1993) . We chosed to have adequacy as an additional condition for sake of uniformity with the standard -calculus treatment. And indeed, there is just one definition of what is a -calculus model, but a given model may be adequate or not w.r.t. a given operational semantics. For example, the standard D 1 Scott's model is adequate w.r.t. the operational semantics induced by a call-by-name reduction machine (whose values are the head-normal-forms), but it is not adequate to the one induced by the normalizing machine (whose values are all the normal-forms). An example of a model adequate w.r.t. this last operational semantics is the model described in Coppo, Dezani-Ciancaglini & Zacchi (1987) .
Remark 4 In

Lazy regular models
For our purposes, we need to consider only a particular class of models for the lazycalculus, the lazy-regular-models, based on the notion of domains. All the models we are interested in belong to this class. We will prove that all lazy-regular models are adequate w.r.t. the given operational semantics. First of all, let recall the definition of regular model for -calculus as given in Bastonero & Gouy (to appear).
Let C be a closed cartesian category (c.c.c.) with enough points. Let ): C C ! C be the bifunctor such that, for all objects A; B, the object A ) B internalizes the set Hom C (A; B) of morphisms from the object A to the object B, through the operation A;B;C : Hom C (A B; C) ! Hom C (A; (B ) C)) and the evaluation morphism: ev B;C : (B ) C) B ! C, for each C (see Asperti & Longo (1991) for details). Proof. In the following section we will prove that every lazy regular model enjoys an approximation property w.r.t. a suitable notion of approximants. The adequacy is a direct consequence of this fact.
APPROXIMATION IN LAZY REGULAR MODELS
In this section we establish that the notion of Lévy-Longo preorder, introduced in Longo (1983) by adapting an idea of Lévy (Lévy 1975) , is a key one for speaking about the theories of lazy regular models. Namely, the Lévy-Longo preorder is included in the local theory of every lazy regular model. The proof of this last point is an immediate consequence of the fact that all the lazy regular models share an approximation property w.r.t. the same notion of approximant, which is an adaptation of the one introduced by Hyland (Hyland 1976 ) and Wadsworth (Wadsworth 1978) for analyzing Scott's D 1 model. The approximation property says that the interpretation of a term is the supremum of the interpretations of a set of normal forms in an extended language (its approximants).
Approximation Theorem
Let the ( )-calculus be the following extension of the pure -calculus obtained by adjoining to set of variable the constant . The rewriting rules are the -rule and also 
It is immediate to verify that the terms of N have either the shape x 1 : : :x n : or x 1 : : :x n :xA 1 : : :A p , where A i 2 N (for p 0; n 0).
For lazy regular models an approximation theorem holds. It can be proved by adapting the proof given in Ong (1992) (theorem 4.8) for a class of models of lazy -calculus which is properly included in our class. 
Lazy preorders
In order to introduce some notions of Lazy preorders, we need to recall the notion of order of an unsolvable.
An unsolvable term M is of order 0 if 6 9P:M= x:P. An unsolvable term M is of order n (n > 0) if n is the maximum m such that 9P:M = x 1 : : :x m :P. If such an n does not exist, then M is unsolvable of infinite order.
Let us recall the Lévy-Longo preorder (v LT ) given in Longo (1983) and studied in Ong (1992) , and the v PSE preorder, defined in Ong (1992) . Moreover we need to define a new preorder between terms, the stable lazy one, denoted by v LS , for studying the local structure of the models we will introduce later. 
LAZY REGULARITY IN COHERENCE SPACES
Let us consider the category Stab, whose objects are coherence spaces and whose morphisms are stable functions, which can be easily proved to be regular. For what concerns the notions relative to coherence spaces and stability, we refer the reader to Girard, Lafont & Taylor (1989) . to (D 2 ) ; whose trace is: tr(f ; ) = f(f;g; ;)g f(ã; f g) j (a; ) 2 tr(f)g where, if a = f 1 ; : : :; n g with n > 0, thenã = ff 1 g; : : :; f n gg, whilẽ ; = f;g. Remark 18 Since the isomorphism pair (F; G) defined above, we can characterize the set of atoms jDj as it was the set of atoms j(D ) s D) ; j. Secondly, we prove that they are stratified. We make the prove only for M 2 , since for M 1 the proof is similar, but simpler.
First of all, let us define the rank of an atom in jDj as the following integer: rg(;) = 0, rg(f(a; )g) = maxfmaxfrg( ) j 2 ag; rg( )g + 1.
If a 2 D is finite, then rg(a) denotes maxfrg( ) j 2 ag. We denote by jDj n the set of atoms of D whose rank is smaller of equal to n.
The interpretation of the identity term x:x is given by, (omitting G, up to the isomorphism), ff(f g; )g j 2 jDjg f;g.
We take as p n , for n 0, the following points: p n = f 2 x:x] ] 0 j 2 jDj n g = ff(f g; )g j rg( ) < ng f;g: Let us notice that for all n 2 N and d 2 D: p n+1 2 d = f j 2 d; rg( ) ng = d \ jDj n and p 0 = f;g. Thus p 0 2 d = ; and p 1 2 d = f;g iff ; 2 d. Now we can proof that, for all n 2 N, p n is a projection. We must check the two points of Definition 7 i). The first point is obvious, by the definition of p n above. The second one is given by: if n > 0: p n = ff(a; )g j 2 a \ jDj n?1 ; a is minimalg f;g = ff(a; )g j 2 p n 2 (p n 2 a); a is minimalg f;
By the definition of p n above, the sequence (p n ) n 0 is increasing in D and 
Lazy stable type assignment systems
In this section we define, for each one of the previous defined models, a type system, for reasoning in a finitary way on the interpretation of terms. Namely types are names for points of the models, and a type can be assigned to a term if and only if the corresponding point is equal to (or less than) the interpretation of the term itself. As will be shown in the following, this finitary representation of the behaviour of the interpretation function, together with the approximation theorem, will be very useful for studying the local structure of the models.
Definition 21 The set T of types is defined inductively starting from a type constant , in the following way:
2 T , 1 ; : : :; n ] ! 2 T if ; 1 ; : : :; n 2 T and (comp( i ; j )) (1 i;j n) , where n 0 and comp is formalized as in Figure 1 (see Honsell & Ronchi della Rocca (1990) Proof. By a straightforward induction on M using stability.
The following theorem states the soundness and completeness of the above type assignment systems w.r.t. the two models M 1 and M 2 . 
Theorem 27 i) (
Proof. (Soundness) By induction on the derivation of B`i M : . We will just give the proof for the system`2 in case the last applied rule is (! E). In the types setting the set of semantics values V is the set of all closed terms having a type . In fact it is easy to verify that M 2 and M + lazy implies`i M : (i 2 f1; 2g).
The Approximation Theorem can be rewritten in the types setting in the following way:
Let M 2 , B be a consistent basis and be a type. B`i M : () 9A 2 A(M):B`i A : : (i 2 f1; 2g). In this subsection we give a complete characterization of the local structure of the model M 1 . Moreover we will give some properties of the local structure of M 2 .
Both the approximation theorem and the type system describing the interpretation of terms are useful tools for proving these properties.
First, by Proposition 20 and Theorem 15, we know that: 
Main Lemma 31 Let
Proof. i) The proof uses a "semantic separability" property on approximants and it is given in the appendix. ii) Immediate from i) using Remark 29.
We can now characterize the local structure of M 1 . i) By ii) using the fact that LS = LT (Proposition 13).
Theorem 32 Let
As far as the model M 2 is concerned, we can state the following properties:
Proof. i) ()) follows from Theorem 14.
A counterexample for (() is M 2 j = x:xx = x:x( y:xy) (it can be easily checked using the`2 type system). ii) ()) follows from i). A counterexample for (() is the same as in the preceding point.
iii) follows from the fact that M 2 6 j = ? . For example x v LS y:xy while, if we consider any environment such that ; 6 2 (x), (x) 6 y: (x)y = f;g in M 2 . iv) Let O 1 be any unsolvable of infinite order. Then M 2 6 j = x:x v O 1 , while, for all term M, M v PSE O 1 .
COMPARISON WITH RELATED WORK
In this section we will recall the models of the lazy -calculus studied in the literature and we will compare their local structures with the models M 1 and M 2 defined in the present paper. Longo (1983) is based on the free PSE-algebra (see Engeler (1981) It has been showed in Abramsky & Ong (1993) The following fact will be used in the proof:
let M be a term. If a 1 ! ! a n ! and b 1 ! ! b p ! then (n = 0 or p = 0 or p 6 = n ) ) comp( ; ). If, by absurd, B 0`A0 : a 1 ! ! a n ! , then B B 1`z A 
