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Abstract—In the last few decades, data center architecture
evolved from the traditional client-server to access-aggregation-
core architectures. Recently there is a new shift in the data
center architecture due to the increasing need for low latency
and high throughput between server-to-server communications,
load balancing and, loop-free environment. This new architecture,
known as leaf and spine architecture, provides low latency and
minimum packet loss by enabling the addition and deletion of
network nodes on demand. Network nodes can be added or
deleted from the network based on network statistics like link
speed, packet loss, latency, and throughput.
With the maturity of Open Virtual Switch (OvS) and Open-
Flow based Software Defined Network (SDN) controllers, network
automation through programmatic extensions has become possi-
ble based on network statistics. Separation of control plane and
data plane has enabled automated management of network and
Machine Learning (ML) can be applied to learn and optimize
the network.
In this publication, we propose the design of an ML-based
approach to gather network statistics and build a knowledge
plane. We demonstrate that this knowledge plane enables data
center optimization using southbound APIs and SDN controllers.
We describe the design components of this approach - using a
network simulator and show that it can maintain the historical
patterns of network statistics to predict future growth or decline.
We also provide an open-source software that can be utilized in
a leaf and spine data center to provide elastic capacity based on
load forecasts.
I. INTRODUCTION
A. Background
The traditional design of IP networks is decentralized - for
resiliency. Networking devices (e.g., switches and routers) are
designed to be independent - by coupling the routing and the
data. Performance is mainly achieved by merchant silicon or
custom application-specific integrated circuits, thus leading to
inflexible control of the devices. Recently with the ONF [1]
consortium’s push to produce networking devices equipped
with south-bound APIs (OpenFlow [2]) the networking devices
have become more accessible. Traditional switches used to
have a single unit responsible for forwarding policy and a
physical layer which carried out these policies. With the advent
of OvS [3], OpenFlow and SDN controllers [4], the physical
layer called data plane is separated from the policy layer called
control plane - opening new opportunities for automation.
Maturity of Open Virtual Switch (OvS) has led to the
development of many enterprise-class SDN controllers also
∗Note: A slightly modified version of this pre-print is accepted for
publication by IEEE Cloud 2020.
known as network operating systems (NOS), for example,
NOX [5], ONOS [6], OpenDaylight [7] and Ryu [8]. These
SDN controllers separate policies from the data.
The data plane, responsible for forwarding packets, relies
on the control plane for the forwarding rules or policies. The
control plane keeps and manages policies, which are being
called flow rules, traditionally known as forwarding rules. These
flow rules dictate the networking policies to the data plane.
The data plane is kept unaware of the network topology and
relies on the control plane to populate their forwarding tables.
Though this is a fairly new paradigm, however, it has seen
success in many business domains [9], in the form of policies
managed and deployed to hundreds of network devices from a
single centralized control plane.
When the policies are developed independently of the
historical network traffic patterns, these are called static policies.
If the policies are learned based on the historical network traffic,
these are called dynamic policies. In this publication, we stream
network performance metrics to Machine Learning (ML) layer
and build dynamic policies based on predictions by the neural
network. We use these dynamic policies to add and or remove
spine nodes to achieve desired network topologies in the leaf
and spine data center.
B. Motivation
Dynamic policies have been applied to the network devices
using numerous network optimization and improvement tasks
such as network availability [10], MPLS optimization [11],
load balancing in data centers [12], and resilience for smart
grid communications [13]. To date, there has not been any
significant development that uses ML in developing the dynamic
policies.
In this study, we created a spine and leaf network and
learned network traffic patterns using ML. Based on patterns
found in the ML layer, we update flow rules in real-time using
southbound APIs to optimize the network.
Road map: The rest of the paper is organized as follows:
Related work is summarized in Section II. In Section III we
describe experimental setup for network simulation, control
plane and the forecast engine. In Section IV we discuss the
results and in Section V we present some future directions.
II. LITERATURE REVIEW
A comprehensive list of SDN controllers and their perfor-
mance and maturity comparison is given by [14], [15], and
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2an overview of knowledge defined networking can be found
at [16]. Monitoring latency with OpenFlow is investigated by
[17]. Data path performance of the spine-leaf data center is
described by [18]. An OpenDaylight based MPLs controller
is investigated by [11]. To improve the quality of service,
[19] used leaf and spine architecture. Long short-term memory
(LSTM) [20] based traffic prediction method to assist light path
reconfiguration in hybrid data center networks is investigated by
[21]. None of these studies investigated network optimization
using LSTM from the entire metric set of the leaf and spine
data center perspective nor implemented any streaming engine.
III. EXPERIMENTAL SETUP
Monitoring latency with OpenFlow was investigated by [17].
We use this method and software in our experiments. To conduct
our experiments, we simulated a leaf and spine network using
Mininet [22], as shown in Fig. 1. We streamed the spine switch
layer traffic to a Kafka [23] server. In the ML layer, we used
the LSTM neural network-based application, which consumes
Kafka streams to predict spine node latency. We are developing
knowledge plane components to deploy dynamic policies to the
network via southbound APIs. The design components of our
application and the data center simulation are briefly described
below.
Fig. 1. The Architecture of a leaf and spine network with two "leaf"
and five "spine" nodes. We use the POX SDN controller with southbound
OpenFlow based APIs to access the network. Network traffic is streamed to
the ML layer using Kafka topics. LSTM neural network is used to interpret
and forecast network metrics. The inference is passed to the Knowledge Plane
which controls the network in real-time (by adding or deleting nodes).
A. The network
Mininet1 is a network emulator to mimic large networks on
a single computer or virtual machine developed by [22]. We
created a leaf and spine network segment with five spine and
three leaf nodes using Mininet and transferred some large files
between leaf nodes to generate the traffic.
1Available at https://github.com/mininet
B. The SDN Controller (POX)
We used POX2, a python implementation of NOX [5] SDN
controller which is based on the OvS [24]. A python script
integrates POX to capture and stream network traffic. We
used the Kafka-python3 to generate traffic topics, which are
consumed by the ML layer.
C. The Forecast Engine
The Kafka-python consumer is used to gather network traffic
streams. We used the LSTM neural network for predicting the
network metrics. Fig. 2 shows a single layer of the typical
LSTM. We experimented with several architectures of LSTM
to lower the validation error for the network latency. Below
we briefly describe the input of the LSTM for our network
simulation.
The Latency of a link at time t is defined by vector Lt, the
fabric link speed by vector Ft and edge or leaf link speed
by vector Et giving us time series for each link in the spine
network. These metrics can be written in vector form as:
Lt =
[
Lt−n, Lt−(n−1), . . . , Lt−2, Lt−1
]
,
Ft =
[
Ft−n, Ft−(n−1), . . . , Ft−2, Ft−1
]
and
Et =
[
Et−n, Et−(n−1), . . . , Et−2, Et−1
]
. And in matrix form
for each spine link can be written as:LtFt
Et
 =
Lt−n, Lt−(n−1), . . . , Lt−2, Lt−1Ft−n, Ft−(n−1), . . . , Ft−2, Ft−1
Et−n, Et−(n−1), . . . , Et−2, Et−1

A three-dimensional tensor represents the number of links
with the third dimension for the switch label. Each input is
normalized separately, and a different loss function is used, as
the link latency is measured in different units than the speed.
We implemented a 1-D convolutional net layer to sample the
network traffic. Different architectures were tried. We used two-
layered stacked LSTM with a random-dropout layer designed
as three inputs and one output, as shown in Fig. 2. To train
the model we used Keras [25] v2.3.0 python library with
TensorFlow [26] v2.1 backend.
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Fig. 2. Design of a single LSTM unit with the input of three network
metrics (Lt, Et, and Ft) streamed from the python-Kafka engine.
2available at: https://github.com/noxrepo/pox
3https://kafka-python.readthedocs.io/en/master/
3Fig. 3. Top - Switches with low predicted latency; Bottom - Prediction
of hourly latency by LSTM for all switches for 120 hours (microseconds).
Switches with low predicted latency (switch 0 and 4) can be removed from
the network without any impact on the overall health of the network.
IV. RESULTS AND USAGE
Fig. 3 (bottom part) shows the predicted average latency
of the entire network for 120 hours (5 days). In the top part
of Fig. 3, two low latency switches are shown, which are
good candidates to be programmatically removed by the SDN
controller - to save cost without any significant impact on the
network health (switches below 6 microseconds latency). A
similar analysis can be done if the overall predicted network
latency goes beyond some predefined thresh-hold to add new
nodes in the network. This programmatic addition and deletion
of the network resources can make the leaf and spine networks
cost-effective.
In recent years, companies are opting for a more disag-
gregated approach to network equipment and software. The
decoupling of the hardware and software has enabled companies
to implement the best of the breed hardware with the most
suitable software stack to avoid the common problem of vendor
lock-ins. This decoupling has become the basis of improving
architecture agility. The architecture and design of the ML-
based control plane, described in this publication, enables
companies to achieve the desired architectures.
V. CODE AVAILABILITY AND FUTURE RESEARCH
Python code for data center simulation on Mininet using
OvS, POX SDN controller, Kafka streaming engine, and
LSTM layer can be found at https://github.com/SultanMu/leaf-
spine-knowledge-plane.git. We are currently developing south-
bound SDN components to enforce dynamic policies to the
network. This work has also opened other opportunities, with
the availability of vXlan [27], we plan to learn and predict
the edge [28] workloads and add/remove nodes (eastbound or
westbound) in real-time.
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