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Abstract
We proposed a framework for solving inverse problems in differential equations based on
neural networks and automatic differentiation. Neural networks are used to approximate
hidden fields. We analyze the source of errors in the framework and derive an error es-
timate for a model diffusion equation problem. Besides, we propose a way for sensitivity
analysis, utilizing the automatic differentiation mechanism embedded in the framework. It
frees people from the tedious and error-prone process of deriving the gradients. Numerical
examples exhibit consistency with the convergence analysis and error saturation is note-
worthily predicted. We also demonstrate the unique benefits neural networks offer at the
same time: universal approximation ability, regularizing the solution, bypassing the curse of
dimensionality and leveraging efficient computing frameworks.
Keywords: Neural Networks, Inverse Problems, Partial Differential Equations
1. Introduction
1.1. Background
Inverse problems are well motivated and challenging in many science and engineering
applications. Given the model differential equations and initial/boundary conditions, we
can solve the forward problem by numerical PDE schemes and give predictions of data. The
inverse problems, on the other hand, start with the measured data and aim at estimating
the parameters in the models. The inverse problems are encountered widely in seismic
imaging [1], medical tomography [2], plasma diagnosis [3] and so on.
Recent development in machine learning and neural networks has made the neural net-
work approach for solving inverse problems revive. In this article, we propose a framework
of calibration of unknown functions in the model using neural networks. The use of neural
networks has many benefits. The primary advantage of the proposed method is that the
framework is widely applicable; theoretically, it can learn any continuous functions under
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mild assumptions, and potentially non-continuous functions. Besides, the neural networks
also offer implicit regularization and can overcome the curse of dimensionalities. Thanks to
the active involvement of deep learning researchers in both academia and industries, many
inverse problems can be very easily implemented, and the performance is usually optimized
for general purpose.
However, one concern that a researcher may have is whether the method has theoretical
guarantee. In this article, we seriously consider the error estimate in the neural network
approach. We prove that for the diffusion model problem, the error is bounded by O(∆t2 +
h2), where ∆t and h depends on the collected data, under certain assumptions on the
optimization. We also demonstrate it through our numerical experiments, which show the
consistency with our analysis. To our best knowledge, this is the first time this kind of
analysis and numerical demonstration has been done in literature.
The guiding principle is the same as that suggested in [4]: avoid discretization until the
last possible moment. The motivation is obvious: the discretization will introduce numerical
errors (in this article we will use the term consistency error for this type of error in the
inverse problem) which are undesired. Instead, we approximate the unknown functions
directly using neural networks and evaluate it at the numerical discretization points. We
find that the deferred discretization yields a more stable calibration.
Finally, the neural network approach provides a natural way for “sensitivity analysis”.
We derive a “sensitive region” for an interesting physical quantity under a specified neural
network model. We have intentionally avoided the term “uncertainty quantification” since the
sensitivity is optimization dependent; that is, it depends on the optimization procedure. The
“sensitive region” describes to what extent the solution is credible if we are most interested
in the accuracy of a particular physical quantity.
1.2. Related Works
There has been much work in the field of inverse problems in differential equations. Here
we mention a few works. One family of approach is called sparsity regularization [5]. In 2004,
Daubechies et al [6] provided a first theoretical treatment on sparsity regularization for ill-
posed inverse problems and established the convergence of the iterative soft-thresholding
algorithm. Sparsity regularization as a paradigm for solving inverse problems has gained
much popularity. For a detailed discussion on sparsity regularization in inverse problems,
see [7–10]. Another popular approach is the Bayesian approach. This approach introduces
regularization by means of the prior information and can handle nonlinearity and non-
Gaussianity [11]. Besides, it is possible to formulate uncertainty quantification based on the
Bayesian approach [12]. For detailed description, see [1, 4, 12–14]. Adjoint methods are also
popular approaches, especially in seismic tomography [15]. The adjoints method gives an
efficient way to evaluate the gradients of an interesting function g with respect to parameters
in PDEs (also called design parameters, a.k.a. control variables or decision parameters) [16].
The gradients are then fed into an optimization algorithm such as conjugate-gradient meth-
ods [17], and thereafter the best design parameters for maximizing (or minimizing) g are
found. For more details, see [18–22].
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Using neural networks for inverse problems has been in the literature for a while. Back
to 30 years ago, Ibrahim [23] considered using a neural network for solving simple inverse
problems such as the Fredholm integral equations. Another paper [24] published in 1998
considered the network inversion method for the Fredholm integral equations of the first
kind. Unfortunately, due to the limited computation capacity, the authors only considered
one- or two-layer neural networks, which have limited representation ability and therefore
do not suffice for more complicated tasks. Recently, there has been great process in using
neural networks for engineering problems [25–32]. Our work distinguishes from other works
in that
• We abide by the “avoid discretization until the last possible moment” principle. For ex-
ample, for approximating an unknown multivariate scalar function, the neural network
exactly takes in a position vector and outputs a number.
• Besides, the algorithm is designed to incorporate the physics, utilizing the existing nu-
merical schemes instead of creating special schemes. This also enables “hot-plugging”,
where users are still able to use sophisticated numerical schemes.
• Another noteworthy feature is that algorithmically we can pretend we know the hidden
fields and solve the forward problem. The objective function obtained is by comparing
the obtained solution and observations. We can treat the algorithm as a blackbox:
once fed with observations, we get the approximated unknown function immediately.
This feature is called end-to-end [33] in the machine learning community.
• Finally, under this framework, we can give convergence bound and classify the sources
of error in terms of optimization, discretization, and observation. Pioneer works in
[34] inspire the latter view.
We summarize the contribution of the article here
• Propose a neural network framework for solving inverse problems.
• Conduct error analysis for the framework. Particularly, we proved the convergence
rate of the approach as data is collected in finer granularity.
• Propose a way for sensitive analysis under the framework.
• Solve several calibrating problems for linear and nonlinear differential equations. We
also give general comments on the numerical results.
2. Calibrating Unknown Functions using Neural Networks
In this paper, we consider the evolution problems. Consider a physical system that is
governed by a set of partial differential equations
ut = L(x, u; f) (1)
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here f is a unknown function which maps x to a scalar or a vector. We have a set of
observations (possibly noisy) for u(x, t). In this paper, we consider sequential snapshots of
the function values, which can be viewed as samples from the set of distributions
M = {(u(x, t) +w0, u(x, t+ ∆t) +w1, . . . , u(x, t+ (m− 1)∆t) +wm−1)|t ∈ T } (2)
where wi’s are random noise (not necessarily i.i.d.) and T is a finite set of positive val-
ues (sampling times). M can be seen as that we have taken a continuous sequence of
snapshots at each time t ∈ T . For later discussion, we consider a sample M subject toM
M = {(U0, U1, . . . , Um−1)|t ∈ T } (3)
= {(u(x, t) +W0, u(x, t+ ∆t) +W1, . . . , u(x, t+ (m− 1)∆t) +Wm−1)| (4)
t ∈ T ,x = {x1, x2, . . . , xn}} (5)
Our task is to find an appropriate fθ such that the data are consistent with the model.
Here fθ is parametrized by θ. The basic idea is first to propose a function fθ, and then do
the forward simulation and see if the predicted result is consistent with the data. If not,
we propose another fθ′ . The transition of fθ to fθ′ is carried out by an first-order optimizer
that uses automatic differentiation. The utilization of the gradient information will boost the
performance tremendously compared to other zeroth order methods, which are intrinsically
trial-and-error methods.
Another key component is that we combine the robust and highly accurate numerical
methods in partial differential equations with the neural networks. Assume that the numer-
ical scheme for eq. (1) is
L(vN+m−1, vN+m−2, . . . , vN ; fθ) = 0 (6)
where vN(x) = v(x, tN) is the numerical solution for u(x, tN) at time t = tN . The scheme
can be explicit, implicit or semi-implicit; it can also be linear or nonlinear.
The loss function to minimize is given by
loss =
∑
tN∈T
L(UN+m−1, UN+m−2, . . . , UN ; fθ)2 (7)
Note even if we minimize the loss function to zero, we are not guaranteed that f˜ = f since
in general
L(uN+m−1, uN+m−2, . . . , uN ; f) 6= 0 (8)
due to discretization error. However, if the error is small enough, the optimization drives
eq. (7) to near zero, the noise is small enough, and the neural network approximation ability
is sufficient, we expect fθ ≈ f . In the next section, we will conduct a quantified analysis of
those errors.
We have to point out it is imperative to adopt the deferred discretization here. That
is, we do not first learn {fθ(xi)} at the discretization points {xi} and then try to fit these
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values using a neural network. Instead, we first form a neural network and evaluate the
neural network at the discretization points. The neural network structure will be
x ∈ Rd → multilayer dense neural networks→ y ∈ R (9)
Like most other inverse problems, such problems are usually ill-posed, and most of the
time the stability is questionable (we use the term ill-conditioned here). That is, the learned
function f˜ can be very sensitive to the data we have collected, especially those with noise.
Neural networks offer a regularization effect in the deferred discretization setting. Indeed,
if we use smooth (nonlinear) activation functions in the “multilayer dense neural networks”
part in eq. (9), the function fθ : Rd → R will be smooth. And if we appropriately regularize
the neural network, the gradients of the neural networks can also be bounded (for example,
by adopting a projected gradient descent during the training process). That results in a
“well-behaved” function. In this setting, if the unknown function is also well-behaved, the
neural network will offer a good solution in general. The power of the neural network is
actually when the unknown function is ill-behaved. In this case, the neural network will
either fit the function well or signal us through the unusual behavior of the optimization or
the extreme values in the weights.
3. Error Analysis and Sensitivity Analysis
3.1. Approximation of Unknown Functions by Neural Networks
Neural Network Architecture. We adopt the standard dense neural networks, which can be
expressed as a series of function compositions
y2(x) = tanh(W1x+ b1)
y3(y2) = tanh(W2y2 + b2)
. . .
ynl(ynl−1) = tanh(Wnl−1ynl−1 + bnl−1)
ynl+1(ynl) = Wnlynl + bnl
fθ(x) = ynl+1(ynl(. . . (y2(x))))
(10)
here θ ensembles all the weights (including biases) parameters
θ = {W1,W2, . . . ,Wnl ,b1,b2, . . . ,bnl} (11)
We have used the activation functions tanh in this work, but other choices are also pos-
sible, such as ReLU, sigmoid, leaky ReLU and so on. Different neural network architectures
are also possible, such as those that contain the convolutional layers [35], sparse convolu-
tional neural networks [36], pooling layers, residual connections [37], recurrent cells [38] and
so on.
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Uniformly bounded weights. Regularization techniques are extensively studied to combat
overfitting in neural network researches. It was shown that the magnitude of the weights
directly impacts the generalization ability of the neural networks. Intuitively, functions
are simpler when they vary at a slower rate and thus generalize better [39]. This idea is
explored in various articles and shown to be effective to achieve the state-of-the-art per-
formance. Therefore, following the line of research in machine learning, we constrain our
neural networks to be equipped with uniformly bounded weights, i.e., there exists a positive
constant C > 0, such that for all training scenarios
‖Wi‖2 ≤ C i = 1, 2, 3, . . . , nl (12)
Here we have chosen p = 2 norm for Wi, but other choices such as p = 1, ∞ are possible.
In addition, we do not need to make any assumptions on the bias terms bi. For technical
reasons, we make the following assumption, which imposes a bound on the last bias term
bnl
Assumption 1 (Uniform Bound on Parameters). There exists a positive constant C > 0
such that
‖Wi‖2 ≤C i = 1, 2, 3, . . . , nl (13)
‖bnl‖2 ≤C (14)
The constraints can be easily enforced through a projection step in the optimization
phase and perform a variant of the projected (stochastic) gradient descent method. To be
specific, we define a projection function
pi(W, C) =
1
max{1, ‖W‖2
C
}W (15)
which will project the weights back to the closest matrix with bounded 2-norm C. Under
this assumption, we are able to derive an upper bound on the first and second order (and
theoretically all orders, albeit the upper bound will go to infinity as the order increases)
derivatives of the neural network approximation function.
Theorem 1. Assume eq. (12) holds. Then the neural network given by eq. (10) satisfies∥∥∥∥∂fθ(x)∂x
∥∥∥∥
2
≤Cnl (16)∥∥∥∥∂2fθ(x)∂x2
∥∥∥∥
2
≤2Cnl+1 1− C
nl−1
1− C (17)
Proof. We use the numerator layout for the matrix calculus. Using the fact that ∂ tanh(x)
∂x
=
1− tanh(x)2 we have according to the chain rule
∂fθ(x)
∂x
=
∂ynl+1
∂ynl
∂ynl
∂ynl−1
. . .
∂y2
∂x
(18)
= WnlWnl−1 . . .W1(1− ynl ⊗ ynl)(1− ynl−1 ⊗ ynl−1) . . . (1− y2 ⊗ y2) (19)
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here ⊗ denotes element-wise multiplication. Note that tanh(x) ∈ (−1, 1), we immediately
obtain that ∥∥∥∥∂fθ(x)∂x
∥∥∥∥
2
≤ ‖Wnl‖2‖Wnl−1‖2 . . . ‖W1‖2 6 Cnl (20)
Likewise, we have
∂2fθ(x)
∂x2
=
∂
∂x
(
∂ynl+1
∂ynl
∂ynl
∂ynl−1
. . .
∂y2
∂x
)
=
nl∑
i=2
WnlWnl−1 . . .W1
(
−2yi
∂yi
∂x
) nl∏
j 6=i,j=2
(1− yj ⊗ yj)
(21)
Since we have
∂yi
∂x
=
∂yi
∂yi−1
∂yi−1
∂yi−2
. . .
∂y2
∂x
= Wi−1Wi−2 . . .W1
i∏
j=2
(1− yj ⊗ yj)
and therefore ∥∥∥∥∂yi∂x
∥∥∥∥
2
6 Ci−1
Insert the equation into eq. (21) we have∥∥∥∥∂2fθ(x)∂x2
∥∥∥∥
2
≤ 2Cnl
nl∑
i=2
Ci−1 = 2Cnl+1
Cnl−1 − 1
C − 1 (22)
3.2. Approximation Theory of Neural Networks
The approximation degree for one layer neural network is well understood in literature.
One such result is [40]
Theorem 2. Let 1 ≤ d′ ≤ d, r ≥ 1, d ≥ 1 be integers, 1 ≤ p ≤ ∞, ϕ : Rd′ → R be infinitely
many times continuously differentiable in some open sphere in Rd′. We further assume that
there exists b in this sphere such that
Dkϕ(b) 6= 0, k ∈ Zd′ ,k ≥ 0 (23)
Then there exist d′ × d matrices {Aj}n1 with the following property. For any f ∈ W pr,d, there
exist coefficients aj(f) such that
‖f −
n∑
j=1
aj(f)ϕ(Aj(·) + b)‖p ≤ cn−r/d‖f‖W pr,d (24)
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Here
‖f‖W pr,d =
∑
0≤|k|≤r
‖Dkf‖p (25)
with multi-integer k = (k1, k2, . . . , ks)
For example, if d′ = 1, and ϕ = σ is the sigmoid function, then ϕ satisfies the condition
in the theorem. If f ∈ W p1,d (and therefore r = 1), we obtain a neural network with one
hidden layer (hidden size equals n). To achieve a predetermined error ε > 0, we need
n−1/d = O(ε)⇒ n = O(ε−d) (26)
This indicates that one layer neural network suffers from the curse of dimensionalities – the
number of required neurons in the hidden layer grows exponentially with the input dimension
d.
One possible way to overcome the difficulty is to consider multilayer neural network. We
will now consider this possibility.
In the late 1950s, Kolmogorov proved in a series of papers the Kolmogorov Superposition
Theorem that answers (in the negative) Hilbert’s 13th problem [41]. It is a theorem about
representing instead of approximating and quite deep. It says that for a continuous function
defined on [0, 1]d, given appropriate activation function, a neural network with hidden sizes
O(d) will be able to represent the function exactly.
Theorem 3 (Kolmogorov Superposition Theorem [42]). There exist d constants λj > 0,
j = 1, 2, . . ., d,
∑d
j=1 λj ≤ 1 and 2n+ 1 strictly increasing continuous function φi, i = 1, 2,
. . ., 2d + 1, which map [0, 1] to itself, such that every continuous function f of d variables
on [0, 1]d can be represented in the form
f(x1, . . . , xd) =
2d+1∑
i=1
g
(
d∑
j=1
λjφi(xj)
)
(27)
for some g ∈ C[0, 1] depending on f .
Based on the above result, Maiorov and Pinkus [43] proved that if the fixed number of
units in the hidden layers are 6d+ 3 and 3d, the two-layer neural networks can approximate
any function to arbitrary precision.
Theorem 4. There exists an activation function σ which is analytical, strictly increasing
and sigmoidal and has the following property: for any f ∈ C[0, 1]d and ε > 0, there exist
constants di, cij, θij, γi and vectors wij ∈ Rd for which∣∣∣∣∣f(x)−
6d+3∑
i=1
diσ
(
3d∑
j=1
cijσ(w
ij · x− θij)− γi)
)∣∣∣∣∣ < ε
for all x = (x1, . . . , xd) ∈ [0, 1]d.
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Theorems 3 and 4 only implies that the approximation ability of two-layer neural network
for appropriate activation functions. These activation functions can be quite pathological to
achieve the desired accuracy. It is unclear if the activation functions used in practice, such
as sigmoid functions, suffice for accurate approximation.
For any f ∈ C[0, 1]d, let the corresponding superposition decomposition be eq. (27).
Consider the family of the functions f where the corresponding g ∈ W p1,1 and φi(x) ∈ W p1,1,
then by theorem 2, there exist constants wri, ari, bri and a constant C > 0 independent of
r, such that ∣∣∣∣∣g(t)−
r∑
i=1
wriσ(arit+ bri)
∣∣∣∣∣ 6 C||g||W p1,1r (28)
We call the function family of f a regular family if wri, ari are bounded independent of
r, i.e., there exists a constant C˜, s.t.
|wri| ≤ C˜, |ari| ≤ C˜ i = 1, 2, . . . , r, ∀r (29)
Remark 1. The assumptions that g ∈ W p1,1 and φi(x) ∈ W p1,1 are critical for the error bound.
Note that even strictly increasing continuous functions can be very pathological. An example
is the the Cantor function D(x). D(x) is a nondecreasing continuous function but does not
have a weak derivative. x + D(x) will then be a strictly increasing continuous function but
has no weak derivatives. We want to avoid this kind of functions in this paper.
We now derive an explicit error bound for approximating a function in the regular family
by a two-layer neural network with sigmoid functions as the activation functions.
Theorem 5. Let σ be the standard sigmoid function
σ(x) =
1
1 + e−x
(30)
then for any f in the regular family and ε > 0, there exists a two layer neural network with
hidden units s = O
(
d2
ε2
)
(the first layer) and r = O (d
ε
)
(the second layer), and constants
di, cij, θij, γi and vectors wij ∈ Rd for which∣∣∣∣∣f(x)−
r∑
i=1
diσ
(
s∑
j=1
cijσ(w
ij · x− θij)− γi)
)∣∣∣∣∣ < ε (31)
for all x = (x1, . . . , xd) ∈ [0, 1]d.
Proof. See [44].
The theory for multiple layer (greater than 2) neural networks is elusive. However,
Theorems 2 and 5 shed lights on the potential advantage of deeper neural networks: the
hidden neuron sizes grow exponentially with the input dimensionality for one layer; they
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grow polynomially for two layers. We conjecture that for sufficiently many layers such as
O(d) layers, the numbers can be further reduced to O(1). For example, the famous ResNet
has hundreds of layers but each layer is a small convolution filter. The deep but thin
neural network enables us to learn high dimensional functions and bypass the curse of the
dimensionalities. The investigation will be left to the future.
3.3. Error Analysis for Diffusion Equations
We now conduct error analysis for the framework. To keep the discussion concrete
and simple, we consider the 1D diffusion equation where the conductivity is an unknown
continuous function.
ut(x, t) =f(x)uxx(x, t) x ∈ [−1, 1], t ∈ (0, T ] (32)
u(±1, t) =ϕ±1(t) t ∈ (0, T ] (33)
u(x, 0) =u0(x) x ∈ [−1, 1] (34)
The observed dataset is 2 sequential snapshots at time t = t0
M = {(U0 = u(x, t) +W0, U1 = u(x, t) +W1)|x = {x1, x2, . . . , xn}} (35)
and W0 and W1 are noise. To put it in another way, given the observed dataset M ∈ R2n
and the model specification eq. (32), we want to find the best function fθ that can explain the
dataset. We discretize eq. (32) using the uniform grids. Let −1 < x1 < x2 < . . . < xn = 1
be the spacial grids with xi+1 − xi = h.
Before we give the convergence rate of the neural network approach, we first investigate
several error sources under the framework.
Observation error. W0 and W1 in this example represent observation error, which may
come from the measurement error and/or errors in model specification. The former is easy
to understand. For example, since there is inherently unpredictable fluctuations in the
readings of a measurement apparatus or the experimenter’s interpretation of the instrumen-
tal reading, the random error is almost inevitable in the observations. The errors in the
model specification are due to the unrealistic assumption in our models. For instance, we
have assumed that the underlying stochastic process is the Wiener process. However, it is
well-known that for many physical phenomena such as hydrodynamics, quantum mechanics
and so on may follow sub-diffusion/super-diffusion in some cases [45]. In other words, the
observations suffer from system errors.
Yet, in this article, we assume that the dataset error is the random error, i.e., the model
specification eq. (32) is correct but the observations may have i.i.d. noise W1, W2. To
quantify the error, we make the following assumption
Assumption 2 (Observation Error). There exists a positive constant εd > 0 such that
‖W0‖∞ ≤ εo ‖W1‖∞ ≤ εo (36)
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Consistency Error. Another important source of error comes from the numerical discretiza-
tion of eq. (32). We adopt the standard Crank Nicolson scheme for this problem, which has
second-order accuracy both in time and space, which reads
vN+1i − vNi
∆t
= fi
vNi+1 + v
N
i−1 − 2vNi
2h2
+ fi
vN+1i+1 + v
N+1
i−1 − 2vN+1i
2h2
i = 2, 3, . . . , n− 1 (37)
together with boundary conditions
vN+1n = ϕ(1) v
N+1
1 = ϕ(−1) (38)
Note in eq. (37) we have used one-step discretization. This is because we have adopted a
semi-implicit scheme and it is still stable for reasonable large ∆t. In other cases such as an
explicit scheme is used or high precision in temporal direction is required, we may consider
multiple steps and formulate an accrued loss function.
Equations (37) and (38) leads to a tridiagonal linear system. The method is known to
have a local error with an upper bound εc ≤ C1(∆t2 + h2) = O(∆t2 + h2) for some C1 > 0.∣∣∣∣∣uN+1i − uNi∆t − fiuNi+1 + uNi−1 − 2uNi2h2 − fiuN+1i+1 + uN+1i−1 − 2uN+1i2h2
∣∣∣∣∣ 6 εc i = 2, 3, . . . , n− 1
The loss function eq. (7) can be then derived easily
loss(θ) =
n−1∑
i=2
∣∣∣∣U1i − U0i∆t − fθ(xi)U1,i+1 + U1,i−1 − 2U1i2h2 − fθ(xi)U0,i+1 + U0,i−1 − 2U0,i2h2
∣∣∣∣2
(39)
Note we have not included the boundary term since it does not include information about
θ. In addition, even if loss(θ) is minimized to zero, it does not guarantee that we will obtain
a good approximation to f(x). Instead, in this case, the system begins to fit the error, which
is known as overfitting. There are many techniques to alleviate overfitting; for example, we
can collect more observations, use regularizers, terminate the optimization early, etc. We
will not dive deep into this topic in the paper since for all the numerical examples we have
not observed such issues.
Optimization error. Errors of this type may arise because the neural network architecture
has been poorly designed or the inverse problems itself have multiple solutions (and therefore
the loss function is multimodal). One particular problem the community has recognized is
the local minimums for the non-convex loss function. However, the community seems very
positive about escaping the local minimums using optimization techniques such as stochastic
gradient descent [46] or specific neural network architectures [47]. In addition, local mini-
mums do not necessarily mean bad results. As we have discussed, driving the loss function
to zero may cause overfitting. A local minimum may give a reasonable estimation of f(x)
in many cases. In this paper, we will show that if the other sources (observation error and
consistency error) of error is small, a small optimization error will yield a good estimation.
To avoid sophisticated discussion on the optimization phase, we make the following simple
assumption
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Assumption 3 (Optimization Error). There exists a positive constant εopt > 0 such that∣∣∣∣U1i − U0i∆t − fθ(xi)U1,i+1 + U1,i−1 − 2U1i2h2 − fθ(xi)U0,i+1 + U0,i−1 − 2U0,i2h2
∣∣∣∣ 6 εopt
For the convenience of discussion, we assume that the time corresponds to U0 and U1 are
t0 and t1 respectively. Now we are ready to state our main theorem
Theorem 6. If the following assumptions are satisfied
• Assumptions 2 and 3 are satisfied.
• According to Assumption 1 and Theorem 1, there exists constants F0, F2 > 0 such that
|fθ(x)| ≤ F0, |f ′′θ (x)| ≤ F2 ∀x ∈ [−1, 1] (40)
• The exact solution u ∈ C4([−1, 1]× [t0, t1]) and
δ2 = arg min
(x,t)∈[−1,1]×[t0,t1]
|uxx(x, t)| δ4 = arg max
(x,t)∈[−1,1]×[t0,t1]
|uxxxx(x, t)| (41)
here δ2 is strictly positive, i.e.,
δ2 > 0 (42)
The exact conductivity function f ∈ C2([−1, 1]) and denote
F f2 = max
x∈[−1,1]
|f ′′(x)| (43)
• h is sufficiently small in the sense that
h <
√
6δ2
δ4
(44)
Then the calibrated fθ(x) has error estimate ∀x ∈ [−1 + h, 1− h]
|fθ(x)− f(x)| ≤ 2C1
δ2
∆t2 +
(
2C1
δ2
+
F2 + F
f
2
2
)
h2 +
2
δ2
εopt +
4
δ2
(
1
∆t
+
2F0
h2
)
εo (45)
In other words,
|fθ(x)− f(x)| = O
(
∆t2 + h2 + εopt +
(
1
∆t
+
1
h2
)
εo
)
(46)
Note the assumption eq. (42) is reasonable since if uxx(x, t) = 0 in some region of (x, t),
the observations will convey little information about f(x) since f(x)uxx(x, t) ≡ 0. If uxx(x, t)
is too small, the inverse problem will be quite ill-conditioned and we may have difficulty
regularizing the neural network. Nevertheless, in the numerical example even though the
second order derivatives of our exact solution vanish near x = 0, we are still able to infer
f(0) quite accurately. This also demonstrates the robustness of our method.
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Proof. The proof is split into two parts. We use the notation u0i = u(xi, t0) and u1i =
u(xi, t1).
• Error bound on |fθ(xi)− f(xi)|.
Let eopt,i be the optimization error
U1i − U0i
∆t
− fθ(xi)U1,i+1 + U1,i−1 − 2U1i
2h2
− fθ(xi)U0,i+1 + U0,i−1 − 2U0,i
2h2
= eopt,i (47)
Note that U0i = u0i +W0i and U1i = u1i +W1i, plug them into eq. (47) we have
u1i − u0i
∆t
− fθ(xi)u1,i+1 + u1,i−1 − 2u1i
2h2
− fθ(xi)u0,i+1 + u0,i−1 − 2u0,i
2h2
=eopt,i −
(
W1i −W0i
∆t
− fθ(xi)W1,i+1 +W1,i−1 − 2W1i
2h2
− fθ(xi)W0,i+1 +W0,i−1 − 2W0,i
2h2
)
(48)
Let ec,i be the consistency error at xi we have
u1i − u0i
∆t
− f(xi)u1,i+1 + u1,i−1 − 2u1i
2h2
− f(xi)u0,i+1 + u0,i−1 − 2u0,i
2h2
= ec,i (49)
Subtracting eq. (49) from eq. (48) we have
(f(xi)− fθ(xi))
[
u1,i+1 + u1,i−1 − 2u1i
2h2
+
u0,i+1 + u0,i−1 − 2u0,i
2h2
]
=eopt,i − ec,i
−
(
W1i −W0i
∆t
− fθ(xi)W1,i+1 +W1,i−1 − 2W1i
2h2
− fθ(xi)W0,i+1 +W0,i−1 − 2W0,i
2h2
)
(50)
Since δ2 > 0 we must have uxx ≥ δ2 or uxx ≤ δ2 for (x, t) ∈ [−1, 1]× [t0, t1]. We might
as well assume uxx ≥ δ2 > 0.
Note that
u1,i+1 + u1,i−1 − 2u1i
h2
= uxx(xi, t1) +
h2uxxxx(xi, t1)
12
we have
u1,i+1 + u1,i−1 − 2u1i
h2
> δ2 − h
2δ4
12
invoking eq. (44) we obtain
u1,i+1 + u1,i−1 − 2u1i
h2
> 1
2
δ2
Likewise
u0,i+1 + u0,i−1 − 2u0i
h2
> 1
2
δ2
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therefore, we have
u1,i+1 + u1,i−1 − 2u1i
2h2
+
u0,i+1 + u0,i−1 − 2u0,i
2h2
> 1
2
1
2
δ2 +
1
2
1
2
δ2 =
1
2
δ2 (51)
On the other hand, invoking
|eopt,i| ≤ εopt |ec,i| ≤ εc |Wki| ≤ εo k = 0, 1 (52)
Combining eqs. (50) to (52) we have
|f(xi)− fθ(xi)| 6 2
δ2
[
εopt + εc + 2
(
1
∆t
+
2F0
h2
)
εo
]
(53)
• Error bound on |fθ(x)− f(x)|.
Define the error function F : [−1, 1] → R as F (x) = fθ(x) − f(x), we have already
obtained the error bound for F (xi) in eq. (53). For any other point x ∈ [−1+h, 1−h],
we can always find the interval that contains x: x ∈ [xi, xi+1]. Using Taylor’s theorem
we have
F (xi) =F (x) + F
′(x)(xi − x) +
∫ xi
x
(xi − y)F ′′(y)dy (54)
F (xi+1) =F (x) + F
′(x)(xi+1 − x) +
∫ xi+1
x
(xi+1 − y)F ′′(y)dy (55)
Let α = xi+1−x
h
, then we have
αF (xi) + (1− α)F (xi+1) (56)
=F (x) + α
∫ xi
x
(xi − y)F ′′(y)dy + (1− α)
∫ xi+1
x
(xi+1 − y)F ′′(y)dy (57)
We obtain
|F (x)| 6 α|F (xi)|+ (1− α)|F (xi+1)|+ 1
2
|F ′′(x)|∞h2
Note
|F ′′(x)| = |f ′′θ(x)|+ |f ′′(x)| 6 F2 + F f2
we have
|F (x)| 6 2
δ2
[
εopt + εc + 2
(
1
∆t
+
2F0
h2
)
εo
]
+
h2
2
(F2 + F
f
2 ) (58)
62C1
δ2
∆t2 +
(
2C1
δ2
+
F2 + F
f
2
2
)
h2 +
2
δ2
εopt +
4
δ2
(
1
∆t
+
2F0
h2
)
εo (59)
which finishes the proof.
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Remark 2. We can see that discrepancy between the estimation fθ(x) and the exact function
f(x) is bounded by a linear combination of three error sources εo, εd and εopt. εo is usually
small if precise measurement can be conducted. When ∆t or h is large, the consistency
error dominates, and we expect to draw a “convergence plot” with respect to ∆t and h. If
∆t and h decrease to a certain level, the optimization error dominates and we will see the
error saturates. It is either because the optimizer got stuck at some local minimum or the
theoretical loss minimum is reached (which is called Bayes error in the machine learning
community – a statistical lower bound on the error achievable for a given classification prob-
lem and associated choice of features [48]). In the first case, it may be possible that we can
obtain different loss values for different runs (with a randomized initial guess). In general,
the optimization error will be driven to Bayes error with the improvement of optimization
techniques.
3.4. Sensitivity Analysis
The parametrized function fθ(x) offers us a way to do sensitivity analysis. When we
are most concerned about a physical quantity, for example, the maximum value of the
conductivity at a particular location x = x∗ in our case, we want to know how reliable the
prediction is under our framework. It is similar to uncertainty quantification, but there are
two distinct differences:
• The estimation is anchored to a particular physical quantity instead of considering the
solution as a whole.
• The estimation will depend on all three sources of errors as well as the neural network
structure. In some sense, the estimation will also provide an approach to accessing the
quality of the framework in general.
Assume that the physical quantity is expressed as
q(θ) = Q(fθ) (60)
where Q is functional. For example
Q(fθ) = max
x∈[−1,1]
fθ(x) (61)
It is then possible to see the sensitivity of the quantity q(θ) with respect to the parameter
θ by taking the gradient
∇θq(θ) = ∇θQ(fθ) (62)
the latter can usually be done by first discretization Q(fθ) and then perform the automatic
differentiation. For example, for eq. (61) we have
∇θq(θ) ≈∇θ max
i=1,2,3,...,n
{fθ(xi)} (63)
=∇θfθ(xi∗) i∗ = arg max
i=1,2,3,...,n
{fθ(xi)} (64)
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∇θfθ(xi∗) can be easily computed with automatic differentiation. After obtaining∇θq(θ),
we can give a sensitive region of the fθ(x) by
Sθ,q,δ = {fθ′(x)|θ′ = θ + α∇θq(θ), |α| ≤ δ} (65)
where δ > 0 is a tunable parameter that quantize the sensitivity.
The intuition is that if we anchor the physical quantity q(θ), it is most sensitive to the
change of hidden parameters θ in the positive/negative direction ∇θq(θ). Therefore Sθ,q,δ
will be a stripe that contains fθ(x) (when α = 0). If the stripe deviates from the fθ too
much or changes dramatically for a reasonable α, the framework is then questionable, and
we should investigate components such as the neural network structure. The sensitivity
analysis provides us with a way to evaluate the quality of the framework.
As an example, we consider fitting the global yearly mean data 1 for some quantity
related to CO2. We are most concerned about the maximum of the data and want to
see how sensitive it is with respect to the neural network parameters. Figure 1 shows the
sensitivity region computed using the method described above. Here α is the largest step
size in eq. (65). The width of the stripe describes the impact of a small change in the
neural network parameters if the maximum value of the fitted value is the targeted physical
quantity.
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Figure 1: The width of the stripe describes the impact of a small change in the neural network parameters
if the maximum value of the fitted value is the targeted physical quantity.
The study of the sensitivity analysis is at an early stage. Many problems need to be
addressed. For example, how can we pick the reasonable α? Also, the relationship between
the sensitivity analysis and uncertainty quantification of the model is not clear and requires
more theoretical investigation. That will be left to the future work. Nevertheless, the
numerical examples demonstrate that it captures the sensitivity of the physical quantity
depending on the neural network model, and can potentially serve as a way for the diagnosis
of the framework.
1ftp://data.iac.ethz.ch/CMIP6/input4MIPs/UoM/GHGConc/CMIP/yr/atmos/UoM-CMIP-1-1-
0/GHGConc/gr3-GMNHSH/v20160701/mole_fraction_of_carbon_dioxide_in_air_input4MIPs_
GHGConcentrations_CMIP_UoM-CMIP-1-1-0_gr3-GMNHSH_0000-2014.csv
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4. Numerical Examples
We now apply the framework to three differential equations from various applications
and demonstrate its effectiveness. The first equation is a diffusion equation from the elliptic
equation family. We try to infer the unknown conductivity function. The second is a wave
equation from the hyperbolic equation family. The unknown is the velocity fields. The
problem is a significant and challenging one in seismic imaging. Instead of using the popular
adjoint method used by the geophysics community, we provide another potential way to infer
the velocity fields. The last problem is a variable coefficient nonlinear Burger’s equation.
The Burger’s equation appeared as one of the simplest instances of a nonlinear system out
of equilibrium in fluid dynamics [49]. The study may offer new approaches to the inverse
problems in turbulence modeling.
For all the numerical experiment below, we have the following common settings
• For the neural network model, we let nl = 3 and the number of hidden neurons per
layer be nh = 20. We have tested extensively for different nl = 3, 4, 5, 6, 7, 8, 9, 10
and nh = 20, 40, 60, 80 but find basically no difference except for large nl and nh, the
optimizer has difficulty converging within the predetermined number of iterations.
• We use L-BFGS optimizer, which enjoys convergence property similar to second order
method. The iterator will stop if either of the following is satisfied
|f(xk+1)− f(xk)| ≤ε1|f(xk)| (66)
|∇f(xk+1)| ≤ε2 (67)
where xk is the variable value at iteration k. We set ε1 = 10−12, ε2 = 10−12. In
addition, if not mentioned, the number of maximum iteration is set as 5000.
4.1. Diffusion Equation
We let the true model be
ut(x, t) = c(x)uxx(x, t) + f(x) (x, t) ∈ [−1, 1]× [0, T ] (68)
where u(x) = e−pi2t sin(pix), c(x) = 1 + e−(x−0.5)2 and
f(x, t) = pi2
(
1.0 + e−(x−0.5)
2
)
e−pi
2t sin (pix)− pi2e−pi2t sin (pix)
Figure 2 shows the case where the snapshot is taken at t = 0.1, with ∆t = 0.001 and
h = 0.002. We can see that the calibrated value of c(x) matches perfectly with the exact
value. In this case, we do not introduce any noise to the solution, i.e., εo ≡ 0.
We now conduct a systematic study on the influence of ∆t and h. In fig. 3 we take the
snapshots at t = 0.1 and t = t + ∆t, with various ∆t and h, and n = 2
h
in the plots. We
see a clear pattern exactly predicted in Theorem 6: a second-order convergence in ∆t and
h, and at some point, the error ceases to decrease and remains at a constant level. The
numerical results not only demonstrate our theory but also offer us the direction for further
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Figure 2: The snapshots are taken at t = 0.1 and t = t + ∆t, with ∆t = 0.001 and h = 0.002. We can see
that the calibrated value of c(x) matches perfectly with the exact value.
optimization: collecting more data is of little benefit after the error saturates;
instead, we should focus on optimization or noise reduction. It is quite a surprising
implication since typically people believe more data is beneficial.
We can also see that when the error saturates, the level of error are not the same for
different n or ∆t. This implies that the spacial discretization error in the first plot or the
temporal discretization error in the second plot dominates. If h or ∆t is sufficiently small,
the level where the error saturates will be approximately the same, as shown in fig. 3.
Finally, we carry out the sensitivity analysis. The settings are the same as that in fig. 2
except that we add i.i.d. Gaussian noise with mean 0 and standard deviation of 3 × 10−7
to the observations. The physical quantity we are interested is the conductivity function
value at x = 0, i.e., the prediction for c(0). Following the discussion in Section 3.4, we
generate the sensitive region of this quantity. We see that the stripe gradually grows and
eventually incorporates the exact solution. We also see that the variance near the boundary
is smaller than that in the center. This observation is consistent with our intuition that
if the interesting physical quantity is the value of c(x) at 0, the far-away region should be
less impacted. Therefore a modification to the neural network parameter will not result in
significant change in the far-away value of the calibrated function.
4.2. Wave Equation
The second example is concerned about wave equations. Consider the model problem
utt(x, t) = c(x)uxx(x, t) (x, t) ∈ [−1, 1]× [0, 1] (69)
where c(x) is the unknown velocity field. We set the initial condition as
u(x, 0) = e−10x
2
(70)
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The two manufactured velocity fields are
c1(x) = 1 + exp(−(x− 0.5)2) c2(x) =

2 x ∈ [−1,−0.5)
1 x ∈ [−0.5,−0.1)
0.2 x ∈ [−0.1, 0.1)
1.0 x ∈ [0.2, 0.3)
1.5 x ∈ (0.3, 1.0]
(71)
Here we showcase two modifications to the framework and demonstrate its flexibility for
practical problems
• Suppose we have snapshots at different times and three sequential snapshots for each,
i.e., |T | > 1. We want to make full use of the observations. Therefore we construct an
ensemble loss function as shown in eq. (7).
• Suppose we have prior knowledge c(x) ∈ [0, 2]. To incorporate the prior knowledge,
we let the last layer in eq. (10) be
ynl+1(ynl) = tanh(Wnlynl + bnl) + 1 (72)
Since we may not have analytical solution for the velocity fields eq. (71), we first run the
simulation with h = 0.004, ∆t = 0.0001 using the numerical scheme
vN+2i − 2vN+1i + vNi
∆t2
= c2i
vN+1i+1 − 2vN+1i + vN+1i−1
∆t2
i = 2, 3, . . . , n− 1 (73)
then we use the values at t = k
3
− 20∆t, k
3
− 10∆t, k
3
, k = 1, 2, 3 as the observation. The
loss function eq. (7) is also formulated using eq. (73) except that the time step is now 10∆t.
Note that 2·10∆t
h
= 0.5 < 1, the CFL condition is satisfied. We also add i.i.d. Gaussian
noise sampled from N (0, (10∆t2)2) to the observations. Figure 5 shows examples of the
snapshots for the velocity fields c1(x) and c2(x). Note that since 10∆t is quite small, the
nearby sequential snapshots almost overlap. However, our algorithm is able to infer the
velocity fields from the subtle difference.
We also compare the method with neural networks with that of least square methods. In
fig. 6, the left columns show the calibrating results using the neural networks while the right
columns correspond to least square methods. For the least square methods, we have used
Newton-CG algorithms for minimizing the loss function with discrete velocity field values as
unknown variables. We can see that the least square methods are vulnerable to noise and do
not yield a solution as smooth as the neural network methods. Especially for c2(x), the neural
network captures the transition between different velocity levels and yields a constant value
at each level. The results are quite remarkable since it is generally challenging to capture
those discontinuities in inverse problems. The fit is not perfect though because we have
added noise to the dataset.
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4.3. Variable Coefficient Burger’s Equation
Finally, we study a variable-coefficient Burgers equation arising in the modeling of seg-
regation of dry bidisperse granular mixtures [50]. The numerical PDE is due to [51]
∂u
∂t
+
∂
∂x
(u(1− u)f(x))−D∂
2u
∂x2
= 0, x ∈ [−1, 1], t > 0 (74)
here u = u(x, t) is the concentration. The function f(x) is called the percolation velocity
and D is the constant diffusivity due to inter-particle collisions. In this numerical example,
we consider the case where we have partially observed evolution of u(x, t) and want to infer
the percolation velocity f(x). To formulate the loss function, we use the following numerical
discretization scheme from [50][
∆t
8h
(
2− vN+1j+1 − 2vNj+1
)
f(xj+1)− D∆t
2h2
]
vN+1j+1 +
[
1 +
D∆t
h2
]
vN+1j
+
[
−∆t
8h
(
2− vN+1j−1 − 2vNj−1
)
f(xj−1)− D∆t
2h2
]
vN+1j−1
= −∆t
8h
[
vNj+1(2− vNj+1)f(xj+1)− vNj−1(2− vNj−1)f(xj−1)
]
+ vNj
+
D∆t
2h2
(
vNj+1 − 2vNj + vNj−1
)
j = 2, 3, . . . , n− 1 (75)
Note eq. (75) is a nonlinear equation, and in practice, we can use Newton’s methods to
obtain vN+1 from vN . For the inverse problem, the loss function is constructed by taking the
square sum of the difference between the left-hand side and the right-hand side in eq. (75)
over j = 2,3,. . ., n− 1.
For this problem, we use a neural network with four hidden layers and each layer has 40
neurons. We have found that the performance is insensitive to these hyper-parameters as
long as they stay in a reasonable range (neither too deep nor too heavy). The exact solution
is simulated using ∆t = 2×10−6 and h = 0.004 while we take 20 snapshots at t = 0.01, 0.02,
0.03, . . ., 0.20. Noise is sampled from i.i.d. Gaussian distribution with zero mean and 10−5
standard deviation. The time step is quite coarse, but we show it does not compromise our
algorithm to recover f(x). We fix D = 0.1. We also apply L2 normalization to the neural
networks with penalty 0.01 to enforce smoothness. The initial condition is
u(x, 0) =
c− f(x)
2f(x)
(
−1 + (x− ct) tanh(c− f(x))
2D
)
(76)
where
f(x) = −1 + exp(−(x− 0.5)2) (77)
The corresponding solution profile is shown in fig. 7.
For sensitivity analysis, we consider the maximum value of f(x) as the interesting physical
quantity, i.e.,
Q(fθ) = max
x∈[−1,1]
fθ(x) (78)
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Figure 8 shows the calibrated results and the corresponding sensitivity regions with different
step sizes α. The stripe gradually grows and finally encloses the exact f(x). We also see
that the values far-away from the maxima are less sensitive to the parameters.
As a comparison, fig. 9 shows the calibrated results using least square methods with the
same settings. We can see that this method is more susceptible to random noise and has
stability issues compared to the neural network approach.
5. Conclusion
We have introduced a new framework for inverse problems in differential equations based
on neural networks and automatic differentiation. It leverages the current development of
machine learning techniques, especially deep learning. Thanks to the open source frame-
works developed by the machine learning community, such as TensorFlow [52], PyTorch [53],
MXNet [54], and so on, the inverse problem solvers can be easily implemented and incor-
porated into traditional numerical PDE codes. In future works, we show that the approach
can also be easily combined with more sophisticated numerical methods such as finite ele-
ment methods and finite volume methods, which are widely deployed in software for fluid
dynamics, solid mechanics, and more. In this framework, a crucial step is to represent the
unknown fields using neural networks, instead of discrete values or a linear combination of
kernel basis functions. The procedure offers the universal approximation ability of neural
networks, along with regularizing solution smoothness, bypassing the curse of dimensional-
ity and leveraging the high-performance computing developed for deep learning. It works
seamlessly with forward-simulation schemes and benefits from the numerical stability and
consistency. Also, we are also able to provide convergence analysis and contain the error,
using theoretical tools from classical computational mathematics.
We performed initiatory demonstrations for the effectiveness of the framework on elliptic
and hyperbolic problems, as well as nonlinear problems such as non-constant coefficient
Burger’s equation. In the diffusion equation, the convergence rate is shown to be consistent
with our analysis. That is noteworthy since we now have a theory guide for performing data
collection and optimization.
Based on the framework, we proposed a sensitivity analysis for the solution we obtained.
The algorithm is based on the automatic differentiation mechanism and frees researchers
from the tedious and error-prone process of deriving the gradients by hand.
There are numerous research opportunities for solving inverse problems in differential
equations based on neural networks and automatic differentiation
• Tailored automatic differentiation software for engineering applications. Although the
current software – such as TensorFlow we have used for this article – applies to a variety
of problems, the performance is not tuned and optimized for engineering usage. Many
subtle operators such as special treatment of boundary conditions will easily break the
matrix calculation based software for deep learning nowadays.
• Non-convex optimization for engineering problems. Although it is a well-known issue
that problems involving neural networks may lead to non-convex optimization prob-
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lems, based on authors’ experience, such problems are less severe for the engineering
problems considered compared to their counterparts in computer vision, speech recog-
nition or natural language processing. Specific optimization techniques and theories
may be developed for its own sake.
• Neural network architectures for engineering problems. Currently, there are plenty of
neural network architectures, and new research is going on. It would be interesting
and fruitful to investigate the proper family of neural networks that are suitable for
engineering problems, which have their unique properties (such as known singularity
at some locations).
• Convergence theory for inverse problems using the neural networks. As we have seen
in the analysis, it is possible to develop general theories about solving inverse problems
using neural networks. Currently, our theory is case-dependent. A general theory is
more attractive and beneficial for the development of the framework.
• Uncertainty quantification. It is important to quantify the uncertainty under such
framework since errors are inevitable in practical problems. We have proposed an
tentative method to quantify the “sensitivity” using the automatic differentiation. The
sensitivity region can be computed nearly for free thanks to the framework we have
used: automatic differentiation is naturally embedded. However, a much more general
uncertainty quantification approach shall be developed, and desirably leverages the
automatic differentiation mechanism.
In conclusion, we believe the new framework will potentially bring useful tools for analysis
and calibration of inverse problems in differential equations.
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Figure 3: We take the snapshots at t = 0.1 and t = t+ ∆t, with various ∆t and h, and n = 2h in the plots.
We see a clear pattern exactly predicted in Theorem 6: a second order convergence with respect to ∆t and
h, and at some point, the error ceases to decrease and remains at a constant level.
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Figure 4: Sensitivity analysis for eq. (68). The physical quantity we are interested is the conductivity
function value at x = 0, i.e., the prediction for c(0). We have used three different step size α = 0.001, 0.002
and 0.003. The blue region is the sensitivity region defined by eq. (65).
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Figure 5: Examples of the snapshots for the velocity fields c1(x) and c2(x). Note that since 10∆t is quite
small, the nearby sequential snapshots almost overlap.
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Figure 6: The left columns show the calibrating results using the neural networks while the right columns
correspond to least square methods. We can see that the least square methods are vulnerable to noise and
do not yield a solution as smooth as the neural network methods. Especially for c2(x), the neural network
captures the transition between different velocity levels and yields a constant value at each level. The results
are quite remarkable since it is generally challenging to capture those discontinuities in inverse problems.
The fit is not perfect though because we have added noise to the dataset.
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Figure 7: Solution profile for eq. (74) with initial condition eq. (76) and the percolation function eq. (77).
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Figure 8: The calibrated results and the corresponding sensitivity regions with different step sizes α. The
stripe gradually grows and finally encloses the exact f(x). We also see that the values far-away from the
maxima are less sensitive to the parameters.
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Figure 9: The calibrated results using least square methods with the same settings. We can see that
this method is more susceptible to random noise and has stability issues compared to the neural network
approach.
January 24, 2019
