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Abstract
Let fXi: i>1g be i.i.d. points in Rd, d>2, and let LMM(fX1; : : : ; Xng; p), LMST(fX1; : : : ; Xng; p),
LTSP(fX1; : : : ; Xng; p), be the length of the minimal matching, the minimal spanning tree, the
traveling salesman problem, respectively, on fX1; : : : ; Xng with weight function w(e)= jejp. If the
common distribution satises certain regularity conditions, then the strong law of large numbers
for the above three Euclidean functionals, 16p<d, has been obtained. In this paper we show
that the same type of result holds for 0<p<1. c© 1999 Elsevier Science B.V. All rights reserved.
AMS classication: primary 60D05; 60F05; 60C05; secondary 60K35; 05C05; 05C80; 90C27
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1. Introduction
Let fX1; : : : ; Xng be a nite subset of Rd, d>2, and let 0<p<1. A traveling
salesman problem (TSP) is to nd a permutation  on f1; : : : ; ng such that
nX
j=1
jX( j+1) − X( j)jp
=min
8<
:
nX
j=1
jX0( j+1) − X0( j)jp: 0 a permutation on f1; : : : ; ng
9=
; ;
where jXi−Xjj is the Euclidean distance between Xi and Xj and where (n+1) := (1)
and 0(n+ 1) := 0(1). Denote the length of an optimal tour  on fX1; : : : ; Xng by
LTSP(fX1; : : : ; Xng; p) :=
nX
j=1
jX( j+1) − X( j)jp:
In the case fX1; : : : ; Xng= ; dene LTSP(;; p)= 0. Beardwood et al. (1959) showed
that there exists a strictly positive but nite constant (LTSP; d; 1) such that for i.i.d.
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sample points fXi: i>1g with common distribution , which has a compact support
in Rd, d>2, as n!1
LTSP(fX1; : : : ; Xng; 1)
n(d−1)=d
! (LTSP; d; 1)
Z
f(d−1)=d(x) dx a.s.; (1.1)
where f is the density function of the absolutely continuous part of .
The asymptotics (1.1) for the TSP functional is not an isolated one. A minimal
matching (MM) on fX1; : : : ; Xng is a permutation  on f1; : : : ; ng such that
[n=2]X
j=1
jX(2j) − X(2j−1)jp
=min
8<
:
[n=2]X
j=1
jX0(2j) − X0(2j−1)jp: 0 a permutation on f1; : : : ; ng
9=
; :
Denote the length of an optimal matching  on fX1; : : : ; Xng by
LMM(fX1; : : : ; Xng; p) :=
[n=2]X
j=1
jX(2j) − X(2j−1)jp:
In the case fX1; : : : ; Xng= ; dene LMM(;; p)= 0. A minimal spanning tree (MST) on
fX1; : : : ; Xng is a spanning tree T on fX1; : : : ; Xng such that
X
e2T
jejp=min
(X
e2T 0
jejp: T 0 a spanning tree on fX1; : : : ; Xng
)
;
where jej= jXi −Xjj is the Euclidean length of an edge e=(Xi; Xj). Denote the length
of an optimal spanning tree T on fX1; : : : ; Xng by
LMST(fX1; : : : ; Xng; p) :=
X
e2T
jejp:
In the case fX1; : : : ; Xng= ; dene LMST(;; p)= 0. Then, Papadimitriou (1978) and
Steele (1988) showed that LMM and LMST have the same asymptotics as that of LTSP
where (LTSP; d; 1) is replaced by (LMM; d; 1) and (LMST; d; 1), respectively. More
generally Redmond and Yukich (1994) found a sucient condition for the functional L
which guarantees the asymptotics (1.1) for L. Redmond and Yukich (1996) developed
their theory further and showed that for L=LMM, LMST, LTSP, and for 16p<d, there
exists a strictly positive but nite constant (L; d; p) such that for i.i.d. sample points
fXi: i>1g with common distribution , which has a compact support in Rd, d>2, as
n!1
L(fX1; : : : ; Xng; p)
n(d−p)=d
! (L; d; p)
Z
f(d−p)=d(x) dx c.c.; (1.2)
where f is the density function of the absolutely continuous part of . Here, c.c. means
the complete convergence which is a stronger notion than the a.s. convergence. One
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can nd good surveys on this subject from Steele (1997) and Yukich (1998). In this
paper we show that Eq. (1.2) in fact holds for 0<p<d.
Our results are stated below. But, rst we would like to spell out the restric-
tions on the Euclidean functional L. We call L(A; B; p), A a nite subset of a box
B=
Qd
i=1[xi; xi + s], x=(x1; : : : ; xd)2Rd, 0<s<1, d>2, 0<p<1, a subadditive
Euclidean functional of power p if the following four are met:
L(;; B; p)= 0; (1.3)
for y2Rd and 0<t<1
L(y + tA; y + tB; p)= tpL(A; B; p); (1.4)
there exists a strictly positive but nite constant C1 =C1(L; d; p) such that
jL(A; B; p)− L(B; B; p)j6C1jA4Bj(d−p)=dsp; (1.5)
and nally there exists a strictly positive but nite constant C2 =C2(L; d; p) such that
for a partition fQj; 16j6mdg of [0; 1]d into md subboxes of edge length m−1
L(A; [0; 1]d; p)6
mdX
j=1
L(A\Qj; Qj; p) + C2md−p: (1.6)
We call L(A; B; p) a superadditive Euclidean functional of power p if −L(A; B; p)
is a subadditive Euclidean functional of power p. We call (L; L) a Euclidean func-
tional pair of power p if L is a subadditive Euclidean functional of power p, L is a
superadditive Euclidean functional of power p, and if
L(A; [0; 1]d; p)6L(A; [0; 1]d; p) + o(jAj(d−p)=d); (1.7)
and for n uniform points Un in [0; 1]d
jEL(Un; [0; 1]d; p)− EL(Un; [0; 1]d; p)j=o(n(d−p)=d): (1.8)
Our results are as follows.
Theorem 1. Let L be a subadditive Euclidean functional of power 0<p<d. Then
there exists a nite constant (L; d; p) such that for n uniform points Un in [0; 1]d
as n!1
L(Un; [0; 1]d; p)
n(d−p)=d
! (L; d; p) c.c. and in L1: (1.9)
If there exists a superadditive Euclidean functional L of power p such that (L; L)
is an Euclidean functional pair of power p, then for i.i.d. sample points fXi: i>1g
with common distribution , which has a compact support, say, in [−S; S]dRd,
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as n!1
L(fX1; : : : ; Xng; [−S; S]d; p)
n(d−p)=d
! (L; d; p)
Z
f(d−p)=d(x) dx c.c. and in L1;
(1.10)
where f is the density function of the absolutely continuous part of .
Theorem 2. For a nite subset A of a box B=
Qd
i=1[xi; xi + s], x=(x1; : : : ; xd)2Rd,
0<s<1, d>2, 0<p<d, dene L(A; B; p) :=LMM(A; p), LMST(A; p), LTSP(A; p).
Then L is a subadditive Euclidean functional of power p so that Eq. (1.9) for L holds.
Moreover, there exists a superadditive Euclidean functional L of power p such that
(L; L) is an Euclidean functional pair of power p so that Eq. (1.10) for L holds.
We would like to close this section by mentioning the rate of convergence problem.
Redmond and Yukich (1994, 1996) use an Euclidean functional pair (LMST; LMST) to get
an upper bound for jELMST(Un; [0; 1]d; p)=n(d−p)=d−(LMST; d; p)j, 16p<d. However,
for 0<p<1 the Euclidean functional pair argument seems not working.
We skip the proof of Theorem 1. One can see this at Redmond and Yukich (1994,
1996). They proved Theorem 1 for 16p<d. However their argument is in fact good
enough for Theorem 1. We present the proof of Theorem 2 in Section 2.
In this paper, there are lots of strictly positive but nite constants whose specic
values are not of interest to us. We denote them by Cj.
2. Boundary Euclidean functionals
To show that a subadditive Euclidean functional L of power 0<p<d has an asymp-
totics (1.10), we construct a superadditive Euclidean functional L of power p such
that (L; L) is an Euclidean functional pair of power p. There may be several ways to
construct such an L. The successful one is to use the boundary freely. For example
let us consider the traveling salesman problem. Suppose that there are n cities A in
[0; 1]d. Then LTSP(A; [0; 1]d; 1) is the total mileage to travel all the n cities. Suppose
however that there are \free" ways along the boundary @[0; 1]d of [0; 1]d in which the
government pays the gas. In this case, we may save some gas by traveling along the
boundary and LTSP(A; [0; 1]
d; 1) is the total mileage.
In the case 16p<d Redmond and Yukich (1994, 1996) successfully constructed
superadditive Euclidean functionals L for LMM, LMST, LTSP so that (L; L) is a Eu-
clidean functional pair and that by Theorem 1, L has an asymptotics (1.10). They
are
LMM(A; B; p) :=minfLMM(A[B; B; p): B a nite subset of @Bg; (2.1)
LMST(A; B; p) :=LMST(A; B; p)^min
(X
j
LMST(Aj [fbjg; B; p)
)
; (2.2)
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where the minimum is taken over the partition fAjg of A and bj 2 @B,
LTSP(A; B; p) :=LTSP(A; B; p)^min
(X
j
~LTSP(Aj [fbj; b0jg; B; p)
)
; (2.3)
where the minimum is taken over the partition fAjg of A and bj; b0j 2 @B and where
for a nite subset fX1; : : : ; Xng of B with jfX1; : : : ; Xng\ @Bj>2
~LTSP(fX1; : : : ; Xng; B; p) :=min
8<
:
n−1X
j=1
jX( j+1) − X( j)jp
9=
; ; (2.4)
where the minimum is taken over the permutation  on f1; : : : ; ng such that X(1); X(n)
2 @B. Note that in the denition of ~LTSP the sum is up to n− 1 so that we travel free
from X(n) to X(1) along the boundary @B. In the case A= ; dene
LMM(;; B; p)=LMST(;; B; p)=LTSP(;; B; p)= 0: (2.5)
However, in the case 0<p<1 the above boundary Euclidean functionals L are
not superadditive since −L do not satisfy Eq. (1.6). In this paper, we introduce new
boundary Euclidean functionals L of power 0<p<1 for L=LMM, LMST; LTSP, so that
(L; L) is a Euclidean functional pair and that by Theorem 1, L has an asymptotics
(1.10) even for 0<p<1. Here is a way to do this. In any matching, tree, or tour,
we do not pay the full price for an edge (X; Y ) from a boundary point X 2 @B. For
this edge we pay the half jX − Y jp=2 of the full price jX − Y jp: For 0<p<1 our
new boundary Euclidean functionals L are given by Eqs. (2.1){(2.5) where an edge
(X; Y ), X; Y 2 (Bn@B), has a contribution jX − Y jp to the summation as before and
where an edge (X; Y ), X 2 @B, has a contribution jX − Y jp=2 to the summation.
To describe L(A; B; p) and L(A; B; p) geometrically, we construct graphs on A
by the following. When we compute the value of L or L, we may have the term
jX − Y jp or jX − Y jp=2 in the summation. In this case we add an edge (X; Y ) be-
tween X and Y and we draw the edge (X; Y ) as the line segment between X and Y .
The graphs constructed in this way for LMM(A; B; p), LMM(A; B; p), LMST(A; B; p),
LMST(A; B; p), LTSP(A; B; p), L

TSP(A; B; p), are called an optimal matching, an opti-
mal dual matching, an optimal spanning tree, an optimal dual spanning tree, an optimal
tour, an optimal dual tour, respectively.
When the sample points are in [0; 1]d, we simplify the notations LMM(A; [0; 1]d; p),
LMST(A; [0; 1]d; p), LTSP(A; [0; 1]d; p), and LMM(A; [0; 1]
d; p), LMST(A; [0; 1]
d; p),
LTSP(A; [0; 1]
d; p) to L(A) and L(A), respectively. We start with growth bounds
for L and L.
Lemma 1. Let L be the Euclidean functional of power 0<p<d for the MM, MST,
TSP, and let L be the corresponding boundary Euclidean functional. Then there
exists a constant C3 =C3(L; d; p) such that for any nite subset A of [0; 1]d
jL(A)j6C3jAj(d−p)=d and jL(A)j6C3jAj(d−p)=d:
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Proof. The growth bound for L is obtained by the space-lling curve argument, which
is based on the existence of a Lipschitz continuous function h of order 1=d from [0; 1]
onto [0; 1]d, i.e., jh(s)− h(t)j6C4js− tj1=d. Look at Section 2.6 of Steele (1997). He
proved the Lemma for LTSP of power 1. However, one can easily modify his argument
to prove the Lemma for L. For the growth bound for L we just note that, by the
construction of L, 06L6L.
Lemma 2. Let L be the Euclidean functional of power 0<p<d for the MM, MST,
TSP, and let L be the corresponding boundary Euclidean functional. Then there
exists a constant C5 =C5(L; d; p) such that for any nite subsets A and B of [0; 1]d
jL(A)− L(B)j6C5jA4Bj(d−p)=d and jL(A)− L(B)j6C5jA4Bj(d−p)=d:
Proof. The Lemma basically follows from Lemma 1. See Lemma 3.5 of Yukich (1998)
for the detail.
Lemma 3. Let L be the Euclidean functional of power 0<p<d for the MM, MST,
TSP, and let L be the corresponding boundary Euclidean functional. Then L and
−L satisfy Eqs. (1.3){(1.6).
Proof. Here we prove the MM case. Again we leave all the other cases to the reader
as an easy exercise. First we look at L. By the denition of L, Eqs. (1.3) and (1.4)
hold. By Eq. (1.4) and Lemma 2, Eq. (1.5) holds. Lemma 1 implies Eq. (1.6). We
match the points in A by the following. Let fQj; 16j6mdg be a partition of [0; 1]d
into md subboxes of edge length m−1. For each Qj we do an optimal matching on
A\Qj. Then there are at most md unmatched points left. Match these unmatched
points in an optimal way. Of course an optimal matching on A performs better than
this matching, i.e., by Lemma 1 Eq. (1.6) holds. Therefore L satises Eqs. (1.3){(1.6).
Second we look at −L. By the denition of L, Eqs. (1.3) and (1.4) hold. By
Eq. (1.4) and Lemma 2, Eq. (1.5) holds. We now claim that for a partition fQj; 16j6
mdg of [0; 1]d into md subboxes of edge length m−1
L(A; [0; 1]d; p)>
mdX
j=1
L(A\Qj; Qj; p): (2.6)
We do an optimal dual matching on A. Now for each Qj we do a dual matching j
on A\Qj using the optimal dual matching on A by the following. If both ends of
an edge in the optimal dual matching belong to Qj, keep the edge. If only one end
X of the edge (X; Y ) belongs to Qj, match the point X to a boundary point Xb of
@Qj at which the edge (X; Y ) intersects @Qj. (If X 2 @Qj and some nontrivial portion
of the edge (X; Y ) lies in @Qj and if Y 62Qj, then Y 2 @Qj0 for some j0 6= j and Xb
is not unique. In this case one can modify the below argument to draw the same
conclusion below. For the clarity of presentation from now on we will ignore this
case.) For 16p<d we have (a + b)p>ap + bp, a; b>0, i.e., since jX − Y j>jX −
Xbj + jY − Ybj, jX − Y jp>jX − Xbjp + jY − Ybjp. For 0<p<1 recall that we pay
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only the half of the full price for an edge attached to a boundary point. In this case,
we have (a+ b)p>ap=2 + bp=2, a; b>0, i.e., since jX − Y j>jX − Xbj+ jY − Ybj, for
an edge (X; Y ), X; Y 2 ([0; 1]dn@[0; 1]d), in the optimal dual matching on A we have
jX − Y jp>jX − Xbjp=2 + jY − Ybjp=2. Again since jX − Y j>jX − Xbj+ jY − Ybj, for
an edge (X; Y ), X 2 @[0; 1]d, in the optimal dual matching on A, we trivially have
jX − Y jp=2>jY − Ybjp=2. Since the cost L(A; [0; 1]d; p) of an optimal dual matching
on A is higher than the sum of the cost of each matching j on A\Qj and since the
cost of the matching j on A\Qj is higher than that of an optimal dual matching on
A\Qj, (2.6) follows. Therefore −L satises Eqs. (1.3){(1.6).
Lemma 4. Let L be the Euclidean functional of power 0<p<d for the MM, MST,
TSP, and let L be the corresponding boundary Euclidean functional. Then there
exists a constant C6 =C6(L; d; p) such that for n uniform points Un in [0; 1]d
EL(Un)6EL(Un) + C6n(d−1)(d−p)=d
2
:
Proof. Here we prove the Lemma for the MM and the TSP. We leave the MST case
to the reader as an exercise. Let us consider the MM case rst. For this we estimate the
number of points matched to the boundary points in an optimal dual matching on Un.
The idea is that, if two points are close to each other, then at most one of these two
points is matched to the boundary points in the optimal dual matching since matching
these two points to each other is more economic then matching these two points to
the boundary points. Let Dj, j=0; 1; : : : ; k, be a box of the form Dj = [1=2 − 1=6 −Pj
l=1 3
−12−l; 1=2+1=6+
Pj
l=1 3
−12−l]d. We choose k so that the moat [0; 1]dnSkj=0Dj
has a width of order n−1=d, i.e., 3−12−k>n−1=d>3−12−k−1. In order to quantify the
closeness of the two points we partition
Sk
j=0Dj. First, we partition Dj+1nDj with
a convention D−1 = ;, into subboxes of edge length 3−12−j−1. We partition these
subboxes further into subboxes of edge length 3−12−j−m−1 where m is the smallest
positive integer such that 1>(2−m
p
d)p. Suppose that there are two points in the same
subbox. Matching these two points to each other costs at most (3−12−j−m−1
p
d)p
whereas matching these two points to the boundary points costs at least (3−12−j−1)p.
By the choice of m we have (3−12−j−m−1
p
d)p<(3−12−j−1)p, i.e., since matching
these two points to each other is more economic then matching these two points to the
boundary points, at most one of these two points is matched to the boundary points in
the optimal dual matching. Therefore, the number Nb of points matched to the boundary
points in the optimal dual matching is bounded by the number Nm of the points in
the moat and the number Ns of the subcubes in the partition. Note that Ns is of order
n(d−1)=d, i.e., Ns6C7n(d−1)=d. Now we match the points Un using the optimal dual
matching on Un by the following. We do an optimal dual matching on Un. We delete
all the edges to the boundary points. Then there are at most Nb + 1 unmatched points
left. We do an optimal matching for these unmatched points. Of course an optimal
matching on Un performs better than this matching, i.e., by Lemma 1
L(Un)6L(Un) + 2(d−p)=dC3N
(d−p)=d
b
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and hence
EL(Un)6 EL(Un) + 2(d−p)=dC3EN
(d−p)=d
b (by Jensen’s inequality)
6 EL(Un) + 2(d−p)=dC3(ENb)(d−p)=d
6 EL(Un) + 2(d−p)=dC3(E(Nm + Ns))(d−p)=d
6 EL(Un) + 2(d−p)=dC3(C8n(d−1)=d + C7n(d−1)=d)(d−p)=d
6 EL(Un) + C6n(d−1)(d−p)=d
2
:
Therefore the Lemma for the MM holds.
The argument for the TSP is in principle the same as that for the MM. One just
follows the argument in Section 4.2.2 of Redmond and Yukich (1996) (Lemma 4.3 of
Redmond and Yukich (1996) still holds and one can justify this with the above the
partition argument Nb6Nm + Ns).
Proof of Theorem 2. By Lemma 3, it suces to prove Eqs. (1.7) and (1.8). By the
denition of L and L, L(A)6L(A), i.e., Eq. (1.7) holds and to prove Eq. (1.8) it
suces to prove that
EL(Un)6EL(Un) + o(n(d−p)=d):
But, this follows from Lemma 4.
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