Researchers involved in the study of perception, language, and memory processes often use pictures as experimental stimuli (Alario & Ferrand, 1999; Baddeley, 1990; Gisselbrecht, 1988; Paivio, 1969; Snodgrass & Vanderwart, 1980) . Pictures are idiosyncratic in nature and, thus, vary along several dimensions, such as, for example, their visual complexity (VC), the way they are drawn, and the familiarity of the objects they represent. Also, the labels that can be used to refer to the objects depicted by the pictures have different characteristics. For instance, they vary in their frequency of occurrence in the language and in their age of acquisition (AoA). Finally, the relation between the picture and its name is not necessarily unambiguous. A particular picture can evoke different names, and a particular name can evoke different pictorial representations. In order to ensure control over these variations, it is therefore important for researchers who use pictures as stimuli to have normative data at their disposal.
Before the pioneering study conducted by Snodgrass and Vanderwart (1980) , researchers were forced to rely on their own sets of pictures to design experiments, since no standardized database was available. The consequence was that the comparability of the results between studies was not optimal. To remedy this situation, Snodgrass and Vanderwart provided normative data for American English for a set of 260 black-and-white drawings. Four variables relevant for studies of perception, memory, and language were considered: name agreement (NA), image agreement (IA), conceptual familiarity (Fam), and VC.
Since the pioneering work conducted by Snodgrass and Vanderwart (1980) , other picture databases have been pub-lished for different populations and language communities. Berman, Friedman, Hamberger, and Snodgrass (1989) collected norms for 5-to 6-year-old children, and Cycowicz, Friedman, Rothstein, and Snodgrass (1997) collected norms for 8-to 10-year-old children. Norms for pictures have been collected for adults in British English (Barry, Morrison, & Ellis, 1997; Vitkovitch & Tyrrell, 1995) , Spanish (Sanfeliu & Fernandez, 1996) , Dutch (Martein, 1995) , and more recently, French (Alario & Ferrand, 1999) , Icelandic (Pind, Jonsdottir, Tryggvadottir, & Jonsson, 2000) , and Italian (Dell'Acqua, Lotto, & Job, 2000) . As far as French is concerned, Alario and Ferrand (1999) collected norms for 400 line drawings taken from Cycowicz et al., which included the 260 line drawings from Snodgrass and Vanderwart (1980) . As was pointed out by Sanfeliu and Fernandez, language-specific norms are important since, for example, the way names are used to refer to pictures has been shown to vary across languages. However, normative data for pictural stimuli are still sparse and much less numerous than those for verbal stimuli. Researchers are, therefore, often faced with the problem of finding pictorial stimuli. Indeed, researchers generally start to design an experiment by selecting verbal stimuli varying on one or several variables of interest, such as, for instance, word frequency or phoneme-to-grapheme consistency. Unfortunately, it is not often possible to find the corresponding pictures among available sets of standardized pictures. Consequently, researchers are forced to use new pictures taken from clip art libraries, children's books, or dictionaries or drawn by an artist. One problem is that norms for these pictures are generally not made available and they concern a rather limited set of pictures corresponding to the experimental stimuli. Moreover, such a situation is self-perpetuating when subsequent experiments are designed. Therefore, in an attempt to increase the pool of pictures available for experiments relying on picture stimuli, we decided to provide a new set of 299 pictures and norms for these pictures corresponding to concepts that are not already represented in the Cycowicz et al. database. Thus, our goal was to obtain a normative database for pictorial material that would be useful for future research involving French adults.
To avoid repeating already standardized pictures, Cycowicz et al. 's (1997) database was chosen as the starting point for the selection of the concepts for which pictures needed to be found. Because we thought that researchers should be able to select French material from both our normative database and Alario and Ferrand's (1999) database, we had to provide pictures that adhered as closely as possible to the style used in Snodgrass and Vanderwart's (1980) pictures. The selected pictures consisted of 299 simple black-and-white line drawings (available in electronic format at http://leadserv.u-bourgogne.fr/bases/pictures). For this new set of pictures, we then collected norms for NA, IA, image variability (Ivar), Fam, VC, and AoA. To allow the simultaneous use of both databases when stimuli were selected, we also closely followed the procedures used by Alario and Ferrand (note that these authors themselves closely followed the procedures used by Snodgrass & Vanderwart) .
For each picture, norms were collected for NA, IA, Ivar, Fam, VC, and AoA. As we will set out briefly below, several studies have indicated that these variables exert a strong influence in a variety of cognitive tasks. In addition, naming latencies were collected for the entire set of pictures, and correlational/multiple-regression analyses were performed, using the above-mentioned variables as predictors.
NA refers to the degree to which participants agree on a particular name to refer to a picture. It is measured by considering the number of alternative names given to a particular picture across participants. Two measures of NA are generally computed: the percentage of participants producing the most common name and the information statistic H (Shannon, 1949) . According to Snodgrass and Vanderwart (1980) , the H value captures more information about the distribution of names across participants than does the percentage of agreement measure. NA is an important determinant of naming speed (Barry et al., 1997; Bonin, Chalard, Méot, & Fayol, 2002; Ellis & Morrison, 1998; Gilhooly & Gilhooly, 1979; Lachman, 1973; Lachman, Shaffer, & Henrikus, 1974; Paivio, Clark, Digdon, & Bons, 1989; Snodgrass & Yuditsky, 1996; Vitkovitch & Tyrrell, 1995) , and it has been suggested that it is the key variable responsible for the longer naming times for pictures than for words (Ferrand, 1999) .
IA refers to the degree to which the mental images formed by participants in response to a picture name match the picture's appearance. Pictures that are rated high on the IA scale are responded to faster in spoken (Barry et al., 1997) and in written picture naming . Ivar indicates whether the name of an object evokes few or many different images for that particular object. A strong independent effect of Ivar on spoken and written naming latencies was recently observed by . Studies of memory have also shown that words that are highly rated for imagery are remembered the best (Gisselbrecht, 1988; Paivio, 1969) .
Fam refers to the familiarity of the depicted concept. This variable has not been found to contribute to naming times in a systematic and robust manner (Ellis & Morrison, 1998; Jolicoeur, 1985) . For instance, Ellis and Morrison reported a significant effect of Fam in spoken picture naming in a multiple regression analysis, using Lorch and Myers's (1990) procedure, but not in a conventional simultaneous multiple regression. However, Hirsh and Funnell (1995) have found that patients with progressive semantic dementia achieved better naming performance for objects having a high level of Fam than for objects having low Fam (see also Feyereisen, Van der Borght, & Seron, 1988 , on aphasic patients). Finally, Fam has been found to have a major effect on learning and memory performance (Baddeley, 1990) .
VC corresponds to the number of lines and details in the drawing. The VC of the pictures has not been found to contribute robustly to naming times (Barry et al., 1997; Cycowicz et al., 1997 ; but see Ellis & Morrison, 1998) . However, this variable has been found to affect ease of recognition in tachistoscopic tasks (e.g., Hartje, Hannen, & Willmes, 1986) .
A growing body of evidence also indicates that AoA is an important determinant of performance in various lexical processing tasks (Barry et al., 1997; Bonin, Fayol, & Chalard, 2001; Brown & Watson, 1987; Carroll & White, 1973a; Coltheart, Laxon, & Keating, 1988; Gerhand & Barry, 1998; Gilhooly & Logie, 1981; Hodgson & Ellis, 1998; Lachman, 1973; Lachman et al., 1974; Morrison, Chappell, & Ellis, 1997; Morrison, Ellis, & Quinlan, 1992; Yamazaki, Ellis, Morrison, & Lambon Ralph, 1997) . Carroll and White (1973b) have claimed that all or part of the differences in spoken picture-naming speed that are attributed to word frequency might actually be related to differences in AoA. Some researchers have therefore cast considerable doubt on whether frequency effects are genuine frequency effects or whether they should be attributed to AoA (Morrison et al., 1992) . Nevertheless, other studies have reported significant effects of both word frequency and AoA (Barry et al., 1997; Lachman, 1973; Lachman et al., 1974; Morrison & Ellis, 2000; Snodgrass & Yuditsky, 1996) . Two different objective estimates of printed word frequency (expressed as the number of occurrences per million) are provided in the database. The first corresponds to word frequency as found in Imbs (1971) , and the second refers to the Frantext counts as reported in the LEXIQUE database (New, Pallier, Ferrand, & Matos, 2001 ). In the following sections, we start by describing the methodology used to collect the normative and naming latency data. We then provide the normative data and discuss the relation between the six variables considered and naming latencies.
METHOD Participants
A total of 120 psychology students participated in the rating tasks in order to fulfill a course requirement. Six groups of 20 participants each were involved in each of the six rating tasks. The participants (6 males and 114 females; mean age, 20 years; range, 17-33 years) were all native speakers of French and had normal or corrected-tonormal vision. All the separate rating tasks were performed collectively. Finally, 30 additional participants taken from the same pool (2 males and 28 females; mean age, 19.2 years; range, 18 -23 years) performed a standard naming task on the 299 pictures.
Material
In order to select the final set of pictures to be used in the different norming tasks, a preliminary selection phase was performed, using a pool of about 700 pictures that, for the most part, corresponded to concepts for which no pictorial representation was available in Alario and Ferrand's (1999) database.
The preliminary selection was performed by the authors. To be included in the database, a picture had to be nonambiguous and typical of the intended concept. The drawing had to include all the details necessary in order to conform to the real complexity of the object, and, as far as possible, it had to closely conform to the style of Snodgrass and Vanderwart's (1980) drawings. For each of the above criteria, the authors were given a 3-point scale. For instance, in the typicality judgment task, a value of 1 corresponded to typical, and a value of 3 to not typical, with 2 corresponding to in between.
Pictures were chosen for inclusion in the norming study if all the authors agreed on all the criteria. On the basis of these criteria, 299 pictures were chosen. Although our goal was to provide norms for concepts and their names for which no pictorial representation was available in Alario and Ferrand's (1999) database, it appeared that 9 pictures elicited the same modal names in the two databases. The overlap between the two databases is thus extremely minimal (1.29%).
The objects belonged to 29 distinct semantic categories-that is, animal body part, artificial/ imaginary creature, bird, building (or part of building), clothing (or part of clothing), container/ receptacle, desk and writing material, food/fruit, house object/furniture, human body part, insect, jewel, kitchen utensil, mammals/four-footed animals, measurement instruments, media communication instrument, mollusc, musical instrument, natural element, occupation, person, plant (and part of plant), sports object, sportsman, tool, toy/game, vegetable, vehicle (and part of a vehicle), or weapon. An additional ad hoc category (i.e., mixed) was created by including objects that were difficult to categorize unambiguously. The semantic category corresponding to each picture is provided in the file, together with the norms (downloadable with the corresponding pictures at the URL mentioned above). 1
Procedure
Rating tasks. The rating tasks closely followed the procedures adopted by Alario and Ferrand (1999) . At the beginning of each task, the instructions both were provided in writing on a separate sheet of paper and were read aloud by the experimenter. The participants were instructed to perform each task carefully and consistently. Individual answer sheets were prepared for each rating task. For NA, IA, Fam, and VC tasks, the pictures were projected onto a large white screen by means of an overhead projector. As in Alario and Ferrand, the written modal name corresponding to the concept appeared on the individual answer sheets for the AoA and the Ivar tasks. For all the rating tasks except NA, 5-point scales were used. Great care was taken to explain to the participants that the full range of scale values had to be employed, and not only the extremes.
In the NA task, the participants had to identify each picture by using the first name (which could sometimes consist of more than one word) that came to mind, and they were asked to write it down on the answer sheet. If they could not identify the picture name, they had to indicate whether it was because they did not know the object (they had to write down DKO), they did not know the name of the object (DKN), or they were in a tip-of-the-tongue state (TOT).
In the IA task, the participants had to rate how closely each picture resembled their own mental images of the object. To this end, the experimenter spoke aloud the modal name corresponding to the picture prior to its presentation, waited for 5 sec, and then presented the picture on the screen. During the 5-sec period, the participants had to generate mental images corresponding to the name spoken aloud while closing their eyes or looking at the blank screen. Once the picture was displayed, they had to rate, on a 5-point scale, the degree of match between the picture and their generated mental images, with 1 corresponding to low agreement and 5 to high agreement.
In the Fam task, the participants were asked to evaluate the familiarity of the concept depicted by each picture according to how usual or unusual the object was in their realm of experience. Fam was defined as "the degree to which you come into contact with or think about the concept." Care was taken to explain to the participants that the rating had to be attributed to the concept itself, and not to the way it was represented. The participants answered by using a 5-point scale, with 1 corresponding to a very unfamiliar object and 5 corresponding to a very familiar object.
In the VC task, the participants were told to evaluate the VC of each drawing, and not that of the object it represented. An answer of 5 corresponded to very complex drawing, and 1 to very simple drawing. The VC was defined as the number of details or the intricacy of the lines in the drawing.
For the Ivar and AoA tasks, the ratings were performed on the basis of the written modal names. A booklet containing all the modal names was prepared. A 5-point scale was printed below each modal name. In the Ivar task, the participants had to indicate, on the 5-point scale, whether the name evoked few different mental images (rated 1) or many different mental images (rated 5). In the AoA tasks, the participants had to estimate the age at which they thought they had learned each of the names in its written or oral form. For this task, the five values of the scale corresponded to 3-year age bands with 0-3 at one extreme and 121 at the other. The values were then converted to numerical values, with 1 5 learned between 0 and 3 years and 5 5 learned at age 12 or after.
Real-time naming task. The participants were tested individually in a soundproof room. They sat in front of the computer screen at a distance of about 60 cm. Each picture was presented centered on the screen. The participants had to pronounce, as quickly as possible, the name of each picture and had to avoid making any noise before the response. They were told to tell the experimenter when they did not know the name of the picture. When they felt they knew its name but were not able to retrieve it immediately, they had to say aloud "tip of the tongue." The experimenter monitored the participants' responses and scored them for correctness. Each trial consisted of the following sequence of events. A ready signal ("*") appeared on the screen for 500 msec and was followed 200 msec later by the picture. The next trial began 2,500 msec after the participant had initiated his or her response. A short break was given to the participant after about every 45 trials. The experiment was run using PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993 ) on a PowerMacintosh. The computer controlled the presentation of the pictures and recorded the latencies. An AIWA CM-T6 small tie-pin microphone connected to a button box was used to record the spoken latencies. Fifteen pictures were used as warm-ups and also to adjust microphone settings.
RESULTS AND DISCUSSIO N

Rating Data
The mean ratings collected for each stimulus are included in a computer file available electronically on the Internet (at the URL mentioned above). The items are listed alphabetically and are accompanied by an identifying number indicating the corresponding pictorial representation. The following information is provided for each item: (1) the most common (modal) name (together with both the intended name in parentheses, whenever it was different from the modal name, and an approximate English translation of the modal name); (2) two measures of NA corresponding to the percentage of participants giving the most common name and the H statistic (as described in Snodgrass & Vanderwart, 1980) ; (3) the means and the standard deviations for IA, Fam, VC, Ivar, and AoA ratings. The word frequency values (taken from Content, Mousty, & Radeau, 1990, and New et al., 2001 ) of the modal name are also provided whenever available. The abbreviation NA (i.e., not available) is used to indicate that the single name (modal name) was not listed in the Content et al. corpus or in the New et al. corpus. The various nonmodal namings and their corresponding frequencies of occurrence are also provided for each of the pictorial stimuli. Of the 299 pictures, 96 yielded a single name, 84 two names, 51 three names, 38 four different names, and 17 five names. More than five names were given to 13 pictures. The numbers of naming failures (DKN, DKO, TOT) are given for each item. Finally, the mean naming latency for each item is given in milliseconds.
Descriptive Statistics Corresponding to the Normative Data of the Present Sample
The following descriptive statistics for the different variables appear in Table 1 : NA, IA, Fam, VC, Ivar, AoA, and the two measures of objective word frequency. 2 As is shown in Table 1 , two measures of NA were computed: the H statistic and the percentage of participants producing the modal name (%NA). The H value equals 0 when the modal name was provided by all participants. Increasing H values indicate decreasing levels of NA. As was pointed out by Snodgrass and Vanderwart (1980) , the heterogeneity of the names given to a picture is better indexed by the H measure than by the percentage of agreement.
When compared with Alario and Ferrand's (1999) database, Table 1 indicates that (1) the mean NA score was slightly lower and was also more heterogeneous (as a result, H and %NA were less positively and negatively skewed, respectively); (2) the mean IA score was higher, whereas precisely the opposite was found for Ivar (in contrast to what was observed in Alario and Ferrand, 1999 , Ivar was not positively skewed); (3) the mean VC score was very similar; (4) Fam and AoA had slightly higher mean scores; (5) as far as objective word frequency (taken from Brulex; Content et al., 1990 ) is concerned, the mean frequency was higher, and the frequency values were more heterogeneous and also more positively skewed than in Alario and Ferrand's sample; but (6) the reverse was true regarding Frantex frequency values (taken from New et al., 2001) .
With the exception of the H measures, the differences were, however, small as regards the central tendency and the heterogeneity values. The most important differences concerned the skew for H, Ivar, and word frequency (as given by Brulex) measures. More particularly, for H and word frequency, there were more extreme positive values in the current dataset than in Alario and Ferrand's (1999) sample.
Correlational analyses. Correlational analyses were performed on the data 3 (see Table 2 ).
As was expected, the correlation between the two NA measures (H and %NA) was high and negative (2.917), and the correlation between Brulex and Frantex word frequency values was high and positive (.967).
AoA was negatively correlated with Ivar, Fam, and %NA (conversely, the correlation with the H measure was significantly positive). These results indicate that early acquired words tend to evoke more different pictorial representations, have a higher NA, and refer to concepts that are more familiar than late acquired words. The correla- (New, Pallier, Ferrand, & Matos, 2001) . *Significant at p < .01. tion between AoA and word frequency was also negative and significant, but it was smaller in size than the previously reported correlations. The correlation between Fam and Ivar was positive. This suggests that a larger number of different mental images are associated with familiar concepts. Fam was also positively correlated with %NA (and negatively with the H statistic), indicating that familiar concepts depicted by the pictures receive a higher name agreement score than do less familiar concepts. The negative correlation between Fam and VC reveals that familiar concepts are depicted by pictures that are visually less complex. Finally, VC was negatively correlated with the %NA (and positively with the H statistic), indicating lower name agreement for visually complex pictures. The opposite was observed as regards the correlation between IA and NA (%NA and H ), which suggests that high NA scores were given to pictorial stimuli that provided good matches for the participants' mental images.
As can be seen from Table 3 , the results of the analyses were mostly similar to those obtained by Alario and Ferrand (1999) , although correlation values were often weaker. This was particularly true for the correlations between Fam and Ivar, Fam and frequency, and Fam and AoA, suggesting that the familiarity of the depicted concepts was less strongly related to these variables in the present dataset than in that used by Alario and Ferrand. Other important differences between the two datasets were also found as regards the correlations between the two measures of NA with AoA, as well as for the correlation between Ivar and VC. NA seems to have been less dependent on AoA, and Ivar was less dependent on VC, in the present sample than in that used by Alario and Ferrand. Factor analysis. In order to obtain further information on the main multivariable structures of our normative database and that used by Alario and Ferrand (1999) , a principal component factor analysis and a varimax rotation was performed on each sample. 4 In these analyses, only the H statistic for NA was considered because (1) H is a more common measure of NA and (2) using both NA measures would have given too much weight to the NA variable. In each analysis, three factors were retained: two factors because two eigenvalues were above 1 and a third factor because VC was not clearly expressed on the first two factors. 5 Altogether, the three factors accounted for 65% of the variance in the present sample and 72% in Alario and Ferrand's sample. Table 4 shows the loadings of the variables in the two analyses. In the two samples, Factor 1 loads on Ivar, AoA, and word frequency. However, whereas in Alario and Ferrand's (1999) sample, Fam was also essentially expressed on this factor, in the present sample, this variable was equally expressed on the first and the third factors. The latter aspect can be explained by the lower correlations between Fam and IA, AoA, and frequency observed in the present sample. The second factor loads essentially on NA and IA in both samples. VC complexity and, to a lesser extent, Fam contribute to the third factor.
Linear congruence coefficients (e.g., Broadbooks & Elmore, 1987) between the factors in the two analyses (Alario and Ferrand's, 1999 , and ours) were computed. 6 As can be seen from Table 5 , the coefficients between all pairs of factors of the same order were very close to 1, indicating that the three dimensions are similar in the two samples. Moreover, the coefficients between differentorder factor pairs were close to 0, indicating that a dimension in one of the samples is practically independent of another dimension in the other sample. These results show that the dimensions are essentially the same in the two analyses: (1) Ivar, AoA, word frequency; (2) NA and IA; (3) VC and, again partially, Fam. The most important discrepancy relates to Fam, which is more dependent on the first dimension in Alario and Ferrand's (1999) database than in the present one. This latter result might be due to the fact that our stimuli were slightly less familiar to the participants than was the case in Alario and Ferrand. Table 4 Factor Analysis (Varimax Rotation) Alario and Ferrand (1999) Present Sample Note-NA, name agreement (H statistic); IA, image agreement; Fam, conceptual familiarity; VC, visual complexity; Ivar, image variability; AoA, age of acquisition; Freq (Brulex), word frequency from Brulex (Content, Mousty, & Radeau, 1990 ). Sanfeliu and Fernandez (1996) have stressed the importance of collecting language-specific normative data. Cross-linguistic comparisons are important since they make it possible to determine whether the (correlational) structure among the variables that has been found in some languages also holds true in some others. The following analyses were thus performed to compare the relationships found in our database with other normative data obtained in other languages: American English, Spanish, Icelandic, and Italian.
American English. Apart from Ivar, for which norms were not collected, Snodgrass and Vanderwart (1980) have reported the results of correlational analyses between the same set of variables as those used in the present study (note, however, that AoA scores were available for only 89 concepts). Two points are worth noting. (1) The signs of the correlations were generally the same as those found in the present study, except for the correlation between H and word frequency, which was significantly negative in their database and significantly positive in ours. However, although reliable, the latter correlation was very low in the present database (.16), and the correlation between word frequency and %NA was not reliable, which suggests a quasi-absence of a relation between NA and word frequency in the present dataset. (2) The sizes of the correlations found by Snodgrass and Vanderwart were generally higher than those observed in our database. This holds particularly true for the correlations between Fam and VC (2.47 vs. 2.22), Fam and AoA (2.55 vs. 2.38), Fam and frequency (.36 vs. .09), AoA and frequency (2.48 vs. 2.25), and VC and frequency (2.18 vs. .04). These differences could be attributable to the conceptual familiarity and the frequency of the items, which were lower in the present dataset than in Snodgrass and Vanderwart, as well as to the AoA of the items, which was higher.
Spanish. For Spanish (see Sanfeliu & Fernandez, 1996, Table 3 ), the mean of the absolute differences between the available correlations in the two samples (note that in the Spanish study, only significant correlations were reported and that AoA measures were not included) was about .14, suggesting important variations between the two samples. In particular, the correlations between Fam and VC (2.459), Ivar (.327), and word frequency (.214) were greater than those observed in the present sample (2.217, .203, and .086, respectively) . The correlations between Fam and NA were significant in the present sample but were not significant for the Spanish sample. The correlation between IA and Fam was significant and negative in the Spanish sample (2.155), whereas it was positive but not significant in the present one (.102). Also, the two measures of NA were less highly correlated in Sanfeliu and Fernandez's sample (2.740) than in the present sample (2.916). Finally, no significant correlation between word frequency and Ivar was found in Spanish, whereas the observed value was .395 in our data.
Icelandic. For Icelandic, the four significant correlations reported by Pind et al. (2000) had the same signs but showed important differences in magnitude. The correlations between Fam and AoA (2.60) and between Fam and word frequency (.50) were higher than those found in the present sample (2.382 and .086, respectively). The same held true for the correlation between AoA and word frequency (2.58 and 2.229, respectively).
Italian. A comparison between the correlations found in the present study and the significant correlations reported by Dell'Acqua et al. (2000) indicates (1) Taken together, the comparisons with previous published picture norms clearly show (1) that the qualitative relations between the variables, as denoted by the signs of the correlations, are essentially the same in the different languages (French, American English, Icelandic, Spanish, and Italian) and picture samples. However, (2) the magnitudes of these relations vary across studies in an important way. This last observation highlights the need to collect normative data separately for each language.
Real-time naming data. Following Snodgrass and Yuditsky's (1996) recommendation, naming latencies were trimmed on the basis of item rather than participant means, since item difficulty is such a large source of variance in naming time. Trimming was accomplished by elim- Alario and Ferrand (1999) ; Freq, Frantext word frequency (log transformed) taken from New, Pallier, Ferrand, & Matos (2001) ; Phons, number of phonemes; n.s., not significant. inating all latencies greater than two standard deviations from each item's mean. Multiple regression analyses were performed with the inclusion of naming latencies as the dependent variable and NA, IA, Ivar, VC, Fam, AoA, and word frequency (log transformed) as the independent variables. A word length variable was also included (i.e., number of phonemes). It must be stressed that the following analyses were not intended to investigate the processes responsible for the effects. These issues have been more specifically addressed in other studies (e.g., Barry et al., 1997; . The purpose of the following analyses was, thus, only to assess the generality of previous findings in picture naming, using the new set of pictures.
As has generally been the case in previous multiple regression analyses in which naming latencies have been used, items having a very low NA score were not included (e.g., Barry et al., 1997; . More specifically, items with an NA of at least 75% (taken from the norming study) were included.
Two multiple regression analyses were performed, the first with the full set of items and the second with the exclusion of items leading to less than 50% correct responses (i.e., not corresponding to the modal name of the picture, as indicated by the normative data). The two types of analyses yielded similar results, and only the one performed with the inclusion of all items (and having an NA score of .75%) is reported. Because it has been claimed that a word frequency effect is more likely to emerge when recent frequency measures are used (Ellis & Lambon Ralph, 2000) , only the word frequency estimations provided in the LEXIQUE database (i.e., New et al., 2001) were included as a predictor in the analyses. Table 6 reports the significant results of simple correlational analyses between naming times and each of the eight variables. As can be seen, naming times were positively correlated with AoA and NA (H) and, to a lesser extent, with VC. Negative correlations were observed between naming times and Ivar, frequency, and to a lesser extent, Fam.
The results of the multiple regression analyses appear in Table 7 . As can be seen, NA (H), IA, AoA, and word frequency were found to be significant determinants of naming speed. It should be noted that a similar pattern of results was found when NA-defined as the percentage of modal NA-was substituted for the H statistic.
Taken together, the results of the multiple regression analyses are consistent with those reported in the literature. In line with previous studies, we found that NA is an important determinant of naming speed (Barry et al., 1997; Ellis & Morrison, 1998; Gilhooly & Gilhooly, 1979; Lachman, 1973; Lachman et al., 1974; Paivio et al., 1989; Snodgrass & Yuditsky, 1996; Vitkovitch & Tyrrell, 1995) . IA has not previously been included very frequently as a predictor of naming speed in picture-naming studies, but it happens to be a significant determinant of naming latencies, as has been reported by Barry et al. (1997) in spoken naming and by in both spoken and written picture naming. The finding of a reliable contribution of AoA in predicting naming speed adds further evidence for the claim that lexical representations are accessed faster when words are acquired early in life than when they are acquired later. In contrast to some picture-naming studies that have failed to find reliable effects of word frequency when AoA was also taken into consideration (Barry, Hirsh, Johnston, & Williams, 2001; , we found a reliable contribution of word frequency. It is worth stressing that the finding of a word frequency effect in addition to an AoA effect in picture naming in the present database cannot be attributable to the use of up-to-date word frequency measures (as was suggested by Ellis & Lambon Ralph, 2000) . In effect, in another picture-naming study that used around 200 pictures taken from Snodgrass and Vanderwart's (1980) database (Chalard, Bonin, Méot, Boyer, & Fayol, in press), we did not find a significant contribution of word frequency in addition to a reliable AoA contribution when the recent word frequency measures (i.e., Frantext) were introduced in the multiple regression analyses. Clearly, the identification of the conditions that lead to the observation of both word frequency and AoA effects in picture naming is an issue that requires further investigation. We did not find that either Fam or VC made a significant contribution in predicting naming times. As was already stated in the introduction, these variables have not been found to contribute robustly to naming times (Barry et al., 1997; Cycowicz et al., 1997; Ellis & Morrison, 1998; Jolicoeur, 1985) . Finally, in contrast to a previous report of a reliable contribution of Ivar in both spoken and written picture naming , we did not find a reliable contribution of this variable in the present database. The lack of an effect of this variable might be related to its lower mean and variance in the present data set.
In conclusion, the present study provides French normative data and naming times for a new set of 299 blackand-white drawings. We believe that increasing the pool of available standardized French pictorial material will be of great use to researchers involved in the study of perception, language, and memory.
2. Note that, because of missing values, these statistics were computed using only 281 and 290 stimuli for Brulex and Frantex frequency, respectively.
3. Because of missing values, the correlations with Brulex and Frantex frequency values were computed by using 281 and 290 stimuli, respectively. The correlation between the two measures of frequency was computed on 281 stimuli.
4. These analysis were performed using only stimuli with valid values for all the variables-that is, 281 in the present dataset and 356 in Alario and Ferrand's (1999) sample.
5. Note that the variable structures were essentially the same on the first two factors when two or three factors were used for the analyses. The only difference concerned VC, which had no clear expression on the two first factors but was well expressed on the third.
The linear congruence coefficient is defined by
where n is the number of variables, a ip is the loading of the ith variable on the pth factor in the first sample, and b iq is the loading of the ith variable on the qth factor in the second sample. The absolute value of CCpq is distributed in the range of 1 (similar solutions) to 0 (total discrepancy). 
