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CAPI´TULO 1
Introduccio´n
Los problemas de autovalores juegan un rol central en numerosas a´reas de la ciencia y de la ingenier´ıa;
aparecen frecuentemente en la dina´mica de estructuras ela´sticas, acu´stica, electromagnetismo, meca´nica
cua´ntica, meca´nica de fluidos, teor´ıa de procesos aleatorios y biof´ısica. En la mayor´ıa de las aplicaciones, el
conocimiento de los autovalores permite, por ejemplo, estudiar la establidad de un sistema (f´ısico/qu´ımico
cua´ntico/biolo´gico) en las inmediaciones de sus estados de equilibrio. La cuestio´n se vuelve crucial en el
contexto de la meca´nica cua´ntica (relativista o no-relativista) ya que el entendimiento de la mayor´ıa de
los feno´menos cua´nticos depende fuertemente del conocimiento del espectro de ciertos operadores lineales.
Desde el punto de vista puramente matema´tico, la teor´ıa espectral es tambie´n una fuente de problemas
fascinantes. Varios de ellos esta´n todav´ıa sin resolver; en particular, algunas cuestiones relacionadas con
el comportamiento de los autovalores cuando se producen variaciones en la geometr´ıa del dominio.
Para operadores con rango de dimensio´n infinita, el ca´lculo exacto de los autovalores y las autofunciones
resulta, salvo raras excepciones, extremadamente complejo o directamente imposible.
Por tal motivo, existe una gran variedad de me´todos nume´ricos para abordar este tipo de problemas; por
ejemplo, los autovalores asociados a problemas de valores de contorno pueden calcularse aproximadamente
utilizando me´todos variacionales o diferencias finitas o me´todos de interpolacio´n.
Adoptado un determinado me´todo de aproximacio´n, una pregunta que surge naturalmente es la siguiente:
co´mo se relacionan los objetos espectrales del problema original con los objetos espectrales del problema
aproximado?
1.1 Convergencia y estimaciones del error
1.1.1 Problemas planteados en dominios poligonales
En te´rminos generales, para calcular nume´ricamente el espectro de un operador lineal T, con dominio y
rango en un espacio de Hilbert (separable) X, se sustituyen los autovalores y las autofunciones de T por
los autovalores y las autofunciones de otro operador lineal Th, con dominio en X y rango en un espacio
de dimensio´n finita Vh
1. Diremos que Th es una aproximacio´n de T si
Thu→ Tu para cualquier u ∈ X. (1.1)
El espectro de cada operador Th se obtiene resolviendo un problema matricial de autovalores generalizado.
Uno de los objetivos principales de la teor´ıa de aproximacio´n espectral es analizar la convergencia de los
valores propios y de los subespacios invariantes de la sucesio´n {Th}h>0 a los correspondientes elementos
de T a medida que h→ 0.
1Adoptaremos aqu´ı la notacio´n correspondiente a la versio´n h del me´todo de los elementos finitos; h sera´ siempre un
para´metro positivo que tiende a cero.
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Que´ caracter´ısticas deber´ıa tener el espectro de Th para ser considerado una aproximacio´n correcta del
espectro de T?
Sea λ un autovalor aislado de T con multiplicidad algebraica finita igual a m. Sea γ una curva de Jordan
alrededor de λ; elegida de manera tal que su interior no contenga otros puntos pertenecientes al espectro
de T. Para z en el conjunto resolvente de T, el operador Rz(T) := (T− zI)−1 define la resolvente de T
en z y el operador
Eλ := − 1
2pii
∫
γ
Rz(T) dz
es una proyeccio´n sobre el subespacio invariante Eλ(X), cuya dimensio´n es igual a m.
De la misma manera, para z en el conjunto resolvente de Th, Rz(Th) := (Th − zI)−1 define al operador
resolvente de Th en z. Si γ esta´ incluido en el conjunto resolvente de Th,
Eλh := −
1
2pii
∫
γ
Rz(Th) dz
es la proyeccio´n espectral asociada con todos los autovalores de Th (si es que existe alguno) que yacen
en el interior de γ.
El me´todo de aproximacio´n sera´ espectralmente correcto si, para h suficientemente chico,
- cualquier conjunto compacto incluido en el conjunto resolvente de T tambie´n estara´ incluido en el
conjunto resolvente de Th,
- existen exactamente m autovalores λ1h, · · ·, λmh de Th en el interior de γ (repetidos segu´n sus
respectivas multiplicidades) y todos convergen a λ.
La condicio´n (1.1), en general, no es suficiente para garantizar que el me´todo sea espectralmente correcto.
Ejemplos de esto pueden encontrarse en [82].
Que´ condiciones se deber´ıan agregar?
Siguiendo a Chatelin [85], asumiremos que la aproximacio´n Th es fuertemente estable; es decir, para h
suficientemente chico,
existe M > 0 tal que ‖Rz(Th)‖L(X) ≤M para z ∈ γ,
dim Eλ(X) = dim Eλh(X).
Entonces λ sera´ estable en el sentido de Kato ([124], pag. 437); en consecuencia, Th sera´ una aproximacio´n
espectralmente correcta.
Que´ propiedades de la aproximacio´n podr´ıan garantizar estas condiciones?
Cuando Vh ⊂ X, T es compacto y los operadores Th convergen a T uniformemente; es decir,
‖T−Th‖L(X) → 0, (1.2)
Th resulta estable en una vecindad de cualquier autovalor de T con preservacio´n de las multiplicidades
algebraicas. Ma´s au´n, se pueden obtener varios resultados (o´ptimos) sobre el orden con el que convergen
los autovalores y autofunciones aproximados [29, 42] 2. La hipo´tesis de compacidad es va´lida para muchos
problemas de autovalores de intere´s; por ejemplo, la mayor´ıa de los sistemas de ecuaciones diferenciales
en la teor´ıa lineal de la elasticidad esta´n asociados con operadores que tienen inversas compactas.
2Las aproximaciones conformes de problemas de autovalores compactos han sido estudiadas en numerosos trabajos:
Anselone-Palmer [11], Bramble-Osborn [49], Fix [105], Chatelin [82], Osborn [144], Chatelin-Lemordant [85], Kolata [130],
Babuˇska-Osborn [28], Beattie [31], Knyazev-Osborn [129], por mencionar solo algunas de las publicaciones ma´s influyentes.
2
Cuando el operador T no es compacto, ya no es posible (claramente) asumir propiedades como la (1.2). La
no compacidad de T puede causar serias complicaciones. En primer lugar, el espectro esencial de T 3 ya no
esta´ obligado a ser un subconjunto de {0}, como en el caso compacto 4. Esto significa que el espectro σ(T)
de T podr´ıa ahora contener autovalores de multiplicidad infinita, puntos de acumulacio´n de autovalores
y un espectro continuo. Adema´s, no hay garant´ıas para la convergencia de los autovalores/autofunciones
aproximados y, todav´ıa peor, podr´ıan aparecer autovalores espurios en la aproximacio´n; es decir
λh ∈ σ(Th) tal que l´ım
h→0
λh = λ 6∈ σ(T).
En particular, el me´todo de los elementos finitos, con funciones bases convencionales, origina la aparicio´n
de soluciones espurias cuando se lo utiliza para aproximar el espectro de operadores lineales no compactos.
Este feno´meno (muy conocido) se presenta, por ejemplo, en problemas de magnetohidrodina´mica [146],
gu´ıas de ondas [120], acu´stica [115] y electromagnetismo [44].
En muchos casos, si el operador T es acotado, los autovalores espurios pueden removerse modificando la
aproximacio´n Th de manera tal que se satisfagan las siguientes propiedades:
P1 para todo u ∈ V ⊂ X existe uh ∈ Vh ⊂ V tal que l´ım
h→0
‖u− uh‖V = 0,
P2 l´ım
h→0
sup
uh∈Vh
‖uh‖V =1
‖(T−Th)uh‖V = 0.
Esencialmente, el me´todo nume´rico se disen˜a para que Th converja a T, ya no uniformemente, sino en
un sentido ma´s de´bil; suficiente para garantizar que la aproximacio´n sea espectralmente correcta (libre de
modos espurios) para todo autovalor aislado de T. Estas condiciones fueron introducidas por Descloux-
Nassif-Rappaz [94]. Los mismos autores establecieron tambie´n estimaciones del orden con el que convergen
los autovalores y autofunciones aproximados a los correspondientes autovalores y autofunciones de T pero
solo para el caso en que Th es una aproximacio´n conforme obtenida por el me´todo de Galerkin [95]. En
este contexto, es interesante sen˜alar lo siguiente:
si P1 se satisface, P2 implica que Th aproxima compactamente a T, en el sentido de Vainikko [164]
5.
Esto sugiere que la teor´ıa de Descloux-Nassif-Rappaz se apoya sobre cierta compacidad subyacente del
operador T. Una estrategia similar para me´todos mixtos puede encontrarse en [43].
Una caracter´ıstica interesante de la teor´ıa de Descloux-Nassif-Rappaz es que puede ser adaptada para
analizar aproximaciones no-conformes (Vh 6⊂ V ) de problemas espectrales. Supongamos que podemos
definir una norma ‖ · ‖h en Vh ⊂ X con la siguiente propiedad (compatibilidad de normas):
‖u‖h = ‖u‖V para todo u ∈ V.
Entonces, asumiendo que las propiedades P1-P2 se satisfacen con la norma ‖·‖h reemplazando a la norma
‖ · ‖V , es posible usar los argumentos en [94, 95] para probar que el me´todo converge correctamente y
estimar la rapidez de convergencia de la aproximacio´n.
Esta idea fue utilizada por
Rodr´ıguez-Solomin [150], para determinar el orden de convergencia de las frecuencias de vibracio´n
aproximadas, obtenidas usando un me´todo de elementos finitos no-conforme, de un sistema con
interaccio´n fluido-estructura,
Antonietti-Buffa-Perugia [12], para analizar la aproximacio´n discontinua de Galerkin del espectro
del operador de Laplace con condiciones de borde de Dirichlet,
3Espectro esencial de T, σes(T) := {µ ∈ C tal que (T− µI) : X → X no es un operador de Fredholm. }.
4Si X es de dimensio´n infinita y T : X → X es compacto, entonces 0 ∈ σ(T); 0 puede o no ser un autovalor de T y su
espacio propio puede o no tener dimensio´n finita.
5Supongamos que Vh ⊂ V . Decimos que Th es una aproximacio´n compacta de T si la convergencia puntual es tal que
para cualquier sucesio´n acotada {xh} de elementos de Vh, la sucesio´n {(T − Th)xh} es relativamente compacta en V .
La nocio´n de convergencia compacta fue introducida por Vainikko en un contexto ma´s general (Vh 6⊂ V ). La prueba de la
estabilidad fuerte de tal aproximacio´n puede encontrarse en [164, 83].
3
Buffa-Perugia [60], para analizar la aproximacio´n discontinua de Galerkin del problema espectral
de Maxwell.
En el primer caso, se asume que las formas bilineales continuas (definidas a partir de la formulacio´n
variacional del problema) y sus versiones aproximadas (determinadas por el me´todo nume´rico) son iguales.
En particular, ‖ · ‖h = ‖ · ‖V .
En los dos casos restantes, solo se analizan variantes del me´todo discontinuo de Galerkin que resultan
aproximaciones consistentes, en el sentido definido por Arnold-Brezzi-Cockburn-Marini ([19], pag. 10).
Esto simplifica considerablemente el trabajo de estimar el orden con el que convergen las aproximaciones
de los autovalores.
Aproximaciones no-conformes para problemas espectrales formulados variacionalmente tambie´n han sido
analizadas en
Mercier-Osborn-Rappaz-Raviart [138].
En este trabajo se asume que el operador T es compacto, que las formas bilineales aproximadas coinciden
con las formas bilineales continuas y que
l´ım
h→0
‖T−Th‖L(X) = 0.
1.1.2 Problemas planteados en dominios con bordes curvos
Supongamos que el problema que nos interesa resolver esta´ definido sobre un dominio con bordes curvos.
Una manera standard de abordar esta situacio´n consiste en:
reemplazar el dominio original Ω por un dominio poligonal (aproximante) Ωh
↓
restringir el problema original al dominio Ωh
↓
resolver nume´ricamente el problema restringido.
Este procedimiento es muy conveniente desde el punto de vista computacional 6 pero introduce la siguiente
(obvia) dificultad: el dominio sobre el que esta´ definido el problema original es distinto al dominio sobre
el que esta´ definida la aproximacio´n del problema; adema´s, esta diferencia cambia con h. Diremos que la
modificacio´n que sufre el dominio es una perturbacio´n si
(Ω− Ωh) ∪ (Ωh − Ω)→ 0.
Co´mo estimar la influencia que tiene la perturbacio´n del dominio en la aproximacio´n del espectro?
Siendo Ωh 6= Ω, Vh(Ωh) 6⊂ V (Ω) y, por lo tanto, la aproximacio´n sera´ siempre no-conforme. Podr´ıamos
entonces intentar adaptar la teor´ıa de Descloux-Nassif-Rappaz para analizar esta situacio´n. Observemos
que la aplicacio´n de esta teor´ıa implica la definicio´n de operadores solucio´n T (asociado con el problema
original) y Th (asociado con el problema aproximado) sobre un mismo espacio funcional.
Co´mo se puede lograr esto?
El requisito anterior no es tan dif´ıcil de satisfacer cuando Ω es convexo ya que, en este caso, Ωh ⊂ Ω para
todo h.
6En el contexto del me´todo de los elementos finitos, la teor´ıa de aproximacio´n sobre dominios curvos ha sido extensamente
desarrollada [76, 179, 151, 40]. En la mayor´ıa de estos trabajos, se utilizan elementos parame´tricos: las funciones bases son
obtenidas mapeando las bases polinomiales standard desde un elemento de referencia a un elemento curvo por medio de
una transformacio´n no-af´ın. Como consecuencia, los espacios de elementos finitos no sera´n estrictamente polinomiales. Este
procedimiento es muy utilizado en la pra´ctica y suficiente para muchos fines. Sin embargo, en algunas aplicaciones, es ma´s
ventajoso construir una familia de espacios de elementos finitos encajados definida sobre una jerarqu´ıa de grillas que se
obtiene a partir de una grilla inicial ma´s un proceso de refinamiento sistema´tico. Esta situacio´n es t´ıpica de los me´todos
adaptativos. Los elementos parame´tricos no permiten, en general, producir esta jerarqu´ıa de espacios discretos.
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Un ejemplo cla´sico: usar un me´todo de los elementos finitos para aproximar el problema espectral
de Laplace con condiciones de borde de Dirichlet.
Una te´cnica posible: imponerle a cada funcio´n en Vh(Ωh) que se anule (fuerte o de´bilmente) en todos
los grados de libertad que yacen sobre ∂Ωh y, luego, extenderla por cero fuera de Ωh.
El resultado obtenido: las funciones as´ı extendidas pertenecera´n a L2(Ω); por lo tanto, los operadores
T y Th podra´n definirse con dominio en L
2(Ω) (en particular, si Vh(Ωh) ⊂ H10 (Ωh), el me´todo
resultara´ conforme y podr´ıa aplicarse la teor´ıa cla´sica para operadores compactos).
Cuando Ωh 6⊂ Ω, la aplicacio´n de esta metodolog´ıa no conduce a resultados de convergencia o´ptimos.
Existen alternativas para tratar con la discrepancia entre Ω y Ωh pero, en general, son espec´ıficas para
cada clase de problemas. Por ejemplo, en el contexto del me´todo de los elementos finitos,
- las aproximaciones del problema de autovalores de Laplace (usando los espacios de Lagrange que
son H1(Ωh)-conformes) fueron analizadas en:
Vanmaele-Z˘en´ı˘sek [165] y Lebaud [133] (condiciones de borde de Dirichlet),
Herna´ndez-Rodr´ıguez [116] (condiciones de borde de Neumann),
Acosta-Armentano [1] (condiciones de borde mixtas en un dominio no-Lipschitz),
- la aproximacio´n del problema espectral del operador grad-div (usando el espacio de Raviart-Thomas
de orden cero que es H(div,Ωh)-conforme) fue analizada en:
Herna´ndez-Rodr´ıguez [117] (condiciones de borde nulas).
En todos estos trabajos, el problema estudiado es bi-dimensional. Adema´s, salvo por Vanmaele-Z˘en´ı˘sek
que utilizan la caracterizacio´n min-max, en los restantes trabajos se aplica la teor´ıa de Babuˇska-Osborn
[29] para probar que las aproximaciones convergen con orden o´ptimo.
1.1.3 Problemas aproximados por me´todos mixtos
Los me´todos mixtos han sido extendidos exitosamente para aproximar los autovalores y las autofunciones
de operadores diferenciales.
Algunas de las ideas fundamentales para analizar matema´ticamente tales me´todos fueron introducidas
en los trabajos pioneros de Canuto [63], Osborn [145] y Mercier-Osborn-Rappaz-Raviart [138]; quienes,
en particular, probaron resultados muy u´tiles para estimar la rapidez con la que convergen las soluciones
aproximadas.
Un ana´lisis alternativo se presenta en Boffi-Brezzi-Gastaldi [43] donde se establecen condiciones necesarias
y suficientes para asegurar una convergencia espectralmente correcta de las aproximaciones v´ıa me´todos
mixtos de problemas el´ıpticos.
La caracter´ıstica comu´n a todas estas teor´ıas es que han sido desarrolladas para
- operadores compactos,
- problemas planteados sobre dominios poligonales,
- me´todos conformes.
1.1.4 Resultados obtenidos
Uno de los objetivos de este trabajo es analizar las aproximaciones por elementos finitos no-standard de
varios problemas de autovalores. Los problemas considerados son sime´tricos y esta´n asociados a ecuaciones
o a sistemas de ecuaciones diferenciales parciales. Consta de cuatro partes; desarrolladas a lo largo de los
cap´ıtulos 3 y 4.
En la primera parte (cap´ıtulo 3, secciones 3.1-3.3), se presenta una teor´ıa de aproximacio´n espectral
para operadores lineales y acotados en espacios de Hilbert. La teor´ıa es abstracta y fue desarrollada para
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estudiar las aproximaciones no-conformes de problemas de autovalores formulados variacionalmente. La
no-conformidad de las aproximaciones puede deberse a
- las discontinuidades de los espacios discretos utilizados por el me´todo nume´rico,
- que el problema de autovalores este´ planteado en un dominio con interfaces y/o bordes curvos,
- una combinacio´n de ambas situaciones.
La teor´ıa se obtuvo como una generalizacio´n de la teor´ıa de Descloux-Nassif-Rappaz [94, 95].
Una hipo´tesis crucial de la teor´ıa propuesta es la existencia de operadores de extensio´n (uniformemente
acotados) que actu´an sobre las funciones pertenecientes a los espacios V (Ω) y Vh(Ωh) para convertirlas
en funciones
- con dominio en el conjunto unio´n Ω̂ := Ω ∪ Ωh,
- pertenecientes al espacio suma (V e + V eh )(Ω̂) ⊂ X(Ω̂),
- satisfaciendo las siguientes propiedades:
. si u ∈ V (Ω), ue ∈ V (Ω̂) y ue|Ω = u,
. si u ∈ Vh(Ωh), ue ∈ X(Ω̂) y ue|Ωh = u.
Como veremos, estas extensiones nos permitira´n definir operadores lineales y acotados sobre un mismo
espacio funcional y cuyos espectros estara´n directamente relacionados con los espectros de los operadores
T y Th.
Asumiendo que el me´todo nume´rico satisface las propiedades P1-P2 (adecuadamente modificadas) en una
norma ‖ · ‖h compatible, probaremos que quedan garantizadas las siguientes propiedades:
- la aproximacio´n es libre de autovalores espurios,
- los autoespacios aproximados tienen la dimensio´n correcta.
En otras palabras, las propiedades P1-P2 garantizan una convergencia espectralmente correcta.
Concentra´ndonos en problemas de autovalores sime´tricos formulados variacionalmente, estableceremos
estimaciones para el error en la aproximacio´n de los autovalores y las autofunciones. Aqu´ı, no asumiremos
que las formas bilineales continuas y discretas son iguales. Nuestras hipo´tesis (basadas en el ana´lisis de
los me´todos de elementos finitos de mayor uso) imponen:
- una condicio´n de compatibilidad entre las formas bilineales cuando se las testea con funciones del
continuo,
- la existencia de una norma ‖ · ‖∗, definida sobre el espacio suma y equivalente a la norma ‖ · ‖h
sobre los espacios discretos, que permite acotar a las formas bilineales aproximadas,
- comportamiento asinto´tico a cero de las autofunciones del operador T (extendidas a Ω̂) sobre los
dominios Ω− Ωh y Ωh − Ω.
Cabe sen˜alar que casi todos los resultados a los cuales hemos hecho referencia anteriormente ([12, 60,
116, 117, 150, 165]) se pueden obtener utilizando esta teor´ıa; en algunos casos, incluso, con ca´lculos ma´s
simples ([116]).
En la segunda parte (cap´ıtulo 3, seccio´n 3.4), se indica como adaptar la teor´ıa propuesta para
analizar las aproximaciones por me´todos mixtos no-conformes de un problema de autovalores planteado
sobre un dominio con bordes curvos.
Siguiendo los argumentos de Mercier-Osborn-Rappaz-Raviart [138], analizaremos dos tipos de problemas:
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- de primera clase (tambie´n conocidos como problemas tipo (f , 0));
Encontrar µ ∈ C, (u, p) ∈ V (Ω)×Q(Ω), (u, p) 6= (0, 0), tal que{
a(u,v) + b(v, p) = µ c(u,v) ∀v ∈ V (Ω),
b(u, q) = 0 ∀q ∈ Q(Ω),
- de segunda clase (o problemas tipo (0, g));
Encontrar µ ∈ C, (u, p) ∈ V (Ω)×Q(Ω), (u, p) 6= (0, 0), tal que{
a(u,v) + b(v, p) = 0 ∀v ∈ V (Ω),
−b(u, q) = µd(p, q) ∀q ∈ Q(Ω).
En ambas situaciones, asumiremos que se satisfacen las condiciones de Brezzi [56] (aseguran la existencia,
unicidad y estabilidad de la solucio´n del problema fuente asociado) y probaremos que las propiedades
P1-P2 (en versiones adecuadas) son suficientes para garantizar una convergencia libre de autovalores
espurios.
Probaremos tambie´n, para cada tipo de problemas, estimaciones del error cometido en la aproximacio´n
de los autovalores y las autofunciones.
Observemos que, a efectos de aplicar la teor´ıa propuesta, no es necesario determinar la compacidad (o la
falta de compacidad) del operador solucio´n subyacente. Esta caracter´ıstica de la teor´ıa es muy atractiva
ya que, como fuera sen˜alado por Boffi-Brezzi-Gastaldi [43], chequear propiedades de compacidad es una
tarea delicada; en especial, cuando el problema esta´ planteado en forma mixta.
En la tercera parte (cap´ıtulo 3, seccio´n 3.5), se indica como extender la teor´ıa propuesta con el
fin de analizar las aproximaciones no-conformes de problemas espectrales no-sime´tricos planteados sobre
dominios no necesariamente poligonales.
Los operadores no-autoadjuntos aparecen naturalmente en numerosas aplicaciones (un ejemplo: problemas
del tipo conveccio´n-difusio´n y absorcio´n que describen muchos feno´menos multi-f´ısicos, como aquellos que
se presentan en la dina´mica de fluidos/gases, la´seres y scattering nuclear). El comportamiento espectral de
estos operadores es considerablemente ma´s complejo que el de los operadores autoadjuntos. En particular,
los autovalores ya no estara´n confinados al eje real y podr´ıan tener multiplicidades algebraica y geome´trica
diferentes.
Los resultados obtenidos en esta seccio´n aplican a problemas no-sime´tricos formulados variacionalmente.
Entre estos resultados, las estimaciones del error en la aproximacio´n de los autovalores generalizan las ya
obtenidas por Descloux-Nassif-Rappaz [95] y Rodr´ıguez-Solomin [150].
En la cuarta parte (cap´ıtulo 4), finalmente, se aplica la teor´ıa propuesta para estudiar la aproximacio´n
de varios problemas de autovalores por me´todos de elementos finitos no-conformes.
Los resultados enunciados en este resumen forman parte de los siguientes trabajos:
Spectral approximation of variationally posed eigenvalue problems by nonconforming methods, A. Alonso
and A. Dello Russo, Journal of Computational and Applied Mathematics, 223 (2009) 177-197
Spectral approximation of variationally formulated eigenvalue problems on curved domains, A. Alonso and
A. Dello Russo, Electronic Transactions on Numerical Analysis 35 (2009) 69-87.
Finite element approximation of Maxwell eigenproblems on curved Lipschitz polyhedral domains, A. Dello
Russo and A. Alonso, Applied Numerical Mathematics 59 (2009) 1796-1822.
Hybrid finite element analysis of fluid-structure systems with coupling on curved interfaces, A. Dello Russo
and A. Alonso, IMA Journal of Numerical Analysis, 31 (2011), 1636-1682.
Mixed finite element analysis of eigenvalue problems on curved domains, A. Dello Russo and A. Alonso,
Computational Methods in Applied Mathematics, 14 (2014) 1-34.
Eigenvalue approximation by mixed nonconforming finite element methods. The determination of the vibra-
tional modes of a linear elastic solid, A. Dello Russo, Calcolo, 51 (2014), 563-597.
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1.2 Ana´lisis a posteriori del error
Co´mo obtener una solucio´n aproximada de un problema diferencial (fuente o de autovalores) con una
exactitud determinada (dentro de una tolerancia prescripta) y con el menor costo computacional posible?.
Ba´sicamente, hay dos tipos de procedimientos para estimar el error cometido en una aproximacio´n:
- el ana´lisis a priori; solo brinda informacio´n sobre el comportamiento asinto´tico del error y sus
resultados dependen fuertemente de la regularidad de la solucio´n exacta,
- el ana´lisis a posteriori; la informacio´n sobre el error se extrae de la solucio´n aproximada y de los
datos del problema.
Claramente, las estimaciones a posteriori son las que nos permitira´n un control cuantitativo del error.
Ma´s au´n, son la base de los (important´ısimos) me´todos de refinamiento adaptativo [170]. De acuerdo con
Garau-Morin-Zuppa [106], el objetivo fundamental de los me´todos adaptativos es equidistribuir el error y
el esfuerzo computacional para obtener una sucesio´n de grillas de ca´lculo de complejidad o´ptima.
Figura 1.1: Sucesivos refinamientos sobre una grilla inicial obtenidos por un me´todo adaptativo (ejemplo
tomado de Multiphysics Cyclopedia [78]).
En el contexto del me´todo de los elementos finitos, el ana´lisis a posteriori del error en la aproximacio´n
de ecuaciones en derivadas parciales (muchas de las cuales aparecen con frecuencia en las aplicaciones de
la f´ısica o la ingenier´ıa) constituye un a´rea de investigacio´n en constante avance; de hecho, el progreso
alcanzado durante las u´ltimas de´cadas ha sido enorme. Sin embargo, la mayor parte del trabajo realizado
hasta la fecha esta´ relacionado con problemas fuente.
Debido a la naturaleza no lineal de los problemas espectrales, las te´cnicas desarrolladas para problemas
fuente no pueden extenderse de manera directa a los problemas de autovalores (principalmente, por la
pe´rdida de la ortogonalidad de Galerkin 7).
El primer ana´lisis a posteriori para las aproximaciones por elementos finitos de un problema de autovalores
el´ıptico de segundo orden se debe a:
Verfu¨rth [169]; asimilo´ el problema a una ecuacio´n no lineal dependiente de un para´metro.
Posteriormente, el mismo problema espectral fue considerado en varios trabajos y desde varios puntos de
vista; entre ellos:
7Una propiedad importante de la aproximacio´n v´ıa el me´todo de los elementos finitos es la ortogonalidad de Galerkin.
Esta propiedad implica que el error en la aproximacio´n es, en algu´n sentido, ortogonal al espacio discreto. Gracias a esta
propiedad, es posible introducir la interpolada de alguna funcio´n adecuada en la ecuacio´n del error y, as´ı, probar (usando
resultados standard sobre interpolaciones) que las estimaciones a posteriori proveen una cota superior global del error.
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Larson [132]; combina los ana´lisis a priori y a posteriori para obtener estimaciones que resultan
o´ptimas pero solo va´lidas para autofunciones muy suaves,
Dura´n-Padra-Rodr´ıguez [101]; definen estimadores de tipo residual y asinto´ticamente equivalentes
a la norma H1 del error,
Grubi˘sic-Ovall [110]; usan bases jera´rquicas para obtener estimaciones del error asinto´ticamente
exactas.
Una vasta experiencia computacional indica que los me´todos adaptativos basados en estos estimadores
dan resultados excelentes; incluso, con estrategias de refinamiento muy simples. Sobre la convergencia de
algunos me´todos adaptativos para problemas de autovalores el´ıpticos, pueden consultarse los trabajos de
Giani-Graham [108], Garau-Morin-Zuppa [106] y Carstensen-Gedicke [69].
En cuanto a las aproximaciones por me´todos mixtos, los resultados publicados no son tantos:
Dura´n-Gastaldi-Padra [98]; definen un estimador a posteriori para la solucio´n del problema espectral
de Laplace obtenida usando el espacio de Raviart-Thomas de orden cero [147],
Gardini [107]; considera el problema de determinar los modos de oscilacio´n de un fluido ideal
contenido por un recipiente r´ıgido (problema de las vibraciones acu´sticas) y define un estimador a
posteriori para la solucio´n obtenida usando los espacios de Brezzi-Dougas-Marini [56],
Lovadina-Lyly-Stenberg [136]; introducen un estimador de tipo residual para las aproximaciones del
problema de Stokes obtenidas usando pares de espacios discretos estables.
En todos los casos, los estimadores propuestos son equivalentes a una norma (adecuada) del error salvo
te´rminos de orden superior.
Estas te´cnicas, desarrolladas para me´todos conformes, podr´ıan ser extendidas a me´todos no-conformes?
La dificultad principal son los te´rminos de consistencia que aparecera´n en la ecuacio´n del error. Estos
te´rminos de consistencia dependera´n de la solucio´n exacta y no pueden ser despreciados.
1.2.1 Problemas de autovalores - formulacio´n variacional cla´sica
Asumamos que
- el espacio no-conforme Vh contiene como subespacio a un espacio conforme V
c
h ⊂ Vh ∩ V (muchos
de los espacios de elementos finitos no-conformes que se utilizan en las aplicaciones satisfacen esta
propiedad),
- existe un operador lineal de transferencia (o de post-procesamiento) Rh : Vh → V ch .
Entonces, el error en la aproximacio´n puede acotarse como sigue:
‖u− uh‖h ≤ ‖u−Rhuh‖h︸ ︷︷ ︸
parte conforme
del error
+ ‖(I−Rh)uh‖h︸ ︷︷ ︸
parte no-conforme
del error
.
El primer te´rmino puede estimarse usando las te´cnicas desarrolladas para el ana´lisis a posteriori del error
en las aproximaciones conformes. El tratamiento del segundo te´rmino, en cambio, depende de la definicio´n
concreta del operador Rh.
Usando este procedimiento, definimos varios estimadores del error a posteriori para las aproximaciones,
obtenidas usando el me´todo no-conforme de Crouzeix-Raviart [81], del problema de autovalores de Steklov.
Estos estimadores son simples de calcular y, adema´s, pueden calcularse localmente; por lo tanto, son aptos
para definir me´todos de refinamiento adaptativo. Ma´s au´n, son equivalentes a la norma H1-quebrada del
error, salvo te´rminos de orden superior. Estos resultados se presentan en el cap´ıtulo 5, seccio´n 5.2 de
este trabajo.
La metodolog´ıa aqu´ı descripta puede compararse con la que proponen Dari-Dura´n-Padra [87], desarrollada
para operadores el´ıpticos a partir de te´cnicas conocidas para problemas fuente [86, 100].
9
1.2.2 Problemas de autovalores - formulacio´n variacional mixta
En el cap´ıtulo 5, seccio´n 5.3 de este trabajo se introduce un estimador de error a posteriori para las
aproximaciones de los modos de vibracio´n de un cuerpo ela´stico obtenidas usando el me´todo no-conforme
de Arnold-Winther [24]. Salvo, te´rminos de orden superior, el estimador propuesto resulta equivalente a
una norma discreta del error y robusto; incluso, para materiales casi incompresibles.
La metodolog´ıa utilizada para obtener este estimador es muy flexible, en el sentido que puede ser aplicada
a distintos me´todos de aproximacio´n (conformes o no-conformes), no requiere regularidad adicional de la
solucio´n de´bil ni hipo´tesis de saturacio´n y no utiliza una descomposicio´n de Helmholtz para la variable
tensorial.
Dado que el problema de autovalores asociado al operador de Laplace es (matema´ticamente) muy similar
al problema espectral de la elasticidad lineal, expondremos las ideas ba´sicas del me´todo considerando el
problema espectral de Laplace con condiciones de borde de Dirichlet. Sabemos que, introduciendo
σ = ∇u,
obtendremos la formulacio´n variacional mixta correspondiente a este problema; es decir:
encontrar λ ∈ R y (σ, u) ∈ H( div ; Ω)× L2(Ω), (σ, u) 6= (0, 0), tal que∫
Ω
σ · τ +
∫
Ω
div τu = 0 ∀τ ∈ H( div ; Ω),
−
∫
Ω
divσv = λ
∫
Ω
uv ∀v ∈ L2(Ω).
Dados los espacios de dimensio´n finita Σh(Ω)× Vh(Ω) ⊂ H( div ; Ω)×L2(Ω) (asumiremos que satisfacen
las condiciones de estabilidad usuales para los esquemas mixtos), aproximaremos el problema anterior
por medio de las soluciones del siguiente problema discreto:
encontrar λh ∈ R y (σh, uh) ∈ Σh(Ω)× Vh(Ω), (σh, uh) 6= (0, 0), tal que∫
Ω
σh · τh +
∫
Ω
divτhuh = 0 ∀τh ∈ Σh(Ω),
−
∫
Ω
divσhvh = λh
∫
Ω
uhvh ∀vh ∈ Vh(Ω).
El ana´lisis a posteriori de la aproximacio´n esta´ basado en la observacio´n de una caracter´ıstica distintiva
de los me´todos mixtos: la variable σ se aproxima utilizando bases polinomiales de un grado mayor que
las utilizadas para aproximar a la variable u; esto parece indicar que no existe un ana´logo discreto de la
relacio´n σ = ∇u.
Siguiendo a Lovadina-Stenberg [137], calcularemos, mediante un me´todo de post-procesamiento local,
una nueva aproximacio´n u∗h de u (que converge a u ma´s ra´pido que uh) en un espacio de elementos finitos
V ∗h (Ω) que satisface la inclusio´n Vh(Ω) ⊂ V ∗h (Ω); t´ıpicamente, V ∗h (Ω) contiene funciones polinomiales
de un grado mayor que las utilizadas para aproximar a σ. La idea sera´ reemplazar a uh por u
∗
h en las
estimaciones; esto puede interpretarse como un intento de recuperar o de imitar la relacio´n σh ≈ ∇uh
en cada elemento de la particio´n.
Siguiendo a Kim [128], consideremos la siguiente descomposicio´n del error:
σ − σh = ∇(u− ϕ) + (∇ϕ− σh),
siendo ϕ ∈ H10 (Ω) la solucio´n del siguiente problema:∫
Ω
∇ϕ · ∇v =
∫
Ω
σh · ∇v ∀v ∈ H10 (Ω).
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Gracias a la ortogonalidad de Galerkin
∫
Ω
(∇ϕ− σh) · ∇(u− ϕ) = 0, obtendremos
‖σ − σh‖20 = ‖∇(u− ϕ)‖20︸ ︷︷ ︸
parte continua
del error
+ ‖∇ϕ− σh‖20︸ ︷︷ ︸
parte discreta
del error
.
La parte continua del error puede estimarse acotando el residuo
r(v) := λ
∫
Ω
uv − λh
∫
Ω
uhv ∀v ∈ H10 (Ω),
mientras que la parte discreta del error puede estimarse por medio de la expresio´n
‖∇ϕ− σh‖0 ≤ ı´nf
v∈H10 (Ω)
‖∇v − σh‖0,
que mide cuan pro´ximo esta´ σh del gradiente de una funcio´n en H
1
0 (Ω). De aqu´ı que, para completar la
acotacio´n de la parte discreta del error, bastara´ con especificar una funcio´n u˜ ∈ H10 (Ω).
Co´mo elegir u˜ de manera que el estimador, que de esa eleccio´n se obtiene, sea localmente eficiente?
La eleccio´n ma´s apropiada sera´ (claramente) aquella para la cual ∇u˜ este´ lo ma´s cerca posible de σh. Con
esta idea como gu´ıa y teniendo en cuenta que la solucio´n post-procesada u∗h ∈ V ∗h 6⊂ H10 (Ω), elegimos:
u˜ = Rhu
∗
h ∈ H10 (Ω).
Es interesante mostrar como esta metodolog´ıa nos conduce a estimaciones del error que son equivalentes
a las obtenidas usando una descomposicio´n de Helmholtz para el error en la variable vectorial.
Identifiquemos a Σh(Ω) con el espacio de Raviart-Thomas de orden cero y a Vh(Ω) con el espacio de
las funciones constantes a trozos. A partir de los resultados de Dura´n-Gastaldi-Padra [98], es posible
establecer la siguiente estimacio´n
‖λu− λhuh‖0 ≤ 2λh‖η1‖0 + h.o.t.,
donde
- η1|T := − 1|T |
(∫
T
σh
)
· (x− x̂) + 1
2|T |
(20
9
bT − 1
)∫
T
σh · (x− x̂),
- T es un elemento de Th; la triangulacio´n del dominio Ω usada para el ca´lculo de λh y (σh, uh),
- x̂ es el baricentro de T ,
- bT es la funcio´n burbuja cu´bica que toma el valor 1 en x̂,
- h.o.t. representan te´rminos de orden superior comparados con el error.
Sea η2 := ‖∇u˜− σh‖0. Entonces,
‖σ − σh‖20 ≤ 4λ2h‖η1‖20 + ‖η2‖20 + h.o.t.,
expresio´n que provee una cota superior para el error global que es completamente calculable; es decir, sin
constantes gene´ricas dif´ıciles de estimar. Adema´s,
- de los resultados de Dura´n-Gastaldi-Padra [98], se obtiene
‖η1‖20 ≤ C1
∑
T∈Th
|T |‖σh‖20,T ,
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- siguiendo argumentos similares a los propuestos por Kim [128], se llega a
‖η2‖20 ≤ C2
∑
`∈Eh
|`|‖[[σh · t`]]‖20,`,
donde Eh es el conjunto de todos los lados ` en Th, t` es un vector unitario tangente a ` y
[[ · ]]
denota el salto de la funcio´n escalar σh · t` a trave´s de `.
Es decir, el estimador hallado es equivalente al propuesto por Dura´n-Gastaldi-Padra [98]. Luego, tambie´n
sera´ eficiente.
La metodolog´ıa aqu´ı descripta puede considerarse una versio´n generalizada para problemas de autovalores
del me´todo propuesto por Vohral´ık [171] - Kim [128] para problemas fuente y aproximaciones conformes.
En este trabajo, tambie´n extenderemos estas ideas para tratar con me´todos no-conformes.
Los resultados expuestos en este resumen pueden encontrarse en los siguientes trabajos:
A posteriori error estimates for nonconforming approximations of Steklov eigenvalue problems, A. Dello
Russo and A. Alonso, Computers and Mathematics with Applications 62 (2011) 4100- 4117.
A posteriori error analysis of the non-conforming Arnold-Winther method for linear elasticity eigenvalue
problems, A. Dello Russo, en redaccio´n.
1.3 Otros comentarios
Al comienzo, en el cap´ıtulo 2, se introducen notacio´n, terminolog´ıa y resultados ba´sicos que se utilizara´n
a lo largo de todo este trabajo. En particular, se resumen las propiedades espectrales de los operadores
lineales acotados en espacios de Hilbert.
Finalmente, en el Ape´ndice, se recordara´n algunos resultados standard de las aproximaciones obtenidas
usando el me´todo de los elementos finitos y se presentara´n las demostraciones de varios lemas te´cnicos
que fueron omitidas en el desarrollo de los cap´ıtulos para mayor claridad de la exposicio´n.
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CAPI´TULO 2
Preliminares
En esta seccio´n recordaremos definiciones ba´sicas y algunos de los resultados principales de la teor´ıa
espectral de operadores en espacios de Hilbert que usaremos posteriormente. Como todos estos resultados
son cla´sicos, no incluiremos aqu´ı sus demostraciones las cuales pueden encontarse en los libros de K. Yosida
[178] y T. Kato [124].
2.1 Operadores acotados en espacios de Hilbert
Sean X e Y dos espacios de Hilbert sobre C con normas ‖ · ‖X y ‖ · ‖Y , respectivamente.
Se dice que un operador T : D(T) ⊆ X → Y es lineal si
- D(T) es un subespacio de X,
- T(αx+ βy) = αTx+ βTy ∀α, β ∈ C, ∀x, y ∈ D(T).
Un operador lineal T : D(T) ⊆ X → Y se dice acotado si existe una constante C > 0 tal que
‖Tx‖Y ≤ C ‖x‖X ∀x ∈ D(T).
En lo que sigue, a menos que se diga expl´ıcitamente lo contrario, asumiremos que D(T) = X 1.
A la coleccio´n de todos los operadores lineales y acotados T : X → Y se la denotara´ L(X,Y ). Puede
demostrarse que L(X,Y ) dotado con la norma
‖T‖L(X,Y ) := sup
x∈X
‖Tx‖Y
‖x‖X
es un espacio de Banach.
Dado un operador T ∈ L(X,Y ), quedan definidos los siguientes conjuntos:
N (T) := {x ∈ X : Tx = 0}, denominado nu´cleo o espacio nulo de T,
R(T) := {y ∈ Y : y = Tx para algu´n x ∈ X}, denominado rango o espacio imagen de T.
1Si el operador T es acotado, entonces puede ser extendido a la clausura de D(T). Si D(T) no fuera denso en X, se
puede definir Tx = 0 para todo x ∈ D(T)⊥ y, por linealidad, extender T a todo X. Dicha extensio´n estara´ tambie´n acotada
y su norma sera´ igual a la norma de T.
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Un operador T ∈ L(X,Y ) se dice acotado por abajo si existe una constante C > 0 tal que
‖x‖X ≤ C ‖Tx‖Y ∀x ∈ X.
Un operador T ∈ L(X,Y ) esta´ acotado por abajo si, y solo si, N (T) = {0X} y R(T) es cerrado en Y .
De este resultado, se infiere que, si T ∈ L(X,Y ) y esta´ acotado por abajo, entonces existe un operador
T−1 ∈ L(R(T), X), llamado operador inverso de T, tal que
- T−1Tx = x ∀x ∈ X,
- TT−1 y = y ∀y ∈ R(T).
En este trabajo, trataremos casi exclusivamente con endormorfismos continuos definidos sobre X; es decir,
con aplicaciones T ∈ L(X,X) =: L(X). De aqu´ı en adelante, (·, ·) indicara´ el producto interno en X.
Sean I el operador identidad en X y T un operador en L(X) tal que ‖T‖L(X) < 1. Entonces, (I−T)−1
existe y puede representarse de la siguiente manera:
(I−T)−1 =
∑
k≥0
Tk,
donde la serie (de von Neumann) es absolutamente convergente en L(X). Adema´s,
‖(I−T)−1‖L(X) ≤ 1
1− ‖T‖L(X) .
Sea T ∈ L(X). Claramente, la expresio´n (Tx, y) es lineal en x, conjugada-lineal en y y acotada. Luego,
de acuerdo con del teorema de representacio´n de Riesz 2, existe una u´nica aplicacio´n T∗ ∈ L(X) tal que
(Tx, y) = (x,T∗y) ∀x, y ∈ X.
El operador T∗ recibe el nombre de operador adjunto de T y satisface:
- ‖T∗‖L(X) = ‖T‖L(X),
- (T∗)∗ = T,
- si T1, T2 ∈ L(X) y α ∈ C, (αT1 + T2)∗ = αT∗1 + T∗2,
- si S ∈ L(X), (ST)∗ = T∗S∗,
- si T es invertible, entonces (T∗)−1 = (T−1)∗.
Un operador T ∈ L(X) se dira´ autoadjunto o hermitiano si T = T∗.
Supongamos que exista un subespacio Z de X, cerrado y no trivial, tal que T(Z) ⊂ Z. Se dice, entonces,
que Z es invariante con respecto a T o, simplemente, T-invariante. En este caso, puede definirse la
restriccio´n T|Z := T : Z → Z como un operador lineal sobre Z.
Supongamos ahora que X = Y ⊕Z, siendo Y y Z subespacios T-invariantes. Entonces, para todo x ∈ X,
tendremos
- x = y + z con y ∈ Y , z ∈ Z,
- Tx = T|Y y + T|Z z.
2Sean V un espacio de Hilbert, V ′ el espacio dual de V y f : V → C una forma lineal y continua (i.e., f(v) ≤ ‖f‖V ′‖v‖V ).
Entonces, existe un u´nico u ∈ V tal que (u, v)V = f(v) para todo v ∈ V . Ma´s au´n, ‖u‖V = ‖f‖V ′ .
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Adema´s, si Z es invariante respecto de T, Z⊥ (el complemento ortogonal de Z en X) sera´ T∗-invariante.
Luego, si T ∈ L(X) es autoadjunto, la accio´n de T sobre X puede determinarse por la accio´n de T sobre
sus subespacios invariantes ortogonales.
Los operadores compactos constituyen una clase muy importante de operadores acotados (su origen se
remonta a la teor´ıa de las ecuaciones integrales de segunda especie); suponen la generalizacio´n natural
de los operadores cuyos rangos tienen dimensio´n finita.
Un operador T ∈ L(X) es compacto si, para todo conjunto acotado U ⊂ X, el conjunto T(U) es compacto.
Las siguientes propiedades caracterizan a los operadores compactos en espacios de Hilbert (de dimensio´n
infinita):
- T ∈ L(X) es compacto si, y solo si, para cada sucesio´n {un}, acotada en X, que converge de´bilmente
a u, se verifica que la sucesio´n {Tun} converge en norma a Tu,
- si T ∈ L(X) es un operador compacto,R(T) no contiene subespacios cerrados de dimensio´n infinita,
- T ∈ L(X) es compacto si, y solo si, es el l´ımite en norma de una sucesio´n de operadores lineales
con rango de dimensio´n finita.
El siguiente resultado es importante en la resolucio´n de ecuaciones que involucran operadores compactos
(Teorema de Schauder):
- T ∈ L(X) es compacto si, y solo si, T∗ es tambie´n un operador compacto.
2.2 Propiedades espectrales de un operador lineal y acotado
El conjunto resolvente de un operador T ∈ L(X), que denotaremos ρ(T), se define como el conjunto de
los nu´meros complejos λ tal que (T− λI) tiene inversa acotada en X; equivalentemente,
ρ(T) = {λ ∈ C : N (T− λI) = {0} y R(T− λI) = X}.
Los nu´meros λ ∈ ρ(T) se denominan puntos regulares de T. Puede probarse que ρ(T) es un subconjunto
abierto de C que contiene al exterior del disco |λ| ≤ ‖T‖L(X).
Si λ ∈ ρ(T), se define el operador Rλ(T) := (T−λI)−1, denominado resolvente de T en λ o, simplemente,
resolvente de T. Las siguientes son propiedades importantes de la resolvente de T:
- Rλ(T) ∈ L(X),
- T ◦Rλ(T) = Rλ(T) ◦T,
- Rλ(T) ◦Rµ(T) = Rµ(T) ◦Rλ(T), para cualquier µ ∈ ρ(T),
- Rλ(T), considerada como funcio´n de λ, es localmente holomorfa en ρ(T)
3.
De acuerdo con los desarrollos de von Neumann, Rλ(T) admite la siguiente representacio´n:
Rλ(T) = − 1
λ
(
I− T
λ
)−1
= − 1
λ
∑
k≥0
(T
λ
)k
,
que converge si, y solo si, |λ| > ‖T‖L(X) y prueba que Rλ(T) es holomorfa en el infinito. En particular,
‖Rλ(T)‖L(X) ≤ 1|λ|
(
1− ‖Tλ ‖L(X)
) → 0 si |λ| → ∞.
3Dados un conjunto D abierto en C y Sλ : D → L(X), una funcio´n cuyos valores son operadores en X, se dice que Sλ
es localmente holomorfa en D si para todo x ∈ X, f ∈ X∗, la funcio´n h(λ) := f(Sλx) es holomorfa en D.
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El espectro de T es el conjunto de puntos definido por
σ(T) := C \ ρ(T) = {λ ∈ C : N (T− λI) 6= {0} o R(T− λI) 6= X};
es decir, son los λ ∈ C tales que (T − λI) no tiene inversa en X. Como consecuencia de los resultados
anteriores, el espectro de un operador lineal y acotado en un espacio de Hilbert X es un conjunto cerrado,
no vac´ıo, y satisface
σ(T) ⊂ {λ ∈ C : |λ| ≤ ‖T‖L(X)}.
A los nu´meros λ ∈ σ(T) se los denomina puntos espectrales de T. Los puntos espectrales de T se pueden
clasificar de la siguiente manera:
- un punto λ pertenece al espectro puntual σp(T) de T si (T−λI) no es inyectivo; λ es un autovalor
de T ,
- un punto λ pertenece al espectro continuo σc(T) de T si (T − λI) es inyectivo pero no suryectivo
y R(T− λI) es denso en X,
- un punto λ pertenece al espectro residual σr(T) de T si (T− λI) es inyectivo pero no suryectivo y
R(T− λI) no es denso en X.
De la clasificacio´n anterior se deduce que
C = ρ(T) ∪ σ(T) = ρ(T) ∪ σp(T) ∪ σc(T) ∪ σr(T)
y que la unio´n es disjunta, obtenie´ndose as´ı una particio´n de C.
Existe una relacio´n (relativamente simple) entre los conjuntos espectrales correspondientes a T y a su
operador adjunto. En efecto, si T∗ ∈ L(X) es el operador adjunto de T ∈ L(X), entonces [131]
- λ ∈ ρ(T) si, y solo si, λ ∈ ρ(T∗),
- λ ∈ σ(T) si, y solo si, λ ∈ σ(T∗),
- λ ∈ σc(T) si, y solo si, λ ∈ σc(T∗),
- si λ ∈ σr(T), λ ∈ σp(T∗),
- si λ ∈ σp(T), λ ∈ σp(T∗) ∪ σr(T∗).
Si bien σ(T) 6= ∅, cualquiera de las partes disjuntas que componen el espectro de T podr´ıa ser vac´ıa. Por
ejemplo,
- si T ∈ L(X) es autoadjunto, σ(T) es real y, por lo tanto, σr(T) = ∅.
En general, si σp(T) 6= ∅, cualquier conjunto de vectores propios asociados con valores propios distintos
sera´ linealmente independiente.
Asumamos ahora que λ 6= 0 es un punto aislado del espectro de T. Sea γ una curva de Jordan cerrada
en ρ(T) alrededor de λ. Supongamos que el origen y todos los puntos pertenecientes a σ(T) distintos de
λ esta´n en el exterior de γ. La proyeccio´n espectral asociada con T relativa a λ se define mediante la
integral de Dunford 4
Eλ := − 1
2pii
∫
γ
Rz(T) dz.
Claramente, la definicio´n no depende de γ. Adema´s, Eλ ∈ L(X) y se verifican
4Sea H un espacio de Hilbert complejo. Sea A un operador acotado sobre H. Sea f es una funcio´n anal´ıtica en ∆,
un subconjunto abierto de C tal que σ(A) ⊂ ∆. Entonces f(A) denotara´ al operador en H definido por la integral de
Dunford-Taylor [124]
f(A) :=
1
2pii
∫
C
f(z)(zI−A)−1dz
donde C es una coleccio´n de curvas de Jordan en ∆, orientadas positivamente, tales que σ(A) queda en el interior de C.
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- T ◦Eλ = Eλ ◦T,
- Eλ ◦Eλ = Eλ,
- Eλ ◦Eµ = 0 si λ 6= µ,
- R (Eλ) es T-invariante,
- N (Eλ) es T-invariante.
Hagamos X1 = R(Eλ) y X2 = N (Eλ), entonces
- X = X1 ⊕X2,
- T|Xj ∈ L(Xj) j = 1, 2,
- σ(T|X1) = {λ},
- σ(T) = {λ} ∪ σ(T|X2),
- si µ ∈ ρ(T) = ρ(T|X1) ∩ ρ(T|X2), Rµ(T|Xj ) = Rµ(T)|Xj j = 1, 2.
El proyector espectral Eλ es el operador idempotente de Riesz correspondiente a λ [80].
A continuacio´n, introduciremos un subconjunto de σ(T) que jugara´ un rol importante en lo que sigue.
Definamos
σ0(T) := {λ ∈ σ(T) : (T− λI) es un operador de Fredholm con ı´ndice cero5},
que tambie´n puede escribirse como
σ0(T) = {λ ∈ σp(T) : R(T− λI) = R(T− λI) 6= X y dimN (T− λI) = dimN (T∗ − λI)}.
Tendremos [80, 131],
- λ ∈ σ0(T) si, y solo si, λ ∈ σ0(T∗),
- si λ es un punto aislado de σ(T), λ ∈ σ0(T) si, y solo si, Eλ tiene rango finito.
Designemos por pi0(T) al siguiente conjunto:
pi0(T) := {λ ∈ σp(T) : λ es un punto aislado de σ(T) y dimR(Eλ) <∞}.
Entonces, es posible escribir
σ0(T) = τ0(T) ∪ pi0(T),
donde τ0(T) es un conjunto abierto del plano complejo que esta´ incluido en σp(T). El conjunto pi0(T) se
denomina conjunto de puntos de Riesz; tambie´n es conocido como el conjunto de autovalores aislados de
T con multiplicidad algebraica finita (ver ma´s adelante).
El nu´cleo del operador T−λI se denomina subespacio propio de T asociado con λ o, brevemente, λ-espacio
de T. Es inmediato que
- N (T− λI) es un subespacio vectorial cerrado de X,
- N (T− λI) 6= 0 si, y solo si, λ ∈ σp(T),
- N (T− λI) es T-invariante.
5Un mapeo A ∈ L(X) es un operador de Fredholm si: i) R(A) es cerrado, ii) dimN (A) <∞ y codimR(A) <∞. El
ı´ndice de un operador de Fredholm es el nu´mero entero definido por
Ind(A) := dimN (A)− codimR(A)
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Supongamos que λ ∈ pi0(T). Se define la multiplicidad ascendente de λ como el menor nu´mero entero
l tal que N ((T − λI)l+1) = N ((T − λI)l). A la dimensio´n del espacio N ((T − Iλ)l) se la denomina
multiplicidad algebraica de λ y los elementos de N ((T−λI)l) son los vectores propios generalizados de T
asociados con λ. Un vector propio generalizado se dice de orden k, si pertenece a N ((T− λI)k) pero no
pertenence a N ((T− λI)k−1). Los vectores propios generalizados de orden 1 se denominan autovectores
de T asociados con λ. La dimensio´n del espacio N (T− λI) define lo que se conoce como la multiplicidad
geome´trica de λ. Si m y g representan a las multiplicidades algebraica y geome´trica, respectivamente,
tendremos
1 ≤ l ≤ m y g ≤ m.
Para λ 6= 0, autovalor aislado de T con multiplicidad algebraica finita m, tendremos
- R(Eλ) = N ((T− λI)m),
- para cada k = 1, · · ·,m, (T − λI)k es un operador de Fredholm con ı´ndice cero; esto implica que
dimN ((T− λI)k) = dimN ((T∗ − λI)k) para cada k y, por lo tanto, las multiplicidades ascendente,
algebraica y geome´trica de λ ∈ σ0(T∗) sera´n iguales a las respectivas multiplicidades ascendente,
algebraica y geome´trica de λ ∈ σ0(T).
En particular, si T es autoadjunto, la multiplicidad ascendente de cada autovalor sera´ igual a uno.
Esto implica que todos los vectores propios generalizados sera´n autovectores y que las multiplicidades
algebraica y geome´trica coinciden. Ma´s au´n, autovectores correspondientes a distintos autovalores sera´n
ortogonales.
El espectro de un operador compacto en X tiene una estructura simple, ana´loga a la de un operador que
actu´a en un espacio de dimensio´n finita. En efecto, sea T ∈ L(X) un operador compacto, entonces
- 0 es el u´nico punto de acumulacio´n posible de σ(T),
- si λ ∈ σ(T) \ {0}, λ es un punto aislado de σ(T),
- σ(T) \ {0} es un conjunto discreto de C,
- σ(T) es un conjunto numerable.
Del ana´lisis anterior, surge que (en ausencia de hipo´tesis de compacidad) un operador T ∈ L(X) podr´ıa
no tener autovalores o podr´ıa tener autovalores pero no aislados. Sin embargo, desde el punto de vista de
las aplicaciones, las situaciones ma´s interesantes esta´n relacionadas con los autovalores aislados de ciertos
operadores lineales.
2.3 El gap entre subespacios invariantes
A fin de evaluar la distancia entre un λ-espacio de T y su aproximacio´n, se necesita primero dar una
definicio´n precisa de la nocio´n de distancia entre autoespacios. Dados dos subespacios cerrados U y V de
X, la proximidad entre ambos puede medirse en te´rminos del gap entre U y V que definiremos por
δ̂(U, V ) := ma´x{δ(U, V ), δ(V,U)},
siendo
δ(U, V ) := sup
u∈U
‖u‖X=1
dist(u, V ) = sup
u∈U
‖u‖X=1
ı´nf
v∈V
‖u− v‖X .
Las siguientes resultados son propiedades importantes que usaremos ma´s adelante (ver tambie´n [123]):
- δ(U, V ) = 0 si, y solo si, U ⊂ V ,
- δ(U, V ) < 1 implica dimU ≤ dimV ,
- δ̂(U, V ) < 1 implica dimU = dimV ,
- dimU = dimV <∞, entonces δ(U, V ) ≤ δ(V,U)(1− δ(V,U))−1.
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2.4 Principios variacionales
Supongamos que tenemos un espacio vectorial normado V , equipado con la norma ‖ · ‖V , una forma
bilineal continua a : V × V → R, una forma lineal continua f : V → R y un subconjunto U , no vac´ıo, del
espacio V . Con estos datos, podemos definir los siguientes problemas variacionales.
- Encontrar u ∈ U tal que
a(u, v − u) ≥ f(v − u) ∀v ∈ U,
- Encontrar u ∈ U , siendo U un cono con ve´rtice en 0, tal que{
a(u, v) ≥ f(v) ∀v ∈ U
a(u, u) = f(u),
- Encontrar u ∈ U , siendo U un subespacio de V , tal que
a(u, v) = f(v) ∀v ∈ V.
Cada uno de estos problemas tiene una, y solo una, solucio´n si el espacio V es completo, el subconjunto
U de V es cerrado y convexo y la forma bilineal a es continua, V -el´ıptica y sime´trica. Si a no fuera
sime´trica, el problema variacional planteado tendr´ıa solucio´n u´nica si el espacio V es un espacio de
Hilbert. El siguiente resultado es importante por su amplio rango de aplicabilidad. La prueba puede
encontrarse en el libro de P. Ciarlet [75] o de K. Yosida [178].
Teorema 2.1 (Lax-Milgram) Sea V un espacio de Hilbert, a una forma bilineal y f una forma lineal.
Supongamos que
- la forma bilineal a es continua; es decir, existe una constante positiva M tal que, para todo u, v ∈ V ,
|a(u, v)| ≤M ‖u‖V ‖v‖V ,
- la forma bilineal a es V -el´ıptica; es decir, existe una constante positiva α tal que, para todo u ∈ V ,
a(u, u) ≥ α ‖u‖2V ,
- la forma lineal f es continua; es decir, existe una constante positiva C tal que, para todo v ∈ V ,
|f(v)| ≤ C ‖v‖V .
Entonces, existe una u´nica u ∈ V tal que
a(u, v) = f(v) ∀v ∈ V. (2.1)
En el caso de espacios de Hilbert complejos y problemas variacionales a valores complejos, el Teorema de
Lax-Milgram sigue siendo va´lido para una forma a bilineal o sesquilineal. La suposicio´n de V -el´ıpticidad
puede ser relajada a
Re(a(u, u)) ≥ α ‖u‖2V ∀u ∈ V.
El Teorema de Lax-Milgran tambie´n puede generalizarse para formas bilineales de´bilmente coercivas. La
siguiente versio´n fue introducida por J. Necˇas [141] y, luego, popularizada por I. Babusˇka en el contexto
de la teor´ıa de los elementos finitos [26].
Teorema 2.2 (Necˇas-Babusˇka) Sean U y V dos espacios de Hilbert, a : U × V → R una forma bilineal
continua y f : V → R una forma lineal y continua. Supongamos que existe una constante positiva M tal
que
- sup
u∈U
u6=0
|a(u, v)|
‖u‖U ≥M ‖v‖V ∀v ∈ V ,
- sup
v∈V
|a(u, v)| > 0 ∀u ∈ U, con u 6= 0.
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Entonces, existe una u´nica u ∈ U que satisface
a(u, v) = f(v) ∀v ∈ V. (2.2)
Sea V ′ el espacio dual de V . El mapeo V ′ → V , f 7→ v, introducido en el teorema anterior, es lineal y
continuo. A partir de la continuidad, tendremos
‖u‖U ≤ 1
M
‖f‖V ′
lo que prueba que el problema variacional (2.2) esta´ bien planteado; en el sentido siguiente: la solucio´n
existe, es u´nica y var´ıa continuamente con el dato f . Las mismas conclusiones son va´lidas para el problema
(2.1).
Si la forma bilineal a fuera sime´trica, entonces la solucio´n del problema variacional (2.1) ser´ıa tambie´n la
u´nica solucio´n del siguiente problema de minimizacio´n
J(u) = ı´nf
v∈V
J(v) donde J(v) :=
1
2
a(v, v)− f(v).
En Meca´nica, esta funcional representa frecuentemente a la energ´ıa del sistema y su minimizacio´n sigue
del principio de Dirichlet. Ma´s au´n, en este caso, las correspondientes ecuaciones de Euler-Lagrange o
primera variacio´n (2.1), representan el principio de los trabajos virtuales.
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CAPI´TULO 3
Aproximacio´n espectral no conforme para operadores acotados
3.1 Problemas de autovalores formulados variacionalmente
Sea Ω un dominio abierto y acotado en Rn, n = 2 o 3, en general, no convexo, con un borde Γ := ∂Ω
Lipschitz-continuo. Asumiremos que Γ es suave a trozos.
Sean X(Ω) y V (Ω) dos espacios de Hilbert complejos con normas | · |X(Ω) y ‖ · ‖V (Ω), respectivamente.
Supondremos que V (Ω) es un subespacio de X(Ω) y que la inclusio´n V (Ω) ↪→ X(Ω) es continua. Sean
a : V (Ω)× V (Ω)→ C y b : X(Ω)×X(Ω)→ C dos formas sesquilineales continuas. Supondremos que a
es coerciva sobre V (Ω); es decir, existe α > 0 tal que
Re a(v, v) ≥ α‖v‖2V (Ω) ∀v ∈ V (Ω).
Consideremos el siguiente problema de autovalores:
Encontrar µ ∈ C, u ∈ V (Ω), u 6= 0, tal que
a(u, v) = µb(u, v) ∀v ∈ V (Ω). (3.1)
Sea T el operador lineal definido por
T : X(Ω) → V (Ω) ↪→ X(Ω)
x 7→ u,
siendo u ∈ V (Ω) la solucio´n del siguiente problema variacional
a(u, y) = b(x, y) ∀y ∈ V (Ω). (3.2)
Como a es coerciva, b es continua y V (Ω) ↪→ X(Ω), la aplicacio´n del Teorema de Lax-Milgram nos permite
concluir que T es un operador acotado. A partir de (3.2), es fa´cil probar que
- µ es un autovalor de (3.1) si, y solo si, λ = 1/µ es un autovalor del operador T,
- las autofunciones u correspondientes a los autovalores λ y µ coinciden.
Sea Ωh una aproximacio´n poligonal del dominio Ω, construida de manera tal que
- cada ve´rtice del borde Γh := ∂Ωh es tambie´n un elemento de Γ,
- cada punto donde Γ deja de ser suave es un ve´rtice de Γh.
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Figura 3.1: Dominio de ca´lculo Ωh y dominio original Ω.
A continuacio´n, nos veremos obligados a trabajar con funciones definidas sobre los dominios discretos
Ωh. Observemos que, en general, Ωh 6⊂ Ω.
Consideraremos primero los espacios de funciones X(Ωh) y V (Ωh). Definiremos a estos espacios como
extensiones naturales de los espacios X(Ω) y V (Ω), en el siguiente sentido: los elementos de X(Ωh)
y V (Ωh) son funciones complejas que tienen la misma regularidad que las funciones pertenecientes a
X(Ω) y V (Ω), respectivamente, pero que esta´n definidas sobre los dominios Ωh. Estos espacios quedan
naturalmente equipados con las normas | · |X(Ωh) y ‖ · ‖V (Ωh), respectivamente, y verifican la inclusio´n
V (Ωh) ↪→ X(Ωh).
Consideraremos ahora una familia de espacios de dimensio´n finita {Vh(Ωh)}0<h<1 que satisface la inclusio´n
Vh(Ωh) ⊂ X(Ωh) para todo h. T´ıpicamente, la funcio´n N(h) := dimVh(Ωh) crece de manera mono´tona a
medida que el para´metro h decrece. Supondremos que cada espacio Vh(Ωh) esta´ equipado con la norma
‖ · ‖Vh(Ωh) y que se verifican
‖v‖Vh(Ωh) = ‖v‖V (Ωh) ∀v ∈ V (Ωh), (3.3)(
Vh(Ωh), ‖ · ‖Vh(Ωh)
)
↪→
(
X(Ωh), | · |X(Ωh)
)
uniformemente enh. (3.4)
Sean ah : Vh(Ωh)×Vh(Ωh)→ C y bh : X(Ωh)×X(Ωh)→ C las formas sesquilineales obtenidas mediante
la discretizacio´n de las formas continuas a y b, respectivamente. A continuacio´n asumiremos que existen
constantes positivas α̂, β̂ y γ̂, independientes de h, tales que
Re ah(uh, uh) ≥ α̂‖uh‖2Vh(Ωh) ∀uh ∈ Vh(Ωh), (3.5)
|ah(uh, vh)| ≤ β̂‖uh‖Vh(Ωh)‖vh‖Vh(Ωh) ∀uh, vh ∈ Vh(Ωh), (3.6)
|bh(uh, vh)| ≤ γ̂|uh|X(Ωh)|vh|X(Ωh) ∀uh, vh ∈ Xh(Ωh), (3.7)
Consideremos el problema de autovalores discreto:
Encontrar µh ∈ C, uh ∈ Vh(Ωh), uh 6= 0, tal que
ah(uh, vh) = µhbh(uh, vh) ∀vh ∈ Vh(Ωh). (3.8)
Definimos el operador discreto Th, ana´logo al operador solucio´n T, como sigue:
Th : X(Ωh) → Vh(Ωh)
x 7→ uh,
siendo uh ∈ Vh(Ωh) la solucio´n del siguiente problema variacional
ah(uh, yh) = bh(x, yh) ∀yh ∈ Vh(Ωh). (3.9)
Aplicando nuevamente el Teorema de Lax-Milgram, podemos concluir que el operador Th es un operador
lineal y acotado. Debido a las propiedades (3.4)-(3.7), Th es acotado uniformemente en h. Como en el
caso continuo, es simple probar que
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- µh es un autovalor de (3.8) si, y solo si, λh = 1/µh es un autovalor del operador Th,
- las autofunciones uh correspondientes a λh y µh coinciden.
Observacio´n 3.1 Para poder aproximar nume´ricamente el problema (3.1), fue necesario primero apro-
ximar el dominio Ω mediante un dominio poligonal Ωh. En general, Ωh 6⊂ Ω pero Ωh → Ω a medida que
h va a cero ya que hemos asumido que Γ es suave a trozos, que los ve´rtices de Γ son tambie´n ve´rtices
de Γh y que todos los ve´rtices de Γh esta´n sobre Γ. En esta situacio´n, decimos que Ωh es una aproxima-
cio´n externa de Ω (la terminolog´ıa aqu´ı empleada se debe a las definiciones introducidas en [165] y las
referencias all´ı citadas). Como consecuencia de esta perturbacio´n en el dominio, Vh(Ωh) 6⊂ V (Ω). Por lo
tanto, (3.8) representara´ siempre una aproximacio´n no conforme de (3.1).
En lo que sigue, mientras no se especifique lo contrario, C denotara´ una constante positiva gene´rica, no
necesariamente la misma cada vez que aparezca, pero siempre independiente de h.
3.2 Definicio´n de los operadores solucio´n
Al tratar de analizar la convergencia del problema (3.8) surgen las siguientes dificultades:
- el operador T es acotado pero no necesariamente compacto,
- los operadores T y Th esta´n definidos sobre dominios distintos,
- el dominio de definicio´n del operador Th cambia con h.
Para poder avanzar en nuestro estudio, necesitaremos considerar operadores A y Ah que este´n definidos
sobre un mismo dominio y cuyos espectros se relacionen directamente con los espectros de los operadores
T y Th, respectivamente. Esto puede lograrse introduciendo operadores de extensio´n adecuados.
Comenzaremos con la siguiente definicio´n. Para cada aproximacio´n Ωh del dominio Ω, definimos
Ω̂ := Ω ∪ Ωh.
Sobre los dominios Ω̂, consideraremos los espacios de funciones X(Ω̂) y V (Ω̂) definidos como extensiones
naturales (en el sentido dado en la seccio´n anterior) de los espacios X(Ω) y V (Ω), respectivamente.
Introduciremos ahora la norma discreta ‖ · ‖h que asumiremos definida sobre funciones con dominio Ω̂.
Denotaremos por ‖ · ‖h,D a la restriccio´n cano´nica de la norma ‖ · ‖h sobre cualquier conjunto abierto D
contenido en Ω̂. A esta nueva norma la pensaremos inducida por la norma ‖ · ‖Vh(Ωh), definie´ndola con
las siguientes propiedades:
- ‖v‖h,Ωh ' ‖v‖Vh(Ωh) si v|Ωh ∈ Vh(Ωh),
- ‖v‖h,Ω ' ‖v‖V (Ω) si v|Ω ∈ V (Ω),
- ‖v‖h ' ‖v‖V (Ω̂) si v ∈ V (Ω̂).
A continuacio´n, asumiremos que existe un operador de extensio´n, que actu´a sobre las funciones del
continuo, con las siguientes propiedades:
- P : V (Ω)→ V (Ω̂), u 7→ ue,
- ue|Ω = u,
- |ue|X(Ω̂) ≤ C ‖ue‖h ≤ C ‖u‖V (Ω)
De manera ana´loga, asumiremos que existe un operador de extensio´n, que actu´a sobre las funciones de
los espacios discretos, con las siguientes propiedades:
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- Ph : Vh(Ωh)→ X(Ω̂), uh 7→ ueh,
- ueh|Ωh = uh,
- |ueh|X(Ω̂) ≤ C ‖ueh‖h ≤ C ‖uh‖Vh(Ωh).
Ahora, para cada aproximacio´n Ωh, definimos
V e(Ω̂) := P(V (Ω)) ⊂ V (Ω̂),
V eh (Ω̂) := Ph(Vh(Ωh)) ⊂ X(Ω̂),
W (Ω̂) := (V e + V eh )(Ω̂),
y equipamos al espacio suma W (Ω̂) con la norma ‖ · ‖h que (por construccio´n) satisface
‖v‖h ' ‖v‖V (Ω̂) ∀v ∈ V (Ω̂), (3.10)(
W (Ω̂), ‖ · ‖h
)
↪→
(
X(Ω̂), | · |X(Ω̂)
)
uniformemente en h. (3.11)
Consideremos el operador lineal definido por:
A : X(Ω̂) → V e(Ω̂) ⊂W (Ω̂) ↪→ X(Ω̂)
x 7→ ue = P ◦T(x|Ω).
Observemos que como T ∈ L(X(Ω), V (Ω)), entonces A ∈ L(X(Ω̂)). En efecto, para cualquier x ∈ X(Ω̂),
Ax ∈W (Ω̂). Luego, usando (3.11), la definicio´n de A y las propiedades de P, obtenemos
|Ax|X(Ω̂) ≤ C ‖Ax‖h = C ‖P ◦T(x|Ω)‖V (Ω̂) ≤ C ‖T(x|Ω)‖V (Ω) ≤ C |x|X(Ω̂).
Tambie´n es posible probar que A ∈ L(W (Ω̂)). A partir de la desigualdad anterior y usando una vez ma´s
la propiedad (3.11), tenemos
‖Ax‖h ≤ C |x|X(Ω̂) ≤ C ‖x‖h. (3.12)
La contrapartida discreta del operador A se define de manera ana´loga:
Ah : X(Ω̂) → V eh (Ω̂) ⊂W (Ω̂) ↪→ X(Ω̂)
x 7→ ueh = Ph ◦Th(x|Ωh).
Como en el caso continuo, dado que el operador Th ∈ L(X(Ωh), Vh(Ωh)), Ah sera´ un operador acotado.
En efecto, para cualquier x ∈ X(Ω̂), Ahx ∈ W (Ω̂). Luego, usando (3.11), la definicio´n de Ah y las
propiedades de Ph,
|Ahx|X(Ω̂) ≤ C ‖Ahx‖h = C ‖Ph ◦Th(x|Ωh)‖h ≤ C ‖Th(x|Ωh)‖Vh(Ωh) ≤ C |x|X(Ω̂).
Finalmente, si x ∈W (Ω̂), tendremos
‖Ahx‖h ≤ C |x|X(Ω̂) ≤ C ‖x‖h.
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3.3 Resultados abstractos sobre aproximacio´n espectral
Consideremos las restricciones Υ := T|V (Ω) y Λ := A|W (Ω̂). A continuacio´n probaremos que toda la
informacio´n que necesitemos sobre el espectro de Υ podremos obtenerla analizando el espectro de Λ. La
prueba que aqu´ı se presenta sigue los argumentos usados en la prueba del Lema 4.1 en [33].
Lema 3.2 Los espectros de Υ y Λ satisfacen la siguiente relacio´n
σ(Υ) ∪ {0} = σ(Λ).
Prueba. Elijamos z /∈ σ(Υ), z 6= 0. Vamos a probar que (z −Λ) ∈ L(W (Ω̂)) es biyectiva. Luego, por el
Teorema de la aplicacio´n abierta 1, (z − Λ)−1 ∈ L(W (Ω̂)) (ya que la inversa de una aplicacio´n abierta
biyectiva es continua) y, por lo tanto, z /∈ σ(Λ).
Escojamos x ∈ W (Ω̂) de manera tal que (z − Λ)x = 0. Como Λx ∈ V e(Ω̂), para todo x ∈ W (Ω̂),
tendremos directamente que
x =
1
z
Λx ∈ V e(Ω̂).
Entonces, (z−Λ)x = 0 equivale a
(
z−Λ|V e(Ω̂)
)
x = 0. De la definicio´n del espacio V e(Ω̂) y del operador
A, obtenemos
0 = zx−P ◦Υ(x|Ω) = (z −Υ)(x|Ω)χ(Ω) + (P ◦ (z −Υ)(x|Ω))χ(Ω̂− Ω),
donde χ(Ω) y χ(Ω̂−Ω) son las funciones caracter´ısticas de los subconjuntos Ω y Ω̂−Ω, respectivamente.
Luego, (z −Υ)(x|Ω) = 0. Esto implica que x|Ω = 0 pues, como z /∈ σ(Υ), z −Υ es una aplicacio´n uno a
uno. Finalmente, de las propiedades del operador P, concluimos que x = 0 en Ω̂. Entonces, z−Λ es una
aplicacio´n inyectiva.
Ahora, dado y ∈W (Ω̂), tendremos que Λy ∈ V e(Ω̂). Esto nos permite definir las siguientes funciones:
x = (z −Υ)−1(Λy)|Ω ∈ V (Ω),
x̂ =
1
z
(y + Px) ∈W (Ω̂).
Teniendo en cuenta que Px|Ω = x, es fa´cil comprobar que (z−Λ)x̂ = y. Como y es un elemento arbitrario
de W (Ω̂), entonces, z −Λ es una aplicacio´n exhaustiva.
Rec´ıprocamente, supongamos z /∈ σ(Λ). Observemos primero que, necesariamente, z 6= 0 ya que z − Λ
no define una aplicacio´n exhaustiva si z = 0 (recordemos que Λ(W (Ω̂)) ⊂ V (Ω̂)). Ahora, dado y ∈ V (Ω),
existe un u´nico elemento x ∈W (Ω̂) tal que (z −Λ)x = Py ya que, por hipo´tesis, z /∈ σ(Λ). Es claro que
x =
1
z
(Py + Λx) ∈ V e(Ω̂).
Luego, existe un u´nico x|Ω ∈ V (Ω) tal que
(z −Λ)x = (zx−P ◦Υ(x|Ω)) = P ◦ (z −Υ)(x|Ω) = Py.
Esto implica que (z −Υ) : V (Ω)→ V (Ω) es invertible y, por lo tanto, z /∈ σ(Υ). 2
Debido a que el dominio Ω̂ depende de h, el espacio W (Ω̂) podr´ıa depender de h y, en ese caso, el
operador Λ dependera´ de h tambie´n. Observemos primero que, para z fijo en ρ(Λ) y cualquier x̂ en
W (Ω̂), tendremos
‖(z −Λ)x̂‖h ≤ |z|‖x̂‖h + ‖Λx̂‖h ≤ (|z|+ C)‖x̂‖h
ya que Λ es un operador acotado en W (Ω̂) con constante independiente de h (ver estimacio´n (3.12)).
Luego, z−Λ define una aplicacio´n en W (Ω̂) acotada uniformemente en h. En el pro´ximo lema probaremos
que la inversa de z −Λ tambie´n esta´ acotada uniformemente en h.
1Sean X e Y dos espacios de Banach y sea T : X → Y una aplicacio´n lineal, acotada y suryectiva. Entonces, T mapea
conjuntos abiertos de X en conjuntos abiertos de Y .
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Lema 3.3 Sea z ∈ ρ(Λ), z 6= 0, fijo. Existe una constante positiva C, que depende de Ω y |z|, tal que
‖(z −Λ)−1‖h ≤ C.
Prueba. Fijemos z ∈ ρ(Λ), z 6= 0 y elijamos ŷ ∈W (Ω̂) arbitrariamente. Procediendo como en la prueba
del lema anterior, es simple probar que
x̂ =
1
z
(ŷ + P ◦ (z −Υ)−1(Λŷ|Ω)),
es el u´nico elemento de W (Ω̂) que verifica (z − Λ)x̂ = ŷ. Como Λŷ pertenece a V e(Ω̂), tendremos que
(z −Υ)−1(Λŷ|Ω) ∈ V (Ω) y, por lo tanto, podremos escribir
‖P ◦ (z −Υ)−1(Λŷ|Ω)‖h ≤ C‖(z −Υ)−1(Λŷ|Ω)‖V (Ω).
A partir de este resultado, obtendremos
‖x̂‖h ≤ C|z|
(
‖ŷ‖h + ‖(z −Υ)−1(Λŷ|Ω)‖V (Ω)
)
≤ C|z|
(
‖ŷ‖h + ‖(z −Υ)−1‖L(V (Ω)) ‖Λŷ|Ω‖V (Ω)
)
.
Finalmente, podemos usar (3.12) para obtener
‖Λŷ|Ω‖V (Ω) ≤ ‖Λŷ‖V (Ω̂) ' ‖Λŷ‖h ≤ C ‖ŷ‖h.
La combinacio´n de este resultado con la desigualdad anterior, nos permite completar la prueba. 2
Corolario 3.4 Sea G un subconjunto cerrado de ρ(Λ). Entonces, existe una constante positiva C, inde-
pendiente de h, tal que
‖(z −Λ)−1‖h ≤ C ∀z ∈ G.
Prueba. A partir del resultado anterior, la aplicacio´n z → ‖(z−Λ)−1‖h es uniformemente continua para
cada z ∈ ρ(Λ). Adema´s, como Λ ∈ L(W (Ω̂)), ‖(z − Λ)−1‖h tiende a cero cuando |z| → ∞. Luego, es
claro que ‖(z − Λ)−1‖h puede acotarse uniformemente, con respecto a h y a z, en cualquier conjunto
cerrado incluido en ρ(Λ). 2
Sea ahora λ un autovalor aislado de Λ, distinto de cero, con multiplicidad algebraica m. Sea γ un c´ırculo
en el plano complejo, centrado en λ y contenido en ρ(Λ), de manera tal que no encierre ningu´n otro punto
pertenenciente a σ(Λ).
Podemos definir los siguientes proyectores espectrales relativos a λ:
- asociado con Λ, Eλ : W (Ω̂)→W (Ω̂),
Eλ :=
1
2pii
∫
γ
Rz(Λ) dz
- asociado con Υ, Eλ : V (Ω)→ V (Ω),
Eλ := 1
2pii
∫
γ
Rz(Υ) dz.
Lema 3.5 Los proyectores espectrales asociados a Λ y T satisfacen la siguiente relacio´n:
Eλ(W (Ω̂)) = P(Eλ(V (Ω))).
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Prueba. Recordemos que un vector ŷ ∈ Eλ(W (Ω̂)) si existe k tal que (λ−Λ)kŷ = 0 pero (λ−Λ)k−1ŷ 6= 0.
Utilizando la definicio´n del operador Λ, tendremos
ŷ1 := (λ−A)ŷ = λŷ −P(T(ŷ|Ω)) = λP(ŷ|Ω)−P(T(ŷ|Ω)) = P((λ−T)(ŷ|Ω)) 6= 0,
Procediendo de manera ana´loga,
ŷ2 := (λ−A)2ŷ = (λ−A)ŷ1 = P((λ−T)(ŷ1|Ω)) = P((λ−T)2(ŷ|Ω)) 6= 0,
·
·
·
ŷk−1 := (λ−A)k−2ŷ = (λ−A)ŷk−2 = P((λ−T)(ŷk−2|Ω)) = P((λ−T)k−1(ŷ|Ω)) 6= 0,
ŷk := (λ−A)kŷ = (λ−A)ŷk−1 = P((λ−T)(ŷk−1|Ω)) = P((λ−T)k(ŷ|Ω)) = 0.
Dado que ŷ|Ω = (Py)|Ω = y ∈ V (Ω), concluimos que existe k tal que (λ−T)k−1y 6= 0 y (λ−T)ky = 0.
Luego, y ∈ Eλ(V (Ω)).
Rec´ıprocamente, sea y ∈ Eλ(V (Ω)). Sabemos que existe k tal que (λ−T)ky = 0 pero (λ−T)k−1y 6= 0.
Entonces tendremos
Py1 := P((λ−T)y) = λPy −P(Ty) = (λ−A)(Py) = (λ−A)ŷ 6= 0,
Py2 := P((λ−T)2y) = P((λ−T)y1) = (λ−A)(Py1) = (λ−A)2ŷ 6= 0,
·
·
·
Pyk−1 := P((λ−T)k−1y) = P((λ−T)yk−2) = (λ−A)(Pyk−2) = (λ−A)k−1ŷ 6= 0,
Pyk := P((λ−T)ky) = P((λ−T)yk−1) = (λ−A)(Pyk−1) = (λ−A)kŷ = 0.
Luego, claramente, ŷ = Py ∈ Eλ(W (Ω̂)). 2
3.3.1 Convergencia de las autofunciones y de los subespacios invariantes
En esta seccio´n vamos a generalizar la teor´ıa desarrollada por Descloux-Nassif-Rappaz en [94]. Esto nos
permitira´ analizar, en particular, la convergencia de las aproximaciones obtenidas mediante me´todos no-
conformes de un operador lineal y acotado definido sobre un dominio curvo Ω. Para probar los resultados
aqu´ı presentados, seguiremos argumentos similares a los utilizados en [94].
Ya hemos sen˜alado que el espacio W (Ω̂) podr´ıa depender de h. Como consecuencia de esto, los vectores
propios generalizados x ∈ Eλ(W (Ω̂)) podr´ıan variar con h tambie´n. Sin embargo, como x|Ω ∈ Eλ(V (Ω))
es independiente de h y Ωh → Ω a medida que h va a cero, x sera´ asinto´ticamente igual a x|Ω.
Asumiremos que las siguientes propiedades se satisfacen:
P1: para x ∈ Eλ(W (Ω̂)), existe xh ∈ V eh (Ω̂) tal que ‖x − xh‖h ≤ η1h‖x‖h, con η1h → 0 para
h→ 0,
P2: l´ım
h→0
‖(A−Ah)|V eh (Ω̂)‖h = 0.
El siguiente lema muestra que la aplicacio´n z → ‖(z −Ah|V eh (Ω̂))
−1‖h es uniformemente continua para
cada z ∈ ρ(Λ), siempre y cuando h sea lo suficientemente chico. Entonces, la aproximacio´n Ah resultara´
estable en z.
Lema 3.6 Sea z ∈ ρ(Λ), z 6= 0, fijo, y supongamos que la propiedad P2 se satisface. Existen constantes
positivas h0 y C, que dependen de Ω y |z|, tales que
‖(z −Ah|V eh (Ω̂))
−1‖h ≤ C ∀h < h0.
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Prueba. Para cualquier xh ∈ V eh (Ω̂), podemos encontrar ςh > 0, tan pequen˜o como queramos, que
satisfaga ‖(A − Ah)xh‖h ≤ ςh‖xh‖h ya que, por hipo´tesis, se satisface la propiedad P2. Adema´s, en
virtud del Lemma 3.3, para z ∈ ρ(Λ), fijo, existe C(z), una constante positiva independiente de h, tal
que ‖(z −A)xh‖h ≥ C(z)‖xh‖h. Luego, es inmediato que
‖(z −Ah)xh‖h ≥ ‖(z −A)xh‖h − ‖(A−Ah)xh‖h ≥ C(z)
2
‖xh‖h ∀h ≤ h0,
donde h0 queda determinado por la condicio´n ςh ≤ C(z)/2. Este resultado nos permite probar que
z − Ah : V eh (Ω̂) → V eh (Ω̂) es una aplicacio´n uno a uno. Como el espacio V eh (Ω̂) tiene dimensio´n finita,
entoces la aplicacio´n tambie´n resulta exhaustiva 2. Luego, z − Ah|V eh (Ω̂) es una aplicacio´n invertible.
Finalmente,
‖(z −Ah|V eh (Ω̂))
−1‖h = sup
yh∈V eh (Ω̂)
‖(z −Ah)−1yh‖h
‖yh‖h = supxh∈V eh (Ω̂)
‖xh‖h
‖(z −Ah)xh‖h ≤
2
C(z)
,
lo que nos permite completar la demostracio´n. 2
A partir de ahora, con el fin de simplificar la notacio´n, utilizaremos la siguiente definicio´n Λh := Ah|V eh (Ω̂).
Corolario 3.7 Sea G un subconjunto cerrado de ρ(Λ). Entonces, existen constantes positivas C y h0,
independientes de h, tales que
‖(z −Λh)−1‖h ≤ C ∀z ∈ G, ∀h < h0.
Prueba. Como Λh ∈ L(W (Ω̂)), pueden usarse los mismos argumentos empleados en la demostracio´n del
Corolario 3.4. 2
Teorema 3.8 Sea O un subconjunto compacto de C, tal que O∩σ(Λ) = ∅. Existe una constante h0 > 0,
tal que, si h < h0, entonces O ∩ σ(Λh) = ∅.
Prueba. Como σ(Λ) es el complemento en C de ρ(Λ), el resultado es una consecuencia directa del lema
anterior. 2
Observacio´n 3.9 Podemos interpretar los resultados obtenidos hasta ahora del modo siguiente: para h
suficientemente pequen˜o, cualquier conjunto abierto del plano complejo que contenga a σ(Λ) tambie´n va
a contener a σ(Λh). Entonces, la aproximacio´n Ah no introduce autovalores espurios.
El Teorema 3.8 asegura que γ ⊂ ρ(Λh) para h suficientemente pequen˜o. Podemos definir entonces los
proyectores espectrales Eλh : V
e
h (Ω̂)→ V eh (Ω̂) asociados a los operadores Λh por medio de
Eλh =
1
2pii
∫
γ
Rz(Λh) dz.
Observemos que:
- el operador Eλ proyecta W (Ω̂) sobre el espacio propio de Λ asociado con λ,
- suponiendo que existan autovalores de Λh que yacen en el interior de γ, el operador Eλh proyectar´ıa
V eh (Ω̂) sobre el subespacio invariante por Λh generado por los espacios propios de Λh asociados con
aquellos autovalores de Λh encerrados por γ.
Sea ∆ el dominio en el plano complejo que se encuentra limitado por la curva γ. Nuestro primer objetivo
sera´ probar que, para h suficientemente chico, σ(Λh) ∩∆ 6= ∅.
2Si dim(V ) = dim(W ), finita, el mapeo lineal T : V →W es uno a uno si, y solo si, es suryectivo.
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Teorema 3.10 Supongamos que la propiedad P2 se satisface. Entonces, se verifica
l´ım
h→0
‖Eλh −Eλ|V eh (Ω̂)‖h = 0.
Prueba. Sea z ∈ ρ(Λ) y xh un elemento arbitrario de V eh (Ω̂) con ‖xh‖h = 1. A partir de las definiciones
de Eλ y Eλh , tendremos
‖(Eλ −Eλh)xh‖h =
1
2pi
‖
∫
γ
(Rz(Λ)−Rz(Λh))xh dz‖h
≤ 1
2pi
∫
γ
‖(Rz(Λ)−Rz(Λh))xh‖h |dz|
=
1
2pi
∫
γ
‖(Rz(Λ)(Λ−Λh)Rz(Λh)xh‖h |dz|.
Ahora bien, dado que ‖xh‖h = 1,
‖(Rz(Λ)(Λ−Λh)Rz(Λh)xh‖h ≤ ‖(Rz(Λ)‖L(W (Ω̂))‖Λ−Λh‖L(V eh (Ω̂),W (Ω̂))‖Rz(Λh)‖L(V eh (Ω̂))
y, por lo tanto,
‖(Eλ −Eλh)xh‖h ≤
|γ|
2pi
sup
z∈γ
‖Rz(Λ)‖h ‖(A−Ah)|V eh (Ω̂)‖h supz∈γ ‖Rz(Λh)‖h.
A partir de este resultado, solo resta usar los Corolarios 3.4 y 3.7 y la propiedad P2 para concluir la
prueba. 2
De acuerdo con el teorema anterior, Eλh |V eh (Ω̂) converge uniformemente a Eλ|V eh (Ω̂) cuando h→ 0
Teorema 3.11 Supongamos que las propiedades P1 y P2 se satisfacen. Entonces, para todo x ∈ Eλ(W (Ω̂))
se verifica
l´ım
h→0
δ(x,Eλh(V
e
h (Ω̂))) = 0.
Prueba. Sea x un elemento arbitrario de Eλ(W (Ω̂)). Necesitamos acotar la siguiente expresio´n
dist(x,Eλh(V
e
h (Ω̂))) := ı´nf
yh∈Eλh (V eh (Ω̂))
‖x− yh‖h = ı´nf
yh∈V eh (Ω̂)
‖x−Eλhyh‖h.
Por hipo´tesis, existe xh ∈ V eh (Ω̂) tal que ‖x− xh‖h ≤ η1h‖x‖h, con η1h → 0 cuando h→ 0. Teniendo en
cuenta que x = Eλx, tendremos
ı´nf
yh∈V eh (Ω̂)
‖x−Eλhyh‖h ≤ ‖Eλx−Eλhxh‖h ≤ ‖Eλ(x− xh)‖h + ‖(Eλ −Eλh)xh‖h
≤ ‖Eλ‖L(W (Ω̂))‖x− xh‖h + ‖Eλ −Eλh‖L(V eh (Ω̂),W (Ω̂))‖xh‖h.
A partir de esta desigualdad, podemos concluir
sup
x∈Eλ(W (Ω̂))
dist(x,Eλh(V
e
h (Ω̂)))
‖x‖h ≤ η1h‖Eλ‖h + (1 + η1h)‖Eλh −Eλ|V eh (Ω̂))‖h.
Luego, el resultado es una consecuencia directa de la propiedad P1 y del Teorema 3.10. 2
De acuerdo con el teorema anterior,
- dim Eλ(W (Ω̂)) ≤ dim Eλh(V eh (Ω̂)) y, por lo tanto, σ(Λh) ∩∆ 6= ∅,
- cualquier elemento de Eλ(W (Ω̂)) puede ser aproximado por elementos de Eλh(V
e
h (Ω̂)).
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Observemos, sin embargo, que el nu´mero de vectores propios en Eλh(V
e
h (Ω̂)) podr´ıa ser demasiado grande.
Es decir, las multiplicidades algebraicas podr´ıan ser diferentes. En general, la falta de preservacio´n de la
multiplicidad algebraica, deteriora la convergencia de los vectores propios aproximados.
Teorema 3.12 Supongamos que la propiedad P2 se satisface. Entonces, para todo xh ∈ Eλh(V eh (Ω̂)) se
verifica
l´ım
h→0
δ(xh,Eλ(W (Ω̂))) = 0.
Prueba. Sea xh un elemento arbitrario de Eλh(V
e
h (Ω̂)). Necesitamos acotar la siguiente expresio´n
dist(xh,Eλ(W (Ω̂))) := ı´nf
y∈Eλ(W (Ω̂))
‖xh − y‖h = ı´nf
y∈W (Ω̂)
‖xh −Eλy‖h.
Teniendo en cuenta que xh ∈W (Ω̂) y que xh = Eλhxh, resulta
ı´nf
y∈W (Ω̂)
‖xh −Eλy‖h ≤ ‖xh −Eλxh‖h ≤ ‖(Eλh −Eλ)xh‖h ≤ ‖Eλh −Eλ‖L(V eh (Ω̂),W (Ω̂))‖xh‖h.
A partir de aqu´ı, es inmediato que
sup
xh∈Eλh (V eh (Ω̂))
dist(xh,Eλ(W (Ω̂)))
‖xh‖h ≤ ‖Eλh −Eλ|V eh (Ω̂)‖h.
Luego, el resultado es una consecuencia directa del Teorema 3.10. 2
Teorema 3.13 Supongamos que las propiedades P1 y P2 se satisfacen. Entonces,
l´ım
h→0
δ̂(Eλ(W (Ω̂)),Eλh(V
e
h (Ω̂))) = 0.
Prueba. Inmediata a partir de los Teoremas 3.12 y 3.11. 2
El teorema anterior nos permite asegurar que los espacios propios aproximados tienen la dimensio´n
correcta. Expl´ıcitamente, para todo h < h0, dim Eλh(V
e
h (Ω̂)) = dim Eλ(W (Ω̂)). Luego, la aproximacio´n
Ah no introduce autovectores espurios.
3.3.2 Convergencia de las autovalores
En esta seccio´n analizaremos la convergencia de los autovalores asociados con el operador Λh hacia los
autovalores del operador Λ.
Recordemos que ∆ es el dominio en el plano complejo limitado por la curva γ. Claramente, tendremos
σ(Λ) ∩∆ = {λ}.
Definicio´n 3.14 El espectro de Λh en ∆ converge a λ si, y solo si,
l´ım
h→0
σ(Λh) ∩∆ = {λ}.
Es interesante destacar aqu´ı que esta definicio´n expresa la continuidad de σ(Λ) en la vencindad ∆ de λ
cuando el operador Λ esta´ sujeto a la perturbacio´n Λ − Λh (es decir, Λ = Λh + (Λ − Λh)) [84]. Esta
continuidad implica que
- para h suficientemente chico, existe al menos un punto de σ(Λh) en cualquier vecindad de λ;
propiedad de semi-continuidad inferior, es decir,
{λ} ⊂ l´ım inf
h→0
σ(Λh) ∩∆,
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- λ es el u´nico l´ımite posible para cualquier sucesio´n de puntos en σ(Λh) ∩ ∆; propiedad de semi-
continuidad superior, es decir,
l´ım sup
h→0
σ(Λh) ∩∆ ⊂ {λ}.
Como mostraremos a continuacio´n, la convergencia de los autovalores aproximados es una consecuencia
directa de los resultados que hemos obtenidos en las secciones anteriores. Para las pruebas, seguiremos
los argumentos presentados en [83].
Proposicio´n 3.15 El espectro de Λh en ∆ converge a λ.
Prueba. Los Teoremas 3.10 y 3.11 nos permitieron asegurar que σ(Λh) ∩∆ 6= ∅, siempre que h sea lo
suficientemente chico. Para z ∈ ∆−{λ} ⊂ ρ(Λ), el Lema 3.6 nos asegura que Λh es estable en z; es decir,
que existen constantes h0(z) y C(z) tales que, para todo h < h0(z), z ∈ ρ(Λh) y ‖Rz(Λh)‖h ≤ C(z). En
estas condiciones, elijamos otra curva cerrada γ̂ que encierre a λ y de manera tal que quede contenida en
el interior de γ. Por el Corolario 3.7, si h es lo suficientemente pequen˜o, ‖Rz(Λh)‖h sera´ uniformemente
continua para todo z en el domino anular comprendido entre las curvas γ y γ̂ . Por lo tanto, en ese
dominio, no puede haber puntos pertenecientes a σ(Λh) . 2
Definicio´n 3.16 La aproximacio´n Λh, que es estable en el dominio ∆−{λ}, se dice fuertemente estable
en ∆− {λ} si existe una constante h0 tal que
dim Eλh(V
e
h (Ω̂)) = dim Eλ(W (Ω̂)) ∀h < h0.
Es claro que, la estabilidad fuerte de Λh en ∆− {λ}, es una consecuencia directa del Teorema 3.13.
Proposicio´n 3.17 Para h suficientemente chico, σ(Λh)∩∆ consiste exactamente en m autovalores, no
necesariamente distintos.
Prueba. Si h es suficientemente chico, γ separara´ a σ(Λh)∩∆ del resto del espectro de Λh. Entonces, de
acuerdo con Kato (Teorema 6.17 en [123]), σ(Λh) ∩∆ sera´ igual al espectro del operador Λh restringido
al subespacio Eλh(V
e
h (Ω̂)), cuya imagen tiene dimensio´n igual a m pues Λh es fuertemente estable en
∆ − {λ}. A partir de aqu´ı, concluimos que el espectro de Λh contenido en ∆ consistira´ en un conjunto
de autovalores con una multiplicidad algebraica total igual a m. 2
Como consecuencia de los resultados establecidos hasta ahora, podemos asegurar que partes aisladas del
espectro de Λ son aproximadas por partes aisladas del espectro de Λh. Ma´s precisamente, para cualquier
autovalor λ de Λ con multiplicidad finita m, existen exactamente m autovalores λ1h, · · ·, λmh de Λh,
repetidos de acuerdo con sus respectivas multiplicidades, que convergen a λ a medida que h va a cero.
3.3.3 Estimaciones del error para las autofunciones en la norma ‖ · ‖h
En esta seccio´n obtendremos nuevas estimaciones para el error que nos permitira´n determinar el orden
con el que convergen las autofunciones aproximadas. Lograremos este objetivo extendiendo la teor´ıa
desarrollada en [95], establecida solo para me´todos conformes.
Algunos de los resultados que se presentara´n a continuacio´n pueden probarse modificando ligeramente las
pruebas de los correspondientes lemas o teoremas en [95]. A pesar de esto, hemos decidido incluir todas
las pruebas en este trabajo con el fin de brindar un ana´lisis completo de la teor´ıa propuesta.
Comenzaremos por considerar el subespacio de W (Ω̂) definido por
Wλ(Ω̂) := Eλ(W (Ω̂)) + V
e
h (Ω̂)
y supondremos que existe una norma ‖ · ‖∗ definida en Wλ(Ω̂) tal que
- ‖u‖h ≤ ‖u‖∗ ∀u ∈Wλ(Ω̂),
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- ‖u‖∗ ' ‖u‖h ∀u ∈ V eh (Ω̂),
- ‖u‖∗ ≤ C(λ) ‖u‖h ∀u ∈ Eλ(W (Ω̂)).
Para un operador lineal y continuo L : Wλ(Ω̂)→Wλ(Ω̂) quedan definidas las siguientes normas discretas
‖L‖∗h := sup
y∈Wλ(Ω̂)
‖Ly‖h
‖y‖∗ ≤ supy∈Wλ(Ω̂)
‖Ly‖h
‖y‖h = ‖L‖h,
‖L‖h∗ := sup
y∈Wλ(Ω̂)
‖Ly‖∗
‖y‖h ≥ supy∈Wλ(Ω̂)
‖Ly‖h
‖y‖h = ‖L‖h,
‖L‖∗ := sup
y∈Wλ(Ω̂)
‖Ly‖∗
‖y‖∗ ≤ supy∈Wλ(Ω̂)
‖Ly‖∗
‖y‖h = ‖L‖h∗.
A lo largo de toda esta seccio´n asumiremos que:
- las formas a(·, ·), b(·, ·) y sus respectivas aproximaciones, ah(·, ·) y bh(·, ·), son hermitianas,
- los dominios de definicio´n de ah y bh pueden extenderse al espacio suma (V + Vh)(Ωh) de manera
tal que se verifiquen las siguientes condiciones:
a) la forma ah extendida resulta uniformemente continua en Wλ(Ω̂) con respecto a la norma ‖·‖∗,
es decir,
|ah(v|Ωh , w|Ωh)| ≤ C ‖v‖∗,Ωh‖w‖∗,Ωh ≤ C ‖v‖∗‖w‖∗ ∀v, w ∈Wλ(Ω̂)
b) la forma bh extendida resulta uniformemente continua en W (Ω̂) con la norma ‖ · ‖h, es decir,
|bh(v|Ωh , w|Ωh)| ≤ C |v|X(Ωh)|w|X(Ωh) ≤ C ‖v‖h‖w‖h ∀v, w ∈W (Ω̂)
c) las formas bilineales a y ah pueden expresarse de la siguiente manera:
a(x, y) = a1(x|Ω∩Ωh , y|Ω∩Ωh) + a2(x|Ω\Ωh , y|Ω\Ωh) ∀x, y ∈ V (Ω̂) (3.13)
ah(x, y) = a1h(x|Ω∩Ωh , y|Ω∩Ωh) + a2h(x|Ωh\Ω, y|Ωh\Ω) ∀x, y ∈W (Ω̂) (3.14)
d) las formas a1 y a1h satisfacen la siguiente relacio´n:
a1(x|Ω∩Ωh , y|Ω∩Ωh) = a1h(x|Ω∩Ωh , y|Ω∩Ωh) ∀x, y ∈ V (Ω̂) (3.15)
e) para las formas a2 y a2h se verifican las siguientes estimaciones:
|a2(x|Ω\Ωh , y|Ω\Ωh)| ≤ c1‖x‖h,Ω\Ωh‖y‖h,Ω\Ωh ∀x, y ∈ V (Ω̂) (3.16)
|a2h(x|Ωh\Ω, y|Ωh\Ω)| ≤ c2‖x‖∗,Ωh\Ω‖y‖∗,Ωh\Ω ∀x, y ∈ V (Ω̂), (3.17)
siendo c1 y c2 constantes positivas que no dependen de h.
La primera suposicio´n tiene una consecuencia muy importante que aqu´ı necesitaremos solo a efectos de
simplificar la presentacio´n. Asumiendo que las formas a y b son hermitianas sime´tricas, el operador T|V (Ω)
resultara´ autoadjunto con respecto a la forma a 3. Por lo tanto, sus autovalores sera´n todos reales y todos
los autovectores generalizados sera´n autovectores.
Antes de continuar con nuestro ana´lisis, necesitamos definir un operador de proyeccio´n sobre los espacios
discretos, asociado con la forma bilineal ah.
3Para operadores acotados en espacios de Hilbert, los conceptos sime´trico y autoadjunto resultan equivalentes.
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Sea Πh : Wλ(Ω̂)→Wλ(Ω̂), el operador con rango en V eh (Ω̂), definido por{
Πhx = Phxh
ah(x− xh, yh) = 0 ∀yh ∈ Vh(Ωh). (3.18)
El operador Πh, as´ı definido, estara´ acotado en la norma ‖·‖∗h uniformemente con respecto a h. En efecto,
debido a que la forma bilineal ah es continua sobre Wλ(Ω̂) (con respecto a la norma ‖ · ‖∗) y coerciva
sobre Vh(Ωh) (con respecto a la norma ‖ · ‖h) y teniendo en cuenta que Ph es un operador acotado en
Vh(Ωh), valiendo todas las propiedades uniformemente en h, podemos escribir
‖Πhx‖2h = ‖Phxh‖2h ≤ C ‖xh‖2Vh(Ωh) ≤ C |ah(xh, xh)| = C |ah(x, xh)|
≤ C ‖x‖∗,Ωh‖xh‖∗,Ωh ≤ C ‖x‖∗‖xh‖h ≤ C ‖x‖∗‖Phxh‖h = C ‖x‖∗‖Πhx‖h,
donde hemos usado estimaciones obvias, las propiedades de la norma ‖ · ‖∗ y la definicio´n del espacio
Wλ(Ω̂) para obtener las u´ltimas desigualdades.
Observemos tambie´n que Πh es un operador autoadjunto con respecto a la forma bilinear ah ya que
hemos asumido que ah es sime´trica.
Consideremos ahora el siguiente operador
Bh := AhΠh : Wλ(Ω̂)→ V eh (Ω̂) ⊂Wλ(Ω̂).
A partir de esta definicio´n, tendremos
‖Bhx‖h ≤ C ‖Πhx‖h ≤ C ‖x‖∗ ∀x ∈Wλ(Ω̂),
‖(z −Bh)x‖h ≤ |z|‖x‖h + ‖Bhx‖h ≤ C(z)‖x‖∗ ∀z ∈ C, ∀x ∈Wλ(Ω̂).
Observacio´n 3.18 A partir de los resultados anteriores, surge inmediadamente que los operadores Πh,
Bh y z −Bh tambie´n esta´n uniformemente acotados en la norma ‖ · ‖∗. En efecto, como para cualquier
x ∈ Wλ(Ω̂), Πhx ∈ V eh (Ω̂), tendremos que para todo x ∈ Wλ(Ω̂), ‖Πhx‖∗ ' ‖Πhx‖h. Luego, existira´ una
constante positiva, C, tal que
- ‖Πhx‖∗ ≤ C ‖x‖∗.
Razonando de manera ana´loga, tendremos
- ‖Bhx‖∗ ≤ C ‖x‖∗
y, por lo tanto,
- ‖(z −Bh)x‖∗ ≤ C(z)‖x‖∗.
Obviamente, los operadores Ah y Bh coinciden sobre V
e
h (Ω̂) ya que, como Πh proyecta Wλ(Ω̂) sobre
V eh (Ω̂), (Πh − I)xh = 0 para todo elemento xh ∈ V eh (Ω̂). Esto nos permite asegurar que
- σ(Λh) = σ(Bh),
- para cualquier valor propio, distinto de cero, los correspondientes subespacios invariantes coinciden.
Adema´s, el operador Bh es autoadjunto con respecto a la forma bilineal ah. Esta propiedad es una
consecuencia directa de la simetr´ıa de las formas bilineales ah y bh. En efecto, dados x, y, elementos
arbitrarios de Wλ(Ω̂), tendremos
ah(Bhx, y) = ah(AhΠhx, y) = ah(y,AhΠhx) = ah(Πhy,AhΠhx) = ah(AhΠhx,Πhy) = bh(Πhx,Πhy),
donde hemos usado los problemas (3.18) y (3.9) para establecer las u´ltimas igualdades. De manera com-
pletamente ana´loga, se obtiene
ah(x,Bhy) = bh(Πhy,Πhx).
El siguiente resultado muestra que z−Bh : Wλ(Ω̂)→Wλ(Ω̂) es una aplicacio´n continua, invertible y con
inversa uniformemente continua para todo z ∈ γ.
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Lema 3.19 Para todo z ∈ γ, existen constantes positivas C1(z), C2(z) y h0 tales que
‖(z −Bh)−1‖∗h ≤ C1(z) ∀h ≤ h0,
‖(z −Bh)−1‖∗ ≤ C2(z) ∀h ≤ h0.
Prueba. Sea x un elemento arbitrario de Wλ(Ω̂). A partir de la definicio´n del operador Bh, es inmediato
que
Bh(Πhx) = Bhx.
Luego, si z ∈ γ, es z 6= 0 y podremos escribir
‖(I−Πh)x‖h = 1
z
‖(z −Bh)(I−Πh)x‖h ≤ 1
z
(‖(z −Bh)x‖h + ‖(z −Bh)Πhx‖h)
≤ C(z)(‖(z −Bh)x‖h + ‖Πh(z −Bh)x‖h) ≤ C(z)‖(z −Bh)x‖∗.
Por otro lado, como Πhx ∈ V eh (Ω̂), de acuerdo con el Lema 3.6, existe una constante positiva h0 tal que,
si h < h0, se verifica
‖Πhx‖h ≤ C(z)‖(z −Ah)Πhx‖h = C(z)‖Πh((z −Bh)x)‖h ≤ C(z)‖(z −Bh)x‖∗.
Concluimos entonces que la aplicacio´n z −Bh : Wλ(Ω̂)→Wλ(Ω̂) es inyectiva pues
‖x‖h ≤ ‖(I−Πh)x‖h + ‖Πhx‖h ≤ C(z)‖(z −Bh)x‖∗ ∀h < h0.
Como Bh es un operador compacto
4, tendremos que z − Bh es tambie´n una aplicacio´n exhaustiva 5.
Luego, (z − Bh) es invertible. Finalmente, como γ es un conjunto compacto de C, para todo z ∈ γ se
verifica
‖(z −Bh)−1‖∗h = sup
y∈Wλ(Ω̂)
‖(z −Bh)−1y‖h
‖y‖∗ = supx∈Wλ(Ω̂)
‖x‖h
‖(z −Bh)x‖∗ ≤ ma´xz∈γ C(z).
As´ı concluimos la demostracio´n de la primera desigualdad.
Razonando de la misma manera, con la ‖ · ‖∗ reemplazando a la ‖ · ‖h, y teniendo en cuenta los resultados
de la observacio´n 3.18, es fa´cil concluir que, para todo x ∈Wλ(Ω̂),
‖x‖∗ ≤ C˜(z)‖(z −Bh)x‖∗ ∀h < h0.
Luego, para todo z ∈ γ, tendremos
‖(z −Bh)−1‖∗ ≤ ma´x
z∈γ C˜(z),
estimacio´n que nos permite completar la prueba. 2
Sea Fλh : Wλ(Ω̂)→ V eh (Ω̂) el proyector espectral asociado con el operador Bh,
Fλh :=
1
2pii
∫
γ
Rz(Bh) dz,
relativo a los autovalores λ1h, · · ·, λmh, los cuales convergen a λ a medida que h va a cero. Observemos
que
- como Bh es autoadjunto con respecto a la forma bilineal ah, Fλh resulta autoadjunto con respecto
a ah,
4Un operador lineal y continuo que transforma un espacio de Banach E en un subespacio de E con dimension finita es
compacto.
5Sea T un operador compacto sobre un espacio de Banach y z ∈ C \ {0}. El operador z − T es inyectivo si, y solo si, es
suryectivo.
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- como Rz(Bh) esta´ acotado para todo z ∈ γ uniformemente en h en las normas ‖ · ‖∗h y ‖ · ‖∗, Fλh
resulta acotado uniformemente en h en las mismas normas,
- Fλh(Wλ(Ω̂)) coincide con el espacio propio Eλh(V
e
h (Ω̂)) del operador Ah asociado con los autova-
lores λ1h, · · ·, λmh.
Asumiremos que las siguientes propiedades se satisfacen:
P3: para x ∈ Eλ(W (Ω̂)), existe xh ∈ V eh (Ω̂) tal que ‖x−xh‖∗ ≤ η2h‖x‖h, con η2h → 0 para h→ 0,
P4: para todo x ∈ Eλ(W (Ω̂)), ‖(A−Ah)x‖∗ ≤ η3h‖x‖h, con η3h → 0 para h→ 0,
P5: para todo x ∈ Eλ(W (Ω̂)), ‖x‖h,Ω\Ωh + ‖x‖h,Ωh\Ω + ‖x‖∗,Ωh\Ω ≤ η4h‖x‖h, con η4h → 0 para
h→ 0.
Observacio´n 3.20 A partir de la relacio´n existente entre las normas ‖ · ‖h y ‖ · ‖∗, es claro que la
propiedad P3 implica la propiedad P1. No´tese, sin embargo, que no ha sido necesario introducir la norma
‖ · ‖∗ para analizar la convergencia del me´todo de aproximacio´n.
Es claro entonces que las siguientes cantidades
γ1h := sup
y∈Eλ(W (Ω̂))
‖y‖h=1
ı´nf
xh∈V eh (Ω̂)
‖y − xh‖∗,
γ2h := sup
y∈Eλ(W (Ω̂))
‖y‖h=1
(
‖y‖h,Ω\Ωh + ‖y‖∗,Ωh\Ω
)
,
γ3h := ‖(A−Ah)|Eλ(W (Ω̂))‖h∗,
%h := γ1h + γ2h + γ3h.
tienden a cero a medida que h tiende a cero.
Lema 3.21 Existe una constante C, estrictamente positiva, tal que
‖(I−Πh)|Eλ(W (Ω̂))‖h∗ ≤ C γ1h.
Prueba. Sea x ∈ Eλ(W (Ω̂)), con ‖x‖h = 1, y consideremos un elemento arbitrario yh de Vh(Ωh). La
desigualdad triangular, las propiedades del proyector Πh y la equivalencia entre las normas ‖ · ‖∗ y ‖ · ‖h
en V eh (Ω̂), nos permiten escribir
‖(I−Πh)x‖∗ ≤ ‖x− yeh‖∗ + ‖Πh(yeh − x)‖∗ ≤ ‖x− yeh‖∗ + C ‖Πh(yeh − x)‖h
≤ ‖x− yeh‖∗ + C ‖yeh − x‖∗ ≤ C ı´nf
yeh∈V eh (Ω̂)
‖x− yeh‖∗
de donde se obtiene fa´cilmente el resultado buscado. 2
Observacio´n 3.22 Es claro que Πh converge en norma ‖ · ‖h al operador identidad en Eλ(W (Ω̂)). En
efecto, en virtud de la propiedad P3, para cada x ∈ Eλ(W (Ω̂)), podemos encontrar η2h → 0 con h → 0
tal que ı´nf
yeh∈V eh (Ω̂)
‖x− yeh‖∗ ≤ η2h‖x‖h. Luego, tendremos
‖(I−Πh)x‖h ≤ ‖(I−Πh)x‖∗ ≤ η2h‖x‖h para cada x ∈ Eλ(W (Ω̂)).
Lema 3.23 Existe una constante C, estrictamente positiva, tal que
‖(Eλ − Fλh)|Eλ(W (Ω̂))‖h ≤ C ‖(A−Bh)|Eλ(W (Ω̂))‖h∗,
‖(Eλ − Fλh)|Eλ(W (Ω̂))‖h∗ ≤ C ‖(A−Bh)|Eλ(W (Ω̂))‖h∗.
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Prueba. Observemos que, dada la relacio´n existente entre las normas ‖ · ‖h y ‖ · ‖h∗, solo sera´ necesario
probar la segunda desigualdad. Elijamos x ∈ Eλ(W (Ω̂)) de manera tal que ‖x‖h = 1. La definicio´n de los
proyectores espectrales nos conduce a la siguiente expresio´n, va´lida si h es suficientemente pequen˜o,
‖(Eλ − Fλh)x‖∗ =
1
2pi
‖
∫
γ
(Rz(A)−Rz(Bh))x dz‖∗ ≤ 1
2pi
∫
γ
‖Rz(Bh)(A−Bh)Rz(A)x‖∗|dz|.
Teniendo en cuenta que la aplicacio´n Rz(A) deja invariante al subespacio Eλ(W (Ω̂)), podemos escribir
‖Rz(Bh)(A−Bh)Rz(A)x‖∗ ≤ ‖Rz(Bh)‖L(Wλ(Ω̂))‖A−Bh‖L(Eλ(W (Ω̂)),Wλ(Ω̂))‖Rz(A)‖L(Eλ(W (Ω̂))).
Luego, tendremos
‖(Eλ − Fλh)x‖h ≤
|γ|
2pi
sup
z∈γ
‖Rz(Bh)‖∗‖(A−Bh)|Eλ(W (Ω̂))‖h∗ sup
z∈γ
‖Rz(A)‖h‖x‖h.
Terminamos la prueba aplicando los resultados del Corolario 3.4 y Lema 3.19. 2
Lema 3.24 Existe una constante C, estrictamente positiva, tal que
‖(I− Fλh)|Eλ(W (Ω̂))‖h∗ ≤ C
(
‖(I−Πh)|Eλ(W (Ω̂))‖h∗ + ‖(A−Bh)|Eλ(W (Ω̂))‖h∗
)
.
Prueba. Elijamos x ∈ Eλ(W (Ω̂)) de manera tal que ‖x‖h = 1. A partir de la desigualdad triangular y
de las propiedades de la norma ‖ · ‖∗, tendremos
‖(I− Fλh)x‖∗ ≤ ‖(I−Πh)x‖∗ + ‖(Πh − Fλh)x‖∗ ≤ ‖(I−Πh)x‖∗ + C ‖(Πh − Fλh)x‖h
≤ ‖(I−Πh)x‖∗ + C ‖Πh(I− Fλh)x‖h ≤ C
(
‖(I−Πh)x‖∗ + ‖(I− Fλh)x‖∗
)
≤ C
(
‖(I−Πh)|Eλ(W (Ω̂))‖h∗ + ‖(Eλ − Fλh)|Eλ(W (Ω̂))‖h∗
)
‖x‖h.
Terminamos la prueba aplicando el resultado del Lema 3.23. 2
Lema 3.25 Existe una constante C, estrictamente positiva, tal que
‖(A−Bh)|Eλ(W (Ω̂))‖h∗ ≤ C(γ1h + γ3h).
Prueba. Elijamos x ∈ Eλ(W (Ω̂)) de manera tal que ‖x‖h = 1. A partir de la desigualdad triangular y
las propiedades de la norma ‖ · ‖∗, tendremos
‖(A−Bh)x‖∗ ≤ ‖(A−Ah)x‖∗ + ‖Ah(I−Πh)x‖∗ ≤ ‖(A−Ah)x‖∗ + C ‖Ah(I−Πh)x‖h
≤ ‖(A−Ah)x‖∗ + C ‖Ah‖h‖(I−Πh)y‖h ≤ ‖(A−Ah)x‖∗ + C ‖Ah‖h‖(I−Πh)y‖∗
≤ ‖(A−Ah)|Eλ(W (Ω̂))‖h∗ + C ‖Ah‖h‖(I−Πh)|Eλ(W (Ω̂))‖h∗.
La prueba puede concluirse teniendo en cuenta que ‖Ah‖h esta´ acotada uniformemente en h y aplicando
los resultados del Lema 3.21. 2
El siguiente teorema da una cota superior para la distancia entre los subespacios Eλ(W (Ω̂)) y Fλh(Wλ(Ω̂)).
Esta distancia coincide con la distancia existente entre los espacios propios Eλ(W (Ω̂)) y Eλh(V
e
h (Ω̂)) de
los operadores Λ y Λh, respectivamente.
Teorema 3.26 Existe una constante C, estrictamente positiva, tal que
δ̂(Eλ(W (Ω̂)),Fλh(Wλ(Ω̂))) ≤ C %h.
Prueba. Comencemos observando que, para h suficientemente pequen˜o, digamos para h < h0, los subes-
pacios Eλ(W (Ω̂)) y Fλh(Wλ(Ω̂)) tendra´n la misma dimensio´n m, finita. En estas condiciones, tendremos
δ(Fλh(Wλ(Ω̂)),Eλ(W (Ω̂))) ≤
δ(Eλ(W (Ω̂)),Fλh(Wλ(Ω̂)))
1− δ(Eλ(W (Ω̂)),Fλh(Wλ(Ω̂))
.
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A partir de este resultado, solo nos resta probar que
δ(Eλ(W (Ω̂)),Fλh(Wλ(Ω̂))) ≤ C %h,
ya que, como l´ım
h→0
%h = 0, existira´ alguna constante h+ tal que, para todo h ≤ h+, sera´ (1−C %h)−1 ≤ 2.
Elijamos x ∈ Eλ(W (Ω̂)). Como x = Eλx y Fλh(Fλhy) = Fλhy, para todo y ∈Wλ(Ω̂), tendremos
ı´nf
y∈Fλh (Wλ(Ω̂))
‖x− y‖h = ı´nf
y∈Wλ(Ω̂)
‖Eλx− Fλhy‖h ≤ ‖(Eλ − Fλh)x‖h.
Luego, en virtud de los Lemas 3.23 y 3.25,
sup
x∈Eλ(W (Ω̂))
‖x‖h=1
ı´nf
y∈Fλh (Wλ(Ω̂))
‖x− y‖h ≤ sup
x∈Eλ(W (Ω̂))
‖x‖h=1
‖(Eλ − Fλh)x‖h ≤ C (γ1h + γ3h).
Luego, para todo h < mı´n{h0, h+}, tendremos
δ̂(Eλ(W (Ω̂)),Fλh(Wλ(Ω̂))) ≤ C (γ1h + γ3h)
que es el resultado buscado. 2
3.3.4 Estimaciones del error para los autovalores
Hasta aqu´ı hemos probado que, para h suficientemente pequen˜o, existen m autovalores λ1h, ···, λmh de Λh
que convergen al autovalor λ de Λ cuya multiplicidad algebraica es m. En otras palabras, si se satisfacen
las propiedades P1−P2, hemos probado que
l´ım
h→0
λih = λ para i = 1, · · ·,m.
En esta seccio´n analizaremos la rapidez con la que convergen los autovalores aproximados. Adoptaremos
la linea argumental presentada en [150].
En lo que sigue, continuaremos usando la notacio´n introducida en las secciones anteriores y sostendremos
todas las hipo´tesis hechas previamente.
Comenzaremos definiendo la siguiente aplicacio´n
Ξh := Fλh |Eλ(W (Ω̂)) : Eλ(W (Ω̂))→ Eλh(V eh (Ω̂)),
i.e., el proyector Fλh como un operador restringido al subespacio Eλ(W (Ω̂)). Es posible demostrar que,
para h suficientemente pequen˜o, Ξh es una aplicacio´n invertible y con inversa uniformemente acotada.
Lema 3.27 Existe una constante positiva h0 tal que, si h < h0, ‖Ξ−1h ‖h < 2.
Prueba. Elijamos x ∈ Eλ(W (Ω̂)) de manera tal que Fλhx = 0. Por la propiedad P3, sabemos que existe
xh ∈ V eh (Ω̂) tal que
‖x‖h = ‖Eλx‖h = ‖(Eλ − Fλh)x‖h ≤ ‖(Eλ − Fλh)(x− xh)‖h + ‖(Eλ −Eλh)xh‖h
≤ η2h‖Eλ − Fλh‖∗h‖x‖h + ‖(Eλ −Eλh)|V eh (Ω̂)‖h‖xh‖h≤ η2h‖Eλ − Fλh‖∗h‖x‖h + (1 + η2h)‖(Eλ −Eλh)|V eh (Ω̂)‖h‖x‖h.
Como las proyecciones Eλ y Fλh esta´n uniformemente acotadas en la norma ‖ · ‖∗h y η2h → 0 cuando
h→ 0, el Teorema 3.10 nos permite asegurar que, para todo h menor que cierta constante h0,
‖x‖h < 1
2
‖x‖h.
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Luego, la aplicacio´n Ξh es uno a uno. Observemos que tambie´n es una aplicacio´n onto ya que, por el
Teorema 3.13,
dim Eλ(W (Ω̂)) = dim Eλh(V
e
h (Ω̂)) = m.
Concluimos entonces que Ξ−1h : Eλh(V
e
h (Ω̂))→ Eλ(W (Ω̂)) esta´ bien definida para h chico. Ma´s au´n, si h
es chico, esta´ acotada uniformemente en h. En efecto, para x ∈ Eλ(W (Ω̂)), tendremos
‖x‖h − ‖Fλhx‖h ≤ ‖(Eλ − Fλh)x‖h ≤
1
2
‖x‖h.
De aqu´ı concluimos inmediatamente ‖Ξ−1h yh‖h ≤ 2‖yh‖h para todo yh ∈ Eλh(V eh (Ω̂)). 2
Consideremos los siguientes operadores
Â := A|Eλ(W (Ω̂)) : Eλ(W (Ω̂))→ Eλ(W (Ω̂)),
B̂h := Ξ
−1
h BhΞh : Eλ(W (Ω̂))→ Eλ(W (Ω̂)).
Elijamos x ∈ Eλ(W (Ω̂). Usando el resultado del Lema 3.27 y teniendo en cuenta que ‖Bh‖∗h esta´ acotada
uniformemente, tendremos
‖B̂hx‖h = ‖Ξ−1h BhΞhx‖h ≤ ‖Ξ−1h ‖h‖BhΞhx‖h ≤ 2‖Bh‖∗h‖Ξhx‖∗ ≤ C ‖Ξhx‖∗
y, dado que Ξhx ∈ V eh (Ωh) y ‖Fλh‖∗h esta´ uniformemente acotada,
‖Ξhx‖∗ ≤ C ‖Ξhx‖h ≤ C ‖Fλh |Eλ(W (Ω̂))‖∗h‖x‖∗ ≤ C ‖x‖h. (3.19)
La combinacio´n de las dos estimaciones anteriores nos permite afirmar que B̂h esta´ acotado uniformemente
en la norma ‖ · ‖h.
Adema´s, como Ξ−1h Ξh es igual a la identidad sobre Eλ(W (Ω̂)), tendremos
‖(z − B̂h)−1x‖h = ‖
(
Ξ−1h (z −Bh)Ξh
)−1
x‖h = ‖Ξ−1h (z −Bh)−1Ξhx‖h ∀x ∈ Eλ(W (Ω̂)).
Luego, gracias a los Lemas 3.19, 3.27 y a la estimacio´n (3.19), podremos asegurar que existe una constante
positiva C tal que, si h es suficientemente pequen˜o,
‖(z − B̂h)−1x‖h ≤ ‖Ξ−1h ‖h‖(z −Bh)−1‖∗h‖Ξhx‖∗ ≤ C ‖x‖h. (3.20)
Observemos tambie´n que
- como Eλ(W (Ω̂)) es A-invariante, σ(Â) = λ,
- como Eλh(V
e
h (Ω̂)) es Bh-invariante, σ(B̂h) = λ1h, · · ·, λmh.
El siguiente lema es clave para establecer las estimaciones que nos permitira´n determinar el orden de
convergencia de los autovalores aproximados.
Lema 3.28 Existen constantes C y h0, estrictamente positivas, tales que, para h < h0,
‖Â− B̂h‖h ≤ C (%2h +Mh +Nh),
siendo Mh y Nh te´rminos de consistencia definidos por:
Mh = sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈Eλ(W (Ω̂))
‖y‖h=1
|ah(Ax,Πhy − y)− bh(x,Πhy − y)|,
Nh = sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈Eλ(W (Ω̂))
‖y‖h=1
|ah(Ax, y)− bh(x, y)|.
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Prueba. Tendremos
‖Â− B̂h‖h ≤ sup
x∈Eλ(W (Ω̂))
‖x‖h=1
‖(Â− B̂h)x‖h,Ω + sup
x∈Eλ(W (Ω̂))
‖x‖h=1
‖(Â− B̂h)x‖h,Ωh\Ω. (3.21)
Observemos que (Â− B̂h)x ∈ Eλ(W (Ω̂)). Luego, debido a la propiedad P5,
‖(Â− B̂h)x‖h,Ωh\Ω ≤ η4h‖(Â− B̂h)x‖h,Ω ≤ η4h‖Â− B̂h‖h‖x‖h,
donde η4h → 0 a medida que h→ 0. Entonces, para h suficientemente chico, podremos escribir
sup
x∈Eλ(W (Ω̂))
‖x‖h=1
‖(Â− B̂h)x‖h,Ωh\Ω ≤
1
2
‖Â− B̂h‖h. (3.22)
Este resultado permite acotar fa´cilmente el segundo te´rmino de (3.21). Para el primer te´rmino, tendremos
sup
x∈Eλ(W (Ω̂))
‖x‖h=1
‖(Â− B̂h)x‖h,Ω ≤ C sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈W (Ω̂)
‖y‖h=1
a((Â− B̂h)x, y)
= C sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈W (Ω̂)
‖y‖h=1
a(Eλ((Â− B̂h)x), y)
= C sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈W (Ω̂)
‖y‖h=1
a((Â− B̂h)x,Eλ(y))
≤ C sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈Eλ(W (Ω̂))
‖y‖h=1
a((Â− B̂h)x, y).
Dado que (Â− B̂h)x e y pertenecen al espacio V (Ω̂), podemos usar (3.13), (3.14) y (3.15) para obtener
a((Â− B̂h)x, y) = a1h((Â− B̂h)x|Ω∩Ωh , y|Ω∩Ωh) + a2((Â− B̂h)x|Ω\Ωh , y|Ω\Ωh)
= ah((Â− B̂h)x, y)− a2h((Â− B̂h)x|Ωh\Ω, y|Ωh\Ω)
+ a2((Â− B̂h)x|Ω\Ωh , y|Ω\Ωh). (3.23)
Teniendo en cuenta que Ξ−1Ξ = I|Eλ(W (Ω̂)) y que Eλ(W (Ω̂)) es un subespacio invariante de A, es
inmediato que (Ξ−1h Fλh − I)A|Eλ(W (Ω̂)) = 0. Luego, como Bh commuta con su proyector espectral Fλh ,
tendremos
Â− B̂h = (A−Bh)|Eλ(W (Ω̂)) + (Ξ
−1
h Fλh − I)(A−Bh)|Eλ(W (Ω̂)). (3.24)
A continuacio´n acotaremos cada te´rmino que resulta de reemplazar la expresio´n (3.24) en la ecuacio´n
(3.23) por separado.
Acotacio´n del te´rmino |ah((A−Bh)x, y)|. Tendremos
ah((A−Bh)x, y) = ah((A−Bh)x, (I−Πh)y) + ah((A−Bh)x,Πhy). (3.25)
Podemos usar los Lemas 3.21 y 3.25 para acotar el primer te´rmino en el lado derecho de esta ecuacio´n.
Obtendremos
|ah((A−Bh)x, (I−Πh)y)| ≤ C ‖(A−Bh)x‖∗‖(I−Πh)x‖∗
≤ C ‖(A−Bh)|Eλ(W (Ω̂))‖h∗‖(I−Πh)|Eλ(W (Ω̂))‖h∗
≤ C γ1hγ3h.
(3.26)
Para el segundo te´rmino, escribimos
ah((A−Bh)x,Πhy) = ah((A−Ah)x,Πhy) + ah((Ah −Bh)x,Πhy). (3.27)
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Dado que Πhy|Ωh ∈ Vh(Ωh),
|ah((A−Ah)x,Πhy)| = |ah(Ax,Πhy)− bh(x,Πhy)| ≤Mh +Nh, (3.28)
ah((Ah −Bh)x,Πhy) = ah(Ah(I−Πh)x,Πhy) = bh((I−Πh)x,Πhy). (3.29)
Es inmediato que
bh((I−Πh)x,Πhy) = bh((I−Πh)x, y)− bh((I−Πh)x, (I−Πh)y). (3.30)
El primer te´rmino en el lado derecho de (3.30) puede escribirse
bh((I−Πh)x, y) = ah((Πh − I)x,Ay)− bh((Πh − I)x, y)− ah((Πh − I)x, (I−Πh)Ay). (3.31)
Observemos que los dos primeros te´rminos de esta ecuacio´n esta´n acotados directamente por Mh. Para
el te´rmino restante, tendremos
|ah((Πh − I)x, (I−Πh)Ay)| ≤ C ‖(Πh − I)|Eλ(W (Ω̂))‖h∗‖(I−Πh)|Eλ(W (Ω̂))‖h∗.
Luego, combinando esta estimacio´n con el resultado del Lemma 3.21, obtenemos
|bh((I−Πh)x, y)| ≤ C(Mh + γ21h). (3.32)
El segundo te´rmino en el lado derecho de la ecuacio´n (3.30) puede acotarse fa´cilmente teniendo en cuenta
la continuidad de la forma bilineal bh sobre (V + Vh)(Ωh). Tendremos
|bh((I−Πh)x, (I−Πh)y)| ≤ C ‖(I−Πh)x‖h‖(I−Πh)y)‖h ≤ C γ21h. (3.33)
Acotacio´n del te´rmino |ah((Ξ−1h Fλh − I)(A − Bh)x, y)|. Comencemos observando que Fλh(Ξ−1h Fλh −
I)|Wλ(Ω̂) = 0. Luego, como Fλh es autoadjunto con respecto a la forma bilineal to ah, tendremos
|ah((Ξ−1h Fλh − I)(A−Bh)x, y)|
= |ah((Ξ−1h Fλh − I)(A−Bh)x, y)− ah(Fλh(Ξ−1h Fλh − I)(A−Bh)x, y)|
= |ah((Ξ−1h Fλh − I)(A−Bh)x, y)− ah((Ξ−1h Fλh − I)(A−Bh)x,Fλhy)|
= |ah((Ξ−1h Fλh − I)(A−Bh)x, (I− Fλh)y)|
≤ C ‖(Ξ−1h Fλh − I)(A−Bh)x‖∗‖(I− Fλh)y‖∗
≤ C
(
‖(Ξ−1h Fλh(A−Bh)x‖∗ + ‖(A−Bh)x‖∗
)
‖(I− Fλh)y‖∗
≤ C
(
‖(Ξ−1h Fλh(A−Bh)x‖h + ‖(A−Bh)x‖∗
)
‖(I− Fλh)y‖∗
≤ C
(
‖(Ξ−1h |Eλh (V eh (Ω̂))‖h‖Fλh |Wλ(Ω̂)‖∗h + 1
)
‖(A−Bh)|Eλ(W (Ω̂))‖h∗‖(I− Fλh)|Eλ(W (Ω̂))‖h∗
≤ C γ3h(γ1h + γ3h). (3.34)
Para obtener las u´ltimas desigualdades en (3.34) hemos usado que ah es uniformemente continua en el
espacio Wλ(Ω̂) con respecto a la norma ‖·‖∗, que los operadores Ξ−1h y Fh esta´n uniformemente acotados
en las normas indicadas y, finalmente, los resultados de los Lemas 3.21-3.25.
Acotacio´n del te´rmino |a2((Â − B̂h)x|Ω\Ωh , y|Ω\Ωh)|. Teniendo en cuenta la condicio´n (3.16), que los
operadores Ξ−1h y Fh esta´n uniformemente acotados y el resultado del Lema 3.25, tendremos
|a2((Aˆ− Bˆh)x|Ω\Ωh , y|Ω\Ωh)| ≤ C‖(Â− B̂h)x‖h,Ω\Ωh ‖y‖h,Ω\Ωh
≤ C‖Ξ−1Fλh((A−Bh)x)‖h‖y‖h,Ω\Ωh
≤ C‖(A−Bh)|Eλ(W (Ω̂))‖h∗‖y‖h,Ω\Ωh
≤ C γ2hγ3h. (3.35)
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Acotacio´n del te´rmino |a2h((Â− B̂h)x|Ωh\Ω, y|Ωh\Ω)|. Teniendo en cuenta la condicio´n (3.17), las propie-
dades de la norma ‖ · ‖∗, que los operadores Ξ−1h y Fh esta´n uniformemente acotados y el resultado del
Lema 3.25, tendremos
|a2h((Â− B̂h)x|Ωh\Ω, y|Ωh\Ω)| ≤ C‖(Â− B̂h)x‖∗,Ωh\Ω ‖y‖∗,Ωh\Ω
≤ C‖(Â− B̂h)x‖∗ ‖y‖∗,Ωh\Ω
≤ C‖Ξ−1Fλh((A−Bh)x)‖h‖y‖∗,Ωh\Ω
≤ C‖(A−Bh)|E(V (Ω̂))‖h∗‖y‖∗,Ωh\Ω
≤ Cγ2hγ3h. (3.36)
Como consecuencia de las ecuaciones (3.21)-(3.36), obtenemos
sup
x∈Eλ(W (Ω̂))
‖x‖h=1
‖(Â− B̂h)x‖h,Ω ≤ C
(
%2h +Mh +Nh
)
.
As´ı concluimos la prueba. 2
Si bien hemos establecido que cada uno de los autovalores aproximados λih, i = 1, · · ·,m, esta´ muy cerca
de λ para h suficientemente chico, la media aritme´tica es, en general, una representacio´n ma´s cercana del
valor verdadero [49]. Definimos
λ̂h :=
1
m
m∑
i=1
λih.
El siguiente teorema establece estimaciones del error en la aproximacio´n de los autovalores.
Teorema 3.29 Existen constantes h0 y C, estrictamente positivas, tales que, para h < h0,
i)
∣∣∣λ− λ̂h∣∣∣ ≤ C(%2h +Mh +Nh),
ii)
∣∣∣ 1
λ
− 1
m
m∑
i=1
1
λih
∣∣∣ ≤ C(%2h +Mh +Nh),
iii) ma´x
i=1,···,m
|λ− λih| ≤ C(%2h +Mh +Nh).
Prueba. Denotaremos por (·, ·) al producto interno en V (Ω̂) asociado con la forma bilineal a(·, ·). Sea
ζ1, · · ·, ζm una base ortonormal para Eλ(Ω̂). Como sen˜alamos al comienzo de esta seccio´n, σ(Â) = λ y
σ(B̂h) = λ1h, · · ·, λmh.
i) Como los operadores Â y B̂h esta´n definidos sobre el mismo espacio de funciones, podremos escribir
λ− λ̂h = 1
m
(tr(Â)− tr(B̂h)) = 1
m
tr(Â− B̂h) = 1
m
m∑
k=1
((Â− B̂h)ζk, ζk).
Luego, es inmediato que ∣∣∣λ− λ̂h∣∣∣ ≤ C ‖Â− B̂h‖h.
ii) Sea f una funcio´n de z holomorfa en una vecindad de λ. Por definicio´n,
1
m
tr(f(Â)− f(B̂h)) = 1
m
m∑
k=1
1
2pii
(∫
γλ
f(z)(Rz(Â)−Rz(B̂h))ζk dz, ζk
)
= f(λ)− 1
m
m∑
k=1
f(λkh).
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Sea x ∈ Eλ(W (Ω̂)), con ‖x‖h = 1. Entonces,
‖(f(Â)− f(B̂h))x‖h = 1
2pi
‖
∫
γλ
f(z)
(
Rz(Â)−Rz(B̂h)
)
x dz‖h
=
1
2pi
‖
∫
γλ
f(z)Rz(B̂h)(Â− B̂h)Rz(Â)x dz‖h
≤ 1
2pi
∫
γλ
|f(z)|‖Rz(B̂h)(Â− B̂h)Rz(Â)x‖h |dz|.
Teniendo en cuenta que Â = A|Eλ(W (Ω̂)), que Eλ(W (Ω̂)) es invariante por A (por lo tanto, tambie´n sera´
invariante por Rz(Â)) y que (Â− B̂h)|Eλ(W (Ω̂)) ⊂ Eλ(W (Ω̂)), tendremos
‖(f(Â)− f(B̂h))x‖h ≤ |γλ|
2pi
sup
z∈γλ
|f(z)|‖Rz(B̂h)‖h‖(Â− B̂h)Rz(Â)x‖h
≤ C |γλ|
2pi
sup
z∈γλ
|f(z)|‖Rz(B̂h)‖h‖(Â− B̂h)|Eλ(W (Ω̂))‖h‖Rz(Â)‖h.
Usando la estimacio´n (3.20) y el Corolario 3.4, concluimos que
‖(f(Â)− f(B̂h))|Eλ(W (Ω̂))‖h ≤ C ‖(Â− B̂h)|Eλ(W (Ω̂))‖h,
siendo C es una constante que depende de f pero no de h. Luego, haciendo f = 1z ,∣∣∣ 1
λ
− 1
m
m∑
k=1
1
λkh
∣∣∣ ≤ C ‖(Â− B̂h)‖h.
iii) Es una aplicacio´n directa de resultados conocidos para matrices (ver, por ejemplo, [175], pp. 80-81).
A partir de estas estimaciones, el teorema es una consecuencia directa del Lema 3.28. 2
3.3.5 Convergencia y estimaciones del error para las autofunciones en la norma | · |X(Ω̂)
En las secciones previas, hemos estudiado el problema de aproximar el espectro del operador A usando
me´todos no-conformes y analizado la convergencia de las soluciones nume´ricas en la norma ‖ · ‖h; que,
usualmente, es equivalente a la norma de la energ´ıa. En muchas aplicaciones, interesa tambie´n investigar
el comportamiento de la aproximacio´n en la norma | · |X(Ω̂).
Consideraremos nuevamente los operadores A y Ah (definidos en la seccio´n 3.2) y las restricciones Λ =
A|W (Ω̂) y Λh = Ah|V eh (Ω̂) (introducidas en la seccio´n 3.3). Siguiendo los argumentos utilizados en la
prueba del Lema 3.3 y teniendo en cuenta la inclusio´n continua W (Ω̂) ↪→ X(Ω̂), es claro que
|(z −Λ)−1|X(Ω̂) ≤ C z ∈ ρ(Λ), z 6= 0.
Como Λ ∈ L(X(Ω̂)), los argumentos del Corolario 3.4 pueden usarse para probar que
|(z −Λ)−1|X(Ω̂) ≤ C ∀z ∈ G, G subconjunto cerrado de ρ(Λ).
Supongamos que se satisfacen las siguientes condiciones (versiones ma´s de´biles de las propiedades P1 y
P2 anteriores):
P1: para x ∈ Eλ(W (Ω̂)), existe xh ∈ V eh (Ω̂) tal que |x− xh|X(Ω̂) ≤ ν1h|x|X(Ω̂), con ν1h → 0 para
h→ 0,
P2: l´ım
h→0
|(A−Ah)|V eh (Ω̂)|X(Ω̂) = 0.
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Podemos repetir los argumentos utilizados en las pruebas de los lemas, teoremas y corolarios de la seccio´n
3.3.1 para obtener
l´ım
h→0
δ̂(Eλ(W (Ω̂)),Eλh(V
e
h (Ω̂))) = 0
donde la distancia se mide ahora en la norma | · |X(Ω̂).
Establecido entonces que las autofunciones del continuo, soluciones del problema (3.1), esta´n bien apro-
ximadas por las soluciones del problema discreto (3.8), pasamos a estimar el orden de convergencia en la
norma | · |X(Ω̂). Para esto, necesitaremos hacer hipo´tesis adicionales.
A continuacio´n asumiremos que
- la forma bilineal bh es uniformemente coerciva con respecto a la norma | · |X(Ωh) sobre el espacio
Vh(Ωh),
- el operador de extensio´n discreto Ph : Vh(Ωh) → X(Ω̂) esta´ uniformemente acotado en la norma
| · |X(Ωh).
Observacio´n 3.30 Cabe sen˜alar aqu´ı que estas condiciones no son tan restrictivas en la pra´ctica. En la
mayor´ıa de las aplicaciones, el espacio X(Ωh) puede identificarse con L
2(Ωh) y la forma bilineal bh con
el producto interno standard.
Sea ahora Π̂h : Wλ(Ω̂)→Wλ(Ω̂), el operador con rango en V eh (Ω̂), definido por{
Π̂hx = Phxh
bh(x− xh, yh) = 0 ∀yh ∈ Vh(Ωh). (3.37)
Con respecto a la norma | · |X(Ω̂), la forma bilineal bh es continua sobre W (Ω̂) y coerciva sobre Vh(Ωh) y
el operador Ph esta´ uniformememte acotado en h. Luego, el proyector Π̂h resulta acotado uniformemente
en h con respecto a la misma norma.
Observemos que Ah(Π̂h− I)x = 0 para todo x ∈Wλ(Ω̂). En efecto, a partir de la definicio´n del operador
Ah,
ah(AhΠ̂hx, vh) = bh(Π̂hx, vh) = bh(x, vh) = ah(Ahx, vh) ∀vh ∈ Vh(Ωh).
Usando este resultado y argumentando como en la prueba del Lema 3.19, tendremos que, para todo
x ∈Wλ(Ω̂) y h suficientemente pequen˜o,
|x|X(Ω̂) ≤ |Π̂hx|X(Ω̂) + |(I− Π̂h)x|X(Ω̂) ≤ C(z)|(z −Ah)x|X(Ω̂) ∀z ∈ γ, γ ⊂ ρ(Λh).
Como Ah es un operador compacto, la desigualdad anterior es suficiente para afirmar que el operador
resolvente de Ah estara´ uniformemente acotado en la norma | · |X(Ω̂) para todo x ∈ Wλ(Ω̂). A partir de
aqu´ı, podremos extender la definicio´n del proyector espectral correspondiente al operador Ah.
Sea Eλh : Wλ(Ω̂)→ V eh (Ω̂) definido por
Eλh :=
1
2pii
∫
γ
Rz
(
Ah|Wλ(Ω̂)
)
dz.
Obviamente, Eλh , as´ı definido, resulta acotado uniformemente en la norma | · |X(Ω̂).
Supongamos ahora que la siguiente condicio´n se satisface
P3: para todo x ∈ Eλ(Ω̂), |(A−Ah)x|X(Ω̂) ≤ ν2h|x|X(Ω̂), con ν2h → 0 para h→ 0.
Los mismos argumentos utilizados en las pruebas del Lema 3.23 y del Teorema 3.26, nos permiten esta-
blecer las siguientes estimaciones (va´lidas para h chico):
|(Eλ −Eλh)|Eλ(Ω̂)|X(Ω̂) ≤ C |(A−Ah)|Eλ(Ω̂)|X(Ω̂),
δ̂(Eλ(W (Ω̂)),Eλh(W (Ω̂))) ≤ C |(A−Ah)|Eλ(Ω̂)|X(Ω̂).
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3.4 Problemas de autovalores en forma mixta
Los resultados obtenidos en las secciones anteriores pueden adaptarse fa´cilmente para analizar las apro-
ximaciones no-conformes de muchos problemas de autovalores escritos en forma mixta. En esta seccio´n
mostraremos como se realiza esta adaptacio´n.
Comenzaremos definiendo un marco general en el cual plantear los problemas mixtos que vamos a analizar.
Recordaremos tambie´n las condiciones suficientes que garantizan la existencia y unicidad de sus soluciones.
Nos concentraremos primero en problemas tipo fuente ya que e´stos nos permitira´n definir operadores
solucio´n adecuados para los problemas de autovalores a considerar.
Igual que en las secciones previas, asumiremos que Ω es un dominio abierto y acotado en Rn(n = 2 o 3),
en general, no convexo, con un borde Γ := ∂Ω Lipschitz-continuo.
Sean X(Ω), Y (Ω), V (Ω) y Q(Ω) espacios de Hilbert complejos equipados con las normas | · |X(Ω), | · |Y (Ω),
‖ · ‖V (Ω) y ‖ · ‖Q(Ω), respectivamente. Asumiremos que V (Ω) y Q(Ω) son subespacios de X(Ω) e Y (Ω) y
que las inclusiones V (Ω) ↪→ X(Ω) y Q(Ω) ↪→ Y (Ω) son continuas. Asumiremos tambie´n que las formas
sesquilineales a : V (Ω)×V (Ω)→ C, b : V (Ω)×Q(Ω)→ C, c : X(Ω)×X(Ω)→ C y d : Y (Ω)×Y (Ω)→ C
son continuas.
Consideremos el siguiente problema.
Dado el par (f , g) ∈ X(Ω)× Y (Ω), encontrar (u, p) ∈ V (Ω)×Q(Ω) solucio´n de{
a(u,v) + b(v, p) = c(f ,v) ∀v ∈ V (Ω),
b(u, q) = d(g, q) ∀q ∈ Q(Ω). (3.38)
La existencia y unicidad de la solucio´n del problema (3.38), como as´ı tambie´n su dependencia continua
con los datos, quedan garantizadas si se cumplen las siguientes condiciones sobre las formas bilineales a
y b (conocidas como condiciones de Babusˇka-Brezzi [56]):
- existe una constante β > 0 tal que
ı´nf
q∈Q(Ω)
sup
v∈V (Ω)
|b(v, q)|
‖v‖V (Ω)‖q‖Q(Ω) ≥ β (3.39)
- existe una constante α > 0 tal que
Re a(v,v) ≥ α‖v‖2V (Ω) ∀v ∈ K(Ω), (3.40)
siendo K(Ω) el nu´cleo del operador asociado con la forma sesquilineal b; definido por
K(Ω) :=
{
v ∈ V (Ω) : b(v, q) = 0, ∀q ∈ Q(Ω)
}
.
Ma´s au´n, vale la siguiente estimacio´n
‖u‖V (Ω) + ‖p‖Q(Ω) ≤ C
(
|f |X(Ω) + |g|Y (Ω)
)
.
Para definir una discretizacio´n del problema (3.38) necesitamos primero construir aproximaciones poli-
gonales Ωh del dominio curvo Ω. A continuacio´n asumiremos que los dominios discretos Ωh satisfacen las
propiedades enunciadas en la seccio´n 3.1.
Debido a que, en general, Ωh 6⊂ Ω, sera´ necesario definir una extensio´n de los datos f y g. Para ello,
introducimos el dominio Ω˜ ⊂ Rn el cual verifica Ω̂ := Ω ∪ Ωh ⊂ Ω˜, para todo h suficientemente chico.
Sobre Ω˜ consideramos las extensiones f˜ ∈ X(Ω˜) y g˜ ∈ Y (Ω˜) definidas de modo que
f˜ |Ω = f , |˜f |X(Ω˜) ≤ C |f |X(Ω),
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g˜|Ω = g, |g˜|Y (Ω˜) ≤ C |g|Y (Ω).
Sean Vh(Ωh) y Qh(Ωh) espacios de dimensio´n finita definidos sobre cada aproximacio´n poligonal Ωh del
dominio Ω y equipados con las normas ‖ · ‖Vh(Ωh) y ‖ · ‖Qh(Ωh), respectivamente. Asumiremos en lo que
sigue que estos espacios discretos y sus normas satisfacen las siguientes propiedades:
‖v‖V (Ωh) = ‖v‖Vh(Ωh) ∀v ∈ V (Ωh), (3.41)
‖η‖Q(Ωh) = ‖η‖Qh(Ωh) ∀η ∈ Q(Ωh), (3.42)(
Vh(Ωh), ‖ · ‖Vh(Ωh)
)
↪→
(
X(Ωh), | · |X(Ωh)
)
uniformemente enh, (3.43)(
Qh(Ωh), ‖ · ‖Qh(Ωh)
)
↪→
(
Y (Ωh), | · |Y (Ωh)
)
uniformemente enh. (3.44)
Asumiremos tambie´n que las formas discretas ah : Vh(Ωh) × Vh(Ωh) → C, bh : Vh(Ωh) × Qh(Ωh) → C,
ch : X(Ωh)×X(Ωh)→ C y dh : Y (Ωh)× Y (Ωh)→ C son uniformemente continuas.
Consideremos entonces la siguiente discretizacio´n del problema fuente (3.38):
Dado (f , g) ∈ X(Ω)× Y (Ω), encontrar (uh, ph) ∈ Vh(Ωh)×Qh(Ωh), solucio´n de{
ah(uh,vh) + bh(vh, ph) = ch(f˜ |Ωh ,vh) ∀vh ∈ Vh(Ωh),
bh(uh, qh) = dh(g˜|Ωh , qh) ∀qh ∈ Qh(Ωh).
(3.45)
Existen condiciones discretas, ana´logas a las condiciones (3.39)-(3.40), que garantizan que la aproximacio´n
(uh, ph) estara´ bien definida. Ma´s precisamente, el problema (3.45) tendra´ solucio´n y sera´ u´nica si los
espacios Vh(Ωh) y Qh(Ωh) satisfacen las siguientes condiciones (ver [56] nuevamente):
- existe una constante β̂ > 0, independiente de h, tal que
ı´nf
qh∈Qh(Ωh)
sup
vh∈Vh(Ωh)
|bh(vh, qh)|
‖vh‖Vh(Ωh)‖qh‖Qh(Ωh)
:= βh ≥ β̂ (3.46)
- existe una constante α̂ > 0, independiente de h, tal que
Re ah(vh,vh) ≥ α‖vh‖2Vh(Ωh) ∀vh ∈ Kh(Ωh), (3.47)
donde el nu´cleo discreto Kh(Ωh) esta´ definido por
Kh(Ωh) :=
{
vh ∈ Vh(Ωh) : bh(vh, qh) = 0 ∀qh ∈ Qh(Ωh)
}
.
Adema´s, la aproximacio´n (uh, ph) es estable; i.e., existe una constante C, independiente de h, tal que
‖uh‖Vh(Ωh) + ‖ph‖Qh(Ωh) ≤ C
(
|f |X(Ω) + |g|Y (Ω)
)
.
Siguiendo a Mercier-Osborn-Rappaz-Raviart [138], consideraremos dos tipos de problemas de autovalores
en forma mixta. El primer tipo corresponde a problemas de autovalores asociados con el sistema de
ecuaciones (3.38) cuando g = 0, razo´n por la cual tambie´n se los denomina problemas (f , 0). El segundo
tipo de problemas, o problemas (0, g), corresponde a problemas de autovalores asociados con el mismo
sistema de ecuaciones pero cuando f = 0.
En lo que sigue, asumiremos que las formas a, c, d y sus respectivas aproximaciones, ah, ch y dh, son
hermitianas.
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3.4.1 Problemas del primer tipo o problemas (f , 0)
Consideremos el siguiente problema de autovalores:
Encontrar µ ∈ C, (u, p) ∈ V (Ω)×Q(Ω), (u, p) 6= (0, 0), tal que{
a(u,v) + b(v, p) = µ c(u,v) ∀v ∈ V (Ω),
b(u, q) = 0 ∀q ∈ Q(Ω). (3.48)
Introduciremos, ahora, al operador solucio´n. En este contexto, es conveniente definirlo por componentes.
Sean
T : X(Ω) → V (Ω)
x 7→ u,
S : X(Ω) → Q(Ω)
x 7→ p,
donde (u, p) ∈ V (Ω)×Q(Ω) es la solucio´n del siguiente problema fuente{
a(Tx,v) + b(v,Sx) = c(x,v) ∀v ∈ V (Ω),
b(Tx, q) = 0 ∀q ∈ Q(Ω). (3.49)
Las condiciones (3.39)-(3.40) y la inclusio´n V (Ω) ↪→ X(Ω) nos permite asegurar que T es un operador
lineal y acotado sobre X(Ω). Ma´s au´n, tendremos
‖u‖V (Ω) ≤ C |x|X(Ω). (3.50)
El siguiente problema define la contrapartida discreta del problema mixto (3.48).
Encontrar µh ∈ C, (uh, ph) ∈ Vh(Ωh)×Qh(Ωh), (uh, ph) 6= (0, 0), tal que{
ah(uh,vh) + bh(vh, ph) = µhch(uh,vh) ∀vh ∈ Vh(Ωh),
bh(uh, qh) = 0 ∀qh ∈ Qh(Ωh). (3.51)
Los operadores solucio´n estara´n definidos ahora por
Th : X(Ωh) → Vh(Ωh)
x 7→ uh,
Sh : X(Ωh) → Qh(Ωh)
x 7→ ph,
donde (uh, ph) ∈ Vh(Ωh)×Qh(Ωh) es la solucio´n del problema{
ah(Thx,vh) + bh(vh,Shx) = ch(x,vh) ∀vh ∈ Vh(Ωh),
bh(Thx, qh) = 0 ∀qh ∈ Qh(Ωh). (3.52)
Como consecuencia de las condiciones (3.46)-(3.47), sabemos que existe una constante C, independiente
de h, tal que
‖uh‖Vh(Ωh) ≤ C |x|X(Ωh)
y, por lo tanto, el operador Th resulta acotado uniformemente en h.
De acuerdo con [138], los pares autovector/autovalor asociados al problema (3.48) pueden caracterizarse
por las soluciones del siguiente problema:
Encontrar µ ∈ C, u ∈ K(Ω), u 6= 0, tal que
a(u,v) = µ c(u,v) ∀v ∈ K(Ω). (3.53)
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Para ser ma´s espec´ıficos, (µ,u) es un par propio correspondiente al problema (3.53) si, y solo si, (µ, (u, p)),
con p = µSu, es un par propio correspondiente al problema (3.48).
De la misma manera, los pares autovector/autovalor asociados al problema (3.51) pueden caracterizarse
por las soluciones del siguiente problema:
Encontrar µh ∈ C, uh ∈ Kh(Ωh), uh 6= 0, tal que
ah(uh,vh) = µh ch(uh,vh) ∀vh ∈ Kh(Ωh). (3.54)
En este caso, tendremos que (µh,uh) es un par propio correspondiente al problema (3.54) si, y solo si,
(µh, (uh, ph)), con ph = µhShuh, es un par propio correspondiente al problema (3.51).
Observacio´n 3.31 En general, Kh(Ωh) 6⊂ K(Ω); incluso en el caso en que Ω fuera un dominio poligonal
y los espacios discretos estuvieran incluidos en los respectivos espacios continuos. Por esta razo´n, los
me´todos mixtos son considerados como casos particulares de aproximaciones no-conformes [138, 42].
Observacio´n 3.32 El operador T|K(Ω) resulta autoadjunto con respecto a la forma a; es consecuencia
directa de la condicio´n de hermiticidad impuesta sobre las formas sesquilineales. El mismo comentario es
va´lido para el operador Th|Kh(Ωh).
A partir de estas observaciones, es claro que, reemplazando simplemente las restricciones indicadas sobre
el espacio V eh (Ω̂) por restricciones sobre
Keh(Ω̂) := Ph(Kh(Ωh)) ⊂ V eh (Ω̂),
la teor´ıa desarrollada en las secciones previas puede aplicarse para analizar la convergencia de los pares
propios asociados a la componente Th del operador (Th,Sh) hacia los pares propios de la componente T
del operador (T,S).
Observemos adema´s que podemos modificar la definicio´n de la norma ‖ · ‖h de la siguiente manera
- ‖v‖h,Ωh ' ‖v‖Vh(Ωh) si v|Ωh ∈ Kh(Ωh),
- ‖v‖h,Ω ' ‖v‖V (Ω) si v|Ω ∈ K(Ω),
- ‖v‖h ' ‖v‖V (Ω̂) si v ∈ Ke(Ω̂) := P(K(Ω)) ⊂ V e(Ω̂),
que resultan condiciones menos restrictivas sobre los espacios.
En cuanto a las estimaciones para acotar el error asociado con la aproximacio´n (λh,uh), estas pueden
obtenerse usando los mismos argumentos que los empleados en las secciones 3.3.3-3.3.4 e introduciendo
la siguiente (obvia) modificacio´n en la definicio´n del operador de proyeccio´n Πh:{
Πhx = Phxh
ah(x− xh,yh) = 0 ∀yh ∈ Kh(Ωh). (3.55)
3.4.2 Problemas del segundo tipo o problemas (0, g)
Consideremos el siguiente problema de autovalores:
Encontrar µ ∈ C, (u, ϕ) ∈ V (Ω)×Q(Ω), (u, ϕ) 6= (0, 0), tal que{
a(u,v) + b(v, ϕ) = 0 ∀v ∈ V (Ω),
−b(u, η) = µd(ϕ, η) ∀η ∈ Q(Ω). (3.56)
Introduzcamos las componentes del operador solucio´n correspondiente. Definimos
S : Y (Ω) → V (Ω)
y 7→ u,
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T : Y (Ω) → Q(Ω)
y 7→ ϕ,
siendo (u, ϕ) ∈ V (Ω)×Q(Ω) la solucio´n del siguiente problema fuente{
a(Sy,v) + b(v,Ty) = 0 ∀v ∈ V (Ω),
−b(Sy, η) = d(y, η) ∀η ∈ Q(Ω). (3.57)
Las condiciones (3.39)-(3.40) nos permiten concluir que el operador definido por el par (S,T) es un
operador lineal y acotado sobre Y (Ω). Ma´s au´n, vale la siguiente estimacio´n
‖u‖V (Ω) + ‖ϕ‖Q(Ω) ≤ C |y|Y (Ω). (3.58)
Pasemos ahora a considerar la aproximacio´n del problema (3.56) definida por los espacios Vh(Ωh) y
Qh(Ωh). Consideremos entonces el siguiente problema de autovalores discreto:
Encontrar µh ∈ C, (uh, ϕh) ∈ Vh(Ωh)×Qh(Ωh), (uh, ϕh) 6= (0, 0), solucio´n de{
ah(uh,vh) + bh(vh, ϕh) = 0 ∀vh ∈ Vh(Ωh),
−bh(uh, ηh) = µhdh(ϕh, ηh) ∀ηh ∈ Qh(Ωh). (3.59)
La contrapartida discreta del operador (S,T) se define como sigue:
Sh : Y (Ωh) → Vh(Ωh)
y 7→ uh,
Th : Y (Ωh) → Qh(Ωh)
y 7→ ϕh,
donde (uh, ϕh) ∈ Vh(Ωh)×Qh(Ωh) es la solucio´n del siguiente problema fuente:{
ah(Shy,vh) + bh(vh,Thy) = 0 ∀vh ∈ Vh(Ωh),
−bh(Shy, ηh) = dh(y, ηh) ∀ηh ∈ Qh(Ωh). (3.60)
Las condiciones (3.46)-(3.47) nos permiten afirmar que los pares (Sh,Th) resultan operadores acotados
uniformemente en h.
Convergencia y estimaciones del error para el par solucio´n
Al igual que en el caso anterior, nuestro objetivo es analizar aproximaciones no-conformes del problema
(3.56) aplicando la teor´ıa desarrollada en las primeras secciones. Con esta idea de gu´ıa, comenzamos
definiendo las siguientes formas sesquilineales:
A((u, ϕ), (v, η)) := a(u,v) + b(v, ϕ) + b(u, η) ∀ (u, ϕ), (v, η) ∈ V (Ω)×Q(Ω),
B((f , g), (v, η)) := −d(g, η) ∀ (f , g), (v, η) ∈ X(Ω)× Y (Ω).
Definamos tambie´n los espacios G(Ω) := V (Ω)×Q(Ω) y H(Ω) := X(Ω)×Y (Ω) equipados con las normas
producto:
‖(u, ϕ)‖2G(Ω) = ‖u‖2V (Ω) + ‖ϕ‖2Q(Ω),
|(f , g)|2H(Ω) = |f |2X(Ω) + |g|2Y (Ω).
A partir de la teor´ıa cla´sica de Babusˇka [26] - Brezzi [53], sabemos que si las condiciones (3.39)-(3.40)
se verifican, entonces la forma bilineal A resulta de´bilmente coerciva sobre G(Ω). Es decir, existe una
constante positiva ς tal que:
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sup
(v,η)∈G(Ω)
|A((u, ϕ), (v, η))|
‖(v, η)‖G(Ω) ≥ ς‖(u, ϕ)‖G(Ω) ∀(u, ϕ) ∈ G(Ω),
sup
(u,ϕ)∈G(Ω)
|A((u, ϕ), (v, η))| > 0 ∀(v, η) ∈ G(Ω) \ {(0, 0)}. (3.61)
Consideremos entonces el siguiente problema de autovalores:
Encontrar µ ∈ C, (u, ϕ) ∈ G(Ω), (u, ϕ) 6= (0, 0), tal que
A((u, ϕ), (v, η)) = µB((u, ϕ), (v, η)) ∀(v, η) ∈ G(Ω). (3.62)
El operador solucio´n correspondiente a este problema estara´ definido por:
Ψ : H(Ω) → G(Ω) ↪→ H(Ω)
(x, y) 7→ (u, ϕ),
donde (u, ϕ) ∈ G(Ω) es la solucio´n del siguiente problema fuente
A(Ψ(x, y), (v, η)) = B((x, y), (v, η)) ∀(v, η) ∈ G(Ω). (3.63)
Las siguientes tres propiedades del operator Ψ son fundamentales.
- El operador Ψ es lineal, esta´ bien definido y acotado.
Como consecuencia de la propiedad (3.61), la continuidad de la forma bilineal d y la inclusio´n G(Ω) ↪→
H(Ω), tendremos
‖Ψ(x, y)‖G(Ω) ≤ 1
ς
sup
(v,η)∈G(Ω)
|A(Ψ(x, y), (v, η))|
‖(v, η)‖G(Ω) =
1
ς
sup
(v,η)∈G(Ω)
|B((x, y), (v, η))|
‖(v, η)‖G(Ω)
=
1
ς
sup
(v,η)∈G(Ω)
|d(y, η)|
‖(v, η)‖G(Ω)≤
c
ς
sup
(v,η)∈G(Ω)
|y|Y (Ω)|η|Y (Ω)
‖(v, η)‖G(Ω)
≤ C |(x, y)|H(Ω).
A partir de este resultado, obtendremos inmediatamente
|Ψ(x, y)|H(Ω) ≤ C |(x, y)|H(Ω),
y, si (x, y) ∈ G(Ω), tambie´n sera´ va´lida la siguiente acotacio´n
‖Ψ(x, y)‖G(Ω) ≤ C ‖(x, y)‖G(Ω).
- Los pares propios del operador Ψ brindan informacio´n completa sobre las soluciones del problema
espectral (3.56), las cuales esta´n asociadas con los pares propios del operador (S,T).
Sea Ψ(x, y) = (u, ϕ) la solucio´n del problema (3.63). Entonces, se satisface{
a(u,v) + b(v, ϕ) = 0 ∀v ∈ V (Ω),
−b(u, η) = d(y, η) ∀η ∈ Q(Ω).
Teniendo en cuenta que el problema (3.57) es un problema bien definido, concluimos que (u, ϕ) = (Sy,Ty).
Rec´ıprocamente, sea (Sy,Ty) la solucio´n del problema (3.57), entonces se satisface
a(Sy,v) + b(v,Ty) + b(Sy, η) = −d(y, η) ∀(v, η) ∈ G(Ω).
Luego, a partir de la definicio´n del problema (3.63), podemos concluir que (Sy,Ty) = Ψ(x, y).
- El operador Ψ|G(Ω) es autoadjunto con respecto a la forma A.
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Es una consecuencia directa de la condicio´n de hermiticidad impuesta sobre las formas sesquilineales.
Pasemos ahora a la discretizacio´n del problema espectral (3.62). Comenzaremos definiendo los espacios
H(Ωh) := X(Ωh)×Y (Ωh) y Gh(Ωh) := Vh(Ωh)×Qh(Ωh) y equipando al espacio Gh(Ωh) con la siguiente
norma
‖(uh, ϕh)‖2Gh(Ωh) = ‖uh‖2Vh(Ωh) + ‖ϕh‖2Qh(Ωh) ∀(uh, ϕh) ∈ Gh(Ωh).
Como consecuencia directa de las propiedades (3.41)-(3.44), tendremos
‖(u, ϕ)‖G(Ωh) = ‖(u, ϕ)‖Gh(Ωh) ∀(u, ϕ) ∈ G(Ωh),(
Gh(Ωh), ‖ · ‖Gh(Ωh)
)
↪→
(
H(Ωh), | · |H(Ωh)
)
uniformemente enh.
Las versiones discretas de las formas bilineales A y B quedara´n definidas por:
Ah((uh, ϕh), (vh, ηh)) := ah(uh, vh) + bh(vh, ϕh) + bh(uh, ηh) ∀ (uh, ϕh), (vh, ηh) ∈ Gh(Ωh),
Bh((f , g), (vh, ηh)) := −dh(g, ηh) ∀ (f , g), (vh, ηh) ∈ H(Ωh).
Al igual que en el caso continuo, si se verifican las condiciones (3.46)-(3.47), existira´ una constante positiva
ς̂, independiente de h, tal que
sup
(vh,ηh)∈Gh(Ωh)
|Ah((uh, ϕh), (vh, ηh))|
‖(vh, ηh)‖Gh(Ωh)
≥ ς̂‖(uh, ϕh)‖Gh(Ωh) ∀(uh, ϕh) ∈ Gh(Ωh),
sup
(uh,ϕh)∈Gh(Ωh)
|Ah((uh, ϕh), (vh, ηh))| > 0 ∀(vh, ηh) ∈ Gh(Ωh) \ {(0, 0)}. (3.64)
Consideremos, entonces, el siguiente problema de autovalores:
Encontrar µh ∈ C, (uh, ϕh) ∈ Gh(Ωh), (uh, ϕh) 6= (0, 0), tal que
Ah((uh, ϕh), (vh, ηh)) = µhBh((uh, ϕh), (vh, ηh)) ∀(vh, ηh) ∈ Gh(Ωh). (3.65)
La versio´n discreta del operador Ψ estara´ dada por
Ψh : H(Ωh) → Gh(Ωh) ↪→ H(Ωh)
(x, y) 7→ (uh, ϕh),
siendo (uh, ϕh) ∈ Gh(Ωh) la solucio´n del siguiente problema:
Ah(Ψh(x, y), (vh, ηh)) = Bh((x, y), (vh, ηh)) ∀(vh, ηh) ∈ Gh(Ωh). (3.66)
Procediendo exactamente igual que en el caso continuo, tendremos
- Ψh es un operador lineal y acotado,
- Ψh(x, y) = (Shy,Thy) ∀(x, y) ∈ H(Ωh),
- Ψh|Gh(Ωh) es un operador autoadjunto con respecto a la forma Ah.
En estas condiciones, es claro que podemos analizar la convergencia de los pares propios del operador
Ψh hacia los pares propios del operador Ψ aplicando la teor´ıa desarrollada en las primeras secciones sin
modificaciones (simplemente, identificando la norma ‖ · ‖h,Ωh con la norma ‖ · ‖Gh(Ωh)).
Para establecer estimaciones del error en las aproximaciones de los pares autovalor/autovector podemos
utilizar los desarrollos de las secciones 3.3.3-3.3.4. En este contexto, el operador de proyeccio´n Πh admite
la siguiente definicio´n:{
Πh(x, η) = Ph(xh, ηh)
Ah((x, η)− (xh, ηh), (vh, τh)) = 0 ∀(vh, τh) ∈ Gh(Ωh). (3.67)
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Observacio´n 3.33 El operador Πh puede ser construido por componentes. En efecto, escribamos
(xh, ηh) = (Π1hx,Π2hη),
y elijamos a Π1h : V (Ωh) → Vh(Ωh) como el operador de Fortin correspondiente al problema (3.60).
Entonces, tendremos
bh(x−Π1hx, ηh) = 0 ∀ηh ∈ Qh(Ωh).
Luego, para que (3.67) se verifique, el operador Π2h : Q(Ωh)→ Qh(Ωh) tendra´ que satisfacer
ah(x−Π1hx,vh) + bh(vh, η −Π2hη) = 0 ∀vh ∈ Vh(Ωh).
Estimaciones del error para la segunda variable del par solucio´n
Hasta aqu´ı hemos mostrado como se puede analizar la convergencia de las soluciones del problema (3.59)
hacia las soluciones del problema (3.56) aplicando la teor´ıa desarrollada en la seccio´n 3.3 a los operadores
Ψ y Ψh. Usualmente, este procedimiento nos permite obtener estimaciones o´ptimas del error en la
aproximacio´n de los pares propios del operador Ψ medido en la norma discreta asociada con el espacio
productoGh(Ω̂). Sin embargo, si analiza´ramos el error en la aproximacio´n de cada una de las componentes,
esta estimacio´n no resultara´ o´ptima en la mayor´ıa de los casos. Esto se debe a la manera en la que las
variables (u, ϕ) aparecen ligadas en las ecuaciones de error; particularidad que ya hab´ıa sido sen˜alada
por Falk-Osborn [103] en el contexto de los problemas fuente.
Nuestro pro´ximo objetivo sera´ estimar el error en la approximacio´n de la componente ϕ en la norma
| · |Y (Ω̂) por separado.
Dado λ 6= 0, un autovalor aislado del operador Ψ|G(Ω) con multiplicidad finita m, sea ∆ ⊂ C un disco
cerrado centrado en λ tal que 0 6∈ ∆ y ∆∩σ(Ψ) = {λ}. Asumiremos que ya hemos probado que el me´todo
nume´rico definido por los espacios Gh(Ωh) produce aproximaciones que convergen correctamente usando
la teor´ıa abstracta presentada en la seccio´n 3.3. Entonces, podremos asegurar que, para h suficientemente
chico, existen m autovalores de Ψh, λ1h, λ2h, ···, λmh, contenidos en ∆, y que l´ım
h→0
λih = λ para i = 1, ···,m.
Consideremos al operador T : Y (Ω)→ Q(Ω) ↪→ Y (Ω), definido por las ecuaciones (3.57). Es claro que:
- es lineal y acotado en Y (Ω),
- para cualquier z ∈ ∂∆, Rz(T) = (z −T)−1 ∈ L(Y (Ω)),
- σ(T) = σ(Ψ).
El operador T sera´ aproximado por los operadores Th : Y (Ωh) → Qh(Ωh) ↪→ Y (Ωh), definidos por las
ecuaciones (3.60). Como en el caso continuo, es claro que:
- es lineal y acotado en Y (Ωh), uniformemente en h,
- σ(Th) = σ(Ψh).
A continuacio´n utilizaremos nuevamente la teor´ıa desarrollada en las primeras secciones para estimar el
orden con el que convergen las autofunciones del operador Th hacia las autofunciones del operador T.
Razonando como en la seccio´n 3.2, definimos
* una norma discreta compatible
- ‖(u, ϕ)‖h,Ωh ' ‖(u, ϕ)‖Gh(Ωh) si (u, ϕ)|Ωh ∈ Gh(Ωh),
- ‖(u, ϕ)‖h,Ω ' ‖(u, ϕ)‖G(Ω) si (u, ϕ)|Ω ∈ G(Ω),
- ‖(u, ϕ)‖h ' ‖(u, ϕ)‖G(Ω̂) si (u, ϕ) ∈ G(Ω̂),
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* los operadores de extensio´n continuos
- P := (P1,P2) : G(Ω)→ G(Ω̂), (u, ϕ) 7→ (ue, ϕe),
- (ue, ϕe)|Ω = (u, ϕ),
- |(ue, ϕe)|H(Ω̂) ≤ C ‖(ue, ϕe)‖h ≤ C ‖(u, ϕ)‖G(Ω)
* los operadores de extensio´n discretos
- Ph := (P1h,P2h) : Gh(Ωh)→ H(Ω̂), (uh, ϕh) 7→ (ueh, ϕeh)
- (ueh, ϕ
e
h)|Ωh = (uh, ϕh),
- |(ueh, ϕeh)|H(Ω̂) ≤ C ‖(ueh, ϕeh)‖h ≤ C ‖(uh, ϕh)‖Gh(Ωh),
* los espacios extendidos
Qe(Ω̂) := P2(Q(Ω)) ⊂ Q(Ω̂)
Qeh(Ω̂) := P2h(Qh(Ωh)) ⊂ Y (Ω̂)
Z(Ω̂) := (Qe +Qeh)(Ω̂)
* la extensio´n del operador T
A : Y (Ω̂) → Qe(Ω̂) ⊂ Z(Ω̂) ↪→ Y (Ω̂)
x 7→ ϕe = P2 ◦T(x|Ω),
* la extensio´n del operador Th
Ah : Y (Ω̂) → Qeh(Ω̂) ⊂ Z(Ω̂) ↪→ Y (Ω̂)
x 7→ ϕeh = P2h ◦Th(x|Ωh),
* las restricciones Υ := T|Q(Ω), Λ := A|Z(Ω̂) y Λh := Ah|Qeh(Ω̂).
El paso siguiente ser´ıa probar que el operador z − Λ : Z(Ω̂) → Z(Ω̂) define una aplicacio´n con inversa
acotada en la norma | · |Y (Ω̂), uniformemente en h. Para obtener este resultado, seguimos exactamente los
argumentos planteados en el Lema 3.3, reemplazando
- la norma ‖ · ‖h por la norma | · |Y (Ω̂),
- el espacio W (Ω̂) por el espacio Z(Ω̂),
- el operador de extensio´n P por la componente P2 de este operador .
El siguiente lema implica que el operador resolvente (z −Λh)−1 es un operador continuo, bien definido
para todo z ∈ ∂∆ y que esta´ acotado en la norma | · |Y (Ω̂), uniformemente en h.
Lema 3.34 Sea z ∈ ∂∆. Existen constantes positivas C y h0, que dependen solamente de Ω y |z|, tales
que
|(z −Ah)ϕ|Y (Ω̂) ≥ C |ϕ|Y (Ω̂) ∀ϕ ∈ Qeh(Ω̂), ∀h < h0.
Prueba. Sea (u, ϕ) ∈ Geh(Ω̂). Usando la desigualdad triangular, tendremos
|(z −Ah)ϕ|Y (Ω̂) ≥ |(z −A)ϕ|Y (Ω̂) − |(A−Ah)ϕ|Y (Ω̂).
Debido a que z−Λ admite inversa acotada como operador de Y (Ω̂) a Y (Ω̂), existe una constante positiva
C, que depende solo de |z| y de Ω, tal que
|(z −A)ϕ|Y (Ω̂) ≥ C |ϕ|Y (Ω̂).
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Por otro lado, a partir de la definicio´n de la norma discreta ‖ · ‖h y teniendo en cuenta la inclusio´n
Z(Ω̂) ↪→ Y (Ω̂), es inmediato que
‖(P ◦Ψ−Ph ◦Ψh)(u, ϕ)‖h ≥ ‖(A−Ah)ϕ‖Z(Ω̂) ≥ C1|(A−Ah)ϕ|Y (Ω̂),
siendo C1 una constante positiva independente de h. Ahora, la propiedad P2
6 implica que, para h
suficientemente chico, podemos establecer
‖(P ◦Ψ−Ph ◦Ψh)(u, ϕ)‖h = ‖(P ◦ (S,T)−Ph ◦ (Sh,Th))ϕ‖h ≤ ξh‖ϕ‖Z(Ω̂),
con ξh → 0 a medida que h→ 0. Entonces,
−|(A−Ah)ϕ|Y (Ω̂) ≥ −
ξh
C1
‖ϕ‖Z(Ω̂).
Combinando todas estas desigualdades, tendremos
|(z −Ah)ϕ|Y (Ω̂) ≥
(
C − ξh
C1
‖ϕ‖Z(Ω̂)
|ϕ|Y (Ω̂)
)
|ϕ|Y (Ω̂).
Finalmente, observemos que, debido a la inclusio´n Z(Ω̂) ↪→ Y (Ω̂), el nu´mero
α =
1
C1
‖ϕ‖Z(Ω̂)
|ϕ|Y (Ω̂)
es, en realidad, una constante positiva independiente de ϕ y h. Luego, para h suficientemente pequen˜o,
podremos escribir ξhα ≤ C/2; expresio´n que nos permite concluir la prueba. 2
Definimos entonces el proyector espectral Êλ : Y (Ω̂)→ Y (Ω̂), asociado con el operador Λ relativo a λ,
Êλ =
1
2pii
∫
∂∆
Rz(Λ) dz
y, para h suficientemente chico, el proyector espectral Êλh : Q
e
h(Ω̂) → Qeh(Ω̂), asociado con el operador
Λh relativo a los autovalores λ1h, λ2h, · · ·, λmh,
Êλh =
1
2pii
∫
∂∆
Rz(Λh) dz.
A continuacio´n asumiremos que
- la forma bilineal dh es uniformemente coerciva con respecto a la norma | · |Y (Ωh) sobre el espacio
Qh(Ωh),
- el dominio de definicio´n de la forma dh puede extenderse al espacio Z(Ω̂) de manera tal que resulte
uniformemente continua sobre el espacio suma,
- el operador de extensio´n P2h : Qh(Ωh) ↪→ Y (Ωh)→ Y (Ω̂), esta´ uniformemente acotado en la norma
| · |Y (Ω̂).
Sea ahora Π̂h : Z(Ω̂)→ Z(Ω̂) el operador, con rango en Qeh(Ω̂), definido por{
Π̂hη = P2hηh
dh(η − ηh, τh) = 0 ∀τh ∈ Qh(Ωh). (3.68)
6En este contexto, la propiedad P2 adopta la siguiente forma: l´ım
h→0
‖(P ◦Ψ−Ph ◦Ψh)|Ge
h
(Ω̂)
‖h = 0.
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Como, por hipo´tesis, la forma bilineal dh es continua sobre Z(Ω̂) y coerciva sobre Qh(Ωh) y el operador
P2h esta´ acotado en la norma | · |Y (Ω̂), todo uniformemente en h, el proyector Π̂h resulta acotado,
uniformemente en h, con respecto a la misma norma.
Sea Bh := AhΠ̂h : Z(Ω̂) → Qe(Ω̂). Entonces, σ(Bh) = σ(Ah) y, para cualquier autovalor distinto de
cero, los subespacios invariantes correspondientes coinciden. Sea Fλh el proyector espectral asociado con
el operador Bh relativo a los autovalores λ1h, λ2h, · · ·, λmh. Argumentando como en el Lema 3.19, puede
probarse que existen constantes positivas, h0 y C, tales que, para todo z ∈ ∂D
sup
η∈Z(Ω̂)
|η|Y (Ω̂)=1
|Rz(Bh)η|Y (Ω̂) ≤ C ∀h < h0.
Por lo tanto, si h es suficientemente chico, los proyectores Fλh son operadores acotados, uniformemente
en h, con respecto a la norma | · |Y (Ω̂).
Asumiremos que la siguiente propiedad se satisface:
P6: para cada autovalor ϕ ∈ Êλ(Z(Ω̂)), |(A−Ah)ϕ|Y (Ω̂) ≤ η5h|ϕ|Y (Ω̂), con η5h → 0 para h→ 0.
Definimos
%̂h := sup
ϕ∈Êλ(Z(Ω̂))
|ϕ|Y (Ω̂)=1
(
ı´nf
ηh∈Qeh(Ω̂)
|ϕ− ηh|Y (Ω̂) + |(A−Ah)ϕ|Y (Ω̂)
)
.
A partir de la propiedad P1 7, la definicio´n de la norma discreta ‖·‖h, la inclusio´n continua Z(Ω̂) ↪→ Y (Ω̂)
y la propiedad P6, tendremos que %̂h → 0 a medida que h→ 0.
Lema 3.35 Existe una constante C, estrictamente positiva, tal que
|(I− Π̂h)|Êλ(Z(Ω̂))|Y (Ω̂) ≤ C %̂h.
Prueba. Sea η ∈ Êλ(Z(Ω̂)), con |η|Y (Ω̂) = 1, y consideremos un elemento arbitrario τh en el espacio
Qh(Ωh). A partir de la definicio´n de la proyeccio´n Π̂h, sabemos que existe un u´nico elemento ηh ∈ Qh(Ωh)
tal que Π̂hη = P2hηh. Luego, podemos escribir
|(I− Π̂h)η|Y (Ω̂) ≤ |η −P2hτh|Y (Ω̂) + |P2h(τh − ηh)|Y (Ω̂). (3.69)
Como P2h es un operador acotado en Qh(Ωh) y la forma dh es coerciva sobre Qh(Ωh), ambas propiedades
valiendo uniformemente en h, tendremos
|P2h(τh − ηh)|2Y (Ω̂) ≤ C dh(τh − ηh, τh − ηh) = C dh(τh − ηh, τh − η),
donde hemos usado la definicio´n de Π̂h para establecer la u´ltima igualdad. Ahora, teniendo en cuenta
que dh es uniformemente continua sobre (Q+Qh)(Ωh), obtendremos
|P2h(τh − ηh)|Y (Ω̂) ≤ C ı´nf
τh∈Qh(Ωh)
|η − τh|Y (Ωh) ≤ C ı´nf
τeh∈Qeh(Ω̂)
|η − τeh|Y (Ω̂).
Finalizamos la prueba, combinando esta estimacio´n con (3.69). 2
Lema 3.36 Existen constantes positivas, h0 y C, tales que, si h < h0, entonces
|(Êλ − Fλh)|Êλ(Z(Ω̂))|Y (Ω̂) ≤ C |(A−Bh)|Êλ(Z(Ω̂))|Y (Ω̂) ≤ C %̂h.
7En este contexto, la propiedad P1 adopta la siguiente forma: para (u, ϕ) ∈ Eλ(Ge(Ω̂)), existe (uh, ϕh) ∈ Geh(Ω̂) tal
que ‖(u, ϕ)− (uh, ϕh)‖h ≤ η1h‖(u, ϕ)‖h, con η1h → 0 para h→ 0.
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Prueba. Es esencialmente ide´ntica a las pruebas de los Lemas 3.23 y 3.25, reemplazando a las normas
‖ · ‖h y ‖ · ‖h∗ por la norma | · |Y (Ω̂). 2
Teorema 3.37 Existen constantes estrictamente positivas, C y h0, tales que, si h ≤ h0, entonces
δ̂(Êλ(Z(Ω̂)),Fλh(Z(Ω̂))) ≤ C%̂h,
donde el gap entre los subespacios se evalu´a en la norma | · |Y (Ω̂).
Prueba. Es esencialmente ide´ntica a la prueba del Teorema 3.26, reemplazando la norma ‖ · ‖h por
| · |Y (Ω̂). 2
3.5 Problemas de autovalores no sime´tricos
Indicaremos como extender la teor´ıa desarrollada de manera que tambie´n pueda aplicarse en el ana´lisis
espectral de problemas cuya formulacio´n variacional involucra formas bilineales no sime´tricas.
De lo expuesto en las secciones previas, es claro que la falta de simetr´ıa de las formas bilineales no
afectara´ los resultados sobre la convergencia (libre de soluciones espurias) de todos aquellos me´todos de
aproximacio´n que verifiquen las propiedades P1-P2.
En cambio, las estimaciones del orden con el que convergen los pares autovalor/autofuncio´n aproximados
fueron obtenidas bajo la hipo´tesis
- las formas sesquilineales a(·, ·) y b(·, ·) son hermitianas sime´tricas,
la cual fue introducida en la seccio´n 3.3.3, y que, por supuesto, ya no sera´ va´lida.
A continuacio´n revisaremos la teor´ıa desarrollada en las secciones 3.1-3.4 mostrando las modificaciones
que se necesitan hacer para obtener la extensio´n buscada.
3.5.1 El problema de autovalores dual
La idea central, en el ana´lisis que sigue, es la de asociar un problema de autovalores dual con el problema
de autovalores no sime´trico original (3.1).
Sea V (Ω) un espacio de Hilbert complejo, con producto interno (·, ·)V (Ω) y norma ‖ · ‖V (Ω). Supongamos
que a : V (Ω) × V (Ω) → C sea una forma sesquilinear continua. Gracias al Teorema de Riesz, existe la
posibilidad de asociar con la forma a un mapeo lineal y continuo A : V (Ω)→ V (Ω) definido por
a(u, v) = (Au, v)V (Ω) ∀u, v ∈ V (Ω).
Si asumimos que la forma a es V (Ω)-el´ıptica, el Teorema de Lax-Milgram nos permitira´ asegurar que A
es un isomorfismo de V (Ω) sobre V (Ω). El mapeo adjunto A∗ : V (Ω) → V (Ω) sera´ un mapeo lineal y
acotado que verifica
a(u, v) = (u,A∗v)V (Ω) ∀u, v ∈ V (Ω).
Adema´s, A∗ es un isomorfismo si, y solo si, A es un isomorfismo.
Sea X(Ω) un espacio de Hilbert complejo, con producto interno (·, ·)X(Ω) y norma | · |X(Ω). Asumiremos
que V (Ω) ⊂ X(Ω) y que la inclusio´n es continua. Supongamos que b : X(Ω)×X(Ω)→ C sea una forma
sesquilineal continua.
Consideremos los siguientes operadores lineales
-
T : X(Ω) → V (Ω) ↪→ X(Ω)
x 7→ u,
con u ∈ V (Ω) solucio´n del siguiente problema variacional
a(u, y) = b(x, y) ∀y ∈ V (Ω), (3.70)
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-
T∗ : X(Ω) → V (Ω) ↪→ X(Ω)
x 7→ u∗,
con u∗ ∈ V (Ω) solucio´n del siguiente problema variacional
a(y, u∗) = b(y, x) ∀y ∈ V (Ω). (3.71)
A partir de las definiciones anteriores, es inmediato que
- a(u,T∗v) = a(Tu, v) ∀u, v ∈ V (Ω),
- T∗ = (A∗)−1 ◦T∗ ◦ A∗, siendo T∗ el operador V (Ω)-adjunto de T considerado como un operador
lineal y continuo sobre V (Ω).
Como consecuencia de los resultados anteriores, tendremos que
- ‖T∗‖L(V (Ω)) ≤ ‖(A∗)−1‖L(V (Ω))‖T‖L(V (Ω))‖A∗‖L(V (Ω)),
- σ(T∗) = σ(T∗),
- (λ, u) es un par propio de T∗ si, y solo si, ( 1λ , u) es solucio´n del siguiente problema de autovalores
Encontrar µ∗ ∈ C, u∗ ∈ V (Ω), u∗ 6= 0, tal que
a(v, u∗) = µ∗ b(v, u∗) ∀v ∈ V (Ω). (3.72)
3.5.2 Discretizacio´n de los problemas
Considerando simulta´neamente las versiones discretas del problema original (3.1) y del problema dual
asociado (3.72), es posible obtener estimaciones a priori del error en la aproximacio´n de los autovalores
y las autofunciones. Como veremos ma´s adelante, las estimaciones que hallaremos pueden considerarse
como generalizaciones de los resultados presentados en [138] y [150].
Sea Ωh una aproximacio´n poligonal del dominio Ω construida siguiendo todos los criterios introducidos en
la seccio´n 3.1. Asociada con la familia de dominios {Ωh}0<h<1, seleccionaremos una familia de espacios
de dimensio´n finita {Vh(Ωh)}0<h<1. Asumiremos que cada espacio Vh(Ωh) esta´ equipado con la norma
‖ · ‖Vh(Ωh) y que se satisfacen las siguientes condiciones
‖v‖Vh(Ωh) = ‖v‖V (Ωh) ∀v ∈ V (Ωh), (3.73)(
Vh(Ωh), ‖ · ‖Vh(Ωh)
)
↪→
(
X(Ωh), | · |X(Ωh)
)
uniformemente enh. (3.74)
Sean ah : Vh(Ωh)×Vh(Ωh)→ C y bh : X(Ωh)×X(Ωh)→ C las formas sesquilineales obtenidas mediante
la discretizacio´n de las formas continuas a y b, respectivamente. Asumiremos que las formas ah y bh
verifican todas las propiedades enunciadas en la seccio´n 3.1.
Introducimos los siguientes operadores acotados; ana´logos discretos de los operadores T y T∗,
-
Th : X(Ωh) → Vh(Ωh) ↪→ Xh(Ωh)
x 7→ uh,
con uh ∈ Vh(Ωh) solucio´n del siguiente problema variacional
ah(uh, y) = bh(x, y) ∀y ∈ Vh(Ωh), (3.75)
-
T∗h : X(Ωh) → Vh(Ωh) ↪→ X(Ωh)
x 7→ u∗h,
con u∗h ∈ Vh(Ωh) solucio´n del siguiente problema variacional
ah(y, u∗h) = bh(y, x) ∀y ∈ Vh(Ωh). (3.76)
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3.5.3 Estimaciones del error
Para poder continuar con el ana´lisis, necesitaremos incorporar todos los problemas planteados (problemas
(3.1), (3.72) y sus versiones discretas) dentro de un u´nico marco teo´rico. Para ello, sera´ necesario introducir
operadores que este´n asociados con estos problemas de autovalores y definidos sobre un mismo espacio
funcional. Esta tarea no es trivial ya que, en general, Ωh 6⊂ Ω.
Siguiendo los argumentos introducidos en la seccio´n 3.2, definiremos
- un dominio unio´n Ω̂ := Ω ∪ Ωh,
- una norma discreta ‖ · ‖h para funciones con dominio Ω̂,
- un operador de extensio´n para las funciones del continuo; P : V (Ω)→ V (Ω̂),
- operadores de extensio´n para las funciones discretas; Ph : Vh(Ωh)→ X(Ω̂),
- espacios funcionales (convenientemente) extendidos
V e(Ω̂) := P(V (Ω)) ⊂ V (Ω̂),
V eh (Ω̂) := Ph(Vh(Ωh)) ⊂ X(Ω̂),
W (Ω̂) := (V e + V eh )(Ω̂).
Asumiremos, adema´s, que se satisfacen todas las propiedades enunciadas en la seccio´n 3.2 para la norma
‖ · ‖h y para los operadores P y Ph. Entonces, equipando al espacio suma W (Ω̂) con la norma ‖ · ‖h,
tendremos
‖v‖h ' ‖v‖V (Ω̂) ∀v ∈ V (Ω̂), (3.77)(
W (Ω̂), ‖ · ‖h
)
↪→
(
X(Ω̂), | · |X(Ω̂)
)
uniformemente en h. (3.78)
Sean A y Ah los operadores, lineales y acotados, definidos por
-
A : X(Ω̂) → V e(Ω̂) ⊂W (Ω̂) ↪→ X(Ω̂)
x 7→ ue = P ◦T(x|Ω),
-
Ah : X(Ω̂) → V eh (Ω̂) ⊂W (Ω̂) ↪→ X(Ω̂)
x 7→ ueh = Ph ◦Th(x|Ωh).
Sea λ un autovalor aislado de Λ := A|W (Ω̂), distinto de cero, con multiplicidad algebraica igual a m. Sea
γ un c´ırculo en el plano complejo, centrado en λ y contenido en ρ(Λ), de manera tal que no incluya en
su interior a ningu´n otro punto perteneciente a σ(Λ).
Sean λ1h, · · ·, λqh, los autovalores de Λh := Ah|V eh (Ω̂) contenidos en el interior de γ (repetidos de acuerdo
con sus respectidas multiplicidades). Supongamos que se satisfacen las propiedades P1 y P2 enunciadas
en la seccio´n 3.3.1. Entonces, si h es suficientemente chico, q = m y adema´s
l´ım
h→0
λih = λ para i = 1, · · ·,m.
Sean A∗ y A∗h los operadores, lineales y acotados, definidos por
-
A∗ : X(Ω̂) → V e(Ω̂) ⊂W (Ω̂) ↪→ X(Ω̂)
x 7→ ue∗ = P ◦T∗(x|Ω),
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-
A∗h : X(Ω̂) → V eh (Ω̂) ⊂W (Ω̂) ↪→ X(Ω̂)
x 7→ ue∗h = Ph ◦T∗h(x|Ωh).
De lo expuesto anteriormente (seccio´n 3.5.1), sabemos que λ sera´ un autovalor aislado de Λ∗ := A∗|W (Ω̂)
con multiplicidad algebraica igual a m. Sea γ el c´ırculo conjugado del c´ırculo γ (positivamente orientado).
Entonces, si h es suficientemente chico, el interior de γ contendra´ a λ y al conjunto de puntos λ1h, ···, λmh.
Sabemos, tambie´n, que los autovalores de Λ∗h := A∗h|V eh (Ω̂) encerrados por la curva γ sera´n, precisamente,
λ1h, · · ·, λmh 8. Luego, podremos definir los proyectores espectrales asociados con Λ∗ (relativo a λ) y con
Λ∗h (relativo a λ1h, · · ·, λmh) por las expresiones
E∗λ :=
1
2pii
∫
γ
Rz(Λ∗) dz y E∗λh :=
1
2pii
∫
γ
Rz(Λ∗h) dz,
respectivamente. Es inmediato que
- a(Eλx|Ω, y) = a(x,E∗λy|Ω) ∀x, y ∈ V (Ω),
- ah(Eλhx|Ωh , y) = ah(x,E∗λhy|Ωh) ∀x, y ∈ Vh(Ωh).
Asumiremos que las siguientes propiedades se satisfacen:
P1∗: para x ∈ E∗λ(W (Ω̂)), existe xh ∈ V eh (Ω̂) tal que ‖x − xh‖h ≤ η1∗h‖x‖h, con η1∗h → 0 para
h→ 0,
P2∗: l´ım
h→0
‖(A∗ −A∗h)|V eh (Ω̂)‖h = 0.
Consideremos ahora el subespacio de W (Ω̂) definido por
Wλ(Ω̂) := E∗λ(W (Ω̂)) + V
e
h (Ω̂).
Supondremos que la norma ‖ · ‖∗, introducida en la seccio´n 3.3.3 para elementos de Wλ(Ω̂), tambie´n esta´
definida en Wλ(Ω̂) y se verfica
- ‖y‖h ≤ ‖y‖∗ ∀y ∈Wλ(Ω̂),
- ‖y‖∗ ≤ C(λ) ‖y‖h ∀y ∈ E∗λ(W (Ω̂)).
En este contexto, asumiremos que la forma ah sera´ uniformemente continua en Wλ(Ω̂) × Wλ(Ω̂) con
respecto a la norma ‖ · ‖∗; es decir,
|ah(v|Ωh , w|Ωh)| ≤ C ‖v‖∗,Ωh‖w‖∗,Ωh ≤ C ‖v‖∗‖w‖∗ v ∈Wλ(Ω̂), w ∈Wλ(Ω̂).
Asumiremos tambie´n que las formas a y ah verifican las propiedades (3.15)-(3.17), enunciadas en la
seccio´n 3.3.3.
Sea Π∗h : Wλ(Ω̂)→Wλ(Ω̂) la proyeccio´n, con rango V eh (Ω̂), definida por{
Π∗h y = Phyh
ah(xh, y − yh) = 0 ∀xh ∈ Vh(Ωh). (3.79)
Procediendo como en la seccio´n 3.3.3, se puede probar fa´cilmente que ‖Π∗h‖∗h esta´ acotada uniformemente
en h. Definamos entonces el operador
B∗h := A∗hΠ∗h : Wλ(Ω̂)→ V eh (Ω̂) ⊂Wλ(Ω̂).
Procediendo, nuevamente, como en la seccio´n 3.3.3, se puede asegurar que
8ah es una forma sesquilineal definida en un espacio de dimensio´n finita con producto interno.
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- ‖B∗h‖∗h esta´ acotada uniformemente en h,
- A∗h y B∗h coinciden sobre V eh (Ω̂),
- σ(A∗h) = σ(B∗h),
- para cualquier autovalor asociado, distinto de cero, los correspondientes subespacios invariantes
coinciden.
Notemos que el operador B∗h es el operador adjunto de Bh con respecto de la forma ah. En efecto,
para cualesquiera x ∈ Wλ(Ω̂) e y ∈ Wλ(Ω̂), sean xh e yh las soluciones de los problemas (3.18) y (3.79),
respectivamente; entonces
ah(Bhx|Ωh , y) = ah(AhΠhx|Ωh , y) = ah(Thxh, y) = ah(Thxh,Π∗h y|Ωh) = ah(Thxh, yh) = bh(xh, yh)
y, de manera ana´loga,
ah(x,B∗h y|Ωh) = ah(x,A∗hΠ∗h y|Ωh) = ah(x,T∗h yh) = ah(Πhx|Ωh ,T∗h yh) = ah(xh,T∗h yh) = bh(xh, yh).
A partir de este resultado, es inmediato que (z −B∗h)−1 es el adjunto de (z −Bh)−1 con respecto a la
forma ah. Luego, de acuerdo con el Lemma 3.19, existita´n constantes C y h0 tales que
‖(z −B∗h)−1‖∗h ≤ C ∀h ≤ h0.
Sea, entonces, F∗λh : Wλ(Ω̂) → Wλ(Ω̂) el proyector espectral asociado con B∗h relativo a λ1h, · · ·, λmh;
definido por
F∗λh :=
1
2pii
∫
γ
Rz(B∗h) dz.
Observemos que
- como B∗h es el adjunto de Bh con respecto a la forma ah, entonces F∗λh sera´ el adjunto de Fλh
con respecta a ah,
- como Rz(B∗h) esta´ acotado para todo z ∈ γ en la norma ‖·‖∗h, uniformemente en h, F∗λh resultara´
acotado uniformemente en h en la misma norma,
- F∗λh(Wλ) coincide con el espacio propio E∗λh(V
e
h (Ω̂)) del operador A∗h asociado con los autovalores
λ1h, · · ·, λmh.
Asumiremos que las siguientes propiedades se satisfacen:
P3∗: para x ∈ E∗λ(W (Ω̂)), existe xh ∈ V eh (Ω̂) tal que ‖x − xh‖∗ ≤ η2∗h‖x‖h, con η2∗h → 0 para
h→ 0,
P4∗: para todo x ∈ E∗λ(W (Ω̂)), ‖(A∗ −A∗h)x‖∗ ≤ η3∗h‖x‖h, con η3∗h → 0 para h→ 0.
P5∗: para todo x ∈ E∗λ(W (Ω̂)), ‖x‖h,Ω\Ωh + ‖x‖h,Ωh\Ω + ‖x‖∗,Ωh\Ω ≤ η4∗h‖x‖h, con η4∗h → 0
para h→ 0.
Entonces las siguientes cantidades tendera´n a cero a medida que h tienda a cero.
γ1∗h := sup
y∈E∗λ(W (Ω̂))
‖y‖h=1
ı´nf
xh∈V eh (Ω̂)
‖y − xh‖∗,
γ2∗h := sup
y∈E∗λ(W (Ω̂))
‖y‖h=1
(
‖y‖h,Ω\Ωh + ‖y‖∗,Ωh\Ω
)
,
γ3∗h := ‖(A∗ −A∗h)|E∗λ(W (Ω̂))‖h∗,
%∗h := γ1∗h + γ2∗h + γ3∗h.
A partir de las definiciones anteriores y utilizando las propiedades enunciadas, podemos seguir los mismos
argumentos que los usados en las pruebas de los Lemas 3.21-3.25 (con modificaciones obvias) para obtener
los siguientes resultados.
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Lema 3.38 Existen constantes C1, C2, C3, C4, estrictamente positivas, tales que
‖(I−Π∗h)|E∗λ(W (Ω̂))‖h∗ ≤ C1 γ1∗h,
‖(E∗λ − F∗λh)|E∗λ(W (Ω̂))‖h∗ ≤ C2 ‖(A∗ −B∗h)|E∗λ(W (Ω̂))‖h∗,
‖(E∗λ − F∗λh)|E∗λ(W (Ω̂))‖h ≤ C3 ‖(A∗ −B∗h)|E∗λ(W (Ω̂))‖h∗,
‖(A∗ −B∗h)|E∗λ(W (Ω̂))‖h∗ ≤ C4 (γ1∗h + γ3∗h).
La prueba del siguiente resultado es ide´ntica a la prueba del Teorema 3.26.
Teorema 3.39 Existe una constante C, estrictamente positiva, tal que
δ̂(Eλ(W (Ω̂)),Fλh(Wλ(Ω̂))) ≤ C %h.
Consideremos ahora los operadores Â y B̂h introducidos en la seccio´n 3.3.4. Con modificaciones obvias,
la prueba del siguiente resultado usa los mismos argumentos que los utilizados para probar el Teorema
3.28.
Teorema 3.40 Existen constantes C y h0, estrictamente positivas, tales que, para h < h0,
‖Â− B̂h‖h ≤ C (%h%∗h +Mh +M∗h +Nh),
siendo Mh, M∗h y Nh te´rminos de consistencia definidos por:
Mh = sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈E∗λ(W (Ω̂))
‖y‖h=1
|ah(Ax,Π∗hy − y)− bh(x,Π∗hy − y)|,
M∗h = sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈E∗λ(W (Ω̂))
‖y‖h=1
|ah(Πhx− x,A∗y)− bh(Πhx− x, y)|,
Nh = sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈E∗λ(W (Ω̂))
‖y‖h=1
|ah(Ax, y)− bh(x, y)|.
Los argumentos utilizados en la prueba del Teorema 3.29, nos conducen ahora al siguiente resultado.
Teorema 3.41 Sea l el ascendente de λ − T; 1 ≤ l ≤ m. Sea λ̂ la media aritme´tica del conjunto
λ1h, ···, λmh, autovalores de Th que convergen a λ cuando h→ 0. Exiten constantes, h0 y C, estrictamente
positivas, tales que, para h < h0,
i)
∣∣∣λ− λ̂h∣∣∣ ≤ C (%h%∗h +Mh +M∗h +Nh),
ii)
∣∣∣ 1
λ
− 1
m
m∑
i=1
1
λih
∣∣∣ ≤ C (%h%∗h +Mh +M∗h +Nh),
iii) ma´x
i=1,···,m
|λ− λih| ≤ C (%h%∗h +Mh +M∗h +Nh)1/l.
Observacio´n 3.42 Supongamos que el problema de valores propios estuviera planteado en un dominio
poligonal (entonces ser´ıan γ2h = 0, γ2∗h = 0). Si
- el me´todo de aproximacio´n fuera conforme (implicar´ıa Ah = ΠhA, A∗h = Π∗hA∗), se obtendr´ıan
las estimaciones de Decloux-Nassif-Rappaz [95],
- el me´todo de aproximacio´n fuera no-conforme y su aplicacio´n no modificara las formas bilineales,
se obtendr´ıa el resultado de Rodr´ıguez-Solomin [150].
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CAPI´TULO 4
Aplicaciones
4.1 Dominios poligonales y espacios discretos no-conformes
Supongamos que queremos estudiar las aproximaciones no-conformes de un problema espectral planteado
sobre un dominio poligonal.
En esta situacio´n, evidentemente, la aproximacio´n poligonal del dominio coincidira´ con el dominio mismo,
i.e., Ωh = Ω. Luego, tendremos que
- los operadores de extensio´n P y Ph se reducen a la identidad sobre V (Ω) y Vh(Ω), respectivamente,
- el espacio suma se simplifica a W (Ω) = (V + Vh)(Ω),
- las condiciones sobre la norma discreta y los espacios de funciones se reducen a
‖v‖h ' ‖v‖V (Ω) ∀v ∈ V (Ω), (4.1)(
W (Ω), ‖ · ‖h
)
↪→
(
X(Ω), | · |X(Ω)
)
uniformemente en h, (4.2)
- las condiciones sobre las formas bilineales continuas y discretas se simplifican a
ah(u, v) = a(u, v) ∀u, v ∈ V (Ω), (4.3)
bh(u, v) = b(u, v) ∀u, v ∈ V (Ω). (4.4)
Para demostrar que el me´todo de aproximacio´n provee soluciones que convergen correctamente a las
soluciones verdaderas, es suficiente que se satisfagan las propiedades P1 y P2. En este contexto, estas
propiedades se leen de la siguiente manera
- P1: para x ∈ Eλ(V (Ω)), existe xh ∈ Vh(Ω) tal que ‖x−xh‖h ≤ η1h‖x‖h, con η1h → 0 para h→ 0,
- P2: l´ım
h→0
‖(T−Th)|Vh(Ω)‖h = 0.
Las estimaciones del error en las aproximaciones se obtienen probando las propiedades P3 y P4 (la
propiedad P5 se satisface trivialmente), que escribiremos
- P3 para x ∈ Eλ(V (Ω)), existe xh ∈ Vh(Ω) tal que ‖x− xh‖∗ ≤ η2h‖x‖h, con η2h → 0 para h→ 0,
- P4: para todo x ∈ Eλ(W (Ω)), ‖(T−Th)x‖∗ ≤ η3h‖x‖h, con η3h → 0 para h→ 0,
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y estimando las cantidades %h, Mh y Nh, las cuales se simplifican a
%h = ‖(T−Th)|Eλ(W (Ω))‖h∗ + sup
y∈Eλ(W (Ω))
‖y‖h=1
ı´nf
xh∈Vh(Ω)
‖y − xh‖∗,
Mh = sup
x∈Eλ(W (Ω))
‖x‖h=1
sup
y∈Eλ(W (Ω))
‖y‖h=1
|ah(Ax,Πhy)− bh(x,Πhy)|,
Nh = 0.
4.1.1 El problema de autovalores de Steklov
El problema de autovalores de Steklov, en el cual el autovalor aparece en la condicio´n de borde, surge
en numerosas aplicaciones. Mencionaremos aqu´ı algunos ejemplos: estudio de las ondas de superficie [32],
determinacio´n de los modos de vibracio´n de una estructura en contacto con un fluido incompresible
[39], ana´lisis de la estabilidad de osciladores meca´nicos inmersos en medios viscosos [79] y estudio de la
dina´mica de l´ıquidos contenidos en recipientes con movimiento [62], conocido como the sloshing problem.
Varios esquemas nume´ricos conformes, basados en el me´todo de los elementos finitos o en el me´todo
de los elementos de borde, han sido utilizados para aproximar este problema. Entre los muchos y muy
interesantes trabajos publicados en las u´ltimas de´cadas, citaremos aqu´ı a Bramble-Osborn [48], Andreev-
Todorov [10], Li-Yang [134] y Tang-Guan-Han [163].
Los estudios sobre aproximaciones no-conformes, en cambio, comenzaron a publicarse recien en el an˜o
2009. Los primeros trabajos (aparecieron simulta´neamente) se deben a Yang-Li-Li [176] y Alonso-Dello
Russo [4].
Planteo del problema y descripcio´n del espectro continuo
Asumiremos que Ω ⊂ R2 es un dominio simplemente conexo con borde poligonal Γ := ∂Ω.
Denotaremos por (·, ·) al producto escalar en L2(Ω) y por ‖·‖0 a la norma en L2(Ω). Usaremos la notacio´n
standard para los espacios de Sobolev Hs(Ω) de orden s ≥ 0, con las normas ‖ · ‖s y seminormas | · |s
usuales.
Consideremos el siguiente problema de autovalores:
Encontrar µ ∈ R, u 6= 0 tal que { − div (α∇u) + βu = 0 en Ω,
α∇u · n = µu sobre Γ, (4.5)
donde n indica el vector unitario normal a Γ orientado positivamente; i.e., hacia el exterior de Ω. Asumi-
remos que los coeficientes α = α(x) y β = β(x) se encuentran acotados por constantes positivas y que,
en particular, α ∈ C1(Ω).
Multiplicando por v ∈ H1(Ω) a las ecuaciones en (4.5) e integrando por partes, obtenemos la siguiente
formulacio´n variacional del problema:
Encontrar µ ∈ R, u ∈ H1(Ω), u 6= 0, tal que∫
Ω
α∇u · ∇v +
∫
Ω
βuv = µ
∫
Γ
uv ∀v ∈ H1(Ω). (4.6)
Sean a∗ y b∗ las formas bilineales (sime´tricas) definidas por
a∗(u, v) :=
∫
Ω
α∇u · ∇v +
∫
Ω
βuv ∀u, v ∈ H1(Ω),
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b∗(u, v) :=
∫
Γ
uv ∀u, v ∈ H1(Ω).
Dado que α y β se asumen acotadas positivamente en Ω, tendremos que a∗ es continua y coerciva sobre
H1(Ω). Luego, a partir de la teor´ıa cla´sica para problemas el´ıpticos [9, 29], podemos inferir que el problema
(4.6) tiene un conjunto infinito numerable de autovalores, todos positivos y de multiplicidad finita, sin
puntos de acumulacio´n finitos. Escribiremos
0 < µ1 ≤ µ2 ≤ · · · ≤ µj · ·· → +∞,
donde cada autovalor aparece tantas veces como lo indique su multiplicidad. Adema´s, las autofunciones
correspondientes {uj}∞j=1 son L2(Γ)-ortogonales y proveen una base para L2(Ω).
Consideremos los siguientes espacios de funciones:
X := L2(Ω)× L2(Γ),
V := {(u, ξ) ∈ H1(Ω)×H1/2(Γ) : ξ = u|Γ},
equipados con las siguientes normas
|(u, ξ)|2 := ‖u‖20 + ‖ξ‖20,Γ,
‖(u, ξ)‖2 := ‖u‖21 + ‖ξ‖20,Γ.
Definimos las formas bilineales (sime´tricas) a y b por
a((u, ξ), (v, η)) := a∗(u, v) + b∗(ξ, η) ∀ (u, ξ), (v, η) ∈ V,
b((u, ξ), (v, η)) := b∗(ξ, η) ∀ (u, ξ), (v, η) ∈ X.
Es claro que a es continua y coerciva sobre V y que b es continua sobre X.
Consideremos entonces el siguiente problema espectral:
Encontrar µ ∈ R, (u, ξ) ∈ V , u 6= 0, tal que
a((u, ξ), (v, η)) = (1 + µ) b((u, ξ), (v, η)) ∀(v, η) ∈ V. (4.7)
Notemos que los problemas variacionales (4.6) y (4.7) son equivalentes al problema (4.5). En efecto, cual-
quier solucio´n de (4.5) satisface a las ecuaciones (4.6) y (4.7). Rec´ıprocamente, testeando estas ecuaciones
con funciones adecuadas y suficientemente suaves, es fa´cil probar que cualquier solucio´n de (4.6) o (4.7)
es tambie´n solucio´n de (4.5).
Definimos ahora el siguiente operador lineal:
T : X → V ↪→ X
(f, τ) 7→ (u, ξ),
siendo (u, ξ) la solucio´n del siguiente problema variacional
a((u, ξ), (y, ζ)) = b((f, τ), (y, ζ)) ∀(y, ζ) ∈ V. (4.8)
Aplicando el Teorema de Lax-Milgram, tendremos
‖(u, ξ)‖ ≤ C |(f, τ)|.
Luego, T es un operador acotado. Adema´s, como a y b son sime´tricas, T es autoadjunto con respecto a
la forma bilineal a. Ma´s au´n, (µ, (u, ξ)) es una solucio´n del problema (4.7) si, y solo si,
(
1
1+µ , (u, ξ)
)
es
un par propio de T.
El siguiente lema establece estimaciones a priori para las soluciones del problema (4.8) dependiendo de
la regularidad de los datos.
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Lema 4.1 Sea (u, ξ) una solucio´n del problema (4.8). Existen constantes, r ∈ (1/2, 1] y C > 0, tales que
si τ ∈ L2(Γ), u ∈ H1+r/2(Ω), y
‖u‖1+r/2 ≤ C ‖τ‖0,Γ, (4.9)
si τ ∈ H(Γ), con  ∈ (0, r − 1/2), u ∈ H3/2+(Ω), y
‖u‖3/2+ ≤ C ‖τ‖,Γ, (4.10)
si τ ∈ H1/2(Γ), u ∈ H1+r(Ω), y
‖u‖1+r ≤ C ‖τ‖1/2,Γ. (4.11)
Prueba. Se obtiene a partir de los resultados de regularidad cla´sicos para el problema de Neumann [88].
2
En la proposicio´n anterior, r = 1 si Ω es un dominio convexo. En caso contrario, r < piθ , siendo θ el
mayor a´ngulo interior en Ω [111]. Como consecuencia de estos resultados, las autofunciones (uj , ξj) de T
pertenecen a H1+r(Ω)×H1/2+r(Γ) y satisfacen
‖uj‖1+r ≤ C ‖ξj‖1/2,Γ ≤ C ‖(uj , ξj)‖. (4.12)
Discretizacio´n del problema
Sea {Th} una familia de triangulaciones de Ω que satisface las siguientes condiciones:
- cualesquiera dos tria´ngulos en Th comparten a lo sumo un ve´rtice o un lado,
- el mı´nimo a´ngulo interior de todos los tria´ngulos en Th esta´ acotado por abajo por una constante
positiva que no depende de h.
El ı´ndice h denota, como es usual, al ma´ximo dia´metro de la grilla inducida por la particio´n Th, ma´s
precisamente, h := ma´xT∈Th hT , siendo hT el dia´metro de T .
Sea Eh el conjunto de todos los lados de todos los tria´ngulos en Th. Dividiremos a este conjunto como sigue:
Eh = EIh ∪EΓh , siendo EIh := {` ∈ Eh : ` 6⊂ Γ}, el conjunto de los lados internos, y EΓh := {` ∈ Eh : ` ⊂ Γ}, el
conjunto de los lados en el borde. Sea Nh el conjunto de todos los ve´rtices de todos los elementos en Th.
Sobre cada triangulacio´n Th, el espacio de Crouzeix-Raviart [81] esta´ definido por
CRh(Ω) :=
{
vh ∈ L2(Ω) : vh|T ∈ P1(T ) ∀T ∈ Th y
∫
`
[[
vh
]]
= 0 ∀` ∈ EIh
}
.
En la expresio´n anterior,
[[
vh
]]
denota el salto de vh a trave´s del lado interno `.
A continuacio´n, trabajaremos con los siguientes espacios no-conformes
Lh(Γ) := {ξh ∈ L2(Γ) : ξh|` ∈ P1(`),∀` ⊂ Γ},
Vh := {(vh, ηh) ∈ CRh(Ω)× Lh(Γ) : ηh|` = vh|`,∀` ⊂ Γ},
W (h) := V + Vh.
Sean ah y bh las formas bilineales (sime´tricas) definidas por
ah((u, ξ), (v, η)) :=
∑
T∈Th
∫
T
α∇u · ∇v +
∫
Ω
βuv +
∫
Γ
ξη ∀(u, ξ), (v, η) ∈W (h),
bh((u, ξ), (v, η)) := b((u, ξ), (v, η)) ∀(u, ξ), (v, η) ∈ X.
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Equipamos al espacio W (h) con la siguiente norma:
‖(vh, ηh)‖2h = ‖vh‖20 +
∑
T∈Th
|vh|21,T + ‖ηh‖20,Γ.
Observemos que se verifican las propiedades (4.1)-(4.4) y que la forma discreta ah resulta uniformemente
continua y coerciva sobre W (h).
Consideremos entonces la siguiente aproximacio´n del problema espectral (4.7):
Encontrar µh ∈ R, (uh, ξh) ∈ Vh, (uh, ξh) 6= (0, 0), tal que
ah((uh, ξh), (vh, ηh)) = (1 + µh) b((uh, ξh), (vh, ηh)) ∀(vh, ηh) ∈ Vh. (4.13)
Observemos que este problema se reduce a un problema de autovalores generalizado que involucra matrices
sime´tricas. La matriz asociada con la forma bilineal ah es definida positiva. La matriz asociada con la
forma bilineal bh es definida semi-positiva con rango N(h) = card(EΓh ). Luego, el problema (4.13) tendra´
un nu´mero finito de pares propios (µjh, (ujh, ξjh)), 1 ≤ j ≤ N(h), con autovalores positivos. Escribiremos
0 < µ1h ≤ µ2h ≤ · · · ≤ µN(h)h,
donde cada autovalor aparece repetido tantas veces como lo indique su multiplicidad.
La contrapartida discreta del operador T estara´ definida por
Th : X → Vh ↪→ X
(f, τ) 7→ (uh, ξh),
siendo (uh, ξh) la solucio´n del siguiente problema variacional:
ah((uh, ξh), (vh, ηh)) = b((f, τ), (vh, ηh)) ∀(vh, ηh) ∈ Vh. (4.14)
Como en el caso continuo, puede probarse que Th es un operador uniformemente acotado, autoadjunto
con respecto a ah y que sus pares propios esta´n directamente relacionados con las soluciones del problema
(4.13), i.e., (µh, (uh, ξh)) es solucio´n de (4.13) si, y solo si, (uh, ξh) 6= (0, 0) y
Th(uh, ξh) =
1
1 + µh
(uh, ξh).
Aproximacio´n espectral
De acuerdo con la teor´ıa desarrollada en la seccio´n 3.3, los resultados sobre la convergencia de los au-
tovalores y autovectores aproximados dependera´n u´nicamente de la validez de las propiedades P1 y P2
sobre los espacios discretos de Crouzeix-Raviart.
Sea λ = 11+µ un autovalor fijo de T, con multiplicidad algebraica igual a m, y sea Eλ(W (h)) el espacio
propio de T correspondiente a λ.
Teorema 4.2 (P1) Existe una constante positiva C tal que
ı´nf
(vh,ηh)∈Vh
‖(u, ξ)− (vh, ηh)‖0,Γ ≤ C hr+1/2‖u‖1+r ∀(u, ξ) ∈ Eλ(W (h)),
ı´nf
(vh,ηh)∈Vh
‖(u, ξ)− (vh, ηh)‖h ≤ C hr‖u‖1+r ∀(u, ξ) ∈ Eλ(W (h)).
Prueba. Como u ∈ H1+r(Ω), u ∈ C0(Ω). Luego, la interpolada lineal de Lagrange de u, uI , estara´ bien
definida (ver [75], por ejemplo). Ma´s au´n, uI ∈ Vh ∩ H1(Ω). Entonces, eligiendo vh = uI , usando un
teorema de trazas local 1 y resultados de interpolacio´n standard 2, obtendremos
` ⊂ Γ, ‖ξ−ηh‖0,` = ‖u|`−vh|`‖0,` ≤ C
(
h
−1/2
T ‖u−vh‖0,T +h1/2T |u−vh|1,T
)
≤ C hr+1/2T ‖u‖1+r,T (4.15)
1De aqu´ı en adelante, cuando escribamos un teorema de trazas local estaremos refirie´ndonos a la estimacio´n (A.4).
2De aqu´ı en adelante, cuando escribamos resultados de interpolacio´n standard estaremos refirie´ndonos al Lema A.3.
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‖u− vh‖1,T ≤ C hrT ‖u‖1+r,T . (4.16)
Combinando las estimaciones (4.15) y (4.16) con la definicio´n de la norma ‖ · ‖h, tendremos
‖(u, ξ)− (vh, ηh)‖0,Γ ≤ C hr+1/2‖u‖1+r,
‖(u, ξ)− (vh, ηh)‖h ≤ C hr‖u‖1+r.
Concluimos la prueba tomando el ı´nfimo con respecto a (vh, ηh) ∈ Vh. 2
Teorema 4.3 (P2) Existe una constante positiva C tal que
‖(T−Th)(f, τ)‖h ≤ C hr/2‖τ‖0,Γ ∀(f, τ) ∈ Vh.
Prueba. Para cualquier par (f, τ) ∈ Vh, sean (u, η) := T(f, τ) y (uh, ηh) := Th(f, τ). La aplicacio´n del
segundo Lema de Strang [75], nos conduce a
‖(u, ξ)− (uh, ξh)‖h ≤ C
(
ı´nf
(vh,ηh)∈Vh
‖(u, ξ)− (vh, ηh)‖h
+ sup
(wh,χh)∈Vh
ah((u, ξ), (wh, χh))− b((f, τ), (wh, χh))
‖(wh, χh)‖h
)
. (4.17)
Para acotar el primer te´rmino de esta desigualdad, procedemos como en la prueba del Teorema 4.2.
Usando la estimacio´n (4.9), obtendremos
ı´nf
(vh,ηh)∈Vh
‖(u, ξ)− (vh, ηh)‖h ≤ C hr/2‖τ‖0,Γ.
Pasamos ahora a acotar el segundo te´rmino en (4.17). Testeando (4.14) con funciones adecuadas y sufi-
cientemente suaves, puede probarse que u satisface el siguiente problema diferencial:{ −div(α∇u) + βu = 0 en Ω,
α
∂u
∂n
+ ξ = τ sobre Γ,
(4.18)
siendo ξ = u|Γ. Multiplicando (4.18) por wh ∈ CRh(Ω) e integrando por partes, tendremos
ah((u, ξ), (wh, χh))− b((f, τ), (wh, χh)) =
∑
T∈Th
∫
∂T
α
∂u
∂n
wh =
∑
`∈EIh
∫
`
α
∂u
∂n
[[
wh
]]
donde χh = wh|Γ.
Observacio´n 4.4 Por hipo´tesis, f ∈ CRh(Ω). Luego τ = f |Γ ∈ H(Γ), 0 <  < 1/2. A partir de la
estimacio´n (4.10), tendremos u ∈ H3/2+(Ω); resultado que da significado a las integrales
∫
`
α
∂u
∂n
wh
para todo ` ∈ EIh.
Sea P` la proyeccio´n L
2
` de H
(`) sobre las constantes. Para ` ∈ Eh, indicaremos por T1 y T2 a los
tria´ngulos en Th tales que T1 ∩ T2 = `. Dado que
[[
wh
]]
es una funcio´n lineal que se anula en el punto
medio de `, tendremos∣∣∣ ∫
`
α
∂u
∂n
[[
wh
]]∣∣∣ = ∣∣∣ ∫
`
(
α
∂u
∂n
− P`
(
α
∂u
∂n
)) [[
wh
]]∣∣∣
≤
∑
i=1,2
∣∣∣ ∫
`
(
α
∂u
∂n
− P`
(
α
∂u
∂n
))
(wh|Ti)
∣∣∣
≤
∑
i=1,2
∣∣∣ ∫
`
(
α
∂u
∂n
− P`
(
α
∂u
∂n
))
[(wh|Ti)− P`(wh|Ti)]
∣∣∣.
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Sea PT la proyeccio´n L
2
T de H
1/2+(T ) sobre las constantes. Usando un teorema de trazas local y esti-
maciones del error standard para la proyeccio´n 3 PT , podemos escribir
∣∣∣ ∫
`
α
∂u
∂n
[[
wh
]]∣∣∣ ≤ ∑
i=1,2
‖α∇u · n− PT (α∇u · n)‖0,` ‖(wh|Ti)− PT (wh|Ti)‖0,`
≤ C
∑
i=1,2
(
h
r/2−1/2
Ti
‖∇u‖r/2,Ti + hTi‖∇u‖1/2+,Ti
)(
h
1/2
Ti
‖wh‖1,Ti
)
. (4.19)
Sumando sobre todos los lados ` ∈ EIh, usando el Lema 4.1 y una desigualdad inversa global (ver A.6),
obtendremos ∑
`∈EIh
∣∣∣ ∫
`
α
∂u
∂n
[[
wh
]]∣∣∣ ≤ C(hr/2‖u‖1+r/2 + h1/2+‖u‖3/2+)‖(wh, χh))‖h
≤ C hr/2
(
‖τ‖0,Γ + h1/2−r/2+‖τ‖,Γ
)
‖(wh, χh))‖h
≤ C hr/2
(
1 + h1/2−r/2+ h−min
)
‖τ‖0,Γ‖(wh, χh))‖h,
donde, obviamente, hmin := mı´n
T∈Th
hT .
Observacio´n 4.5 Si la grilla fuera localmente fuertemente refinada, la relacio´n h1/2−r/2+/hmin podr´ıa
ser muy grande y, por lo tanto, la acotacio´n anterior volverse inu´til. Para evitar este problema, suele
hacerse la suposicio´n adicional hmin ∼ h; es decir, solo considerar grillas globalmente cuasi-uniformes,
pero entonces los resultados obtenidos no ser´ıan apropiados para aplicarlos en el ana´lisis de procedimientos
adaptativos.
Introduciremos una restriccio´n geome´trica sobre la triangulacio´n Th; espec´ıficamente, asumiremos que
existen constantes uniformes % > 0 y ν ∈ (0, 1) tales que
h ≤ % hνmin. (4.20)
Sea, ahora, σ ∈ [0, r/4). Entonces, eligiendo
 =
(1− r + 2σ)
2
ν
(1− ν) <
1
2
,
podremos escribir ∑
`∈EIh
∣∣∣ ∫
`
α
∂u
∂n
[[
wh
]]∣∣∣ ≤ C hr/2−σ(1 + %)‖τ‖0,Γ‖(wh, χh))‖h.
Finalmente, tomando el l´ımite σ → 0, obtendremos
|ah((u, ξ), (wh, χh))− b((f, τ), (wh, χh))| ≤ Chr/2‖τ‖0,Γ‖(wh, χh)‖h,
expresio´n que nos permite concluir la prueba. 2
Observacio´n 4.6 La hipo´tesis (4.20) es menos restrictiva que la hipo´tesis de cuasi-uniformidad global.
La experiencia nume´rica muestra que tanto las mallas o´ptimas para problemas con soluciones singulares,
originadas por los a´ngulos re-entrantes en el dominio, como las mallas generadas por la mayor´ıa de los
esquemas adaptativos verifican esta hipo´tesis.
A partir de estos resultados, podemos establecer que el me´todo nume´rico propuesto provee una aproxi-
macio´n espectralmente correcta del problema (4.7), en el sentido siguiente:
3De aqu´ı en adelante, cuando nos refiramos a estimaciones de error standard para proyecciones L2 estaremos invocando
al Lema A.7/Lema A.8.
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- no aparecen autovalores espurios en el espectro discreto,
- no aparecen autofunciones espurias y la dimensio´n de los espacios propios discretos es igual a la
dimensio´n de los correspondientes espacios propios continuos.
Para establecer el orden (o´ptimo) con el que convergen las autofunciones probaremos que se verifican las
propiedades P3 y P4. Observemos que, en este caso, podemos elegir ‖ · ‖∗ = ‖ · ‖h. Luego, la propiedad
P3 se convierte en la propiedad P1, necesaria para establecer la convergencia del me´todo.
Teorema 4.7 (P4) Existe una constante positiva C tal que
‖(T−Th)|Eλ(W (h))‖h ≤ Chr.
Prueba. Notemos que para (x, ζ) ∈ Eλ(W (h)), (u, ξ) = T(x, ζ) ∈ H1+r(Ω)×H1/2+r(Γ). Luego, podemos
proceder exactamente igual que en la prueba del Teorema 4.3, sustituyendo (f, τ) por (x, ζ). 2
En virtud de los Teoremas 4.2 y 4.7, es claro que existe una constante C, estrictamente positiva, tal que
%h := ‖(T−Th)|Eλ(W (h))‖h + sup
(u,ζ)∈Eλ(W (h))
‖(u,ζ)‖h=1
ı´nf
(vh,ηh)∈Vh
‖(u, ζ)− (vh, ηh)‖h ≤ C hr.
De acuerdo con el Teorema 3.26, tendremos
- para cada (uh, ξh) ∈ Eλh(Vh), δ((uh, ξh),Eλ(W (h))) es de orden hr,
- para cada (u, ξ) ∈ Eλ(W (h)), δ((u, ξ),Eλh(Vh)) es de orden hr.
Para establecer el orden con el que convergen los autovalores necesitamos estimar el siguiente te´rmino de
consistencia
Mh = sup
(x,ζ)∈Eλ(W (h))
‖(x,ζ)‖h=1
sup
(y,ϕ)∈Eλ(W (h))
‖(y,ϕ)‖h=1
|ah(T(x, ζ),Πh(y, ϕ))− b((x, ζ),Πh(y, ϕ))|,
donde Πh : W (h)→W (h) es el operador de proyeccio´n definido por
ah((x, ζ)−Πh(x, ζ), (yh, ϕh)) = 0 ∀(yh, ϕh) ∈ Vh.
Lema 4.8 Existe una constante C, estrictamente positiva, tal que Mh ≤ C h2r.
Prueba. Elijamos (x, ζ) ∈ Eλ(W (h)) tal que ‖(x, ζ)‖h = 1. A partir de (4.11), sabemos que (w,χ) :=
T(x, ζ) ∈ H1+r(Ω)×H1/2+r(Γ), r > 1/2, y que
‖w‖1+r ≤ C ‖(x, ζ)‖h ≤ C.
Procediendo como en la prueba del Teorema 4.3, podemos concluir que (w,χ) es solucio´n del siguiente
problema diferencial: { −div (α∇w) + βw = 0 en Ω,
α
∂w
∂n
+ χ = ζ sobre Γ,
(4.21)
donde χ = w|Γ. Consideremos ahora un elemento (y, ϕ) ∈ Eλ(W (h)) con ‖(y, ϕ)‖h = 1. Escribamos
(yh, ϕh) = Πh(y, ϕ). Multiplicando (4.21) por yh e integrando por partes, obtenemos fa´cilmente
ah((w,χ),Πh(y, ϕ))− bh((x, ζ),Πh(y, ϕ)) =
∑
T∈Th
∫
∂T
α∇w · n yh.
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Usaremos a continuacio´n los mismos argumentos que los empleados en la prueba del Teorema 4.3. Te-
niendo en cuenta que yh ∈ CRh(Ω) y que y ∈ C0(Ω), llegamos a
|ah((w,χ),Πh(y, ϕ))− bh((x, ζ),Πh(y, ϕ))| ≤
∑
`∈EIh
∣∣∣ ∫
`
(
α
∂w
∂n
− P`
(
α
∂w
∂n
)) [[
y − yh
]]∣∣∣
≤ C
(∑
`∈EIh
∑
i=1,2
‖α∇w · n− PT (α∇w · n)‖0,` ‖(y − yh)|Ti − PT (y − yh)|Ti‖0,`
)
.
Usando un teorema de trazas local y estimaciones del error standard para la proyeccio´n PT , tendremos
‖α∇w · n− PT (α∇w · n)‖0,` ≤ C hr−1/2T ‖w‖1+r,Ti ,
‖(yh − y)− PT (yh − y)‖0,` ≤ C h1/2T ‖yh − y‖1,Ti .
Luego, combinando las tres u´ltimas estimaciones, sumando sobre todos los lados ` ∈ EIh, usando el
Teorema 4.2 y la estimacio´n (4.12), concluimos la prueba. 2
Estos resultados implican que la rapidez con la que convergen a λ los m autovalores del problema discreto
λ1h, λ2h, · · ·, λmh es exactamente el doble de la obtenida para las autofunciones. Ma´s precisamente, de
acuerdo con el Teorema 3.29, sabemos que existe una constante positiva C, tal que, si h es suficientemente
chico,
ma´x
i=1,···,m
|λ− λih| ≤ Ch2r.
Estimaciones de orden superior
El objetivo de esta seccio´n es obtener estimaciones de orden superior para el error en la aproximacio´n de
los autovectores en la norma ‖ · ‖0,Γ.
Comenzaremos definiendo el siguiente operador lineal
B : L2(Γ) → L2(Γ)
τ 7→ u|Γ,
donde u es la solucio´n (u´nica) del problema variacional∫
Ω
α∇u · ∇v +
∫
Ω
βuv +
∫
Γ
uv =
∫
Γ
τv, ∀v ∈ H1(Ω). (4.22)
As´ı definido, B resulta un operador acotado. En efecto, a partir del Lema 4.1 y del Teorema de trazas
[75], tendremos
‖Bτ‖0,Γ = ‖u‖0,Γ ≤ ‖u‖(1+r)/2,Γ ≤ C ‖u‖1+r/2,Ω ≤ C ‖τ‖0,Γ.
La contrapartida discreta del operador B estara´ definida por
Bh : L2(Γ) → L2(Γ)
τ 7→ uh|Γ,
siendo uh ∈ CRh(Ω) la solucio´n (u´nica) del problema variacional∫
Ω
α∇uh · ∇vh +
∫
Ω
βuhvh +
∫
Γ
uhvh =
∫
Γ
τvh, ∀vh ∈ CRh(Ω). (4.23)
Otra manera (equivalente) de definir a los operadores B y Bh es la siguiente: sea C el operador de filtrado
definido por medio de
C : X → L2(Γ)
(u, ξ) 7→ ξ,
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entonces, tendremos
Bτ = C ◦T(f, τ) ∀(f, τ) ∈ X,
Bhτ = C ◦Th(f, τ) ∀(f, τ) ∈ X.
La equivalencia entre ambas definiciones surge inmediatamente de la comparacio´n de los problemas (4.8)
y (4.22), utilizados para definir los operadores T y B, respectivamente. De manera ana´loga, comparando
los problemas (4.14) y (4.23), obtendremos la equivalencia de las definiciones para el caso discreto.
Lema 4.9 Existe una constante positiva C tal que, para todo (f, τ) ∈W (h),
‖(B −Bh)τ‖0,Γ ≤ C hr/2‖τ‖0,Γ.
Prueba. Es una consecuencia directa del Teorema 4.3 y las definiciones de los operadores B y Bh. 2
El siguiente lema establece que el orden de convergencia es mayor cuando el te´rmino fuente pertenece al
autoespacio asociado con λ.
Lema 4.10 Para (f, τ) ∈ Eλ(W (h)), vale la siguiente estimacio´n
‖(B −Bh)τ‖0,Γ ≤ C h3r/2‖τ‖0,Γ.
Prueba. Para (f, τ) ∈ Eλ(W (h)), sean (u, ξ) = T(f, τ) y (uh, ξh) = Th(f, τ). Sean eh = u− uh y uI la
interpolada de Lagrange (lineal a trozos) de u. Es inmediato que
‖eh‖0,Γ ≤ ‖u− uI‖0,Γ + ‖uI − uh‖0,Γ.
Sea ηh := u
I−uh ∈ Vh. Usaremos un argumento de dualidad basado en la solucio´n del siguiente problema:{ − div (α∇ϕ) + βϕ = 0 in Ω,
α
∂ϕ
∂n
+ ϕ = ηh on Γ.
(4.24)
Dado que ηh|Γ ∈ H(Γ), con  ∈ (0, 1/2), los resultados del Lema 4.1 nos aseguran que ϕ ∈ H3/2+(Ω).
Adema´s,
‖ϕ‖1+r/2 ≤ C‖ηh‖0,Γ,
‖ϕ‖3/2+ ≤ C‖ηh‖,Γ. (4.25)
Observemos tambie´n que la regularidad de ϕ implica que ∇ϕ|Γ · n esta´ bien definida como funcio´n de
L2(Γ).
A partir del sistema de ecuaciones (4.24), tendremos∫
Γ
η2h =
∫
Γ
(
α
∂ϕ
∂n
+ ϕ
)
ηh =
∑
`∈EΓh
∫
`
(
α
∂ϕ
∂n
+ ϕ
)
ηh
= −
∑
`∈EIh
∫
`
α
∂ϕ
∂n
[[
ηh
]]
+
∑
T∈Th
(∫
T
div (α∇ϕ) ηh +
∫
T
α∇ϕ · ∇ηh
)
+
∫
Γ
ϕηh
= −
∑
`∈EIh
∫
`
α
∂ϕ
∂n
[[
ηh
]]
+
∫
Ω
β ϕ ηh +
∑
T∈Th
∫
T
α∇ϕ · ∇ηh +
∫
Γ
ϕηh, (4.26)
donde
[[
ηh
]]
denota el salto de ηh a trave´s del lado ` ∈ EIh. Para obtener la expresio´n anterior hemos
usado integracio´n por partes y la igualdad∑
T∈Th
∫
∂T
α
∂ϕ
∂n
ηh =
∑
`∈EΓh
∫
`
α
∂ϕ
∂n
ηh +
∑
`∈EIh
∫
`
α
∂ϕ
∂n
[[
ηh
]]
.
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Multiplicando las ecuaciones en (4.24) por u− uI ∈ H1(Ω) e integrando por partes, encontramos que∫
Ω
α∇ϕ · (u− uI) +
∫
ω
βϕ(u− uI) +
∫
Γ
ϕ(u− uI) =
∫
Γ
ηh(u− uI).
Insertando este resultado en la ecuacio´n (4.26), tendremos∫
Γ
η2h = −
∑
`∈EIh
∫
`
α
∂ϕ
∂n
[[
ηh
]]
+
∫
Ω
β ϕ eh +
∑
T∈Th
∫
T
α∇ϕ · ∇eh +
∫
Γ
ϕeh −
∫
Γ
ηh(u− uI). (4.27)
Sea ϕI la interpolada de Lagrange (lineal a trozos) de ϕ. Dado que ϕI ∈ V ∩ Vh, podemos usarla como
funcio´n test en los problemas (4.22) y (4.23) para obtener la siguiente ecuacio´n de error∑
T∈Th
∫
∂T
α∇eh · ∇ϕI +
∫
Ω
βeh ϕ
I +
∫
Γ
eh ϕ
I = 0. (4.28)
Entonces, restando las ecuaciones (4.27) y (4.28) y teniendo en cuenta que
[[
ηh
]]
=
[[
eh
]]
, llegamos a
‖ηh‖20,Γ =
∑
T∈Th
∫
T
α∇(ϕ−ϕI) ·∇eh+
∫
Ω
β (ϕ−ϕI) eh+
∫
Γ
(ϕ−ϕI) eh−
∑
`∈EIh
∫
`
α
∂ϕ
∂n
[[
eh
]]−∫
Γ
ηh(u−uI).
A continuacio´n, vamos a estimar los te´rminos que aparecen en la ecuacio´n anterior por separado. Re-
cordemos que los coeficientes α y β esta´n acotados, tanto por arriba como por abajo, por constantes
positivas.
Acotacio´n del primer te´rmino. Utilizando la desigualdad de Cauchy-Schwarz y estimaciones del error
standard para la interpolada de Lagrange ϕI , obtendremos∣∣∣∣∫
T
α∇(ϕ− ϕI) · ∇eh
∣∣∣∣ ≤ ‖α∇(ϕ− ϕI)‖0,T ‖∇eh‖0,T ≤ C hr/2‖ϕ‖1+r/2,T ‖eh‖1,T
Luego, sumando sobre todos los tria´ngulos T ∈ Th, usando la estimacio´n (4.25) y el Teorema 4.7, con-
cluimos que ∣∣∣∣∣ ∑
T∈Th
∫
T
α∇(ϕ− ϕI) · ∇eh
∣∣∣∣∣ ≤ C h3r/2‖ηh‖0,Γ‖τ‖0,Γ.
Acotacio´n del segundo te´rmino. Procediendo como en la prueba de la estimacio´n anterior, obtendremos∣∣∣∣∣ ∑
T∈Th
∫
T
β (ϕ− ϕI) eh
∣∣∣∣∣ ≤ C h1+3r/2‖ηh‖0,Γ‖τ‖0,Γ.
Acotacio´n del tercer te´rmino. Usando un teorema de trazas y estimaciones standard del error para la
interpolada de Lagrange ϕI , tendremos
‖ϕ− ϕI‖0,` ≤ C
(
h
−1/2
T ‖ϕ− ϕI‖0,T + h1/2T |ϕ− ϕI |1,T
)
≤ C h(1+r)/2T ‖ϕ‖1+r/2,T .
Sumando ahora sobre todos los lados ` ∈ EΓh , usando la estimacio´n (4.25) y el Teorema 4.7, podremos
escribir ∣∣∣∣∫
Γ
(ϕ− ϕI) eh
∣∣∣∣ ≤ ‖ϕ− ϕI‖0,Γ‖eh‖0,Γ ≤ C h(1+3r)/2‖ηh‖0,Γ‖τ‖0,Γ.
Acotacio´n del cuarto te´rmino. Sea P` la proyeccio´n L
2
` de H
(`) sobre las constantes. Para un lado ` ∈ EIh,
denotemos por T1 y T2 a los tria´ngulos en Th tales que T1 ∩T2 = `. Teniendo en cuenta que u es continua
en Ω y que
[[
uh
]]
es una funcio´n lineal que se anula en el punto medio de `, tendremos
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∣∣∣∣∫
`
α
∂ϕ
∂n
[[
eh
]]∣∣∣∣ = ∣∣∣∣∫
`
(
α
∂ϕ
∂n
− P`
(
α
∂u
∂n
))[[
eh
]]∣∣∣∣
=
∣∣∣∣∫
`
(
α
∂ϕ
∂n
− P`
(
α
∂ϕ
∂n
))
(eh|T1)−
∫
`
(
∂ϕ
∂n
− P`
(
α
∂ϕ
∂n
))
(eh|T2)
∣∣∣∣
≤
∑
i=1,2
∣∣∣∣∫
`
(
α
∂ϕ
∂n
− P`
(
α
∂ϕ
∂n
))(
(eh|Ti)− P` (eh|Ti)
)∣∣∣∣.
Sea ahora PT la proyeccio´n L
2
T de H
+1/2(T ) sobre las constantes. Usando un teorema de trazas local y
estimaciones del error standard para la proyeccio´n PT , tendremos∣∣∣∣∫
`
α
∂ϕ
∂n
[[
eh
]]∣∣∣∣ ≤ ∑
i=1,2
‖α∇ϕ · n− PT (α∇ϕ · n)‖0,` ‖(eh|Ti)− PT (eh|Ti)‖0,`
≤ C
∑
i=1,2
(
h
r/2−1/2
Ti
‖∇ϕ‖r/2,Ti + hTi‖∇ϕ‖1/2+,Ti
) (
h
1/2
Ti
‖eh‖1,Ti
)
.
Sumando sobre todos los lados ` ∈ EIh y procediendo exactamente igual que en la prueba del Teorema
4.3, usamos la estimacio´n (4.25) y el Teorema 4.7 para obtener∣∣∣∣∣∣
∑
`∈EIh
∫
`
α
∂ϕ
∂n
[[
eh
]]∣∣∣∣∣∣ ≤ C h3r/2‖ηh‖0,Γ‖τ‖0,Γ.
Acotacio´n del quinto te´rmino. Utilizando la desigualdad de Cauchy-Schwarz y estimaciones del error
standard para la interpolada de Lagrange uI (recordemos que, como u es autofuncio´n, u ∈ H1+r(Ω) y,
dado que ξ = u|Γ, sera´ ‖u‖1+r ≤ C ‖(u, ξ)‖ ≤ C ‖u‖1 ≤ C ‖τ‖0,Γ), obtendremos∣∣∣∣∫
Γ
ηh(u− uI)
∣∣∣∣ ≤ ‖ηh‖0,Γ‖u− uI‖0,Γ ≤ C h1/2+r‖ηh‖0,Γ‖u‖1+r ≤ C hr+1/2‖ηh‖0,Γ‖τ‖0,Γ
La combinacio´n de todas las estimaciones anteriores nos permite concluir la prueba. 2
Teorema 4.11 Sea Sλ el espacio propio del operador B asociado con el autovalor λ. Sea Sλh la suma
directa de los espacios propios correspondientes a los autovalores λh1, λh2, · · ·, λhm del operador Bh,
convergentes a λ. Existen constantes estrictamente positivas C y h0 tales que, si h < h0, entonces
- para cada uh ∈ Sλh , con ‖uh‖0,Γ = 1, dist(uh,Sλ) ≤ C h3r/2,
- para cada u ∈ Sλ, con ‖u‖0,Γ = 1, dist(u,Sλh) ≤ C h3r/2,
donde dist representa la distancia medida en la norma ‖ · ‖0,Γ.
Prueba. Es claro que el problema espectral de Steklov tambie´n puede estudiarse utilizando el operador
solucio´n B y su correspondiente aproximacio´n Bh. En este contexto, los Lemas 4.9 y 4.10 confirman
la validez de las propiedades P2 y P4, respectivamente, para los espacios discretos elegidos. Siguiendo
entonces los mismos argumentos que los empleados en la seccio´n 3.3, podemos asegurar convergencia
(libre de modos espurios) de las soluciones aproximadas y un resultado ana´logo al Teorema 3.26 para la
distancia entre los autoespacios continuo y discreto. 2
4.1.2 Vibraciones en un medio ela´stico
La determinacio´n de los modos propios de vibracio´n de un so´lido ela´stico es un problema fundamental
de la meca´nica de los medios continuos por sus muchas y muy importantes aplicaciones.
Analizaremos este problema usando una formulacio´n dual-mixta del problema lineal de la elasticidad.
Esta formulacio´n se deriva directamente del principio variacional de Hellinger-Reissner [142]. Comparados
con los me´todos cla´sicos (formulaciones en base a los desplazamientos), los me´todos mixtos tienen las
siguientes ventajas:
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- permiten obtener una aproximacio´n directa del tensor de esfuerzos; usualmente, la variable de mayor
intere´s,
- esta´n libres de locking; feno´meno nume´rico que aparece con los me´todos standard cuando el material
es casi incompresible.
Tambie´n presentan desventajas. Como ya fuera sen˜alado por Brezzi-Fortin [56] y por muchos otros inves-
tigadores, la mayor dificultad con las formulaciones derivadas del principio de Hellinger-Reissner es que
el tensor de esfuerzos tiene que ser sime´trico y que esta condicio´n de simetr´ıa no es fa´cil de imponer a
nivel discreto.
Hasta hace pocos an˜os, hab´ıa esencialmente dos maneras de evitar esta dificultad. Una alternativa era
usar principios variacionales modificados en los cuales la simetr´ıa del tensor de esfuerzos se impone solo
de´bilmente (Amara-Thomas [8], Arnold-Brezzi-Douglas [18], Stenberg [155, 156, 157]) o es, directamente,
abandonada (Arnold-Falk [21]). La segunda posibilidad era usar elementos compuestos (Watwood-Hartz
[173], Johnson-Mercier [119], Arnold-Douglas-Gupta [20]).
En un trabajo pionero, Arnold-Winther [23] construyeron el primer elemento mixto estable, con tenso-
res de esfuerzo sime´tricos, usando funciones de forma polinomiales y una sola triangulacio´n para ambas
variables (esfuerzos y desplazamientos). Posteriormente, los mismos autores [24] construyeron espacios
de elementos finitos no-conformes relajando los requerimentos de continuidad de la componente nor-
mal de los tensores de esfuerzos sobre los lados internos de la triangulacio´n. Estos me´todos han sido
extendidos para mallas rectangulares (Arnold-Awanou [15], Awanou [25]) y para tratar con problemas
tri-dimensionales (Arnold-Awanou-Winther [16]). Ma´s recientemente, Carstensen et al. [70, 68] informa-
ron sobre experimentos nume´ricos que confirmar´ıan tanto las predicciones teo´ricas como la robustez de
estos procedimientos al tratar con materiales casi incompresibles.
Varios me´todos mixtos no-conformes, sime´tricos o de´bilmente sime´tricos, han surgido en los u´ltimos an˜os.
En particular, citaremos aqu´ı los trabajos de Cai-Ye [61], Kim [127], Yi [177] y Gopalakrishnan-Guzma´n
[114].
En todos los trabajos mencionados anteriormente, el ana´lisis del me´todo mixto propuesto quedo´ restrin-
gido al caso esta´tico o problema fuente. De hecho, existen muy pocos estudios publicados sobre me´todos
mixtos no-conformes para problemas de autovalores. Una de las primeras contribuciones en este tema
[92] se obtuvo mediante la aplicacio´n de la teor´ıa espectral presentada en la seccio´n 3.4.
Planteo del problema y descripcio´n del espectro continuo
Sea Ω un dominio acotado y simplemente conexo en R2 con borde Lipschitz-continuo Γ. El borde Γ podr´ıa
estar dividido en dos partes disjuntas ΓD y ΓN siempre que |ΓD| 6= 0 y Γ = ΓD ∪ ΓN .
Nuestro objetivo es determinar los modos de oscilacio´n de un material ela´stico, homoge´neo e isotro´pico
que ocupa la regio´n plana Ω. Asumiremos que el so´lido ela´stico se encuentra fijo sobre ΓD y que es libre
de moverse a lo largo de ΓN .
Usaremos la siguiente notacio´n para las magnitudes f´ısicas:
u: el campo de desplazamientos,
ρS : la densidad,
λS y µS : los coeficientes de Lame´, los cuales esta´n definidos por
λS :=
νSES
(1− 2νS)(1 + νS) , µS :=
ES
2(1 + νS)
,
donde ES > 0 es el mo´dulo de Young y νS ∈ (0, 1/2) es la razo´n de Poisson,
ε(u): el tensor de deformaciones, definido por
ε(u) :=
1
2
[∇u + (∇u)t],
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σ(u): el tensor de esfuerzos, relacionado con el tensor de deformaciones por medio de la Ley de
Hooke:
σ(u) = Cε(u) := λS tr ε(u) I + 2µSε(u),
donde tr ε(u) denota la traza de ε(u), I es la 2 × 2 matriz identidad y C es el denominado tensor
de rigidez.
Una manera equivalente de establecer la Ley de Hooke es
ε(u) = Aσ(u) :=
1
2µS
σ(u)− λS
4µS(λS + µS)
trσ(u) I.
Los materiales casi incompresibles se caracterizan por νS → 1/2, lo cual implica λS → ∞. Observemos
que, en este caso, |C| es grande mientras que |A| permanece acotado.
Asumiendo movimientos de pequen˜a amplitud, el modelo lineal nos conduce al siguiente problema de
autovalores:
Encontrar ω > 0, un campo tensorial σ 6= 0 y un campo vectorial u 6= 0, tales que
Aσ = ε(u) in Ω,
−divσ = ω2ρSu in Ω,
σn = 0 on ΓN ,
u = 0 on ΓD,
(4.29)
siendo n el vector unitario normal al borde Γ, orientado hacia el exterior del dominio Ω, y ω la frecuencia
angular de las oscilaciones.
Usaremos la notacio´n standard para los espacios de Sobolev, sus normas y seminormas. Para un dado
espacio de Sobolev Hr(Ω), Hr(Ω,R2) y Hr(Ω,S2) denotara´n los espacios de vectores y tensores sime´tricos
de orden 2 con entradas en Hr(Ω), respectivamente. En particular, denotaremos
H10,ΓD (Ω,R
2) := {v ∈ H1(Ω,R2) : v|ΓD = 0}.
Definimos adema´s el espacio de tensores
H( div ,Ω,S2) := {τ ∈ L2(Ω,S2) : div τ ∈ L2(Ω,R2)},
el cual es un espacio de Hilbert con el producto interno
〈σ, τ 〉 :=
∫
Ω
σ : τ +
∫
Ω
divσ · div τ
y la norma inducida correspondiente
‖τ‖2H( div ,Ω,S2) = ‖τ‖20,Ω + ‖ div τ‖20,Ω.
Por u´ltimo, considerando el espacio
H
1/2
00 (ΓN ,R
2) := {v ∈ H1/2(ΓN ,R2) : v˜ ∈ H1/2(Γ,R2)},
siendo v˜ la extensio´n de v a toda Γ que es igual a cero fuera de ΓN , definimos
H0,ΓN ( div ,Ω,S2) := {τ ∈ H( div ,Ω,S2) :< τn,v >ΓN= 0 ∀v ∈ H1/200 (ΓN ,R2)},
el cual es un subespacio cerrado de H( div ,Ω,S2).
Basados en el principio de Hellinger-Reissner, podemos definir la siguiente formulacio´n variacional (se
denomina formulacio´n dual-mixta o stress-desplazamiento) para el problema de autovalores (4.29):
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Encontrar ω ∈ R, (σ,u) ∈ H0,ΓN ( div ,Ω,S2)× L2(Ω,R2), (σ,u) 6= (0,0), tal que∫
Ω
Aσ : τ +
∫
Ω
div τ · u = 0 ∀τ ∈ H0,ΓN ( div ,Ω,S2),
−
∫
Ω
divσ · v = ω2
∫
Ω
ρSu · v ∀v ∈ L2(Ω,R2).
(4.30)
Las formas bilineales
a(σ, τ ) :=
∫
Ω
Aσ : τ σ, τ ∈ H( div ,Ω,S2),
b(τ ,u) :=
∫
Ω
div τ · u τ ∈ H( div ,Ω,S2), u ∈ L2(Ω,R2).
satisfacen las propiedades que enunciaremos en el siguiente lema (las pruebas pueden encontrarse en [21]).
Lema 4.12 Denotemos por K al nu´cleo del operador asociado con la forma bilineal b. Existen constantes
positivas ca y cb, las cuales no depeden del coeficiente λS, tales que
- a(σ, τ ) ≤ µ−1S ‖σ‖H( div ,Ω,S2)‖τ‖H( div ,Ω,S2) ∀σ, τ ∈ H( div ,Ω,S2),
- b(σ,v) ≤ ‖σ‖H( div ,Ω,S2)‖v‖0,Ω ∀σ ∈ H( div ,Ω,S2), v ∈ L2(Ω,R2),
- a(σ,σ) ≥ ca‖σ‖2H( div ,Ω,S2) ∀σ ∈ K,
- sup
σ∈H( div ,Ω,S2)
b(σ,v)
‖σ‖H( div ,Ω,S2) ≥ cb‖v‖0,Ω ∀v ∈ L
2(Ω,R2).
A partir de estos resultados y aplicando la teor´ıa abstracta de Brezzi para me´todos mixtos [56], se puede
probar que el siguiente problema fuente esta´ bien definido.
Dada g ∈ L2(Ω,R2), encontrar (σ,u) ∈ H0,ΓN ( div ,Ω,S2)× L2(Ω,R2) tal que∫
Ω
Aσ : τ +
∫
Ω
div τ · u = 0 ∀τ ∈ H0,ΓN ( div ,Ω,S2),
−
∫
Ω
divσ · v =
∫
Ω
g · v ∀v ∈ L2(Ω,R2).
(4.31)
Ma´s au´n, vale la siguiente estimacio´n:
‖σ‖H( div ,Ω,S2) + ‖u‖0,Ω ≤ C‖g‖0,Ω, (4.32)
donde la constante C es independiente del coeficiente de Lame´ λS .
En estas condiciones, definimos el espacio producto:
Σ×V := H0,ΓN ( div ,Ω,S2)× L2(Ω,R2)
y las formas bilineales continuas:
A((σ,u), (τ ,v)) :=
∫
Ω
Aσ : τ +
∫
Ω
div τ · u +
∫
Ω
divσ · v ∀(σ,u), (τ ,v) ∈ Σ×V,
B((σ,u), (τ ,v)) := −
∫
Ω
u · v ∀(σ,u), (τ ,v) ∈ Σ×V.
El Lema 4.12 implica que la forma bilineal A satisface la condicio´n de estabilidad (3.61) con una constante
independiente de λS . As´ı, el problema (4.31) puede ser re-escrito de la siguiente forma:
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Dado (f ,g) ∈ L2(Ω,S2)× L2(Ω,R2), encontrar (σ,u) ∈ Σ×V tal que
A((σ,u), (τ ,v)) = B((f ,g), (τ ,v)) ∀(τ ,v) ∈ Σ×V. (4.33)
Denotemos por Ψ al operador lineal definido por
Ψ : L2(Ω,S2)× L2(Ω,R2) → Σ×V ↪→ L2(Ω,S2)× L2(Ω,R2)
(f ,g) 7→ (σ,u),
siendo (σ,u) la solucio´n (u´nica) del problema (4.33).
Observemos que Ψ es un operador acotado, consecuencia directa de la estimacio´n (4.32). Adema´s, dado
que las formas bilineales A y B son sime´tricas, Ψ es autoadjunto y definido positivo con respecto a A y
B. Por lo tanto, todos sus autovalores sera´n reales y positivos. Es fa´cil comprobar que (λ, (σ,u)) es un
par propio de Ψ si, y solo si, (ω, (σ,u)) es una solucio´n del problema (4.30) con ω = 1/
√
λ.
Observemos tambie´n que, debido a (4.31), divσ = g ∈ L2(Ω,R2). Luego, la componente σ del par
solucio´n no puede estar en un subconjunto compacto de H( div ,Ω,S2) ya que su divergencia es solamente
un elemento de L2(Ω,R2). Consecuentemente, Ψ : L2(Ω,S2)×L2(Ω,R2)→ H0,ΓN ( div ,Ω,S2)×L2(Ω,R2)
no es un operador compacto.
Por otro lado, Ψ es un operador regularizante. El siguiente resultado de regularidad fue probado por
Grisvard en [111, 112, 113].
Lema 4.13 Supongamos que g ∈ L2(Ω,R2). Entonces, el problema (4.31) tiene una u´nica solucio´n (σ,u)
que verifica σ ∈ H( div ,Ω,S2) ∩Hs(Ω,S2), u ∈ H1+s(Ω,R2) y
‖σ‖s,Ω + ‖u‖1+s,Ω ≤ C ‖g‖0,Ω, (4.34)
donde s ∈ (0, 1 − α], siendo α un nu´mero positivo pequen˜o, y C es una constante positiva que depende
solamente de Ω, ΓN y A.
Podemos dar una caracterizacio´n completa del espectro del operador Ψ siguiendo un ana´lisis similar al
presentado en [29]. De hecho, los argumentos en la Section 11.2 de [29] pueden repetirse exactamente
en nuestro caso y esto, junto con los resultados establecidos en la Section 10.1 de la misma referencia,
permiten probar el siguiente teorema.
Teorema 4.14 El espectro de Ψ consiste en una sucesio´n λn, n ∈ N, de autovalores estrictamente
positivos, todos con multiplicidad finita, que convergen a 0.
Observacio´n 4.15 En el mundo real, los cuerpos ela´sticos son siempre tri-dimensionales. Sin embargo,
cuando el desplazamiento u, el tensor de deformacio´n ε y el tensor de esfuerzos σ son (pra´cticamente)
independientes de una de las coordenadas espaciales, el problema puede estudiarse mediante un modelo
(aproximacio´n) bi-dimensional. Los dos modelos t´ıpicos de la teor´ıa de la elasticidad en el plano son:
- deformaciones en el plano; modela el comportamiento de estructuras cil´ındricas (o prisma´ticas)
bajo la accio´n de fuerzas que se ejercen en direccio´n paralela a la seccio´n transversal del cilindro y
asumiendo que no hay desplazamientos en la direccio´n del eje del cilindro,
- tensiones en el plano; modela el comportamiento de estructuras delgadas (una de las dimensiones
de la estructura es muy pequen˜a comparada con las dimensiones restantes) bajo la accio´n de fuerzas
que se ejercen en direccio´n paralela a las caras de la estructura y asumiendo que los esfuerzos esta´n
confinados al plano ocupado por la estructura.
Es interesante destacar que la u´nica diferencia entre las ecuaciones que describen a ambos modelos esta´
en la definicio´n de las constantes ela´sticas; en efecto, para las tensiones en el plano
λS =
νS
1− ν2S
ES .
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Deformacio´n plana
(t es grande) Tensio´n plana
(t es pequen˜o)
Figura 4.1: Problemas bi-dimensionales en Elasticidad lineal
El me´todo mixto no-conforme de Arnold-Winther
En esta seccio´n introduciremos los espacios de elementos finitos no-conformes de Arnold-Winther y re-
cordaremos algunas de sus propiedades de aproximacio´n.
Sea {Th}h>0 una familia de particiones de Ω, regular en el sentido descripto en la seccio´n 4.1.1. Como es
usual, h representa el taman˜o de la triangulacio´n; es decir, el ma´ximo de los dia´metros de sus elementos.
Sea Eh = EIh ∪ EΓh el conjunto de los lados de todos los tria´ngulos T ∈ Th. Denotaremos por n` y t` a los
vectores unitarios normal y tangente, respectivamente, a un lado ` ∈ Eh.
Para cada T ∈ Th, denotaremos por Pk(T ) al espacio de los polinomios de grado menor o igual a
k restringidos a T . De manera ana´loga, para cada ` ∈ Eh, denotaremos por Pk(`) al espacio de los
polinomios de grado menor o igual a k restringidos a `. En este contexto, Pk(T, S2) = (Pk(T ))3 y
Pk(T,R2) = (Pk(T ))2 representan a los espacios de tensores y vectores polinomiales, respectivamente.
Definimos:
Σ(T ) := {τh ∈ P2(T, S2) : τhn` · n` ∈ P1(`) para cada ` de T},
V(T ) := P1(T,R2).
Hay 15 grados de libertad para Σ(T ) y 6 grados de libertad para V(T ). Los grados de libertad de Σ(T )
son
- los momentos de grado 0 y 1 de las dos componentes normales de τh sobre cada lado ` of T ,
- los momentos de grado 0 de las tres componentes de τh en T .
•••
••
••••
•
•
•
•
• •
Figura 4.2: Grados de libertad para los espacios Σ(T ) y V(T ).
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Los grados de libertad de V(T ) esta´n dados por los valores que toman las dos componentes del vector en
tres nodos interiores a T . De acuerdo con [24], estos grados de libertad permiten determinar a Σ(T ) y a
V(T ) de manera u´nica (ver Lemma 3.1 de esa misma referencia).
El espacio de elementos finitos mixto de Arnold-Winther (de orden cero) se define como sigue:
Σ0h := {τh ∈ L2(Ω,S2) : τh|T ∈ Σ(T ) ∀T ∈ Th, τh es continua en los grados
de libertad definidos sobre cada lado ` ∈ Eh},
Vh := {vh ∈ L2(Ω,R2) : vh|T ∈ V(T ) ∀T ∈ Th}.
Observemos que para τh ∈ Σ0h, las componentes τhn` · n` (esfuerzos por traccio´n) son continuas sobre
cada lado interior ` ∈ Eh, mientras que τhn` ·t` (esfuerzos de corte) son discontinuas. Como consecuencia,
Σ0h 6⊂ H( div ,Ω,S2) y esta eleccio´n de espacios conduce a una aproximacio´n no-conforme del problema.
La condicio´n de borde impuesta sobre ΓN (condicio´n de traccio´n) es una condicio´n de borde esencial para
la formulacio´n mixta (4.31). Impondremos esta condicio´n de manera de´bil, es decir, pediremos∫
`
τhn` · vh = 0 ∀vh ∈ P1(`,R2) ∀` ⊂ ΓN . (4.35)
Luego, los espacios admisibles para los tensores discretos estara´n dados por:
Σh := {τh ∈ Σ0h : τh satisface las condiciones (4.35)}.
Denotemos por ΠAWh : H
1(Ω,S2) → Σh al operador de interpolacio´n de Arnold-Winther. El operador
ΠAWh esta´ definido por: ∫
`
(τ −ΠAWh τ )n` · v = 0 ∀` ∈ Eh, ∀v ∈ P1(`,R2), (4.36)∫
T
(τ −ΠAWh τ ) = 0 ∀T ∈ Th. (4.37)
Notemos que ΠAWh preserva la condicio´n homoge´nea de borde impuesta sobre ΓN en el sentido de´bil dado
por (4.35).
Para τ ∈ H1(Ω,S2) y vh ∈ V(T ) arbitrario, las condiciones (4.36)-(4.37) conducen al siguiente resultado∫
T
div (τ −ΠAWh τ ) · vh = −
∫
T
(τ −ΠAWh τ ) : ε(vh) +
∫
∂T
(τ −ΠAWh τ )n · vh = 0.
Sean Ph : L
2(Ω,R2)→ Vh la proyeccio´n L2-ortogonal sobre el espacio Vh y divh la aplicacio´n elemento
por elemento del operador divergencia. Como div ΠAWh τ |T ∈ V(T ), el resultado anterior prueba que el
operador de interpolacio´n de Arnold-Winther verifica la propiedad del diagrama conmutativo; es decir,
divh Π
AW
h τ = Ph div .τ , (4.38)
Como consecuencia, tendremos
div hΣh = Vh. (4.39)
Arnold-Winther probaron en [24] que (Σ0h,Vh) es un par de espacios estable para la discretizacio´n del
problema de la elasticidad con condiciones homoge´neas de borde para los desplazamientos u´nicamente
(ΓN = ∅). Ma´s au´n, establecieron estimaciones del error para el operador de interpolacio´n ΠAWh aplicado
a funciones H1(Ω,S2).
Usando los mismos argumentos que Arnold-Winther, estos resultados se pueden generalizar para el par
de espacios (Σh,Vh) y para tensores τ ∈ H( div ,Ω,S2) ∩Hs(Ω,S2), s > 1/2.
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Lema 4.16 El operador de interpolacio´n de Arnold-Winther se extiende a H( div ,Ω,S2) ∩ Hs(Ω,S2),
s > 1/2, un´ıvocamente, y vale la siguiente estimacio´n de error
‖τ −ΠAWh τ‖0,Ω ≤ C hs‖τ‖s,Ω,
siendo C una constante positiva independiente de h.
Prueba. Ver seccio´n A. 2
Es inmediato, a partir de este lema, que:
‖ΠAWh τ‖0,Ω ≤ c‖τ‖s,Ω. (4.40)
Por otro lado, para el proyector Ph vale la siguiente estimacio´n de error:
‖v −Phv‖0,Ω ≤ C h1+s‖v‖1+s,Ω ∀v ∈ H1+s(Ω,R2). (4.41)
Los resultados anteriores implican que el par de espacios discretos (Σh,Vh) satisface las condiciones de
estabilidad de la teor´ıa para me´todos mixtos. Los argumentos que prueban esta aseveracio´n son ide´nticos
a los utilizados en [23] (ver tambie´n [103] para un abordaje ma´s general).
Discretizacio´n del problema
A partir de las secciones previas, sabemos que las formas bilineales discretas
ah(σh, τh) :=
∫
Ω
Aσh : τh σh, τh ∈ Σh,
bh(τh,uh) :=
∫
Ω
div hτh · uh τh ∈ Σh, uh ∈ Vh.
satisfacen las condiciones de Brezzi para los espacios de elementos finitos (Σh,Vh). Luego, aplicando
la teor´ıa cla´sica para me´todos mixtos, podemos asegurar que existe una u´nica solucio´n del siguiente
problema fuente:
Dada g ∈ L2(Ω,R2), encontrar (σh,uh) ∈ Σh ×Vh tal que:∫
Ω
Aσh : τh +
∫
Ω
divhτh · uh = 0 ∀τh ∈ Σh,
−
∫
Ω
divhσh · vh =
∫
Ω
g · vh ∀vh ∈ Vh.
(4.42)
Ma´s au´n, existe una constante C, independiente de h, tal que:
‖σh‖H( divh,Ω,S) + ‖uh‖0,Ω ≤ C ‖g‖0,Ω. (4.43)
Sea (σ,u) la solucio´n del problema variacional (4.31). Sabemos que esta solucio´n tiene regularidad Hs;
es decir, σ ∈ H( div ,Ω,S2) ∩Hs(Ω,S2) y u ∈ H1+s(Ω,R2) (ver Lema 4.13). Argumentos ide´nticos a los
utilizados en [24], combinados con las estimaciones a priori (4.34), nos permiten escribir:
‖σ − σh‖0,Ω + ‖u− uh‖0,Ω ≤ C hs‖u‖1+s,Ω ≤ C hs‖g‖0,Ω,
‖ divσ − divσh‖0,Ω ≤ C hma´x(0,s−1)‖ divσ‖ma´x(0,s−1),Ω,
donde C es una constante positiva independiente de h.
Bajo las mismas condiciones, tambie´n tiene validez una estimacio´n de orden superior para la norma L2 del
error en los desplazamientos. En efecto, procediendo (exactamente igual) como en la prueba del Teorema
3.8 en [114], podemos probar la siguiente estimacio´n:
‖u− uh‖0,Ω ≤ C h2s‖u‖1+s,Ω.
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Sen˜alamos aqu´ı que este resultado completa el ana´lisis del me´todo no-conforme de Arnold-Winther que
se presenta en [24].
Observemos ahora que las siguientes formas bilineales discretas
Ah((σ,u), (τ ,v)) =
∫
Ω
Aσ : τ +
∫
Ω
divhτ · u +
∫
Ω
divhσ · v
Bh((σ,u), (τ ,v)) = −
∫
Ω
u · v
esta´n bien definidas sobre el espacio suma Σ + Σh × V + Vh. Ma´s au´n, Ah satisface la condicio´n de
estabilidad discreta (3.64) con una constante independiente de h. Luego, podemos re-escribir el problema
(4.42) como sigue:
Dado (f ,g) ∈ L2(Ω,S2)× L2(Ω,R2), encontrar (σh,uh) ∈ Σh ×Vh tal que
Ah((σh,uh), (τh,vh)) = Bh((f ,g), (τh,vh)) ∀(τh,vh) ∈ Σh ×Vh. (4.44)
Denotemos por Ψh al operador lineal definido por
Ψh : L
2(Ω,S2)× L2(Ω,R2) → Σh ×Vh ↪→ L2(Ω,S2)× L2(Ω,R2)
(f ,g) 7→ (σh,uh),
donde (σh,uh) es solucio´n del problema (4.44).
En la pro´xima seccio´n probaremos que el espectro del operador Ψh brinda una buena aproximacio´n del
espectro del operador Ψ. En otras palabras, aproximaremos las soluciones del problema (4.30) por medio
de las soluciones del siguiente problema espectral:
Encontrar ωh ∈ R, (σh,uh) ∈ Σh ×Vh, (σh,uh) 6= (0,0), tal que∫
Ω
Aσh : τh +
∫
Ω
divhτh · uh = 0 ∀τh ∈ Σh,
−
∫
Ω
divhσh · vh = ω2h
∫
Ω
ρSuh · vh ∀vh ∈ Vh.
(4.45)
Observemos que, como consecuencia de la estimacio´n (4.43), el operador Ψh esta´ acotado uniformemente
en h. Adema´s, el operador Ψh es autoadjunto y definido positivo con respecto a las formas Ah y Bh.
Luego, todos sus autovalores sera´n reales y positivos. Como en el caso continuo, ω2h es un autovalor del
problema (4.45) si, y solo si, λh = 1/ω
2
h es un autovalor del operador Ψh y los correspondientes pares
propios asociados coinciden.
Ana´lisis del error
Usaremos la teor´ıa desarrollada en la seccio´n 3.1 (en la versio´n que se presenta en la seccio´n 3.4.2) para
probar que los autovalores y las autofunciones del problema (4.30) pueden ser aproximados correctamente
por los autovalores y las autofunciones correspondientes al problema (4.45).
Comencemos observando que los problemas (4.30) y (4.45) son de la forma (3.62) y (3.65), respectiva-
mente, con las siguientes identificaciones:
X(Ω)× Y (Ω) = L2(Ω,S2)× L2(Ω,R2) V (Ω)×Q(Ω) = H0,ΓN ( div ,Ω,S2)× L2(Ω,R2)
(u, ϕ) = (σ,u) (v, η) = (τ ,v)
A((u, ϕ), (v, η)) = A((σ,u), (τ ,v)) B((u, ϕ), (v, η)) = B((σ,u), (τ ,v))
Vh ×Qh = Σh ×Vh ‖(u, ϕ)‖2h = ‖σ‖2H( divh,Ω,S2) + ‖u‖20,Ω
En lo que sigue, escribiremos W(h) := (Σ + Σh)× (V + Vh) para simplificar la notacio´n.
Sea λ = 1/ω2 un autovalor fijo de Ψ, con multiplicidad algebraica igual a m, y sea Eλ(W(h)) el espacio
propio de Ψ correspondiente a λ.
A continuacio´n probaremos que se satisfacen las propiedades P1 y P2 para el me´todo no-conforme de
Arnold-Winther.
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Teorema 4.17 (P1) Existe una constante estrictamente positiva C tal que
ı´nf
(τ h,vh)∈Σh×Vh
‖(σ,u)− (τh,vh)‖h ≤ C hs(‖σ‖s,Ω + ‖u‖1+s,Ω) ∀(σ,u) ∈ Eλ(W(h)).
Prueba. A partir de los resultados de regularidad para el problema de la elasticidad sobre dominios
poligonales, sabemos que σ ∈ Hs(Ω,S2) y u ∈ H1+s(Ω,R2). Ma´s au´n, a partir del problema de autovalores
(4.30), concluimos que divσ ∈ H1+s(Ω,R2) y
‖ divσ‖1+s,Ω ≤ C‖u‖1+s,Ω.
Ahora, como u ∈ H1+s(Ω,R2), u ∈ C0(Ω,R2). Por lo tanto, la interpolada lineal de Lagrange de u, uI ,
esta´ bien definida (ver [75], por ejemplo). Ma´s au´n, uI ∈ Vh ∩H1(Ω,R2). Entonces, eligiendo vh = uI y
usando resultados de interpolacio´n standard, tendremos
‖u− vh‖0,Ω ≤ C h1+s‖u‖1+s,Ω. (4.46)
Como σ ∈ H( div ,Ω,S2)∩Hs(Ω,S2), la interpolada de Arnold-Winther de σ, ΠAWh σ, esta´ bien definida.
Eligiendo τh = Π
AW
h σ y usando el Lema 4.16, obtendremos
‖σ − τh‖0,Ω ≤ C hs‖σ‖s,Ω. (4.47)
Ahora, a partir de la propiedad de conmutatividad (4.38), es claro que∫
T
( div (σ − τh))2 =
∫
T
( div (σ −ΠAWh σ))2 =
∫
T
( divσ −Ph divσ)2.
Sumando sobre todos los tria´ngulos T ∈ Th y usando la estimacio´n (4.41), tendremos
‖ divh(σ − τh)‖0,Ω ≤ C h1+s‖ divσ‖1+s,Ω ≤ c h1+s‖u‖1+s,Ω. (4.48)
Combinando los resultados (4.46), (4.47) y (4.48) con la definicio´n de la norma ‖ · ‖h, podemos escribir
‖(σ,u)− (τh,vh)‖h ≤ C hs(‖σ‖s,Ω + ‖u‖1+s,Ω).
La prueba finaliza tomando el ı´nfimo con respecto a (τh,vh) ∈ Σh ×Vh. 2
Teorema 4.18 (P2) Existe una constante positiva C tal que
‖(Ψ−Ψh)(f ,g)‖h ≤ C hs‖(f ,g)‖h ∀(f ,g) ∈ Σh ×Vh.
Prueba. Para (f ,g) ∈ Σh ×Vh, arbitrario, sean (σ,u) := Ψ(f ,g) y (σh,uh) := Ψh(f ,g). Siguiendo los
argumentos de Brezzi-Fortin (ver Proposicio´n 2.16 en [56]) y teniendo en cuenta que el par de espacios
(Σh,Vh) satisface las condiciones de estabilidad de Brezzi, es fa´cil mostrar que
‖(σ,u)− (σh,uh)‖h ≤ C
(
ı´nf
τ h∈Σh
‖σ − τh‖H( div h,Ω,S2) + ı´nf
vh∈Vh
‖u− vh‖0,Ω +N1h +N2h
)
donde
N1h = sup
τ h∈Σh
∣∣∣∣∫
Ω
Aσ : τh +
∫
Ω
div hτh · u
∣∣∣∣
‖τh‖H( div h,Ω,S2)
(4.49)
y
N2h = sup
vh∈Vh
∣∣∣∣∫
Ω
divσ · vh +
∫
Ω
g · vh
∣∣∣∣
‖vh‖0,Ω . (4.50)
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Para acotar los dos primeros te´rminos del lado derecho de la desigualdad anterior podemos repetir los
argumentos usados en la prueba del Teorema 4.17. Observemos primero que, como g ∈ Vh,
ı´nf
τ h∈Σh
‖σ − τh‖H( div h,Ω,S2) = ı´nf
τ h∈Σh
‖σ − τh‖0,Ω.
Luego, usando la estimacio´n (4.34), obtendremos
ı´nf
τ h∈Σh
‖σ − τh‖0,Ω ≤ C hs‖(f ,g)‖h,
ı´nf
vh∈Vh
‖u− vh‖0,Ω ≤ C h1+s‖(f ,g)‖h.
Ahora acotaremos el tercer te´rmino. A partir de la ecuacio´n constitutiva para las deformaciones infinite-
simales (ver problema (4.31)), podemos escribir∑
T∈Th
(∫
T
Aσ : τh −
∫
T
ε(u) : τh
)
= 0 ∀τh ∈ Σh.
Teniendo en cuenta la simetr´ıa del tensor τh e integrando por partes,∫
Ω
ε(u) : τh =
∫
Ω
∇u : τh =
∑
T∈Th
(
−
∫
T
u · div τh +
∫
∂T
u · τhn
)
.
Como u es continua en Ω y τhn` · n` es continua sobre cada lado interno ` ∈ Eh, podemos escribir∑
T∈Th
∫
∂T
u · τhn =
∑
`∈Eh
∫
`
(u · t`)
[[
τhn` · t`
]]
,
donde
[[ · ]] indica el salto del te´rmino τhn` · t` a trave´s del lado `. Concluimos, entonces, que
N1h = sup
τ h∈Σh
∣∣∣∣∣∑
`∈Eh
∫
`
(u · t`)
[[
τhn` · t`
]]∣∣∣∣∣
‖τh‖H( div h,Ω,S2)
.
Sea P` la proyeccio´n L
2
` de H
(`) sobre las funciones lineales definidas sobre `. Para ` ∈ Eh, sean T1 y T2
los tria´ngulos en Th tales que T1 ∩T2 = `. Como
[[
τhn` · t`
]]
es ortogonal a cualquier polinomio de grado
uno sobre `, tendremos∣∣∣ ∫
`
(u · t`)
[[
τhn` · t`
]]∣∣∣ = ∣∣∣ ∫
`
(
u · t` − P`(u · t`)
) [[
τhn` · t`
]] ∣∣∣
≤
∑
i=1,2
∣∣∣ ∫
`
(
u · t` − P` (u · t`)
)
(τhn` · t` |Ti)
∣∣∣.
Ahora bien, τhn` · t` ∈ P2(`). Luego, un argumento cla´sico de scaling nos conduce a
‖τhn` · t` |Ti‖0,` ≤ C |`|−1/2‖τh‖0,Ti . (4.51)
Sea PT la proyeccio´n L
2
T de H
+1/2(T ) sobre las funciones lineales definidas sobre T . Usando un teorema
de trazas local, una estimacio´n de error standard para la proyeccio´n PT y la acotacio´n (4.51), obtendremos∣∣∣ ∫
`
(u · t`)
[[
τhn` · t`
]]∣∣∣ ≤ ∑
i=1,2
‖u · t` − PT (u · t`)‖0,` ‖τhn` · t` |Ti‖0,`
≤ C
∑
i=1,2
(
|`|s+1/2‖u‖1+s,Ti
)(
|`|−1/2‖τh‖0,Ti
)
. (4.52)
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Sumando sobre todos los lados ` ∈ Eh y usando la estimacio´n (4.34), podremos escribir
N1h ≤ Chs‖(f ,g)‖h.
El te´rmino de consistencia restante N2h es ide´nticamente cero. En efecto, a partir de la ecuacio´n de
equilibrio (ver problema (4.31)), obtendremos inmediatamente
−
∫
Ω
divσ · vh =
∫
Ω
g · vh ∀vh ∈ Vh.
As´ı, concluimos la prueba. 2
As´ı, como se establece en la seccio´n 3.1, los teoremas previos nos permiten afirmar que el espectro de los
operadores Ψh proporciona una buena aproximacio´n del espectro de Ψ.
A continuacio´n obtendremos los o´rdenes con los que convergen los autovectores y los autovalores aproxi-
mados. Observemos que podemos elegir ‖ · ‖∗ = ‖ · ‖h y que, por lo tanto, la propiedad P3 se convierte
en la propiedad P1.
El siguiente teorema nos permitira´ determinar un orden o´ptimo de convergencia para los vectores propios
aproximados.
Teorema 4.19 (P4) Existe una constante positiva C tal que
‖(Ψ−Ψh)|Eλ(W(h))‖h ≤ Chs.
Prueba. Para (ξ, z) ∈ Eλ(W(h)), la solucio´n (σ,u) = Ψ(ξ, z) ∈ Hs(Ω,S2) × H1+s(Ω,R2). Luego,
procedemos exactamente igual que en la prueba del Teorema 4.18, reemplazando (f ,g) por (ξ, z). 2
De acuerdo con el Teorema 3.26,
- si h es suficientemente pequen˜o, todos los autovectores del problema discreto son aproximados por
autovectores del problema de continuo,
- cualquier autovector del problema continuo correspondiente a λ puede ser aproximado con un error
de orden hs.
Estimaremos el orden con el que convergen los autovalores discretos v´ıa Teorema 3.29. Para ello, necesi-
taremos acotar los te´rminos de consistencia Mh.
Lema 4.20 Sea
Mh = sup
(τ ,y)∈E(W(h))
‖(τ ,y)‖h=1
sup
(ξ,z)∈E(W(h))
‖(ξ,z)‖h=1
|Ah(Ψ(τ ,y),Πh(ξ, z))−Bh((τ ,y),Πh(ξ, z))|,
siendo Πh la proyeccio´n sobre Σh × Vh con respecto a la forma bilineal Ah definida por la ecuacio´n
(3.67). Existe una constante positiva C tal que
Mh ≤ C h2s.
Prueba. Elijamos (τ ,y) ∈ Eλ(W(h)), con ‖(τ ,y)‖h = 1. Llamemos (η,w) = Ψ(τ ,y). Argumentando
como en el Teorema 4.17, concluimos que (η,w) ∈ Hs(Ω,S2)×H1+s(Ω,R2) y div η ∈ H1+s(Ω,R2). Ma´s
au´n, a partir de la estimacio´n (4.34) y la definicio´n de la norma ‖ · ‖h, tendremos
‖η‖s,Ω + ‖ div η‖1+s,Ω + ‖w‖1+s,Ω ≤ C ‖(τ ,y)‖h ≤ C. (4.53)
Testeando la siguiente ecuacio´n∫
Ω
Aη : φ+
∫
Ω
divφ ·w −
∫
Ω
div η · x =
∫
Ω
y · x ∀(φ,x) ∈ Σ×V
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con funciones suficientemente suaves, puede probarse que el par (η,w) es solucio´n (en el sentido de las
distribuciones) del siguiente problema fuerte:
Aη − ε(w) = 0 in Ω,
−div η = y in Ω,
w = 0 on ΓD,
ηn = 0 on ΓN .
(4.54)
Sea (ξ, z) ∈ Eλ(W(h)), un par arbitrario con ‖(ξ, z)‖h = 1. Llamemos (ξh, zh) = Πh(ξ, z). A continua-
cio´n, seguiremos el procedimiento usual para obtener la formulacio´n stress-displazamiento del problema
ela´stico en el plano (ver [56], por ejemplo): multiplicamos la primera y la segunda ecuacio´n del sistema
(4.54) por ξh y zh, respectivamente, e integramos por partes. Luego, usando los mismos argumentos que
los empleados en la prueba del teorema anterior, obtendremos
Ah((η,w), (ξh, zh))−Bh((η,y), (ξh, zh)) =
∑
`∈Eh
∫
`
(w · t`)
[[
ξhn` · t`
]]
.
Para ` ∈ Eh, sean T1 y T2 los tria´ngulos en Th tales que T1 ∩ T2 = `. Como
[[
ξhn` · t`
]]
es ortogonal a
cualquier polinomio de grado uno definido sobre `, tendremos∣∣∣ ∫
`
(w · t`)
[[
ξhn` · t`
]]∣∣∣ = ∣∣∣ ∫
`
(
w · t` − P`(w · t`)
) [[
ξhn` · t`
]] ∣∣∣
≤
∑
i=1,2
∣∣∣ ∫
`
(
w · t` − P` (w · t`)
)
ξhn` · t` |Ti
∣∣∣
≤
∑
i=1,2
∣∣∣ ∫
`
(
w · t` − P` (w · t`)
)(
ξhn` · t` − P` (ξhn` · t`)
)
|Ti
∣∣∣
≤
∑
i=1,2
‖w · t` − PT (w · t`)‖0,` ‖(ξhn` · t` − PT (ξhn` · t`))|Ti‖0,`.
Dado que w ∈ H1+s(Ω,R2), usando un teorema de trazas local y estimaciones del error standard para la
proyeccio´n PT , podremos escribir
‖w · t` − PT (w · t`)‖0,` ≤ C |`|s+1/2‖w‖1+s,Ti .
Por otro lado, usando un teorema de trazas local y una desigualdad inversa, obtendremos
‖(ξhn` · t` − PT (ξhn` · t`))|Ti‖0,` ≤ C |`|−1/2‖ξh − PT ξh‖0,Ti
Adema´s, es inmediato que
‖ξh − PT ξh‖0,Ti ≤ ‖(ξh − ξ)− PT (ξh − ξ)‖0,Ti + ‖ξ − PT ξ‖0,Ti ≤ 2‖ξ − ξh‖0,Ti + ‖ξ − PT ξ‖0,Ti .
Ahora, observemos que el operador de interpolacio´n de Arnold-Winther puede identificarse con el operador
de Fortin del problema (4.42). Elijamos entonces ξh = Π
AW
h ξ. Usando el Lema 4.16 y estimaciones de
error standard para la proyeccio´n PT , tendremos∣∣∣ ∫
`
(w · t`)
[[
ξhn` · t`
]]∣∣∣ ≤ C h2s∑
i=1,2
(
‖ξ‖s,Ti + |ξ|s,Ti
)
‖w‖1+s,Ti .
Luego, sumando sobre todos los lados ` ∈ Eh y usando la estimacio´n (4.53) concluimos la prueba. 2
Teorema 4.21 Existe una constante positiva C tal que
ma´x
i=1,···,m
|λ− λih| ≤ Ch2s.
Prueba. Es una consecuencia inmediata de las propiedades P1 y P4 y del lema anterior. 2
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Estimaciones del error en norma L2(Ω,R2)
Como hemos sen˜alado previamente, los desplazamientos que definen las deformaciones en una estructura
ela´stica sometida a la accio´n de una carga volume´trica g (ver problema (4.42)) pueden ser aproximados
con orden h2s.
Nuestro pro´ximo objetivo es probar que tambie´n se obtiene un doble orden de convergencia para el proble-
ma de vibraciones (4.45). Ya que los desplazamientos corresponden a la segunda componente de los pares
propios del operador Ψ, alcanzaremos este objetivo aplicando directamente los resultados presentados en
la seccio´n 3.4.2. De acuerdo con estos resultados, entonces, solo nos resta probar la propiedad P6.
En lo que sigue, consideraremos (f ,g) ∈ Eλ(W(h)) fijo y denotaremos
(σ,u) := Ψ(f ,g) ∈ Eλ(W(h)), (σh,uh) := Ψh(f ,g) ∈ Eλ(Wh), e := u− uh.
Usaremos un argumento de dualidad basado en el siguiente problema auxiliar:
Aη − ε(w) = 0 in Ω,
−div η = −e in Ω,
w = 0 on Γ.
(4.55)
Observemos que es un problema de elasticidad en el plano, con fuente e ∈ L2(Ω,R2) y condiciones
homoge´neas de borde en los desplazamientos. Luego, a partir de los resultados de regularidad cla´sicos
(ver [112], por ejemplo), obtendremos la siguiente estimacio´n a priori para su solucio´n: η ∈ Hs(Ω,S2),
w ∈ H1+s(Ω,R2) y
‖η‖s,Ω + ‖div η‖0,Ω + ‖w‖1+s,Ω ≤ C ‖e‖0,Ω. (4.56)
Lema 4.22 Existe una constante positiva C tal que
‖e‖0,Ω ≤ C h2s‖g‖0,Ω ∀(f ,g) ∈ Eλ(W(h)).
Prueba. A partir del sistema de ecuaciones (4.55), es inmediato que
‖e‖20,Ω =
∫
Ω
e · div η =
∫
Ω
e · div h(η −ΠAWh η) +
∫
Ω
e · div h(ΠAWh η).
Como div h(Π
AW
h η) = Ph( div η), el primer te´rmino en el lado derecho de la ecuacio´n anterior puede ser
acotado como sigue∣∣∣∣∣ ∑
T∈Th
∫
T
e · div (η −ΠAWh η)
∣∣∣∣∣ =
∣∣∣∣∣ ∑
T∈Th
∫
T
(u−Phu) · ( div η −Ph div η)
∣∣∣∣∣
≤
∑
T∈Th
‖u−Phu‖0,T ‖ div η −Ph div η‖0,T
≤ C h1+s‖u‖1+s,Ω‖ div η‖0,Ω,
donde hemos usado la estimacio´n (4.41) para obtener la u´ltima desigualdad.
Por otro lado, a partir de la definicio´n del problema (4.42), es inmediato que∫
Ω
Aσh : (ΠAWh η) +
∫
Ω
uh · div h(ΠAWh η) = 0
mientras que, procediendo como en la prueba del Teorema 4.18, tendremos∫
Ω
Aσ : (ΠAWh η) +
∫
Ω
u · div h(ΠAWh η) =
∑
`∈Eh
∫
`
(u · t`)
[[
(ΠAWh η)n` · t`
]]
.
Combinando las dos u´ltimas ecuaciones, es claro que el segundo te´rmino de la ecuacio´n de error puede
escribirse como sigue∫
Ω
e · div h(ΠAWh η) = −
∫
Ω
A(σ − σh) : (ΠAWh η) +
∑
`∈Eh
∫
`
(u · t`)
[[
(ΠAWh η)n` · t`
]]
.
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Vamos a acotar los te´rminos que aparecen en el lado derecho de esta ecuacio´n por separado.
Acotacio´n del primer te´rmino. Es evidente que
−
∫
Ω
A(σ − σh) : (ΠAWh η) =
∫
Ω
A(σ − σh) : (η −ΠAWh η)−
∫
Ω
A(σ − σh) : η.
El primero de estos te´rminos se puede acotar fa´cilmente. En efecto, teniendo en cuenta que A esta´
uniformemente acotada por arriba, usamos el Teorema 4.19 y el Lema 4.16 para obtener∣∣∣∣∫
Ω
A(σ − σh) : (η −ΠAWh η)
∣∣∣∣ ≤ C ‖A(σ − σh)‖0,Ω‖(η −ΠAWh η)‖0,Ω ≤ C h2s‖g‖0,Ω‖η‖s,Ω.
A partir de las ecuaciones (4.55), el te´rmino restante puede escribirse como
−
∫
Ω
A(σ − σh) : η = −
∫
Ω
Aη : (σ − σh) = −
∫
Ω
ε(w) : (σ − σh).
Despue´s de integrar por partes, tendremos∫
Ω
ε(w) : (σ − σh) = −
∫
Ω
w · div h(σ − σh) +
∑
`∈Eh
∫
`
(w · t`)
[[
(σ − σh)n` · t`
]]
.
Como div hσh = Ph divσ,∫
Ω
w · div h(σ − σh) =
∫
Ω
(w −Phw) · div h(σ − σh).
Luego, usando la estimacio´n (4.41) y el Teorema 4.19, obtendremos∣∣∣ ∫
Ω
w · div h(σ − σh)
∣∣∣ ≤ C ‖w −Phw‖0,Ω‖σ − σh‖H( div h,Ω,S2) ≤ C h2s+1‖w‖1+s,Ω‖g‖0,Ω.
Sea P` la proyeccio´n L
2
` de H
(`) sobre las funciones lineales definidas en `. Para ` ∈ Eh, sean T1 y T2
los tria´ngulos en Th tales que T1 ∩ T2 = `. Como σ ∈ H( div ,Ω,S2) y σh ∈ Σh,
[[
(σ − σh)n` · t`
]]
es
ortogonal a cualquier polinomio de grado uno definido sobre `. Entonces∣∣∣ ∫
`
(w · t`)
[[
(σ − σh)n` · t`
]]∣∣∣ = ∣∣∣ ∫
`
(
w · t` − P`(w · t`)
)[[
(σ − σh)n` · t`
]]∣∣∣
=
∣∣∣ ∫
`
(
w · t` − P`(w · t`)
)[[
σhn` · t`
]]∣∣∣
≤
∑
i=1,2
∣∣∣ ∫
`
(
w · t` − P` (w · t`)
)(
σhn` · t` − P` (σhn` · t`)
)
|Ti
∣∣∣
Siguiendo los argumentos empleados en la prueba del Lema 4.20, sustituyendo el tensor ξh por σh,
llegamos a∑
`∈Eh
∑
i=1,2
∣∣∣ ∫
`
(
w · t` − P` (w · t`)
)(
σhn` · t` − P` (σhn` · t`)
)
|Ti
∣∣∣ ≤ C h2s‖w‖1+s,Ω‖σ‖s,Ω.
Acotacio´n del segundo te´rmino. Procediendo nuevamente como en la prueba del Lema 4.20 tendremos∑
`∈Eh
∫
`
(u · t`)
[[
(ΠAWh η)n` · t`
]] ≤ C h2s‖η‖s,Ω‖u‖1+s,Ω.
Combinando todas estas desigualdades con las estimaciones (4.34) y (4.56) y teniendo en cuenta que
2s < s+ 1, podemos concluir la prueba. 2
Asumiremos ahora que los operadores T y Th esta´n definidos como en la seccio´n 3.4.2. Denotemos por
Z(h) al espacio suma V + Vh y por Êλ(Z(h)) al espacio propio del operador T relativo a λ. Como
consecuencia del Lema 4.22, se establece el siguiente resultado.
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Teorema 4.23 (P6) Existen constantes positivas C y h0 tales que, si h < h0,
‖(T−Th)|Êλ(Z(h))‖0,Ω ≤ C h2s.
Observemos que esta estimacio´n de error es o´ptima desde el punto de vista de la mejor razo´n de conver-
gencia posible y de la ma´xima regularidad de la solucio´n exacta.
4.2 Dominios curvos y espacios discretos conformes
En esta seccio´n consideraremos problemas de autovalores planteados en dominios con bordes curvos y
me´todos de aproximacio´n conformes, en el siguiente sentido,
Vh(Ωh) ⊂ V (Ωh) 6⊂ V (Ω).
En estas condiciones, es claro que podremos elegir
‖ · ‖∗ = ‖ · ‖h.
No´tese que la propiedad P3 coincidira´ entonces con la propiedad P1 y las estimaciones del error en la
aproximacio´n sera´n consecuencia de las propiedades P4 y P5 u´nicamente. En este contexto, escribiremos
- P4 para x ∈ Eλ(W (Ω̂)), existe xh ∈ V eh (Ωh) tal que ‖x − xh‖h ≤ η3h‖x‖h, con η3h → 0 para
h→ 0,
- P5: para todo x ∈ Eλ(W (Ω̂)), ‖x‖h,Ω\Ωh + ‖x‖h,Ωh\Ω ≤ η4h‖x‖h, con η4h → 0 para h→ 0.
Como ya hemos sen˜alado, la aproximacio´n del problema comienza por la aproximacio´n del conjunto Ω
mediante un dominio poliedral Ωh. Permitir que Ω sea un dominio curvo general implica que debemos
tener cierto cuidado al construir las particiones de Ωh sobre las cuales se formulara´ el me´todo de aproxi-
macio´n. Terminaremos esta seccio´n formulando un conjunto preciso de condiciones sobre cada particio´n
de Ωh.
A continuacio´n, usaremos varias definiciones y conceptos introducidos en [104] y en [3], adecua´ndolos
para nuestro propo´sito.
Para un dado valor del para´metro de discretizacio´n h ∈ (0, h0), sea Th una particio´n de Ωh que consiste
de tria´ngulos cerrados K tales que
Ωh =
⋃
K∈Th
K,
dos elementos cualesquiera K y K
′
en Th comparten a lo sumo un ve´rtice o un lado.
Definamos Γh := ∂Ωh y denotemos por Vh y Eh los conjuntos de todos los ve´rtices y todos los lados de
la particio´n Th, respectivamente. Asumiremos que
Vh ⊂ Ω,
Vh ∩ Γh ⊂ Γ,
para todo K ∈ Th, a lo sumo un lado de K yace sobre Γh,
todos los puntos donde el borde Γ deja de ser suave esta´n contenidos en elementos de Eh.
Consideremos los siguientes subconjuntos de Fh:
E1h := {` ∈ Eh : ` = K ∩K
′
para distintos K,K
′ ∈ Th},
E2h := {` ∈ Eh : ` 6∈ E1h y ` ⊂ Γ o ` ⊂ Ω},
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Figura 4.3: Triangulacio´n en las inmediaciones del borde Γ.
E3h := {` ∈ Eh : ` 6∈ E1h ∪ E2h y solo los ve´rtices de ` pertenecen a Γ}.
Por simplicidad, asumiremos que la particio´n es tal que
Eh = E1h ∪ E2h ∪ E3h,
lo que significa, simplemente, que el borde Γ no cruzara´ ningu´n lado de los elementos de Th. Como
consecuencia de esta clasificacio´n, la particio´n Th podra´ separarse en los siguientes tres conjuntos disjuntos:
T 3h := {K ∈ Th : ∂K ∩ E3h 6= ∅},
T 2h := {K ∈ Th : ∂K ∩ E2h 6= ∅},
T 1h := Th \ (T 1h ∪ T 2h ).
Basa´ndonos en esta separacio´n, definimos el siguiente subconjunto de Th:
Bh := T 2h ∪ T 3h = {K : Th : ∂K ∩ Γh 6= ∅},
que contiene a aquellos elementos de la particio´n que forman parte del borde del dominio; los llamaremos,
simplemente, elementos en el borde.
La diferencia entre los dominios Ω y Ωh estara´ dada por
Dh := (Ω \ Ωh) ∪ (Ωh \ Ω)
y, en general, sera´ distinta del vac´ıo. Obse´rvese que el conjunto Dh puede pensarse como la unio´n de
conjuntos ωK disconexos. Cada ωK estara´ asociado con un u´nico K ∈ Th que verifica ∂ωK∩∂K = `K ∈ Eh.
A cada elemento K ∈ Th le asociaremos un tria´ngulo Kid de la siguiente manera
Kid =
 K si K ∈ T
1
h ,
K ∪ ωK si K ∈ T 2h ,
K \ ωK si K ∈ T 3h .
A partir de esta asociacio´n, podremos construir lo que llamaremos una particio´n ideal T idh , es decir,
Ω =
⋃
K∈Th
Kid.
Obse´rvese que los tria´ngulos ideales Kid pueden tener a lo sumo un lado curvo. En lo que respecta a la
suavidad de este lado curvo, asumiremos que localmente es la gra´fica de una funcio´n Ck, k ≥ 2, definida
sobre algu´n sistema de coordenadas.
Finalmente, asumiremos, como siempre, que la familia {Th}h>0 es regular en el sentido del a´ngulo mı´nimo.
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Figura 4.4: Tria´ngulos ideales Kid.
4.2.1 Vibraciones en un sistema acoplado fluido-estructura
El ca´lculo de los modos propios de vibracio´n de un sistema acoplado fluido-estructura es un problema de
gran relevancia en casi todos los campos de la ingenier´ıa y en temas biome´dicos. El conocimiento de estos
modos vibracionales es fundamental para evitar el conocido feno´meno de resonancia. Tiene aplicaciones en
la aeroelasticidad, en el disen˜o de contenedores de l´ıquidos, en la definicio´n de te´cnicas para la reduccio´n
de ruidos, en simulaciones biomeca´nicas y ma´s.
Durante los u´ltimos an˜os, una enorme cantidad de trabajo ha sido destinada a estudiar este problema.
Muchos de los resultados obtenidos pueden encontrarse en las monograf´ıas [79, 140, 143], donde tambie´n
se presentan me´todos nume´ricos apropiados para aproximar este problema y una extensa bibliograf´ıa.
Para determinar las vibraciones de un fluido confinado por paredes r´ıgidas (problema espectral acu´stico),
es usual describir el comportamiento del fluido eligie´ndo como variable a la presio´n. Sin embargo, para
problemas acoplados, tal eleccio´n conduce a un problema de autovalores no-sime´trico; un gran incon-
veniente desde el punto de vista computacional. Para eludir esta dificultad, se consideraron distintas
variables para el fluido (ver, por ejemplo, [125, 115, 102, 140, 172]).
Como el comportamiento de la estructura es descripto, casi siempre, en te´rminos de los desplazamientos,
elegir a la misma variable para describir al fluido presenta ciertas ventajas. En particular, las condicio-
nes de compatibilidad/equilibrio que deben cumplirse sobre la interfaz se verificara´n automa´ticamente.
Adema´s, este planteo conduce a un problema de autovalores generalizado con matrices sime´tricas de
estructura banda. Sin embargo, la formulacio´n variacional correspondiente es no el´ıptica, tiene un espec-
tro esencial no vac´ıo y el espacio de energ´ıa asociado no estara´ incluido en L2 compactamente. Como
consecuencia, algunas discretizaciones suelen presentar soluciones espurias. Por ejemplo, cuando se uti-
lizan elementos lineales a trozos y continuos para aproximar a los desplazamientos en ambos medios,
suelen aparecer soluciones relacionadas con movimientos de rotacio´n pura en el fluido [125, 115]. Estos
movimientos de rotacio´n son modos del problema continuo con frecuencia igual a cero y, por lo tanto,
irrelevantes desde el punto de vista f´ısico.
Una discretizacio´n alternativa para la formulacio´n desplazamiento fue introducida en [38]: consiste en
usar elementos de Raviart-Thomas de orden muy bajo para los desplazamientos en el fluido y elementos
de Courant standard para los desplazamientos en el so´lido; con un acoplamiento en la interfaz de tipo no-
conforme. Para problemas bi-dimensionales, se ha probado que el me´todo converge libre de modos espurios
y se han obtenido estimaciones o´ptimas del error [33, 150]. Este me´todo tambie´n ha sido extendido para
tratar con problemas tri-dimensionales [37, 36], fluidos incompresibles [34], interaccio´n con estructuras
delgadas [99] y medios disipativos [35].
En todas estas aplicaciones se asumio´ que el dominio ocupado por el so´lido ten´ıa bordes poligonales (o
poliedrales en R3). Esto implica, obviamente, que la interaccio´n fluido-so´lido tendra´ lugar a trave´s de una
interfaz poligonal; que aqu´ı denotaremos ΓI . En consecuencia, cada interfaz discreta ΓIh , inducida por
particiones compatibles del dominio del so´lido, satisfacera´ la condicio´n (conforme) Γ
Ih
⊂ ΓI . Claramente,
la razo´n principal para sostener esta suposicio´n es la de evitar los cr´ımenes variacionales que se cometen
cuando se aproximan bordes curvos por poligonales.
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En esta seccio´n analizaremos la interaccio´n entre un fluido compresible y una estructura lineal con bordes
curvos [90].
Definicio´n del problema continuo
Estamos interesados en determinar los modos propios de vibracio´n de una estructura ela´stica lineal en
interaccio´n con un fluido ideal; es decir, un fluido no viscoso, incompresible y con densidad uniforme. El
problema modelo que consideraremos consistira´ en un recipiente ela´stico bi-dimensional lleno de fluido.
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Figura 4.5: Dominios del fluido y del so´lido.
Denotaremos por Ω
F
y Ω
S
los dominios ocupados por el fluido y el so´lido, respectivamente, como se
muestra en la Figura 1. Denotaremos por Γ
I
a la interfaz entre ambos medios y por n al vector unitario
en la direccio´n normal a Γ
I
apuntando hacia Ω
S
. Al borde exterior Γ
E
del so´lido lo pensaremos como la
unio´n de las curvas ΓD y ΓN ; ΓD ∩ ΓN = ∅. A efectos de simplificar la presentacio´n, asumiremos que ΩF
es simplemente conexo (pero no necesariamente convexo), que ΓE es poligonal y que |ΓD | > 0.
Usaremos notacio´n standard para los espacios de Sobolev y para sus normas y seminormas. Denotaremos
por H1Γ
D
(ΩS) al espacio de las funciones en H
1(ΩS) con traza nula sobre ΓD y, para los nu´meros positivos
s y t, definiremos
Hs,t( div ; Ω
F
) := {u ∈ Hs(Ω
F
)2 : div u ∈ Ht(Ω
F
)},
que es un espacio de Hilbert equipado con la siguiente norma
‖u‖2Hs,t( div ;Ω
F
) := ‖u‖2s,ΩF + ‖div u‖
2
t,Ω
F
.
Usaremos la siguiente notacio´n para las cantidades f´ısicas; en el fluido:
- u para el campo de desplazamientos,
- p para la presio´n,
- ρ
F
para la densidad,
- c para la velocidad acu´stica;
y en el so´lido:
- w para el campo de desplazamientos,
- ρ
S
para la densidad,
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- λS y µS para los coeficientes de Lame´, definidos por
λS :=
νSES
(1− 2νS)(1 + νS) µS :=
ES
2(1 + νS)
,
donde ES > 0 es el mo´dulo de Young y νS ∈ (0, 1/2) es la razo´n de Poisson,
- ε(w) para el tensor de deformaciones, definido por
εij(w) :=
1
2
(∂wi
∂xj
+
∂wj
∂xi
)
, i, j = 1, 2,
- σ(w) para el tensor de esfuerzos, relacionado con el tensor de deformaciones v´ıa Ley de Hooke:
σij(w) := λS
2∑
i=1
εkk(w)δij + 2µSεij(w), i, j = 1, 2.
La aproximacio´n cla´sica para movimientos de pequen˜a amplitud (en este caso, denominada aproximacio´n
elastoacu´stica) conduce al siguiente problema de autovalores para los modos de vibracio´n del sistema
acoplado y sus correspondientes frecuencias propias ω (ver, por ejemplo, [140]):
Problema 4.24 Encontrar ω > 0, u ∈ H( div ; Ω
F
), w ∈ H1(Ω
S
)2 y p ∈ H1(Ω
F
), (u,w, p) 6= (0,0, 0),
tal que
∇p− ω2ρFu = 0 en ΩF , (4.57)
p+ ρFc
2 div u = 0 en ΩF , (4.58)
div [σ(w)] + ω2ρ
S
w = 0 en Ω
S
, (4.59)
u · n−w · n = 0 sobre Γ
I
, (4.60)
σ(w)n + pn = 0 sobre Γ
I
, (4.61)
σ(w)n
S
= 0 sobre Γ
N
, (4.62)
w = 0 sobre Γ
D
. (4.63)
El acoplamiento entre el fluido y la estructura esta´ dado por las ecuaciones (4.61) y (4.60). La primera de
ellas, indica que el fluido y el so´lido permanecen en contacto a trave´s de la interfaz. La segunda, relaciona
los esfuerzos generados en el so´lido en la direccio´n normal a la interfaz con la presio´n en el fluido. Las
ecuaciones (4.62) y (4.63) indican que la estructura estara´ libre de esfuerzos sobre ΓN y permanecera´ fija
sobre Γ
D
, respectivamente.
Las ecuaciones (4.59)-(4.62) deben ser entendidas en el sentido de las distribuciones. En particular, las
condiciones (4.61)-(4.60) son igualdades en H−1/2(Γ
I
). Sin embargo, como p ∈ H1(Ω
F
) y w ∈ H1(Ω
S
)2,
estas condiciones sera´n va´lidas en L2(Γ
I
).
Desde el punto de vista computacional, las condiciones de compatibilidad en la interfaz pueden impo-
nerse convenientemente por medio de un multiplicador de Lagrange. Esto nos conduce naturalmente a
considerar una formulacio´n h´ıbrida, equivalente al problema espectral original, en la cual el multiplicador
de Lagrange jugara´ el rol de una nueva variable: la presio´n en la interfaz fluido-so´lido [34].
A fin de obtener esta formulacio´n, introduciremos los siguientes espacios funcionales. En lo que sigue,
escribiremos Ω := ΩF ∪ ΩS . Sean
Q(Ω) := L2(ΩF)2 × L2(ΩS)2,
X (Ω) := H( div ; ΩF)×H1Γ
D
(ΩS)
2,
V(Ω) := {(u,w) ∈ X (Ω) : u · n|Γ
I
∈ L2(ΓI)}.
Sea ‖ · ‖X (Ω) la norma producto en X (Ω). Observemos que V(Ω), equipado con la siguiente norma
‖(u,w)‖2V(Ω) := ‖(u,w)‖2X (Ω) + ‖u · n‖2L2(Γ
I
),
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es un espacio cerrado de funciones y, por lo tanto, un espacio de Hilbert.
Integrando por partes, usando la ecuacio´n (4.58) para eliminar a la presio´n p en te´rminos del campo
de desplazamientos u y denotando por γ a la presio´n en la interfaz fluido-so´lido; es decir γ := p|Γ
I
,
obtendremos la siguiente formulacio´n variacional (equivalente) del problema espectral (4.24):
Problema 4.25 Encontrar ω > 0 y ((u,w), γ) ∈ V(Ω)× L2(ΓI), ((u,w), γ) 6= ((0,0), 0), tal que:∫
Ω
F
ρ
F
c2 div u div v +
∫
Ω
S
σ(w) : ε(z) +
∫
Γ
I
γ(v · n− z · n)
= ω2
(∫
Ω
F
ρFu · v +
∫
Ω
S
ρSw · z
)
∀(v, z) ∈ V(Ω),∫
Γ
I
δ(u · n−w · n) = 0 ∀δ ∈ L2(Γ
I
).
La siguiente caracterizacio´n espectral fue probada en [33].
Teorema 4.26 Sea µ = ω2. El Problema 4.25 tiene dos clases de soluciones:
- µ0 = 0 correspondiente al autoespacio H(Ω) definido por
H(Ω) := {(u,0) ∈ H( div ; ΩF)× {0} : div u = 0 in ΩF and u · n = 0 on ΓI};
- una sucesio´n de autovalores de multiplicidad finita µn > 0, n ∈ N, convergentes a +∞ y que
corresponden a las autofunciones (un,wn) ∈ K(Ω) donde
K(Ω) :=
{
(u,w) ∈ V(Ω) :
∫
Γ
I
δ(u · n−w · n) = 0 ∀δ ∈ L2(Γ
I
)
}
.
El autoespacio de dimensio´n infinita H(Ω) (asociado con µ0 = 0) admite tambie´n la siguiente caracteri-
zacio´n:
H(Ω) := {( curl ξ,0) : ξ ∈ H1Γ
I
(Ω
F
)},
siendo H1Γ
I
(Ω
F
) el subespacio de las funciones en H1(Ω
F
) que tienen traza igual a cero sobre Γ
I
. Esta
caracterizacio´n muestra que H(Ω) consiste en movimientos de rotacio´n pura los cuales no inducen varia-
ciones de la presio´n en el fluido ni vibraciones en la estructura. Estos modos de rotacio´n son solucio´n del
problema (4.25) ya que no hemos incorporado en esta formulacio´n la condicio´n de irrotacionalidad sobre
el campo de desplazamientos en el fluido.
El segundo conjunto de autofunciones (aquellas que corresponden a µn > 0) es un sistema ortogonal y
completo de G(Ω), subespacio de K(Ω), que consiste en todos los campos de desplazamientos admisibles
que son conservativos en el fluido; es decir,
G(Ω) := {(u,w) ∈ K(Ω) : u = ∇ϕ, ϕ ∈ H1(Ω
F
)}.
Sean aˆ, b y d las formas bilineales continuas definidas por
aˆ((u,w), (η, z)) := ρ
F
c2
∫
Ω
F
div u div η +
∫
Ω
S
σ(w) : ε(z) (u,w), (η, z) ∈ X (Ω),
b((u,w), γ) :=
∫
Γ
I
γ(u · n−w · n) (u,w) ∈ V(Ω), γ ∈ L2(Γ
I
),
d((u,w), (η, z)) := ρ
F
∫
Ω
F
u · η + ρ
S
∫
Ω
S
w · z (u,w), (η,v) ∈ Q(Ω).
La forma aˆ es sime´trica y positiva, en el sentido que aˆ((u,w), (u,w)) ≥ 0 para todos los (u,w) ∈ X (Ω).
La forma d es sime´trica y coerciva sobre Q(Ω). Notemos que la forma aˆ no es coerciva sobre K(Ω). Sin
embargo, aˆ satisface una desigualdad tipo G˚arding; es decir, a := aˆ+ d s´ı es coerciva sobre K(Ω).
Consideraremos entonces el siguiente problema de autovalores modificado:
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Problema 4.27 Encontrar µ ∈ R y ((u,w), γ) ∈ V(Ω)× L2(Γ
I
), ((u,w), γ) 6= ((0,0), 0), tal que:
a((u,w), (η, z)) + b((η, z), γ) = µd((u,w), (η, z)) ∀(η, z) ∈ V(Ω),
b((u,w), δ) = 0 ∀δ ∈ L2(Γ
I
).
Claramente, ω2 es un autovalor del problema 4.25 si, y solo si, µ = (1 + ω2) es autovalor del problema
4.27 y las correspondientes autofunciones coinciden.
Las formas bilineales a sobre V(Ω) × V(Ω) y b sobre V(Ω) × L2(Γ
I
) satisfacen las condiciones de Brezzi
de la teor´ıa cla´sica para problemas mixtos (ver Lema 8.1 en [34]). Entonces, el siguiente problema fuente
estara´ bien definido.
Problema 4.28 Dado (f ,g) ∈ Q(Ω), encontrar ((u,w), γ) ∈ V(Ω)× L2(Γ
I
) tal que:
a((u,w), (η, z)) + b((η, z), γ) = d((f ,g), (η, z)) ∀(η, z) ∈ V(Ω),
b((u,w), δ) = 0 ∀δ ∈ L2(Γ
I
).
Ma´s au´n, la solucio´n (u´nica) de este problema satisface [56]:
‖(u,w)‖V(Ω) + ‖γ‖L2(Γ
I
) ≤ C ‖(f ,g)‖Q(Ω). (4.64)
El operador solucio´n correspondiente al problema acoplado quedara´ definido por
T : X (Ω) → V(Ω) ↪→ X (Ω)
(f ,g) 7→ (u,w),
donde ((u,w), γ) ∈ V(Ω) × L2(Γ
I
) es la solucio´n del problema 4.28. Como las formas bilineales a y
d son sime´tricas, T sera´ autoadjunto con respecto a d. Gracias a (4.64), T sera´ un operador acotado.
Observemos que T no es un operador compacto. De hecho, T|H(Ω) es la identidad sobre el subespacio de
dimensio´n infinita H(Ω) ∈ V(Ω).
Es fa´cil probar que (λ, (u,v)) es un par propio del del operador T si, y solo si, existe γ ∈ L2(Γ
I
) tal que
( 1λ , ((u,w), γ)) es una solucio´n del problema (4.27) y, por lo tanto, (
1
λ −1, ((u,w), γ)) es una solucio´n del
problema (4.25).
Adema´s, valen las siguientes estimaciones a priori.
Teorema 4.29 Sea ((u,w), γ) la solucio´n del problema (4.28). Existen constantes C > 0, s ∈ (1/2, 1] y
t ∈ (0, 1] tales que
- si (f ,g) ∈ Q(Ω), entonces (u,w) ∈ H0,1( div ,Ω
F
)×H1+t(Ω
S
)2 y
‖u‖0,Ω
F
+ ‖w‖1+t,Ω
S
+ ‖ div u‖1,Ω
F
≤ C ‖(f ,g)‖0,Ω,
- si (f ,g) ∈ {(∇q,g) : q ∈ H1(ΩF),g ∈ L2(ΩS)2}, entonces (u,w) ∈ Hs,1( div ,ΩF)×H1+t(ΩS)2 y
‖u‖s,Ω
F
+ ‖w‖1+t,Ω
S
+ ‖ div u‖1,Ω
F
≤ C ‖(f ,g)‖0,Ω,
- si (f ,g) ∈ G(Ω), entonces (u,w) ∈ Hs,1+s( div ,Ω
F
)×H1+t(Ω
S
)2 y
‖u‖s,Ω
F
+ ‖w‖1+t,Ω
S
+ ‖ div u‖1+s,Ω
F
≤ C ‖(f ,g)‖0,Ω.
Prueba. Es una extensio´n directa de la prueba del Teorema 2.6 en [33]. Aqu´ı, s = 1, si ΩF es convexo, o,
en caso contrario, cualquier s < pi/θ, con θ el mayor a´ngulo re-entrante en Ω
F
. Por otro lado, t depende
de los a´ngulos re-entrantes en Ω
S
, de los a´ngulos entre Γ
D
y Γ
N
, y de los coeficientes de Lame´ (see [111]).
2
93
Discretizacio´n del problema
Sean Ω
Fh
y Ω
Sh
los dominios poligonales que aproximan a los dominios con bordes curvos Ω
F
y Ω
S
, respec-
tivamente. Sean {T Fh } y {T Sh } dos familias de triangulaciones regulares de ΩFh y ΩSh , respectivamente.
En este caso, definiremos al para´metro que caracteriza a la particio´n por h := ma´x
T∈T Fh ∪T Sh
hT , siendo hT el
dia´metro de T .
Asumiremos que, para todo h, las triangulaciones T Fh y T Sh tienen nodos coincidentes sobre el borde
que tienen en comu´n (interfaz so´lido-fluido). As´ı, la poligonal que queda definida uniendo estos nodos,
denote´mosla Γ
Ih
, representara´ una aproximacio´n compatible de la interfaz Γ
I
. Tambie´n asumiremos que
los puntos extremos del borde ΓD coinciden con ve´rtices de la particio´n T Sh .
Asumiremos tambie´n que las triangulaciones T Fh y T Sh fueron construidas siguiendo las pautas establecidas
en la seccio´n 4.2. Continuando con la argumentacio´n de esa seccio´n, definiremos
- T F,idh y T S,idh ; las triangulaciones ideales asociadas a T Fh y T Sh , respectivamente,
- B
Fh
y B
Sh
; los conjuntos de tria´ngulos en el borde Γ
Ih
pertenecientes a los dominios Ω
Fh
y Ω
Sh
,
respectivamente,
- E
Fh
y E
Sh
; los conjuntos de lados de todos los tria´ngulos en T Fh y T Sh , respectivamente.
A continuacio´n, listaremos algunas de las propiedades de las particiones consideradas (ver seccio´n 4.2).
Sea Nh el conjunto de todos los ve´rtices en T Fh ∪ T Sh . Se verifica
- Nh ∈ ΩF ∪ ΩS ,
- Nh ∩ ΓIh ⊂ ΓI ,
- Nh contiene todos los puntos donde la interfaz ΓI deja de ser C2,
- cada T ∈ B
Fh
∪ B
Sh
tiene a lo sumo un lado sobre Γ
Ih
,
- para cada T ∈ B
Fh
∪ B
Sh
, existen solo dos posibilidades T ⊂ T id o T ⊃ T id.
Para cada triangulacio´n Th := T Fh ∪ T Sh , denotaremos
Ωh = ΩFh ∪ ΩSh , Ω̂F = ΩF ∪ ΩFh , Ω̂S = ΩS ∪ ΩSh , Ω̂ = Ω̂F ∪ Ω̂S
y definiremos los siguientes conjuntos
Ω− Ωh := ΩF \ ΩFh ∪ ΩS \ ΩSh , Ωh − Ω := ΩFh \ ΩF ∪ ΩSh \ ΩS .
Supongamos por el momento que D representa a cualquiera de los dos siguientes dominios: Ωh o Ω̂.
Introduciremos, entonces, los espacios funcionales Q(D), X (D) y V(D) definidos como las extensiones
naturales de los espacios Q(Ω), X (Ω) y V(Ω), respectivamente (en el sentido definido en la seccio´n 3.1).
Por ejemplo, si D fuera Ω̂, tendr´ıamos
V(Ω̂) := {(u,w) ∈ H( div , Ω̂
F
)×H1Γ
D
(Ω̂
S
)2 : u · n|Γ
I
∈ L2(Γ
I
)}.
Observemos que, como el borde exterior Γ
E
se asumio´ poligonal, ambos dominios Ωh y Ω̂, coinciden
exactamente con Ω. Sin embargo, debe notarse que los espacios V(Ω), V(Ωh) y V(Ω̂) son todos distintos;
en particular, los pares de funciones que pertenecen a estos espacios difieren significativamente en los
alrededores de la interfaz. Esto se debe a que Ωh es una aproximacio´n externa de Ω, significando en
este caso, Ω
Fh
6⊂ Ω
F
y Ω
Sh
6⊂ Ω
S
. Consideraciones similares son va´lidas para K(Ωh), H(Ωh) y G(Ωh),
subespacios de V(Ωh).
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Las formas bilineales discretas ah, bh y dh estara´n definidas por
ah((u,w), (η, z)) := ρFc
2
∫
Ω
Fh
div u div η +
∫
Ω
Sh
σ(w) : ε(z)
+ρ
F
∫
Ω
Fh
u · η + ρ
S
∫
Ω
Sh
w · z (u,w), (η, z) ∈ X (Ωh),
bh((u,w), γ) :=
∫
Γ
Ih
γ(u · n−w · n) (u,w) ∈ V(Ωh), γ ∈ L2(ΓIh),
dh((u,w), (η, z)) := ρF
∫
Ω
Fh
u · η + ρ
S
∫
Ω
Sh
w · z (u,w), (η,v) ∈ Q(Ωh).
Cada componente de los desplazamientos en el so´lido sera´ aproximada usando el espacio de elementos
lineales standard
Lh(ΩSh) := {vh ∈ H1(ΩSh) : vh|T ∈ P1(T )∀T ∈ T Sh }.
Para el fluido, en cambio, usaremos el espacio de Raviart-Thomas ([147]) de orden ma´s bajo
Rh(ΩFh) := {uh ∈ H( div ; ΩFh) : uh|T ∈ R0(T )∀T ∈ T Fh },
donde
R0(T ) := {uh ∈ P1(T )2 : uh(x, y) = (a+ bx, c+ by), a, b, c ∈ R}.
Los grados de libertad en Rh(ΩFh) son los valores (constantes) de la componente normal de uh sobre cada
lado de la triangulacio´n. Observemos que, cualquiera sea la funcio´n uh ∈ Rh(ΩFh), uh · n|ΓIh ∈ L2(ΓIh).
Definiremos, entonces, la versio´n discreta del espacio V(Ω) por
Vh(Ωh) := {(u,v) ∈ Rh(ΩFh)× Lh(ΩSh)2 : vh|ΓD = 0}.
Finalmente, para la presio´n en la interfaz usaremos el espacio de las funciones constantes a trozos,
Yh(ΓIh) := {δh ∈ L2(ΓIh) : δh|` ∈ P0(`)∀` ⊂ ΓIh}.
As´ı, obtendremos la versio´n discreta del problema espectral (4.27):
Problema 4.30 Encontrar µh ∈ R y ((uh,wh), γh) ∈ Vh(Ωh)×Wh(ΓIh), ((uh,wh), γh) 6= ((0,0), 0), tal
que:
ah((uh,wh), (ηh, zh)) + bh((ηh, zh), γh) = µhdh((uh,wh), (ηh, zh)) ∀(ηh, zh) ∈ Vh(Ωh),
bh((uh,wh), δh) = 0 ∀δh ∈ Yh(ΓIh).
El siguiente teorema es la versio´n discreta del Teorema 4.26 (la prueba puede encontrarse en [33]):
Teorema 4.31 El problema 4.30 tiene dos clases de soluciones:
- µ0 = 0 correspondiente al autoespacio Hh(Ωh), definido por
Hh(Ωh) := {(uh,0) ∈ Rh(ΩFh)× {0} : div uh = 0 en ΩFh y uh · n = 0 sobre ΓIh};
- un conjunto finito de autovalores positivos µh correspondientes a las autofunciones (uh,wh) ∈
Gh(Ωh), siendo Gh(Ωh) el complemento ortogonal de Hh(Ωh) en Kh(Ωh), donde
Kh(Ωh) :=
{
(uh,wh) ∈ Vh(Ωh) :
∫
`
(uh −wh) · n = 0, ∀` ⊂ ΓIh
}
.
Procediendo como en [34], puede probarse que las formas bilineales ah y bh satisfacen las condiciones de
Brezzi sobre los espacios discretos Vh(Ωh) y Yh(Ωh), uniformemente en h (ver Lema 8.2 en esa referencia).
Como consecuencia, aplicando la teor´ıa cla´sica sobre me´todos mixtos [56], podremos asegurar que existe
una solucio´n u´nica del siguiente problema:
95
Problema 4.32 Dada (f ,g) ∈ Q(Ωh), encontrar ((uh,wh), γh) ∈ Vh(Ωh)×Wh(ΓIh) tal que:
ah((uh,wh), (ηh, zh)) + bh((ηh, zh), γh) = dh((f ,g), (ηh, zh)) ∀(ηh, zh) ∈ Vh(Ωh),
bh((uh,wh), δh) = 0 ∀δh ∈ Yh(ΓIh).
Ma´s au´n, existe una constante positiva C, independiente de h, tal que
‖(uh,wh)‖Vh(Ωh) + ‖γh‖0,ΓIh ≤ C‖(f ,g)‖0,Ωh . (4.65)
Definimos el operador solucio´n para el problema acoplado discreto por:
Th : X (Ωh) → Vh(Ωh) ↪→ X (Ωh)
(f ,g) 7→ (uh,wh),
donde ((uh,wh), γh) es la solucio´n del problema (4.32). Gracias a (4.65), los operadores Th estara´n
acotados uniformemente en h. Como en el caso continuo, es simple probar que λh es un autovalor del
problema (4.30) si, y solo si, 1/λh es un autovalor del operador Th y los correspondientes autovectores
esta´n relacionados por ((uh,wh), γh)↔ (uh,wh).
Aproximacio´n espectral
A fin de probar que los pares propios del operador T pueden ser aproximados de manera correcta por
los pares propios del operador Th, vamos a usar la teor´ıa desarrollada en la seccio´n 3.2 en su versio´n
adaptada para problemas mixtos (ver seccio´n 3.4.1).
Nuestro primer paso sera´ elegir una norma adecuada para funciones con dominio en Ω̂.
Sea ωT el dominio definido por T
id \ T . Definimos
‖(u,v)‖2h = ‖(u,v)‖2X (Ω̂) := ‖(u,v)‖2X (Ωh) +
∑
T∈B
Fh
T⊂T id
‖u‖2H( div ,ωT ) +
∑
T∈B
Sh
T⊂T id
‖v‖21,ωT .
Como es usual, ‖ · ‖h,O denotara´ la restriccio´n cano´nica de la norma ‖ · ‖h a cualquier conjunto abierto
O contenido en Ω̂. Por ejemplo, si O fuera Ω− Ωh, tendr´ıamos
‖(u,v)‖2h,Ω−Ωh = ‖u‖2H( div ,ΩF\ΩFh ) + ‖v‖
2
1,Ω
S
\Ω
Sh
.
Nuestro pro´ximo paso sera´ definir los operadores de extensio´n P y Ph.
Construiremos primero el operador de extensio´n para las funciones del espacio continuo. Sea (u,w) ∈
V(Ω). Sea ξ ∈
{
ζ ∈ H1(Ω
S
) :
∫
Ω
S
ζ = 0
}
la solucio´n (u´nica) del siguiente problema de Neumann:
4ξ = 1|Ω
S
|
∫
Ω
F
div u en Ω
S
,
∂ξ
∂nS
=
{ −u · nS sobre ΓI ,
0 sobre ΓE ,
(4.66)
donde nS denota al vector unitario normal a ΓI en la direccio´n exterior a ΩS . Observemos que el problema
es compatible pues ∫
Ω
S
∆ξ =
∫
Ω
F
div u =
∫
Γ
I
u · n = −
∫
Γ
I
u · n
S
=
∫
∂Ω
S
∂ξ
∂n
S
.
Luego, por el Teorema de Lax-Milgram, sabemos que existe C > 0 tal que
‖∇ξ‖0,Ω
S
≤ C
(
|Ω
F
|
|ΩS |
1/2
‖ div u‖0,Ω
F
+ ‖u · n‖0,Γ
I
)
.
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Definiremos la extensio´n de u a Ω̂
F
por
ue :=
{
u en Ω
F
,
∇ξ enωT : ωT ⊂ ΩFh \ ΩF .
Claramente, esta definicio´n nos asegura que ue ∈ H( div ; Ω̂
F
). Adema´s, tendremos
‖ue‖2
H( div ;Ω̂
F
)
= ‖u‖2H( div ;Ω
F
) +
∑
T∈B
Fh
T⊃T id
‖∇ξ‖2H( div ;ωT ) ≤ C
(
‖u‖2H( div ;Ω
F
) + ‖u · n‖20,ΓI
)
.
Denotemos por we a la extensio´n del vector w a Ω̂
S
definida segu´n el Teorema D.4. De acuerdo con este
teorema, tendremos
‖(ue,we)‖h ≤ C
(
‖u‖H( div ; Ω
F
) + ‖u · n‖0,ΓI + ‖we‖1,Ω̂S
)
≤ C ‖(u,w)‖V(Ω).
Consideremos ahora las siguientes situaciones.
- Sea (u,w) ∈ G(Ω). Gracias a las condiciones de compatibilidad en la interfaz, se cumplira´ u·n|Γ
I
=
w · n|Γ
I
. Entonces,
‖ue‖H( div ;Ω̂
F
) ≤ C (‖u‖H( div ;ΩF ) + ‖w‖1,ΩS )
y obtendremos ‖(ue,we)‖h ≤ C‖(u,w)‖h,Ω.
- Sea (u,w) ∈ H(Ω). Entonces, div u|Ω
F
= 0 y w|Ω
S
= 0. De nuevo, gracias a las condiciones de
compatibilidad en la interfaz, u · n|Γ
I
= 0. Por lo tanto, la u´nica solucio´n del problema (4.66) sera´
ξ = 0. En este caso, la extensio´n de la funcio´n u se simplifica a
ue :=
{
u en ΩF ,
0 enωT : ωT ⊂ ΩFh \ ΩF ,
de donde, obtendremos ‖(ue,we)‖h = ‖(u,0)‖h,Ω.
Observacio´n 4.33 De acuerdo con las estimaciones a priori cla´sicas para la ecuacio´n de Laplace con
condiciones de borde de Neumann [111], la solucio´n ξ del problema (4.66) sera´ ma´s regular. Supongamos
que u · n|˜`
j
∈ H1/2(˜`j), siendo ˜`j, 1 ≤ j ≤ N , los lados (rectos o curvos) cuya unio´n define a la interfaz
ΓI , entonces existen constantes C > 0 y α ∈ (1/2, 1], ambas dependiendo so´lamente de ΩS , tales que
ξ ∈ H1+α(Ω
S
) y
‖ξ‖21+α,Ω
S
≤ C
(
‖ div u‖20,Ω
F
+
N∑
j=1
‖u · n‖2
1/2,˜`j
)
. (4.67)
En general, para cualquier par (u,w) ∈ V(Ω), solo podremos asegurar que u · n|Γ
I
∈ L2(Γ
I
). Consecuen-
temente, ξ ∈ H1+α/2(Ω
S
) y adema´s
‖ξ‖1+α/2,Ω
S
≤ C
(
‖div u‖0,Ω
F
+ ‖u · n‖0,Γ
I
)
.
Construiremos ahora el operador de extensio´n para las funciones de los espacios discretos. Sea (uh,wh) ∈
Vh(Ωh). Sea T ∈ T Fh un tria´ngulo en el borde de ΩFh tal que T ⊂ T id. Sea ωT el dominio definido por
T id \ T . Definimos
ueh :=
{
uh en ΩFh ,
u˘h en ωT : ωT ⊂ ΩF \ ΩFh ,
donde u˘h denota la extensio´n natural (por componentes) de la funcio´n lineal uh ∈ P1(T )2 al conjunto
ma´s grande T id (ver definicio´n D.8). Luego, teniendo en cuenta que div uh|T es constante para todo
T ∈ T Fh y usando los Lemas D.5 y D.9, obtendremos
‖div ueh‖0,ωT = |div uh| |ωT |1/2 ≤ C h1/2T ‖ div uh‖0,T ,
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‖ueh‖0,Tid ≤ C ‖uh‖0,T .
A partir de estos resultados, es inmediato que
‖ueh‖H( div ;Ω̂
F
) ≤ ‖uh‖H( div ,ΩFh ).
Sea T ∈ T Sh un tria´ngulo en el borde de ΩSh tal que T ⊂ T id. Sea ωT el dominio definido por T id \ T .
Definimos
weh :=
{
wh en ΩSh ,
w˘h en ωT : ωT ⊂ ΩS \ ΩSh ,
donde w˘h ∈ P1(T id)2 denota la extensio´n natural (por componentes) de la funcio´n lineal wh|T ∈ P1(T )2
al conjunto T id. Aplicando el Lema D.9, tendremos
‖weh‖1,Ω̂
S
≤ C‖wh‖1,Ω
Sh
.
Entonces, el par (ueh,w
e
h) ∈ V(Ω̂) y se verifica
‖(ueh,weh)‖h ≤ C‖(uh,wh)‖V(Ωh).
Consideremos las siguientes situaciones.
- Sea (uh,wh) ∈ Gh(Ωh). A partir de la condicio´n de compatibilidad en la interfaz, sabemos que∫
`
(uh −wh) · n = 0 ∀` ⊂ ΓIh .
Como uh · n|` es constante y wh · n|` es una funcio´n lineal, solo podremos asegurar que uh · n y
wh · n coinciden en el punto medio de cada lado ` ⊂ ΓIh . Luego, tomando
uh · n|` = 1|`|
∫
`
wh · n
en el ca´lculo de la norma sobre Γ
Ih
, tendremos
‖uh · n‖20,Γ
Ih
=
∑
`⊂Γ
Ih
|`|
( 1
|`|
∫
`
wh · n
)2
≤ ‖wh · n‖20,Γ
Ih
.
Procediendo como en el Lema E.7, podemos asegurar que existe una constante C, independiente de
h, tal que
‖wh · n‖20,Γ
Ih
≤ C ‖wh‖21,Ω
Sh
.
Estos resultados nos conducen directamente a la estimacio´n
‖(ueh,weh)‖h ≤ C‖(uh,wh)‖h,Ωh . (4.68)
- Sea (uh,wh) ∈ Hh(Ωh). A partir de la condicio´n de compatibilidad en la interfaz,∫
`
uh · n|` = 0 ∀` ⊂ ΓIh ,
de donde obtendremos, nuevamente,
‖(ueh,weh)‖h ≤ C‖(uh,0)‖h,Ωh . (4.69)
Observacio´n 4.34 Analizando cuidadosamente los ca´lculos realizados en la construccio´n de los opera-
dores de extensio´n, surge claramente que
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- ‖ · ‖V(Ω) y ‖ · ‖h,Ω son normas equivalentes en K(Ω),
- ‖ · ‖V(Ωh) y ‖ · ‖h,Ωh son normas equivalentes en Kh(Ωh).
Para cada particio´n Ωh definimos
Ve(Ω̂) := P(V(Ω)) ⊂ V(Ω̂),
Ke(Ω̂) :=
{
(ue,we) ∈ Ve(Ω̂) : (ue −we)|Γ
I
· n = 0
}
,
Veh(Ω̂) := Ph(Vh(Ωh)) ⊂ X (Ω̂),
Keh(Ω̂) :=
{
(ueh,w
e
h) ∈ Veh(Ω̂) :
∫
Γ
Ih
δh(u
e
h −weh) · n = 0 ∀δh ∈ Yh(ΓIh)
}
,
W(Ω̂) := (Ke +Keh)(Ω̂).
Equipamos al espacio suma con la norma ‖ · ‖h. Es claro que
‖(u,w)‖h ' ‖(u,w)‖V(Ω̂) ∀(u,w) ∈ Ke(Ω̂).
Introduciremos a continuacio´n los operadores solucio´n A y Ah, los cuales verificara´n las siguientes pro-
piedades:
- estara´n asociados a los problemas espectrales (4.27) y (4.30), respectivamente,
- estara´n definidos sobre el mismo espacio de funciones,
- estara´n acotados uniformemente en la norma ‖ · ‖h.
Definimos al operador A por
A : V(Ω̂) → Ke(Ω̂) ⊂ Ve(Ω̂) ⊂ V(Ω̂)
(x1,x2) 7→ (ue,we) = P ◦T ((x1,x2)|Ω).
Es obvio que (ue,we)|Ω = (u,w) ∈ V(Ω), donde (u,w) ↔ ((u,w), γ), siendo ((u,w), γ) solucio´n del
problema (4.28).
Definimos al operador Ah, ana´logo discreto del operador A, por:
Ah : V(Ω̂) → Keh(Ω̂) ⊂ Veh(Ω̂) ⊂ V(Ω̂)
(x1,x2) 7→ (ueh,weh) = Ph ◦Th ((x1,x2)|Ωh).
De la misma manera que en el caso continuo, (ueh,w
e
h)|Ωh = (uh,wh) ∈ Vh(Ωh), donde (uh,wh) ↔
((uh,wh), γh), siendo ((uh,wh), γh) solucio´n del problema (4.32).
Como (por construccio´n) P : K(Ω) → Ke(Ω̂) y Ph : Kh(Ωh) → Keh(Ω̂) definen operadores que esta´n
uniformemente acotados en la norma ‖ · ‖h, los operadores lineales A y Ah tambie´n estara´n acotados
uniformemente en la norma ‖ · ‖h.
Ana´lisis del error
En esta seccio´n probaremos que los autovalores y las autofunciones del problema (4.30) convergen a los
autovalores y autofunciones del problema (4.27) sin introducir modos de vibracio´n espurios. Tambie´n
analizaremos el orden de covergencia de las aproximaciones y probaremos que es (en cierto sentido)
o´ptimo.
Antes de probar estos resultados, necesitaremos establecer varios lemas. En los siguientes lemas estimare-
mos los errores de consistencia del me´todo (no conforme) que hemos elegido para discretizar el problema
(4.30). Este me´todo fue introducido y analizado en [33] pero solo para dominios poligonales.
De aqu´ı en adelante, r := mı´n{s, t}, rh := mı´n{sˆh, t} y rˆh := mı´n{rh, α}, siendo s, t, α y sˆh las constantes
de regularidad definidas en el Teorema 4.29, la observacio´n 4.33 y el Lema E.12, respectivamente.
Sea (f ,g) un elemento arbitrario del espacio Ge(Ω̂) ∪ Ĝ(Ω̂) (ver observacio´n E.22). Consideremos las
soluciones (ue,we) := A(f ,g) y (ueh,w
e
h) := Ah(f ,g).
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Lema 4.35 Existe una constante positiva C tal que
‖(ue,we)− (ueh,weh)‖h ≤ C
(
ı´nf
(ξh,vh)∈Kh(Ωh)
‖(uˆ− ξh, wˆ − vh)‖h,Ωh + ‖ue − uˆ‖H( div ;ΩFh )
+ sup
(ηh,zh)∈Kh(Ωh)
ah((uˆ− uh, wˆ −wh), (ηh, zh))
‖(ηh, zh)‖h,Ωh
+ ‖u− ueh‖H( div ;ΩF\ΩFh ) + ‖w −w
e
h‖1,ΩS\ΩSh
)
.
Prueba. Teniendo en cuenta la definicio´n de la norma ‖ · ‖h, es claro que
‖(ue,we)− (ueh,weh)‖2h = ‖ue − ueh‖2H( div ;Ω̂
F
)
+ ‖we −weh‖21,Ω̂
S
= ‖ue − uh‖2H( div ;Ω
Fh
) + ‖we −wh‖21,ΩSh
+ ‖u− ueh‖2H( div ;Ω
F
\Ω
Fh
) + ‖w −weh‖21,Ω
S
\Ω
Sh
.
Sea (ξh,vh) un elemento arbitrario de Kh(Ωh). Eligiendo (uˆ, wˆ) = (∇qˆ,we), como en la observacio´n
E.17. podremos escribir
‖uˆ−uh‖2H( div ;Ω
Fh
) + ‖we −wh‖21,Ω
Sh
≤ 2
(
‖(uˆ− ξh, wˆ− vh)‖2h,Ωh + ‖(uh − ξh,wh − vh)‖2h,Ωh
)
. (4.70)
Ahora, dado que ah es continua y coerciva sobre Kh(Ωh) (uniformemente en h), tendremos
C0‖(uh − ξh,wh − vh)‖2h,Ωh ≤ ah((uh − ξh,wh − vh), (uh − ξh,wh − vh))
= ah((uˆ− ξh, wˆ − vh), (uh − ξh,wh − vh))
− ah((uˆ− uh, wˆ −wh), (uh − ξh,wh − vh))
≤ C1‖uˆ− ξh‖H( div ;ΩFh )‖uh − ξh‖H( div ;ΩFh )
+ C2‖wˆ − vh‖1,Ω
Sh
‖wh − vh‖1,Ω
Sh− ah((uˆ− uh, wˆ −wh), (uh − ξh,wh − vh)),
expresio´n a partir de la cual obtendremos
‖(uh − ξh,wh − vh)‖h,Ωh ≤ C
(
‖uˆ− ξh‖H( div ;ΩFh ) + ‖wˆ − vh‖1,ΩSh
+ sup
(ηh,zh)∈Kh(Ωh)
ah((uˆ− uh, wˆ −wh), (ηh, zh))
‖(ηh, zh)‖h,Ωh
)
.
(4.71)
De esta manera, combinando las desigualdades halladas, concluimos la prueba. 2
A continuacio´n, vamos a estimar cada uno de los te´rminos que aparecen en el lado derecho de la de-
sigualdad establecida en el Lema 4.35 por separado. Observemos que el primer te´rmino puede acotarse
directamente usando el Lema E.16 y la observacio´n E.17.
Lema 4.36 Existe una constante positiva C tal que
sup
(ηh,zh)∈Kh(Ωh)
ah((uˆ− uh, wˆ −wh), (ηh, zh))
‖(ηh, zh)‖h,Ωh
≤ C hrh‖(f ,g)‖h.
Prueba. Recordemos primero que el nu´cleo discreto admite la siguiente descomposicio´n (ver seccio´n E.1)
Kh(Ωh) = Hh(Ωh)⊕ Gh(Ωh).
Sea entonces (ηh, zh) un elemento arbitrario de Gh(Ωh). Tendremos
ah((uˆ− uh, wˆ −wh), (ηh, zh)) = ρFc2
∫
Ω
Fh
div (uˆ− uh) div ηh + ρF
∫
Ω
Fh
(uˆ− uh) · ηh
+
∫
Ω
Sh
σ(wˆ −wh) : ε(zh) + ρS
∫
Ω
Sh
(wˆ −wh) · zh
= ρ
F
c2
∫
Ω
Fh
div uˆ div ηh + ρF
∫
Ω
Fh
uˆ · ηh +
∫
Ω
Sh
σ(wˆ) : ε(zh)
+ρS
∫
Ω
Sh
wˆ · zh − ρF
∫
Ω
Fh
f · ηh − ρS
∫
Ω
Sh
g · zh.
(4.72)
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Los primeros cuatro te´rminos en el lado derecho de la expresio´n anterior, pueden ser escritos de la siguiente
manera
ρFc
2
∫
Ω
Fh
div uˆ div ηh + ρF
∫
Ω
Fh
uˆ · ηh = ρFc2
∫
Ω
F
div uˆ div ηeh + ρF
∫
Ω
F
uˆ · ηeh
+ρFc
2
∫
Ω
Fh
\Ω
F
div uˆ div ηh + ρF
∫
Ω
Fh
\Ω
F
uˆ · ηh
−ρ
F
c2
∫
Ω
F
\Ω
Fh
div uˆ div ηeh − ρF
∫
Ω
F
\Ω
Fh
uˆ · ηeh,
(4.73)
∫
Ω
Sh
σ(wˆ) : ε(zh) + ρS
∫
Ω
Sh
wˆ · zh =
∫
Ω
S
σ(wˆ) : ε(zeh) + ρS
∫
Ω
S
wˆ · zeh
+
∫
Ω
Sh
\Ω
S
σ(wˆ) : ε(zh) + ρS
∫
Ω
Sh
\Ω
S
wˆ · zh
−
∫
Ω
S
\Ω
Sh
σ(wˆ) : ε(zeh)− ρS
∫
Ω
S
\Ω
Sh
wˆ · zeh.
(4.74)
Como el par (ηeh, z
e
h)|Ω ∈ V(Ω), podr´ıamos usarlo como funcio´n test en el problema 4.28. Haciendo esto
y teniendo en cuenta la definicio´n de uˆ, obtendremos
ρ
F
c2
∫
Ω
F
div uˆ div ηeh + ρF
∫
Ω
F
uˆ · ηeh +
∫
Ω
S
σ(wˆ) : ε(zeh) + ρS
∫
Ω
S
wˆ · zeh
= ρ
F
∫
Ω
F
(
c2( div u + cˆ) div ηeh + uˆ · ηeh
)
+
∫
Ω
S
(
σ(w) : ε(zeh) + ρS w · zeh
)
= ρ
F
∫
Ω
F
(
c2cˆ div ηeh + (uˆ− u) · ηeh + f · ηeh
)
+ ρ
S
∫
Ω
S
g · zeh −
∫
Γ
I
γ(ηeh − zeh) · n.
(4.75)
Reemplazando las ecuaciones (4.73)-(4.75) en (4.72), resultara´
ah((uˆ− uh, wˆ −wh), (ηh, zh))
= ρ
F
∫
Ω
F
\Ω
Fh
f · ηeh − ρF
∫
Ω
Fh
\Ω
F
f · ηh + ρS
∫
Ω
S
\Ω
Sh
g · zeh − ρS
∫
Ω
Sh
\Ω
S
g · zh
+ρF
∫
Ω
F
(
c2cˆ div ηeh + (uˆ− u) · ηeh
)
−
∫
Γ
I
γ(ηeh · n− zeh · n)
+ρF
∫
Ω
Fh
\Ω
F
(
c2 div uˆ div ηh + uˆ · ηh
)
− ρF
∫
Ω
F
\Ω
Fh
(
c2 div uˆ div ηeh − uˆ · ηeh
)
+
∫
Ω
Sh
\Ω
S
(
σ(wˆ) : ε(zh) + ρS wˆ · zh
)
−
∫
Ω
S
\Ω
Sh
(
σ(w) : ε(zeh) + ρS w · zeh
)
.
(4.76)
Todos los te´rminos en el lado derecho de la expresio´n anterior pueden acotarse usando los Lemas E.24-
E.31. As´ı, obtendremos
sup
(ηh,zh)∈Gh(Ωh)
ah((uˆ− uh, wˆ −wh), (ηh, zh))
‖(ηh, zh)‖h,Ωh
≤ C hrh‖(f ,g)‖h. (4.77)
Elijamos ahora un elemento (ηh,0) en Hh(Ωh). Tendremos
ah((uˆ− uh, wˆ −wh), (ηh,0)) = ρF
∫
Ω
Fh
(uˆ− uh) · ηh = ρF
∫
Ω̂
F
uˆ · ηeh − ρF
∫
Ω
Fh
f · ηh
= ρF
∫
Ω
F
(uˆ− u) · ηeh + ρF
∫
Ω
Fh
\Ω
F
uˆ · ηh + ρF
∫
Ω
F
u · ηeh
−ρ
F
∫
Ω
Fh
f · ηh.
(4.78)
A partir de la descomposicio´n (discreta) de Helmholtz, sabemos que
ηh = curl ph, ph ∈ Zh(ΩFh).
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Sea pˆ la funcio´n asociada a ph (ver definicio´n D.10). Sea ηˆ = curl pˆ. Es fa´cil verificar que (ηˆ,0) ∈ V(Ω).
Luego, podemos elegirlo como funcio´n test en el problem 4.28. De esta manera, obtendremos
ρ
F
∫
Ω
F
u · ηˆ = ρ
F
∫
Ω
F
f · ηˆ.
Reemplazando este resultado en la ecuacio´n (4.78), tendremos
ah((uˆ− uh, wˆ −wh), (ηh,0)) = ρF
∫
Ω
F
(uˆ− u) · ηeh
+ρ
F
∫
Ω
Fh
\Ω
F
uˆ · ηh + ρF
∫
Ω
F
u · (ηeh − ηˆ)
−ρ
F
∫
Ω
F
f · (ηeh − ηˆ)− ρF
∫
Ω
Fh
\Ω
F
f · ηh.
(4.79)
Los te´rminos que aparecen en el lado derecho de la expresio´n anterior pueden acotarse usando los Lemas
E.32 - E.35. Haciendo esto, llegamos a
sup
(ηh,0)∈Hh(Ωh)
ah((uˆ− uh, wˆ −wh), (ηh,0))
‖(ηh,0)‖h,Ωh
≤ C hrh‖(f ,g)‖h. (4.80)
As´ı, las desigualdades (4.77) y (4.80), nos permiten concluir la prueba. 2
Lema 4.37 Existe una constante positiva C tal que
‖ue − uˆ‖H( div ;Ω
Fh
) ≤ hrˆh‖(f ,g)‖0,Ω.
Prueba. Tendremos
‖ue − uˆ‖H( div ;Ω
Fh
) ≤ ‖u− uˆ‖H( div ;Ω
F
∩Ω
Fh
) + ‖ue − uˆ‖H( div ;Ω
Fh
\Ω
F
).
Gracias al Lema E.12,
‖u− uˆ‖H( div ;Ω
F
∩Ω
Fh
) ≤ ‖u− uˆ‖H( div ;Ω
F
) ≤ C h(r+sˆh)/2‖(f ,g)‖0,Ω.
Como uˆ ∈ Hsh( div ; Ω̂F), aplicando el Lema D.6 y usando la estimacio´n (E.11),
‖ue − uˆ‖H( div ;Ω
Fh
\Ω
F
) ≤ C
(
‖ue‖H( div ;Ω
Fh
\Ω
F
) + ‖uˆ‖H( div ;Ω
Fh
\Ω
F
)
)
≤ C
(
‖ue‖H( div ;Ω
Fh
\Ω
F
) + h
sh‖uˆ‖sh,ΩFh
)
≤ C
(
‖ue‖H( div ;Ω
Fh
\Ω
F
) + h
sh‖(f ,g)‖0,Ω
)
.
Sea T ∈ T Fh un tria´ngulo en el borde del dominio ΩF tal que T ⊃ T id. Sea ωT el conjunto definido por
T \ T id. A partir de la definicio´n de la extensio´n ue, tendremos
‖ue‖2H( div ;Ω
Fh
\Ω
F
) =
∑
T∈B
Fh
T⊃T id
‖∇ξ‖20,ωT = ‖∇ξ‖20,ΩS\ΩSh .
Procediendo como lo hicimos en la prueba de la Propiedad E.19 (ver Pasos 1 y 2 en esa demostracio´n),
usando la estimacio´n (4.67), la condicio´n de compatibilidad sobre la interfaz ΓI y el Teorema 4.29,
llegaremos a
‖∇ξ‖0,Ω
S
\Ω
Sh
≤ C hα‖ξ‖1+α,Ω
S
≤ C hα‖(f ,g)‖0,Ω.
De esta manera, el lema es una consecuencia de las estimaciones halladas. 2
Lema 4.38 Existe una constante positiva C tal que
‖w −weh‖1,ΩS\ΩSh ≤ C h
rh‖(f ,g)‖0,Ω̂.
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Prueba. Sabemos que
‖w −weh‖1,ΩS\ΩSh ≤ ‖w −w
e
h‖0,ΩS\ΩSh + ‖∇(w −w
e
h)‖0,ΩS\ΩSh .
Gracias a los Lemas D.6 y D.9, el Teorema 4.29 y la estimacio´n (4.65), podremos obtener
‖w −weh‖0,ΩS\ΩSh ≤ C
(
‖w‖0,Ω
S
\Ω
Sh
+ ‖weh‖0,ΩS\ΩSh
)
≤ C h
(
‖w‖1,Ω
S
+ ‖weh‖1,ΩS
)
≤ C h‖(f ,g)‖0,Ω̂.
Sea T ∈ T Sh un tria´ngulo en el borde del dominio ΩS tal que T ⊂ T id. Sea ωT el conjunto definido por
T \ T id. Gracias a los Lemas D.7 y D.9, obtendremos ahora
‖∇(w −weh)‖20,Ω
S
\Ω
Sh
=
∑
T∈B
Sh
T⊂T id
‖∇(w −weh)‖20,ωT
≤ C
∑
T∈B
Sh
T⊂T id
(
‖∇(w −wh)‖0,T + h2t‖∇(w −weh)‖t,T id
)2
≤ C
(
‖∇(we −wh)‖20,Ω
Sh
+ h4t
(
‖w‖21+t,Ω
S
+ ‖weh‖21,Ω
S
))
,
donde hemos usado que ‖∇weh‖t,T id = ‖∇weh‖0,T id , ya que weh|T ∈ P1(T id)2. El te´rmino ‖∇(we −
wh)‖0,Ω
Sh
puede ser acotado combinando las estimaciones (4.70) y (4.71) en la prueba del Lema 4.35 y
usando los Lemas 4.36 y E.16 junto con la observacio´n E.17. Los te´rminos ‖w‖21+t,Ω
S
y ‖weh‖21,Ω
S
pueden
ser acotados directamente usando el Teorema 4.29, el Lema D.9 y la estimacio´n (4.65). Haciendo esto,
obtendremos
‖we −wh‖1,Ω
Sh
≤ C hrh‖(f ,g)‖0,Ω̂. (4.81)
As´ı, el lema es una consecuencia de las estimaciones halladas. 2
Lema 4.39 Exite una constante positiva C tal que
‖u− ueh‖H( div ;ΩF\ΩFh ) ≤ h
rh‖(f ,g)‖0,Ω̂.
Prueba. Sea T ∈ T Fh un tria´ngulo en el borde de ΩF tal que T ⊂ T id. Sea ωT el conjunto definido
por T id \ T . Dado que ueh|T id ∈ P(T id)2, ueh|T id ∈ H1(T id)2. Dado que uh|T ∈ R0(T ), ‖∇ueh‖0,T id =
1√
2
‖ div ueh‖0,T id . Luego, para todo s ∈ (1/2, 1], tendremos
‖ueh‖s,T id ≤ C ‖ueh‖1,T id ≤ C (‖ueh‖20,T id + ‖∇ueh‖20,T id)1/2 ≤ C (‖ueh‖20,T id + ‖div ueh‖20,T id)1/2.
Teniendo en cuenta ahora las propiedades de la extensio´n discreta, podremos escribir
‖ueh‖s,T id ≤ C ‖uh‖H( div ,T ),
‖ div ueh‖s,T id = ‖ div ueh‖0,T id ≤ C ‖ div ueh‖0,T .
Aplicando los Lemas D.7 y D.9, obtendremos
‖u− ueh‖20,ωT =
(
‖u− uh‖0,T + h2s‖u− ueh‖s,T id
)2
≤ C
(
‖u− uh‖20,T + h4s
(
‖u‖2s,T id + ‖ueh‖2s,T id
))
≤ C
(
‖u− uh‖20,T + h4s
(
‖u‖2s,T id + ‖uh‖2H( div ,T )
))
,
‖ div (u− ueh)‖20,ωT =
(
‖div (u− uh)‖0,T + h2s‖ div (u− ueh)‖s,T id
)2
≤ C
(
‖ div (u− uh)‖20,T + h4s
(
‖ div u‖2s,T id + ‖ div uh‖20,T id
))
≤ C
(
‖ div (u− uh)‖20,T + h4s
(
‖ div u‖2s,T id + ‖ div uh‖20,T
))
.
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Combinando las dos expresiones anteriores y usando los mismos argumentos que los empleados en la
prueba del Lema 4.38, llegaremos a
‖u− ueh‖2H( div ,Ω
F
\Ω
Fh
) =
∑
T∈B
Fh
T⊂T id
‖u− ueh‖20,ωT + ‖ div (u− ueh)‖20,ωT
≤ C
(
‖ue − uh‖2H( div ,Ω
Fh
) + h
4s
[
‖u‖2Hs( div ,Ω
F
) + ‖uh‖2H( div ,Ω
Fh
)
])
≤ C hrh‖(f ,g)‖0,Ω̂.
(4.82)
De esta manera, concluimos la prueba. 2
El siguiente resultado es una consecuencia directa de los Lemas 4.35-4.39.
Lema 4.40 Para todo elemento (f ,g) en Ge(Ω̂) ∪ Ĝ(Ω̂), existe una constante positica C tal que
‖(A−Ah)(f ,g)‖h ≤ Chrˆh‖(f ,g)‖0,Ω̂.
Ahora estamos en condiciones de probar las propiedades P1 y P2 que nos permitira´n establecer la
convergencia de las aproximaciones.
Sea λ > 0 un valor propio de A, con multiplicidad algebraica igual a m. Sea Eλ(W(Ω̂)) el espacio propio
asociado con λ.
Teorema 4.41 (P1) Para cada autofuncio´n (ue,we) de A asociada a λ, existe una constante C, estric-
tamente positiva, tal que
ı´nf
(zeh,v
e
h)∈Keh(Ω̂)
‖(ue,we)− (zeh,veh)‖h ≤ C hrˆh‖(ue,we)‖h.
Prueba. Como A = P ◦T y T(u,w) = λ(u,w), aplicando el Teorema 4.29, tendremos
‖u‖s,Ω
F
+ ‖w‖1+t,Ω
S
+ ‖ div u‖1+s,Ω
F
≤ C ‖(u,w)‖0,Ω. (4.83)
Sean (uˆ, wˆ), como en la observacio´n E.17, y (zh,vh) un elemento arbitrario de Kh(Ωh). Usando la
desigualdad triangular, obtendremos
‖(ue,we)− (zeh,veh)‖h ≤ ‖ue − uˆ‖H( div ;Ω̂
F
) + ‖(uˆ, wˆ)− (zh,vh)‖Ωh + ‖uˆ− zeh‖H( div ;ΩF\ΩFh )
+‖w − veh‖1,ΩS\ΩSh .
El primer te´rmino en el lado derecho de la desigualdad anterior, puede acotarse fa´cilmente usando los
Lemas E.12 y 4.37 y teniendo en cuenta la estimacio´n (4.83). En efecto,
‖ue − uˆ‖H( div ,Ω̂
F
) ≤ ‖u− uˆ‖H( div ,ΩF ) + ‖ue − uˆ‖H( div ,ΩFh\ΩF ) ≤ Ch
rˆh‖(u,w)‖0,Ω.
Pasaremos ahora a acotar los otros tres te´rminos. Para ello, observemos primero que Ih(uˆ, wˆ) ∈ Kh(Ωh),
siendo Ih el operador de interpolacio´n definido en la seccio´n E.4. Luego, nada impide que elijamos
(zh,vh) = Ih(uˆ, wˆ). A partir de la observacio´n E.17 y usando la estimacio´n (4.83), tendremos
‖(uˆ, wˆ)− (zh,vh)‖h,Ωh ≤ C hrh‖(u,w)‖0,Ω. (4.84)
Procediendo como lo hicimos en la prueba del Lema 4.39, teniendo en cuenta los resultados de regularidad
(E.11)-(E.12) y usando las estimaciones (4.83)-(4.84), tendremos
‖uˆ− zeh‖2H( div ;Ω
F
\Ω
Fh
) ≤ C
(
‖uˆ− zh‖2H( div ,Ω
Fh
) + h
4sh‖uˆ‖2Hsh ( div ,Ω
F
) + h
4sh‖zh‖2H( div ,Ω
Fh
)
)
≤
(
C hrh‖(u,w)‖0,Ω + ‖uˆ− zh‖H( div ,Ω
Fh
) + ‖uˆ‖H( div ,Ω
F
)
)
≤ C hrh‖(u,w)‖0,Ω.
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Procediendo ahora como en la prueba del Lema 4.38, podremos escribir
‖w − veh‖21,Ω
S
\Ω
Sh
≤ ‖w − veh‖20,Ω
S
\Ω
Sh
+ C
(
‖∇(wˆ − vh)‖20,Ω
Sh
+ h4t
(
‖w‖21+t,Ω
S
+ ‖veh‖21,Ω
S
))
.
Luego, usando el Lema D.9 y el Teorema (D.4), tendremos
‖w − veh‖0,ΩS\ΩSh ≤ C h
(
‖w‖1+t,Ω
S
+ ‖veh‖1,ΩS
)
≤ C h
(
‖w‖1+t,Ω
S
+ ‖vh‖1,Ω
Sh
)
≤ C h
(
‖w‖1+t,Ω
S
+ ‖wˆ − vh‖1,Ω
Sh
+ ‖wˆ‖1,Ω
Sh
)
≤ C h
(
‖w‖1+t,Ω
S
+ ‖wˆ − vh‖1,Ω
Sh
)
,
‖veh‖1,ΩS ≤ C ‖vh‖1,ΩSh ≤ C
(
‖wˆ − vh‖1,Ω
Sh
+ ‖wˆ‖1,Ω
Sh
)
≤ C
(
‖wˆ − vh‖1,Ω
Sh
+ ‖w‖1+t,Ω
S
)
.
Usando nuevamente las estimaciones (4.83) y (4.84), llegaremos a
‖w − veh‖1,ΩS\ΩSh ≤ Ch
rh‖(u,w)‖0,Ω.
Finalmente, combinando las estimaciones halladas, podremos concluir la prueba 2
Teorema 4.42 (P2) Existe una constante positiva C tal que
‖(A−Ah)(feh,geh)‖h ≤ C hmı´n{1/2,t}‖(feh,geh)‖h ∀(feh,geh) ∈ Keh(Ω̂).
Prueba. Sabemos que todo elemento (feh,g
e
h) ∈ Keh(Ω̂) admite la siguiente descomposicio´n ortogonal
(feh,g
e
h)|Ωh = (f1h,0)⊕ (f2h,gh),
con (f1h,0) ∈ Hh(Ωh) y (f2h,gh) ∈ Gh(Ωh). Sea (f ,g) ∈ Ĝ(Ω̂) (ver observacio´n E.22). Entonces, usando
la desigualdad triangular, podremos escribir
‖(A−Ah)(feh,geh)‖h ≤ ‖(A−Ah)(fe1h,0)‖h + ‖(A−Ah)(fe2h,geh)‖h
≤ ‖(A−Ah)(fe1h,0)‖h + ‖(A−Ah)(f ,g)‖h
+ ‖(A−Ah)((fe2h,geh)− (f ,g))‖h.
(4.85)
Para acotar el tercer te´rmino en el lado derecho de la desigualdad (4.85), tendremos en cuenta que el
operador A−Ah ∈ L(X (Ω̂),W(Ω̂)) (ver seccio´n 3.2). Entonces, usando la Propiedad E.19, tendremos
‖(A−Ah)((fe2h,geh)− (f ,g))‖h ≤ C ‖(fe2h,geh)− (f ,g)‖h ≤ Ch1/2‖(fe2h,geh)‖h. (4.86)
El segundo te´rmino puede acotarse usando el Lema 4.40 y la Propiedad E.19 de la siguiente manera:
‖(A−Ah)(f ,g)‖h ≤ Chrh‖(f ,g)‖h ≤ Chrh
(
‖(f ,g)− (fe2h,geh)‖h + ‖(fe2h,geh)‖h
)
≤ Chrh(h1/2 + 1)‖(fe2h,geh)‖h.
A continuacio´n acotaremos el primer te´rmino. Para ganar en claridad, definiremos
(ue,we) := A(feh,0) y (u
e
h,w
e
h) := Ah(f
e
h,0).
Probaremos primero que (ueh,w
e
h) = (f
e
h,0). Como (fh,0) ∈ Hh(Ωh), sera´ fh = curl ph, con ph ∈ Zh(ΩFh).
Entonces, un ca´lculo directo muestra que
ah((fh,0), (ηh, zh)) = ρF
∫
Ωh
fh · ηh = dh((fh,0), (ηh, zh)) ∀(ηh, zh) ∈ Vh(Ωh).
Luego, ((ueh,w
e
h), γh) = ((f
e
h,0), 0) es una solucio´n del problema 4.32 y, como este problema esta´ bien
planteado, esta solucio´n es u´nica. Consecuentemente, Ah(f
e
h,0) = (f
e
h,0).
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Sea ahora pˆ la funcio´n associada a ph (segu´n la definicio´n D.10). Dado que pˆ ∈ H1Γ
I
(Ω
F
), fˆ = curl pˆ ∈
H( div ; Ω
F
) y fˆ · n|Γ
I
= 0. Luego, (fˆ ,0) ∈ H(Ω). Usando la desigualdad triangular,
‖(A−Ah)(feh,0)‖h = ‖(ue,we)− (feh,0)‖h ≤ ‖(ue − fˆe,we)‖h + ‖(fˆe − feh,0)‖h
≤ ‖(u− fˆ ,w)‖h,Ω + ‖(ue,we)‖h,Ωh\Ω + ‖fˆe − feh‖H( div ;Ω̂
F
).
(4.87)
Gracias a la Propiedad E.21, tendremos
‖fˆe − feh‖H( div ;Ω̂
F
) ≤ C h1/2‖fh‖0,ΩFh . (4.88)
Por otro lado, como (feh|ΩF ,0) ∈ Q(Ω), el Teorema 4.29 establece que w ∈ H1+t(ΩS). Procediendo como
en la prueba de la Propiedad E.19 (ver Pasos 1 y 2 en esa demostracio´n), usando el Lema D.6 y el
Teorema 4.29,
‖(ue,we)‖2h,Ωh\Ω = ‖∇ξ‖2H( div ,ΩS\ΩSh ) + ‖w
e‖21,Ω
Sh
\Ω
S
≤ C
(
h2α(‖(u,w)‖2h,Ω + h2t‖w‖21+t;Ω
S
)
≤ C h2 mı´n{α,t}‖(feh,0)‖20;Ω̂.
(4.89)
Por u´ltimo, acotaremos el primer te´rmino en el lado derecho de la expresio´n (4.87). Sea (η, z) un elemento
arbitrario de K(Ω). A partir de la definicio´n del problema 4.28, tendremos
a((u− fˆ ,w), (η, z)) = ρ
F
∫
Ω
F
(feh − fˆ) · η = ρF
∫
Ω
F
∩Ω
Fh
(fh − fˆ) · η
= ρ
F
∫
Ω
F
∩Ω
Fh
fh · η −
∑
T∈T Fh
T⊂T id
ρ
F
∫
T
fh · η −
∑
T∈B
Fh
T id⊂T
ρ
F
∫
T id
fˆ · η
= −
∑
T∈B
Fh
T⊃T id
ρF
∫
T id
(fˆ − fh) · η.
Como (u− fˆ ,w) ∈ K(Ω) y a es coerciva sobre K(Ω), elegimos (η, z) = (u− fˆ ,w) para obtener
‖(u− fˆ ,w)‖h,Ω ≤ C
( ∑
T∈B
Fh
T⊃T id
‖fˆ − fh‖20,T id
)1/2
(4.90)
Reemplazando las estimaciones (4.88)-(4.90) en (4.87), llegaremos a
‖(ue,we)− (ueh,weh)‖ ≤ C hmı´n{1/2,t}‖(feh,0)‖0;Ω̂,
resultado que nos permite concluir la prueba. 2
Segu´n los resultados de la seccio´n 3.3.1 y en virtud de los teoremas previos, hemos probado que partes
aisladas de σ(A) son aproximadas por partes aisladas de σ(Ah). Como consecuencia, podemos asegurar
que este me´todo nume´rico no introduce modos de vibracio´n espurios.
A continuacio´n probaremos que los espacios propios asociados a Ah convergen con orden o´ptimo.
Teorema 4.43 (P4) Existe una constante positiva C tal que
‖(A−Ah)(u,w)‖h ≤ C hrˆh‖(u,w)‖h ∀(u,w) ∈ Eλ(W(Ω̂)).
Prueba. Es una consecuencia directa del Lema 4.40. 2
Sean λ1h, · · ·, λmh los m autovalores de Ah que convergen a λ (repetidos de acuerdo con sus respectivas
multiplicidades). Sea Eλh(W(Ω̂)) la suma directa de los espacios propios correspondientes. De acuerdo
con los resultados obtenidos en la seccio´n 3.3.3, los teoremas previos nos permiten asegurar que
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- para cada (uh,wh) ∈ Eλh(W(Ω̂)), dist((uh,wh),Eλ(W(Ω̂)) ≤ C hrˆh‖(uh,wh)‖h,Ωh ,
- para cada (u,w) ∈ Eλ(W(Ω̂)), dist((u,w),Eλh(W(Ω̂)) ≤ C hrˆh‖(u,w)‖h,Ω,
con la distancia siendo medida en la norma ‖ · ‖h.
A continuacio´n probaremos que los autovalores aproximados convergen con doble orden. Para ello, ten-
dremos que verificar que se satisface la Propiedad P5 y estimar los errores de consistencia definidos en
la seccio´n 3.3.4.
Teorema 4.44 (P5) Para cada autofuncio´n (ue,we) de A asociada a λ, existe una constante positiva
C tal que
‖(u,w)‖h,Ω−Ωh + ‖(ue,we)‖h,Ωh−Ω ≤ C hmı´n{r,α}‖(u,w)‖h,Ω.
Prueba. Observemos que, como consecuencia de la regularidad de las autofunciones (u,w) del operador
T (ver, en particular, la estimacio´n (4.83)) y del Lema D.6, vale la siguiente estimacio´n
‖(u,w)‖h,Ω−Ωh ≤ C hr‖(u,w)‖h,Ω.
Por otro lado, procediendo como en la prueba del Lema 4.37 y usando el Lema D.6 y el Teorema D.4,
tendremos
‖(ue,we)‖h,Ωh−Ω ≤ C
(
‖ue‖H( div ;Ω
Fh
\Ω
F
) + ‖we‖1,Ω
Sh
\Ω
S
)
≤ C hmı´n{α,t}‖(u,w)‖h,Ω.
As´ı, el resultado buscado es inmediato a partir de las dos estimaciones anteriores. 2
Lema 4.45 Sea
Mh = sup
(x,y)∈E(V(Ω̂))
‖(x,y)‖h=1
sup
(η,ϕ)∈E(V(Ω̂))
‖(η,ϕ)‖h=1
|ah(A(x,y), (Πh − I)(η,ϕ))− dh((x,y), (Πh − I)(η,ϕ))|,
siendo Πh la proyeccio´n sobre V(Ω̂), con respecto a la forma bilineal ah, definida por la ecuacio´n (3.55).
Existe una constante positiva C tal que
Mh ≤ C hr+rˆh .
Prueba. Sea (x,y) ∈ E(V(Ω̂)), con ‖(x,y)‖h = 1, y pongamos (u,v) = A(x,y). De acuerdo con la
definicio´n del operador A, tendremos (u,v) = P ◦T(x,y)|Ω. Luego, a partir del Teorema 4.29, sabemos
que (u,v)|Ω ∈ Hs,1+s( div ; ΩF)×H1+t(ΩS) y que
‖u‖s,Ω
F
+ ‖v‖1+t,Ω
S
+ ‖div u‖1+s,Ω
F
≤ C ‖(x,y)‖0,Ω ≤ C.
Tomando alternativamente (ξ,0), con ξ ∈ D(Ω
F
) y (0,ψ), con ψ ∈ D(Ω
S
), como funcio´n test en el
problema (4.28) y procediendo de manera standard, puede probarse que (u,v)|Ω es tambie´n solucio´n del
siguiente problema fuerte:
ρ
F
c2∇( div u) + ρ
F
u = ρ
F
x en Ω
F
, (4.91)
div [σ(v)] + ρ
S
v = ρ
S
y en Ω
S
, (4.92)
(u− v) · n = 0 sobre Γ
I
, (4.93)
σ(v)n− (c2ρ
F
div u)n = 0 sobre Γ
I
, (4.94)
σ(v)n = 0 sobre Γ
N
, (4.95)
v = 0 sobre Γ
D
. (4.96)
La condicio´n de borde sobre Γ
D
corresponde a la definicio´n de los espacios variacionales. La condicio´n
de compatibilidad cinema´tica (4.93) puede ser entendida en el sentido de L2(ΓI). La condicio´n natural
de borde sobre ΓN y la condicio´n de compatibilidad cine´tica (4.94) se obtienen despue´s de integrar por
partes y tienen que ser entendidas en el sentido de H−1/2(Γ
I
) (ver la prueba del Teorema 2.1 en [33] para
ma´s detalles).
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Sea (η,ϕ) ∈ E(V(Ω̂)), con ‖(η,ϕ)‖h = 1, y pongamos (z,w) = (Πh − I)(η,ϕ) ∈ X (Ω̂). De la definicio´n
de Πh, sabemos que Πh(η,ϕ) ∈ Keh(Ω̂) (ver seccio´n 3.4.1). Luego, gracias al Lema 3.21 y al Teorema
4.41, la siguiente estimacio´n sera´ va´lida
‖(z,w)‖h ≤ C hrˆh . (4.97)
Multiplicando las ecuaciones (4.91) y (4.92) por η y ϕ, respectivamente, e integrando por partes, tendre-
mos
ah((u,v), (z,w))− dh((x,y), (z,w)) =
−ρ
F
c2
∫
Ω
Fh
\Ω
F
div u div z− ρ
F
∫
Ω
Fh
\Ω
F
u · z−
∫
Ω
Sh
\Ω
S
σ(v) : ε(w)− ρ
S
∫
Ω
Sh
\Ω
S
v ·w
+ρ
F
c2
∫
Ω
F
\Ω
Fh
div u div z + ρ
F
∫
Ω
F
\Ω
Fh
u · z +
∫
Ω
S
\Ω
Sh
σ(v) : ε(w) + ρ
S
∫
Ω
S
\Ω
Sh
v ·w
+ρ
F
∫
Ω
F
\Ω
Fh
x · z + ρ
S
∫
Ω
S
\Ω
Sh
y ·w − ρ
F
∫
Ω
Fh
\Ω
F
x · z− ρ
S
∫
Ω
S
\Ω
Sh
y ·w
+ρFc
2
∫
Γ
I
div u z · n−
∫
Γ
I
σ(v) w · n.
(4.98)
Los primeros te´rminos en el lado derecho de la expresio´n anterior pueden acotarse fa´cilmente. En efecto,
teniendo en cuenta la regularidad de los elementos de Eλ(W(Ω̂)) y usando la desigualdad de Cauchy-
Schwarz, el Lema D.6, el Teorema 4.44 y la estimacio´n (4.97), puede probarse que∣∣∣ρF ∫
Ω
F
\Ω
Fh
c2 div u div z + (u− x) · z
∣∣∣+ ∣∣∣ ∫
Ω
S
\Ω
Sh
σ(v) : ε(w) + ρ
S
(v − y) ·w
∣∣∣ ≤ C hr+rˆh ,
∣∣∣ρF ∫
Ω
Fh
\Ω
F
c2 div u div z + (u− x) · z
∣∣∣+ ∣∣∣ ∫
Ω
Sh
\Ω
S
σ(v) : ε(w) + ρ
S
(v − y) ·w
∣∣∣ ≤ C h2rˆh .
Consideraremos ahora los te´rminos restantes. En lo que sigue, sera´ (ηh,ϕh) = Πh(η,ϕ). Dado que
(η,ϕ) ∈ E(V(Ω̂)), tendremos
(z−w) · n|Γ
I
= (ηh −ϕh) · n|ΓI .
Usando la ecuacio´n (4.94) para eliminar la componente normal del tensor de esfuerzos sobre la interfaz en
te´rminos de la presio´n ejercida por el fluido y teniendo en cuenta la condicio´n de borde (4.93), obtendremos
ρFc
2
∫
Γ
I
div u z · n−
∫
Γ
I
σ(v) w · n = ρFc2
∫
Γ
I
div u (ηh −ϕh) · n.
Sea d˜iv u la extensio´n de la funcio´n div u|Ω
F
∈ H1+s(ΩF) a R2 como en el Teorema D.4. Sea T un
tria´ngulo en el borde del dominio Ω
F
y sea ωT el conjunto definido por T \T id o T id\T , segu´n corresponda.
Un ca´lculo sencillo nos conducira´ a∫
Γ
I
div u (ηh −ϕh) · n =
∑
T∈B
Fh
(T )
∫
∂ωT
d˜iv u (ηh −ϕh) · n +
∫
Γ
Ih
d˜iv u (ηh −ϕh) · n,
donde el coeficiente (T ) esta´ definido por
(T ) :=
{
1 si T ⊂ T id,
−1 si T id ⊂ T.
A continuacio´n, acotaremos el primer te´rmino en el lado derecho de la expresio´n anterior. En virtud de
la definicio´n de Πh, (ηh −ϕh) ∈ H( div ;ωT ). Por lo tanto,∫
∂ωT
d˜iv u (ηh −ϕh) · n =
∫
ωT
(ηh −ϕh) · ∇ d˜iv u +
∫
ωT
div (ηh −ϕh) d˜iv u.
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Sumando sobre todos los tria´ngulos en B
Fh
, usando la desigualdad de Cauchy-Schwarz, el Lema D.6 y el
Teorema D.4, obtendremos∑
T∈B
Fh
∣∣∣ ∫
∂ωT
d˜iv u (ηh −ϕh) · n
∣∣∣ ≤ C hs‖ div u‖1+s,Ω
F
‖(ηh,ϕh)‖h,ΩF\ΩFh∪ΩFh\ΩF .
Usando ahora el Teorema 4.44 y la estimacio´n (4.97), tendremos
‖(ηh,ϕh)‖h,ΩF\ΩFh∪ΩFh\ΩF ≤ ‖(z,w)‖h,ΩF\ΩFh∪ΩFh\ΩF + ‖(η,ϕ)‖h,ΩF\ΩFh∪ΩFh\ΩF ≤ C h
rˆh .
Acotaremos ahora el te´rmino restante. Sea PΓ
Ih
la proyeccio´n L2(Γ
Ih
)-ortogonal sobre las funciones cons-
tantes a trozos definidas en Γ
Ih
. Dado que Πh(η,ϕ) ∈ Keh(Ω̂), la condicio´n de compatibilidad sobre ΓIh
implica que ηh · n = PΓIh (ϕh · n). Luego,∣∣∣ ∫
Γ
Ih
d˜iv u (ηh −ϕh) · n
∣∣∣ = ∣∣∣ ∫
Γ
Ih
(I− PΓ
Ih
) d˜iv u (PΓ
Ih
− I)(ϕh · n)
∣∣∣
≤ ‖(I− PΓ
Ih
) d˜iv u‖0,Γ
Ih
‖(PΓ
Ih
− I)(ϕh · n)‖0,ΓIh .
Adema´s, es claro que
‖(PΓ
Ih
− I)(ϕh · n)‖0,ΓIh ≤ ‖(PΓIh − I)(ϕ · n)‖0,ΓIh + ‖(PΓIh − I)(ϕh · n−ϕ · n)‖0,ΓIh≤ ‖(PΓ
Ih
− I)(ϕ · n)‖0,Γ
Ih
+ ‖(ϕh −ϕ) · n‖0,ΓIh .
Como d˜iv u ∈ H1+s(Ω̂
F
), s ∈ (1/2, 1], y ϕ ∈ H1+t(Ω̂
S
)2, t ∈ (0, 1], tendremos, de acuerdo con el Lema
E.6,
‖(I− PΓ
Ih
) d˜iv u‖0,Γ
Ih
≤ C h‖ div u‖1+s,Ω
F
≤ C h,
‖(PΓ
Ih
− I)(ϕ · n)‖0,Γ
Ih
≤ C hmı´n{1,1/2+t}‖ϕ‖1+t,Ω
S
≤ C hmı´n{1,1/2+t}
y, finalmente, usando el Lema E.7 y la estimacio´n (4.97),
‖(ϕh −ϕ) · n‖0,ΓIh ≤ C ‖ϕh −ϕ‖1,ΩS ≤ C ‖(z,w)‖h ≤ C hrˆh .
De esta manera, combinando las estimaciones halladas, podremos concluir la prueba. 2
Lema 4.46 Sea
Nh = sup
(x,y)∈E(V(Ω̂))
‖(x,y)‖h=1
sup
(η,ϕ)∈E(V(Ω̂))
‖(η,ϕ)‖h=1
|ah(A(x,y), (η,ϕ))− dh((x,y), (η,ϕ))|.
Existe una constante positiva C tal que
Nh ≤ C hr+rˆh .
Prueba. Igual a la prueba del lema previo, sustituyendo (Πh − I)(η,ϕ) por (η,ϕ) y teniendo en cuenta
que, en este caso,
ρFc
2
∫
Γ
I
div u (η −ϕ) · n = 0.
2
De acuerdo con los resultados de la seccio´n 3.3.4 (ver Teorema 3.29), podemos asegurar que los autovalores
aproximados convergen con orden o´ptimo. Estableceremos este resultado en el siguiente teorema.
Teorema 4.47 Existe una constante positiva C tal que
ma´x
i=1,···,m
|λ− λih| ≤ C hr+rˆh .
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Prueba. Es una consecuencia directa de los Teoremas 4.41-4.44 y de los lemas previos. 2
Observacio´n 4.48 Denotemos por θ y θh a los ma´ximos a´ngulos re-entrantes presentes en los dominios
Ω
F
y Ω
Fh
, respectivamente. Dado que Γ
I
se asumio´ C2 a trozos, tendremos que θh → θ a medida que h→ 0.
Cosecuentemente, sh y sˆh sera´n asinto´ticamente iguales a s y, por lo tanto, rh sera´ asinto´ticamente igual
a r. Concluimos entonces que
l´ım
h→0
rˆh = mı´n{r, α}.
Por otro lado, teniendo en cuenta que los desplazamientos en la estructura son solucio´n del siguiente
problema de elasticidad lineal
−div [σ(w)] + ρ
S
w = ρ
S
g en Ω
S
,
σ(w)n = (ρ
F
c2 div u)n sobre Γ
I
,
σ(w)n
S
= 0 sobre Γ
N
,
w = 0 sobre ΓD ,
tendremos que, para g ∈ L2(ΩS) y (ρFc2 div u)n ∈ L2(ΓI), sera´ α ≥ t [111].
Approximacio´n de la presio´n en la interfaz
En esta seccio´n probaremos que la presio´n aproximada sobre la interfaz converge con el mismo orden que
los desplazamientos.
Sea γh la aproximacio´n de la presio´n ejercida por el fluido sobre la interfaz discreta ΓIh . Denotaremos
por γeh a la extensio´n (continua) de γh a ΩF \ΩFh ∪ΩFh \ΩF definida de manera que sea constante sobre
direcciones normales a Γ
Ih
. Como γh es constante a trozos, tendremos que γ
e
h sera´ constante a trozos
sobre Γ
I
.
Teorema 4.49 Sean (λ, ((u,w), γ)) y (λh, ((uh,wh), γh)) pares propios correspondientes a los problemas
4.27 y 4.30, respectivamente, tales que λh → λ cuando h→ 0 y ‖(ue,we)−(ueh,weh‖h ≤ Chrˆh‖(u,w)‖h,Ω.
Entonces,
‖γ − γeh‖0,ΓI ≤ Chrˆh‖(u,w)‖h,Ω.
Prueba. Sea d˜iv u la extensio´n de la funcio´n div u ∈ H1+s(Ω
F
) a R2 definida como en el Teorema D.4.
Sea γe la restriccio´n de la funcio´n −ρFc2 d˜iv u sobre la interfaz ΓIh . Denotaremos por ζ a la diferencia
γ − γeh|ΓI . Sean ζ y γ las extensiones de ζ y γ a ΓIh , respectivamente, obtenidas segu´n la construccio´n
dada en [47] (ver seccio´n E.2). Es fa´cil comprobar que ζ = γ − γh. Luego, usando los Lemas E.1-E.2,
tendremos
‖ζ‖0,Γ
I
≤ C‖ζ‖0,Γ
Ih
≤ C(‖γ − γe‖0,Γ
Ih
+ ‖γe − γh‖0,Γ
Ih
) ≤ C(hs‖div u‖s,Ω
F
+ ‖γe − γh‖0,Γ
Ih
).
La prueba se completa combinando los argumentos presentados en [34] (ver la prueba del Teorema 8.1
en esa referencia) con las te´cnicas empleadas en la prueba del Lemma E.31 y la estimacio´n anterior. 2
4.3 Dominios curvos y espacios discretos no conformes
4.3.1 El problema de autovalores de Laplace con condiciones de borde de Neumann
En esta seccio´n, analizaremos el problema de autovalores del operador de Laplace definido sobre un
dominio curvo, con condicio´n de borde de Neumann, y su aproximacio´n por un me´todo discontinuo de
Galerkin.
El problema espectral de Laplace definido sobre dominios curvos ya ha sido analizado en varios trabajos
anteriores pero solo usando me´todos conformes. Por ejemplo, en [133, 165, 166, 167] se considera este
problema con condiciones de borde de Dirichlet, en [116], con condiciones de borde de Neumann y en [1],
con condiciones de borde mixtas.
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En la actualidad, no se conocen resultados similares utilizando un me´todo discontinuo de Galerkin.
En 1973, Reed-Hill [148] introdujeron los me´todos discontinuos de Galerkin (DG) como me´todos nume´ri-
cos adecuados para aproximar ecuaciones de tipo hiperbo´lico. Tambie´n en los an˜os 70, pero de manera
totalmente independiente, se propusieron varios me´todos de Galerkin basados en elementos finitos dis-
continuos para aproximar problemas el´ıpticos y parabo´licos [14, 30, 96, 174]. A estos esquemas nume´ricos
se los denomino´ originalmente interior penalty methods (IP) y su desarrollo permanecio´ por muchos an˜os
independiente del desarrollo de los me´todos DG. Actualmente, se cuenta con una teor´ıa unificada que
permite el ana´lisis de una clase muy amplia de me´todos DG para problemas el´ıpticos de segundo orden
[19].
Los me´todos DG tambie´n han sido utilizados para aproximar los espectros del operador de Laplace [12]
y de Maxwell [60]. En ambos trabajos, se asumieron dominios poligonales y condiciones de frontera de
Dirichlet.
Definicio´n del problema continuo
Sea Ω ⊂ R2 un dominio acotado, simplemente conexo, no necesariamente convexo, con un borde Γ := ∂Ω
Lipschitz y suave a trozos. Ma´s au´n, supondremos que Γ es de clase C2 a trozos. Indicaremos con n al
vector unitario en la direccio´n normal al borde Γ, positivamente orientado.
Consideremos el siguiente problema de autovalores:
Encontrar u 6= 0 y µ ∈ R tal que
−4u+ u = µu en Ω,
∂u
∂n
= 0 sobre Γ.
(4.99)
Sean XΩ) := L2(Ω) y V (Ω) := H1(Ω), equipados con las normas usuales. Sean a y b las formas bilineales
definidas por
a(u, v) :=
∫
Ω
∇u · ∇v +
∫
Ω
uv ∀u, v ∈ V (Ω),
b(u, v) :=
∫
Ω
uv ∀u, v ∈ X(Ω).
Claramente, a es continua y coerciva sobre V (Ω) y b es continua sobre X(Ω). No es dif´ıcil comprobar que
el problema (4.99) puede ser re-escrito de la siguiente manera:
Encontrar µ ∈ R y u ∈ V (Ω), u 6= 0, tal que
a(u, v) = µb(u, v) ∀v ∈ V (Ω). (4.100)
Es bien sabido que este problema tiene un conjunto infinito numerable de autovalores, todos positivos y
de multiplicidad finita, sin puntos de acumulacio´n finitos. Escribiremos
1 = µ1 < µ2 ≤ µ3 ≤ · · · ≤ µk ≤ · · · → +∞
donde cada autovalor aparece tantas veces como lo indique su multiplicidad. Adema´s, las funciones propias
correspondientes, {uk}∞k=1, son L2(Ω)-ortogonales y forman una base para H1(Ω).
El operador solucio´n correspondiente al problema de autovalores (4.100) sera´
T : X(Ω) → V (Ω) ↪→ X(Ω)
f 7→ u,
donde u es la solucio´n del siguiente problema fuente:
a(u, v) = b(f, v) ∀v ∈ V (Ω). (4.101)
111
El Teorema de Lax-Milgran garantiza que el operador T estara´ bien definido y sera´ acotado. En efecto,
las propiedades de las formas bilineales aseguran la existencia de una u´nica solucio´n del problema (4.101)
y se verifica
‖u‖V (Ω) ≤ C ‖f‖0,Ω. (4.102)
A causa de la simetr´ıa de las formas bilineales, T es un operador autoadjunto. Adema´s, gracias a la
inclusio´n compacta V (Ω) ↪→ X(Ω), T es un operador compacto. Observemos tambie´n que (µ, u) es un
par propio del operador T si, y solo si, ( 1µ , u) es solucio´n del problema (4.100).
Las soluciones del problema fuente (4.101) satisfacen la propiedad de regularidad el´ıptica; es decir, la
solucio´n u ∈ H1+s(Ω), para algu´n s > 0, y vale la siguiente estimacio´n
‖u‖1+s,Ω ≤ C ‖f‖0,Ω. (4.103)
De acuerdo con [111], los valores posibles de s solo dependen de la geometr´ıa de Ω; s = 1 si Ω es convexo
o, en caso contrario, s = piθ , siendo θ el ma´ximo a´ngulo re-entrante en Ω. Como consecuencia de estos
resultados, las autofunciones uk, del operador T pertenecen al espacio H
1+s(Ω) y satisfacen
‖uk‖1+s,Ω ≤ C ‖uk‖0,Ω. (4.104)
Discretizacio´n del problema
Sean Ωh una aproximacio´n poligonal del dominio Ω y {Th}h>0 una familia de particiones de Ωh en
tria´ngulos. Asumiremos que la familia de particiones satisface todas las propiedades formuladas en la
seccio´n 4.2.
Para una dada particio´n Th de Ωh, sea Eh el conjunto de todos los lados en Th. Dividiremos a este
conjunto como sigue: Eh = EIh ∪ EΓh , siendo EIh := {` ∈ Eh : ` 6⊂ Γ}, el conjunto de los lados internos, y
EΓh := {` ∈ Eh : ` ⊂ Γ}, el conjunto de los lados en el borde.
Como es usual en el ana´lisis de los me´todos DG, introduciremos los espacios de Sobolev quebrados Hm(Th),
m ≥ 1,
Hm(Th) := {u ∈ L2(Ωh) : u|T ∈ Hm(T ) ∀T ∈ Th}.
En este contexto, consideraremos que T es un conjunto abierto para asegurar as´ı que las funciones en
Hm(Th) sean monovaluadas. Los operadores de trazas
[[ · ]] y {·}, introducidos en la seccio´n 5.1, sera´n
utilizados para definir los valores asignados a las funciones en Hm(Th) sobre los lados ` ∈ Eh.
Sea Pk(T ) el espacio de los polinomios de grado menor o igual que k definidos sobre T . Introducimos el
espacio de elementos finitos discontinuos
Vh(Ωh) := {vh ∈ X(Ωh) : vh|T ∈ P1(T ) ∀T ∈ Th} ⊂ H1(Th).
y lo equipamos con la siguiente norma discreta
‖uh‖2Vh(Ωh) := ‖uh‖20,Ωh +
∑
T∈Th
|uh|21,T +
∑
`∈EIh
h−1` ‖
[[
uh
]]‖20,`.
A continuacio´n definiremos un me´todo DG para la discretizacio´n del problema (4.100). Comenzaremos
por introducir las siguientes formas bilineales ah : Vh(Ωh)× Vh(Ωh)→ R y bh : X(Ωh)×X(Ωh)→ R,
ah(uh, vh) :=
∑
T∈Th
∫
T
∇uh · ∇vh +
∫
Ωh
uhvh −
∑
`∈EIh
∫
`
({∇uh} ·
[[
vh
]]
+ {∇vh} ·
[[
uh
]]
)
+α
∑
`∈EIh
h−1`
∫
`
[[
uh
]] · [[vh]] uh, vh ∈ Vh(Ωh),
bh(uh, vh) :=
∫
Ωh
uhvh uh, vh ∈ X(Ωh).
En las expresiones anteriores, h` = |`| y α es un para´metro positivo (interior penalty parameter). En
relacio´n a la continuidad y la coercividad de la forma ah puede probarse el siguiente resultado.
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Lema 4.50 Existen constantes positivas c1, c2 y α0, tales que
- |ah(uh, vh)| ≤ c1‖uh‖Vh(Ωh)‖vh‖Vh(Ωh) ∀uh, vh ∈ Vh(Ωh),
- ah(uh, uh) ≥ c2‖uh‖2Vh(Ωh) ∀α ≥ α0,∀uh ∈ Vh(Ωh).
Prueba. Se obtiene siguiendo los argumentos en [19]. Las constantes solo dependen de los para´metros
que determinan la regularidad de la particio´n. 2
La aproximacio´n del problema (4.100) se define entonces como sigue:
Encontrar µh ∈ R y uh ∈ Vh(Ωh), uh 6= 0, tal que
ah(uh, vh) = µhbh(uh, vh) ∀vh ∈ Vh(Ωh). (4.105)
Observemos que este problema se reduce a un problema de autovalores generalizado que involucra matrices
sime´tricas y definidas positivas. Luego, el problema (4.105) tendra´ un nu´mero finito de pares propios
(µjh, ujh), 1 ≤ j ≤M(h), M(h) = dimVh(Ωh), todos con autovalores positivos. Escribiremos
1 = µ1h < µ2h ≤ µ3h ≤ · · · ≤ µM(h)h,
donde cada autovalor aparece repetido tantas veces como lo indique su multiplicidad.
La versio´n discreta del operador solucio´n T estara´ dada por
Th : X(Ωh) → X(Ωh)
f 7→ uh,
donde uh es la solucio´n del problema
ah(uh, vh) = bh(f, vh) ∀vh ∈ Vh(Ωh). (4.106)
Argumentando como en el caso continuo, podremos asegurar que el problema (4.106) tiene solucio´n u´nica
y que
‖uh‖Vh(Ωh) ≤ C ‖f‖0,Ωh . (4.107)
Consecuentemente, el operador Th estara´ bien definido y estara´ acotado uniformemente en h. Una vez
ma´s, como en el caso continuo, (µh, uh) ∈ R × Vh(Ωh) es un par propio del operador Th si, y solo si,
( 1µh , uh) es solucio´n del problema (4.105).
Aproximacio´n espectral
Para analizar la convergencia de las soluciones del problema (4.105), seguiremos la teor´ıa expuesta en la
seccio´n 3.2.
Nuestro primer objetivo sera´ elegir una norma discreta adecuada para funciones con dominio en Ω̂.
Definimos:
‖ · ‖2h :=
∑
T∈Th
T 6∈Bh
‖ · ‖21,T +
∑
T∈Bh
T id⊂T
‖ · ‖21,T +
∑
T∈Bh
T⊂T id
‖ · ‖21,T id +
∑
`∈EIh
h−1` ‖
[[ · ]]‖20,`.
Observacio´n 4.51 Las siguientes son expresiones equivalentes para la norma ‖·‖h. En estas expresiones,
ωT indicara´ el dominio definido por la diferencia T \ T id o T id \ T , segu´n corresponda. Tendremos
‖ · ‖2h = ‖ · ‖2h,Ωh +
∑
T∈Bh
T⊂T id
‖ · ‖21,ωT :=
∑
T∈Th
‖ · ‖21,T +
∑
`∈EIh
h−1` ‖
[[ · ]]‖20,` +∑
T∈Bh
T⊂T id
‖ · ‖21,ωT ,
‖ · ‖2h = ‖ · ‖2h,Ω +
∑
T∈Bh
T id⊂T
‖ · ‖21,ωT :=
∑
T∈Th
‖ · ‖21,T id +
∑
`∈EIh
h−1` ‖
[[ · ]]‖20,` +∑
T∈Bh
T id⊂T
‖ · ‖21,ωT .
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Por su definicio´n, la norma ‖ · ‖h satisface todos las propiedades requeridas. En particular,
si v|Ω ∈ V (Ω) entonces ‖v‖h,Ω = ‖v‖V (Ω).
Nuestro pro´ximo objetivo sera´ definir los operadores de extensio´n P y Ph.
Para las funciones en los espacios del continuo, consideraremos una extensio´n que preserve la regularidad
de las funciones originales, como la definida en la seccio´n D; es decir, dentificaremos al operador P con
el operador de extensio´n de Stein. Luego, en virtud del Teorema (D.4), tendremos
- P : V (Ω)→ V (Ω̂), u 7→ ue,
- ue|Ω = u,
- ‖ue‖0,Ω̂ ≤ ‖ue‖h ≤ C ‖u‖V (Ω).
Para las funciones en los espacios discretos, consideraremos la extensio´n natural definida en D.8. Defini-
remos a Ph como el operador que realiza esta extensio´n. A partir del Lema D.9, es claro que
- Ph : Vh(Ωh)→ X(Ω̂), uh 7→ ueh,
- ueh|Ωh = uh,
- ‖ueh‖0,Ω̂ ≤ ‖ueh‖h ≤ C ‖uh‖Vh(Ωh).
Para cada aproximacio´n Ωh, definimos los espacios
V e(Ω̂) := P(V (Ω)) ⊂ V (Ω̂),
V eh (Ω̂) := Ph(Vh(Ωh)) ⊂ X(Ω̂),
W (Ω̂) := (V e + V eh )(Ω̂).
Equipamos al espacio suma W (Ω̂) con la norma ‖ · ‖h. Es claro que,
‖v‖h ' ‖v‖V (Ω̂) ∀v ∈ V (Ω̂),(
W (Ω̂), ‖ · ‖h
)
↪→
(
X(Ω̂), | · |X(Ω̂)
)
uniformemente en h.
Definiremos a continuacio´n los operadores que usaremos para analizar la convergencia de las soluciones
del problema (4.105) hacia las soluciones del problema continuo (4.100).
Procediendo como en la seccio´n 3.2, definimos
A : X(Ω̂) → V e(Ω̂) ⊂W (Ω̂) ↪→ X(Ω̂)
x 7→ ue = P ◦T(x|Ω),
Ah : X(Ω̂) → V eh (Ω̂) ⊂W (Ω̂) ↪→ X(Ω̂)
x 7→ ueh = Ph ◦Th(x|Ωh).
De acuerdo con los resultados de la seccio´n 3.2, ambos operadores son lineales y esta´n acotados unifor-
memente en la norma ‖ · ‖h.
El pro´ximo paso sera´ probar que se satisfacen las propiedades P1 y P2 sobre los espacios discontinuos
Vh(Ωh).
Sea λ = 1µ un autovalor fijo de A, con multiplicidad algebraica igual a m. Sea Eλ(W(Ω̂)) el espacio
propio de A correspondiente a λ.
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Teorema 4.52 (P1) Para cada autofuncio´n ue de A asociada a λ, existe una constante C, estrictamente
positiva, tal que
ı´nf
vh∈Vh(Ωh)
|ue − veh|X(Ω̂) ≤ C h1+s‖u‖0,Ω,
ı´nf
vh∈Vh(Ωh)
‖ue − veh‖h ≤ C hs‖u‖0,Ω.
Prueba. Como ue ∈ H1+s(Ω̂), ue ∈ C0(Ω̂). Luego, la interpolada lineal de Lagrange de ue|Ωh , uI , estara´
bien definida. Ma´s au´n, uI ∈ Vh(Ωh) ∩ H1(Ωh). Sea ueI = PhuI . Denotando ωT al conjunto T id \ T ,
tendremos
‖ue − ueI‖20,Ω̂ = ‖ue − uI‖20,Ωh +
∑
T∈Bh
T⊂T id
‖u− ueI‖20,ωT .
Para h suficientemente chico, el segundo te´rmino en el lado derecho de la expresio´n anterior estara´ acotado
por el primer te´rmino ma´s un te´rmino de orden superior. En efecto, usando el Lema D.7 (caso T ⊂ T id)
y el Lema D.9 (ya que ueI es lineal a trozos) tendremos
‖u− ueI‖20,ωT ≤ C
(
‖u− uI‖0,T + h2T ‖u− ueI‖1,T id
)2
≤ C
(
‖u− uI‖20,T + h4T ‖u− ueI‖20,ωT + h4T |u|21,T id + h4T |ueI |21,T id
)
≤ C
(
‖u− uI‖20,T + h4T ‖u− ueI‖20,ωT + h4T |u|21,T id + h4T |uI |21,T
)
≤ C
(
‖u− uI‖20,T + h4T ‖u− ueI‖20,ωT + h4T |u|21,T id + h4T
(
|u− uI |21,T + |u|21,T
))
.
Es claro que, para hT suficientemente chico, se obtiene
‖u− ueI‖20,ωT ≤ C
(
‖u− uI‖20,T + h4T |u− uI |21,T + h4T |u|21,T id
)
.
Sumando sobre todos los tria´ngulos en el borde tales que T ⊂ T id y usando resultados de interpolacio´n
standard, concluimos que
‖ue − ueI‖20,Ω̂ ≤ C h1+s‖u‖1+s,Ω.
Pasaremos ahora a analizar la aproximacio´n en la norma ‖·‖h. Observemos que, gracias al resultado recie´n
obtenido para la norma ‖ · ‖0,Ω̂ y a la definicio´n de la norma ‖ · ‖h, solo nos resta acotar los siguientes
te´rminos:
|ue − uI |21,Ωh +
∑
T∈Bh
T⊂T id
|u− ueI |21,ωT . (4.108)
Procediendo como en el caso anterior; es decir, usando los Lemas D.7 (caso T ⊂ T id) y D.9, obtendremos
|u− ueI |21,ωT ≤ C
(
‖∇(u− uI)‖0,T + h2sT ‖∇(u− ueI)‖s,T id
)2
≤ C
(
‖∇(u− uI)‖20,T + h4sT ‖∇(u− ueI)‖2s,T id
)
≤ C
(
‖∇(u− uI)‖20,T + h4sT
(
‖∇u‖2s,T id + ‖∇uI‖20,T
))
≤ C
(
‖∇(u− uI)‖20,T + h4sT
(
‖∇u‖2s,T id + ‖∇(u− uI)‖20,T + ‖∇u‖20,T
))
.
Luego, combinando estas desigualdades, podremos escribir
|u− ueI |21,ωT ≤ C
(
|u− uI |21,T + h4sT ‖∇u‖2s,T id
)
.
Reemplazando esta expresio´n en la ecuacio´n (4.108), sumando sobre todos los tria´ngulos en el borde tales
que T ⊂ T id y usando resultados de interpolacio´n standard, tendremos
‖ue − ueI‖2h ≤ C
(
‖ue − ueI‖20,Ω̂ + |ue − uI |21,Ωh + h4s‖u‖21+s,Ω
)
≤ C h2s‖u‖21+s,Ω.
Terminamos la prueba, invocando la estimacio´n (4.104), eligiendo vh = uI y tomando el ı´nfimo con
respecto a vh ∈ Vh(Ωh). 2
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Teorema 4.53 (P2) Para todo f ∈ Vh(Ωh), existe una constante positiva C, tal que
‖(A−Ah)fe‖h ≤ C hs‖f‖0,Ω̂.
Prueba. Dada f ∈ Vh(Ωh), sean ue = Afe y ueh = Ahfe. Entonces,
‖ue − ueh‖2h = ‖ue − uh‖2h,Ωh +
∑
T∈Bh
T⊂T id
‖u− ueh‖21,ωT .
Procediendo exactamente igual a como procedimos en la prueba del teorema anterior, obtendremos la
siguiente estimacio´n, va´lida para h suficientemente chico,∑
T∈Bh
T⊂T id
‖u− ueh‖21,ωT ≤ C
(
‖ue − uh‖2h,Ωh + h4s‖u‖21+s,Ω
)
.
Sea uI la interpolada lineal de Lagrange de u
e|Ωh . A partir del Lema 4.50, tendremos
c2‖uI − uh‖2h,Ωh ≤ ah(uI − uh, uI − uh) = ah(uI − ue, uI − uh) + ah(ue − uh, uI − uh).
Ahora, como uI − ue es una funcio´n continua sobre Ωh, la definicio´n de ah nos conduce directamente a∣∣∣ah(uI − ue, uI − uh)∣∣∣ ≤ ∑
T∈Th
‖uI − ue‖1,T ‖uI − uh‖1,T +
∣∣∣ ∑
`∈EIh
∫
`
{∇(uI − ue)} ·
[[
uI − uh
]]∣∣∣.
Teniendo en cuenta que uI − ue|T ∈ H1+s(T ), podremos aplicar una desigualdad de trazas local para
obtener
‖∇(uI − ue)‖0,` ≤ C
(
h−1` ‖∇(uI − ue)‖20,T + h2s−1` |∇(uI − ue)|2s,T
)1/2
.
A partir de esta estimacio´n, tendremos∣∣∣ ∑
`∈EIh
∫
`
∇(uI − ue) ·
[[
uI − uh
]]∣∣∣ ≤ C (‖∇(uI − ue)‖0,Ωh + hs‖u‖1+s,Ω)( ∑
`∈EIh
h−1` ‖
[[
uI − uh
]]‖20,`)1/2.
Luego, usando resultados de interpolacio´n standard,∣∣∣ah(uI − ue, uI − uh)∣∣∣ ≤ C hs‖u‖1+s,Ω‖uI − uh‖h,Ωh .
Combinando todas las estimaciones anteriores y usando la estimacio´n (4.103), obtendremos finalmente
‖uI − uh‖h,Ωh ≤ C
(
hs‖fe‖0,Ω + sup
wh∈Vh(Ωh)
ah(u
e − uh, wh)
‖wh‖h,Ωh
)
.
En lo que sigue, acotaremos el te´rmino de consistencia restante. Observemos que este te´rmino aparece
u´nicamente debido a la discrepancia entre Ω y Ωh (ver, e.g., [57]).
Observemos primero que u, solucio´n del problema variacional (4.106), tambie´n es solucio´n del siguiente
problema fuerte:
−4u+ u = fe en Ω,
∂u
∂n
= 0 sobre Γ.
Sea ωT el conjunto definido por T \ T id o T id \ T , segu´n corresponda. Usando la definicio´n de ah, la
definicio´n del problema discreto (4.106) e integrando por partes, tendremos
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ah(u
e − uh, wh) = ah(ue, wh)− ah(uh, wh)
=
∑
T∈Th
∫
T
∇ue · ∇wh +
∑
T∈Th
∫
T
uewh −
∑
`∈EIh
∫
`
{∇u} · [[wh]]− ∫
Ωh
fwh
=
∑
T∈Th
∫
T id
∇u · ∇weh +
∑
T∈Th
∫
T id
uweh −
∑
`∈EIh
∫
`
{∇u} · [[wh]]− ∫
Ωh
fwh
+
∑
T∈Bh
T id⊂T
∫
ωT
(∇ue · ∇wh + uewh)−
∑
T∈Bh
T⊂T id
∫
ωT
(∇u · ∇weh + uweh)
=
∑
T∈Th
(∫
T id
(−4u+ u)weh +
∫
∂T id
∂u
∂n
weh
)
−
∑
`∈EIh
∫
`
{∇u} · [[wh]]− ∫
Ωh
fwh
+
∑
T∈Bh
T id⊂T
∫
ωT
(∇ue · ∇wh + uewh)−
∑
T∈Bh
T⊂T id
∫
ωT
(∇u · ∇weh + uweh)
=
∫
Ω
feweh +
∑
T∈Th
∫
∂T id
∂u
∂n
weh −
∑
`∈EIh
∫
`
{∇u} · [[wh]]− ∫
Ωh
fwh
+
∑
T∈Bh
T id⊂T
∫
ωT
(∇ue · ∇wh + uewh)−
∑
T∈Bh
T⊂T id
∫
ωT
(∇u · ∇weh + uweh),
No es dif´ıcil probar (seguiremos aqu´ı los argumentos en [57]) que∑
T∈Th
∫
∂T id
∂u
∂n
weh −
∑
`∈EIh
∫
`
{∇u} · [[wh]] = 0. (4.109)
En efecto, la regularidad de u (u ∈ H1(Ω) y 4u ∈ L2(Ω)) implica que ∇u · n es continua a trave´s de
cada lado interior de la particio´n. Adema´s, ∇u · n = 0 sobre cada lado curvo incluido en Γ. Dado ` ∈ EIh,
denotaremos por T `1 y T
`
2 a los elementos de la particio´n que comparten a `; es decir, ` = ∂T
`
1 ∩ ∂T `2 . Un
ca´lculo directo nos conduce a∑
T∈Th
∫
∂T id
∂u
∂n
weh =
∑
`∈EIh
∫
`
∇u · n (wh|T `2 − wh|T `1 ) =
∑
`∈EIh
∫
`
{∇u} · [[wh]].
Como consecuencia de estos resultados, solo faltara´ acotar los siguientes te´rminos para completar la
prueba del teorema:∑
T∈Bh
T id⊂T
∫
ωT
(∇ue · ∇wh + uewh − fwh)−
∑
T∈Bh
T⊂T id
∫
ωT
(∇u · ∇weh + uweh − feweh).
A partir de la desigualdad de Cauchy-Schwarz, la definicio´n de la norma ‖ · ‖h y usando el Lema D.9,
tendremos
I=
∣∣∣∣∣∣∣∣
∑
T∈Bh
T id⊂T
∫
ωT
∇ue · ∇wh −
∑
T∈Bh
T⊂T id
∫
ωT
∇u · ∇weh
∣∣∣∣∣∣∣∣ ≤ (‖∇u
e‖0,Ωh\Ω + ‖∇u‖0,Ω\Ωh)‖wh‖h,Ωh ,
II=
∣∣∣∣∣∣∣∣
∑
T∈Bh
T id⊂T
∫
ωT
uewh −
∑
T∈Bh
T⊂T id
∫
ωT
uweh
∣∣∣∣∣∣∣∣ ≤ (‖u
e‖0,Ωh\Ω + ‖u‖0,Ω\Ωh)‖wh‖0,Ωh ,
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III=
∣∣∣∣∣∣∣∣
∑
T∈Bh
T id⊂T
∫
ωT
fwh −
∑
T∈Bh
T⊂T id
∫
ωT
feweh
∣∣∣∣∣∣∣∣ ≤ ‖f‖0,Ωh(‖wh‖0,Ωh\Ω + ‖w
e
h‖0,Ω\Ωh).
Usando el Lemma D.6 y las estimaciones (D.4) y (4.103), obtendremos
I + II ≤ C hs‖u‖1+s,Ω‖wh‖h,Ωh ≤ C hs‖fe‖0,Ω‖wh‖h,Ωh .
Para acotar el u´ltimo te´rmino, usaremos el operador de post-procesamiento (definido en la seccio´n 5.1)
Rh : Vh(Ωh)→ V ch (Ωh) ⊂ H1(Ωh). Sea zh = Rhwh. Entonces, usando los Lemas D.6 y 5.2, tendremos
‖wh‖20,Ωh\Ω ≤ 2(‖wh − zh‖20,Ωh\Ω + ‖zh‖20,Ωh\Ω) ≤ C (‖wh − zh‖20,Ωh + h2‖zh‖21,Ωh) ≤ C h2‖wh‖2h,Ωh .
De manera ana´loga, usando los Lemas D.6, D.9 y 5.2,
‖weh‖20,Ω\Ωh ≤ 2(‖weh − zeh‖20,Ω\Ωh + ‖zeh‖20,Ω\Ωh) ≤ C (‖weh − zeh‖20,Ω + h2‖zeh‖21,Ω)
≤ C (‖wh − zh‖20,Ωh + h2‖zh‖21,Ωh) ≤ C h2‖wh‖2h,Ωh .
As´ı, llegamos al siguiente resultado:
III ≤ C h‖f‖0,Ωh‖wh‖h,Ωh .
Finalmente, colectando las estimaciones anteriores, tendremos
|ah(ue − uh, wh)|
‖wh‖h,Ωh
≤ C hs‖f‖0,Ωh ,
resultado que nos permite concluir la prueba. 2
De acuerdo con los resultados de las secciones 3.3.1-3.3.2, podemos asegurar que para cada autovalor
aislado λ de A, con multiplicidad igual a m, existen exactamente m autovalores λ1h, · · ·, λmh (repetidos
tantas veces lo indiquen sus respectivas multiplicidades) de Ah que convergen a λ cuando h tiende a cero.
Ma´s au´n, el me´todo converge libre de modos espurios.
Para establecer el orden con el que convergen los pares autofuncio´n/autovalor del problema aproximado,
seguiremos la linea argumental de la seccio´n 3.3.3.
Consideremos el subespacio de W (Ω̂) definido por
Wλ(Ω̂) := Eλ(W (Ω̂)) + V
e
h (Ω̂)
y lo equipamos con la siguiente norma
‖ · ‖2∗ := ‖ · ‖2h +
∑
T∈Th
T 6∈Bh
h2sT | · |21+s,T +
∑
T∈Bh
T id⊂T
h2sT | · |21+s,T +
∑
T∈Bh
T⊂T id
h2sT | · |21+s,T id .
Restringida a funciones vh ∈ V eh (Ωh), esta norma es equivalente a la norma ‖·‖h gracias a las propiedades
del operador Ph. Lo mismo sucede para funciones v ∈ Eλ(W (Ω̂)). Observemos que, en este caso, las
propiedades de P esta´n basadas en la estimacio´n (4.104).
Una propiedad importante de la norma ‖ · ‖∗ (puede probarse siguiendo los argumentos en [19]) es la
siguiente:
ah(u|Ωh , v|Ωh) ≤ C ‖u‖∗,Ωh‖v‖∗,Ωh ∀u, v ∈Wλ(Ω̂),
donde C es una constante positiva que solo depende de la regularidad de Th.
Teorema 4.54 (P3) Para cada autofuncio´n ue de A asociada a λ, existe una constante C, estrictamente
positiva, tal que
ı´nf
vh∈Vh(Ωh)
‖ue − veh‖∗ ≤ C hs‖u‖0,Ω.
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Prueba. Argumentando como en la prueba del Teorema 4.52, sabemos que uI , la interpolada lineal de
Lagrange de ue|Ωh , esta´ bien definida. Sea ωT = T id \ T . A partir de la definicio´n de la norma ‖ · ‖∗,
teniendo en cuenta que ∇uI |T ∈ P0(T ) y las propiedades del operador Ph,
‖ue − ueI‖2∗ = ‖ue − ueI‖2h +
∑
T∈Th
h2sT |ue − uI |21+s,T +
∑
T∈Bh
T⊂T id
h2sT |u− ueI |21+s,ωT
≤ C
(
‖ue − ueI‖2h + h2s |ue|21+s,Ω̂
)
.
Terminamos la prueba aplicando los Teoremas 4.52 y D.4 y la estimacio´n (4.104). 2
Teorema 4.55 (P4) Existe una constante positiva C tal que
‖(A−Ah)ue‖∗ ≤ C hs‖u‖0,Ω ∀ue ∈ Eλ(W (Ω̂)).
Prueba. Para ue ∈ Eλ(W (Ω̂)), la solucio´n we = Aue ∈ H1+s(Ω̂). Por lo tanto, podemos proceder como
en la prueba del Teorema 4.53, con fe sustituida por ue, para obtener
‖(A−Ah)ue‖h ≤ C hs‖u‖0,Ω.
Sea ωT el conjunto T
id \ T . A partir de la definicio´n de la norma ‖ · ‖∗, tendremos
‖(A−Ah)ue‖2∗ = ‖(A−Ah)ue‖2h +
∑
T∈Th
h2sT |(A−Ah)ue|21+s,T +
∑
T∈Bh
T⊂T id
h2sT |(A−Ah)ue|21+s,ωT .
Teniendo en cuenta que Ahu
e ∈ V eh (Ωh), los mismos argumentos que los utilizados en la prueba del
Teorema 4.54 nos conducen directamente a las siguientes estimaciones∑
T∈Th
|(A−Ah)ue|21+s,T +
∑
T∈Bh
T⊂T id
|(A−Ah)ue|21+s,ωT ≤ |Aue|21+s,Ω̂,
|Aue|1+s,Ω̂ ≤ C ‖Au‖1+s,Ω ≤ C(λ)‖u‖0,Ω.
Concluiremos la prueba combinando las estimaciones anteriores. 2
Teorema 4.56 (P5) Para toda autofuncio´n u de A asociada a λ existe una constante C, estrictamente
positiva, tal que
‖u‖h,Ω\Ωh + ‖u‖h,Ωh\Ω + ‖u‖∗,Ωh\Ω ≤ C hs‖u‖0,Ω.
Prueba. Es consecuencia directa de la regularidad de las autofunciones del operador A. En efecto, a
partir del Lema D.6 y de la estimacio´n (4.104), tendremos
‖u‖h,Ω\Ωh = ‖u‖1,Ω\Ωh ≤ C hs‖u‖1+s,Ω ≤ C hs‖u‖0,Ω.
Procediendo de manera ana´loga, usando el Teorema D.4 y la estimacio´n (4.104),
‖u‖h,Ωh\Ω ≤ C hs‖u‖0,Ω.
Finalmente, sea ωT = T \T id. Usando nuevamente las propiedades de la extensio´n (ver Teorema D.4), es
inmediato que ∣∣∣∣∣∣∣∣
∑
T∈Bh
T id⊂T
h2sT |u|21+s,ωT
∣∣∣∣∣∣∣∣ ≤ C h
2s‖u‖21+s,Ω.
A partir de estos resultados y de la definicio´n de la norma ‖ · ‖∗, es claro que
‖u‖∗,Ωh\Ω ≤ C hs‖u‖0,Ω.
As´ı, concluimos la prueba. 2
De acuerdo con los resultados de la seccio´n 3.3.3, podemos asegurar que existen constantes positivas C y
h0 tales que, si h < h0, entonces
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para cada uh ∈ Eλh(V eh (Ω̂)), dist(uh,Eλ(W (Ω̂))) ≤ C hs‖uh‖h,
para cada u ∈ Eλ(W (Ω̂)), dist(u,Eλh(V eh (Ω̂))) ≤ C hs‖u‖h,
con la distancia siendo medida en la norma ‖ · ‖h.
Para establecer el orden con el que convergen los autovalores necesitamos estimar los siguientes te´rminos
de consistencia
Mh = sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈Eλ(W (Ω̂))
‖y‖h=1
|ah(Ax,Πhy − y)− bh(x,Πhy − y)|,
Nh = sup
x∈Eλ(W (Ω̂))
‖x‖h=1
sup
y∈Eλ(W (Ω̂))
‖y‖h=1
|ah(Ax, y)− bh(x, y)|,
donde Πh es el operador de proyeccio´n definido por{
Πhx = Phxh
ah(x− xh, yh) = 0 ∀yh ∈ V eh (Ωh).
Lema 4.57 Existe una constante C, estrictamente positiva, tal que
Mh ≤ C h2s.
Prueba. Sea x ∈ Eλ(W (Ω̂)) con ‖x‖h = 1. Sea u = Tx. Sabemos que u ∈ H1+s(Ω) y, adema´s,
‖ue‖1+s,Ω̂ ≤ C ‖u‖1+s,Ω ≤ C ‖x‖0,Ω ≤ C.
Testeando (4.101) con funciones suficientemente suaves, concluiremos que u es solucio´n del siguiente
problema fuerte:
−4u+ u = x en Ω,
∂u
∂n
= 0 sobre Γ.
(4.110)
Sea y ∈ Eλ(W (Ω̂)) con ‖y‖h = 1. Sea yh = Πhy. Claramente, ŷ = y − yh ∈ Wλ(Ω̂). Multiplicando la
ecuacio´n (4.110) por ŷ e integrando por partes, tendremos∑
T∈Th
(∫
T id
∇u · ∇ŷ −
∫
∂T id
∂u
∂n
ŷ
)
+
∫
Ω
uŷ =
∫
Ω
xŷ.
Denotemos por ωT al conjunto T
id \T o T \T id, segu´n corresponda. Usando (4.109) y teniendo en cuenta
que u es una funcio´n continua sobre Ω, la expresio´n anterior tambie´n puede escribirse de la siguiente
manera
ah(u
e, ŷ) +
∑
T∈Bh
T⊂T id
∫
ωT
(∇u · ∇ŷ + uŷ)−
∑
T∈Bh
T id⊂T
∫
ωT
(∇ue · ∇ŷ + ueŷ) =
∫
Ω
xŷ.
A partir de la ecuacio´n anterior, es inmediato que
ah(u
e, ŷ)− bh(x, ŷ) =
∑
T∈Bh
T⊂T id
∫
ωT
(xŷ −∇u · ∇ŷ − uŷ)−
∑
T∈Bh
T id⊂T
∫
ωT
(xŷ −∇ue · ∇ŷ − ueŷ).
Usando la desigualdad de Cauchy-Schwarz, las propiedades de la extensio´n (ver Teorema D.4) y que
x ∈ Eλ(W (Ω̂)), tendremos∣∣∣∣∣
∫
Ω\Ωh
xŷ −
∫
Ωh\Ω
xŷ
∣∣∣∣∣ ≤ C h1+s‖x‖1+s,Ω̂‖ŷ‖0,Ω̂ ≤ C h1+s‖x‖0,Ω̂‖ŷ‖0,Ω̂,∣∣∣∣∣
∫
Ω\Ωh
uŷ −
∫
Ωh\Ω
ueŷ
∣∣∣∣∣ ≤ C h1+s‖ue‖1+s,Ω̂‖ŷ‖0,Ω̂ ≤ C h1+s‖x‖0,Ω̂‖ŷ‖0,Ω̂,
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∣∣∣∣∣∣∣∣
∑
T∈Bh
T⊂T id
∫
ωT
∇u · ∇ŷ −
∑
T∈Bh
T id⊂T
∫
ωT
∇ue · ∇ŷ
∣∣∣∣∣∣∣∣ ≤ C h
s‖ue‖1+s,Ω̂‖ŷ‖h.
Finalmente, del Lema 3.21,
‖ŷ‖h = ‖(I−Πh)y‖h ≤ ‖(I−Πh)y‖∗ ≤ C γ1h‖y‖h ≤ C hs,
estimacio´n que nos permite concluir la prueba. 2
Lema 4.58 Existe una constante C, estrictamente positiva, tal que
Nh ≤ C h2s.
Prueba. Es igual a la prueba del lema anterior, cambiando ŷ por y ∈ H1+s(Ω̂). 2
De acuerdo con los resultados de la seccio´n 3.3.4, podemos asegurar que existen constantes positivas C y
h0 tales que, si h < h0,
|λ− λih| ≤ C h2s i = 1, · · ·,m.
Estimaciones de orden superior
En esta seccio´n probaremos estimaciones del error en la aproximacio´n DG de las funciones propias del
operador A en la norma | · |X(Ω̂).
Observemos que, como consecuencia del Teorema 4.53 y de la inclusio´n continua W (Ω̂) ↪→ X(Ω̂), vale la
siguiente estimacio´n
|(A−Ah)fe|X(Ω̂) ≤ C hs‖f‖0,Ωh ∀f ∈ Vh(Ωh).
El siguiente lema prueba que el orden de convergencia es mayor cuando el te´rmino fuente pertenece al
autoespacio asociado con λ.
Lema 4.59 Para f ∈ Eλ(W (Ω̂)) vale la siguiente estimacio´n
|(A−Ah)f |X(Ω̂) ≤ C h2s‖f‖0,Ω̂.
Prueba. Dada f ∈ Eλ(W (Ω̂)), sean ue = Af , ueh = Ahf y eh := ue − ueh ∈ X(Ω̂). Como es usual en los
argumentos de dualidad, consideraremos el siguiente problema auxiliar
−4w + w = eh en Ω,
∂w
∂n
= 0 sobre Γ.
(4.111)
Sabemos que la solucio´n w ∈ H1+s(Ω) y, adema´s,
‖w‖1+s,Ω ≤ C ‖eh‖0,Ω. (4.112)
Sea wI ∈ V ch (Ωh) la solucio´n del problema discreto conforme∫
Ωh
∇wI · ∇vh +
∫
Ωh
wIvh =
∫
Ωh
ehvh ∀vh ∈ V ch (Ωh).
En este caso, tendremos
‖w − weI‖1,Ω ≤ C hs‖eh‖0,Ω. (4.113)
La estimacio´n anterior puede obtenerse siguiendo los mismos argumentos que los usados en la prueba del
Teorema 4.53 o, directamente, del Lema 3.6 en [116].
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Sea ωT el conjunto T \ T id o T id \ T , segu´n corresponda. A partir del problema (4.111) e integrando por
partes
‖eh‖20,Ω =
∑
T∈Th
(∫
T id
∇w · ∇eh −
∫
∂T id
∂w
∂n
eh
)
+
∫
Ω
weh
=
∑
T∈Th
(∫
T
∇(we − wI) · ∇eh −
∫
∂T
∂w
∂n
eh
)
+
∫
Ωh
(we − wI)eh
+
∑
T∈Bh
T⊂T id
∫
ωT
(
∇w · ∇eh + weh
)
−
∑
T∈Bh
T id⊂T
∫
ωT
(
∇we · ∇eh + weeh
)
+
∑
T∈Th
∫
T
∇wI · ∇eh +
∫
Ωh
wIeh.
Como u y uh son solucio´n de los problemas (4.101) y (4.106), respectivamente, y teniendo en cuenta que
wI ∈ Vh(Ωh) ∩H1(Ωh), tendremos ∫
Ω
∇u · ∇weI +
∫
Ω
uweI =
∫
Ω
fweI ,
∑
T∈Th
∫
T
∇uh · ∇wI +
∫
Ωh
uwI +
∑
`∈EIh
∫
`
{∇wI}
[[
uh
]]
=
∫
Ωh
fwI .
Combinando las dos ecuaciones anteriores, llegaremos a∑
T∈Th
∫
T
∇wI · ∇eh +
∫
Ωh
wIeh =
∫
Ω
fweI −
∫
Ωh
fwI −
∑
`∈EIh
∫
`
{∇wI}
[[
uh
]]
−
∑
T∈Bh
T⊂T id
∫
ωT
(
∇u · ∇weI + uweI
)
+
∑
T∈Bh
T id⊂T
∫
ωT
(
∇ue · ∇wI + uewI
)
.
Procediendo como en la prueba del Lema 4.53, encontramos∑
T∈Th
∫
∂T
∂w
∂n
eh =
∑
`∈EIh
∫
`
{∇w}[[u− uh]].
Luego, reemplazando las dos u´ltimas expresiones en la ecuacio´n del error, obtendremos
‖eh‖20,Ω =
∑
T∈Th
∫
T
(
∇(we − wI) · ∇eh + (we − wI)eh
)
+
∑
`∈EIh
∫
`
{∇(w − wI)}
[[
eh
]]
+
∑
T∈Bh
T⊂T id
∫
ωT
(
∇w · ∇eh + weh
)
−
∑
T∈Bh
T id⊂T
∫
ωT
(
∇we · ∇eh + weeh
)
−
∫
Ω\Ωh
(
∇u · ∇weI + uweI
)
+
∫
Ωh\Ω
(
∇ue · ∇wI + uewI
)
+
∫
Ω\Ωh
fweI −
∫
Ωh\Ω
fwI .
A continuacio´n, acotaremos los te´rminos que aparecen en el lado derecho de la ecuacio´n anterior por
separado.
Usando la desigualdad de Cauchy-Schwarz y la definicio´n de la norma ‖ · ‖h, es inmediato que∣∣∣∣∣ ∑
T∈Th
∫
T
(
∇(we − wI) · ∇eh + (we − wI)eh
)∣∣∣∣∣ ≤ ‖we − wI‖1,Ωh‖eh‖h,Ωh .
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Argumentando como en la prueba del Teorema 4.53, obtendremos∣∣∣∣∣∣
∑
`∈EIh
∫
`
{∇(w − wI)}
[[
eh
]]∣∣∣∣∣∣ ≤ C
(
‖∇(we − wI)‖0,Ωh + hs‖w‖1+s,Ω
)( ∑
`∈EIh
h−1` ‖
[[
eh
]]‖20,`)1/2
≤ C
(
‖we − wI‖1,Ωh + hs‖w‖1+s,Ω
)
‖eh‖h.
Usando la desigualdad de Cauchy-Schwarz y el Lema D.6, tendremos∣∣∣∣∣
∫
Ω\Ωh
fweI
∣∣∣∣∣ =
∣∣∣∣∣
∫
Ω\Ωh
f(weI − w) +
∫
Ω\Ωh
fw
∣∣∣∣∣ ≤ ‖f‖0,Ω\Ωh(‖w − weI‖0,Ω\Ωh + ‖w‖0,Ω\Ωh)
≤ C h‖f‖1+s,Ω
(
‖w − weI‖0,Ω + h‖w‖1+s,Ω
)
,∣∣∣∣∣
∫
Ωh\Ω
fwI
∣∣∣∣∣ ≤ C h‖f‖1+s,Ω̂(‖we − weI‖0,Ω̂ + h‖w‖1+s,Ω),∣∣∣∣∣
∫
Ω\Ωh
(
∇u · ∇weI + uweI
)∣∣∣∣∣ =
∣∣∣∣∣
∫
Ω\Ωh
(
∇u · ∇(weI − w) + u(weI − w) +∇u · ∇w + uw
)∣∣∣∣∣
≤ ‖u‖1,Ω\Ωh
(
‖w − weI‖1,Ω\Ωh + ‖w‖1,Ω\Ωh
)
≤ C hs‖u‖1+s,Ω
(
‖w − weI‖1,Ω + hs‖w‖1+s,Ω
)
,∣∣∣∣∣
∫
Ωh\Ω
(
∇ue · ∇wI + uewI
)∣∣∣∣∣ ≤ C hs‖u‖1+s,Ω(‖we − weI‖1,Ω̂ + hs‖w‖1+s,Ω),∣∣∣∣∣∣∣∣
∑
T∈Bh
T⊂T id
∫
ωT
(
∇w · ∇eh + weh
)∣∣∣∣∣∣∣∣ ≤ ‖w‖1,Ω\Ωh‖u
e − ueh‖h,Ω̂ ≤ C hs‖w‖1+s,Ω‖ue − ueh‖h,Ω̂,
∣∣∣∣∣∣∣∣
∑
T∈Bh
T id⊂T
∫
ωT
(
∇we · ∇eh + weeh
)∣∣∣∣∣∣∣∣ ≤ ‖w
e‖1,Ωh\Ω‖ue − ueh‖h,Ω̂ ≤ C hs‖w‖1+s,Ω‖ue − ueh‖h,Ω̂.
Combinando las estimaciones anteriores con el Teorema 4.55, las estimaciones (4.112), (4.113), (4.103) y
teniendo en cuenta que f pertenece al espacio propio asociado con λ (vale ls estimacio´n (4.104)), podremos
escribir
‖eh‖20,Ω ≤ C
(
h2s‖eh‖0,Ω + hs‖we − wI‖0,Ωh\Ω + hs‖∇(we − wI)‖0,Ω̂
)
‖f‖0,Ω. (4.114)
Ahora, utilizando los Lemas D.6 y D.9 y las estimaciones (4.112)-(4.113), tendremos
‖we − wI‖20,Ωh\Ω ≤ 2
(
‖we‖20,Ωh\Ω + ‖wI‖20,Ωh\Ω
)
≤ C
(
h2(1+s)‖w‖21+s,Ω + h2‖wI‖21,Ωh
)
≤ C
(
h2(1+s)‖w‖21+s,Ω + h2‖weI‖21,Ω
)
≤ C h2
(
‖w‖21+s,Ω + ‖w − weI‖21,Ω
)
≤ C h2‖eh‖20,Ω.
A partir del Lema D.7 (caso T id ⊂ T ), llegamos a
‖∇(we − wI)‖20,ωT ≤ C
(
‖∇(w − weI)‖0,T id + h2sT ‖∇(we − wI)‖s,T
)2
≤ C
(
‖∇(w − weI)‖20,T id + h4sT ‖∇(we − wI)‖20,T + h4sT |we|2s,T
)
.
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Sumando sobre todos los tria´ngulos en el borde, tales que T id ⊂ T , y teniendo en cuenta las propiedades
de la extensio´n,
‖∇(we − wI)‖20,Ωh\Ω ≤ C
(
‖∇(w − weI)‖20,Ω + h4s‖∇(we − weI)‖20,Ω̂ + h4s‖w‖21+s,Ω
)
.
A partir de este resultado y considerando h suficientemente chico, las estimaciones (4.112)-(4.113) nos
conducen a
‖∇(we − weI)‖20,Ω̂ ≤ C
(
‖∇(w − weI)‖20,Ω + h4s‖w‖21+s,Ω
)
≤ C h2s‖eh‖20,Ω.
Reemplazando todo en la expresio´n (4.114), obtendremos
‖eh‖0,Ω ≤ C h2s‖f‖0,Ω.
Finalmente, teniendo en cuenta que
‖eh‖20,Ω̂ = ‖eh‖20,Ω + ‖eh‖20,Ωh\Ω = ‖eh‖20,Ω +
∑
T∈Bh
T id⊂T
‖eh‖20,ωT
y, usando el Lema D.7 (caso T id ⊂ T ) para acotar los te´rminos en la suma∑
T∈Bh
T id⊂T
‖eh‖20,ωT ≤ C
∑
T∈Bh
T id⊂T
(
‖eh‖0,T id + h2T ‖eh‖1,T
)2
≤ C
(
‖eh‖20,Ω + h4s‖eh‖2h
)
,
obtendremos, despue´s de aplicar el Teorema 4.55, el resultado buscado; es decir,
‖eh‖0,Ω̂ ≤ C h2s‖f‖0,Ω.
As´ı concluimos la prueba. 2
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CAPI´TULO 5
Estimaciones a posteriori del error
Desde el punto de vista de las aplicaciones, es muy importante tener la capacidad de disen˜ar mallas
correctamente refinadas de manera tal que los errores en la aproximacio´n se reduzcan tanto como sea
posible y con el menor costo computacional.
La manera standard de alcanzar este objetivo es calcular, sobre una malla inicial Th, una aproximacio´n del
par autovector/autovalor de intere´s y, posteriormente, usar esta aproximacio´n para construir indicadores
del error para cada elemento T ∈ Th (es decir, alguna cantidad equivalente al error medido en alguna
norma apropiada) a fin de saber cuales de todos estos elementos debera´n ser nuevamente refinados. Esta
es la idea base en los procesos de refinamiento adaptativo de mallas [149].
El ana´lisis a posteriori del error para me´todos de elementos finitos no-standard, tales como los me´todos
mixtos o no-conformes, ha experimentado un notable desarrollo durante los u´ltimos an˜os. Sin embargo,
la mayor´ıa de los estudios publicados trata u´nicamente con problemas fuente. Entre las muchas y muy
importantes contribuciones, citaremos aqu´ı los siguientes trabajos [100, 86, 118, 154, 2, 65, 71, 72, 73]
(formulacio´n primaria del problema/aproximacio´n no-conforme) y [46, 64, 137, 97] (formulacio´n mixta
del problema/aproximacio´n conforme).
Debido a las caracter´ısticas no lineales de los problemas de autovalores, la extensio´n de las te´cnicas
desarrolladas originalmente para problemas fuente no es obvia ni directa.
El primer avance en esta direccio´n se debe a Dura´n-Gastaldi-Padra [98], quienes obtuvieron un estimador
del error a posteriori para la aproximacio´n con me´todos mixtos del espectro del operador de Laplace
usando la equivalencia entre el me´todo de Raviart-Thoma´s de orden cero y el me´todo lineal de Crouzeix-
Raviart. Estas te´cnicas fueron adaptadas luego para definir indicadores locales del error para me´todos
H( div ,Ω)-conformes [7, 5].
Muy recientemente, aparecieron las primeras publicaciones sobre estimaciones a posteriori para me´todos
no-conformes y problemas de autovalores; se deben a Dari-Dura´n-Padra [87] y a Dello Russo-Alonso [91].
En esta seccio´n presentaremos el ana´lisis a posteriori correspondiente a las aproximaciones no-conformes
de los siguientes dos problemas de autovalores:
- de Steklov (formulacio´n primaria y espacios de Crouzeix-Raviart),
- de las vibraciones en un so´lido ela´stico (formulacio´n mixta y espacios de Arnold-Winther).
Las estimaciones del error se obtendra´n a partir de una descomposicio´n adecuada del error e introduciendo
una te´cnica de post-procesamiento.
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5.1 Preliminares
Introduciremos algunas nociones generales y supuestos que utilizaremos a lo largo de este cap´ıtulo. Aqu´ı y
en las secciones que siguen, preservaremos la notacio´n empleada en las secciones 3.1-3.3.
A continuacio´n, nos concentraremos en un par propio (µ, u) en particular (solucio´n del problema continuo
(3.1)) y su correspondiente aproximacio´n por elementos finitos (µh, uh) (solucio´n del problema discreto
(3.8)). Por simplicidad, asumiremos que µ es un autovalor de multiplicidad 1 y (para evitar complicaciones
intr´ınsecas vinculadas a la aproximacio´n del domino de definicio´n) asumiremos que Ω es poligonal.
Al trabajar con me´todos no-standard, es frecuente que la norma adecuada para el ana´lisis a posteriori del
error eh = u− uh no coincida con la norma original; es decir, con la norma que se utilizo´ para establecer
las estimaciones a priori. Para describir esta situacio´n apropiadamente, comenzaremos por introducir
nuevos espacios funcionales: U(Ω), con norma ‖ · ‖U(Ω), para las funciones del continuo y Uh(Ω) para las
funciones discretas. Exigiremos que
- si v es solucio´n del problema continuo, entonces v ∈ U(Ω),
- si vh ∈ Vh(Ω), entonces vh ∈ Uh(Ω).
Sea ‖ · ‖1,h una norma discreta definida sobre el espacio suma (U + Uh)(Ω) que verifique las siguientes
condiciones:
- ‖v‖1,h ∼ ‖v‖U(Ω) ∀v ∈ U(Ω),
- si ‖eh‖h → 0, entonces ‖eh‖1,h → 0, al menos con la misma rapidez.
Sea {Th}h>0 una familia de triangulaciones del dominio Ω. Asumiremos que Th es regular; es decir,
satisface las condiciones establecidas en la seccio´n 4.1.1.
Buscamos indicadores del error ηT , a definir en cada elemento T ∈ Th, que satisfagan las siguientes
propiedades:
1. Confiabilidad: deben proveer una cota superior para el error global:
‖u− uh‖1,h ≤ C
(∑
T∈Th
η2T
)1/2
+ h.o.t., (5.1)
donde h.o.t. denota te´rminos de orden superior, i.e., te´rminos que, cuando h tiende a cero, son muy
pequen˜os en comparacio´n con los otros te´rminos en la estimacio´n.
2. Eficiencia: deben proveer cotas inferiores para los errores locales, tan locales como sea posible, a
fin de indicar cua´les son los elementos de la particio´n que deben ser refinados:
ηT ≤ C ‖u− uh‖1,h,θT + h.o.t., (5.2)
donde θT denota la unio´n de T y algunos pocos elementos vecinos.
3. Bajo costo computacional: el ca´lculo efectivo de ηT debe ser muy poco costoso en comparacio´n con
el ca´lculo global del par (µh, uh).
Notacio´n
Utilizaremos la notacio´n de la seccio´n 4.1.1 en lo que respecta a las triangulaciones del dominio Ω y los
correspondientes conjuntos de nodos, conjuntos de lados internos y de borde.
Para cada T ∈ Th, denotemos por %T al ma´ximo dia´metro de todos los discos contenidos en T y, para cada
` ∈ Eh, denotemos por h` o por |`|, indistintamente, a la medida de `. La condicio´n de regularidad asumida
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para las triangulaciones Th de Ω implica que existen constantes positivas c0 y c1, que no dependen del
tria´ngulo T , tales que
hT /%T ≤ c0 ∀T ∈ Th,
hT /h` ≤ c1 ∀` ⊂ ∂T.
En los ca´lculos con funciones discontinuas, es frecuente el empleo de conceptos tales como salto o promedio
de las funciones sobre los lados de la particio´n Th.
Sea ` ∈ EIh, un lado interior que es compartido por los elementos T1 y T2; i.e., ` = ∂T1 ∩ ∂T2. Sea n`
el vector unitario normal que apunta hacia afuera de T2. Para una funcio´n vectorial τh, suave a trozos
sobre Th, definimos
{τh} := 12 ((τh|T1)|` + (τh|T2)|`),[[
τh
]]
n
:= τh|T2 · n` − τh|T1 · n`,[[
τh
]]
t
:= τh|T2 × n` − τh|T1 × n`,
que corresponden al promedio y a los saltos en la componente normal y tangencial de τh sobre `, res-
pectivamente. Observemos que estos valores son independientes de la eleccio´n de la direccio´n del vector
normal n`. Ma´s au´n, si n` =
(
n1` , n
2
`
)
, definiremos la direccio´n tangente por t` =
(−n2` , n1`) y escribiremos[[
τh
]]
t
:= τh|T2 · t` − τh|T1 · t`.
Para una funcio´n escalar vh, suave a trozos sobre Th, definimos
{vh} := 12 ((vh|T1)|` + (vh|T2)|`),[[
vh
]]
`
:= (vh|T2)|` − (vh|T1)|`,[[
vh
]]
:= ((vh|T2)|` − (vh|T1)|`)n`
Observemos que
[[
vh
]]
`
= 0 si vh ∈ Ht(T1 ∪ T2), para todo t ≥ 1.
Para un lado ` en el borde de Ω, extenderemos las definiciones anteriores de la siguiente manera
{vh} := vh|`,
[[
vh
]]
`
:= vh|`,
[[
vh
]]
:= (vh|`)n` ` ∈ EΓh ,
{τh} := τh|`,
[[
τh
]]
n
:= τh|` · n`,
[[
τh
]]
t
:= τh|` · t` ` ∈ EΓh .
A cada T ∈ Th, le asociaremos los siguientes conjuntos:
θ` :=
⋃{T˜ ∈ Th : T˜ comparte un lado con T},
θT :=
⋃{T˜ ∈ Th : T˜ comparte al menos un ve´rtice con T}.
Operador de post-procesamiento
Vamos a introducir un procedimiento que permite suavizar las soluciones discontinuas que se obtienen
cuando se utiliza un me´todo no-conforme. Para ello, seguiremos las ideas presentadas por Schieweck [153]
y Karakashian-Pascal [121].
Para ubicarnos en el caso ma´s general, supondremos que el borde Γ del dominio Ω puede partirse de la
siguiente manera Γ = ΓD ∪ΓN , con ΓD ∩ΓN = ∅. Supondremos adema´s que la solucio´n buscada satisface
condiciones homoge´neas de borde, tipo Dirichlet sobre ΓD y tipo Neumann sobre ΓN .
Asumiremos tambie´n que la triangulacio´n Th induce sobre Γ una particio´n compatible con las condiciones
de borde; es decir, si ` ∈ EΓh , entonces ` se encuentra enteramente contenido en ΓD o en ΓN . Denotaremos
por EDh := {` ∈ EΓh : `∩ ΓD 6= ∅} al conjunto de lados tipo Dirichlet y por ENh := {` ∈ EΓh : `∩ ΓN 6= ∅} al
conjunto de lados tipo Neumann.
Para k ≥ 1, definimos los espacios discretos
Uh(Ω) := {vh ∈ L2(Ω) : vh|T ∈ Pk(T ), ∀T ∈ Th}
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y
U ch(Ω) := {vh ∈ C0(Ω) : vh|T ∈ Pk(T ), ∀T ∈ Th} = Uh(Ω) ∩H1(Ω).
Observemos que U ch(Ω) es el espacio de elementos finitos de Lagrange de grado k. Sea {ψν : ν ∈ Mh} la
base cano´nica correspondiente a este espacio. Una funcio´n ψν de esta base, es una funcio´n polinomial de
grado k a trozos y continua, que toma el valor 1 en el nodo xν y se anula en cualquier otro nodo xι 6= xν ,
ι ∈Mh. Para cada ν ∈Mh, sea θν := {T ∈ Th : xν ∈ T}. Claramente,
⋃
T∈θν T = suppψν . Denotaremos
por |θν | al cardinal de θν .
Para vh ∈ Uh(Ω), definimos el operador de post-procesamiento Rh : Uh(Ω)→ U ch(Ω) por
Rhvh :=
∑
ν∈Mh
ανψν
siendo αν el promedio de los valores que vh toma en el nodo xν dado por
αν :=

1
|θν |
∑
T∈θν
(vh|T )(xν) si xν ∈ Ω \ ΓD,
0 si xν ∈ ΓD.
Es claro que, as´ı definido, Rh es un operador lineal. Ma´s au´n, vale el siguiente resultado:
Lema 5.1 El operador de post-procesamiento Rh satisface
- para todo vh ∈ U ch(Ω), Rhvh = vh,
- para cada T ∈ Th, existe una constante C, independiente de h, tal que
‖Rhvh‖1,T ≤ C
( ∑
T⊂θT
‖vh‖21,T
)1/2
∀vh ∈ Uh(Ω).
Prueba. Esta´ esencialmente contenida en la prueba de los Lemas 2, 3 y 7 en [153]. 2
Lema 5.2 Para toda uh ∈ Uh(Ω), existe una constante positiva C, que depende solamente de k y de la
regularidad de Th, tal que
-
∑
T∈Th
‖uh −Rhuh‖20,T ≤ C
∑
`∈EIh
|`|‖[[uh]]`‖20,`,
-
∑
T∈Th
‖uh −Rhuh‖21,T ≤ C

∑
`∈EIh
|`|−1‖[[uh]]`‖20,` si |ΓD| = 0,∑
`∈EIh
|`|−1‖[[uh]]`‖20,` + ∑
`∈EDh
|`|−1‖uh‖20,` si |ΓD| 6= 0.
Prueba. Esta´ esencialmente contenida en la prueba del Teorema 2.1 en [122] (ver tambie´n [121] y las
referencias all´ı citadas).2
En lo que sigue, C denotara´ una constante gene´rica independiente del para´metro h y de la solucio´n u. Esta
constante sera´ tambie´n independiente del autovalor discreto µh, a menos que se especifique lo contrario.
5.2 El problema de autovalores de Steklov
Supongamos que (µ, (u, ξ)) es una solucio´n de (4.7), con ‖(u, ξ)‖0,Γ = 1. A partir de los resultados
obtenidos en la seccio´n 4.1.1, sabemos que existe (µh, (uh, ξh)) solucio´n de (4.13), con ‖(uh, ξh)‖0,Γ = 1,
tal que
‖(u, ξ)− (uh, ξh)‖h ≤ Chr, (5.3)
‖u− uh‖0,Γ ≤ Ch3r/2, (5.4)
|µ− µh| ≤ Ch2r, (5.5)
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donde r es el coeficiente de regularidad definido en el Lema 4.1 (aplicar el Lema B.1, reemplazando u por
(u, ξ) e identificando ‖ · ‖∗ con ‖ · ‖0,Γ).
El primer paso para establecer estimaciones a posteriori del error en la aproximacio´n de la autofuncio´n
uh, consiste en elegir una norma adecuada para medir el error. Para ello, introduciremos los espacios de
funciones
U := H1(Ω),
Uh := CRh(Ω),
U ch := {vh ∈ H1(Ω) : vh|T ∈ P1(T ), ∀T ∈ Th}.
A partir de estas definiciones, es inmediato que, si (v, η) ∈ W (h) entonces v ∈ U + Uh. Sobre el espacio
suma U + Uh definimos la siguiente norma discreta
‖v‖21,h := ‖v‖20,Ω +
∑
T∈Th
|v|21,T , (5.6)
la cual, claramente, satisface todas las propiedades listadas en la seccio´n 5.1.
5.2.1 Indicadores locales del error. Confiabilidad de las estimaciones del error
Consideremos un par propio (µ, u) correspondiente al problema de autovalores de Steklov, fijo, y su
aproximacio´n (µh, uh) obtenida mediante el me´todo no-conforme de Crouzeix-Raviart. Denotaremos por
eh = u− uh al error en la aproximacio´n.
Utilizando la desigualdad triangular, es inmediato que
‖eh‖1,h ≤ ‖u−Rhuh‖1,h + ‖uh −Rhuh‖1,h,
siendo Rhuh ∈ U ch la aproximacio´n post-procesada asociada a la solucio´n no-conforme uh, como se definio´
en la seccio´n anterior.
A partir de la definicio´n de la norma discreta ‖·‖1,h, se sigue que las formas bilineales a∗h son uniformemente
continuas y coercivas sobre U +Uh con respecto a esta norma. Luego, existira´n constantes positivas c1 y
c2 tales que
c1‖u−Rhuh‖1,h ≤ sup
v∈U
a∗h(u−Rhuh, v)
‖v‖1,Ω ≤ supv∈U
a∗h(eh, v)
‖v‖1,Ω + supv∈U
a∗h(uh −Rhuh, v)
‖v‖1,Ω ,
a∗h(uh −Rhuh, v)
‖v‖1,Ω ≤ c2‖uh −Rhuh‖1,h.
Las constantes c1 y c2 son directamente las constantes de coercividad y de continuidad. Observemos que
dependen solamente de los coeficientes variables α y β (ver la definicio´n del problema (4.6)). En lo que
sigue, por razones de simplicidad, nos restringiremos al caso α = β = 1. El caso general, requiere solo de
modificaciones te´cnicas. Obtendremos entonces
‖eh‖1,h ≤ sup
v∈U
a∗h(eh, v)
‖v‖1,Ω + 2 ‖uh −Rhuh‖1,h. (5.7)
A continuacio´n introduciremos estimadores que nos permitira´n acotar los dos te´rminos que aparecen en
el lado derecho de la ecuacio´n (5.7) por separado.
Para cada lado ` ∈ Eh, sea
J`,t :=
{ [[∇uh]]t si ` ∈ EIh,
0 si ` ∈ EΓh .
Definimos
η1,T :=
(
1
24
∑
`⊂∂T
|`|‖J`,t‖20,`
)1/2
y
η1 =
(∑
T∈Th
η21,T
)1/2
.
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Lema 5.3 Existe una constante positiva C, que solo depende de la regularidad de Th, tal que
‖uh −Rhuh‖1,h ≤ Cη1.
Prueba. Denotemos por T− y T+ a dos tria´ngulos adyacentes en Th y por xˆ al punto medio corres-
pondiente al lado ` que comparten. Denotemos por Pi = (xi, yi), i = 1, 2 a los puntos finales de `.
Entonces,
x(ξ) =
x1 + x2
2
+
x2 − x1
2
ξ, y(ξ) =
y1 + y2
2
+
y2 − y1
2
ξ, −1 ≤ ξ ≤ 1
es una representacio´n parame´trica de `. Consideremos las extensiones naturales de las funciones lineales
uh|T− y uh|T+ al conjunto ma´s grande T− ∪ T+. Por conveniencia en la notacio´n, seguiremos llamando
uh|T− y uh|T+ a las funciones extendidas. En esta situacio´n,
uh|T±(ξ) = uh|T±(xˆ`) + |`|2
(
∇uh|T± · t`
)
ξ, −1 ≤ ξ ≤ 1. (5.8)
Como uh|T− and uh|T+ coinciden en el punto xˆ,[[
uh
]]
`
(ξ) =
|`|
2
(∇uh|T+ · t` −∇uh|T− · t`)ξ, −1 ≤ ξ ≤ 1.
Es inmediato entonces que
|`|−1‖[[uh]]`‖20,` = |`|12 ‖[[∇uh]]t‖2` . (5.9)
Concluimos la prueba sumando sobre todos los lados ` ∈ EIh y usando el Lema 5.2. 2
Para cada T ∈ Th, sea
J`,n :=
{ [[∇uh]]n si ` ∈ EIh,
2(∇uh · n` − µhuh)|` si ` ∈ EΓh .
Definimos
η2,T :=
(
|T |‖uh‖20,T +
1
2
∑
`⊂∂T
|`|‖J`,n‖20,`
)1/2
,
η2 =
(∑
T∈Th
η22,T
)1/2
.
Lema 5.4 Existe una constante positiva C, que solo depende de la regularidad de Th, tal que
sup
v∈U
a∗h(eh, v)
‖v‖1,Ω ≤ C
(
η2 + ‖µu− µhuh‖0,Γ
)
,
Prueba. Sea v ∈ U , arbitrario. Integrando por partes y usando la ecuacio´n (4.7), obtendremos
a∗h(eh, v) = µ
∫
Γ
uv −
∑
T∈Th
(∫
∂T
∇uh · n v +
∫
T
uh v
)
= µ
∫
Γ
uv −
∑
T∈Th
∫
T
uhv −
∑
`∈EIh
∫
`
[[∇uh]]n v−∑
`∈EΓh
∫
`
(∇uh · n− µhuh)v − µh
∫
Γ
uhv
=
∫
Γ
(µu− µhuh)v −
∑
T∈Th
(∫
T
uhv − 1
2
∑
`⊂∂T
∫
`
J`,n v
)
.
(5.10)
Sea ahora vI una aproximacio´n, lineal a trozos y continua, de v tal que
‖v − vI‖0,T ≤ C |v|1,θT |T |1/2, ∀T ∈ Th, (5.11)
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‖v − vI‖0,` ≤ C |v|1,θT |`|1/2, ∀` ⊂ ∂T, (5.12)
siendo θT la unio´n de T y unos pocos elementos vecinos (ver [77], ver tambie´n [152]). Como v
I ∈ U ∩Uh,
podemos usar (4.7) y (4.13) para obtener
a∗h(u− uh, vI) = µ
∫
Γ
uvI − µh
∫
Γ
uhv
I .
Despue´s de algunos ca´lculos directos, llegamos a
a∗h(eh, v) =
∫
Γ
(µu− µhuh) vI + a∗h(eh, v − vI)
=
∫
Γ
(µu− µhuh) v −
∫
Ω
uh(v − vI)− 1
2
∑
T∈Th
∑
`⊂∂T
∫
`
J`,n (v − vI).
Finalmente, usando la desigualdad de Cauchy-Schwarz, las estimaciones para el error en la interpolacio´n
(5.11) y (5.12) y la definicio´n del estimador η2, tendremos
a∗h(eh, v) ≤ ‖µu− µhuh‖0,Γ‖v‖0,Γ + C η2|v|1,Ω,
a partir de la cual podemos concluir la prueba. 2
Guiados por los resultados anteriores, proponemos el siguiente estimador local del error en la aproximacio´n
no-conforme
η2T := η
2
1,T + η
2
2,T
y definimos
η =
(∑
T∈Th
η2T
)1/2
.
El siguiente teorema establece una cota superior para el error global en te´rminos de η.
Teorema 5.5 La siguiente estimacio´n es va´lida:
‖u− uh‖1,h ≤ C
(
η + ‖µu− µhuh‖0,Γ
)
.
Prueba. Es una consecuencia inmediata de los Lemas 5.3 y 5.4 y de la definicio´n de η. 2
Observacio´n 5.6 El Teorema previo muestra que el estimador global provee una cota superior para la
norma (discreta) de la energ´ıa del error, salvo te´rminos que son de orden superior comparados con la
estimacio´n del error establecida en el Lema B.1. En efecto, a partir de la estimacio´n (5.4) y teniendo en
cuenta que ‖uh‖0,Γ = 1, es fa´cil probar que existen constantes estrictamente positivas C y h0 tales que,
para todo h < h0,
‖µu− µhuh‖0,Γ ≤ |µ− µh|+ C µh3r/2.
5.2.2 Eficiencia de los indicadores de error
Nuestro pro´ximo objetivo es mostrar que los estimadores locales ηT proveen una cota inferior para la
norma de la energ´ıa del error en una vecindad de T .
Teorema 5.7 Para todo T ∈ Th, existe una constante positiva C, que depende solamente de la regularidad
de los elementos en θ`, tal que
η1,T ≤ C ‖u− uh‖1,h,θ` .
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Prueba. A partir de la ecuacio´n (5.9), bastara´ con probar que para cada lado ` ∈ EIh, tal que ` = T1∩T2,
se verifica
|`|−1/2‖[[uh]]`‖0,` ≤ C 2∑
i=1
|u− uh|1,Ti .
Sabemos, gracias al Lema 4.1, que la solucio´n u es continua en Ω. Consecuentemente, podremos escribir∫
`
[[
uh
]]2
`
=
∫
`
[[
u− uh
]]
`
[[
uh
]]
`
=
∫
`
(u− uh)|T2
[[
uh
]]
`
−
∫
`
(u− uh)|T1
[[
uh
]]
`
. (5.13)
Denotemos por P` a la proyeccio´n L
2
` de H
1/2(`) sobre las constantes. Como
[[
uh
]]
`
es una funcio´n lineal
que se anula en el punto medio de `, tendremos, para cada Ti=1,2,∫
`
(u− uh)|Ti
[[
uh
]]
`
=
∫
`
(I − P`)(u− uh)|Ti
[[
uh
]]
`
≤ C |`|1/2‖∇(u− uh)‖0,Ti‖
[[
uh
]]
`
‖0,`,
donde la u´ltima desigualdad se obtuvo usando estimaciones standard para P`. 2
En los siguientes lemas obtendremos estimaciones (cotas superiores) para cada uno de los te´rminos que
aparecen en la definicio´n de η2,T .
Lema 5.8 Para cada elemento T ∈ Th,
|T |1/2‖uh‖0,T ≤ C
(
|T |1/2‖u− uh‖0,T + |u− uh|1,T
)
.
Prueba. Sea ϕT := uhbT , siendo bT una burbuja cu´bica, escaleada de manera que se satisfaga la siguiente
igualdad ∫
T
uhϕT =
∫
T
(uh)
2bT = ‖uh‖20,T |T |.
Argumentos cla´sicos de scaling conducen a:
‖ϕT ‖0,T ≤ C ‖uh‖0,T |T |,
‖∇ϕT ‖0,T ≤ C ‖uh‖0,T |T |1/2.
Como ϕT se anula sobre el borde de T , tendremos∫
T
∇uh · ∇ϕT =
∫
∂T
∇uh · nϕT = 0.
Consideremos ahora la extensio´n de ϕT por cero fuera de T , denota´ndola ϕ˜. Claramente, ϕ˜ ∈ U . Luego,
tomado a ϕ˜ como funcio´n de prueba en (4.6), obtendremos∫
T
∇u · ∇ϕT +
∫
T
uϕT = 0.
Luego, como consecuencia de todo esto, tendremos
‖uh‖20,T |T | =
∫
T
uh ϕT −
∫
T
uϕT −
∫
T
∇u · ∇ϕT = −
∫
T
(u− uh)ϕT −
∫
T
∇(u− uh) · ∇ϕT
≤ ‖u− uh‖0,T ‖ϕT ‖0,T + ‖∇(u− uh)‖0,T ‖∇ϕT ‖0,T
≤ C
(
‖u− uh‖0,T |T |+ ‖∇(u− uh)‖0,T |T |1/2
)
‖uh‖0,T ,
estimacio´n que nos permite concluir la prueba. 2
Lema 5.9 Para cada lado ` ∈ EIh tal que ` = T1 ∩ T2, with T1, T2 ∈ Th, se verifica
|`|1/2‖J`,n‖0,` ≤ C
2∑
i=1
(
|Ti|1/2‖u− uh‖0,Ti + |u− uh|1,Ti
)
.
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Prueba. Para cada J`,n =
[[∇uh]]n, sea ϕ` ∈ H10 (T1 ∪ T2) tal que∫
`
J`,n ϕ` = |`| ‖J`,n‖20,`,∫
Ti
ψ ϕ` = 0 ∀ψ ∈ P1(Ti), i = 1, 2.
La funcio´n ϕ` puede construirse utilizando polinomios cuadra´ticos a trozos, continuos sobre `, enriquecidos
con burbujas locales de grado cuatro. Argumentos cla´sicos de scaling conducen a:
‖ϕ`‖0,Ti ≤ C |`|1/2‖J`,n‖0,`|Ti|1/2, i = 1, 2
‖∇ϕ`‖0,Ti ≤ C |`|1/2‖J`,n‖0,`, i = 1, 2.
Extendiendo a ϕ` por cero fuera de T1 ∪ T2, denota´ndo a esta extensio´n ϕ˜, y usando las ecuaciones en
(4.6) con ϕ˜ ∈ U , obtendremos ∫
T1∪T2
∇u · ∇ϕ` +
∫
T1∪T2
uϕ` = 0.
Por otro lado, integrando por partes sobre cada tria´ngulo, tendremos
2∑
i=1
(∫
Ti
∇uh · ∇ϕ` +
∫
Ti
uh ϕ`
)
=
2∑
i=1
∫
`
∇uh · ni ϕ` =
∫
`
J`,n ϕ`.
Luego,
|`|‖J`,n‖20,` = −
2∑
i=1
(∫
Ti
∇(u− uh) · ∇ϕ` +
∫
Ti
(u− uh)ϕ`
)
≤
2∑
i=1
(‖∇(u− uh)‖0,Ti‖∇ϕ`‖0,Ti + ‖u− uh‖0,Ti‖ϕ`‖0,Ti)
≤ C
2∑
i=1
(
‖∇(u− uh)‖0,Ti + |Ti|1/2‖u− uh‖0,Ti
)
|`|1/2‖J`,n‖0,`.
As´ı, concluimos la prueba. 2
Lema 5.10 Para cada ` ∈ EΓh , sea T ∈ Th tal que ∂T ∩ ` 6= ∅. Entonces, se verifica
|`|1/2‖J`,n‖0,` ≤ C
(
‖u− uh‖1,T + |`|1/2‖λu− λh uh‖0,`
)
.
Prueba. Busquemos una funcio´n ϕT ∈ P3(T ) que satisfaga
ϕT |` ′ = 0 ∀`
′ 6= `,∫
`
ϕT ψ = −2
∫
`
J`,n ψ ∀ψ ∈ P1(`),∫
T
ϕT = 0.
Es simple mostrar que ϕT existe y es u´nica. Ma´s au´n, argumentos ca´sicos de scaling nos permiten obtener:
‖ϕT ‖0,T ≤ C |`|1/2‖J`,n‖0,`,
‖∇ϕT ‖0,T ≤ C |`|−1/2‖J`,n‖0,`.
Procediendo como antes, extendemos a ϕT por cero fuera de T para obtener una funcio´n ϕ˜ ∈ H1(Ω)
y usamos a esta funcio´n extendida para evaluar la ecuacio´n residual (5.10). Haciendo esto, y eligiendo
ψ = J`,n ∈ P1(`), obtendremos
‖J`,n‖20,` =
∫
`
(µhuh −∇uh · n)ϕT
=
∫
T
∇(u− uh) · ∇ϕT +
∫
T
(u− uh)ϕT −
∫
`
(µu− µh uh)ϕT +
∫
T
uh ϕT
≤ ‖∇(u− uh)‖0,T ‖∇ϕT ‖0,T + ‖u− uh‖0,T ‖ϕT ‖0,T + ‖µu− µh uh‖0,`‖ϕT ‖0,` + ‖uh‖0,T ‖ϕT ‖0,T
≤ C
(
|`|−1/2|u− uh|1,T + |`|1/2‖u− uh‖0,T + ‖µu− µh uh‖0,` + |`|1/2‖uh‖0,T
)
‖J`,n‖0,`,
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donde hemos usado un teorema de trazas local para estimar ‖ϕT ‖0,`. Observemos que |`| ∼ |T |1/2 pues
hemos asumido que la familia {Th}h>0 es regular. Luego, podremos escribir
|`|1/2‖J`,n‖0,` ≤ C
(
‖u− uh‖1,T + |`|1/2‖µu− µh uh‖0,` + |T |1/2‖uh‖0,T
)
.
Concluimos la prueba aplicando el Lema 5.8. 2
El siguiente lema muestra que el te´rmino ‖µu − µh uh‖0,`|`|1/2 puede separarse en dos: uno de esos
te´rminos esta´ acotado por la 1-norma del error local; el otro es de orden superior si lo comparamos con
el indicador local del error.
Lema 5.11 Para cada ` de un tria´ngulo T ∈ Th tal que ` ⊂ Γ,
|`|1/2‖µu− µh uh‖0,` ≤ C
(
µ‖u− uh‖1,T + hσ η2,T
)
,
con σ > 0.
Prueba. Usando la desigualdad triangular, podremos escribir
‖µu− µh uh‖0,`|`|1/2 ≤ µ‖u− uh‖0,`|`|1/2 + |µ− µh|‖uh‖0,`|`|1/2. (5.14)
Como u− uh ∈ H1(T ), podemos usar una desigualdad de trazas local para obtener
‖u− uh‖0,` ≤ C
(
|`|−1/2‖u− uh‖0,T + |`|1/2|u− uh|1,T
)
.
Luego, el primer te´rmino en el lado derecho de la desigualdad (5.14) resulta acotado por
‖u− uh‖0,`|`|1/2 ≤ C
(
‖u− uh‖0,T + |`||u− uh|1,T
)
≤ C ‖u− uh‖1,T .
Para acotar el te´rmino restante, usaremos nuevamente una desigualdad de trazas local y una estimacio´n
inversa. Haciendo esto, tendremos
‖uh‖0,` ≤ C
(
|`|−1/2‖uh‖0,T + |`|1/2|uh|1,T
)
≤ C |`|−1/2‖uh‖0,T .
Entonces, a partir la estimacio´n (5.5) y la definicio´n de η2,T , llegamos a
|µ− µh|‖uh‖0,` |`|1/2 ≤ C |µ− µh|‖uh‖0,T ≤ C h2r−1 η2,T .
Concluimos la prueba combinando las estimaciones anteriores y teniendo en cuenta que r ∈ (1/2, 1]. 2
El siguiente Teorema es una consecuencia directa de los lemas previos.
Teorema 5.12 Para T ∈ Th, existe una constante positiva C, que depende solamente de la regularidad
de los elementos en θ`, tal que
- si todos los lados de T son internos, entonces
η2,T ≤ C ‖u− uh‖1,h,θ` ,
- si T tiene un lado sobre Γ, entonces
η2,T ≤ C(1 + µ)‖u− uh‖1,h,θ` +O(hσ)η2,T .
Observacio´n 5.13 El primer estimador a posteriori del error en la aproximacio´n de un problema de
Poisson (problema de valores de contorno el´ıptico de segundo orden) mediante el me´todo de Crouzeix-
Raviart fue introducido por Dari et al. en [86]. La te´cnica usada en ese trabajo para la construccio´n
del estimador esta´ basada en una descomposicio´n tipo Helmholtz del gradiente del error, en combinacio´n
con ciertas relaciones de ortogonalidad que son va´lidas solo para problemas fuentes. Las mismas te´cnicas
fueron generalizadas por Carstensen et al. en [65] para analizar una clase ma´s amplia de me´todos no-
conformes. Sen˜alaremos aqu´ı que no se conoce ninguna extensio´n adecuada de estas te´cnicas para tratar
con el problema de autovalores de Steklov.
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Observacio´n 5.14 La idea de derivar estimadores locales del error basa´ndose en un post-procesamiento
de la solucio´n discreta fue introducida en [100] para el ana´lisis a posteriori de las aproximaciones no-
conformes de un problema no-lineal. Ma´s tarde, esta idea fue generalizada en [156, 2]. A diferencia de
los resultados que se presentan en los trabajos antes mencionados, para obtener los estimadores aqu´ı pro-
puestos, no es necesario calcular la solucio´n post-procesada Rhuh.
5.2.3 Otros dos estimadores locales del error
Llamaremos residuos de borde a la norma ‖ · ‖0,` de aquellos te´rminos en el estimador que involucran a
los saltos a trave´s de cada lado interior ` de la triangulacio´n de la derivada normal (y/o tangencial) de la
solucio´n aproximada. Los te´rminos restantes, que aparecen en la definicio´n de ηT , sera´n llamados parte
volume´trica del residuo o, simplemente, residuo volume´trico.
Para problemas fuente y me´todos lineales conformes, es un hecho conocido que los residuos de borde
dominan a todo el error (ver [27, 74], por ejemplo). Este resultado fue extendido para problemas de
autovalores y aproximaciones conformes en [101, 13].
El objetivo de esta seccio´n es obtener estimaciones del error para la aproximacio´n de Crouzeix-Raviart
del problema de autovalores de Steklov que este´n dominadas por los saltos, a trave´s de cada lado interno
de la triangulacio´n, de la derivada tangencial de la solucio´n discreta. Ma´s precisamente, probaremos que
- la parte volume´trica del residuo esta´ dominada en cada T por el residuo de borde,
- la componente normal del salto, a trave´s de cada lado interno de la triangulacio´n, del gradiente
discreto esta´ dominada por la parte volume´trica del residuo, salvo te´rminos de orden superior.
Estos resultados nos permitira´n, en particular, definir indicadores locales del error ma´s simples (compara-
dos con los ca´lculos necesarios para hallar ηT ) y que tambie´n resultan equivalentes a la norma discreta de
la energ´ıa del error, salvo te´rminos de orden superior. Resultados similares a estos, pero para problemas
fuente u´nicamente, fueron presentados por primera vez en [71].
En lo que sigue, designaremos por {ϕ` : ` ∈ Eh} al conjunto base (natural) del espacio de Crouzeix-
Raviart asociado con los lados `, i.e., funciones lineales a trozos que toman el valor 1 en el punto medio
de ` y se anulan sobre los puntos medios de cualquier otro lado ˜` 6= `.
Lema 5.15 Para T ∈ Th, tal que ∂T ∩ Γ = ∅, se verifica
1
3
|T |‖uh‖20,T ≤
∑
`⊂∂T
|`|‖J`,n‖20,` ≤
4
3
|T |‖uh‖20,T +
2
3
∑
T˜⊂θ`
|T˜ |‖uh‖20,T˜ .
Prueba. Elijamos un elemento interior T ∈ Th. Denotemos por Ti, i = 1, 2, 3 a los tria´ngulos vecinos y
llamemos ` al lado de T tal que ` = T ∩ Ti. Entonces, a partir de (4.13) tendremos
−
∫
T∪Ti
uhϕ` =
∫
T
∇uh · ∇ϕ` +
∫
Ti
∇uh · ∇ϕ` =
∫
∂T
∇uh · n` ϕ` +
∫
∂Ti
∇uh · n` ϕ`
=
[[∇uh]]n|`| = J`,n|`|.
Ahora, como ‖ϕ`‖20,Ti =
|Ti|
3
,∣∣∣ ∫
T∪Ti
uhϕ`
∣∣∣ ≤ 1√
3
(
‖uh‖0,T |T |1/2 + ‖uh‖0,Ti |Ti|1/2
)
y, por lo tanto, ∑
`⊂∂T
|`|‖J`,n‖20,` ≤ 2|T | ‖uh‖20,T +
2
3
3∑
i=1
|Ti| ‖uh‖20,Ti .
Por otro lado, un ca´lculo directo conduce a∫
T∪Ti
uhϕ` =
|T |+ |Ti|
3
uh(xˆ`),
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∫
T
u2h =
|T |
3
∑
`⊂∂T
u2h(xˆ`),
siendo xˆ` el punto medio correspondiente al lado `. Luego,∑
`⊂∂T
|`|‖J`,n‖20,` =
3∑
i=1
(|T |+ |Ti|)2
9
u2h(xˆ`i) ≥
|T |2
9
∑
`⊂∂T
u2h(xˆ`) =
|T |
3
‖uh‖20,T .
As´ı, combinando las desigualdades anteriores, concluimos la prueba. 2
Lema 5.16 Para T ∈ Th, tal que ∂T ∩ Γ = `, se verifica
4
3
|T | ‖uh‖20,T ≤
∑
˜`⊂∂T
|˜`|‖J˜`,n‖20,˜`,
|`|‖J`,n‖20,` ≤
4
3
|T | ‖uh‖20,T +
µ2h
12
|`|2‖∇uh · t`‖20,`.
Prueba. Llamemos ` al lado de T tal que ` = ∂T ∩ Γ. A partir de (4.13) tendremos∫
T
uhϕ` =
∫
`
µhuhϕ` −
∫
T
∇uh · ∇ϕ` =
∫
`
(µhuh −∇uh · n`)ϕ`
≤ ‖µhuh −∇uh · n`‖0,`‖ϕ`‖0,` = 1
2
‖J`,n‖0,` ‖ϕ`‖0,`.
Entonces, como ‖ϕ`‖20,` = |`| y
∫
T
uhϕ` =
|T |
3
uh(xˆ`),
|T |
3
uh(xˆ`) ≤ ‖J`,n‖0,`|`|1/2.
Denotemos ahora por Ti, i = 1, 2, a los dos tria´ngulos que comparten un lado con T . Llamemos `i, i = 1, 2,
a este lado en comu´n. Procediendo como en la prueba del lema anterior, podremos escribir
|`i|‖J`,n‖20,`i =
(|T |+ |Ti|)2
9
u2h(xˆ`i) ≥
|T |2
9
u2h (x`i),
siendo xˆ`i el punto medio del lado `i. Consequentemente,
|T |
3
‖uh‖20,T =
|T |2
9
∑
ˆ`⊂∂T
u2h(xˆˆ`) ≤
∑
ˆ`⊂∂T
|ˆ`| ‖Jˆ`,n‖20,ˆ`.
Este resultado nos permite establecer la primera estimacio´n del lema. Para obtener la segunda estimacio´n,
consideremos ` ∈ EΓh y calculemos∫
`
(µhuh −∇uh · n`)2 = µ2h
∫
`
u2h −
(
2µhuh(xˆ`)∇uh · n` − (∇uh · n`)2
)
|`|,
∫
`
u2h = u
2
h(xˆ`)|`|+
1
12
(∇uh · t`)2|`|3.
Luego, a partir de la definicio´n de J`,n, tendremos
‖J`,n‖20,` = 4
(
|µhuh(xˆ`)−∇uh · n`|2|`|+ 1
12
‖∇uh · t`‖20,`|`|2
)
.
Por otro lado, como ϕ` = 1 sobre ` y ‖ϕ`‖20,T =
|T |
3
,∫
T
uhϕ` =
∫
`
(µhuh −∇uh · n`)ϕ` =
(
µhuh(xˆ`)−∇uh · n`
)
|`|,
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∣∣∣∣∫
T
uhϕ`
∣∣∣∣ ≤
√
|T |
3
‖uh‖0,T .
Combinando las estimaciones anteriores, obtendremos
|T |
3
‖uh‖20,T ≥ |µhuh(xˆ`)−∇uh · n`|2 |`| =
1
4
‖J`,n‖20,` −
1
12
(∇uh · t`)2|`|3.
As´ı, concluimos la prueba. 2
Los Lemas 5.15 y 5.16 nos permiten omitir la contribucio´n volume´trica en la expresio´n de η2,T y definir
un estimador de error ma´s simple, basado solamente en los saltos de las derivadas normal y tangencial
de la solucio´n aproximada en cada T .
Definimos
η̂22,T :=
1
2
∑
`⊂∂T
|`|‖J`,n‖20,`
y, correspondientemente,
η̂ :=
(∑
T∈Th
η21,T + η̂
2
2,T
)1/2
.
Los siguientes teoremas muestran que este estimador es globalmente confiable y localmente eficiente, salvo
te´rminos de orden superior.
Teorema 5.17 Existe una constante positiva C, que depende solamente de la regularidad de Th, tal que
‖u− uh‖1,h ≤ C
(
η̂ + ‖µu− µh uh‖0,Γ
)
.
Prueba. Los resultados de los Lemas 5.15 y 5.16 implican directamente ηT ≤ C η̂T para todo T ∈ Th,
siendo C una constante que solo depende de la regularidad de la grilla. Luego, el resultado sigue a partir
del Teorema 5.5. 2
Teorema 5.18 Para cada T ∈ Th, existe una constante positiva C, que depende solamente de la regula-
ridad de los elementos en θ`, tal que
- si todos los lados de T son internos, entonces
η̂T ≤ C ‖u− uh‖1,h,θ` ,
- si T tiene un lado sobre Γ, entonces
η̂T ≤ C(1 + µ)‖u− uh‖1,h,θ` +O(hσ)η̂2,T .
Prueba. Es obvio que η̂T ≤ ηT para todo T ∈ Th. Luego, los resultados se obtienen directamente,
aplicando los Teoremas 5.7 y 5.12 y el Lema 5.16. 2
En virtud de los Lemas 5.15 y 5.16, podr´ıamos definir otro estimador de error. En efecto, a partir de estos
resultados, es claro que los te´rminos correspondientes a los saltos de la derivada normal de la solucio´n
discreta a trave´s de los bordes elementales esta´n dominados por los residuos volume´tricos, salvo te´rminos
que, como probaremos ma´s adelante, resultara´n ser de orden superior.
Definimos
η˜22,T := |T |‖uh‖20,T
y, el correspondiente estimador global,
η˜ :=
(∑
T∈Th
η21,T + η˜
2
2,T
)1/2
.
El siguiente teorema muestra que este estimador brinda una cota superior global para el error medido en
la norma ‖ · ‖1,h.
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Teorema 5.19 Existe una constante positiva C, que depende solamente de la regularidad de Th, tal que
‖u− uh‖21,h ≤ C
(
η˜2 + ‖µu− µh uh‖20,Γ + µ2h
∑
`∈EΓh
|`| ‖uh − uh(x`)‖20,`
)
,
siendo x` el punto medio correspondiente al lado `. Ma´s au´n, para h suficientemente pequen˜o, se verifica
µ2h
∑
`∈EΓh
|`| ‖uh − uh(x`)‖20,` ≤ C h
(
‖µu− µh uh‖20,Γ + µ4h2
)
,
con r como en el Lema 4.1.
Prueba. Para cada T ∈ Th, tal que ∂T ∩ Γ = ∅, la aplicacio´n directa del Lema 5.15 nos permite escribir
ηT ≤ Cη˜T .
Para cada ` ∈ EΓh , sea T el tria´ngulo en Th tal que ` ⊂ ∂T . Gracias al Lema 5.16 y a la expresio´n (5.8),
tendremos
η2T ≤ Cη˜2T +
µ2h
12
|`|2‖∇uh · t`‖20,` = Cη˜2T + µ2h |`| ‖uh − uh(x`)‖20,`.
As´ı, sumando sobre todos los tria´ngulos T ∈ Th y usando el Teorema 5.5, completamos la prueba de la
primera estimacio´n.
Sea ahora ` un lado sobre el borde Γ y denotemos por x` al punto medio de `. Sea PΓ la proyeccio´n
L2-ortogonal del espacio L2(Γ) sobre el espacio discreto
Ch := {ch ∈ L2(Γ) : ch|` ∈ P0(`) ∀` ∈ EΓh }.
Como uh|` es una funcio´n lineal, es claro que PΓ uh|` = uh(x`). Luego, podremos escribir
µh(uh − uh(x`))|` = (µhuh − µu)|` + µ(u− PΓ u)|` + PΓ(µu− µhuh)|`,
a partir de la cual obtendremos
µh‖uh − uh(x`)‖0,` ≤ C
(
‖µhuh − µu‖0,` + µ‖u− PΓ u‖0,`
)
.
Luego, sumando sobre todos los lados ` ∈ EΓh ,
µ2h
∑
`∈EΓh
|`| ‖uh − uh(x`)‖20,` ≤ C h
(
‖µu− µh uh‖20,Γ + µ2‖u− PΓ u‖20,Γ
)
,
Usando resultados de aproximacio´n standard para PΓ y aplicando el teorema de trazas tendremos
‖u− PΓ u‖0,Γ ≤ C hmı´n{1, 12 +r}‖u‖1+r,Ω,
donde hemos tenido en cuenta que u es solucio´n del problema (4.6) y hemos usado los resultados del
Lema 4.1. Luego, combinando las estimaciones anteriores, y recordando que
‖u‖1+r,Ω ≤ C µ‖u‖0,Γ ≤ C µ,
completamos la prueba de la segunda estimacio´n. 2
Teorema 5.20 Para cada T ∈ Th, existe una constante positiva C, que depende solamente de la regula-
ridad de los elementos en θ`, tal que
η˜T ≤ C ‖u− uh‖1,h,θ` .
Prueba. La prueba es inmediata a partir del Teorema 5.7 y del Lema 5.8. 2
Observacio´n 5.21 The final form of estimator η˜ resembles those derived in [86] and [71] for the Crouzeix-
Raviart approximation of source problems.
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5.3 El problema de las vibraciones en un medio ela´stico
Actualmente, se conocen varios estimadores de error a posteriori para las aproximaciones del problema de
la elasticidad obtenidas usando me´todos mixtos de´bilmente sime´tricos; es decir, me´todos en los cuales la
condicio´n de simetr´ıa sobre el tensor de esfuerzos se impone de´bilmente. Los primeros resultados fueron
obtenidos por Braess et al. [45] y, posteriormente, por Carstensen et al. [66, 67] y Lonsing-Verfu¨rth [135].
En todos estos trabajos, los me´todos analizados son H( div ,Ω)-conformes, los estimadores propuestos
son de tipo residual y se derivan, ba´sicamente, a partir de una descomposicio´n tipo Helmholtz del tensor
de esfuerzos.
Una manera alternativa de obtener los mismos estimadores fue propuesta recientemente por Kim [128].
Los argumentos de Kim se basan tambie´n en una descomposicio´n del error en el tensor de esfuerzos,
matema´ticamente equivalente a la descomposicio´n de Helmholtz, pero que no impone requerimientos
adicionales sobre la regularidad de las soluciones o la geometr´ıa de los dominios.
Otro estimador de error para este problema podr´ıa derivarse directamente de los resultados presentados
por Lovadina-Stenberg [137]. El trabajo de estos autores comienza por mostrar que la solucio´n de un
me´todo mixto puede post-procesarse localmente para obtener una aproximacio´n de los desplazamientos
con mayor exactitud y, por lo tanto, apropiada para establecer estimaciones a posteriori.
Combinando los argumentos de Lovadina-Stenberg con la descomposicio´n propuesta por Kim para el
error, hemos podido establecer estimaciones a posteriori del error en las aproximaciones de los modos de
vibracio´n de un so´lido ela´stico obtenidas usando el me´todo mixto no-conforme de Arnold-Winther [93].
Hasta donde sabemos, estos resultados son nuevos.
El estimador as´ı obtenido resulta equivalente, salvo te´rminos de orden superior, al error en la aproximacio´n
medido en una norma discreta, convenientemente pesada. Las constantes que realizan la equivalencia son
independientes del correspondiente autovalor y del coeficiente de Lame´ λS . Ma´s au´n, salvo te´rminos de
orden superior, el estimador provee una cota superior global e inferior local del error.
En lo que resta de esta seccio´n utilizaremos la notacio´n introducida en la seccio´n 4.1.2.
5.3.1 Normas discretas
Supongamos que (ω, (σ,u)) es una solucio´n de (4.30), con ‖u‖0,Ω = 1. A partir de los resultados obtenidos
en la seccio´n 4.1.2, sabemos que existe (ωh, (σh,uh)) solucio´n de (4.45), con ‖uh‖0,Ω = 1, tal que
‖(σ,u)− (σh,uh)‖h ≤ Chs, (5.15)
‖u− uh‖0,Ω ≤ Ch2s, (5.16)
|ω2 − ω2h| ≤ Ch2s, (5.17)
donde s es el coeficiente de regularidad definido en el Lema 4.13 (aplicar el Lema B.1, reemplazando u
por (σ,u) e identificando ‖(σ,u)‖∗ con ‖u‖0,Ω).
Para τ ∈ L2(Ω,S2), definimos las siguientes normas pesadas:
‖τ‖2A,Ω :=
∫
Ω
Aτ : τ y ‖τ‖2C,Ω :=
∫
Ω
Cτ : τ ,
donde C = A−1 es el tensor de rigidez. A partir de la definicio´n de C, tendremos
‖τ‖0,Ω ≤ 1√
2µS
‖τ‖C,Ω,
‖τ‖A,Ω ≤ ma´x
{ 1√
2µS
,
2
λS + µS
}
‖τ‖0,Ω.
Para v ∈ V(h) := H10,ΓD (Ω,R2) + Vh ⊂ L2(Ω,R2), definimos la siguiente seminorma discreta:
‖|v‖|2E,h :=
∑
T∈Th
‖ε(v)‖20,T +
∑
`∈Eh
h−1` ‖
[[
v
]]
`
‖20,`,
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donde ε(·) denota al operador gradiente sime´trico. Observemos que ‖| · ‖|E,h es, en realidad, una norma
sobre V(h). En efecto, supongamos que existe v ∈ V(h) tal que ‖|v‖|E,h = 0. Esto implica que
[[
v
]]
`
= 0
para todo ` ∈ Eh. Luego, aplicando la primera desigualdad de Korn, 1 concluimos que debe ser v = 0.
Consideremos ahora los siguientes espacios de funciones:
U := H0,ΓN ( div ,Ω,S2)×H10,ΓD (Ω,R2),
Uh := Σh × {vh ∈ L2(Ω,R2) : vh|T ∈ (P3(T ))2 ∀T ∈ Th},
Uch := Σh × {vh ∈ H10,ΓD (Ω,R2) : vh|T ∈ (P3(T ))2 ∀T ∈ Th}.
A partir de estas definiciones, es claro que
- Σh ×Vh ⊂ Uh,
- si (τh,vh) ∈ Uch, entonces (τh,vh) ∈ Uh.
Para (τ ,v) ∈ U + Uh definimos la siguiente norma discreta
‖(τ ,v)‖21,h := ‖τ‖2A,Ω + 2µS ‖|v‖|2E,h.
El peso en la norma L2(Ω,S2) permitira´ controlar el error en las aproximaciones de los tensores, incluso
cuando los materiales sean casi incompresibles; es decir, permitira´ obtener estimaciones con constantes
independientes del coeficiente de Lame´ λS . El factor
√
2µS en la norma para los desplazamientos fue
elegido para lograr un balance dimensional entre las magnitudes f´ısicas intervinientes.
El siguiente resultado es fundamental en nuestro ana´lisis.
Teorema 5.22 El espacio de Arnold-Winther es estable con respecto a la norma ‖ ·‖1,h. Ma´s au´n, existe
una constante C, estrictamente positiva, tal que
‖(σ,u)− (σh,uh)‖1,h ≤ C hs.
Prueba. Ver seccio´n C. 2
5.3.2 Me´todo de post-procesamiento
Arnold-Brezzi mostraron que la solucio´m obtenida usando un me´todo mixto puede ser localmente post-
procesada para construir una aproximacio´n del campo de desplazamientos de mayor exactitud que la
original [17]. Otros me´todos de post-procesamientos fueron introducidos en los trabajos [55, 54, 50, 158,
159].
En general, estas te´cnicas de post-procesamiento proponen que, en cada T ∈ Th, las componentes del
desplazamiento sean aproximadas por un polinomio de un grado mayor que el correspondiente a las
entradas del tensor discreto. Si llamamos u∗h al desplazamiento as´ı obtenido, entonces
gr ε(u∗h|T ) = gr Aσh|T
y, por lo tanto, a nivel discreto, quedar´ıa establecida una relacio´n ma´s exacta entre las dos variables. Esto
induce a pensar que para realizar un ana´lisis a posteriori del error, ser´ıa razonable reemplazar el campo
de desplazamientos obtenido a partir del propio me´todo por el campo de desplazamientos post-procesado.
A continuacio´n, definimos el proceso de post-procesamiento que utilizaremos para mejorar al campo u;
seguiremos el me´todo introducido en [159]. Sea
V∗h := {vh ∈ L2(Ω,R2) : vh|T ∈ (P3(T ))2 ∀T ∈ Th}.
1Supongamos que Ω ⊂ Rn es un dominio acotado, con borde Lipschitz Γ = ΓD ∪ΓN , y sea v : Ω→ Rn. Entonces, existe
c+ > 0 tal que para todo v ∈ H10,ΓD (Ω,R2), ‖ε(v)‖0,Ω ≥ c+‖v‖1,Ω. La constante c+ depende de la geometr´ıa del domino
Ω y del borde Γ.
140
Definimos u∗h ∈ V∗h de manera tal que u∗h|T es solucio´n del siguiente sistema:∫
T
ε(u∗h) : ∇vh =
∫
T
Aσh : ∇vh ∀vh ∈ (I−Ph|T )(P3(T ))2,
Ph|Tu∗h = uh.
(5.18)
Para esta nueva aproximacio´n de u obtenemos el siguiente resultado.
Teorema 5.23 Existe una constante C, estrictamente positiva, tal que
‖(σ,u)− (σh,u∗h)‖1,h ≤ C hs.
Prueba. Ver seccio´n C. 2
5.3.3 Indicadores locales del error para los tensores
La primera desigualdad de Korn y el Teorema de Lax-Milgram permiten asegurar que el problema varia-
cional ∫
Ω
Cε(ψ) : ε(v) =
∫
Ω
σh : ε(v) ∀v ∈ H10,ΓD (Ω,R2) (5.19)
tiene una u´nica solucio´n ψ ∈ H10,ΓD (Ω,R2). Este resultado induce a considerar la siguiente descomposicio´n
del error en la aproximacio´n de los tensores:
σ − σh = Cε(u−ψ) + (Cε(ψ)− σh),
donde ψ ∈ H10,ΓD (Ω,R2) es la solucio´n del problema (5.19). A partir de aqu´ı, es inmediato que
‖σ − σh‖2A,Ω = ‖ε(u−ψ)‖2C,Ω + ‖ε(ψ)− Aσh‖2C,Ω.
La importancia de esta expresio´n es evidente: el problema de encontrar un estimador para la A-norma
del error eh := σ−σh se reduce al problema de estimar cada te´rmino de la descomposicio´n por separado.
Estimacio´n del te´rmino ‖ε(u−ψ)‖C,Ω
Para cada ` ∈ Eh, definimos los te´rminos de salto
Jn
`
:=

[[
σhn`
]]
si ` ∈ EIh,
−2σhn` si ` ∈ ENh ,
0 si ` ∈ EDh .
Para cada T ∈ Th, definimos los indicadores locales
η21,T :=
1
2
∑
`⊂∂T
|`|‖Jn
`
‖20,`,
y, finalmente, proponemos el estimador global
η1 :=
1√
2µS
(∑
T∈Th
η21,T
)1/2
.
Teorema 5.24 Existe una constante positiva C, que depende solamente del dominio Ω, de la constante
de Korn c+ y de la regularidad de Th, tal que
‖ε(u−ψ)‖C,Ω ≤ C
(
η1 + ω
2 ρS√
2µS
‖u− uh‖0,Ω + ρS√
2µS
|ω2 − ω2h|
)
.
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Prueba. Sea v ∈ H10,ΓD (Ω,R2). Entonces, por (4.30), (5.19), (4.45) y una integracio´n por partes, se
tendra´ ∫
Ω
Cε(u−ψ) : ε(v) = ω2ρS
∫
Ω
(u− uh) · v + (ω2 − ω2h)ρS
∫
Ω
uh · v −
∑
T∈Th
∫
∂T
σhnT · v.
A partir de la definicio´n de Jn
`
y teniendo en cuenta que
- σhn` · n` es continua sobre cada lado interno ` ∈ Eh,
- σhn` · n` = 0 para todo ` ∈ EN` ,
el u´ltimo te´rmino de la expresio´n anterior puede escribirse como
−
∑
T∈Th
∫
∂T
σhnT · v = 1
2
∑
T∈Th
∑
`⊂∂T
∫
`
Jn
`
· v = 1
2
∑
T∈Th
∑
`⊂∂T
∫
`
(Jn
`
· t`)(v · t`).
Sea P` la proyeccio´n L
2
` de H
1/2(`) sobre las constantes. Para ` ∈ EIh, sean T1 y T2 los tria´ngulos en Th
tales que T1 ∩ T2 = `. Como Jn
`
· t` tiene valor medio igual a cero sobre cada ` ∈ EIh,∫
`
(Jn
`
· t`)(v · t`) ≤ ‖Jn
`
‖0,`‖v · t` − P`(v · t`)‖0,` ≤ C |`|1/2‖Jn
`
‖0,`‖v‖1,T1∪T2 .
Jn
`
tambie´n tiene valor medio igual a cero sobre cada ` ∈ ENh . Esto se debe a la condicio´n que satisfacen
sobre ΓN los tensores pertenecientes al espacio Σh. Sea T el u´nico tria´ngulo en Th tal que ∂T ∩ ΓN = `.
Razonando de manera ana´loga al caso anterior, tendremos∫
`
(Jn
`
· t`)(v · t`) ≤ C |`|1/2‖Jn
`
‖0,`‖v‖1,T .
Por otro lado, para v ∈ H10,ΓD (Ω,R2) son va´lidas las siguientes desigualdades
‖v‖0,Ω ≤ C(Ω) |∇v|0,Ω ≤ C(Ω)
c+
‖ε(v)‖0,Ω ≤ C(Ω)√
2µSc+
‖ε(v)‖C,Ω.
Luego, combinando todas las estimaciones anteriores con la definicio´n de η1 y teniendo en cuenta que
‖uh‖0,Ω = 1, obtendremos∫
Ω
Cε(u−ψ) : ε(v) ≤ C
(
η1 + ω
2 ρS√
2µS
‖u− uh‖0,Ω + ρS√
2µS
|ω2 − ω2h|
)
‖ε(v)‖C,Ω,
resultado que nos permite concluir la prueba. 2
El teorema anterior muestra que, salvo te´rminos de orden superior, el estimador η1 acota superiormente
a la parte conforme del error en la variable tensorial. A continuacio´n probaremos que η1,T provee una
cota inferior local para el error en la aproximacio´n de los tensores, salvo te´rminos de orden superior.
Lema 5.25 i) Para cada ` ∈ EIh, sean T1 y T2 los tria´ngulos en Th tales que ` = T1 ∩ T2. Entonces,
se verifica
|`|1/2‖Jn
`
‖0,` ≤ C (ρS‖ω2u− ω2huh‖0,T1∪T2 |`|+ ‖σ − σh‖0,T1∪T2).
ii) Para cada ` ∈ ENh , sea T ∈ Th tal que ` ⊂ ∂T . Entonces, se verifica
|`|1/2‖Jn
`
‖0,` ≤ C (ρS‖ω2u− ω2huh‖0,T |`|+ ‖σ − σh‖0,T ).
Prueba. Probaremos solamente el enunciado i) ya que, con obvias modificaciones, ii) se prueba de
manera similar.
A partir de los resultados obtenidos por Verfu¨rth [170], sabemos que existe un operador de extensio´n
 : C0(`)→ C0(T ), T ∈ Th, el cual extiende polinomios de grado k sobre ` a polinomios de grado k sobre
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T , de manera tal que, si p ∈ Pk(`), p|` = p. Eligiendo k = 2, denotemos por J˜n
`
a la extensio´n de Jn
`
a
T1 ∪ T2 definida por
J˜n
`
|Ti := (Jn` · t`), i = 1, 2.
Sea β` la funcio´n cuadra´tica a trozos definida sobre T1 ∪ T2 de manera tal que tome el valor 1 sobre el
punto medio de ` y se anule sobre el borde de T1 ∪ T2. Definimos
ϕ`(x) :=
{
c` J˜n
`
β`(x) x ∈ T1 ∪ T2,
0 x ∈ Ω \ T1 ∪ T2,
donde el coeficiente c` esta´ dado por
c` :=
∫
`
(J˜n
`
)2∫
`
(J˜n
`
)2β`
.
Observemos que, as´ı definida, ϕ` ∈ H10,ΓN (Ω,R2) y verifica∫
`
Jn
`
·ϕ` =
∫
`
J˜n
`
·ϕ` = ‖J˜n` ‖20,`.
Argumentos standard basados en la equivalencia de normas en el espacio P2(̂`) (̂`segmento de referencia),
muestran que existe una constante positiva C tal que c` ≤ C. Entonces, usando argumentos cla´sicos de
scaling, tendremos
‖ϕ`‖0,Ti ≤ C |`|1/2‖J˜n`‖0,`,
‖∇ϕ`‖0,Ti ≤ C |`|−1/2‖J˜n` ‖0,`.
Luego, integrando por partes, usando las ecuaciones (4.29) y (4.45) y recordando (4.39), llegamos a∑
1≤i≤2
∫
Ti
(σ − σh) : ∇ϕ` =
∑
1≤i≤2
(
−
∫
Ti
div (σ − σh) ·ϕ` +
∫
∂Ti
(σ − σh)n ·ϕ`
)
= −
∑
1≤i≤2
∫
Ti
ρS(ω
2u− ω2huh) ·ϕ` +
∫
`
Jn
`
·ϕ`
de donde obtendremos
|`|1/2‖Jn
`
‖0,` ≤ C
(
ρS‖ω2u− ω2huh‖0,T1∪T2 |`|+ ‖σ − σh‖0,T1∪T2
)
.
2
El siguiente teorema es una consecuencia directa del resultado anterior.
Teorema 5.26 Existe una constante positiva C tal que,
η1,T ≤ C
(
ρS‖ω2u− ω2huh‖0,θ` |`|+ ‖σ − σh‖0,θ`
)
.
Estimacio´n del te´rmino ‖ε(ψ)− Aσh‖C,Ω
Teorema 5.27 Sean ψ la solucio´n del problema variacional (5.19) y γ la constante inf-sup asociada al
problema de Stokes en Ω. Entonces,
‖ε(ψ)− Aσh‖C,Ω ≤
√
2µS
(
1 +
1
γ
)
ı´nf
v∈H10,ΓD (Ω,R2)
‖ε(v)− Aσh‖0,Ω.
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Prueba. Sea v ∈ H10,ΓD (Ω,R2), arbitrario. Entonces, si ψ es solucio´n de (5.19), tendremos
‖ε(ψ)− Aσh‖2C,Ω = (Cε(ψ)− σh, ε(ψ)− Aσh) = (Cε(ψ)− σh, ε(v)− Aσh)
≤ ‖Cε(ψ)− σh‖0,Ω‖ε(v)− Aσh‖0,Ω.
La prueba quedara´ completa si podemos mostrar que el cociente
‖Cε(ψ)− σh‖0,Ω
/
‖ε(ψ)− Aσh‖C,Ω
esta´ acotado por constantes que no dependen de h ni del coeficiente de Lame´ λS . El primer paso para
lograr este objetivo sera´ observar que
Cε(ψ)− σh = C(ε(ψ)− Aσh) = 2µS(ε(ψ)− Aσh) + λStr(ε(ψ)− Aσh)I (5.20)
y que, como ψ es solucio´n de (5.19), se verifica
2µS
∫
Ω
(ε(ψ)− Aσh) : ε(w) + λS
∫
Ω
tr(ε(ψ)− Aσh)I : ε(w) = 0 ∀w ∈ H10,ΓD (Ω,R2).
El segundo paso es comprobar que tr(ε(ψ)−Aσh) ∈ L2(Ω,R). Luego, podremos usar el siguiente resultado
(derivado del problema de Stokes en el plano): existe una constante positiva γ > 0, que solo depende de
Ω, tal que 2
sup
w∈H10,ΓD (Ω,R2)
( div w, q)
‖∇w‖0,Ω ≥ γ‖q‖0,Ω ∀q ∈ L
2(Ω,R).
Entonces, teniendo en cuenta que ε(ψ)− Aσh es un tensor sime´trico,
λS‖tr(ε(ψ)− Aσh)‖0,Ω ≤ 1
γ
sup
w∈H10,ΓD (Ω,R2)
(tr∇w, λS tr(ε(ψ)− Aσh))
‖∇w‖0,Ω
=
1
γ
sup
w∈H10,ΓD (Ω,R2)
(∇w, λS tr(ε(ψ)− Aσh)I)
‖∇w‖0,Ω
=
1
γ
sup
w∈H10,ΓD (Ω,R2)
(ε(w), λS tr(ε(ψ)− Aσh)I)
‖∇w‖0,Ω
=
1
γ
sup
w∈H10,ΓD (Ω,R2)
(ε(w),−2µS (ε(ψ)− Aσh)
‖∇w‖0,Ω
=
1
γ
sup
w∈H10,ΓD (Ω,R2)
(∇w,−2µS (ε(ψ)− Aσh)
‖∇w‖0,Ω
≤ 2µS
γ
‖ε(ψ)− Aσh‖0,Ω.
Luego, combinando la estimacio´n anterior con la ecuacio´n (5.20),
‖Cε(ψ)− σh‖0,Ω ≤ 2µS
(
1 +
1
γ
)
‖ε(ψ)− Aσh‖0,Ω ≤
√
2µS
(
1 +
1
γ
)
‖ε(ψ)− Aσh‖C,Ω
de donde se obtiene
‖ε(ψ)− Aσh‖0,Ω
/
‖ε(ψ)− Aσh‖C,Ω ≤
√
2µS
(
1 +
1
γ
)
.
As´ı, concluimos la prueba.2
Observacio´n 5.28 La constante γ puede acotarse aproximadamente resolviendo problemas (discretos)
de autovalores asociados con las ecuaciones de Stokes [56]. Por ejemplo, para Ω un L-dominio y ΓD = ∂Ω,
Stoyan encontro´ que γ ≈ 0.3101 utilizando el me´todo de los elementos finitos de Crouzeix-Raviart sobre
una grilla de tria´ngulos uniforme [161].
2Para toda q ∈ L2(Ω,R), existe w ∈ H10,ΓD (Ω,R2) tal que div w = q y ‖w‖1,Ω . ‖q‖0,Ω. Consecuentemente, la condicio´n
inf-sup se satisface.
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El teorema anterior nos permite calcular una cota superior para la parte no-conforme del error en la
variable tensorial; es decir, el te´rmino de error ‖ε(ψ) − Aσh‖C,Ω, eligiendo simplemente una funcio´n en
H10,ΓD (Ω,R
2) de manera adecuada. Una eleccio´n posible ser´ıa la siguiente:
u˜h := Rhu
∗
h,
donde u∗h ∈ L2(Ω,R2) es la solucio´n del problema (5.18) y Rh es el operador de post-procesamiento
definido en la seccio´n 5.1. En este caso, haciendo uso de la desigualdad triangular y del Lema 5.2,
‖ε(u˜h)− Aσh‖0,Ω ≤ ‖ε(u∗h)− Aσh‖0,Ω + ‖ε(u˜h − u∗h)‖0,Ω
≤ ‖ε(u∗h)− Aσh‖0,Ω + ‖∇(u˜h − u∗h)‖0,Ω
≤ ‖ε(u∗h)− Aσh‖0,Ω +
( ∑
`∈EIh
|`|−1‖[[u∗h]]`‖20,` + ∑
`∈EDh
|`|−1‖u∗h‖20,`
)1/2
.
El resultado anterior nos induce a definir los siguientes indicadores locales
η2,T := ‖ε(u∗h)− Aσh‖0,T ,
η23,` :=

|`|−1‖[[u∗h]]`‖20,` si ` ∈ EIh,
2|`|−1‖u∗h‖20,` si ` ∈ EDh ,
0 si ` ∈ ENh ,
η3,T :=
(
1
2
∑
`⊂∂T
η23,`
)1/2
y los correspondientes estimadores globales del error
η2 :=
(∑
T∈Th
η22,T
)1/2
y η3 :=
(∑
T∈Th
η23,T
)1/2
.
Teorema 5.29 Existe una constante positiva C, que depende solamente del dominio Ω, tal que
‖ε(ψ)− Aσh‖C,Ω ≤
√
2µS C (η2 + η3).
Prueba. Inmediata a partir del Teorema 5.27 y la definicio´n de los estimadores η2 y η3. 2
Los estimadores η2,T y η3,` tambie´n proporcionan cotas inferiores para el error local medido en la norma
‖ · ‖1,h. De la definicio´n de η2,T ,
‖ε(u∗h)− Aσh‖20,T =
∫
T
ε(u∗h − u) : (ε(u∗h)− Aσh) +
∫
T
A(σ − σh) : (ε(u∗h)− Aσh)
≤
(
‖ε(u∗h − u)‖0,T +
1√
2µS
‖σ − σh‖A,T
)
‖ε(u∗h)− Aσh‖0,T ,
de donde obtendremos
η2,T ≤ ‖ε(u− u∗h)‖0,T +
1√
2µS
‖σ − σh‖A,T . (5.21)
Por otro lado, como u ∈ H1+s(Ω,R2)∩H10,ΓD (Ω,R2), u es continua en Ω y u|ΓD = 0. Entonces, es directo
que
η3,` = |`|−1/2‖
[[
u∗h
]]
`
‖0,` = |`|−1/2‖
[[
u− u∗h
]]
`
‖0,`. (5.22)
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5.3.4 Indicadores locales del error para los desplazamientos
En esta seccio´n mostraremos que los estimadores propuestos tambie´n acotan al error en la aproximacio´n
post-procesada de los desplazamientos medido en la norma discreta ‖| · ‖|E,h.
Primero, teniendo en cuenta que u es continua sobre Ω, tendremos inmediatamente
2µS
∑
`∈Eh
|`|−1‖[[(u− u∗h)]]`‖20,` = 2µS ∑
`∈Eh
|`|−1‖[[u∗h]]`‖20,` = 2µS η23 .
Luego, procediendo como en la seccio´n anterior, podremos escribir
‖ε(u− u∗h)‖20,T =
∫
T
A(σ − σh) : ε(u− u∗h) +
∫
T
(Aσh − ε(u∗h)) : ε(u− u∗h)
≤
( 1√
2µS
‖σ − σh‖A,T + ‖Aσh − ε(u∗h)‖0,T
)
‖ε(u− u∗h)‖0,T ,
de donde obtendremos
2µS
∑
T∈Th
‖ε(u− u∗h)‖20,T ≤ 2
(
‖σ − σh‖2A,Ω + 2µS η22
)
.
Finalmente, de las estimaciones anteriores se deduce√
2µS‖|u− u∗h‖|E,h ≤
√
2
(
‖σ − σh‖A,Ω +
√
2µS (η2 + η3)
)
. (5.23)
5.3.5 Estimador del error para los pares tensor/desplazamiento. Confiabilidad y eficiencia
de los indicadores del error.
Usando los estimadores definidos en las secciones previas, podemos construir un estimador del error en
la aproximacio´n de los modos propios de vibracio´n de un so´lido ela´stico obtenida por medio del me´todo
no-conforme de Arnold-Winther.
Definimos
η2T :=
1
2µS
η21,T + 2µS (η
2
2,T + η
2
3,T )
y
η :=
(∑
T∈Th
η2T
)1/2
.
Los siguientes resultados confirman que η determina una estimacio´n confiable para el error en la aproxi-
macio´n y que los indicadores locales ηT son eficientes.
Teorema 5.30 Existe una constante C, estrictamente positiva y que solo depende del dominio Ω, de la
constante de Korn c+ y de la regularidad de Th, tal que
‖(σ,u)− (σh,u∗h)‖1,h ≤ C
(
η + ω2
ρS√
2µS
‖u− uh‖0,Ω + ρS√
2µS
|ω2 − ω2h|
)
.
Prueba. Es una consecuencia inmediata de los Teoremas 5.24, 5.27 y 5.29 y de la estimacio´n (5.23). 2
Teorema 5.31 Existe una constante positiva C, que depende solamente de la regularidad de los elementos
en θ`, tal que
ηT ≤ C
(
‖(σ,u)− (σh,u∗h)‖1,h,T +
1√
2µS
‖σ − σh‖0,θ` +
ρS√
2µS
|`|‖ω2u− ω2huh‖0,θ`
)
.
Prueba. Es una consecuencia inmediata del Teorema 5.26 y de las estimaciones (5.21)-(5.22). 2
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APE´NDICE A
Resultados sobre la aproximacio´n por elementos finitos.
Enunciaremos a continuacio´n algunos resultados sobre las propiedades de aproximacio´n del me´todo de los
elementos finitos. Estos resultados son cla´sicos y sus demostraciones pueden encontrarse en varios textos
(fundamentales), tales como [75, 109, 52]. Seguiremos aqu´ı la presentacio´n propuesta en las monograf´ıas
[51] y [162].
Sea Ω ⊂ Rd, 1 ≤ d ≤ 3, un dominio poligonal. Sea Th una descomposicio´n de Ω en subdominios elementales
K. El dia´metro de un elemento K se denotara´ por hK ; quedando definido el taman˜o de la particio´n por
h := ma´xK∈Th hK . Los elementos K ∈ Th se asumen de forma regular en el sentido usual; es decir, si
existe una constante positiva C tal que
γ(K) :=
hK
ρK
≤ C ∀K ∈ Th,
siendo ρK el dia´metro de la bola ma´s grande contenida en K. Observemos que esta suposicio´n incluye
el caso de grillas localmente fuertemente refinadas para las cuales la razo´n h/hK podr´ıa ser muy grande
para los elementos K en alguna subregio´n cr´ıtica de Ω.
Finalmente, para un tria´ngulo o tetraedro K, una cota inferior para los a´ngulos internos de K conduce a
una cota superior para el cociente γ(K) y viceversa. Luego, la condicio´n de regularidad de un elemento
triangular o tetraedral es equivalente a la siguiente condicio´n de a´ngulo mı´nimo: existe una constante
positiva α0 tal que
α(K) := menor a´ngulo interior enK ≥ α0 ∀K ∈ Th.
A.1 Interpolaciones cla´sicas
Definicio´n A.1 Supongamos que
i) K ⊂ Rd es un conjunto abierto simplemente conexo cuyo borde es suave a trozos,
ii) PK es un espacio de funciones definidas sobre K (conjunto de las funciones base o funciones de
forma) de dimensio´n finita,
iii) NK es una base para el espacio (PK)∗, dual algebraico del espacio lineal PK (conjunto de las
variables nodales o grados de libertad).
Entonces, (K,PK ,NK) define un elemento finito.
Denotaremos a las variables nodales en NK por N1, N2, · · ·, Nn, n = dim(PK), y a la base de PK , dual
de NK , por φ1, φ2, · · ·, φn; es decir
Ni(φj) = δij .
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Definicio´n A.2 Sean (K̂,PK̂ ,NK̂), un elemento finito, y F (x̂), un mapeo afin de la forma F (x̂) =
Ax̂ + b donde A es una d × d-matr´ız no-singular, x̂ y b son vectores columna con d-componentes. El
elemento finito (K,PK ,NK) es afin equivalente a (K̂,PK̂ ,NK̂) si
i) F (K̂) = K,
ii) v ∈ PK si, y solo si, v ◦ F ∈ PK̂ ,
iii) N ∈ NK si, y solo si, la funcional lineal v̂ 7→ N(v̂ ◦ F−1) en PK̂ pertenece a NK̂ .
Asumiremos que el mapeo ζ → Ni(ζ) esta´ bien definido para ζ ∈ Hs(K), siendo s un nu´mero positivo lo
suficientemente grande. Entonces, podemos definir el operador de interpolacio´n local IK : Hs(K)→ PK
por medio de
IKζ :=
n∑
j=1
Nj(ζ)φj .
Observemos que esta definicio´n implica que
IKv = v ∀v ∈ PK .
El error de interpolacio´n para un elemento (K,PK ,NK) triangular o cuadrangular convexo en R2 (res-
pectivamente, tetraedro o hexaedro en R3) puede ser controlado en te´rminos de la regularidad de K.
Lema A.3 Supongamos que
i) el interpolador local IK esta´ bien definido sobre Hs(K),
ii) (K,PK ,NK) es afin equivalente al elemento de referencia (K̂,PK̂ ,NK̂),
iii) Pm(K) ⊂ PK ,
iv) m es el entero ma´s grande tal que m < s.
Entonces, IK satisface la estimacio´n
m∑
j=0
hjK |ζ − IKζ|j,K ≤ C hsK |ζ|s,K ,
donde la constante C depende solamente de s y del supremo del cociente γ(K).
Supongamos que las sucesivas descomposiciones de Ω forman una familia {Th}h>0 de triangulaciones
regulares; es decir, existe una constante positiva σ tal que
γ(K) ≤ σ ∀K ∈ Th, ∀h > 0.
Sea l el orden de la derivada parcial ma´s alta involucrada en la definicio´n de las variables nodales. Si
ζ ∈ Hs(Ω), s− l − d/2 > 0, la interpolada global Ihv esta´ bien definida en Ω por
Ihζ|Ki = IKiζ ∀Ki ∈ Th
y vale la siguiente estimacio´n
|ζ − Ihζ|j,Ω ≤ C hs−j |ζ|s,Ω 0 ≤ j ≤ s. (A.1)
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A.2 Interpolacio´n de Arnold-Winther
Para acotar el error en la aproximacio´n del par tensor/desplazamiento utilizando el espacio no-conforme
de Arnold-Winther, necesitaremos conocer las propiedades de aproximacio´n de la interpolacio´n ΠAWh ,
definida en la seccio´n 4.1.2. Seguiremos aqu´ı la metodolog´ıa standard para obtener este tipo de resultados.
Preservaremos la notacio´n introducida en la seccio´n 4.1.2.
Sea T̂ un tria´ngulo de referencia y sea FT : T̂ → T un isomorfismo afin de la forma FT xˆ = BT xˆ + bT .
Para τ̂ ∈ L2(T̂ ,S2), se define τ ∈ L2(T, S2) mediante la transformacio´n
τ (x) = BT τ̂ (xˆ)B
t
T , (A.2)
donde x = FT (xˆ). Un ca´lculo directo muestra que
div τ (x) = BT div τ̂ (xˆ) (A.3)
y, por lo tanto, tendremos que τ ∈ H( div , T,S2) si, y solo si, τ̂ ∈ H( div , T̂ ,S2).
Observemos ahora que el operador ΠAWh : H0,ΓN ( div ,Ω,S2) ∩ Hs(Ω,S2) → Σh esta´ bien definido por
medio de
-
∫
`
(τ −ΠAWh τ )n` · v = 0 ∀` ∈ Eh, ∀v ∈ P1(`,R2),
-
∫
T
(τ −ΠAWh τ ) = 0 ∀T ∈ Th,
cuando s > 1/2.
Lema A.4 Para τ ∈ H( div , T,S2) ∩Hs(T, S2), s > 1/2, tendremos
ΠAWh |T τ (x) = BT ΠAWh |T̂ τ̂ (xˆ)BtT .
Prueba. Es ide´ntica a la prueba presentada en [23]. 2
Lema A.5 Para todo τ ∈ H0,ΓN ( div ,Ω,S2) ∩ Hs(Ω,S2), 1/2 < s ≤ 1, existe una constante positiva,
independiente de hT , tal que
‖ΠAWh τ‖0,T ≤ C (‖τ‖0,T + hsT ‖τ‖s,T ) ∀T ∈ Th.
Prueba. Comenzaremos probando la estimacio´n en el tria´ngulo de referencia T̂ . Sea {ηk}1≤k≤3 una
base para el espacio P0(T̂ ,S2). Para cada ̂`i de T̂ , sea {pi,j}1≤j≤4 una base para el espacio P1(̂`,R2).
Asociadas con estas bases, introducimos las bases de Arnold-Winther {(ϕi,j , ζk)} definidas por
-
∫
̂`
i
ϕi,jn̂`i · pr,s = δirδjs 1 ≤ i, r ≤ 3, 1 ≤ j, s ≤ 4,
-
∫
T̂
ϕi,j : ηk = 0 1 ≤ i ≤ 3, 1 ≤ j ≤ 4, 1 ≤ k ≤ 3,
-
∫
T̂
ζk : ηm = δkm 1 ≤ k,m ≤ 3,
-
∫
̂`
i
ζkn̂`i · pr,s = 0 1 ≤ k ≤ 3, 1 ≤ r ≤ 3, 1 ≤ s ≤ 4.
Entonces, podremos escribir
ΠAWh τ̂ (xˆ)|T̂ =
∑
1≤i≤3
∑
1≤j≤4
(∫
̂`
i
τ̂ (xˆ)n̂`
i
· pi,j(xˆ)
)
ϕi,j(xˆ) +
∑
1≤k≤3
(∫
T̂
τ̂ (xˆ) : ηk(xˆ)
)
ζk(xˆ).
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Por la desigualdad de Cauchy-Schwarz, un teorema de trazas local y ca´lculos directos, llegamos a∣∣∣ ∫
T̂
τ̂ (xˆ) : ηk(xˆ)
∣∣∣ ≤ ‖τ̂‖0,T̂ ‖ηk‖0,T̂ ≤ C(T̂ )‖τ̂‖0,T̂ ,∣∣∣ ∫̂`
i
τ̂ (xˆ)n̂`
i
· pi,j(xˆ)
∣∣∣ ≤ C(|̂`i|−1/2‖τ̂‖0,T̂ + |̂`i|s−1/2|τ̂ |s,T̂)‖pi,j‖0,̂`i ≤ C(T̂ )‖τ̂‖s,T̂ .
Teniendo en cuenta que las normas ‖ϕi,j‖0,T̂ y ‖ζk‖0,T̂ esta´n acotadas por constantes que solo dependen
de T̂ , obtendremos finalmente
‖ΠAWh |T̂ τ̂‖0,T̂ ≤ C ‖τ̂‖s,T̂ .
Ahora, en virtud del Lema A.4,∫
T
|ΠAWh |T τ (x)|2dx =
∫
T̂
|BT ΠAWh |T̂ τ̂ (xˆ)BtT |2|detBT |dxˆ
≤ |detBT |‖BT ‖2‖BtT ‖2
∫
T̂
|ΠAWh |T̂ τ̂ (xˆ)|2dxˆ
≤ C(T̂ ) |detBT |‖BT ‖2‖BtT ‖2 ‖τ̂‖2s,T̂ .
De la definicio´n para la seminorma | · |s,T̂ ,
|τ̂ |2
s,T̂
=
∫
T̂
∫
T̂
|τ̂ (xˆ)− τ̂ (yˆ)|2
|xˆ− yˆ|2+2s dxˆdyˆ =
∫
T
∫
T
|B−1T (τ (x)− τ (y))B−tT |2
|B−1T (x− y)|2+2s
|detB−1T |2 dxdy
≤ |detB−1T |2‖B−1T ‖2‖B−tT ‖2‖BT ‖2s+2 |τ |2s,T .
Combinando las dos expresiones anteriores con las siguientes acotaciones (ver, por ejemplo, [75])
|detBT | = |T ||T̂ | , ‖BT ‖ ≤
hT
ρT̂
, ‖B−1T ‖ ≤
hT̂
ρT
,
podremos establecer que
‖ΠAWh τ‖0,T ≤ C
(
‖τ‖0,T + h
s
T
ρs
T̂
|τ |s,T
)
,
estimacio´n que nos permite completar la prueba.2
Teorema A.6 Para todo τ ∈ H0,ΓN ( div ,Ω,S2) ∩Hs(Ω,S2), 1/2 < s ≤ 1, existe una constante estric-
tamente positiva C, independiente de hT , tal que
‖τ −ΠAWh τ‖0,T ≤ C hsT ‖τ‖s,T .
Prueba. Sabemos que ΠAWh esta´ definida localmente con respecto a la triangulacio´n Th y que localmente
preserva tensores lineales a trozos; es decir, si η ∈ P1(T, S2), tendremos ΠAWh η|T = η. Entonces, aplicando
el lema anterior
‖τ −ΠAWh τ‖0,T = ‖(τ − η)−ΠAWh (τ − η)‖0,T ≤ C
(
‖τ − η‖0,T + hsT |τ − η|s,T
)
.
Concluimos la prueba eligiendo η igual a la proyeccio´n L2T -ortogonal de τ sobre el espacio de los tensores
constantes definidos en T y aplicando el Lema A.7. 2
A.3 Proyecciones L2-ortogonales
Sea ζ ∈ L2(Ω) y m ≥ 0 un entero. Definimos
Phζ|K ∈ Pm(K),
∫
K
(ζ −Phζ)v = 0 ∀v ∈ Pm(K) ∀K ∈ Th
como la proyeccio´n L2-ortogonal de ζ sobre el espacio discreto
Vh := {v ∈ L2(Ω) : v|K ∈ Pm(K) ∀K ∈ Th}.
El siguiente resultado puede encontrarse en [109].
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Lema A.7 Sea ζ ∈ Hs(Ω) para algu´n real s ∈ [0,m + 1]. La proyeccio´n Ph satisface la estimacio´n de
error
‖ζ −Phζ‖0,Ω ≤ C hs|ζ|s,Ω,
donde la constante, estrictamente positiva, C es independiente de h y de ζ.
Para funciones ma´s regulares, tambie´n puede establecerse el siguiente resultado.
Lema A.8 Sea ζ ∈ H1+s(Ω) para algu´n real s > 0. Si m ≥ 1, la proyeccio´n Ph satisface la estimacio´n
de error
|ζ −Phζ|1,Ω ≤ C hs|ζ|1+s,Ω,
donde la constante, estrictamente positiva, C es independiente de h y de ζ.
Prueba. Como ζ ∈ H1+s(Ω), ζ ∈ C0(Ω). Por lo tanto, Ihζ, la interpolada lineal de Lagrange de ζ, esta´
bien definida en Ω. Gracias a la desigualdad triangular,
|ζ −Phζ|1,K ≤ |ζ − Ihζ|1,K + |Ihζ −Phζ|1,K .
Como Ihζ −Phζ es un polinomio, usaremos una desigualdad inversa (A.5) para escribir
|Ihζ −Phζ|1,K ≤ Ch−1K ‖Ihζ −Phζ‖0,K ≤ Ch−1K
(
‖Ihζ − ζ‖0,K + ‖ζ −Phζ‖0,K
)
.
Finalmente, usando el Lema A.7 y la estimacio´n A.1, tendremos
|ζ −Phζ|1,K ≤ Chs|ζ|1+s,K .
A partir de la estimacio´n anterior, se infiere fa´cilmente el enunciado. 2
A.4 Desigualdades de traza e inversa
En las pruebas que se incluyen en este trabajo, utilizaremos varias veces las siguientes desigualdades
locales:
- Sea K un elemento en Th y ` uno de sus lados. Existe una constante positiva C, que solo depende
del a´ngulo mı´nimo en K, tal que, si ζ ∈ Hν(K), con ν ∈ (1/2, 1], entonces
‖ζ‖0,` ≤ C
(
|`|−1/2‖ζ‖0,K + |`|ν−1/2|ζ|ν,K
)
. (A.4)
La prueba de este resultado puede encontrarse en [6] (ver el Lema 5.2 en esa referencia).
- Sea (K,PK ,NK), un elemento finito tal que PK ⊂ Hm(K). Como cualquier seminorma definida
sobre un espacio de dimensio´n finita es continua con respecto a una norma, argumentos cla´sicos de
scaling nos conducen a la siguiente estimacio´n inversa
|ζ|m,K ≤ C hl−mK ‖ζ‖l,K ∀ζ ∈ PK , 0 ≤ l ≤ m (A.5)
donde C es una constante positiva que depende del cociente γ(K) y del espacio PK .
Las estimaciones inversas cla´sicas (como las estimaciones de error a priori) son usualmente globales. Si
la triangulacio´n satisface las condiciones usuales de regularidad (ver comentarios en la introduccio´n de la
seccio´n A), la estimacio´n inversa establece
‖uh‖Hs(Ω) . h−smin ‖uh‖0,Ω, (A.6)
para un rango adecuado de s > 0 y para todas las funciones uh ∈ Hs(Ω) que son polinomios a trozos
(de grado m ≥ 1) con respecto a la grilla utilizada en la discretizacio´n. La cantidad hmin representa al
mı´nimo global de todos los dia´metros en la triangulacio´n; es decir,
hmin := mı´n
T∈Th
hT .
Cuando la grilla es globalmente cuasi-uniforme (h . hmin), las estimaciones inversas pueden ser usadas
para determinar la razo´n de convergencia de varias cantidades aproximadas en potencias de h y en varias
normas.
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APE´NDICE B
Cambios en la normalizacio´n de los autovectores y orden de
convergencia de la aproximacio´n.
Examinando las pruebas de los lemas y teoremas de la seccio´n 3.3, surge claramente que los resultados
de convergencia obtenidos son va´lidos si los autovectores continuos y discretos esta´n normalizados con
respecto a la norma ‖ · ‖h, i.e., cuando
u :=
uˆ
‖uˆ‖h y uh :=
uˆh
‖uˆh‖h .
Supongamos entonces que λh es un autovalor de Th, convergente a λ, y que uh es un vector propio
(unitario) de Th correspondiente a λh. Del Teorema 3.26 se deduce inmediatamente que existe un vector
propio (unitario) u de T, correspondiente a λ, tal que
‖u− uh‖h ≤ C hr. (B.1)
A continuacio´n probaremos que se obtienen los mismos o´rdenes de convergencia para la aproximacio´n de
los autovectores cuando se los normaliza de manera diferente. Sea ‖·‖∗ otra norma en W (h). Supongamos
que
‖uˆ‖∗ = 1 y ‖uˆh‖∗ = 1. (B.2)
Lema B.1 Existen constantes positivas Ĉ y h0, tales que, si h ≤ h0, entonces
‖uˆ− uˆh‖h ≤ Ĉ hr.
Prueba. Asumiendo (B.2), un ca´lculo directo nos conduce a la siguiente expresio´n
‖uˆ− uˆh‖h ≤ ‖uˆ‖h ‖u− uh‖h + ‖uh‖h
∣∣∣‖uˆ‖h − ‖uˆh‖h∣∣∣ = ‖uˆ‖h(‖u− uh‖h + ∣∣∣∣1− ‖uˆh‖h‖uˆ‖h
∣∣∣∣) .
Dado que ‖u‖∗ = 1/‖uˆ‖h y ‖uh‖∗ = 1/‖uˆh‖h, podremos escribir∣∣∣∣1− ‖uˆh‖h‖uˆ‖h
∣∣∣∣ = ∣∣∣∣‖uh‖∗ − ‖u‖∗‖uh‖∗
∣∣∣∣ ≤ ‖uˆh‖h ‖u− uh‖∗ ≤ (‖uˆ− uˆh‖h + ‖uˆ‖h) ‖u− uh‖h.
Entonces,
‖uˆ− uˆh‖h ≤ ‖uˆ‖h(1 + ‖uˆ‖h)‖u− uh‖h + ‖uˆ‖h ‖uˆ− uˆh‖h ‖u− uh‖h.
A partir de (B.1), es claro que podremos elegir h0 tal que C ‖uˆ‖hhr0 < 1/2. Haciendo esta eleccio´n,
tendremos
‖uˆ− uˆh‖h ≤ 2(1 + ‖uˆ‖h)‖uˆ‖h‖u− uh‖h ≤ Ĉ hr, ∀h < h0.
As´ı, concluimos la prueba. 2
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APE´NDICE C
Otras estimaciones a priori para el me´todo de Arnold-Winther
Casi todas las pruebas que daremos en este cap´ıtulo siguen la l´ınea argumental presentada por Lovadina-
Stenberg en [137]. Sin embargo, debido a que
- el problema aqu´ı analizado es de autovalores,
- el me´todo de aproximacio´n elegido es no-conforme,
aparecen, en los ca´lculos para la estimacio´n del error, te´rminos adicionales relacionados con la discon-
tinuidad de los tensores sobre los lados que determinan la particio´n del dominio y con la ausencia de
la ortogonalidad de Galerkin, t´ıpica de los problemas fuente. Estas suma de dificultades impide que los
resultados en [137] se puedan extender directamente para cubrir nuestro caso.
En todo este cap´ıtulo, utilizaremos la notacio´n introducida en la seccio´n 4.1.2 y y las definiciones de la
seccio´n 5.1.
C.1 Convergencia del me´todo en la norma de la energ´ıa
A continuacio´n probaremos que el espacio de Arnold-Winther es estable con respecto a la norma ‖ · ‖1,h.
El claro que el problema de autovalores discreto (4.45) puede escribirse tambie´n de la siguiente manera:
Encontrar ωh ∈ R, (σh,uh) ∈ Σh ×Vh, (σh,uh) 6= (0,0), tal que
Ah((σh,uh), (τh,vh)) = −ω2h
∫
Ω
uh · vh ∀(τh,vh) ∈ Σh ×Vh,
donde la forma bilineal Ah queda definida en el espacio unio´n W(h) por
Ah((σ,u), (τ ,v)) :=
∫
Ω
Aσ : τ +
∫
Ω
divhτ · u +
∫
Ω
divhσ · v.
Debemos probar que Ah es continua y de´bilmente coerciva sobre Σh×Vh con respecto a la norma ‖·‖1,h,
uniformenente en h. Observemos que sera´ suficiente con probar que existen constantes positivas c1 y c2,
independientes de h, tales que
i)
∫
Ω
divhσ · v ≤ c1‖σ‖0,Ω‖|v‖|E,h ∀(σ,v) ∈ Σh ×Vh,
ii) sup
τ∈Σh
∫
Ω
divhσ · v
‖τ‖0,Ω ≥ c2‖|v‖|E,h ∀v ∈ Vh.
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Integrando por partes, teniendo en cuenta que σ es un tensor sime´trico, los grados de libertad que definen
a los elementos de Arnold-Winther y la condicio´n de borde (4.35) sobre ΓN , obtendremos∫
Ω
divhσ · v =
∑
T∈Th
(−
∫
T
σ : ∇v +
∫
∂T
σn · v)
= −
∑
T∈Th
∫
T
σ : ε(v) +
∑
`∈Eh
(
∫
`
{σn} · [[v]]+ ∫
`
[[
σn
]] · {v})
≤ ‖σ‖0,Ω(
∑
T∈Th
‖ε(v)‖20,T )1/2 + (
∑
`∈Eh
|`|‖{σn}‖20,`)1/2(
∑
`∈Eh
|`|−1‖[[v]]‖0,`)1/2.
(C.1)
Sean T1 y T2 los tria´ngulos en Th tales que T1 ∩ T2 = `. Gracias a la regularidad de Th y a un argumento
de scaling,
|`|1/2‖{σn}‖0,` ≤ C ‖σ‖0,T1∪T2 .
Combinando esta estimacio´n con la obtenida previamente, podemos concluir la prueba del primer ı´tem.
Para v ∈ Vh, existe un u´nico σ ∈ Σh tal que∫
`
σn ·w = |`|−1
∫
`
[[
v
]] ·w ∀w ∈ P1(`,R2) ` ∈ EIh ∪ EDh ,∫
`
σn ·w = 0 ∀w ∈ P1(`,R2) ` ∈ ENh ,∫
T
σi,j =
∫
T
ε(v)i,j 1 ≤ i, j ≤ 2, T ∈ Th.
Teniendo en cuenta que
[[
v|`
]] ∈ P1(`,R2) y ε(v|T ) ∈ P0(T, S2), las condiciones anteriores permiten
escribir ∫
`
σn · [[v]] = |`|−1‖[[v]]‖20,` ` ∈ EIh ∪ EDh ,∫
`
σn · [[v]] = 0 ` ∈ ENh ,∫
T
σ : ε(v) = −‖ε(v)‖20,T .
A partir de estas condiciones y usando argumentos de scaling, obtendremos
‖σ‖0,Ω ≤ C
( ∑
T∈Th
‖ε(v)‖20,T +
∑
`∈EIh∪EDh
|`|−1‖[[v]]‖20,`)1/2 ≤ C ‖|v‖|E,h.
Entonces, ∫
Ω
divhσ · v =
∑
T∈Th
∫
T
divσ · v =
∑
T∈Th
−
∫
T
σ : ∇v +
∫
∂T
σn · v
= −
∑
T∈Th
∫
T
σ : ε(v) +
∑
`∈Eh
∫
`
{σn} · [[v]]
=
∑
T∈Th
‖ε(v)‖20,T +
∑
`∈Eh
|`|−1‖[[v]]‖20,`.
Combinando las dos u´ltimas desigualdades, podemos concluir la prueba del segundo ı´tem.
Ahora estamos en condiciones de probar que el espacio de Arnold-Winther es estable con respecto a la
norma ‖ · ‖1,h. El resultado se infiere del siguiente lema.
Lema C.1 Existe una constante positiva ς, independiente de h, tal que
sup
(τ ,v)∈Σh×Vh
Ah((σ,u), (τ ,v))
‖τ‖0,Ω + ‖|v‖|E,h ≥ ς (‖σ‖0,Ω + ‖|u‖|E,h) ∀(σ,u) ∈ Σ×Vh.
Prueba. Es una consecuencia directa de la definicio´n deAh, de la equivalencia entre las normas tensoriales
‖ · ‖A,Ω y ‖ · ‖0,Ω y de los resultados anteriores. 2
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Teorema C.2 Sean (ω, (σ,u)) y (ωh, (σh,uh)) las soluciones de los problemas de autovalores (4.30) y
(4.45), respectivamente. Existe una constante positiva C tal que
‖(σ,u)− (σh,uh)‖1,h ≤ C hs.
Prueba. A partir del Lema C.1, sabemos que existe un par (τh,vh) ∈ Σh ×Vh, con norma ‖τh‖0,Ω +
‖|vh‖|E,h = 1, tal que
‖σh −ΠAWh σ‖0,Ω + ‖|uh −Phu‖|E,h ≤
1
ς
Ah((σh −ΠAWh σ,uh −Phu), (τh,vh)).
Teniendo en cuenta que divhτh ∈ Vh, tendremos∫
Ω
divhτh · (uh −Phu) = −
∫
Ω
divhτh · (u− uh) ∀τh ∈ Σh
y, dado que (σh,uh) es solucio´n de (4.45), se verifica∫
Ω
Aσh : τh +
∫
Ω
divhτh · uh = 0.
Entonces, procediendo exactamente igual a como procedimos para acotar el te´rmino de consistencia N1h,
ecuacio´n (4.49), llegamos a∫
Ω
divhτh · (uh −Phu) =
∫
Ω
A(σ − σh) : τh −
∑
T∈Th
∫
∂T
u · τhn.
Ahora, como σh −ΠAWh σ ∈ Σh, podemos proceder de manera ide´ndica a como procedimos para hallar
la estimacio´n (C.1). Haciendo esto, obtendremos∫
Ω
divh(σh −ΠAWh σ) · vh ≤ C ‖σh −ΠAWh σ‖0,Ω‖|vh‖|E,h.
Entonces, de la definicio´n de Ah y las estimaciones anteriores, tendremos
‖σh −ΠAWh σ‖0,Ω + ‖|uh −Phu‖|E,h ≤ C
(
‖σh −ΠAWh σ‖0,Ω + ‖σ − σh‖A,Ω +
∣∣∣ ∑
T∈Th
∫
∂T
u · τhn
∣∣∣).
A partir de este resultado y haciendo uso de la desigualdad triangular, llegamos a
‖σ − σh‖0,Ω + ‖|u− uh‖|E,h ≤ C
(
‖σ −ΠAWh σ‖0,Ω + ‖|u−Phu‖|E,h + ‖σ − σh‖A,Ω
+
∣∣∣ ∑
`∈Eh
∫
`
(u · t`)
[[
τhn` · t`
]]∣∣∣).
Observemos que, gracias al Teorema A.6, al Lema A.8 y a las estimaciones (4.52) y (5.15), solo nos falta
acotar los te´rminos de salto que aparecen en la definicio´n de la norma ‖|·‖|E,h. Sean T1 y T2 los tria´ngulos
en Th tales que T1 ∩ T2 = `. Aplicando un teorema de trazas local a la funcio´n z = u−Phu|T ∈ H1(Ti),
i = 1, 2, tendremos
‖z‖0,` ≤ C (|`|−1/2‖z‖0,Ti + |`|1/2‖∇z‖0,Ti), i = 1, 2
y, como z tiene valor medio igual a cero sobre Ti,
‖z‖0,Ti ≤ C hTi‖∇z‖0,Ti , i = 1, 2.
Luego, para cada ` ∈ Eh,
|`|−1/2‖[[z]]‖0,` ≤ C ‖∇z‖0,T1∪T2
y, finalmente,
‖|z‖|2E,h ≤ C
∑
T∈Th
‖∇z‖20,T .
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Luego, combinando las expresiones anteriores con los Lemas 4.16 y A.8, las estimaciones (4.52) y (5.15)
y la acotacio´n (4.34) (con g = ω2u, ‖u‖0,Ω = 1), llegamos a
‖σ − σh‖0,Ω + ‖|u− uh‖|E,h ≤ C hs,
de donde obtendremos fa´cilmente,
‖σ − σh‖A,Ω +
√
2µS‖|u− uh‖|E,h ≤ C hs
que es el resultado buscado. 2
Observacio´n C.3 Se puede comprobar fa´cilmente, siguiendo los argumentos de la prueba anterior, que el
Teorema A.6, las estimaciones (4.52), (5.15) y la acotacio´n (4.34) nos hubieran conducido a la siguiente
estimacio´n
‖|uh −Phu‖|E,h ≤ C hs.
El intere´s en este tipo de resultados radica en el hecho de que son el punto de partida para construir
aproximaciones de u que converjan con un orden mayor que el que le corresponde a uh; la solucio´n
discreta original (ver [159]). Esta idea subyace en el ana´lisis a posteriori del error presentado en la
seccio´n 5.3.
C.2 Estimaciones del error para la solucio´n post-procesada
Probaremos a continuacio´n que el campo de desplazamientos post-procesado u∗h preserva el orden de
convergencia del me´todo original; es decir, se satisface la estimacio´n (a priori) del error
‖(σ,u)− (σh,u∗h)‖1,h ≤ C hs.
Recordemos que u∗h ∈ V∗h y que u∗h|T es solucio´n del siguiente sistema:∫
T
ε(u∗h) : ∇vh =
∫
T
Aσh : ∇vh ∀vh ∈ (I−Ph|T )(P3(T ))2,
Ph|Tu∗h = uh.
(C.2)
Sea Bh la forma bilineal discreta definida sobre los elementos de Uh por medio de
Bh((σh,u∗h), (τh,v∗h)) :=
∫
Ω
Aσh : τh +
∫
Ω
div hτh · u∗h +
∫
Ω
div hσh · v∗h
+
∑
T∈Th
∫
T
(ε(u∗h)− Aσh) : ∇(I−Ph)v∗h.
Asociado al problema (C.2), se define el siguiente problema: Encontrar (σh,u
∗
h) ∈ Uh tal que
Bh((σh,u∗h), (τh,v∗h)) = −ω2hρS
∫
Ω
uh · v∗h ∀(τh,v∗h) ∈ Uh. (C.3)
Los siguientes resultados probara´n la equivalencia entre las soluciones del problema de autovalores discreto
(4.45) y el problema fuente (C.3). Para esto, necesitaremos el siguiente lema.
Lema C.4 Para todo v ∈ V∗h, ‖|v‖|E,h y la norma discreta de la energ´ıa, definida por
|v|2h =
∑
T∈Th
‖∇v‖20,T +
∑
`∈Eh
|`|−1/2‖[[v]]‖20,`,
son equivalentes.
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Prueba. Sea v un elemento arbitrario en V∗h. De la definicio´n de ε(v), se obtiene muy fa´cilmente
‖ε(v)‖0,T ≤ ‖∇v‖0,T . Luego, ‖|v‖|E,h ≤ |v|h.
Sea v˜ := Rhv ∈ H10,ΓD . Entonces, de la desigualdad triangular, la desigualdad de Korn y el Lema 5.2, se
tendra´∑
T∈Th
‖∇v‖20,T ≤ 2
( ∑
T∈Th
‖∇(v − v˜)‖20,T + ‖∇v˜‖20,Ω
)
≤ C
(
‖ε(v˜)‖20,Ω +
∑
`∈Eh
|`|−1‖[[v]]‖20,`)
≤ C
( ∑
T∈Th
‖ε(v˜ − v)‖20,T +
∑
T∈Th
‖ε(v)‖20,T +
∑
`∈Eh
|`|−1‖[[v]]‖20,`)
≤ C
( ∑
T∈Th
‖∇(v˜ − v)‖20,T + ‖|v‖|2E,h
)
≤ C ‖|v‖|2E,h,
resultado que nos permite establecer |v|h ≤ C ‖|v‖|E,h. 2
Lema C.5 Sea (σh,u
∗
h) solucio´n del problema (C.3) y definamos uh = Phu
∗
h. Entonces, (ωh, (σh,uh))
es solucio´n del problema de autovalores (4.45).
Prueba. Reemplazando (τh,0) ∈ Uh en (C.3), encontramos∫
Ω
Aσh : τh +
∫
Ω
div hτh · u∗h = 0 ∀τh ∈ Σh.
Teniendo en cuenta que div hτh ∈ Vh,∫
Ω
div hτh · u∗h =
∫
Ω
div hτh ·Phu∗h =
∫
Ω
div hτh · uh
y, por lo tanto, ∫
Ω
Aσh : τh +
∫
Ω
div hτh · uh = 0 ∀τh ∈ Σh.
Reemplazando (0,v∗h) ∈ Uh en (C.3), encontramos∫
Ω
div hτh · v∗h = −ω2hρS
∫
Ω
uh · v∗h ∀v∗h ∈ V∗h,
pues u∗h es solucio´n de (C.2). Observemos que, cualquiera sea v
∗
h ∈ V∗h, vh = Phv∗h ∈ Vh. Concluimos
que Vh = PhV
∗
h. Luego, ∫
Ω
div hτh · vh = −ω2hρS
∫
Ω
uh · vh ∀vh ∈ Vh.
As´ı, (ωh, (σh,uh)) es solucio´n de (4.45). 2
Lema C.6 Sea (ωh, (σh,uh)) solucio´n del problema de autovalores (4.45) y sea u
∗
h la solucio´n del po-
blema (C.2). Entonces, (σh,u
∗
h) es solucio´n del problema (C.3).
Prueba. Sea v∗h ∈ V∗h arbitrario. Es ovbio que, v∗h = Phv∗h+(I−Ph)v∗h. Reemplazando el par (τh,Phv∗h+
(I−Ph)v∗h) en la expresio´n de Bh, encontramos
Bh((σh,u∗h), (τh,v∗h)) =
∫
Ω
Aσh : τh +
∫
Ω
div hτh · u∗h +
∫
Ω
div hσh · v∗h,
pues, (I − Ph)Phv∗h = 0 para todo v∗h, (I − Ph) es un operador idempotente y u∗h es solucio´n de (C.2).
Luego, si (ωh, (σh,uh)) es solucio´n de (4.45),∫
Ω
Aσh : τh +
∫
Ω
div hτh ·Phu∗h =
∫
Ω
Aσh : τh +
∫
Ω
div hτh · uh = 0
y ∫
Ω
div hσh ·Phv∗h =
∫
Ω
div hσh · v∗h = −ω2hρS
∫
Ω
uh · v∗h,
de donde concluimos que (σh,u
∗
h) es solucio´n de (C.3). 2
157
Lema C.7 Existe una constante ς, estrictamente positiva e independiente de h, tal que
sup
(τ h,w∗h)∈Uh
Bh((σh,u∗h), (τh,w∗h))
‖(τh,w∗h)‖1,h
≥ ς‖(σh,u∗h)‖1,h ∀(σh,u∗h) ∈ Uh.
Prueba. Sea (σh,u
∗
h) ∈ Uh, arbitrario. Observemos que, si (τh,vh) ∈ Σh×Vh, entonces (τh,vh) ∈ Uh.
Luego,
Bh((σh,u∗h), (τh,vh)) =
∫
Ω
Aσh : τh +
∫
Ω
div hτh · u∗h +
∫
Ω
div hσh · vh
=
∫
Ω
Aσh : τh +
∫
Ω
div hτh ·Phu∗h +
∫
Ω
div hσh · vh
= Ah((σh,Phu∗h), (τh,vh)).
Gracias al Lema C.1, sabemos que existe (τh,vh) ∈ Σh ×Vh tal que
Bh((σh,Phu∗h), (τh,vh)) ≥ ‖(σh‖0,Ω + ‖|Phu∗h)‖|E,h
‖τh‖0,Ω + ‖|vh‖|E,h ≤ c1(‖σh‖0,Ω + ‖|Phu∗h‖|E,h).
Sea ahora w∗h = vh + δz
∗
h, con z
∗
h = (I−Ph)u∗h y δ ∈ R+ a determinar. Gracias a la equivalencia de las
normas discretas, probada en el Lema C.4, podemos aplicar el Lema 2.5 de [137] para estimar la norma
del par (τh,w
∗
h). En efecto,
‖τh‖0,Ω + ‖|w∗h‖|E,h ≤ ‖τh‖0,Ω + ‖|vh‖|E,h + δ‖|z∗h‖|E,h
≤ c1(‖σh‖0,Ω + ‖|Phu∗h‖|E,h) + δ‖|z∗h‖|E,h
≤ c2(‖σh‖0,Ω + ‖|Phu∗h‖|E,h + ‖|(I−Ph)u∗h‖|E,h)
≤ c3(‖σh‖0,Ω + ‖|u∗h‖|E,h),
de donde obtendremos
(‖τh‖20,Ω + ‖w∗h‖2E,h)1/2 ≤ c3
√
2(‖σh‖20,Ω + ‖|u∗h‖|2E,h)1/2.
Comencemos con el par (0, z∗h). Tendremos
Bh((σh,Phu∗h), (0, z∗h)) =
∫
Ω
div hσh · z∗h +
∑
T∈Th
∫
T
(ε(u∗h)− Aσh) : ∇z∗h.
Acotaremos cada te´rmino que aparece en el lado derecho de esta expresio´n por separado.
Como div hσh ∈ Vh, tendremos ∫
Ω
div hσh · z∗h = 0.
Debido a la simetr´ıa del tensor ε(·),∑
T∈Th
∫
T
ε(u∗h) : ∇z∗h =
∑
T∈Th
(∫
T
ε(z∗h) : ∇z∗h +
∫
T
ε(Phu
∗
h) : ε(z
∗
h)
)
≤
∑
T∈Th
‖∇z∗h‖20,T + ‖|Phu∗h‖|E,h‖|z∗h‖|E,h.
Debido a la simetr´ıa del tensor Aσh,∑
T∈Th
∫
T
Aσh : ∇z∗h =
∑
T∈Th
∫
T
Aσh : ε(z∗h) ≤ ‖Aσh‖0,Ω‖|z∗h‖|E,h.
Luego, para α ∈ R+, podemos escribir
Bh((σh,Phu∗h), (0, z∗h)) ≥
∑
T∈Th
‖∇z∗h‖20,T − c1(‖σh‖0,Ω + ‖|Phu∗h‖|E,h)‖|z∗h‖|E,h
≥
∑
T∈Th
‖∇z∗h‖20,T −
c1
2α
(‖σh‖0,Ω + ‖|Phu∗h‖|E,h)2 −
α
2
‖|z∗h‖|2E,h.
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Como z∗h tiene valor medio igual a cero sobre `, podemos usar los mismos argumentos que utilizamos en
el Teorema C.2 para obtener
‖|z∗h‖|2E,h ≤ c4
∑
T∈Th
‖∇z∗h‖20,T . (C.4)
Volviendo al ca´lculo anterior, tendremos
Bh((σh,Phu∗h), (0, z∗h)) ≥
∑
T∈Th
(1− c4α
2
)‖∇z∗h‖20,T −
c1
2α
(‖σh‖0,Ω + ‖|Phu∗h‖|E,h)2
y, eligiendo α suficientemente chico,
Bh((σh,Phu∗h), (0, z∗h)) ≥ c5
( ∑
T∈Th
‖∇z∗h‖20,T − ‖σh‖20,Ω − ‖|Phu∗h‖|2E,h
)
.
A partir de las estimaciones previas, es claro que
Bh((σh,Phu∗h), (τh,w∗h)) ≥ (1− δc5)(‖σh‖20,Ω + ‖|Phu∗h‖|2E,h) + δc5
∑
T∈Th
‖∇z∗h‖20,T .
De la desigualdad triangular, la definicio´n de z∗h y la estimacio´n (C.4), obtendremos
‖|u∗h‖|2E,h ≤ ‖|Phu∗h‖|2E,h + ‖|z∗h‖|2E,h ≤ ‖|Phu∗h‖|2E,h + (1 + c4)
∑
T∈Th
‖∇z∗h‖20,T .
Utilizando la estimacio´n anterior, llegamos a
Bh((σh,Phu∗h), (τh,w∗h)) ≥ (1− δc5)‖σh‖20,Ω + (1− 2δc5)‖|Phu∗h‖|2E,h + δc5c6‖|u∗h‖|2E,h
y, eligiendo δ = 1/2c5, tendremos
Bh((σh,Phu∗h), (τh,w∗h)) ≥
1
2
‖σh‖20,Ω +
c6
2
‖|u∗h‖|2E,h.
Por u´ltimo, dividiendo por la norma del par (τh,w
∗
h),
Bh((σh,Phu∗h), (τh,w∗h))
‖(τh,w∗h)‖1,h
≥ c7
c3
√
2
(‖σh‖20,Ω + ‖|u∗h‖|2E,h)1/2.
Terminamos la prueba eligiendo ς = c7
c3
√
2
. 2
Teorema C.8 Sean (ω, (σ,u)) y (σh,u
∗
h) las soluciones de los problemas (4.30) y (C.3), respectivamen-
te. Existe una constante positiva C tal que
‖(σ,u)− (σh,u∗h)‖1,h ≤ C hs.
Prueba. Vamos a comenzar recordando que el par propio (σ,u) ∈ Hs(Ω,S2) × H1+s(Ω,R2) y que
divσ ∈ H1+s(Ω,R2). A partir de la estimacio´n (4.34), sustituyendo g por ω2u, con ‖u‖0,Ω = 1, tendremos
‖σ‖s,Ω + ‖ divσ‖1+s,Ω + ‖u‖1+s,Ω ≤ C ω2‖u‖0,Ω ≤ C(ω). (C.5)
Gracias al Lema C.7, podemos elegir un par (τh,w
∗
h) ∈ Uh, con ‖(τh,w∗h)‖1,h = 1, tal que
‖σh −ΠAWh σ‖0,Ω + ‖|u∗h − v∗h‖|E,h ≤
1
ς
Bh((σh −ΠAWh σ,u∗h − v∗h), (τh,w∗h)).
De la definicio´n de Bh y del planteo del problema (C.3), tendremos
Bh((σh −ΠAWh σ,u∗h − v∗h), (τh,w∗h)) = −ρS ω2h
∫
Ω
uh ·w∗h −
∫
Ω
AΠAWh σ : τh
−
∫
Ω
divhτh · v∗h −
∫
Ω
divhΠ
AW
h σh ·w∗h
−
∑
T∈Th
∫
T
(ε(v∗h)− AΠAWh σ) : ∇(I−Ph)w∗h.
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A partir del problema espectral (4.30) y razonando como lo hicimos en la seccio´n 4.1.2, es fa´cil probar
que∫
Ω
Aσ : τh +
∫
Ω
divhτh · u +
∫
Ω
divhσ ·w∗h −
∑
`∈Eh
∫
`
(u · t`) ·
[[
τhn` · t`
]]
+ ρS ω
2
∫
Ω
u ·w∗h = 0.
Combinando las dos expresiones anteriores, es claro que el resultado que buscamos probar es consecuencia
directa de la acotacio´n de los siguientes te´rminos:
-
∫
Ω
(ω2u− ω2huh) ·w∗h,
-
∫
Ω
A(σ −ΠAWh σ) : τh,
-
∫
Ω
divhτh · (u− v∗h),
-
∫
Ω
divh(σ −ΠAWh σ) ·w∗h,
-
∑
T∈Th
∫
T
(ε(v∗h)− AΠAWh σ) : ∇(I−Ph)w∗h,
-
∑
`∈Eh
∫
`
(u · t`) ·
[[
τhn` · t`
]]
.
Acotacio´n del primer te´rmino. Sea PT la proyeccio´n L
2
T de H
1(T ) sobre las constantes. Entonces, PTw
∗
h ∈
V(T ). Tendremos
ρS
∫
Ω
(ω2u− ω2huh) ·w∗h = ρS
∑
T∈Th
(∫
T
(ω2u− ω2huh) · (w∗h − PTw∗h) +
∫
T
(ω2u− ω2huh) · PTw∗h
)
.
El primer te´rmino del lado derecho de esta expresio´n se acota fa´cilmente. De hecho, usando la desigualdad
de Cauchy-Schwarz, estimaciones del error standard para la proyeccio´n PT y el Lema C.4, obtendremos∣∣∣∣∣ ∑
T∈Th
∫
T
(ω2u− ω2huh) · (w∗h − PTw∗h)
∣∣∣∣∣ ≤ C ‖ω2u− ω2huh‖0,Ω( ∑
T∈Th
h2T ‖∇w∗h‖20,T
)1/2
≤ C ‖ω2u− ω2huh‖0,Ω‖|w∗h‖|E,h
≤ C
(
|ω2 − ω2h|‖u‖0,Ω + ω2h‖u− uh‖0,Ω
)
‖|w∗h‖|E,h.
Analicemos el te´rmino restante. Usando la definicio´n de los problemas (4.30) y (4.45) y la propiedad del
diagrama conmutativo (4.38), podremos escribir
ρS
∫
T
(ω2u− ω2huh) · PTw∗h =
∫
T
( divσ − divσh) · PTw∗h =
∫
T
div (ΠAWh σ − σh) · PTw∗h.
Como ΠAWh σ − σh ∈ Σh, podemos proceder exactamente igual a como procedimos para hallar la esti-
macio´n (C.1). Haciendo esto, la expresio´n anterior queda acotada por∣∣∣∣∣ ∑
T∈Th
∫
T
div (ΠAWh σ − σh) · PTw∗h
∣∣∣∣∣ ≤ ‖ΠAWh σ − σh‖0,Ω( ∑
`∈Eh
|`|−1‖[[PTw∗h]]‖20,`)1/2.
Sean ahora T1 y T2 tria´ngulos en Th tales que T1∩T2 = `. Usando un teorema de trazas local, estimaciones
del error standard para la proyeccio´n PT y el Lema C.4,
|`|−1‖[[PTw∗h]]‖20,` ≤ 2|`|−1(‖[[w∗h]]‖20,` + ‖[[w∗h − PTw∗h]]‖20,`)
≤ C
(
|`|−1‖[[w∗h]]‖20,` + ‖∇w∗h‖20,T1∪T2)
≤ C ‖|w∗h|T1∪T2‖|2E,h.
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Finalmente, sumando sobre todos los lados ` ∈ Eh, tendremos∣∣∣∣∣ρS ∑
T∈Th
∫
T
(ω2u− ω2huh) · PTw∗h
∣∣∣∣∣ ≤ C ‖ΠAWh σ − σh‖0,Ω‖|w∗h‖|E,h
≤ C
(
‖σ −ΠAWh σ‖0,Ω + ‖σ − σh‖0,Ω
)
‖|w∗h‖|E,h.
Luego, en virtud de los Teoremas 4.19, 4.21, A.6 y de la estimacio´n (C.5), concluimos∣∣∣∣ρS ∫
Ω
(ω2u− ω2huh) ·w∗h
∣∣∣∣ ≤ C hs‖|w∗h‖|E,h.
Acotacio´n del segundo te´rmino. Directamente, por la desigualdad de Cauchy-Schwarz, el Lema 4.16 y la
estimacio´n (C.5),∣∣∣∣∫
Ω
A(σ −ΠAWh σ) : τh
∣∣∣∣ ≤ 1√2µS ‖σ −ΠAWh σ‖0Ω‖τh‖0,Ω ≤ C hs‖τh‖0,Ω.
Acotacio´n del tercer te´rmino. Elijamos v∗h ∈ V∗h ∩ H1(Ω). Despue´s de integrar por partes, usar la de-
sigualdad de Cauchy-Schwarz, un teorema de trazas local y la estimacio´n (4.51), obtendremos∫
Ω
divhτh · (u− v∗h) =
∑
T∈Th
(
−
∫
T
∇(u− v∗h) : τh +
∫
∂T
(u− v∗h) · τh
)
≤ ‖∇(u− v∗h)‖0,Ω‖τh‖0,Ω +
∑
`∈Eh
∫
`
[[
τhn` · t`
]]
(u− v∗h) · t`
≤ C
(
h−1‖u− v∗h‖0,Ω + ‖∇(u− v∗h)‖0,Ω
)
‖τh‖0,Ω.
Ahora, como u ∈ C0(Ω,R2), la interpolada lineal de Lagrange de u, denote´mosla uI , estara´ bien definida.
Ma´s au´n, uI ∈ Vh ∩H1(Ω). Entonces, eligiendo v∗h = uI y usando resultados de interpolacio´n standard,
obtendremos ∣∣∣∣∫
Ω
divhτh · (u− v∗h)
∣∣∣∣ ≤ C hs‖u‖1+s,Ω‖τh‖0,Ω.
Acotacio´n del cuarto te´rmino. Nuevamente, sea PT la proyeccio´n L
2
T de H
1(T ) sobre las constantes. Como
ya hemos sen˜alado, PTw
∗
h ∈ V(T ). A partir de la propiedad del diagrama conmutativo, tendremos∫
Ω
divh(σ −ΠAWh σ) ·w∗h =
∑
T∈Th
∫
T
div (σ −ΠAWh σ) · (w∗h − PTw∗h).
Luego, usando la desigualdad de Cauchy-Schwarz y estimaciones de error standard para la proyeccio´n
PT , obtendremos, despue´s de sumar sobre todos los T ∈ Th, usar el Lema C.4 y la estimacio´n (4.48),∣∣∣∣∫
Ω
divh(σ −ΠAWh σ) ·w∗h
∣∣∣∣ ≤ C ‖ div (σ −ΠAWh σ)‖0,Ω( ∑
T∈Th
h2T ‖∇w∗h‖20,T
)1/2
≤ C ‖ div (σ −ΠAWh σ)‖0,Ω‖|w∗h‖|E,h
≤ C h1+s‖|w∗h‖|E,h.
Acotacio´n del quinto te´rmino. Teniendo en cuenta que ε(u) = Aσ, usando la desigualdad de Cauchy-
Schwarz, el Lema C.4, estimaciones del error standard para la interpolada de Lagrange v∗h = u
I y la
estimacio´n (C.5), obtendremos∣∣∣∣∣ ∑
T∈Th
∫
T
(ε(v∗h)− AΠAWh σ) : ∇(I−Ph)w∗h
∣∣∣∣∣ ≤ ∑
T∈Th
‖ε(u− v∗h)‖0,T ‖∇w∗h‖0,T
+
∑
T∈Th
‖A(σ −ΠAWh σ)‖0,T ‖∇w∗h‖0,T
≤ c1‖∇(u− v∗h)‖0,Ω‖|w∗h‖|E,h
+ c2‖σ −ΠAWh σ‖0,Ω‖|w∗h‖|E,h
≤ C hs‖|w∗h‖|E,h.
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Acotacio´n del sexto te´rmino. Observemos que este te´rmino ya ha sido acotado en la seccio´n 4.1.2. En
efecto, a partir de las estimaciones (4.52) y (C.5),∣∣∣∣∣∑
`∈Eh
∫
`
(u · t`) ·
[[
τhn` · t`
]]∣∣∣∣∣ ≤ C hs‖τh‖0,Ω.
Para completar la prueba, basta con usar la desigualdad triangular y que v∗h = u
I , es la interpolada lineal
de Lagrange de u. 2
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APE´NDICE D
Estimaciones ba´sicas en dominios curvos
Sea Ω un dominio simplemente conexo y acotado en R2, no necesariamente convexo. Asumiremos que el
borde de Ω, denotado por Γ, es Lipschitz continuo y suave a trozos; ma´s espec´ıficamente, de clase Ck a
trozos, con k ≥ 2. Para un dado valor de h (para´metro de la discretizacio´n), sea Ωh una aproximacio´n
poligonal de Ω. Denotaremos Γh al borde de Ωh.
Comenzaremos esta seccio´n enunciando una conjetura sobre el dominio Ω y los dominios aproximantes
Ωh.
Sabemos que, para analizar las propiedades de aproximacio´n de un me´todo nume´rico, es sumamente
importante conocer a priori la regularidad de las soluciones del problema continuo y que esta regularidad
esta´ ı´ntimamente relacionada con la suavidad del dominio donde esta´ definido el problema. Los problemas
de aplicacio´n que estudiaremos en este trabajo estara´n planteados en pol´ıgonos curvil´ıneos. Estos dominios
pueden definirse de la siguiente manera:
- el conjunto C de todas los puntos esquinas (o ve´rtices) c en Ω es finito,
- todas los ve´rtices c pertenecen a Γ,
- alrededor de un punto x0 en el borde Γ, tal que x0 /∈ C, Ω es suave,
- para cada ve´rtice c ∈ C, existe una vecindad Uc y un difeomorfismo ϕc : Uc → BR de clase C1,1
(BR es la bola unidad en R2) tal que:
ϕc(c) = (0, 0),
ϕc(Uc ∩ Ω) = Kc ∩BR,
siendo
Kc := {z ∈ C : z = reiθ; r > 0 y 0 < θ < ω para algu´n ω ∈ (0, 2pi)}.
Figura D.1: Dominio poligonal curvilineo: mapeo local
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Sea ahora Ωh una aproximacio´n poligonal de Ω que satisface todas las pautas establecidas en la seccio´n
4.2. En este contexto, tendremos
- todos los ve´rtices de Ω son tambie´n ve´rtices de Ωh,
- todos los ve´rtices de Ωh pertenecen al borde Γ.
Denotemos por νh al vector unitario normal a Γh, positivamente orientado. En virtud de la regularidad
del borde Γ,
dist(Γ,Γh) = ma´x
x∈Γh
{|(x + tνh)− x| : x + tνh ∈ Γ} ≤ C h2 ∀h < h0.
En esta condiciones, cada Ωh representa una perturbacio´n de Ω; es decir, Ωh → Ω cuando h → 0. Esto
significara´, en particular, que los a´ngulos internos de Ωh tendera´n a los a´ngulos internos de Ω cuando h
vaya a cero.
En lo que sigue, Dh indicara´ el conjunto Ω̂ = Ω ∪ Ωh o el conjunto Ωh, indistintamente. Sobre Dh,
consideraremos definidos dos problemas cla´sicos:
- Dirichlet: dada f ∈ L2(Dh), encontrar u ∈ H1(Dh) tal que{
∆u = f en Dh,
u = 0 sobre ∂Dh.
- Neumann: asumiendo que f ∈ L2(Dh) y g ∈ H−1/2(∂Dh) satisfacen la relacio´n
∫
Dh
f +
∫
∂Dh
g = 0,
encontrar u ∈ H1(Dh) tal que {
∆u = f en Dh,
∂nu = g sobre ∂Dh.
El siguiente resultado puede encontrarse en [89] (ver tambie´n [88]).
Teorema D.1 Existe s > 3/2 tal que
- Dirichlet: si f ∈ Hs−2(Dh), entonces u ∈ Hs(Dh) y vale la estimacio´n
‖u‖s,Dh ≤ CD(Dh)‖f‖s−2,Ω,
- Neumann: si f ∈ Hs−2(Dh), g ∈
∏
j
Hs−3/2(∂jDh), siendo ∂jDh los lados de Dh, entonces u ∈
Hs(Dh) y vale la estimacio´n
‖u‖s,Dh ≤ CN (Dh)
(
‖f‖2s−2,Ω +
∑
j
‖g‖2s−3/2,∂jDh
)1/2
.
Conjetura D.2 Sean Ω un pol´ıgono curvil´ıneo y Ωh una aproximacio´n de Ω construida segu´n las pautas
de la seccio´n 3.1. Si h < h0, las constantes CD(Dh) y CN (Dh) pueden acotarse uniformemente con
respecto a h.
Observacio´n D.3 Costabel-Dauge-McIntosh suponen que esta conjetura podr´ıa probarse, al menos en el
caso bi-dimensional, formulando el problema v´ıa integrales de borde [117].
Terminaremos esta seccio´n exponiendo algunos resultados va´lidos en pol´ıgonos curvil´ıneos.
Dado que, en general, Ωh 6⊂ Ω, sera´ necesario considerar extensiones de las funciones originalmente
definidas en Ω. Para ello, es conveniente introducir un dominio Ω˜ ⊂ Rd, con bordes suaves, tal que
Ω̂ ⊂ Ω˜ ∀h < h0.
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Teorema D.4 Supongamos que Ω es un dominio con borde Lipschitz. Si 0 < s < 1, existe un operador
(lineal) de extensio´n  : Hk+s(Ω)→ Hk+s(Ω˜), definido para todos los enteros no negativos k, que satisface
ϕ|Ω = ϕ ∀ϕ ∈ Hk+s(Ω),
‖ϕ‖k−i,Ω˜ ≤ C ‖ϕ‖k−i,Ω, 0 ≤ i ≤ k,
‖ϕ‖k+s,Ω˜ ≤ C ‖ϕ‖k+s,Ω,
donde C es una constante independiente de ϕ.
Prueba. En [160] se construye un operador de extensio´n E : Hk(Ω)→ Hk(Rn), lineal y continuo, definido
para todo k entero positivo. Luego, para 0 < s < 1, resultados standard de interpolacio´n en espacios de
Sobolev (ver, por ejemplo, Teorema 12.2.3 en [52]) nos permiten concluir la prueba. 2
Por convencio´n, si ϕ ∈ Hk+s(Ω), 0 < s < 1, ϕ˜ denotara´ siempre la aplicacio´n ϕ definida en el Teorema
D.4. Para un campo vectorial v ∈ Hk+s(Ω)2, v˜ denotara´ la extensio´n (por componentes) definida de la
siguiente manera
v˜ := (v1, v2).
Sea Th una particio´n de Ωh, la cual consiste en un nu´mero finito de tria´ngulos cerrados T . Asumiremos
que la particio´n Th fue construida de manera tal que se satisfacen todas las propiedades establecidas en la
seccio´n 4.2. A continuacio´n, daremos algunos resultados que son consecuencia directa de esas propiedades.
Preservaremos la notacio´n introducida en la seccio´n 4.2.
Sea T ∈ Bh un elemento de borde en Ωh. Sea ωT el dominio definido por la diferencia T id \ T o T \ T id,
segu´n corresponda. Como consecuencia de la regularidad de Γ, valen las siguientes estimaciones.
Lema D.5 Existe una constante C > 0, independiente de T , tal que
|ωT | ≤ Ch3T ,
|Ω \ Ωh|+ |Ωh \ Ω| ≤ Ch2.
Prueba. La primera estimacio´n es una consecuencia directa de las propiedades de la interpolacio´n lineal
(ver, e.g., [104]). La segunda estimacio´n, puede probarse fa´cilmente teniendo en cuenta que (Ω \ Ωh) ∪
(Ωh \ Ω) =
⋃{ωT : T ∈ Bh}. 2
Lema D.6 Existe una constante positiva C tal que:
‖v‖0,Ω\Ω¯h ≤ Chs‖v‖s,Ω ∀v ∈ Hs(Ω), 0 ≤ s ≤ 1,
‖v‖0,Ωh\Ω¯ ≤ Chs‖v‖s,Ωh ∀v ∈ Hs(Ωh), 0 ≤ s ≤ 1.
Prueba. Las desigualdades pueden probarse para s = 1 siguiendo los argumentos usados en la prueba del
Lemma 3.3.11 en [104]. Como las dos desigualdades son trivialmente ciertas para s = 0, las estimaciones
para 0 < s < 1 pueden obtenerse a partir de resultados cla´sicos de interpolacio´n en espacios de Sobolev
(Teorema 1.4 en [109], por ejemplo). 2
Lema D.7 Existe una constante positiva C, tal que, si h es suficientemente pequen˜o, entonces
‖v‖0,ωT ≤ C
(
‖v‖0,T + h2sT ‖v‖s,T id
)
∀v ∈ Hs(T id), 0 ≤ s ≤ 1, if T ⊂ T id,
‖v‖0,ωT ≤ C
(
‖v‖0,T id + h2sT ‖v‖s,T
)
∀v ∈ Hs(T ), 0 ≤ s ≤ 1, if T id ⊂ T.
Prueba. Es ide´ntica a la prueba del Lemma 2.5 en [116]. 2
Definicio´n D.8 Sea v|T ∈ Pk(T ), k ≥ 1, y supongamos que T ⊂ T id. Llamaremos extensio´n natural de
v de T a T id a la funcio´n
v : T id → R tal que v|T id = p|T id ,
siendo p el elemento de Pk(R2) que verifica p|T = v|T .
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Lema D.9 Existen constantes positivas, c y C, que no dependen de T , tales que, para vh ∈ P1(R2) y h
suficientemente pequen˜o,
c‖vh‖0,T id ≤ ‖vh‖0,T ≤ C‖vh‖0,T id ,
c|vh|1,T id ≤ |vh|1,T ≤ C|vh|1,T id .
Prueba. Ver la prueba del Lema 3.3.11 en [104]. 2
Definicio´n D.10 Sea wh ∈ {p ∈ H10 (Ωh) : p|T ∈ P1(T ) T ∈ Th}. Una funcio´n wa ∈ H10 (Ω) se dice
asociada a wh si satisface las siguientes propiedades:
- wa ∈ C0(Ω¯),
- wa(Pi) = wh(Pi) ∀Pi ∈ Vh,
- wa es lineal en cada tetraedro (tria´ngulo) T ∈ Th ∩ T idh ,
- si T ⊂ T id, wa = 0 en T id \ T y wa = wh en T ,
- si T id ⊂ T , wa|∂T id⊂Γ = 0.
La definicio´n anterior se debe a Feistauer-Zˇen´ıˇsek [104]. La construccio´n de tal funcio´n sigue ba´sicamente
la teor´ıa de interpolacio´n desarrollada por Zla´mal [179] para elementos finitos curvos bi-dimensionales.
Lema D.11 Sea wh como en la definicio´n anterior. Sea w
a ∈ H10 (Ω) la funcio´n asociada a wh. Sea T
un elemento en el borde de Ωh. Si T
id ⊂ T , entonces
‖wa − wh‖1,T id ≤ C hT ‖wh‖1,T ,
donde C es una constante independiente de hT .
Prueba. Es una consecuencia directa de la Definicio´n D.10 y de una extensio´n adecuada del Teorema 2
en [179]. 2
Observacio´n D.12 A partir de la definicio´n D.10, aplicando el Lema D.11 y teniendo en cuenta la
desigualdad de Friedrichs-Poincare´ 1, es inmediato que
‖wa − weh‖1,Ω =
( ∑
T∈Bh
T id⊂T
‖wa − weh‖21,T id
)1/2
≤ C h|wh|1,Ωh .
1Sea Ω un dominio acotado. Existe una constante positiva C(Ω) tal que, para toda w ∈ H10 (Ω), ‖w‖0,Ω ≤ C(Ω)|w|1,Ω.
La constante C(Ω) es proporcional al dia´metro del dominio Ω.
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APE´NDICE E
Propiedades de aproximacio´n y compacidad discreta para
problemas con interaccio´n fluido-estructura
Preservaremos la notacio´n introducida en la seccio´n 4.2.1.
E.1 Descomposicio´n de Helmhotz
Comenzaremos recordando que es va´lida la siguiente descomposicio´n de Helmholtz
K(Ω) = H(Ω)⊕ G(Ω)
y que los subespacios H(Ω) y G(Ω) son cerrados y ortogonales en Q(Ω) (ver Lema 2.3 en [33]). Ma´s au´n,
la inclusio´n G(Ω) ↪→ Q(Ω) es compacta.
Una descomposicio´n similar tambie´n vale a nivel discreto. Para probar esto, recordemos primero que el
espacio de Raviart-Thomas de orden cero verifica
Rh(ΩFh) = Yh(ΩFh)⊕ curlZh(ΩFh),
donde los espacios Zh(ΩFh) y Yh(ΩFh) esta´n definidos por
Zh(ΩFh) = {ph ∈ H1Γ
Ih
(Ω
Fh
) : ph|T ∈ P1(T ), T ∈ T Fh },
Yh(ΩFh) = {uh ∈ Rh(ΩFh) :
∫
Ω
Fh
uh · curl ph = 0, ∀ph ∈ Zh(ΩFh)},
El espacio Yh(ΩFh) es referido usualmente como el espacio de los campos vectoriales con rotor discreto
nulo. La descomposicio´n anterior es ortogonal en L2(Ω
Fh
)2 y en H( div ,Ω
Fh
) (ver [22]).
Luego, el espacio Kh(Ωh) podra´ descomponerse de la siguiente manera
Kh(Ωh) = Hh(Ωh)⊕ Gh(Ωh),
donde los espacios Hh(Ωh) y Gh(Ωh) estara´n dados por
Hh(Ωh) = {( curl ph,0) : ph ∈ Zh(ΩFh)},
Gh(Ωh) = {(uh,wh) ∈ Kh(Ωh) : uh ∈ Yh(ΩFh)}.
Por construccio´n, Gh(Ωh) es el complemento ortogonal de Hh(Ωh) en Kh(Ωh). Observemos que Hh(Ωh)
y Gh(Ωh) son tambie´n ortogonales con respecto al producto interno en Q(Ωh) (ver la prueba del Teorema
5.4 en [33]). Observemos adema´s que Hh(Ωh) ⊂ H(Ωh), pero, en general, Gh(Ωh) 6⊂ G(Ωh).
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E.2 Teorema de trazas para espacios de Sobolev definidos en Ωh
El Teorema de trazas para espacios de Sobolev establece lo siguiente:
Teorema E.1 Sea Ω un dominio Lipschitz. El operador de traza γ|∂Ω es un operador lineal y acotado de
- Hs(Ω) a Hs−1/2(∂Ω) si 1/2 < s < 3/2,
- Hs(Ω) a H1(∂Ω) si s > 3/2.
Este teorema es usado frecuentemente para acotar la norma ‖ ·‖s−1/2,∂Ω a expensas de una constante que
depende u´nicamente de ∂Ω [180]. Es claro, entonces, que para funciones definidas sobre Ωh, la aplicacio´n
de este teorema no nos proporcionara´ estimaciones uniformes en h. Sin embargo, cuando Ωh es una
perturbacio´n de Ω, es posible obtener una versio´n del Teorema de trazas con constantes independientes de
h. Este sera´ el objetivo de esta seccio´n. Para ello, necesitaremos introducir algunos conceptos y establecer
nuevos resultados. Seguiremos los argumentos de Bramble-King [47].
En lo que sigue, asumiremos que la aproximacio´n poligonal Ωh de Ω fue construida de acuerdo con las
pautas establecidas en la seccio´n 4.2. Recordemos que Ω̂ = Ω ∪ Ωh y que Ω˜ verifica Ω̂ ⊂ Ω˜ para todo
h < h0. Aqu´ı, ΓI = ∂Ω, ΓIh = ∂Ωh y CΓI indicara´ una constante que dependera´ de ΓI , no necesariamente
la misma cada vez que aparezca, pero siempre independiente de h.
Indicaremos por {xj}N(h)j=1 al conjunto de puntos que definen a la poligonal ΓIh . De acuerdo con las pautas
seguidas en la construccio´n de Γ
Ih
(ver seccio´n 4.2.1), {xj}N(h)j=1 ⊂ ΓI y contiene todos los puntos donde ΓI
deja de ser suave. Supongamos que los puntos xj esta´n ordenados de manera tal que inducen un recorrido
de la curva Γ
Ih
en sentido antihorario. Haciendo xN(h)+1 ≡ x1, definimos
hj := |xj+1 − xj |, h := ma´x
1≤j≤N(h)
hj , τ j :=
1
hj
(xj+1 − xj).
Para cada 1 ≤ j ≤ N(h), denotaremos por
- ˜`j al arco de ΓI delimitado por los puntos xj y xj+1,
- `j al segmento de recta en ΓIh delimitado por los puntos xj y xj+1,
- νj al vector unitario en la direccio´n normal exterior al segmento `j .
• xj+1
xj
•
ℓj
ℓ˜j
νj
τ j
Figura E.1: Orientacio´n de los vectores unitarios normal νj y tangencial τ j en el punto xj .
A continuacio´n consideraremos una parametrizacio´n de la curva ΓI inducida por una parametrizacio´n
standard de la curva Γ
Ih
. Sea
ψj : [0, hj ]→ ˜`j definida por ψj(t) = xj + tτ j + φj(t)νj ,
donde φj : [0, hj ]→ R es tal que ψj(t) ∈ ΓI . Como se asumio´ que ΓI es C2 a trozos, tendremos que
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- φj es de clase C2,
- φj(0) = φj(hj) = 0,
- existe una constante CΓ
I
tal que |φj(t)|+ hj |φ′j(t)| ≤ CΓIh2j , para todo t ∈ [0, hj ].
Adema´s, de las propiedades de φj , se deduce fa´cilmente que la siguiente estimacio´n es va´lida√
1 + (φ
′
j(t))
2 − 1 ≤ CΓ
I
h2j ∀t ∈ [0, hj ].
Definimos
Υh : ΓIh → ΓI , Υh|`j (x) = Υh|`j (xj + tτ j) = xj + tτ j + φj(t)νj = ψj(t).
En lo que sigue, asumiremos que h es suficientemente chico de manera tal que Υh resulte bien definida.
Observacio´n E.2 Si Ω fuera convexo, el mapeo ψj ser´ıa biyectivo. Lo mismo es cierto para dominios
no convexos siempre que hj ≤ cΓ
I
, siendo cΓ
I
una constante que depende u´nicamente de la curvatura de
ΓI .
Sea g una funcio´n definida sobre Γ
I
. Introduciremos, a continuacio´n, una extensio´n de g a Γ
Ih
. Denotando
a esta extensio´n por g, definimos
g(xj + tτ j) = g(xj + tτ j + φj(t)νj) = g(ψj(t)), 0 ≤ t ≤ hj , 1 ≤ j ≤ N(h). (E.1)
Observemos que g(xj) − g(xj) = g(xj+1) − g(xj+1) = 0 y que la asignacio´n inversa tambie´n esta´ bien
definida. Entonces, dada una funcio´n g ∈ L2(Γ
I
), tendremos∫
Γ
I
g(xˆ) ds(xˆ) =
N(h)∑
j=1
∫ hj
0
g(ψj(t))
√
1 + (φ
′
j(t))
2 dt,
∫
Γ
Ih
g(x) dsh(x) =
N(h)∑
j=1
∫ hj
0
g(ψj(t)) dt.
De estas expresiones, deducimos que
∣∣∣ ∫
Γ
I
g(xˆ) ds(xˆ)−
∫
Γ
Ih
g(x) dsh(x)
∣∣∣ ≤ N(h)∑
j=1
∫ hj
0
|g(ψj(t))|
(√
1 + (φ
′
j(t))
2 − 1
)
dt
≤ CΓ
I
N(h)∑
j=1
h2j
∫ hj
0
|g(ψj(t))| dt
≤ CΓ
I
h2
∫
Γ
I
|g(xˆ)| ds(xˆ)
≤ CΓ
I
h2‖g‖0,Γ
I
.
(E.2)
Este resultado y los que siguen a continuacio´n (los dos primeros fueron probados en [47]) sera´n claves
cuando tengamos que estimar los errores de la aproximacio´n.
Lema E.3 Existen constantes c y C, estrictamente positivas e independientes de h, tales que
c ‖g‖0,Γ
I
≤ ‖g‖0,Γ
Ih
≤ C ‖g‖0,Γ
I
.
Lema E.4 Supongamos que g representa la traza sobre Γ
I
de una funcio´n w ∈ Hr(Ω), 1 ≤ r ≤ 2. Sea
w˜ la extensio´n a Ω˜ de w, segu´n el Teorema D.4. Entonces, existe una constante C, independiente de h y
w, tal que
‖w˜ − g‖0,Γ
Ih
≤ C hr‖w‖r,Ω.
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Consideremos ahora las siguientes proyecciones ortogonales
P`j : L
2(`j)→ P0(`j) 1 ≤ j ≤ N(h),
PΓ
Ih
: L2(Γ
Ih
)→ Ch(ΓIh) := {χh ∈ L2(ΓIh) : χh|`j ∈ P0(`j) 1 ≤ j ≤ N(h)} ⊂ L2(ΓIh),
P˜`
j
: L2(˜`j)→ P0(˜`j) 1 ≤ j ≤ N(h),
PΓ
I
: L2(Γ
I
)→ Ch(ΓI) := {χh ∈ L2(ΓI) : χh|˜`j ∈ P0(˜`j) 1 ≤ j ≤ N(h)} ⊂ L2(ΓI),
Observemos que, en virtud de su definicio´n, los espacios Ch(ΓI) heredan las propiedades de aproximacio´n
del espacio Ch(ΓIh). Ma´s espec´ıficamente, para toda funcio´n g ∈ H1(ΓI), se verifica
‖(I − PΓ
I
)g‖0,Γ
I
= ı´nf
χh∈Ch(ΓI )
‖g − χh‖0,Γ
I
≤ C h‖g‖1,Γ
I
. (E.3)
Adema´s, por propiedades de la proyeccio´n ortogonal, tambie´n vale
‖(I − PΓ
I
)g‖0,Γ
I
≤ C ‖g‖0,Γ
I
. (E.4)
Luego, por interpolacio´n entre (E.3) y (E.4), tendremos
‖(I − PΓ
I
)g‖0,Γ
I
≤ C hr‖g‖r,Γ
I
0 ≤ r ≤ 1. (E.5)
Lema E.5 Sea g ∈ L2(Γ
I
). Sean g y PΓ
I
g las extensiones a Γ
Ih
de g y PΓ
I
g (segu´n la definicio´n (E.1)),
respectivamente. Existe una constante C, independiente de h, tal que
‖PΓ
Ih
g − PΓ
I
g‖0,Γ
Ih
≤ C h2‖g‖0,Γ
I
.
Prueba. A partir de las definiciones de los operadores PΓ
I
y PΓ
Ih
y de la extensio´n a Γ
Ih
, es inmediato
que
‖PΓ
Ih
g − PΓ
I
g‖20,Γ
Ih
=
N(h)∑
j=1
‖P`jg − P˜`jg‖20,`j =
N(h)∑
j=1
‖P`jg − P˜`jg‖20,`j
Luego, usando las parametrizaciones definidas anteriormente, tendremos
P`jg − P˜`jg =
1
|`j |
∫
`j
g(sh) dsh − 1|˜`j |
∫
˜`
j
g(s) ds
=
1
|`j |
∫ hj
0
g(ψj(t)) dt− 1|˜`j |
∫ hj
0
g(ψj(t))
√
1 + (φ
′
j(t))
2 dt
=
1
|`j |
∫ hj
0
g(ψj(t))
(
1− |`j ||˜`j |
√
1 + (φ
′
j(t))
2
)
dt.
Teniendo en cuenta que |`j | ≤ |˜`j |, para todo 1 ≤ j ≤ N(h),
‖P`jg − P˜`jg‖0,`j ≤ |`j |−1/2 ma´xt∈[0,hj ]
∣∣∣1− |`j ||˜`j |
√
1 + (φ
′
j(t))
2
∣∣∣ ∫ hj
0
|g(ψj(t))| dt
≤ |`j |−1/2 ma´x
t∈[0,hj ]
∣∣∣1− |`j ||˜`j |
√
1 + (φ
′
j(t))
2
∣∣∣ ∫
`j
|g(sh)| dsh
≤ ma´x
t∈[0,hj ]
|`j |
|˜`j |
(√
1 + (φ
′
j(t))
2 − 1
)
‖g‖0,`j .
Luego, elevando al cuadrado, sumando sobre todo j y usando el Lema E.3, obtendremos
‖P`jg − P˜`jg‖0,ΓIh ≤ C h2‖g‖0,ΓI .
De esta manera, terminamos la prueba. 2
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Lema E.6 Sea g ∈ H1+r(Ω), 0 ≤ r ≤ 1. Sea g˜ la extensio´n de g a Ω˜ segu´n el Teorema D.4. Existe una
constante C, independiente de h, tal que
‖g˜ − PΓ
Ih
g˜‖0,Γ
Ih
≤ C hmı´n{1,1/2+r}‖g‖1+r,Ω.
Prueba. Sea g la extensio´n a Γ
Ih
de g. Tendremos
‖g˜ − PΓ
Ih
g˜‖0,Γ
Ih
≤ ‖g˜ − g‖0,Γ
Ih
+ ‖g − PΓ
I
g‖0,Γ
Ih
+ ‖PΓ
I
g − PΓ
Ih
g‖0,Γ
Ih
+ ‖PΓ
Ih
(g − g˜)‖0,Γ
Ih
.
Usando los Lemas E.3-E.5, las propiedades aproximacio´n de PΓ
I
y el Teorema E.1, tendremos
‖g˜ − PΓ
Ih
g˜‖0,Γ
Ih
≤ C (h1+r‖g‖1+r,Ω + hmı´n{1,1/2+r}‖g‖1+r,Ω + h2‖g‖1,Ω),
expresio´n que nos permite concluir la prueba. 2
Lema E.7 Sea g ∈ H1(Ω). Sea g˜ la extensio´n de g a Ω˜ segu´n el Teorema D.4. Existe una constante C,
independiente de h, tal que
‖g˜‖0,Γ
Ih
≤ C ‖g‖1,Ω.
Prueba. Sea T un tria´ngulo en el borde de Ωh. Sea ωT el dominio definido por T \ T id o T id \ T ,
segu´n corresponda. Obviamente, para algu´n 1 ≤ j ≤ N(h), ∂ωT = `j ∪ ˜`j . Sin pe´rdida de generalidad,
asumiremos que xj coincide con el origen de coordenadas y que xj+1 = (hj , 0). La orientacio´n del eje y
se elegira´ de manera tal que que φj ≥ 0. En estas condiciones,
˜`
j = {(x, y) : y = φj(x), 0 ≤ x ≤ hj}.
Aplicando el Teorema de la divergencia al campo (0, g˜2), tendremos∫
˜`
j
g2√
1 + (φ′(x))2
ds−
∫
`j
g˜2dx = 2
∫
ωT
g˜
∂g˜
∂y
dxdy.
Luego, usando la desigualdad de Cauchy-Schwarz,
‖g˜‖20,`j ≤ C
(
‖g‖2
0,˜`j
+ ‖g˜‖0,ωT |g˜|1,ωT
)
≤ C
(
‖g‖2
0,˜`j
+ ‖g˜‖21,ωT
)
.
Finalmente, sumando sobre todos los T ∈ B
Sh
, usando el Teorema D.4 y el Teorema de trazas E.1,
concluimos
‖g˜‖20,Γ
Ih
≤ C
(
‖g‖20,Γ
I
+ ‖g˜‖2
1,Ω̂
)
≤ C ‖g‖21,Ω.
As´ı, terminamos la prueba.2
Lema E.8 Sea g ∈ Lh(Ωh) := {g ∈ H1(Ωh) : g|T ∈ P1(T ) ∀T ∈ Th}. Sea ge la extensio´n natural de g a
Ω˜ (ver definicio´n D.8). Existe una constante C, independiente de h, tal que
|g|1/2,Γ
Ih
≤ C
(
|ge|1/2,Γ
I
+ h|g|1,Ωh
)
.
Prueba. Escribamos
|g|21/2,Γ
Ih
=
N(h)∑
i=1
|g|21/2,`i +
∑
i 6=j
∫
`i
∫
`j
|g(x)− g(xˆ)|2
|x− xˆ|2 dsh(x)dsh(xˆ).
En lo que sigue, acotaremos cada te´rmino que aparece en el lado derecho de la expresio´n anterior por
separado. Para ello usaremos las parametrizaciones antes introducidas. Sea Ti aquel tria´ngulo en el
borde del dominio Ωh que verifica ∂Ti ∩ ΓIh = `i. Sea T idi el tria´ngulo ideal asociado con Ti. Entonces,
˜`
i = ∂T
id
i ∩ ΓI . Sin pe´rdida de generalidad, asumiremos que xi coincide con el origen de coordenadas y
que xi+1 = (hi, 0). La orientacio´n del eje y se elegira´ de manera tal que que φi ≥ 0. En estas condiciones,
˜`
i = {(x, y) : y = φi(x), 0 ≤ x ≤ hi}.
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- Caso `i = `j.
Como g es lineal en cada tria´ngulo, tendremos
g(x, 0)− g(xˆ, 0)
x− xˆ =
ge(x, φi(x))− ge(xˆ, φi(xˆ))
x− xˆ −
∂g(x, 0)
∂y
(φi(x)− φi(xˆ))
x− xˆ .
Como φi es C2 en (0, hi), existira´ un punto ςi ∈ (x, xˆ) tal que∫ hi
0
∫ hi
0
(∂g(x, 0)
∂y
(φi(x)− φi(xˆ))
x− xˆ
)2
dxdxˆ =
∣∣∣∂g(x, 0)
∂y
∣∣∣2|φ′i(ςi)|2h2i ≤ C h2i |g|21,Ti .
Razonando de la misma manera, obtendremos
(x− xˆ)2 + (φi(x)− φi(xˆ))2
(x− xˆ)2 ≤ 1 + |φ
′
i(ςi)|2 ≤ 1 + C h2i .
Luego, combinando las expresiones anteriores y teniendo en cuenta que
√
1 + (φ
′
i(x))
2 ≥ 1 para todo
x ∈ (0, hi), llegaremos a
|g|21/2,`i ≤ C
(
|ge|2
1/2,˜`i
+ h2i |g|21,Ti
)
.
- Caso `i 6= `j y `i ∩ `j = ∅.
Sea Tj un tria´ngulo en el borde del dominio Ωh tal que ∂Tj ∩ΓIh = `j . Sea T idj el tria´ngulo ideal asociado
con Tj . Al igual que en el caso anterior, ˜`j = ∂T
id
j ∩ ΓI . Para simplificar la notacio´n, escribiremos
(x(tj), y(tj)) = (xj + tjτj1, yj + tjτj2), tj ∈ [0, hj ],
(xˆ(tj), yˆ(tj)) = (xj + tjτj1 + φj(tj)νj1, yj + tjτj2 + φj(tj)νj2), tj ∈ [0, hj ].
Entonces, como g es lineal en cada tria´ngulo, sera´
g(x, 0)− g(x(tj), y(tj)) = ge(x, φi(x))− ge(xˆ(tj), yˆ(tj))−
(
φi(x)
∂g
∂y
|(x,0) − φj(tj) ∂g
∂νj
|(x(tj),y(tj))
)
.
De las propiedades de las funciones φi y φj , obtendremos∣∣∣φi(x)∂g
∂y
|(x,0) − φj(tj) ∂g
∂νj
|(x(tj),y(tj))
∣∣∣ ≤ C (h2i ∣∣∣∂g∂y |(x,0)∣∣∣+ h2j ∣∣∣ ∂g∂νj |(x(tj),y(tj))
∣∣∣) ≤ C hihj |g|1,Ti∪Tj .
Adema´s, tengamos en cuenta que
(x− xˆ(tj))2 + (φi(x)− yˆ(tj))2
(x− x(tj))2 + (0− y(tj))2 ≤ C
(
1 +
(φi(x))
2 + (φj(tj))
2
(x− x(tj))2 + (y(tj))2
)
y, como φi(0) = φj(0) = 0 y dist((x, 0), (x(tj), y(tj)) es mayor que hi y mayor que hj , existira´n puntos
ςi ∈ [0, hi] y ςj ∈ [0, hj ] tales que
(φi(x))
2 + (φj(tj))
2
(x− x(tj))2 + (y(tj))2 ≤
(φi(x)− φi(0))2
x2
+
(φj(tj)− φj(0))2
(xj − x(tj))2 + (yj − y(tj))2
≤ (φ′i(ςi))2 + (φ
′
j(ςj))
2 ≤ C (h2i + h2j ).
Luego, combinando las expresiones anteriores, podremos asegurar que existe una constante C, que de-
pende u´nicamente de dist(˜`i, ˜`j), tal que∫
`i
∫
`j
|g(x)− g(xˆ)|2
|x− xˆ|2 dsh(x)dsh(xˆ) ≤ C
(∫
˜`
i
∫
˜`
j
|ge(x)− ge(xˆ)|2
|x− xˆ|2 ds(x)ds(xˆ) + h
3
ih
3
j |g|21,Ti∪Tj
)
.
- Caso `i 6= `j y `i ∩ `j 6= ∅.
En este caso, los lados `i y `j tienen un ve´rtice en comu´n. Supongamos que este ve´rtice se encuentra
ubicado en el punto (hi, 0). Tendremos
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- φi(hi) = φj(0) = 0,
- dist((x, 0), (x(tj), y(tj)) > dist((x, 0), (hi, 0)), tj ∈ [0, hj ],
- dist((x, 0), (x(tj), y(tj)) > dist((hi, 0), (x(tj), y(tj)), tj ∈ [0, hj ].
Luego, razonando como en el caso anterior, existira´n puntos ςi ∈ (x, hi) y ςj ∈ (0, hj) tales que(
φi(x)
∂g
∂y |(x,0) − φj(tj) ∂g∂νj |(x(tj),y(tj))
)2
(x− x(tj))2 + (y(tj))2 ≤ C
(∣∣∣∂g
∂y
|(x,0)
∣∣∣2(φ′i(ςi))2 + ∣∣∣ ∂g∂νj |(x(tj),y(tj))
∣∣∣2(φ′j(ςj))2),
(x− xˆ(tj))2 + (φi(x)− yˆ(tj))2
(x− x(tj))2 + (0− y(tj))2 ≤ C
(
1 + (φ
′
i(ςi))
2 + (φ
′
j(ςj))
2
)
.
Usando estos resultados, obtendremos∫
`i
∫
`j
|g(x)− g(xˆ)|2
|x− xˆ|2 dsh(x)dsh(xˆ) ≤ C
(∫
˜`
i
∫
˜`
j
|ge(x)− ge(xˆ)|2
|x− xˆ|2 ds(x)ds(xˆ) + hihj |g|
2
1,Ti∪Tj
)
.
La prueba se completa sumando sobre todo j y sobre todo i. 2
Observacio´n E.9 Usando el Teorema E.1 y el Lema D.9, tambie´n podremos asegurar que existe una
constante C, independiente de h, tal que
|g|1/2,Γ
Ih
≤ C ‖g‖1,Ωh .
Observacio´n E.10 Supongamos que g representa la traza sobre Γ
I
de alguna funcio´n w ∈ Hr(Ω), con
1 ≤ r ≤ 2. Sea g la extensio´n a Γ
Ih
de g segu´n la definicio´n (E.1). Razonando como lo hicimos para
probar el Lema E.8, es fa´cil obtener el siguiente resultado: existe una constante C, independiente de h,
tal que
|g|1/2,Γ
Ih
≤ C |g|1/2,Γ
I
.
En lo que sigue, necesitaremos tambie´n definir una extensio´n de g al borde del dominio Ω̂. Haremos esto
utilizando la extensio´n (E.1). Denotando por ˇ` a los lados que componen a ∂Ω̂ (observemos que ∂Ω̂ es la
unio´n de lados rectos ` ⊂ Γ
Ih
con lados curvos ˜`⊂ Γ
I
), definimos
gˇ|ˇ` :=
{
g|ˇ` si ˇ`= ˜`⊂ ΓI ,
g¯|ˇ` si ˇ`= ` ⊂ ΓIh .
(E.6)
Obviamente, gˇ ∈ L2(∂Ω̂). Adema´s, los mismos argumentos que los empleados en la prueba del Lema E.3,
permiten probar que existe una constante C, independiente de h, tal que ‖gˇ‖0,∂Ω̂ ≤ C‖g‖0,ΓI .
Lema E.11 Supongamos que g representa la traza sobre Γ
I
de alguna funcio´n w ∈ Hr(Ω), 1 ≤ r ≤ 2.
Sea gˇ la extensio´n a ∂Ω̂ de g definida por E.6. Entonces, gˇ ∈ H1/2(∂Ω̂); ma´s au´n, existe una constante
C, independiente de h, tal que
|gˇ|1/2,∂Ω̂ ≤ C |g|1/2,ΓI .
Prueba. De acuerdo con [59], para asegurar que gˇ ∈ H1/2(∂Ω̂), solo sera´ necesario probar que∫
`i
∫
˜`
j
|g(x)− g(xˆ)|2
|x− xˆ|2 ds(xˆ)dsh(x) ≤ ∞ ∀i 6= j, `i ∩
˜`
j 6= ∅.
En este caso, los lados `i y ˜`j tienen un ve´rtice en comu´n. Usaremos la misma notacio´n y los mismos
argumentos que los empleados en la prueba del Lema E.8; es decir, asumiremos que xi coincide con el
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origen de coordenadas, que xi+1 = (hi, 0) y que el ve´rtice compartido por los lados `i y ˜`j se ubica en
(hi, 0). Tendremos
(xˆ(ti)− xˆ(tj))2 + (yˆ(ti)− yˆ(tj))2
(x− xˆ(tj))2 + (0− yˆ(tj))2 ≤ C
(
1 +
(φi(x))
2
(x− xˆ(tj))2 + (yˆ(tj))2
)
.
Ahora, usando el Teorema del coseno, podremos escribir
|(x, 0)− (xˆ(tj), yˆ(tj))|2 ≥
(
|(x, 0)− (hi, 0)|2 + |(hi, 0)− (xˆ(tj), yˆ(tj))|2
)
µij ,
donde, denotando por αij al a´ngulo con ve´rtice en el punto (hi, 0), tendremos
µij =
{
1 si cosαij ≤ 0,
(1− cosαij) si cosαij ≥ 0.
Un ca´lculo directo muestra que
cosαij =
tjτj1 + φj(tj)νj1√
t2j + (φj(tj))
2
=
τj1 + φ
′
j(ςj)νj1√
1 + (φ
′
j(ςj))
2
= τj1(xˆ(ςj)),
donde ςj ∈ (0, hj) y τj1(xˆ(ςj)) representa la primera componente del vector tangente unitario al lado ˜`j
en el punto xˆ(ςj). Luego,
|(x, 0)− (xˆ(tj), yˆ(tj))|2 ≥ CΓ
I
|x− hi|2.
Entonces, como φi(hi) = 0, existira´ ςi ∈ (x, hi) tal que(
1 +
(φi(x))
2
(x− xˆ(tj))2 + (yˆ(tj))2
)
≤
(
1 + (φ
′
i(ςi))
2
)
.
Combinando las expresiones anteriores con la definicio´n (E.1), tendremos∫
`i
∫
˜`
j
|g(x)− g(xˆ)|2
|x− xˆ|2 dsh(x)ds(xˆ) ≤ C
∫
˜`
i
∫
˜`
j
|g(x)− g(xˆ)|2
|x− xˆ|2 ds(x)ds(xˆ) <∞.
Probaremos ahora que la seminorma |gˇ|1/2,∂Ω̂ esta´ acotada por |g|1/2,ΓI uniformemente en h. Sen˜alemos
primero que, gracias a la definicio´n (E.6), la observacio´n E.10 y el resultado anterior, solo resta probar
que existe una constante C, independiente de h, tal que∫
`i
∫
˜`
j
|g(x)− g(xˆ)|2
|x− xˆ|2 dsh(x)ds(xˆ) ≤ C
∫
˜`
i
∫
˜`
j
|g(x)− g(xˆ)|2
|x− xˆ|2 ds(x)ds(xˆ) ∀i 6= j, `i ∩
˜`
j = ∅.
Procediendo como antes, tendremos, nuevamente,
(xˆ(ti)− xˆ(tj))2 + (yˆ(ti)− yˆ(tj))2
(x− xˆ(tj))2 + (0− yˆ(tj))2 ≤ C
(
1 +
(φi(x))
2
(x− xˆ(tj))2 + (yˆ(tj))2
)
≤ C
(
1 +
(φi(x)− (φi(hi))2
(x− hi)2
)
≤ C
(
1 + (φ
′
i(ςi))
2
)
.
De esta manera, completamos la prueba. 2
E.3 Potencial escalar en Ω̂
F
En esta seccio´n vamos a construir un campo gradiente, con dominio en Ω̂F , directamente relacionado con
el campo de desplazamientos u en el fluido.
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Sean (f ,g) ∈ G(Ω) y (u,w) = T(f ,g). Del Teorema 4.29, tendremos
‖u‖s,Ω
F
+ ‖w‖1+t,Ω
S
+ ‖ div u‖1+s,Ω
F
≤ C ‖(f ,g)‖0,Ω.
Sean w˜ y d˜iv u las extensiones al dominio Ω̂
F
de las funciones w y div u, respectivamente, de acuerdo con
el Teorema D.4. Sea wˇ la extensio´n a ∂Ω̂ de la traza w|Γ
I
definida por (E.6). Consideremos la solucio´n
qˆ ∈ H1(Ω̂F) del siguiente problema de Neumann: 4qˆ = d˜iv u + cˆ en Ω̂F ,∂qˆ
∂n
= wˇ · n sobre ∂Ω̂F ,
(E.7)
donde cˆ es una constante elegida de manera tal que el problema resulte compatible; i.e., escribiendo
` = ∂T ∩ Γ
Ih
,
cˆ|Ω̂F | :=
∫
Ω
S
\Ω
Sh
div w −
∫
Ω
Fh
\Ω
F
d˜iv u +
∑
T∈B
Sh
T⊂T id
∫
`
(wˇ − w˜) · n. (E.8)
Nuestro pro´ximo paso sera´ encontrar una cota para |cˆ| que no dependa de h. Usando los Lemas D.5 y
D.6 y el Teorema (D.4), se obtiene fa´cilmente∣∣∣ ∫
Ω
Fh
\Ω
F
d˜iv u
∣∣∣ ≤ |ΩFh \ ΩF |1/2 ‖ d˜iv u‖0,ΩFh\ΩF ≤ C h1+s‖ div u‖1+s,ΩF ,∣∣∣ ∫
Ω
S
\Ω
Sh
div w
∣∣∣ ≤ |ΩS \ ΩSh |1/2 ‖ div w‖0,ΩS\ΩSh ≤ C h1+t‖w‖1+t,ΩS .
A partir de la definicio´n (E.6), tendremos wˇ|` = w|`. Luego, usando el Lema E.4∣∣∣ ∑
T∈B
Sh
T⊂T id
∫
`
(w − w˜) · n
∣∣∣ ≤ ∑
T∈B
Sh
T⊂T id
∫
`
|(w − w˜) · n| ≤
∑
T∈B
Sh
T⊂T id
∫
`
|w − w˜|
≤ |Γ
Ih
|1/2‖w − w˜‖0,Γ
Ih
≤ C |Γ
I
|1/2h1+t‖w‖1+t,Ω
S
.
Sea r := mı´n{s, t}. Combinando las expresiones anteriores, se sigue que
|cˆ| ≤ C h1+r‖(f ,g)‖0,Ω. (E.9)
Gracias al Lema E.11 y a partir de las estimaciones a priori usuales para el problema de Neumann (ver,
por ejemplo, [111]), sabemos que qˆ ∈ H1+sh(Ω̂F) para algu´n sh ∈ (1/2, 1]. Adema´s, combinando el Lema
E.11 con el Teorema de trazas E.1 y recordando D.2, tendremos
‖∇qˆ‖2
sh,Ω̂F
≤ C (‖ d˜iv u + cˆ‖2
0,Ω̂
F
+
N(h)∑
j=1
‖wˇ · n‖2
1/2,ˇ`j
) ≤ C (‖ d˜iv u + cˆ‖2
0,Ω̂
F
+ ‖w‖21,Ω
S
).
Finalmente, usando el Teorema (D.4) y la estimacio´n (E.9), podremos escribir
‖∇qˆ‖sh,Ω̂F ≤ C ‖(f ,g)‖0,Ω. (E.10)
Definimos uˆ := ∇qˆ. As´ı definido, uˆ ∈ Hsh(Ω̂F) y verifica
‖uˆ‖sh,Ω̂F ≤ C ‖(f ,g)‖0,Ω. (E.11)
Adema´s, div uˆ = d˜iv u + cˆ ∈ H1+s(Ω̂
F
). Luego, usando las mismas estimaciones que antes, tendremos
‖ div uˆ‖1+s,Ω̂
F
≤ C ‖(f ,g)‖0,Ω. (E.12)
En el siguiente lema mostraremos que uˆ aproxima a u en Ω
F
.
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Lema E.12 Sea sˆh := mı´n{s, sh}. Existe una constante positiva C tal que
‖u− uˆ‖H( div ;Ω
F
) ≤ C h(r+sˆh)/2‖(f ,g)‖0,Ω.
Prueba. A partir de la definicio´n de uˆ, es inmediato que div (u − uˆ)|Ω
F
= cˆ. Entonces, usando la
estimacio´n (E.9), tendremos
‖ div (u− uˆ)‖0,Ω
F
= |cˆ||ΩF |1/2 ≤ C h1+r‖(f ,g)‖0,Ω.
Para (u,w) ∈ G(Ω), consideremos el siguiente problema (compatible) de Neumann:{ 4q = div u en ΩF ,
∂q
∂n
= w · n sobre Γ
I
.
(E.13)
De las estimaciones a priori cla´sicas para este problema, sabemos que q ∈ H1+s(ΩF) y
‖∇q‖2s,Ω
F
≤ C
(
‖ div u‖20,Ω
F
+
N∑
j=1
‖w · n‖2
1/2,˜`j
)
≤ C ‖(f ,g)‖20,Ω. (E.14)
Denotaremos por q˜ a la extensio´n al dominio Ω̂F de la funcio´n q, segu´n el Teorema (D.4). Tendremos
‖u− uˆ‖20,Ω
F
=
∫
Ω
F
∇(q − qˆ) · ∇(q − qˆ) ≤
∫
Ω̂
F
∇(q˜ − qˆ) · ∇(q˜ − qˆ)
=
∫
Ω
F
∇q · ∇(q − qˆ) +
∫
Ω
Fh
\Ω
F
∇q˜ · ∇(q˜ − qˆ)−
∫
Ω̂
F
∇qˆ · ∇(q˜ − qˆ)
= −
∫
Ω
F
div u (q − qˆ) +
∫
Γ
I
w · n (q − qˆ) +
∫
Ω
Fh
\Ω
F
∇q˜ · ∇(q˜ − qˆ)
+
∫
Ω̂
F
( d˜iv u + cˆ)(q˜ − qˆ)−
∫
∂Ω̂
F
wˇ · n (q˜ − qˆ)
=
∫
Ω
Fh
\Ω
F
d˜iv u(q˜ − qˆ) +
∫
Ω̂
F
cˆ(q˜ − qˆ) +
∫
Ω
Fh
\Ω
F
∇q˜ · ∇(q˜ − qˆ)
+
∫
Γ
I
w · n (q − qˆ)−
∫
∂Ω̂
F
wˇ · n (q˜ − qˆ).
En lo que sigue, acotaremos los te´rminos en el lado derecho de la desigualdad anterior. Para los primeros
tres te´rminos, usaremos la desigualdad de Cauchy-Schwarz, el Lema D.6 y las estimaciones (D.4), (E.9),
(E.10) y (E.14). We obtain:∣∣∣∣∣
∫
Ω
Fh
\Ω
F
d˜iv u (q˜ − qˆ)
∣∣∣∣∣ ≤ ‖ d˜iv u‖0,ΩFh\ΩF(‖q˜‖0,ΩFh\ΩF + ‖qˆ‖0,ΩFh\ΩF)
≤ C h2‖ div u‖1+s,Ω
F
(
‖q‖1+s,Ω
F
+ ‖qˆ‖1+sh,Ω̂F
)
≤ C h2‖(f ,g)‖20,Ω,∣∣∣∣∣
∫
Ω̂
F
cˆ(q˜ − qˆ)
∣∣∣∣∣ ≤ |cˆ| |Ω̂F |1/2 ‖(q˜ − qˆ)‖0,Ω̂F ≤ |cˆ| |Ω̂F |1/2 (‖q˜‖0,Ω̂F + ‖qˆ‖0,Ω̂F)
≤ C h1+r‖(f ,g)‖20,Ω,∣∣∣∣∣
∫
Ω
Fh
\Ω
F
∇q˜ · ∇(q˜ − qˆ)
∣∣∣∣∣ ≤ ‖∇q˜‖0,ΩFh\ΩF (‖∇q˜‖0,ΩFh\ΩF + ‖∇qˆ‖0,ΩFh\ΩF)
≤ C hs‖∇q˜‖s,Ω
Fh
(
hs‖q˜‖1+s,Ω
Fh
+ hsh‖qˆ‖1+sh,ΩFh
)
≤ C hs+sˆh‖(f ,g)‖20,Ω.
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Acotaremos ahora los dos te´rminos restantes. Observemos primero que (recordemos que seguimos utili-
zando la notacio´n ` = ∂T ∩ Γ
Ih
y ˜`= ∂T id ∩ Γ
I
)∫
Γ
I
w · n (q − qˆ)−
∫
∂Ω̂
F
wˇ · n (q˜ − qˆ) =
∑
T∈B
Sh
T⊂T id
(∫
˜`
(q˜ − qˆ) w · n−
∫
`
(q˜ − qˆ) w · n
)
.
Para T ∈ B
Sh
, sea ωT el conjunto definido por T
id \ T . Tendremos∫
˜`
(q˜ − qˆ) w · n−
∫
`
(q˜ − qˆ) w · n = −
∫
∂ωT
(q˜ − qˆ) w · n
S
= −
∫
ωT
div ((q˜ − qˆ) w))
= −
∫
ωT
w · ∇(q˜ − qˆ)−
∫
ωT
(q˜ − qˆ) div w.
Sumando sobre los tria´ngulos T en el borde de Ω
S
tal que T ⊂ T id, usando la desigualdad de Cauchy-
Schwarz, el Lema D.6, el Teorema (D.4) y las estimaciones (E.10) y (E.14)∑
T∈B
Sh
T⊂T id
∣∣∣ ∫
∂ωT
(q˜ − qˆ) w · n
∣∣∣ ≤ ‖w‖0,Ω
S
\Ω
Sh
|q˜ − qˆ|1,Ω
Fh
\Ω
F
+ ‖q˜ − qˆ‖0,Ω
Fh
\Ω
F
|w|1,Ω
S
\Ω
Sh
≤ C h1+mı´n{t,sˆh}
(
‖q‖1+s,Ω
F
+ ‖qˆ‖1+sh,Ω̂F
)
‖w‖1+t,Ω
S
≤ C h1+mı´n{t,sˆh}‖(‖(f ,g)‖20,Ω.
Por otro lado, es inmediato que∣∣∣ ∑
T∈B
Sh
T⊂T id
∫
`
(q˜ − qˆ)(w −w) · n
∣∣∣ ≤ C ‖q˜ − qˆ‖0,Γ
Ih
‖w˜ −w‖0,Γ
Ih
.
Luego, usando los Lemas E.3 y E.4, el Teorema D.4, el Teorema de trazas E.1 y las estimaciones (E.10)
y (E.14), tendremos
‖q˜ − qˆ‖0,Γ
Ih
‖w˜ −w‖0,Γ
Ih
≤ C h1+t‖q − qˆ‖0,Γ
I
‖w‖1+t,Ω
S
≤ C h1+t‖(f ,g)‖20,Ω.
As´ı, combinando las estimaciones encontradas, concluimos la prueba. 2
E.4 Operadores de interpolacio´n
En esta seccio´n, introduciremos un operador de interpolacio´n para funciones vectoriales en el espacio
Hs,1( div , Ω̂
F
)×H1+t(Ω̂
S
)2, s > 1/2 y t > 0, y estableceremos sus propiedades de aproximacio´n.
Comenzaremos recordando la definicio´n del operador de interpolacio´n de Raviart-Thomas y algunas de
sus propiedades. Si u es suficientemente suave, la interpolacio´n de Raviart-Thomas, ΠRu, estara´ bien
definida por
ΠRu ∈ Rh(ΩFh) :
∫
`
ΠRu · n` =
∫
`
u · n` ∀` ∈ EFh ,
donde n` denota al vector unitario normal al lado `. El siguiente resultado es standard; su prueba puede
encontrarse en [147], por ejemplo.
Lema E.13 El operador de interpolacio´n de Raviart-Thomas
ΠR : H
1(Ω
Fh
)2 → Rh(ΩFh)
v 7→ ΠRv,
se extiende univocamente a Hs( div ,Ω
Fh
), s > 1/2, y valen las siguientes estimaciones:
‖v −ΠRv‖0,Ω
Fh
≤ C hs‖v‖s,Ω
Fh
,
‖ div (v −ΠRv)‖0,Ω
Fh
≤ C hs‖ div v‖s,Ω
Fh
.
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Sea Ih : H
s,1( div , Ω̂
F
) × H1+t(Ω̂
S
)2 → Vh(Ωh) el operador de interpolacio´n definido de la siguiente
manera:
Ih(uˆ, wˆ)|T :=

(ΠLwˆ)|T , if T ⊂ ΩSh
(ΠRuˆ)|T , if T ⊂ ΩFh and ∂T ∩ ΓIh = ∅
(Π̂Ruˆ)|T , if T ⊂ ΩFh and ∂T ∩ ΓIh 6= ∅
donde ΠLwˆ es la interpolada de Langrage de wˆ en Lh(ΩSh)2 y (Π̂Ruˆ)|T es la funcio´n en R0(T ) con
componentes normales definidas por
(Π̂Ruˆ)|` · n :=
 (ΠRuˆ)|` · n if ` 6⊂ ΓIh ,1|`|
∫
`
(ΠLwˆ)|TS · n if ` ⊂ ΓIh ,
donde TS es el tria´ngulo contenido en ΩSh tal que ∂T ∩ ∂TS = `. Observemos que Ih(uˆ, wˆ) ∈ Kh(Ωh) ya
que la condicio´n de compatibilidad en la interfaz Γ
Ih
esta´ impuesta expl´ıcitamente.
Observacio´n E.14 El operador Ih fue introducido en [33] para dominios poligonales.
El siguiente lema dara´ una estimacio´n para ‖ΠRuˆ− Π̂Ruˆ‖H( div ,T ).
Lema E.15 Asumamos que (uˆ, wˆ) ∈ Hs,1( div , Ω̂
F
)×H1+t(Ω̂
S
)2. Sean T un tria´ngulo en el borde de Ω
Fh
,
T id el tria´ngulo ideal asociado con T , ωT el dominio definido por T
id \T , ` := ∂T ∩Γ
Ih
y ˜` := ∂T id ∩Γ
I
.
Entonces, existe una constante positiva C tal que
‖ΠRuˆ− Π̂Ruˆ‖H( div ,T ) ≤ C

h
1/2
T
(
‖ div uˆ‖0,ωT + ‖wˆ‖1,ωT
)
+
∣∣∣∣ 1|`|
∫
˜`
(ΠLwˆ − uˆ) · n
∣∣∣∣,
si T ⊂ T id∣∣∣∣ 1|`|
∫
`
(ΠLwˆ − uˆ) · n
∣∣∣∣, si T ⊃ T id.
Prueba. Sea ϕ` la funcio´n base standard en R0(T ) asociada a `. A partir de las definiciones de las
interpolaciones, tendremos
(ΠRuˆ− Π̂Ruˆ)|T =
[
1
|`|
∫
`
(uˆ−ΠLwˆ) · n
]
ϕ`.
Supongamos que T ⊂ T id. Usando el Teorema de Gauss, obtendremos∫
`
(uˆ−ΠLwˆ) · n =
∫
˜`
uˆ · n˘−
∫
ωT
div uˆ−
∫
`
ΠLwˆ · n
=
∫
˜`
(uˆ−ΠLwˆ) · n˘−
∫
ωT
div uˆ +
∫
ωT
div ΠLwˆ,
donde n˘ denota el vector unitario normal en la direccio´n exterior a ωT . Es claro que solo sera´ necesario
acotar los dos u´ltimos te´rminos en el lado derecho de la desigualdad anterior. Para ello, usaremos la
desigualdad de Cauchy-Schwarz y el Lema D.5. As´ı, obtendremos
1
|`|
∣∣∣∣∫
ωT
div uˆ
∣∣∣∣ ≤ 1|`| ‖ div uˆ‖0,ωT |ωT |1/2 ≤ C h1/2T ‖div uˆ‖0,ωT ,
1
|`|
∣∣∣∣∫
ωT
div ΠLwˆ
∣∣∣∣ ≤ 1|`| ‖div ΠLwˆ‖0,ωT |ωT |1/2 ≤ C h1/2T ‖ΠLwˆ‖1,ωT ≤ C h1/2T ‖wˆ‖1,ωT .
La prueba termina combinando las estimaciones anteriores y recordando que ‖ϕ`‖H( div ;T ) esta´ acotado
por una constante positiva que solo depende de la regularidad de T . 2
Sea wˇ la extensio´n a ∂Ω̂
F
de la traza wˆ|Γ
I
. A las hipo´tesis del lema anterior, agreguemos ahora la condicio´n
uˆ · n = wˇ · n sobre ∂Ω̂
F
.
178
- Caso T ⊂ T id. De acuerdo con la definicio´n (E.6), wˇ · n|˜` = wˆ · n|˜`, Entonces, usando un teorema de
trazas local y resultados de interpolacio´n standard,
1
|`|
∣∣∣∣∫
˜`
(ΠLwˆ − uˆ) · n
∣∣∣∣ = 1|`|
∣∣∣∣∫
˜`
(ΠLwˆ − wˆ) · n
∣∣∣∣ = 1|`| ‖ΠLwˆ − wˆ‖0,˜`|˜`|1/2
≤ C 1|`|
(
h
−1/2
T ‖ΠLwˆ − wˆ‖0,TS + h1/2T ‖ΠLwˆ − wˆ‖1,TS
)
|˜`|1/2
≤ C htT ‖wˆ‖1+t,TS .
En el ca´lculo anterior hemos asumido que existe una constante C, independiente de h, tal que that
|˜`| ≤ C|`|. Dado que, por hipo´tesis Γ
I
es C2 a trozos, tal resultado puede probarse fa´cilmente usando los
argumentos introducidos en la seccio´n E.2.
- Caso T id ⊂ T . De la definicio´n (E.6), tendremos wˇ · n|˜` = wˆ · n|˜`. Luego,
1
|`|
∫
`
(ΠLwˆ − uˆ) · n = 1|`|
∫
`
(ΠLwˆ − wˆ) · n + 1|`|
∫
`
(wˆ − wˆ) · n.
El primer te´rmino en el lado derecho de esta ecuacio´n puede acotarse exactamente igual a como lo hicimos
en el caso anterior.
Luego, combinando los resultados del Lema E.15 con las estimaciones recie´n halladas, sumando sobre
todos los tria´ngulos en el borde del dominio Ω
Fh
y usando los Lemas D.6 y E.4, obtendremos
‖ΠRuˆ− Π̂Ruˆ‖H( div ,Ω
Fh
) ≤ C ht
(
‖div uˆ‖1,Ω̂
F
+ ‖wˆ‖1+t,Ω̂
S
)
.
Este resultado nos induce a introducir el siguiente espacio:
K̂(Ω̂) := {(uˆ, wˆ) ∈ H( div , Ω̂
F
)×H1(Ω̂
S
)2 : uˆ · n = wˇ · n sobre ∂Ω̂
F
}.
Lema E.16 Para todo (uˆ, wˆ) ∈ K̂(Ω̂) ∩
(
Hs,1( div , Ω̂
F
)×H1+t(Ω̂
S
)2
)
, existe una constante positiva C,
independiente de h, tal que
‖(uˆ, wˆ)− Ih(uˆ, wˆ)‖h,Ωh ≤ C hr
(
‖uˆ‖Hs,1( div ,Ω̂
F
) + ‖wˆ‖1+t,Ω̂
S
)
.
Prueba. Es ide´ntica a la prueba del Teorema 5.2 en [33]. 2
Observacio´n E.17 Sea (uˆ, wˆ) = (∇qˆ,we), donde qˆ es el potencial escalar introducido en la seccio´n
previa y w es un campo vectorial tal que la extensio´n de su traza w|Γ
I
al borde ∂Ω̂
F
(denotada wˇ) es el
dato de borde en el problema que define a qˆ (ver problema (E.7)). De acuerdo con los resultados obtenidos
en la seccio´n E.3, podremos escribir
‖(∇qˆ,we)− Ih(∇qˆ,we)‖h,Ωh ≤ C hrh‖(f ,g)‖0,Ω,
donde rh = mı´n{sˆh, t}.
E.5 Propiedad de compacidad discreta
La propiedad de compacidad discreta aparece frecuentemente en la literatura vinculada con la solucio´n
aproximada por elementos finitos del problema espectral de Maxwell [126, 41, 139]; pero su concepto
puede ser extendido a situaciones ma´s generales [58]. En esta seccio´n analizaremos la propiedad de
compacidad discreta en el contexto de los problemas de autovalores que surgen al estudiar ciertos sistemas
con interaccio´n fluido-estructura. Probaremos que esta propiedad es va´lidad para el me´todo que acopla
el espacio de Raviart-Thomas de menor orden (para discretizar los desplazamientos en el fluido) con el
espacio lineal de Courant (para discretizar los desplazamientos en la estructura). Como fuera definido en la
seccio´n 4.2.1, en este esquema las condiciones de compatibilidad en la interfaz son impuestas de´bilmente;
dando lugar as´ı a un me´todo no conforme.
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Recordemos que la dificultad que se presenta al tratar con el operador grad div es la falta de elipticidad
que se pone de manifiesto por la presencia de un nu´cleo H(Ω) de dimensio´n infinita. Es claro que, si
se incorporara la condicio´n curl u = 0 sobre los campos de desplazamientos en el fluido, el espacio
H(Ω) quedar´ıa eliminado; es decir, el problema recobrar´ıa sus propiedades de elipticidad gracias a la
inclusio´n compacta G(Ω) ↪→ Q(Ω). Dado que la condicio´n curl u = 0 no es fa´cil de imponer sobre los
espacios discretos, cierto control del rotacional de sus elementos se vuelve una condicio´n necesaria para
la convergencia correcta de los modos propios aproximados. La propiedad de compacidad discreta es la
expresio´n matema´tica de ese control: imita a nivel discreto la inclusio´n compacta G(Ω) ↪→ Q(Ω).
Comenzaremos dando la definicio´n de la propiedad de compacidad discreta para problemas con interaccio´n
fluido-estructura.
Propiedad E.18 Sea {(uh,wh)}h>0 una sucesio´n arbitraria de funciones en Vh(Ωh) tal que∫
Γ
Ih
(uh −wh) · n = 0.
Asumiremos que las funciones uh tienen rotor discreto nulo, i.e.,∫
Ω
Fh
uh · curl ph = 0 ph ∈ Zh(ΩFh).
Asumiremos tambie´n que el par (uh,wh) esta´ uniformemente acotado en Vh(Ωh). Entonces, existe una
subsucesio´n, que tambie´n denotaremos {(uh,wh)}h>0, tal que (ueh,weh) converge fuertemente a (u,w) ∈
V(Ω) en Q(Ω) y verifica
(u−w) · n = 0 sobre Γ
I
.
Siguiendo la linea argumental de [58] (ver Teorema 3.5 en esa referencia), puede probarse que la Propiedad
E.18, con l´ımite fuerte en G(Ω), es una consecuencia de la siguiente propiedad:
Propiedad E.19 Para todo (uh,wh) ∈ Gh(Ωh) existe (u,w) ∈ G(Ω) tal que
‖(u˜, w˜)− (ueh,weh)‖h ≤ C h1/2‖(uh,wh)‖h,Ωh ,
donde (u˜, w˜) ∈ X (Ω̂) denota una extensio´n de (u,w) desde Ω, su dominio original, al dominio ma´s
grande Ω̂.
Prueba. Para un elemento arbitrario (uh,wh) ∈ Gh(Ωh), sea (ueh,weh) = Ph(uh,wh) la extensio´n a Ω̂
definida en la seccio´n 4.2.1. Sea o ∈ R la constante que hace que el siguiente problema de Neumann sea
compatible: { 4q = div ueh + o en ΩF ,
∂q
∂n
= weh · n sobre ∂ΩF .
(E.15)
Sea ωT el dominio definido por T \ T id o T id \ T , segu´n corresponda. Entonces,
o =
1
|Ω
F
|
∑
T∈B
Fh
(∫
ωT
div weh −
∫
ωT
div ueh
)
.
Sumando sobre todos los tria´ngulos que yacen sobre la interfaz; usando el Lema D.5 y la estimacio´n
(4.68), tendremos
|o||Ω
F
| ≤
∣∣∣∣∣
∫
Ω
F
\Ω
Fh
( div weh − div ueh)
∣∣∣∣∣+
∣∣∣∣∣
∫
Ω
Fh
\Ω
F
( div weh − div ueh)
∣∣∣∣∣
≤ C h‖ div weh − div ueh‖0,Ω̂ ≤ C h‖(uh,wh)‖h,Ωh .
(E.16)
Sea q la solucio´n (u´nica) del problema (E.15). A partir de las estimaciones a priori cla´sicas para este
problema, sabemos que q ∈ H1+s(ΩF), s > 1/2. Ma´s au´n, usando (4.68) y (E.16),
‖q‖21+s,Ω
F
≤ C
(
‖ div ueh + o‖20,Ω
F
+
N∑
j=1
‖weh · n‖21/2,˜`j
)
≤ C ‖(uh,wh)‖2h,Ωh . (E.17)
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Tomemos (u,w) = (∇q,weh|ΩS ) ∈ G(Ω). Sea ue la extensio´n de u a Ω̂F definida como en la seccio´n
4.2.1. Definiremos la extensio´n de (u,w) a Ω̂ por medio del par (ue,weh). De esta manera, para probar la
propiedad E.19, solo necesitaremos acotar la norma H( div , Ω̂
F
) de la diferencia ue − ueh. Obtendremos
la cota buscada en los siguientes tres pasos.
Paso 1: acotacio´n de ‖div (ue − ueh)‖0,Ω̂
F
. Segu´n el problema (E.15) y la definicio´n de la extensio´n ue,
tendremos
div (ue − ueh)|Ω̂
F
= div (u− ueh)|ΩF + div (ue − uh)|ΩFh\ΩF
= o|Ω
F
+
( 1
|Ω
S
|
∫
Ω
F
div u
)
|Ω
Fh
\Ω
F
− div uh|Ω
Fh
\Ω
F
Denotemos por ωT al conjunto T \ T id. Teniendo en cuenta que div uh|T es constante para todo T en
T Fh , podemos usar el Lema D.5 para obtener
‖ div uh‖20,Ω
Fh
\Ω
F
=
∑
T∈B
Fh
T id⊂T
‖ div uh‖20,ωT ≤ C h
∑
T∈B
Fh
T id⊂T
‖ div uh‖20,T ,
‖ 1|Ω
S
|
∫
Ω
F
div u ‖0,Ω
Fh
\Ω
F
≤ |Ω
Fh
\ Ω
F
|1/2 |ΩF ||Ω
S
|
1/2
‖ div u‖0,Ω
F
≤ C h‖ div ueh + o‖0,ΩF .
Combinando los resultados anteriores con las estimaciones (E.16) y (E.17), tendremos finalmente
‖ div (ue − ueh)‖0,Ω̂
F
≤ C h1/2‖(uh,wh)‖h,Ωh . (E.18)
Paso 2: acotacio´n de ‖ue−ueh‖0,Ω̂
F
. Consideremos nuevamente la solucio´n q del problema (E.15). Sea q˜ la
extensio´n a R2 de la funcio´n q ∈ H1+s(ΩF) con las propiedades enunciadas en el Teorema D.4. Entonces,
tomando ue0 = ∇q˜, tendremos
‖ue − ueh‖0,Ω̂
F
≤ ‖ue − ue0‖0,Ω̂
F
+ ‖ue0 − ueh‖0,Ω̂
F
.
Acotaremos el primer te´rmino en el lado derecho de la expresio´n anterior. Observemos que, debido a la
definicio´n de ue, se cumplira´
‖ue − ue0‖0,Ω̂
F
= ‖ue − ue0‖0,ΩFh\ΩF ≤ ‖∇ξ‖0,ΩS\ΩSh + ‖∇q˜‖0,ΩFh\ΩF .
A partir del Lema D.6, la estimacio´n (4.67), la definicio´n de u y la estimacio´n (E.17), tendremos
‖∇ξ‖0,Ω
S
\Ω
Sh
≤ C hα‖∇ξ‖α,Ω
S
≤ C hα
(
‖div u‖20,Ω
F
+
N∑
j=1
‖u · n‖2
1/2,˜`j
)1/2
≤ C hα
(
‖ div ueh + o‖20,Ω
F
+
N∑
j=1
‖weh · n‖21/2,˜`j
)1/2
≤ C hα‖(uh,wh)‖h,Ωh .
(E.19)
De manera ana´loga, usando ahora el Lema D.6 en combinacio´n con el Teorema D.4 y la estimacio´n (E.17),
tendremos
‖∇q˜‖0,Ω
Fh
\Ω
F
≤ C hs‖∇q˜‖s,Ω
Fh
≤ C hs‖∇q‖s,Ω
F
≤ C hs‖(uh,wh)‖h,Ωh . (E.20)
Resta acotar el te´rmino ‖ue0 − ueh‖0,Ω̂
F
. Para ello, necesitaremos el siguiente lema.
Lema E.20 Sea (uh,wh) ∈ Gh(Ωh). Existen un par (u1,w1) ∈ G(Ωh) y una constante positiva C,
independiente de h, tal que
‖(u1,w1)− (uh,wh)‖h,Ωh ≤ C hsh‖(uh,wh)‖h,Ωh .
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Prueba. Muchas de las ideas que usaremos en esta prueba fueron tambie´n utilizadas en las pruebas del
Teorema 5.4 y del Lema 5.5 in [33]. Sea (uh,wh) ∈ Gh(Ωh). Consideremos la descomposicio´n
(uh,wh) = ( curl ξ1,0) + (∇q1,wh),
donde ξ1 ∈ H10 (ΩFh) y q1 es la solucio´n del siguiente problema de Neumann:{ 4q1 = div uh en ΩFh ,
∂q1
∂n
= wh · n sobre ∂ΩFh .
(E.21)
Observemos que, como (uh,wh) ∈ Gh(Ωh) ⊂ Kh(Ωh),∫
Γ
Ih
uh · n =
∫
Γ
Ih
∂q1
∂n
=
∫
Γ
Ih
wh · n.
Por lo tanto, el problema (E.21) es compatible; tiene una u´nica solucio´n q1 ∈ H1(ΩFh)/R. De las esti-
maciones a priori cla´sicas, tendremos q1 ∈ H1+sh(ΩFh), sh > 1/2. Ma´s au´n, usando el Lema E.8 (ver
observacio´n E.9 y recordar D.2), podremos asegurar que existe una constante C, independiente de h, tal
que
‖q1‖1+sh,ΩFh ≤ C
(
‖div uh‖20,Ω
Fh
+
N(h)∑
j=1
‖wh · n‖21/2,`j
)1/2
≤ C ‖(uh,wh)‖h,Ωh . (E.22)
Luego, la interpolada de Raviart-Thomas de ∇q1 estara´ bien definida. Adema´s, tendremos
‖∇q1 −ΠR∇q1‖0,Ω
Fh
≤ C hsh‖q1‖1+sh,ΩFh ≤ C hsh‖(uh,wh)‖h,Ωh . (E.23)
Por otro lado,
‖ curl ξ1‖20,Ω
Fh
=
∫
Ω
Fh
(∇q1 − uh) · (∇q1 −ΠR∇q1) +
∫
Ω
Fh
(∇q1 − uh) · (ΠR∇q1 − uh). (E.24)
Entonces, si pudie´ramos demostrar que∫
Ω
Fh
(∇q1 − uh) · (ΠR∇q1 − uh) = 0, (E.25)
el lema ser´ıa una consecuencia directa de (E.23), (E.24) y la siguiente definicio´n
(u1,w1) := (∇q1,wh).
A continuacio´n probaremos (E.25). Observemos que (ΠR∇q1 − uh) ∈ Rh(ΩFh). Por lo tanto, para todo
T ∈ Ω
Fh
, valdra´
div (ΠR∇q1 − uh)|T = 1|T |
∫
T
div (ΠR∇q1 − uh) = 1|T |
∫
∂T
(ΠR∇q1 − uh) · n
=
1
|T |
∫
∂T
(∇q1 − uh) · n = 1|T |
∫
T
div (∇q1 − uh) = 0.
Para todo ` ⊂ Γ
Ih
, tendremos
(ΠR∇q1 − uh)|` · n = 1|`|
∫
`
(ΠR∇q1 − uh) · n = 1|`|
∫
`
(∇q1 − uh) · n = 0.
Consecuentemente, (ΠR∇q1 − uh,0) ∈ Hh(Ωh). Luego, a partir de la descomposicio´n introducida en la
seccio´n E.1, sabemos que existe ph ∈ Zh(ΩFh) tal que (ΠR∇q1 − uh,0) = ( curl ph,0). Entonces,∫
Ω
Fh
(∇q1 − uh) · (ΠR∇q1 − uh) =
∫
Ω
Fh
(∇q1 − uh) · curl ph =
∫
Ω
Fh
∇q1 · curl ph = 0.
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As´ı, concluimos la prueba. 2
Paso 3: acotacio´n de ‖ue0−ueh‖0,Ω̂
F
. Sea (u1,w1) = (∇q1,wh) ∈ G(Ωh), como en el lema anterior. Sea q˜1
la extensio´n a R2 de q1 ∈ H1+sh(ΩFh) segu´n el Teorema D.4. Entonces, eligiendo ue1 = ∇q˜1, tendremos
‖ue0 − ueh‖0,Ω̂
F
≤ ‖ue0 − ue1‖0,Ω̂
F
+ ‖ue1 − ueh‖0,Ω̂
F
.
Los argumentos en la prueba del Lema E.12 pueden ser modificados fa´clmente para probar
‖ue0 − ue1‖0,Ω̂
F
≤ C h(s+sh)/2‖(uh,wh)‖h,Ωh + ‖ue0 − u1‖0,ΩFh\ΩF .
Usando el Lema D.9, el Teorema D.4 y las estimaciones (E.17) y (E.21), tendremos
‖ue0‖0,ΩFh\ΩF = ‖∇q˜‖0,ΩFh\ΩF ≤ C h
s‖∇q‖s,Ω
Fh
≤ C hs‖(uh,wh)‖h,Ωh ,
‖u1‖0,Ω
Fh
\Ω
F
= ‖∇q1‖0,Ω
Fh
\Ω
F
≤ C hsh‖∇q1‖sh,ΩFh ≤ C hsh‖(uh,wh)‖h,Ωh .
Combinando las u´ltimas tres desigualdades,
‖ue0 − ue1‖0,Ω̂
F
≤ C hmı´n{s,sh}‖(uh,wh)‖h,Ωh .
Por otro lado, como consecuencia del Lema E.20,
‖ue1 − ueh‖0,Ω̂
F
≤ C hsh‖(uh,wh)‖h,Ωh + ‖ue1 − ueh‖0,ΩF\ΩFh .
Usando nuevamente el Lema D.9, el Teorema D.4 y la estimacio´n (E.21), tendremos
‖ue1‖0,ΩF\ΩFh = ‖∇q˜1‖0,ΩF\ΩFh ≤ C h
sh‖∇q1‖sh,ΩF ≤ C hsh‖(uh,wh)‖h,Ωh .
Procediendo como en la seccio´n 4.2.1, we obtain
‖ueh‖0,ΩF\ΩFh =
( ∑
T∈B
Fh
T⊂T id
‖ueh‖20,ωT
)1/2
≤ C h1/2‖(uh,wh)‖h,Ωh ,
resultado que, combinado con las estimaciones anteriores, nos permite concluir
‖ue1 − ueh‖0,Ω̂
F
≤ C h1/2‖(uh,wh)‖h,Ωh . (E.26)
Paso 4: conclusion. Las estimaciones (E.18), (E.19), (E.20) y (E.26) conducen a
‖ue1 − ueh‖H( div ;Ω̂
F
) ≤ C h1/2‖(uh,wh)‖h,Ωh .
De esta forma concluimos la prueba de la Propiedad E.19. 2
La siguiente propiedad es tambie´n importante para el ana´lisis de este problema.
Propiedad E.21 Para todo par (uh,0) ∈ Hh(Ωh) existe un par (u,0) ∈ H(Ω) tal que
‖(ue,0)− (ueh,0)‖h ≤ C h1/2‖(uh,0)‖h,Ωh .
Prueba. Como (uh,0) ∈ Hh(Ωh), podremos escribir uh = curl ph, con ph ∈ Zh(ΩFh). Sea pˆ la funcio´n
asociada a ph segu´n la definicio´n D.10. Como pˆ ∈ H1Γ
I
(Ω
F
), ( curl pˆ,0) ∈ H(Ω). Entonces, tomando
u = curl pˆ, tendremos
‖(ue,0)− (ueh,0)‖2h = ‖ue − ueh‖2H( div ;Ω̂
F
)
= ‖ curl (pˆ− ph)‖20,Ω
F
∩Ω
Fh
+ ‖ curl ph‖20,Ω
Fh
\Ω
F
=
∑
T∈B
Fh
T⊃T id
(
‖ curl (pˆ− ph)‖20,T id + ‖ curl ph‖20,ωT
)
,
donde ωT es el dominio definido por T \ T id. Dado que curl ph|T es constante ∀T ∈ T Fh , podremos usar
el Lema D.5 para obtener
‖ curl ph‖0,ωT = | curl ph||ωT |1/2 ≤ C h1/2‖ curl ph‖0,T .
As´ı, combinando esta estimacio´n con el resultado de la observacio´n D.12, concluimos la prueba. 2
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Observacio´n E.22 Como surge de los ca´lculos anteriores, dado un par discreto (uh,wh) en Gh(Ωh), es
posible construir un par continuo (u,w) en G(Ω) eligiendo simplemente w = weh en ΩS . Observemos que
para proveer una extensio´n al dominio Ω̂ de este par, podr´ıamos proceder directamente tomando
(ue,we) = P(u,w),
siendo P el operador de extensio´n definido en la seccio´n 4.2.1. Tambie´n podr´ıamos proceder como en la
prueba de la Propiedad E.19 y definir
(u˜, w˜) = (ue,weh).
Obviamente, los pares extendidos de esta u´ltima manera no pertenecen a Ge(Ω̂). De hecho, es fa´cil probar
que
‖(u˜, w˜)− (ue,we)‖h = ‖wh −PS(weh|ΩS )‖1,ΩSh\ΩS .
No obstante ello, los pares (u˜, w˜) nos permitira´n definir otro espacio de funciones que sera´ muy u´til en
las pruebas para establecer la convergencia del me´todo nume´rico. Este nuevo espacio sera´ denotado por
Ĝ(Ω̂). Observemos que para cualquier par (u˜, w˜) en Ĝ(Ω̂) se verifica
‖(u˜, w˜)‖h ≤ C ‖(uh,wh)‖h,Ωh .
Observacio´n E.23 Las Propiedades E.19 y E.21, consideradas juntas, constituyen lo que se conoce como
Propiedadad de Gap para Kh(Ωh) (ver el paper [58] para su definicio´n y una discusio´n ma´s profunda
sobre sus consecuencias). En ausencia de perturbaciones del dominio; i.e., cuando ΩF = ΩFh , lo cual,
en particular, implica una interfaz poligonal, la Propiedad E.21 es trivialmente cierta ya que Hh(Ωh) ⊂
H(Ω). En este u´ltimo caso, el Lema E.20 y la Propiedad de Gap son equivalentes.
E.6 Otras estimaciones
Esta seccio´n contiene algunos resultados te´cnicos que se usara´n en las demostraciones de los lemas y
teoremas enunciados en la seccio´n 4.2.1. Preservaremos la notacio´n de esa seccio´n y de las secciones
previas.
Lema E.24 La siguiente estimacio´n es va´lida∣∣∣∣∣ρF
∫
Ω
F
\Ω
Fh
f · ηeh
∣∣∣∣∣ ≤ C hs‖(f ,g)‖h,Ω ‖(ηh, zh)‖h,Ωh .
Prueba. Como (f ,g) ∈ G(Ω), existe q ∈ H1(Ω
F
) tal que f = ∇q. Gracias a la condicio´n de acoplamiento
en la interfaz, q es una solucio´n del siguiente problema (compatible) de Neumann:{ 4q = div f en ΩF ,
∂q
∂n
= g · n sobre Γ
I
.
De acuerdo con las estimaciones a priori standard para este problema, q ∈ H1+s(Ω
F
); ma´s au´n
‖q‖1+s,Ω
F
≤ C
(
‖div f‖20,Ω
F
+
N∑
j=1
‖g · n‖2
1/2,˜`j
)1/2
≤ C ‖(f ,g)‖h,Ω.
Usando entonces la desigualdad de Cauchy-Schwarz, los Lemas D.6 y D.9 y la estimacio´n anterior, ten-
dremos ∣∣∣∣∣ρF
∫
Ω
F
\Ω
Fh
f · ηeh
∣∣∣∣∣ ≤ ρF ‖f‖0,ΩF\ΩFh‖ηeh‖0,ΩF\ΩFh ≤ C hs‖f‖s,ΩF ‖ηh‖0,ΩFh
≤ C hs‖(f ,g)‖h,Ω‖ηh‖H( div :ΩFh ).
As´ı, concluimos la prueba. 2
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Lema E.25 La siguiente estimacio´n es va´lida∣∣∣∣∣ρF
∫
Ω
Fh
\Ω
F
f · ηh
∣∣∣∣∣ ≤ C hsh‖f‖0,Ω̂F ‖(ηh, zh)‖h,Ωh .
Prueba. Como (ηh, zh) ∈ Gh(Ωh), podemos proceder como en la prueba del Lema E.20 y considerar la
descomposicio´n ortogonal
ηh = ∇q1 + curl ξ1,
donde q1 ∈ H1+sh(ΩFh) y
‖ curl ξ1‖0,Ω
Fh
≤ C hsh‖(ηh, zh)‖h,Ωh . (E.27)
Luego, usando la desigualdad de Cauchy-Schwarz, tendremos∣∣∣∣∣ρF
∫
Ω
Fh
\Ω
F
f · ηh
∣∣∣∣∣ ≤ ρF‖f‖0,ΩFh\ΩF‖ηh‖0,ΩFh\ΩF
≤ C ‖f‖0,Ω
Fh
\Ω
F
‖∇q1 + curl ξ1‖0,Ω
Fh
\Ω
F
≤ C ‖f‖0,Ω̂
(
‖∇q1‖0,Ω
Fh
\Ω
F
+ ‖ curl ξ1‖0,Ω
Fh
\Ω
F
)
≤ C hsh‖f‖0,Ω̂
(
‖∇q1‖sh,ΩFh + ‖(ηh, zh)‖h,Ωh
)
,
donde la u´ltima desigualdad se obtuvo a partir del Lema D.6 y la estimacio´n (E.27). La prueba concluye
entonces teniendo en cuenta la estimacio´n (E.22). 2
Lema E.26 La siguiente estimacio´n es va´lida∣∣∣∣∣ρS
∫
Ω
S
\Ω
Sh
g · zeh
∣∣∣∣∣+
∣∣∣∣∣ρS
∫
Ω
Sh
\Ω
S
g · zh
∣∣∣∣∣ ≤ C h‖g‖0,Ω̂S‖zh‖1,ΩSh .
Prueba. Inmediata a partir de la desigualdad de Cauchy-Schwarz y los Lemas D.6 and D.9.2
Lema E.27 La siguiente estimacio´n es va´lida∣∣∣∣∣ρFc2cˆ
∫
Ω
F
div ηeh
∣∣∣∣∣ ≤ C h1+r‖(f ,g)‖0,Ω‖ηh‖H( div ;Ωh).
Prueba. Inmediata a partir de la desigualdad de Cauchy-Schwartz y las estimaciones (E.9) y (4.68). 2
Lema E.28 Las siguientes estimaciones son va´lidas∣∣∣∣∣ρF
∫
Ω
F
\Ω
Fh
uˆ · ηeh
∣∣∣∣∣+
∣∣∣∣∣ρF
∫
Ω
Fh
\Ω
F
uˆ · ηh
∣∣∣∣∣ ≤ C hsh‖(f ,g)‖0,Ω‖ηh‖H( div ;Ωh),∣∣∣∣∣ρF
∫
Ω
F
(uˆ− u) · ηeh
∣∣∣∣∣ ≤ C h(r+sˆh)/2‖(f ,g)‖0,Ω‖ηh‖H( div ;Ωh).
Prueba. La primera estimacio´n es una consecuencia directa de la desigualdad de Cauchy-Schwartz en
combinacio´n con los resultados de regularidad para las funciones u y uˆ, el Lema D.6 y las estimaciones
(4.68) y (E.11) De manera similar, la segunda estimacio´n se obtiene a partir de la desigualdad de Cauchy-
Schwartz, el Lema E.12 y la estimacio´n (4.68). 2
Lema E.29 La siguiente desigualdad es va´lida∣∣∣∣∣ρFc2
∫
Ω
F
\Ω
Fh
div uˆ div ηeh
∣∣∣∣∣+
∣∣∣∣∣ρFc2
∫
Ω
Fh
\Ω
F
div uˆ div ηh
∣∣∣∣∣ ≤ C h‖(f ,g)‖0,Ω‖ηh‖H( div ;Ωh).
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Prueba. Como uˆ = ∇q, siendo q la solucio´n del problema de Neumann (E.7), entonces div uˆ = d˜iv u+ cˆ.
Usando la desigualdad de Cauchy-Schwarz, el Lema D.6 y las estimaciones (E.9) y (E.12), tendremos∣∣∣∣∣ρFc2
∫
Ω
Fh
\Ω
F
div uˆ div ηh
∣∣∣∣∣ ≤ C (‖ d˜iv u‖0,ΩFh\ΩF + |cˆ||ΩFh \ ΩF |1/2)‖ηh‖H( div ;Ωh)
≤ C
(
h‖ d˜iv u‖1,Ω
Fh
+ h1+r‖(f ,g)‖0,Ω
)
‖ηh‖H( div ;Ωh)
≤ C h‖(f ,g)‖0,Ω‖ηh‖H( div ;Ωh).
De manera ide´ntica, se prueba la desigualdad restante; sustituyendo, obviamente, Ω
Fh
\Ω
F
por Ω
F
\Ω
Fh
.
2
Lema E.30 Las siguientes estimaciones son va´lidas∣∣∣∣∣
∫
Ω
Sh
\Ω
S
σ(wˆ) : ε(zh)
∣∣∣∣∣+
∣∣∣∣∣ρS
∫
Ω
Sh
\Ω
S
wˆ · zh
∣∣∣∣∣ ≤ C ht‖(f ,g)‖0,Ω‖zh‖1,ΩSh ,∣∣∣∣∣
∫
Ω
S
\Ω
Sh
σ(w) : ε(zeh)
∣∣∣∣∣+
∣∣∣∣∣ρS
∫
Ω
S
\Ω
Sh
w · zeh
∣∣∣∣∣ ≤ C ht‖(f ,g)‖0,Ω‖zh‖1,ΩSh .
Prueba. Comenzaremos recordando que wˆ = w˜, siendo w˜ la extensio´n de w a Ω̂S segu´n la definicio´n
(D.4). Usando la desigualdad de Cauchy-Schwarz, el Lema D.6 y los Teoremas D.4 y 4.29, tendremos∣∣∣∣∣
∫
Ω
Sh
\Ω
S
σ(wˆ) : ε(zh)
∣∣∣∣∣ ≤ ‖σ(wˆ)‖0,ΩSh\ΩS‖ε(zh)‖0,ΩSh\ΩS ≤ C ‖wˆ‖1,ΩSh\ΩS‖zh‖1,ΩSh\ΩS
≤ C ht‖wˆ‖1+t,Ω
Sh
‖zh‖1,Ω
Sh
≤ C ht‖(f ,g)‖0,Ω‖zh‖1,Ω
Sh
,∣∣∣∣∣
∫
Ω
Sh
\Ω
S
wˆ · zh
∣∣∣∣∣ ≤ ‖wˆ‖0,ΩSh\ΩS ‖zh‖0,ΩSh\ΩS ≤ C h‖wˆ‖1,ΩSh ‖zh‖1,ΩSh ≤ C h‖(f ,g)‖0,Ω‖zh‖1,ΩSh .
Por lo tanto, la primera desigualdad se obtiene inmediatamente combinando las dos expresiones anteriores.
De manera ide´ntica, reemplazando Ω
Sh
\ Ω
S
por Ω
S
\ Ω
Sh
y usando la estimacio´n (4.68), se obtiene la
segunda desigualdad. 2
Lema E.31 La siguiente estimacio´n es va´lida∣∣∣∣∣
∫
Γ
I
γ(ηeh − zeh) · n
∣∣∣∣∣ ≤ C hs‖(f ,g)‖0,Ω‖(ηh, zh)‖h,Ωh .
Prueba. Denotemos por γ˜ a la restriccio´n sobre Γ
Ih
de la funcio´n −ρ
F
c2 d˜iv u ∈ H1+s(Ω̂
F
). Sea T un
tria´ngulo en el borde del dominio Ω
F
. Sea ωT el dominio definido por T \T id o T id\T , segu´n corresponda.
El borde de ωT sera´ la unio´n del lado curvo ˜` = ∂T
id ∩ Γ
I
con el lado recto ` = ∂T ∩ Γ
Ih
. Sea P` la
proyeccio´n L2(`) de H1/2(`) sobre las funciones constantes definidas en `. Como (ηh, zh) ∈ Gh(Ωh), la
condicio´n de acoplamiento (discreta) sobre la interfaz implica que ηh · n|` = P`(zh · n|`). Observemos
tambie´n que ∫
`
P`(γ˜) (ηh − zh) · n =
∫
`
P`(γ˜) (P`(zh · n)− zh · n) = 0
y, por lo tanto, podremos escribir∫
Γ
I
γ(ηeh − zeh) · n =
∑
`⊂Γ
Ih
∫
`
(γ˜ − P`(γ˜))(ηh − zh) · n−
∫
Γ
Ih
γ˜(ηh − zh) · n +
∫
Γ
I
γ(ηeh − zeh) · n.
Sea PT la proyeccio´n L
2(T ) de H1(T ) sobre las constantes. Usando un teorema de trazas local y estima-
ciones de error standard para PT , tendremos
‖γ˜ − P`(γ˜)‖0,` ≤ ‖γ˜ − PT (γ˜)‖0,` ≤ C
(
h
−1/2
T ‖γ˜ − PT (γ˜)‖0,T + h1/2T |γ˜ − PT (γ˜)|1,T
)
≤ C h1/2T ‖γ˜‖1,T .
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Sea ahora TS el tria´ngulo en el borde de ΩS tal que ∂T ∩ ∂TS = `. Procediendo de la misma manera,
‖zh · n− P`(zh · n)‖0,` ≤ C h1/2TS ‖zh‖1,TS .
As´ı, sumando sobre todos los lados ` incluidos en Γ
Ih
y usando el Teorema D.4, llegaremos a∣∣∣∣∣
∫
Γ
Ih
(γ˜ − P`(γ˜))(zh − ηh) · n
∣∣∣∣∣ ≤ ∑
`⊂Γ
Ih
‖γ˜ − P`(γ˜)‖0,`‖zh · n− P`(zh · n)‖0,`
≤ C h‖γ˜‖1,Ω
Fh
‖zh‖1,Ω
Sh≤ C h‖ div u‖1,Ω
F
‖(ηh, zh)‖h,Ωh .
Usando ahora el Lema D.6, el Teorema D.4 y la estimacio´n (4.68), tendremos∣∣∣∣∣
∫
Γ
Ih
γ˜(ηh − zh) · n−
∫
Γ
I
γ(ηeh − zeh) · n
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
T∈B
Fh
−ρ
F
c2
∫
∂ωT
d˜iv u (ηeh − zeh) · n
∣∣∣∣∣∣
= ρ
F
c2
∣∣∣∣∣∣
∑
T∈B
Fh
(∫
ωT
d˜iv u div (ηeh − zeh) +
∫
ωT
∇ d˜iv u · (ηeh − zeh)
)∣∣∣∣∣∣
≤ ρFc2
∑
T∈B
Fh
‖ d˜iv u‖0,ωT
(
‖div ηeh‖0,ωT + ‖div zeh‖0,ωT
)
+ρ
F
c2
∑
T∈B
Fh
‖∇ d˜iv u‖0,ωT
(
‖ηeh‖0,ωT + ‖zeh‖0,ωT
)
≤ C
∑
T∈B
Fh
(
‖ d˜iv u‖0,ωT + ‖∇ d˜iv u‖0,ωT
)
‖(ηeh, zeh)‖h
≤ C
(
‖ d˜iv u‖0,Ω
F
\Ω
Fh
∪Ω
Fh
\Ω
F
+ ‖∇ d˜iv u‖0,Ω
F
\Ω
Fh
∪Ω
Fh
\Ω
F
)
‖(ηh, zh)‖h,Ωh
≤ C
(
h‖ div u‖1,Ω
F
+ hs‖∇ div u‖s,Ω
F
)
‖(ηh, zh)‖h,Ωh .
Combinando las expresiones anteriores con los resultados del Teorema 4.29, concluimos la prueba. 2
Lema E.32 La siguiente estimacio´n es va´lida∣∣∣∣∣ρF
∫
Ω
F
(uˆ− u) · ηeh
∣∣∣∣∣ ≤ C h(r+sˆh)/2‖(f ,g)‖0,Ω‖ηh‖0,ΩFh .
Prueba. Sigue directamente de la desigualdad de Cauchy-Schwarz, el Lema E.12 y la estimacio´n (4.69).
2
Lema E.33 La siguiente estimacio´n es va´lida∣∣∣∣∣ρF
∫
Ω
Fh
\Ω
F
uˆ · ηh
∣∣∣∣∣ ≤ C hsh‖(f ,g)‖0,Ω‖ηh‖0,ΩFh .
Prueba. Sigue directamente de la desigualdad de Cauchy-Schwarz, el Lema D.6 y la estimacio´n (E.11).
2
Lema E.34 La siguiente estimacio´n es va´lida∣∣∣∣∣ρF
∫
Ω
F
u · (ηeh − ηˆ)
∣∣∣∣∣+
∣∣∣∣∣ρF
∫
Ω
F
f · (ηeh − ηˆ)
∣∣∣∣∣ ≤ C h‖(f ,g)‖0,Ω‖ηh‖0,ΩFh .
Prueba. Comenzaremos recordando que ηh = curl ph, ph ∈ Zh(ΩFh), y que ηˆ = curl pˆ, siendo pˆ la
funcio´n asociada a ph (ver seccio´n D). Teniendo en cuenta las definiciones de η
e
h y ηˆ, tendremos∫
Ω
F
u · (ηeh − ηˆ) =
∫
Ω
F
∩Ω
Fh
u · (ηh − ηˆ) =
∑
T∈B
Fh
T⊃T id
∫
T id
u · curl (ph − pˆ).
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Entonces, usando el Lema D.11 y el Teorema 4.29, podremos concluir∣∣∣∣∣ρF
∫
Ω
F
u · (ηeh − ηˆ)
∣∣∣∣∣ ≤ C h‖u‖0,ΩF‖ph‖1,ΩFh ≤ C h‖u‖0,ΩF ‖ curl ph‖0,ΩFh ≤ C h‖(f ,g)‖0,Ω‖ηh‖0,ΩFh .
El te´rmino restante puede acotarse empleando argumentos ide´nticos. 2
Lema E.35 La siguiente estimacio´n es va´lida∣∣∣∣∣ρF
∫
Ω
Fh
\Ω
F
f · ηh
∣∣∣∣∣ ≤ C h‖(f ,g)‖h,Ω‖ηh‖0,ΩFh .
Prueba. Sea T ∈ T Fh un tria´ngulo en el borde de ΩF tal que T ⊃ T id. Sea ωT el dominio definido por
T \ T id. Entonces, usando la definicio´n de la extensio´n dada en la seccio´n 4.2.1,
‖f‖0,Ω
Fh
\Ω
F
=
( ∑
T∈B
Fh
T⊃T id
‖∇ξ‖20,ωT
)1/2
= ‖∇ξ‖0,Ω
S
\Ω
Sh
A partir del Lema D.6 y la estimacio´n (4.67), tendremos
‖∇ξ‖0,Ω
S
\Ω
Sh
≤ C hα‖∇ξ‖α,Ω
S
≤ C hα
(
‖div f‖20,Ω
F
+
N∑
j=1
‖g · n‖2
1/2,˜`j
)1/2
≤ C hα‖(f ,g)‖h,Ω.
Por otro lado, teniendo en cuenta que ηh = curl ph, con ph ∈ Zh, podemos usar el Lema D.5 para
obtener
‖ηh‖20,Ω
Fh
\Ω
F
=
∑
T∈B
Fh
T⊃T id
‖ curl ph‖20,ωT =
∑
T∈B
Fh
T⊃T id
| curl ph|2|ωT | ≤ C h
∑
T∈B
Fh
T⊃T id
‖ curl ph‖20,T ≤ C h‖ηh‖20,Ω
F
.
De esta manera, el resultado que buscamos sera´ consecuencia directa de la desigualdad de Cauchy-Schwarz
y las estimaciones previas. 2
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