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Abstract In 1941, Kolmogorov postulated that the energy distribution of turbulence, across a particular
range of eddy sizes cascading to dissipation, could be uniquely described as a universal−5/3 power law. This
theory was readily accepted as the basis for conceptualizing the phenomenological characteristics of
turbulence and remains central to continued experimental and theoretical developments in turbulence
study. However, the theory's own validity lacks final certainty. Here we present the first observation‐based
evaluation of Kolmogorov's power law within the atmospheric flow above the ocean. Using a unique
platform and a novel analytical approach, we found that the expected power law varies systematically with
height above the surface and the local environmental state. Our findings suggest that Kolmogorov's idealized
value (−5/3) is approximately valid but, under certain conditions, may depend strongly on the unique
processes and dynamics near the ocean surface. This discovery should motivate a reevaluation of how
Kolmogorov's framework is applied to geophysical turbulence in the vicinity of the air‐sea interface.
Plain Language Summary In 1941, a Russian scientist (A. N. Kolmogorov) put forth a relatively
straight‐forward solution to the question that had puzzled fluid scientists and keen observers for a long time:
how the large scale fluid motions, which have kinetic energy (E), engender the fine‐scale whorls and
eddies endemic in almost any sufficiently vigorous fluid? In a nutshell, Kolmogorov's hypotheses to explain
this stated that the distribution of E within the fluid follows a fairly simple formula with the universal power
−5/3. Since it was proposed, this theory has formed the basis by which we conceptualize and study fluid
turbulence. In the atmosphere, this −5/3 power law is used to study the fundamental physics underlying
some of our most pressing problems: forecasting storm intensity, climate‐regulating atmosphere‐ocean
exchange, and ocean wave growth. Using a unique ocean observing platform and a novel analytical method,
we have conducted the first evaluation of Kolmogorov's −5/3 power law within the marine atmosphere. We
demonstrate that this classical theory breaks down near the ocean surface, suggesting that ocean waves
play a critical role in the atmospheric motion and energy balance. These findings provide tangible evidence
that Kolmogorov's theory needs to be re‐evaluated in the context of flow near ocean waves. While our
work represents a unique and meaningful step to enhance our knowledge of turbulence theories, additional
work is needed to fully understand the underlying physics.
1. Introduction
The eddies and whorls within a fluid flow have long captured the attention of perceptive observers, as being
simultaneously coherent and unpredictable. Collectively, this motion is referred to as turbulence, which
actively mixes energy and mass throughout a fluid volume, and is critical for a diversity of applications
(Abraham, 1998; Martínez‐Prat et al., 2019; Peinke et al., 2004; Wensink et al., 2012). The present basis
for our theoretical understanding of turbulence came in 1941, when Kolmogorov proposed (Kolmogorov,
1941a, 1941ab) that the turbulence kinetic energy within a fluid exists across a spectrum of wave number
(k), with known distribution E = f(k, ϵ, ν), where ϵ is the ensemble mean dissipation rate and ν is the fluid
viscosity. Under certain conditions, a subrange of the total energy spectrum will be independent of ν
(Batchelor, 1947, 1953; Tennekes & Lumley, 1972),
E kð Þ ¼ αϵ2=3k−5=3; (1)
where α is a constant ~1.5 (Hogstrom, 1996; Yaglom, 1981; Yeung & Zhou, 1997). Equation (1) is only valid
over a wave number range, Δk, known as the inertial subrange. It became apparent later that Kolmogorov's
concept of the ensemble average was idealized (Wyngaard, 2010) and a Reynolds number (Re) dependent
relationship was proposed (Kolmogorov, 1962; Oboukhov, 1962), effectively causing −5/3 → − (5/3+μ),
where μ~αp/ln(Re) (αp is ~1). This adjustment describes intermittency's impact on ϵ, which increases in
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low Re and high stratification (Barenblatt et al., 1997). Debate persists (Moffatt, 2002) on the impact and sig-
nificance of μ in the practical application of (1) in the regime of high Re and low stratification (Barenblatt
et al., 1997; Barenblatt & Chorin, 1997)—especially if only considering the second‐order statistics (Arenas
& Chorin, 2006). Furthermore, no analytical basis exists for systematically identifying Δk, i.e., the actual
extent of the inertial subrange in Fourier space.
The atmosphere and ocean comprise a dynamic, visually stimulating, and inexorably coupled system whose
physical linkage is maintained by turbulence generated via wind shear and heat flux across the interface
between the marine atmospheric surface layer (MASL) and the upper ocean. Understanding and predicting
this dynamic interaction is integral to addressing some of our most pressing problems: quantifying global
air‐sea gas exchange, forecasting tropical storm intensity, or maritime communication and national security.
Our ability to tackle these problems and study these phenomena hinges on a fundamental understanding of
the complex physics at the atmosphere‐ocean interface. In the geophysical domain, and especially within the
MASL, Kolmogorov's spectrum (1) is considered widely valid based on early field observations (MacCready,
1962; Payne & Lumley, 1966) and has been applied to quantify the energy dissipation and interfacial fluxes of
momentum and heat (Edson et al., 1991; Large & Pond, 1981, 1982), as well as quantify other near‐surface
processes (Friehe et al., 1975; Lawrence et al., 1970). However, from a representative literature review,
including some of the most regarded studies (Google: 7,500+ citations), we found no consistent method
for applying (1) to obtain relevant parameters, such as the turbulence dissipation rate or the structure func-
tion parameters (Anderson, 1993; Drennan et al., 1999; Durand et al., 1991; Edson et al., 1991; Edson &
Fairall, 1998; Fairall & Larsen, 1986; Grachev et al., 2018; Hackerott et al., 2017; Large & Pond, 1981,
1982; Muñoz‐Esparza et al., 2018; Sjöblom & Smedman, 2002; Yelland & Taylor, 1996). Only a minority of
studies directly stated how Δk was determined, some of whom imposed arbitrary limits (e.g., Yelland &
Taylor, 1996). Many investigators solely relied on visual inspection, which is not unique to atmospheric
studies (Barenghi et al., 2016). Furthermore, all of the previous works we reviewed assumed the theoretical
k−5/3 without confirming its validity; non‐Kolmogorov measurements have been sparsely reported within
the MASL (Dreyer, 1974; Friehe et al., 1975; Phelps & Pond, 1971) but were not fully explored.
Here we present the first observation‐based evaluation of (1) within the MASL. We employ a novel techni-
que (Ortiz‐Suslow, Kalogiros, et al., 2019) that identifies the most probable Δk in a measured turbulence
spectrum and empirically determines the power law over the inertial subrange. Our findings suggest that
there are systematic deviations from Kolmogorov's −5/3, which may be driven by processes unique to the
air‐sea interface.
2. Turbulence Measurement and Analysis
2.1. Observations Made From FLIP
Turbulence measurements were made offshore of Southern California from the Floating Instrument
Platform (FLIP, see Figure 1) during the Coupled Air‐Sea Processes and Electromagnetic ducting
Research (CASPER) field campaign (Wang et al., 2018). The observations were made with a vertical stack
of three‐dimensional
ultrasonic anemometers at 3–16 m above the ocean (see Figure 1). Due to its unique design (Fisher & Spiess,
1963), the over 65 year old FLIP remains the ideal platformmaking uncontaminated near‐surface turbulence
measurements (Grare et al., 2013; Miller et al., 2008). To date, our observations represent one of the most
complete micrometeorological data sets for MASL study. The data processing was carried out following stan-
dard methods for data quality control, platform motion correction, and the eddy covariance technique for
turbulence statistics. The impact of FLIP's superstructure on the MASL flow and its potential impact on data
quality was determined, and a wind sector was identified where platform's superstructure and mast appara-
tus significantly impacted the turbulence statistics. Samples where the mean azimuthal wind vector lay
within this sector were not considered here. Further information regarding the data processing can be found
in supporting information (S1) and a technical report (Ortiz‐Suslow, Kalogiros, et al., 2019).
2.2. Locating Kolmogorov's Subrange
Kolmogorov's spectrum is fundamentally based on two conditions (Yeung & Zhou, 1997): (1) the kinetic
energy (E) over Δk exhibits local isotropy and (2) that E ∝ k−5/3 across Δk. Isotropy is the concept that the
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variance (energy) spectrum is invariant upon rotation. Condition (1) forms the basis for the concept that
small‐scale fluid motion is independent of energy‐containing scales of the flow, due to the anisotropy of
production mechanisms. Condition (2) stems from dimensional arguments that are only valid if ϵ is the
only governing parameter (other than k) across the inviscid cascade.
As part of the CASPER project, the Algorithm for Robust Identification of Inertial Subrange (ARIIS) was
developed (Ortiz‐Suslow, Wang, et al., 2019) to locate Δk in the variance spectrum, by utilizing the isotropy
coefficient (Jimenez et al., 1992)
Iij kð Þ ¼






which converges to unity over an isotropic bandwidth. Iij is the isotropy within the plane defined by the
orthogonal components i and j, whichmay be u, v, orw (the along‐, horizontal cross‐, and vertical‐wind com-
ponents, respectively). Eii, the observed velocity variance spectrum, is a function of frequency (n) with the
transformation to k via Taylor's Frozen Turbulence hypothesis, k ¼ 2πn=U (U is the mean wind speed).
While debate lingers on the implementation Taylor's hypothesis, we do not expect to lose any generality
by substituting Δk for Δn in our analysis. For a given spectrum, the inertial subrange was located by
searching from low‐to‐high n to find the continuous bandwidth where isotropy converged below an
investigator‐defined threshold. ARIIS uses U/z as the natural low‐frequency limit of Δn, and the spectral
tails were truncated to avoid entraining high‐frequency contaminations into the identified bandwidth.
After locating Δn, Eii was statistically analyzed as a log‐log function, log(Eii) = Α+miilog(n), where mii has
an expected value of−5/3. ARIIS uses an iterative, least squares regression technique to evaluate this expres-
sion and derive an empirical estimate formii. Samples were eliminated if Δnwas insufficiently broad or non-
existent, or the slope across Eii(n) did not converge.
Prior to analysis with ARIIS, the velocity records were filtered using the method described in Hristov et al.
(1998) to screen out surface gravity wave signals buried in the turbulence. Also, prior to estimating mii, the
Figure 1. FLIP (shown above) is a 108 m long floating platform that stations vertically in the water column and remains
very stable under typical oceanic and atmospheric conditions, as compared to a traditional research vessel. Here FLIPwas
moored offshore of Southern California (60 km SW of LAX) and outfitted with a meteorological mast (a) as well as
other complimentary observing systems. Here we focus on the data from the seven turbulence‐resolving sensors (red
circles) on the 13‐m‐tall mast deployed from FLIP's port boom (b). FLIP = Floating Instrument Platform.
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spectral transfer function (Horst & Oncley, 2006; Pena et al., 2019) was applied to Eii(n) to correct for path
averaging. Further details regarding the methods are given in supporting information S2.
3. Results
The velocity variance spectrum can be inspected using wall‐layer scaling to facilitate comparison with clas-
sical data sets (c.f. Kaimal et al., 1972; Miyake et al., 1970) and highlight the observed turbulence structure.
Scaled Eii can take the nondimensional form
Fii fð Þ ¼ nEiiγ2i
¼ αiϕ2=3ε f mii ; (3)
where αi and γi are the component‐wise proportionality and normalization factors, respectively (for i = u,
γi = u*, and for i = v or w, γi is the standard deviation); ϕε ¼ κzε=u3*
 
is the dimensionless dissipation rate.
In (3), the theoretically expected value of mii = − 2/3, for all i.
Figure 2 shows Fww from z~16 m above the ocean surface, and the spectra have been segregated by their sur-
face layer stability (ζ), where ζ ≡ z/L and L is the Obukhov length (Monin & Obukhov, 1954). ζ is related to
the Richardson number and is a signed index characterizing the balance between shear and buoyancy tur-
bulence production. In neutral conditions,∣ζ ∣ → 0, turbulence is completely generated by shear production
and the MASL is typically in an unstable to near‐neutral regime; strongly (un)stable conditions were rare
where FLIP was stationed.
Figure 2 is comparable to Figures 3 and 4 from Kaimal et al.'s (1972) classical turbulence work over a Kansas
wheat field. Across the low frequencies (f < 1), our spectra follow a similar ζ‐dependent pattern, which
reflects the influence of the anisotropic, energy‐containing eddies. In Figure 2, we can identify the impact
of surface gravity waves on the turbulence structure, particularly for ζ > 0, by the peaks across the gravity
wave band, 0.033 < f < 1. These signals were removed from the spectra prior to running ARIIS, using the
Hilbert‐Hristov filter. For the high frequencies (f > 1), our spectra exhibit the classically observed collapse,
but with substantially more spread than those in Kaimal et al., 1972. In particular, there is about a one third
of a decade spread across all stabilities, for which stratified conditions exhibit the largest scatter.
3.1. The Observed Variance in mww
Here we present the findings of our investigation into the variability inmww, as observed over 23 consecutive
days from FLIP, representing over 3,800 measurement hours. Though all components were studied, the
results for the vertical velocity are the focus here, for conciseness and, more fundamentally, this component
may be less influenced by nonstationarity (Hackerott et al., 2017). Herein, the analysis will focus on the spec-
tral slope of the unscaled spectrum, Eii(n). The ARIIS‐derived slopes were tested against Kolmogorov's
expected value, m0 = − 5/3 for the unscaled spectra.
Figure 3 summarizes the meanmww as a function of height above the ocean surface for various subsets of the
CASPER‐West data (Figure S3, in supporting information, summarizes the aggregate ARIIS results formww).
We found that the vertical structure, mww(z), was remarkably consistent across subdata sets representing
both typical MASL conditions and cases expected to exhibit Kolmogorovian turbulence. Above 6 m, mww
(z) tended to converge to m0, but closer to the surface we found a persistent exponential deviation from
m0 toward a flatter slope (mww > m0). The mww(z) with the strongest convergence on −5/3, over the largest
vertical distance (5–15 m), were cases with exceptionally log‐log linear spectra (comprising ~20% of all sam-
ples). Profiles exhibiting purely isotropic conditions (Iuv~Iuw~1) also exhibited very strong convergence on
m0 (< 5% of total data set above 4 m, 11.5% for lowest level) but only above 8 m. The strongest divergence
in mww(z) from m0, over the entire profile, was for slightly unstable conditions (−0.2 < ζ < 0). In this case,
from 4 to 12 m,mwwwas consistently 5% larger thanm0—this was the only subset wheremww(z) did not sta-
tistically converge on m0. In summary, while the various mww(z) are within 10–20% of m0, indicating
Kolmogorov's scaling is approximately valid across much of the MASL, we found significant variance and
deviation from m0 under certain conditions and that there is a distinct and persistent vertical structure
in mww(z).
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3.2. The Dependence of mww on the Environmental State
The results of our inquiry into mww(z) suggest that the energy cascade within the MASL could be impacted
by the complex air‐sea interactions unique to this domain. Variability in MASL dynamics is typically linked
to the mean wind speed (Uz) and thermodynamic stability (ζ); and to ascertain the potential mechanisms
driving the observed variance in Figure 3, we investigated the dependence of mww(z) on these parameters
(Figure 4). Given the results in Figure 3, we also examined the variability ofmww(z) as a function of the sur-
face gravity waves, which we characterized here by the relationship between the dominant wave phase
speed C and the turbulent friction velocity u*, defined as the wave age C/u*. These results are shown in
Figure 5.
For all levels, mww did exhibit a relationship with Uz (Figure 4i), with a clear distinction in the nature of
this dependence between the two levels closest to the surface and the upper profile (5–16 m). For the lat-
ter, mww was well described as a linear function (mww = aUz+B) over the range 3 < Uz < 15, with the
slope (intercept) tending to decrease (increase) with z. The methodology and results of this linear regres-
sion are presented in supporting information S4 and Table S4. There is lingering uncertainty regarding
the behavior of mww at very low winds, due to the collapsing signal‐to‐noise in the sonic anemometry;
therefore, these data were not considered in the regression analysis. As a purely empirical exercise, extra-
polating the z dependence of a, we found that a → 0 at ~27 m. Independently, we determined the height
at which B → m0 to be ~50 m. While separately the a and B coefficients were strong linear functions of z,
the significance of this extrapolation is limited, but it may indicate that a substantial fraction of the total
MASL could exhibit the mww(Uz) we observed. The linear coefficients (with 95% confidence bounds),
estimated from the aggregated upper profile data set, were a = 0.0112 ± 0.21 and B = − 1.714 ± 0.039
(r2 = 0.19, p value p < 0.001).
For the lowest two levels, the variation ofmwwwithUzwas evident but significantly different from the higher
levels. BelowUz~ 6m/s, both levels exhibited a rapid increase inmww, 2–3 times larger than the upper levels;
and for these two lowest levels, mww(Uz) was weakly linear (r
2 ~ 0.1). Above 6 m/s, mww in the lowest level
Figure 2. The scaled autovariance spectrum of vertical velocity (Fww) is given as a function of natural frequency (f = nz/U) and characterized by ζ, using all of the
quality‐controlled data analyzed in this study at z= 15.8 m. Fww was scaled following the convention in Kaimal et al., 1972 (which differs from our equation (3) in
that γw = u*). Each individual curve represents the median Fww per increment of 0.1 over the stability range [−2,2]. Warm colors represent stable (stratified)
conditions, cool colors depict unstable (convective) conditions. For each representative curve, the corresponding median peak wave frequency is marked as a green
vertical line. The dimensionless TKE dissipation rate, ϕε, used to scale Sww was determined from Kaimal et al., 1972 (their equation 7) for consistency. The
checkered line exhibits Kolmogorov's slope (−2/3). TKE = turbulence kinetic energy.
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appears to level off, with the penultimate level abruptly transitioning to being in line with the trends of the
upper profile, but with persistently higher intersample variance. The complex, nonlinear response of these
lowest levels suggests multiple regime transitions in the inertial energy cascade near the interface as
MASL wind forcing increases.
Our investigation into the dependence of mww(ζ) yielded mixed results (Figures 4ii and 4iii). Closest to the
surface, we found a negative dependence on∣ζ∣. At the penultimate level, mww (ζ) was consistent with the
upper profile for all ζ except in the case of ζ→ 1. All upper levels behaved consistently, with a slight positive
trend as−ζ→ 0 and no clear dependence when ζ> 0. For the lowest three levels across the upper profile (5–8
m), a slight positive trend was evident inmww(ζ), as stability increases to stable‐strongly stable, but there are
two few observations within this regime to confirm this behavior.
Figure 3. The total observation cloud (gray dots) for each z underneath mean profiles of mww for different subsets of the
complete data set (error bars span ±2× the standard error of the mean). The black‐gold checkered line marks m0. The
different curves represent sets of mww: all observations (black), slightly stable (orange), slightly unstable (purple), 80th
percentile of r2 (i.e., the most log‐log linear spectra; green), near isotropic conditions (light blue), and turbulence intensity
index (maroon). Near‐neutral conditions (ζ~0 and −ζ~0) were represented as 0 ≤ ∣ ζ ∣ ≤ 0.2; purely isotropic conditions
were defined as when both u‐w and u‐v plane I ∈[0.9,1.1]; for u*/Uz, the curve represents typical conditions [0.02,0.05].
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Wave age (C/u*) characterizes the relativemotion between the waves and wind; it is a key parameter used for
describing the wave field development and the energy flux from the tangential wind stress into the surface
waves. For the upper levels,mww→m0 for 5 < C/u* < 20, which represents themean wave age condition, but
for the extrema conditions (very young and old, respectively) we foundmww tending to diverge from m0 for
all z. Again, the penultimate level exhibits mixed behavior, with regimes conforming to the lowest level (C/
u* < 5) and the upper profile (C/u* →∞), respectively. The lowest level exhibited a strong positive relation-
ship with C/u* in the transition to swell‐dominated conditions—the incongruous drop in mww(z = 3) at C/
u*~70 may be attributed to too few samples at this limit.
4. Discussion
Kolmogorov's power law is expected to vary slightly due to intermittency (Oboukhov, 1962), but the extent of
this deviation has been elusive to quantify using experimental, much less geophysical data. Barenblatt and
Chorin argued that for large but finite Re, the impact of intermittency becomes negligible (Barenblatt &
Figure 4. (i) mww given as a function of the mean wind speed (Uz) at each level z above the surface. The total observation cloud (gray) is given underneath bin‐
averaged (1‐m/s discrete steps) curves. (ii and iii) Analysis of mww dependence on ζ. Bin averaging was limited to |0.001,100| and used a log‐uniform bin width.
The black‐gold checkered line marks m0 in all panels; all error bars span ±2x the standard error.
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Chorin, 1997). For our entire data set, a crude estimation of Re is ~108 and, regardless, intermittency exerts
significantly more influence during stable conditions, as observed over land (Vindel & Yagüe, 2011). In our
data, we observed no clear dependence ofmww on ζ > 0, though we do not capture sufficient data in strongly
stable conditions. Given the high Re and generally unstratified conditions reflected in these data, it is
unlikely that intermittency primarily explains the deviation from the m0 slope reported here.
Our results indicate persistent deviations fromm0 that depended on the height above the ocean surface and
various mean parameters reflective of the dynamics within the air‐sea interfacial domain. In our preanalysis
work, we have made a particular effort to either correct or remove samples significantly impacted by experi-
mental biases or noise and it seems implausible that, in general, methodological factors could reasonably
explain the divergence from m0 we observed. Figures 4i and 5 do indicate that the slope dramatically
increases as the wind speed goes to zero, which makes interpretation of the physicality of this response dif-
ficult due to the signal‐to‐noise approaching unity. However, this should only be the case for Uz < 2 m/s.
Outside of this regime, we hypothesize that the distinct and persistent trends in the empirically derived iner-
tial subrange slope may be attributable to the presence of surface gravity waves and the subsequent wind‐
wave‐turbulence interactions that are unique to this wall‐bounded shear flow. While non‐Kolmogorovian
turbulence is expected under certain flow regimes (even at large Re), this has never been theoretically or
experimentally characterized near a wavy surface.
Recent experimental work has established that, near the surface, localized wind shear varies coherently with
the surface deflection driven by the wave motion at the interface (Buckley & Veron, 2016; Grare et al., 2013).
When phase‐averaged, this generates a nonproductive stress component (Janssen, 1989), which dominates
within the atmospheric wave boundary layer. This wave‐coherent stress can be removed from the turbulent
velocity record (following Hristov et al., 1998), but a comparison of our prefiltered and postfiltered ARIIS
output revealed an aggregate <1% change in the estimated mww. We posit that, instantaneously, these
wave‐coherent wind gradients generate turbulent stresses, through localized wind shear, which is likely
independent from the macroscopic airflow. This would provide a mechanism for air‐wave‐turbulence inter-
action that could inject inertial energy into the cascade already developed by the mean kinetic motion of the
wind. Critically, this energy would not be removed by the Hilbert‐Hristov filter because it occurs at frequen-
cies above the gravity wave band.
We have initiated a separate analysis on the vertical stress divergence observed from FLIP, which may pro-
vide tangential support for this hypothesis. After removing cases with strong vertical variation of u*, the
mean mww across all levels was found to shift substantially toward −5/3 and the overall variance was
Figure 5. mww given as a function of wave age,C/u*, using the phase speed (C) of the dominant waves, for eachmeasurement level. The total observation cloud was
filtered using a logarithmically uniform bin average over the range [1,200]; error bars span 2 times the standard error.
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reduced by 30–50%. The largest shifts in mww occurred nearest to the surface, implying that the noninertial
stresses may have contributed to the observed deviation from−5/3. However, these are preliminary findings.
While the implications are intriguing, further in‐depth analysis is part of the future work that goes beyond
the scope of the present study.
5. Conclusions
We have presented the first systematic, observation‐based evaluation of Kolmogorov's inertial subrange
power law within the MASL. Our investigation yielded two primary results: (1) the observed spectral scaling
across the inertial subrange across much of the MASL was within 10–20% of the theoretical value, but that
(2) buried within this variance was systematic dependence on the mean environmental state and air‐sea
dynamical regime. The variance and mean divergence from −5/3 in the observed scaling (mww) increased
substantially with proximity to the wavy surface. Our results provide evidence for a hitherto unaccounted
role played by surface gravity waves in controlling the structure of fine‐scale turbulent motions near the
air‐sea interface. While we were able to link the observed spectral slope to typically available MASL para-
meters, this analysis does not fundamentally address the underlying mechanisms driving this non‐
Kolmogorovian turbulence. Additional study is needed to fully explore these mechanisms and develop a
new physical framework that can be incorporated into the study of turbulence dynamics on both sides of
the interface. As a final note, we also found that purely isotropic conditions are exceptionally rare in the
MASL (see Figure S3). While pure isotropic conditions are not necessarily expected in the real atmosphere,
especially near a surface (Wyngaard, 2010), the degree of the anisotropy we observed had not been pre-
viously documented. The implications this has on both our theoretical and practical knowledge of atmo-
spheric turbulence should be the focus of continued investigations.
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