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Asymptotically efficient estimators for self-similar
stationary Gaussian noises under high frequency
observations
Masaaki Fukasawa and Tetsuya Takabatake∗
Abstract
This paper proposes feasible asymptotically efficient estimators for a
certain class of Gaussian noises with self-similar and stationary proper-
ties, which includes the fractional Gaussian noise, under high frequency
observations. In this setting, the optimal rate of estimation depends on
whether either the Hurst or diffusion parameters is known or not. This
is due to the singularity of the asymptotic Fisher information matrix for
simultaneous estimation of the above two parameters. One of our key
ideas is to extend the Whittle estimation method to the situation of high
frequency observations. We show that our estimators are asymptotically
efficient in Fisher’s sense.
1 Introduction
Self-similar and Gaussian properties of noises in time series data are observed in
many fields, for example, hydrology, turbulence, molecular biology and financial
economics. Fractional Brownian motion, which is introduced by Kolmogorov
(1940) and further developed by Manderblot and Van Ness (1968), is the most
fundamental continuous-time model to represent these phenomena. Until now,
statistical inference problems of discretely observed fractional Brownian motion
have been studied under the large sample asymptotics (cf. Fox and Taqqu 1986,
Dahlhaus 1989, Liberman et al. 2009, 2012, Cohen et al. 2013) or the high fre-
quency asymptotics (cf. Coeurjolly 2001, Brouste and Iacus 2013, Kawai 2013,
Brouste and Fukasawa 2016). Some of them also discuss the optimality of their
estimators or local asymptotic normality (LAN) property under those asymp-
totics. To the best of our knowledge, however, there is no estimator available so
far which is feasible and asymptotic optimal under the high frequency asymp-
totics, despite that it has become important because of increasing availability of
high frequency data thanks to recent developments of information technology.
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Now, we review the results of Kawai (2013) and Brouste and Fukasawa
(2016), where they studied the LAN property of the fractional Gaussian noises
under high frequency observations. The parameter to be estimated is (H,σ) ∈
(0, 1]× (0,∞), where H and σ are the so-called Hurst parameter and diffusion
parameter respectively. Kawai (2013) obtained a LAN property in a weak sense,
where the rate matrix φ¯N (H,σ) and the asymptotic Fisher information matrix
I(H,σ) are given by
φ¯N (H,σ) =
[
1√
N| log δ| 0
0 1√
N
]
, I(H,σ) =
[
2 − 2
σ− 2
σ
2
σ2
]
.
Here, N is the sample size and δ is the length of sampling intervals. The LAN
property is only in a weak sense because I(H,σ) is a singular matrix. As
a result, the asymptotic lower bounds of risk are derived only in the case that
either the Hurst parameterH or the diffusion parameter σ is known. In Brouste
and Fukasawa (2016), it was shown that the LAN property in the usual sense
actually holds even if both of the parameters are unknown. One of their key
ideas is using a certain class of non-diagonal rate matrices. The LAN property
enables them to determine the optimal rate of estimation for each of H and σ.
As we see later in this paper, the lower bounds of variance can be calculated
more explicitly; for any estimators HˆN and σˆN ,
lim inf
η→0
lim inf
δ→0
sup
|(H,σ)−(H0,σ0)|<η
NEH,σ[(HˆN −H)2] ≥J (H0)−1,
lim inf
η→0
lim inf
δ→0
sup
|(H,σ)−(H0,σ0)|<η
N
σ2 (log δ)
2EH,σ[(σˆN − σ)2] ≥J (H0)−1,
for any (H0, σ0), where
J (H) = 1
4pi
∫ pi
−pi
[
∂
∂H
log gH(λ)
]2
dλ.
The definition of the function gH will be given later. It is noteworthy that
the optimal rates of estimation are slower than in the case where the other
parameter is known.
The LAN property implies the asymptotic efficiency of the maximum like-
lihood estimator (MLE) in general. The MLE is unfortunately not feasible
for the fractional Gaussian noises because the computation of the inverse of
the covariance matrices is very heavy. Our main contribution in this context
is to construct feasible asymptotically efficient estimators. We deal with the
three cases: both the Hurst parameter H and the diffusion parameter σ are un-
known, only the Hurst parameter H is known, only the diffusion parameter σ is
known. Actually, we work under a more general model of Gaussian noises with
self-similar and stationary properties, which generalizes the fractional Gaussian
noises.
This paper is constructed as follows. In Section 2, we introduce the model.
In Section 3, we show several examples in our framework. In Section 4, we
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present and prove our main results. In Appendix, we give several lemmas and
extensions of the results in Kawai (2013), Brouste and Fukasawa (2016).
2 Model Assumption
In this section, we introduce several assumptions to be satisfied by our model,
which are inspired from several previous works, for example, Fox and Taqqu
(1986), Dahlhaus (1989, 2006), Lieberman et al. (2009) and Cohen et al. (2013).
Assumption 1. Let δ > 0 be the length of sampling intervals and N = N(δ)
be the size of data. We assume N → ∞, δ → 0 and infδ>0Nδ > 0. Let Θ, Σ
be compact subsets of Rp−1 × (0, 1], (0,∞), and true values θ0 = (ψ0, H0) =
(ψ
(1)
0 , · · · , ψ(p−1)0 , H0), σ0 be interior points of Θ, Σ respectively. We assume
that {Xδj }j=1,...,N is a stationary Gaussian sequence with mean 0 and spectral
density f δ(θ, σ, λ), λ ∈ [−pi, pi] satisfying the following conditions (A.0)− (A.2).
(A.0) f δ(θ, σ, λ) is decomposed as σ2δ2Hf(θ, λ), where f ∈ C3,1 (Θ× [−pi, pi]/{0}).
In the following, we denote f δ(θ, σ, λ), f(θ, λ) as f δθ,σ(λ), fθ(λ) respectively.
(A.1) If (θ1, σ1) and (θ2, σ2) are distinct elements of Θ, a set {λ ∈ [−pi, pi] :
σ1fθ1(λ) 6= σ2fθ2(λ)} has a positive Lebesgue measure.
(A.2) There exists a continuous function α : Θ×Σ→ (−1, 1) such that for any
η > 0, there exist positive constants c1,η, c2,η, which only depend on η,
such that the following conditions hold for every (θ, x) ∈ Θ× [−pi, pi]\{0}.
(a) c1,η|λ|−α(θ,σ)+η ≤ fθ(λ) ≤ c2,η|λ|−α(θ,σ)−η.
(b) For any l ∈ {1, 2, 3} and k ∈ {1, · · · , p}l,∣∣∣∣ ∂l∂θk1 · · ·∂θkl fθ(λ)
∣∣∣∣ ≤ c2,η|λ|−α(θ,σ)−η,∣∣∣∣ ∂l+1∂λ∂θk1 · · ·∂θkl fθ(λ)
∣∣∣∣ ≤ c2,η|λ|−α(θ,σ)−1−η.
Remark 1. Under the above assumptions, the spectral density f δθ,σ(λ) and
its derivatives are integrable. Moreover, we can exchange the differential and
integral operators freely. For example, it holds that
∂
∂θj
∫ pi
−pi
log
(
σ2fθ(λ)
)
dλ =
∫ pi
−pi
∂
∂θj
log
(
σ2fθ(λ)
)
dλ,
for j = 1, · · · , p+ 1. We denote θp+1 = σ for notational simplicity.
Remark 2. The condition (A.0) is a major difference from the model assump-
tions in the previous works. In the large sample situation, that is, δ is fixed
and N →∞, we need not to consider this decomposition of the spectral density
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because we can include the part σ2δ2H into the model parameters. This is also
mentioned in the seminal paper of Dahlhaus (1989), p.1752. In the case of high
frequency observations, however, we can not do this because the variable δ that
drives asymptotics is heavily related with the Hurst parameter H . Moreover,
the parameter σ and the others play different roles under high frequency obser-
vations. In fact, as we see later, the efficient rate for estimators of σ is different
from that for the others.
3 Examples
In this section, we give several examples satisfying the assumptions introduced
in the previous section. Namely, we treat two models: the fractional Brownian
motion and a special case of the fractional Langevin model.
3.1 Fractional Brownian Motion
A centered Gaussian process BH is called a fractional Brownian motion with
the Hurst parameter H if its covariance structure is given by
E[BHt B
H
s ] =
1
2
(|t|2H + |s|2H − |t− s|2H), s, t ∈ R.
Such a process exists and is continuous for all H ∈ (0, 1] from the Kolmogorov’s
extension and continuous theorems. Moreover, the process is characterized by
stationary increments and self-similar properties: for any δ > 0 and t, k ∈ R,
BHt+k −BHt ∼ BHk and BHδt ∼ δHBHt in law. (1)
Let δ > 0 and T = 1 for notational simplicity. Assume we have the following
observations:
σBHδ , σB
H
2δ, · · · , σBHNδ,
where N is the sample size and δ is the length of sampling intervals. Let us
consider the high frequency asymptotics, that is, N → ∞ as δ → 0. Define a
sequence {Xδj }j=1,··· ,N by
Xδj = σ∆B
H
jδ = σB
H
jδ − σBH(j−1)δ .
Note that {Xδj }j=1,··· ,N is a stationary centered Gaussian sequence from (1).
Moreover, its spectral density is characterized by
E[Xδ1X
δ
k] =
σ2δ2H
2
(|k + 1|2H − 2|k|2H + |k − 1|2H)
=
1
2pi
∫ pi
−pi
e
√−1kλf δH,σ(λ) dλ,
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where
f δH,σ(λ) =σ
2δ2HfH(λ)
=σ2δ2HCH2(1− cosλ)
∞∑
j=−∞
1
(λ+ 2pij)1+2H
,
with CH = (2pi)
−1Γ(2H +1) sin(piH). Then, we can easily check the stationary
centered Gaussian sequence {Xδj }j=1,··· ,N satisfy all conditions (A.0) − (A.2).
(cf. Fox and Taqqu (1986) and Rosemarin (2008))
3.2 Fractional Langevin Model
In the context of molecular biology, the movement of particle in homogeneous
medium is modeled by the Langevin equations. One of the characteristics of
these equations is that a mean square displacement of particle linearly grows in
time. The particle in inhomogeneous medium, however, does not behave in the
same way. Namely, the mean square displacement of particle in this situation
grows as a power function in time. This phenomena is the so-called anomalous
diffusion. Therefore, we attempt to model this by the following second order
stochastic differential equations:
dZt = Yt dt
dYt = −∇q(Zt)− γYt dt+ σdBHt , γ, σ > 0,
where Z, Y represent the position and velocity of particle respectively, q is the
potential, γ, σ are the friction and diffusion coefficients respectively, and BH is
the fractional Brownian motion with the Hurst parameter H . Here, we assumed
the mass of the particle is equal to 1 for notational simplicity. Therefore, we call
the above equations as a fractional Langevin model named after the Langevin
model in the case of H = 1/2.
Let δ > 0, T = 1. Here, we consider a situation of a free particle with
no friction term, that is, we assume the potential q is a constant function and
the friction coefficient γ = 0 under the fractional Langevin model. Then, we
consider the statistical inference problem for the Hurst parameter H and the
diffusion parameter σ from high frequency position data:
Zδ, Z2δ, · · · , ZNδ,
where N is the sample size, δ is the length of sampling intervals which satisfy
N → ∞ as δ → 0. In this situation, we have no velocity data so that we
consider to substitute numerical derivatives of the position data {Zj}j=1,··· ,N
for the velocity data. Namely, we set the proxy data {Y δj }j=1,··· ,N for the
velocity data of particle as follows:
Y δj =
1
δ
(Zjδ − Z(j−1)δ) = 1
δ
∫ jδ
(j−1)δ
Yt dt.
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If we set a sequence {Xδj }j=2,··· ,N as differences of {Y δj }j=1,··· ,N :
Xδj = Y
δ
j − Y δj−1 =
σ
δ
∫ jδ
(j−1)δ
(BHt −BHt−δ) dt,
then we can easily show that {Xδj }j=2,··· ,N is a Gaussian sequence and its spec-
tral density is characterized by
E[Xδ1X
δ
k ] =
σ2δ2H
2
(|k + 2|2H+2 − 4|k + 1|2H+2
+ 6|k|2H+2 − 4|k − 1|2H+2 + |k − 2|2H+2)
=
1
2pi
∫ pi
−pi
e
√−1kλf δH,σ(λ) dλ,
where
f δH,σ(λ) =σ
2δ2HfH(λ)
=σ2δ2HCH{2(1− cosλ)}2
∞∑
j=−∞
1
(λ+ 2pij)3+2H
,
with CH = (2pi)
−1Γ(2H+1) sin(piH). In particular, {Xδj }j=2,··· ,N is a stationary
sequence and satisfy the condition (A.0). Moreover, we can also prove the
behavior of the spectral density and its derivatives at the origin satisfy the
conditions (A.1)− (A.2) in the similar ways of the previous one. As the above,
this example is also included in our model framework.
4 Construction of Asymptotically Efficient Es-
timators
The Whittle estimation method is very useful to estimate the Hurst parame-
ter for several stationary Gaussian time series in various aspects, for example,
the Whittle estimator enjoys asymptotic efficiency as well as the MLE and can
be computed easier and faster than it because we compute an approximated
log-likelihood instead of the exact one which include the inverse of covariance
matrix. Therefore, we attempt to prove the Whittle estimation method also
works well under the high frequency observations. In the following, we consider
statistical inference problems for our model in three cases: all parameters (θ, σ)
are unknown, only the Hurst parameter H is known, only the diffusion parame-
ter σ is known. In each setting, we construct an feasible asymptotically efficient
estimator by applying the Whittle estimation method.
4.1 Notation
In this subsection, we prepare notation. Let
(Xn,An, {P (δ)θ,σ ; (θ, σ) ∈ Θ× Σ})
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be a statistical experiments for our model and set
aq(θ) =
(
1
2pi
∫ pi
−pi
∂
∂θ1
log fθ(λ) dλ, · · · , 1
2pi
∫ pi
−pi
∂
∂θq
log fθ(λ) dλ
)
,
Fq(θ) =
(
1
4pi
∫ pi
−pi
∂
∂θj
log fθ(λ)
∂
∂θk
log fθ(λ) dλ
)
j,k=1,··· ,q
,
Gq(θ) =
(
1
4pi
∫ pi
−pi
∂
∂θj
log gθ(λ)
∂
∂θk
log gθ(λ) dλ
)
j,k=1,··· ,q
.
for q = 1, · · · , p, where the function gθ(λ), λ ∈ [−pi, pi] is defined by
gθ(λ) =
fθ(λ)
b(θ)
with b(θ) = exp
(
1
2pi
∫ pi
−pi
log fθ(λ) dλ
)
. (2)
Moreover, we set a0(θ) = 0 and denote the diffusion parameter σ as θp+1 for
notational simplicity.
4.2 Only the Hurst parameter H is known
Assume the true value of the Hurst parameterH0 is known. Under the condition
(A.1), we set an estimation function L¯N(ψ, σ) as follows.
L¯N (ψ, σ) =
1
2pi
∫ pi
−pi
log
(
σ2δ2H0fψ(λ)
)
dλ+
1
2pi
∫ pi
−pi
IN (λ)
σ2δ2H0fψ(λ)
dλ
= 2H0 log δ +
1
2pi
∫ pi
−pi
log
(
σ2fψ(λ)
)
dλ+
1
2pi
∫ pi
−pi
I¯N (λ)
σ2fψ(λ)
dλ,
where fψ(λ) = f(ψ,H0, λ) and
IN (λ) =
1
2piN
∣∣∣∣∣∣
N∑
j=1
Xδj e
√−1jλ
∣∣∣∣∣∣
2
, I¯N (λ) =
1
2piN
∣∣∣∣∣∣
N∑
j=1
δ−H0Xδj e
√−1jλ
∣∣∣∣∣∣
2
. (3)
Note that {δ−H0Xδj }j=1,··· ,N is independent of the length of the sampling inter-
val δ because it holds that(
δ−H0Xδ1 , · · · , δ−H0XδN
)
=
(
X11 , · · · , X1N
)
(4)
in law under P
(δ)
θ0,σ0
from the condition (A.1). As a result, we can regard
{δ−H0Xδj }j=1,··· ,N as an stationary Gaussian sequence with mean 0 and spectral
density σ2fθ(λ). Here, we set an estimator(
ψ¯N , σ¯N
)
= arg min
(ψ,H0,σ)∈Θ×Σ
L¯N(ψ, σ)
= arg min
(ψ,H0,σ)∈Θ×Σ
{
1
2pi
∫ pi
−pi
log
(
σ2fψ(λ)
)
dλ+
1
2pi
∫ pi
−pi
I¯N (λ)
σ2fψ(λ)
dλ
}
.
Then, we get the following theorem from Theorem 5 of Lieberman et al. (2009)
and a easy modification of Theorem 2.4 of Cohen et al. (2013).
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Theorem 1. Suppose Assumption 1 and H0 is known. Then, (ψ¯N , σ¯N ) is an
asymptotically efficient estimator in Fisher’s sense, that is,
L
{√
N
(
ψ¯N − ψ0
σ¯N − σ0
) ∣∣∣∣P (δ)θ0,σ0} δ→0→ N (0,F(ψ0, σ0)−1) ,
where the asymptotic Fisher information matrix F(ψ, σ) is given by
F(ψ, σ) =
[
1
4pi
∫ pi
−pi
∂
∂θj
log
(
σ2fψ(λ)
) ∂
∂θk
log
(
σ2fψ(λ)
)
dλ
]
j,k=1,··· ,p−1,p+1
.
4.3 All parameters (θ, σ) are unknown
In this section, we consider the case that all parameters (θ, σ) are unknown. This
case is more difficult than the previous case because we can not substantially
take the appropriate scaling of the data like (4). However, we can construct an
asymptotically efficient estimator as follows: At first, the normalized spectral
density gθ, which is defined in (2), satisfies the conditions (A.0)− (A.2) and
1
2pi
∫ pi
−pi
log gθ(λ)dλ = 0 for all θ ∈ Θ. (5)
Therefore, we set an estimation function σ2N (θ) and an estimator θˆN as
σ2N (θ) =
1
2pi
∫ pi
−pi
IN (λ)
gθ(λ)
dλ , θˆN = arg min
θ∈Θ
σ2N (θ),
where IN (λ) is defined in (3). Note that the estimator θˆN also minimizes an
scaled estimation function σ˜2N (θ):
σ˜2N (θ) = (δ
2H0b(θ0))
−1σ2N (θ) =
1
2pi
∫ pi
−pi
I˜N (λ)
gθ(λ)
dλ, (6)
where
I˜N (λ) =
1
2piN
∣∣∣∣∣
N∑
j=1
X˜je
√−1jλ
∣∣∣∣∣
2
, X˜j = (δ
2H0b(θ0))
− 12Xδj .
Then, we can regard {X˜j}j=1,··· ,N as a stationary Gaussian sequence with mean
0 and spectral density σ2gθ(λ) under P
(δ)
θ0,σ0
in the same way as (4). In other
word, we can formally take an appropriate scaling of the data even if H0 is
unknown. Set σ˜N =
√
σ˜2N (θˆN ). Then, we regard a random variable (θˆN , σ˜N )
as a minimizer of a function LN (θ, σ), that is,
(θˆN , σ˜N ) = arg min
(θ,σ)∈Θ×Σ
LN (θ, σ),
8
where
LN(θ, σ) = log σ
2 +
1
2pi
∫ pi
−pi
I˜N (λ)
σ2gθ(λ)
dλ.
Therefore, we get the following central limit theorem (CLT) from Theorem 5 of
Lieberman et al. (2009) in the similar way as Theorem 1.
Theorem 2. Suppose Assumption 1. Then, the following CLT holds.
L
{√
N
(
θˆN − θ0
σ˜N − σ0
) ∣∣∣∣P (δ)θ0,σ0} δ→0→ N
(
0,
[
Gp(θ0)−1 0p×1
01×p
σ20
2
])
. (7)
Proof. In the similar way as Theorem 1, (7) holds and the asymptotic covariance
matrix is given by the inverse of the matrix[
1
4pi
∫ pi
−pi
∂
∂θj
log
(
σ2gθ(λ)
) ∂
∂θk
log
(
σ2gθ(λ)
)
dλ
]
j,k=1,··· ,p+1
. (8)
Then, the components of the matrix (8) are calculated as
1
4pi
∫ pi
−pi
[
∂
∂σ
log
(
σ2gθ(λ)
)]2
dλ =
2
σ2
,∫ pi
−pi
∂
∂σ
log
(
σ2gθ(λ)
) ∂
∂θj
log
(
σ2gθ(λ)
)
dλ =
2
σ
∂
∂θj
∫ pi
−pi
log gθ(λ) dλ = 0,∫ pi
−pi
∂
∂θj
log
(
σ2gθ(λ)
) ∂
∂θk
log
(
σ2gθ(λ)
)
dλ =
∫ pi
−pi
∂
∂θj
log gθ(λ)
∂
∂θk
log gθ(λ) dλ,
for each j, k = 1, · · · , p from the relation (5). Hence, the matrix (8) is equal to[Gp(θ) 0p×1
01×p 2σ2
]
. (9)
Moreover, the inverse of the matrix (9) is calculated as follows.[Gp(θ) 0p×1
01×p 2σ2
]−1
=
[Gp(θ)−1 0p×1
01×p σ
2
2
]
.
Therefore, this finishes the proof of Theorem 2.
Note that the random variable σ˜N is not a statistic because we construct
this by using the true value θ0. Therefore, we construct an estimator σˆN for
the diffusion parameter σ by substituting the estimators θˆN and HˆN to the true
values θ0 and H0 in the scaled function σ˜N . Namely, we set
σˆN =
√
(δ2HˆN b(θˆN ))−1σ2N (θˆN ).
Here, we show the estimator (θˆN , σˆN ) is asymptotically efficient in Fisher’s
sense. Before showing this claim, we review the definition of the asymptoti-
cally efficient estimator in this sense more precisely following by Ibragimov and
Has’minskii (1981), p.159.
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Definition 1. Let Θ ⊂ Rp and a family of measures {P (δ)θ ; θ ∈ Θ} satisfy the
LAN property at a point θ0 ∈ Θ as δ → 0, that is, for a certain p × p-matrix
φδ(θ0) and any u ∈ Rp, the log-likelihood ratio admits the representation:
log
dP
(δ)
θ0+φδ(θ0)u
dP
(δ)
θ0
= 〈u, ζδ(θ0)〉 − 1
2
〈J (θ0)u, u〉+ rδ(θ0),
where J (θ0) is a nondegenerate p× p-matrix and
ζδ(θ0)→ N (0,J (θ0)), rδ(θ0)→ 0,
in law under P
(δ)
θ0
as δ → 0. A sequence of estimators θˆN is called asymptotically
efficient in Fisher’s sense at the point θ0 if it holds that
L
{
φ−1δ (θ0)(θˆN − θ0)
∣∣∣P (δ)θ0 } δ→0→ N (0,J (θ0)−1) .
Here, the matrix φδ(θ0) is usually called as a rate matrix.
Theorem 3. Suppose Assumption 1 and a rate matrix φN = φN (θ0, σ0) satis-
fies Assumption 2 in Appendix. Then, the sequence of estimators (θˆN , σˆN ) is
asymptotically efficient in Fisher’s sense, that is,
L
{
φ−1N
(
θˆN − θ0
σˆN − σ0
) ∣∣∣∣P (δ)θ0,σ0} δ→0→ N (0,J (θ0, σ0)−1) ,
where
J (θ, σ) =
(
D 0p−1×2
02×p−1 E
)(Fp(θ) ap(θ)
ap(θ)
T 2
)(
D 0p−1×2
02×p−1 E
)T
,
D = D(θ0, σ0) = diag(d
(1), · · · , d(p−1)), E = E(θ0, σ0) =
(
α γ
αˆ γˆ
)
.
Proof. At first, it holds that
φ−1N
(
θˆN − θ0
σˆN − σ0
)
=
 φ−1N,1(ψˆN − ψ0)
φ−1N,2
(
HˆN −H0
σˆN − σ0
) , (10)
where φ−1N,1, φ
−1
N,2 are inverse matrices of φN,1, φN,2 respectively, that is,
φ−1N,1 = diag
(
1
d
(1)
N
, · · · , 1
d
(p−1)
N
)
, φ−1N,2 =
1
det(φN,2)
[
βˆN −αˆN
−βN αN
]
.
Here, det(φN,2) is calculated as
σ0
N
(√
NαN
√
NβˆN
σ0
−
√
NαˆN
√
NβN
σ0
)
=
σ0
N
{√
NαN
(
αˆN
√
N log δ +
√
NβˆN
σ0
)
−
√
NαˆN
(√
NαN log δ +
√
NβN
σ0
)}
=
σ0
N
(√
NαN γˆN −
√
NαˆNγN
)
.
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Set σ´N =
√
(δ2H0b(θˆN ))−1σ2N (θˆN ). Then, the estimation error of σˆN − σ0 is
expanded as follows by using the Taylor’s formula.
σˆN − σ0
=σ0 (log σˆN − log σ0) + oP (δ)
θ0,σ0
(N−
1
2 )
=σ0 {log σ´N − log σ0} − σ0 log δ
(
HˆN −H0
)
+ o
P
(δ)
θ0,σ0
(N−
1
2 )
=σ´N − σ0 − σ0 log δ
(
HˆN −H0
)
+ o
P
(δ)
θ0,σ0
(N−
1
2 ). (11)
Therefore, the following asymptotic expansion holds.
φ−1N,2
(
HˆN −H0
σˆN − σ0
)
=
1
det(φN,2)
(
βˆN (HˆN −H0)− αˆN (σˆN − σ0)
−βN (HˆN −H0) + αN (σˆN − σ0)
)
=
1
det(φN,2)
(
(βˆN + σ0αˆN log δ)(HˆN −H0)− αˆN (σ´N − σ0)
−(βN + σ0αN log δ)(HˆN −H0) + αN (σ´N − σ0)
)
+ o
P
(δ)
σ0,θ0
(1)
=
σ0
Ndet(φN,2)
(
γˆN
√
N(HˆN −H0)−
√
NαˆN
√
N
σ0
(σ´N − σ0)
−γN
√
N(HˆN −H0) +
√
NαN
√
N
σ0
(σ´N − σ0)
)
+ o
P
(δ)
σ0,θ0
(1)
=
σ0
Ndet(φN,2)
(
γˆN −
√
NαˆN
−γN
√
NαN
)(√
N(HˆN −H0)√
N
σ0
(σ´N − σ0)
)
+ o
P
(δ)
σ0,θ0
(1)
=
(
ETN
)−1(√N(HˆN −H0)√
N
σ0
(σ´N − σ0)
)
+ o
P
(δ)
σ0,θ0
(1),
where
EN = EN (θ0, σ0) =
(√
NαN γN√
NαˆN γˆN
)
.
Note that we use (11) and det(φN,2) = O(N) in the second equality. From this
asymptotic expansion and (10), it holds that
φ−1N
(
θˆN − θ0
σˆN − σ0
)
=
(√
NφN,1 0p−1×2
02×p−1 ETN
)−1(√
N(θˆN − θ0)√
N
σ0
(σ´N − σ0)
)
+ o
P
(δ)
σ0,θ0
(1).
Then, from Lemma 3 in Appendix, EN → E,
√
NφN,1 → D in matrix norm
as δ → 0 and the continuous mapping theorem, it converges to a normal dis-
tribution with mean vector 0p+1×1 and covariance matrix given by the inverse
matrix of (
D 0p−1×2
02×p−1 ET
)T(Fp(θ) ap(θ)
ap(θ)
T 2
)(
D 0p−1×2
02×p−1 ET
)
=
(
D 0p−1×2
02×p−1 E
)(Fp(θ) ap(θ)
ap(θ)
T 2
)(
D 0p−1×2
02×p−1 E
)T
.
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The conclusion follows from the above CLT and Theorem 8 in Appendix.
4.4 Only the diffusion parameter σ is known
Our purpose in this section is to construct an asymptotically efficient estimator
for the parameter θ = (ψ,H) in Fisher’s sense in the case that the true value
of the diffusion parameter σ0 is known. Namely, we construct an estimator
(ψˆN , HˆN ) for the parameter (ψ,H) satisfying the following relation:
L
{( √
N(ψˆN − ψ0)√
N | log δ|(HˆN −H0)
)∣∣∣∣∣P (δ)θ0,σ0
}
δ→0→ N (0, I(θ0)−1) , (12)
where
I(θ)−1 =
[ Gp−1(θ)−1 − 12Gp−1(θ)−1ap−1(θ)− 12ap−1(θ)TGp−1(θ)−1 12 + 14ap−1(θ)TGp−1(θ)−1ap−1(θ)
]
.
In fact, the relation (12) means the asymptotic efficiency in Fisher’s sense, which
is derived by Lemma 2 and Theorem 7 in Appendix. Note that the optimal
asymptotic variance I(θ)−1 is independent of the estimation error of the Hurst
parameter as well as that of the diffusion parameter.
At first, we work under a strong assumption that a value b(θ0) is known.
Then, we define an estimator Hˆ
(0)
N as the solution of the equation
log
σ2(θˆN )
δ2Hβ(θ0)
− log σ20 = 0
with respect to H . More precisely, we set the estimator Hˆ
(0)
N as
Hˆ
(0)
N =
1
2| log δ|
{
log b(θ0)− log σ2N (θˆN ) + log σ20
}
,
where θˆN = (ψˆN , HˆN ) = (ψˆ
(1)
N , · · · , ψˆ(p−1)N , HˆN ) is the Whittle estimator defined
in the previous section. Then, we get the following theorem.
Theorem 4. Suppose Assumption 1 and b(θ0) is known. Then, (θˆN , Hˆ
(0)
N ) holds
the following CLT:
L
{( √
N(θˆN − θ0)√
N | log δ|(Hˆ(0)N −H0)
) ∣∣∣∣∣P (δ)θ0,σ0
}
δ→0→ N
(
0,A(0)(θ0)
)
,
where
A(0)(θ) =
[
Ip 0p×1
01×p − 1σ
] [Gp(θ)−1 0p×1
01×p σ
2
2
] [
Ip 0p×1
01×p − 1σ
]T
=
[Gp(θ)−1 0
0 12
]
.
In particular, the estimator (ψˆN , Hˆ
(0)
N ) is asymptotically normal.
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Proof. From the definition of Hˆ
(0)
N and the delta-method, it holds that
√
N | log δ|
(
Hˆ
(0)
N −H0
)
= −
√
N
2
{
log
σ2N (θˆN )
δ2H0b(θ0)
− log σ20
}
= −
√
N
σ0
(σ˜N − σ0) + oP (δ)
θ0,σ0
(1). (13)
Then, the following asymptotic expansion holds.( √
N(θˆN − θ0)√
N | log δ|(Hˆ(0)N −H0)
)
=
[
Ip 0p×1
01×p − 1σ0
]
·
√
N
(
θˆN − θ0
σ˜N − σ0
)
+ o
P
(δ)
θ0,σ0
(1).
Therefore, the first claim follows from Theorem 2 and the continuous mapping
theorem. Moreover, the second claim also follows from the first one and the
continuous mapping theorem.
The assumption that b(θ0) is known does not hold even in the case of the
fractional Gaussian noise without the appropriate selection of the parameter
space satisfying the relation (5). Theorem 4, however, gives an idea to construct
estimators because the convergence rate and the asymptotic variance of the
estimator Hˆ
(0)
N achieve the efficient ones in the case of the fractional Gaussian
noise derived in Kawai (2013). Now, we remove the assumption that b(θ0) is
known. Then, we consider to substitute the Whittle estimator θˆN to the true
value θ0 in b(θ0). Namely, we define an estimator Hˆ
(1)
N as
Hˆ
(1)
N =
1
2| log δ|
{
log b(θˆN )− log σ2N (θˆN ) + log σ20
}
.
Then, we can prove asymptotic normality of the estimator (ψˆN , Hˆ
(1)
N ) as follows.
Theorem 5. Suppose Assumption 1. Then, (θˆN , Hˆ
(1)
N ) holds the following CLT:
L
{( √
N(θˆN − θ0)√
N | log δ|(Hˆ(1)N −H0)
) ∣∣∣∣∣P (δ)θ0,σ0
}
δ→0→ N
(
0,A(1)(θ0)
)
,
where
A(1)(θ) =
[ Gp(θ)−1 − 12Gp(θ)−1ap(θ)− 12ap(θ)TGp(θ)−1 12 + 14ap(θ)TGp(θ)−1ap(θ)
]
. (14)
In particular, the estimator (ψˆN , Hˆ
(1)
N ) is asymptotically normal.
Proof. In the same way as (13), it holds that
√
N | log δ|
(
Hˆ
(1)
N −H0
)
=−
√
N
2
{
log
σ2N (θˆN )
δ2H0b(θˆN)
− log σ20
}
=−
√
N
σ0
(√
σ2N (θˆN )
δ2H0b(θˆN )
− σ0
)
+ o
P
(δ)
θ0,σ0
(1).
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The conclusions follow from Lemma 3 and the similar arguments as the last of
the proof in Theorem 4.
Unfortunately, the estimator (ψˆN , Hˆ
(1)
N ) is not asymptotically efficient be-
cause the asymptotic covariance matrix of this estimator depends on the estima-
tion error of the Hurst parameter; compare (12) with (14). However, we can con-
struct an asymptotically efficient estimator by using the estimator (ψˆN , Hˆ
(1)
N ).
Namely, we define an estimator Hˆ
(2)
N as
Hˆ
(2)
N =
1
2| log δ|
{
log b(θˆ
(1)
N )− log σ2N (θˆN ) + log σ20
}
,
where θˆ
(1)
N = (ψˆN , Hˆ
(1)
N ). Then, we can prove the asymptotic efficiency of the
estimator (ψˆN , Hˆ
(2)
N ) as follows.
Theorem 6. Suppose Assumption 1. Then, the estimator (ψˆN , Hˆ
(2)
N ) is asymp-
totically efficient in Fisher’s sense, that is, the estimator (ψˆN , Hˆ
(2)
N ) satisfies the
relation (12).
Proof. In the similar way as (13), it holds that
√
N | log δ|
(
Hˆ
(2)
N −H0
)
=−
√
N
σ0
(σ˜N − σ0) +
√
N
2
(
log b(θˆ
(1)
N )− log b(θ0)
)
+ o
P
(δ)
θ0,σ0
(1). (15)
Then, the second term in (15) is expanded as follows.
√
N
2
(
log b(θˆ
(1)
N )− log b(θ0)
)
=− 1
2
ap(θ0)
T
√
N
(
θˆ
(1)
N − θ0
)
+ o
P
(δ)
θ0,σ0
(1)
=− 1
2
ap−1(θ0)T
√
N
(
ψˆN − ψ0
)
+ o
P
(δ)
θ0,σ0
(1). (16)
Note that we use the
√
N | log δ|-consistency of the estimator Hˆ(1)N in the sec-
ond equality. Therefore, the following asymptotic expansion follows from the
relations (15) and (16).( √
N(ψˆN − ψ0)√
N | log δ|(Hˆ(2)N −H0)
)
=
[
Ip−1 0p×1
− 12ap−1(θ0)T − 1σ0
]
·
√
N
(
ψˆN − ψ0
σ˜N − σ0
)
+ o
P
(δ)
θ0,σ0
(1).
The conclusion follows from an easy modification of Theorem 2 and Lemma 2,
Theorem 7 in Appendix.
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A Preliminary Lemmas
In this Appendix, we show several lemmas used in the proof of main results.
Lemma 1. Suppose Assumption 1. For q = 1, · · · , p, the matrices Fq(θ) and
Gq(θ) are connected with the following relation.
Gq(θ) = Fq(θ) − 1
2
aq(θ)aq(θ)
T.
Proof. At first, it holds that
∂
∂θj
log gθ(λ) =
∂
∂θj
log fθ(λ) − ∂
∂θj
log β(θ)
=
∂
∂θj
log fθ(λ) − 1
2pi
∫ pi
−pi
∂
∂θj
log fθ(λ) dλ.
Then, (j, k)-component of the matrix Gq(θ) is calculated as
1
4pi
∫ pi
−pi
∂
∂θj
log gθ(λ)
∂
∂θk
log gθ(λ) dλ
=
1
4pi
∫ pi
−pi
∂
∂θj
log fθ(λ)
∂
∂θk
log fθ(λ) dλ
−
(
1
2pi
∫ pi
−pi
∂
∂θj
log fθ(λ) dλ
)(
1
2pi
∫ pi
−pi
∂
∂θk
log fθ(λ) dλ
)
+
1
2
(
1
2pi
∫ pi
−pi
∂
∂θj
log fθ(λ) dλ
)(
1
2pi
∫ pi
−pi
∂
∂θk
log fθ(λ) dλ
)
=
1
4pi
∫ pi
−pi
∂
∂θj
log fθ(λ)
∂
∂θk
log fθ(λ) dλ
− 1
2
(
1
2pi
∫ pi
−pi
∂
∂θj
log fθ(λ) dλ
)(
1
2pi
∫ pi
−pi
∂
∂θk
log fθ(λ) dλ
)
.
As the above calculations, we finish the proof of this lemma.
Lemma 2. Suppose Assumption 1. Then, it holds that[ Fq(θ) aq(θ)
aq(θ)
T 2
]−1
=
[ Gq(θ)−1 − 12Gq(θ)−1aq(θ)− 12aq(θ)TGq(θ)−1 12 + 14aq(θ)TGq(θ)−1aq(θ)
]
for all q = 1, · · · , p.
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Proof. For our purpose, it suffices to prove the following matrix[Fq(θ) aq(θ)
aq(θ)
T 2
] [ Gq(θ)−1 − 12Gq(θ)−1aq(θ)− 12aq(θ)TGq(θ)−1 12 + 14aq(θ)TGq(θ)−1aq(θ)
]
(17)
is equal to the unit matrix for all q = 1, · · · , p. Now, we take on arbitrary q.
Then, we calculate the matrix (17) by using the block matrix and the following
relation, which is derived by Lemma 1,
Fq(θ)Gq(θ)−1 = Iq + 1
2
aq(θ)aq(θ)
TGq(θ)−1.
At first, the (1, 1)-component of (17) is calculated as
Fq(θ)Gq(θ)−1 − 1
2
aq(θ)aq(θ)
TGq(θ)−1 = Iq.
Next, the (1, 2)-component of (17) is calculated as
−1
2
Fq(θ)Gq(θ)−1aq(θ) + 1
2
aq(θ) +
1
4
aq(θ)aq(θ)
TGq(θ)−1aq(θ) = 0q×1.
Finally, the (2, 2)-component of (17) is calculated as
−1
2
aq(θ)
TGq(θ)−1aq(θ) + 1 + 1
2
aq(θ)
TGq(θ)−1aq(θ) = 1.
Therefore, this Lemma follows from the above calculations.
Set a random variable
σ´N =
√
(δ2H0β(θˆN ))−1σ2N (θˆN ).
Then, the following CLT holds.
Lemma 3. Suppose Assumption 1. Then, the following CLT holds.
L
{(√
N(θˆN − θ0)√
N
σ0
(σ´N − σ0)
) ∣∣∣∣P (δ)θ0,σ0
}
δ→0→ N
(
0,A(1)(θ)
)
,
where
A(1)(θ) =
[
Ip 0p×1
− 12ap(θ)T 1σ
] [Gp(θ)−1 0p×1
01×p σ
2
2
] [
Ip 0p×1
− 12ap(θ)T 1σ
]T
=
[ Gp(θ)−1 − 12Gp(θ)−1ap(θ)− 12ap(θ)TGp(θ)−1 12 + 14ap(θ)TGp(θ)−1ap(θ)
]
=
[ Fp(θ) ap(θ)
ap(θ)
T 2
]−1
.
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Proof. From the delta-method, it holds that
√
N
σ0
(σ´N − σ0)
=
√
N (log σ´N − log σ0) + oP (δ)
θ0,σ0
(1)
=
√
N(log σ˜N − log σ0)−
√
N
2
(log β(θˆN )− log β(θ0)) + oP (δ)
θ0,σ0
(1)
=
√
N
σ0
(σ˜N − σ0)−
√
N
2
(log β(θˆN )− log β(θ0)) + oP (δ)
θ0,σ0
(1). (18)
Therefore, we need to check the error of the second term in (18). From the delta
method and the chain rule of composite functions, it holds that
log β(θˆN )− log β(θ0) = 1
2pi
∫ pi
−pi
log f
θˆN
(λ) dλ− 1
2pi
∫ pi
−pi
log fθ0(λ) dλ
=ap(θ0)
T
(
θˆN − θ0
)
+ o
P
(δ)
θ0,σ0
(N−
1
2 ). (19)
Therefore, we get the following asymptotic expansion from the relations (18),
(19) and Theorem 2.(√
N(θˆN − θ0)√
N
σ0
(σ´N − σ0)
)
=
[
Ip 0p×1
− 12ap(θ0)T 1σ0
]
·
√
N
(
θˆN − θ0
σ˜N − σ0
)
+ o
P
(δ)
θ0,σ0
(1).
Therefore, we finish the proof from the continuous mapping theorem, Theorem
2 and Lemma 2.
B LAN Property under High Frequency Obser-
vations
In this Appendix, we show several extensions of the results in Kawai (2013) and
Brouste and Fukasawa (2016) into our model framework without proof. These
results can be proved in the similar arguments. At first, we show the extension
of the result in Kawai (2013). Set a rate matrix φ¯N (θ0, σ0) as follows.
φ¯N (θ0, σ0) =

1√
N
Ip−1 0p−1×1 0p−1×1
01×p−1 1√
N log δ
0
01×p−1 0 1√
N
 .
Then, we obtain the following weak LAN property.
Theorem 7. Suppose Assumption 1. The family of measures {P (δ)θ,σ; (θ, σ) ∈
Θ×Σ} is LAN at any points (θ0, σ0) ∈ Θ×Σ for the rate matrix φ¯N (θ0, σ0) in
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a weak sense, that is, the log-likelihood ratio admits the following representation
for any u ∈ Rp+1 :
log
dP
(δ)
(θ0,σ0)+φ¯N (θ0,σ0)u
dP
(δ)
θ0,σ0
= 〈u, ζ¯N (θ0, σ0)〉 − 1
2
〈I(θ0, σ0)u, u〉+ r¯N (θ0, σ0),
where
ζ¯N (θ0, σ0)→ N (0, I(θ0, σ0)), r¯N (θ0, σ0)→ 0,
in law under P
(δ)
θ0,σ0
and the asymptotic Fisher information matrix I(θ, σ) is
given by  Fp−1(θ) ap−1(θ) 1σap−1(θ)ap−1(θ)T 2 2σ
1
σ
ap−1(θ)T 2σ
2
σ2
 .
In particular, the asymptotic Fisher information matrix I(θ, σ) is singular un-
less either the Hurst parameter H or the diffusion parameter σ is known.
Next, we show the extension of the result in Brouste and Fukasawa (2016).
Here, we introduce a certain class of rate matrices.
Assumption 2. Consider a matrix
φN = φN (θ, σ) =
[
φN,1 0p×1
01×p φN,2
]
,
where
φN,1 =φN,1(θ, σ) = diag(d
(1)
N , · · · , d(p−1)N ) =

d
(1)
N O
. . .
O d
(p−1)
N
 ,
φN,2 =φN,2(θ, σ) =
[
αN αˆN
βN βˆN
]
,
with the following properties:
1. |φN,1| = d(1)N · · · d(p−1)N 6= 0 and |φN,2| = αN βˆN − αˆNβN 6= 0.
2. αN
√
N → α for some α ∈ R.
3. αˆN
√
N → αˆ for some αˆ ∈ R.
4. For j = 1, · · · , p− 1, d(j)N
√
N → d(j) for some d(j) ∈ R\{0}.
5. γN := αN
√
N log δ + βN
√
Nσ−1 → γ for some γ ∈ R.
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6. γˆN := αˆN
√
N log δ + βˆN
√
Nσ−1 → γˆ for some γˆ ∈ R.
7. d(1) · · · d(p−1) 6= 0 and αγˆ − αˆγ 6= 0.
Then, we obtain the following LAN property.
Theorem 8. Suppose Assumption 1. The family of measures {P (δ)θ,σ; (θ, σ) ∈
Θ × Σ} is LAN at any points (θ0, σ0) ∈ Θ × Σ for the rate matrix φN (θ0, σ0)
satisfying Assumption 2, that is, the log-likelihood ratio admits the following
representation for any u ∈ Rp+1 :
log
dP
(δ)
(θ0,σ0)+φN (θ0,σ0)u
dP
(δ)
θ0,σ0
= 〈u, ζN (θ0, σ0)〉 − 1
2
〈J (θ0, σ0)u, u〉+ rN (θ0, σ0),
where
ζN (θ0, σ0)→ N (0,J (θ0, σ0)), rN (θ0, σ0)→ 0,
in law under P
(δ)
θ0,σ0
and the matrix J (θ, σ) is given by(
D 0p−1×2
02×p−1 E
)(Fp(θ) ap(θ)
ap(θ)
T 2
)(
D 0p−1×2
02×p−1 E
)T
,
where
D = D(θ0, σ0) = diag(d
(1), · · · , d(p−1)), E = E(θ0, σ0) =
(
α γ
αˆ γˆ
)
.
In particular, the matrix J (θ, σ) is nondegenerate.
B.1 The efficient estimation rate for (ψ,H)
As the rate matrix, we can take
φN,2 =
1√
N
(
1 0
−σ log δ σ
)
,
which gives α = 1, αˆ = 0, γ = 0 and γˆ = σ−1. Therefore,
E =
(
1 0
0 1
)
.
Then, J (θ, σ) is given by
J (θ, σ) =
[ Fp(θ) ap(θ)
ap(θ)
T 2
]−1
.
20
By Theorem 8, the LAN property implies that
lim inf
η→0
lim inf
δ→0
sup
|(θ,σ)−(θ0,σ0)|<η
Eθ,σ
[
l
(
φ−1N
(
θˆN − θ
σˆN − σ
))]
≥ Eθ0,σ0
[
l
(J (θ0, σ0)−1N)]
for any symmetric, nonnegative quasi-convex function l with lim|z|→∞ e−ε|z|
2
l(z) =
0 for any ε > 0, where N ∼ N (0, Ip+1). Since
φ−1N =
(
1√
N
Ip−1 0p−1×2
02×p−1 φ−1N,2
)
where φ−1N,2 =
√
N
(
1 0
log δ 1
σ
)
,
we obtain the asymptotic lower bound of
lim inf
η→0
lim inf
δ→0
sup
|(θ,σ)−(θ0,σ0)|<η
E


√
N(ψˆN − ψ)√
N(HˆN −H)√
N log δ(HˆN −H0) +
√
N
σ
(σˆN − σ)

⊗2
by taking l(x) = xTx, x ∈ Rp+1 as follows.[Fp(θ0) ap(θ0)
ap(θ)
T 2
]−1
=
[ Gp(θ)−1 − 12Gp(θ)−1ap(θ)− 12ap(θ)TGp(θ)−1 12 + 14ap(θ)TGp(θ)−1ap(θ)
]
.
Here, we use Lemma 2 in the above equality. In particular, this means the
efficient rate of estimation for (ψ,H) is
√
NIp when all parameters (ψ,H, σ)
are unknown. Note that when σ is known, the efficient rate for H is
√
N log δ,
which follows from Theorem 7.
B.2 The efficient estimation rate for σ
As the rate matrix, we can take
φN,2 =
1√
N
( 1
log δ 1
0 −σ log δ
)
,
which gives α = 0, αˆ = 1, γ = 1 and γˆ = 0. Therefore,
E =
(
0 1
1 0
)
.
Then, J (θ, σ) is given by
J (θ, σ) =
(
Ip−1 0p−1×2
02×p−1 E
)[ Fp(θ) ap(θ)
ap(θ)
T 2
](
Ip−1 0p−1×2
02×p−1 E
)T
.
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By Theorem 8, the LAN property implies that
lim inf
η→0
lim inf
δ→0
sup
|(θ,σ)−(θ0,σ0)|<η
Eθ,σ
[
l
(
φ−1N
(
θˆN − θ
σˆN − σ
))]
≥ Eθ0,σ0
[
l
(J (θ0, σ0)−1N)]
for any symmetric, nonnegative quasi-convex function l with lim|z|→∞ e−ε|z|
2
l(z) =
0 for any ε > 0, where N ∼ N (0, Ip+1). Since
φ−1N =
(
1√
N
Ip−1 0p−1×2
02×p−1 φ−1N,2
)
where φ−1N,2 = −
√
N
σ
(−σ log δ −1
0 1log δ
)
,
we obtain the asymptotic lower bound of
lim inf
η→0
lim inf
δ→0
sup
|(θ,σ)−(θ0,σ0)|<η
E


√
N(ψˆN − ψ0)
−
√
N
σ log δ (σˆN − σ0)√
N log δ(HˆN −H0) +
√
N
σ
(σˆN − σ0)

⊗2
by taking l(x) = xTx, x ∈ Rp+1 as follows.[Fp(θ0) ap(θ0)
ap(θ)
T 2
]−1
=
[ Gp(θ)−1 − 12Gp(θ)−1ap(θ)− 12ap(θ)TGp(θ)−1 12 + 14ap(θ)TGp(θ)−1ap(θ)
]
.
Here, we use Lemma 2 and the relation:
φ−1N
(
θˆN − θ
σˆN − σ
)
=
(
Ip−1 0p−1×2
02×p−1 E
)
√
N(ψˆN − ψ0)
−
√
N
σ log δ (σˆN − σ0)√
N log δ(HˆN −H0) +
√
N
σ0
(σˆN − σ0)
 .
In particular, this means the efficient rate of estimation for σ is
√
N/| log δ| when
all parameters (θ, σ) are unknown. Note that when H is known, the efficient
rate for σ is
√
N , which follows from Theorem 7.
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