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a b s t r a c t
A Hindmarsh–Rose (HR) model was constructed from voltage clamp data to provide
a simple description of the patterned activity seen in molluscan neurons. Its complex
dynamics characters are presented, including the phase trajectory, the Lyapunov exponents
and the Poincaré map. Furthermore, a no-chattering sliding mode control method for
the Hindmarsh–Rose (HR) model with uncertain parameters and bounded external
disturbances is proposed, and it can control the system to any point and any periodic
orbit. Both the theoretical analysis and the simulation results are presented to confirm the
validity of the control method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Chaos has been found inmany fields of research, such as secure communication [1], mathematics [2], power systems [3],
medicine [4], biology [5], and time series [6]. Hence, chaos is one of the most interesting topics to have attracted many
researchers in all scientific fields [7].
A Hindmarsh–Rose (HR)model was constructed from voltage clamp data to provide a simple description of the patterned
activity seen inmolluscan neurons [8]. An HR neuron is a systemwith amultiple time scale, an important characterization of
which is irregular bursting chaos [9]. Among various neuronal models, the HR neuron can be considered as a physiologically
realistic model of the Hodgkin–Huxley type, and it has received the interest of many researchers. For example, Rosa and
his co-workers observed the arising of a new slow regular rhythm along the chain of unidirectional coupled neurons whose
individual dynamics is periodic spiking [10]. Hu and his graduate student found periodic states with a functional phase
relation for extremely weak coupling in the coupled HR neurons model and the coupled Pikovsky circuit model where all
oscillators take the same orbit while the phase of different oscillators has functional relation [11]. In [12], synchronization
of two simple neuron models has been investigated in many studies, and a system of two uncoupled, nonidentical HR
neurons is studied. A new approach for chaotic synchronization of HR neural networks linked by special nonlinear coupling
function was proposed by Yu and Peng [13]. In [14], the locally active region and the edge of chaos region of the HR model
for neuron dynamics are studied. Wei et al. investigated how the activity of complex neural networks depends on random
long-range connections [15]. Chaotic bursting lag synchronization of an HR system is investigated in [16]. The issues of
impulsive control and synchronization of a chaotic HR model are investigated in [17]. Che and his co-worker present an
adaptive neural-network-based sliding mode control for unidirectional synchronization of HR neurons in a master–slave
configuration [18].
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(a) State trajectory of x, y, z. (b) State trajectory of x, z.
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(c) State trajectory of z, x. (d) State trajectory of z, y.
Fig. 1. State trajectory of the HR neuron system without external disturbance.
Chaos control plays a very important role in the study of chaotic systems, and it has great significance in the application
of chaos. Since chaos is very sensitive to its initial condition, chaos control was once believed to be impossible. However,
the OGY method [19], developed in the 1990’s, completely changed this situation. It has been an attractive research
area, and many researchers have made lots of significant contributions to it. For example, Nakajima [20] presented
two theorems on limitations in controlling chaos by delayed feedback control. Yang et al. [21] proposed a control
method of chaos in a Lorenz system, whereby a sliding surface is assigned such that a sliding mode motion occurs
when the proposed control law is applied. Ahmad and his co-worker [22] use the recursive ‘‘backstepping’’ method
for the problem of chaos control. Hovel et al. [23] show that time-delayed feedback methods, which have successfully
been used to control unstable periodic orbits, provide a tool to stabilize unstable steady states. Tavazoei and Haeri [24]
proposed a fractional-order controller to stabilize the unstable fixed points of an unstable open-loop system. Wei and
Yang [25] presented a simple control method to control chaos by using periodic parameter perturbation in diffusionless
Lorenz equations (DLE). An adaptive fuzzy control method is developed to suppress chaos in a permanent magnet
synchronous motor drive system via backstepping technology [26]. Konishi et al. [27] proposed a delayed feedback
control (DFC) based on the act-and-wait concept, which reduces the dynamics of DFC systems to that of discrete-time
systems. Fuh and Wang [28] presented a control scheme for chaotic dynamic systems with significant measurement
noise featuring an input-state linearization scheme and a filter based upon an independent component analysis
algorithm.
In this paper, the complex dynamics characters of the Hindmarsh–Rose (HR) neuron mathematical model with bounded
external disturbances are presented. Furthermore, a new no-chattering sliding mode control method for the HR neuron
model with uncertain parameters and bounded external disturbances is proposed, and the system can be controlled to any
point and any periodic orbit. Both the theoretical analysis and numerical simulations are presented.
The rest of the paper is organized as follows. In Section 2, the complex dynamics characters of the Hindmarsh–Rose
(HR) neuron mathematical model with bounded external disturbances are presented. A new no-chattering sliding mode
control method for the HR neuron model with uncertain parameters and bounded external disturbances is proposed, and
the theoretical analysis is shown to be in agreement with simulation results in Section 3. Section 4 closes this work.
D.-Y. Chen et al. / Computers and Mathematics with Applications 61 (2011) 3161–3171 3163
-2
-1
0
1
2
-10
-5
0
5
x
y
z
2.5
3
3.5
4
4.5
-1.5 -1 -0.5 0 0.5 1 1.5 2
x
y
-8
-6
-4
-2
0
2
(a) State trajectory of x, y, z. (b) State trajectory of x, y.
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(c) State trajectory of z, x. (d) State trajectory of z, y.
Fig. 2. State trajectory of the HR neuron system in the presence of an external disturbance.
2. The Hindmarsh–Rose (HR) neuron mathematical model
2.1. The Hindmarsh–Rose (HR) neuron model
A HR neuron system [29] can be written as follows:x˙ = y− ax
3 + bx2 − z + I0
y˙ = c − dx2 − y
z˙ = r[s(x− x0)− z].
(1)
Consider system (1) being perturbed by external disturbances, which can be modeled as follows:x˙ = y− ax
3 + bx2 − z + I0 + d1
y˙ = c − dx2 − y+ d2
z˙ = r[s(x− x0)− z] + d3,
(2)
where x is the membrane potential, y is associated with the fast current, and z with the slow current. Here, a, b, c , d, r , s and
x0 are constants whose standard values are: a = 1.0, b = 3.0, c = 1.0, d = 5.0, r = 0.006, s = 4.0, x0 = −1.6 and I0 is
the external current input. d1, d2, and d3 are external disturbances which are assumed to be bounded, i.e., |di| ≤ δ1.
Here, I0 = 3.2, d1 = 0.8 sin(t), d2 = 0.5 and d3 = 0.5 cos(t) are selected. The state trajectory of the HR neuron system
(1) is shown in Fig. 1, while the state trajectory of system (2) is illustrated in Fig. 2.
2.2. Poincaré map of the system
A Poincarémap is a typicalmethod of dynamic system analysis, and a Poincaré section is a hypersurface in the state space
transverse to the flow of the system of interest. In non-autonomous systems, points on the Poincaré section represent the
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Fig. 3. Poincaré diagram of the HR neuron system.
return points of a time series corresponding to a constant interval T , where T is the driving period of the excitation force.
The projection of the Poincaré section on the x(nT ) plane is referred to as the Poincaré map of the dynamic system. When
the system performs quasi-periodic motion, the return points in the Poincaré map form a closed curve. For chaotic motion,
the return points form a fractal structure comprising many irregularly distributed points. Finally, for nT -periodic motion,
the return points have the form of n discrete points.
Fig. 3 shows the system’s Poincaré map, where gain and the Poincaré map is got in the plane z = 3.2. It displays many
irregularly distributed points, which form a fractal structure, in the x–y view, i.e., chaotic motion.
2.3. Lyapunov exponents
We describe the n-dimensional vibrating system with first-order differential equations:
x˙ = f (x) x ∈ Rn. (3)
We select two trajectories L1 and L2, whose starting points are close to each other; the starting points are x0 and x0+1x0,
respectively. The trajectory that begins at the point x0 is called the reference trajectory, and the other is known as the
adjacent trajectory. At time t , the points on the reference track and the adjacent track are x(x0, t) and x(x0 + 1x0, t),
respectively.
Note that δ(x0,t) = x(x0 +1x0, t)− x(x0, t). When δ is small enough to satisfy the linear equations at x0 in system (3),
δ˙ = Df · δ, (4)
where Df represents the n-order Jacobi matrix at the point x0, the convergence or divergence average rate at this point of
the two adjacent tracks along the direction of δ is
λ(x0, δ) = lim
t→∞
δ0→0
1
t
ln
‖δ‖
‖δ0‖ . (5)
In the formula δ0 = δ(x0, 0), we select a set of spatial basis vectors {ei, i = 1, 2, . . . , n}; for each base vector ei,
λi(x0, ei) (i = 1, 2, . . . , n) can be determined by formula (4), and then we rank them by beginning with the largest one:
λ1 ≥ λ2 ≥ · · · ≥ λn. System (3) provides the Lyapunov exponents. λi is the degree of separation on the time-varying
adjacent track of each dimension in the n-dimensional space. If the largest one λ1 > 0, the system is chaotic; otherwise, the
system is periodic.
To make the chaos more intuitive, a diagram of the largest Lyapunov exponents varying with the parameter I0 is created,
as shown in Fig. 4. One can observe that the largest Lyapunov exponent is above 0 when I0 = 3.2, which means that the
system is chaotic.
3. Sliding mode control
3.1. Designing the controllers
The basic ideas of the sliding control method are as follows. Construct a sliding surface that represents a desired system
dynamics, and then develop a switching control law such that a sliding mode exists on every point of the sliding surface,
and any states outside the surface are driven to reach the surface in a finite time.
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Fig. 4. The largest Lyapunov exponential diagram of an HR neuron system with I0 ∈ [0, 10].
To control chaos in HR neuron system (2), the control inputs, u(t), are added to the equation:x˙ = y− ax
3 + bx2 − z + I0 + d1 + u1
y˙ = c − dx2 − y+ d2 + u2
z˙ = r[s(x− x0)− z] + d3 + u3.
(6)
We define the following matrices:
A =
0 1 −1
0 −1 0
rs 0 −r

; B =
1 0 0
0 1 0
0 0 1

; D =
d1
d2
d3

; g =
bx2 − ax3−dx2
0
 ; 1f =  I0c
−rsx0

whereA is the systemmatrix, B is the controlmatrix,D is the noisematrix, g is the nonlinearities in the system,1f represents
the parameter matrix, and |1f | ≤ δ2. The control problem is to get the state x = [x, y, z]T to track a specific time-varying
state xd = [xdx, xdy, xdz]T in the presence of an external disturbance. The tracking error is defined as
e = x− xd. (7)
The error dynamics can be written as follows:
e˙ = x˙− x˙d = Ax+ Bg + Bu+ d+1f − x˙d. (8)
The time-varying proportional plus integral sliding surface S = S(e, t) is defined as
S = Ke−
∫ t
0
K(A− BL)e(τ )dτ , (9)
where K ∈ R3×3, which must satisfy det(KB) ≠ 0, is a gain matrix, and L ∈ R3×3, which must have a stable matrix A− BL, is
a gain matrix; namely, the eigenvalues λi (i=1,2,3) of the matrix A− BL are negative (λi < 0). In the sliding mode, the sliding
surface and its derivative must satisfy S = S˙ = 0◦
S˙ = KBg + KBLe+ KBu+ Kd+ K1f + KAxd − Kx˙d. (10)
To satisfy the sliding condition, we design the control strategy as follows:
u = −[g + Le] − (KB)−1[KAxd − Kx˙d] − (KB)−1[ε + ‖KBg‖]sat(S/h), (11)
where
sat(S/h) =

sign(S), |S| > h
S/h, |S| ≤ h (12)
and h is a positive constant. Good approximation requires the use of small h.
Theorem. If ε is a constant, and satisfies ε > δ1 + δ2 + 1, controller (11) can make system (6) reach the sliding mode S = 0 in
finite time. The state variables’ trajectory is the same as the selected reference state trajectory xd.
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(a) The state variables of x. (b) The state variables of y.
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Fig. 5. The state variables of the HR neuron system in the presence of external disturbance.
Proof. Construct the Lyapunov function
V = ST S˙ =
3−
i=1
S2i . (13)
By substituting (10) and (11) into (13), we obtain
ST S˙ = ST (KBg + KBLe+ Kd+ K1f + KBu+ KAxd − KAx˙d)
= ST [Kd+ K1f − (ε + ‖KBg‖)sat(S/h)]
≤ ST [d+1f − εsat(S/h)]
≤
3−
i=1
|Si|δ1 +
3−
i=1
|Si|δ2 −
3−
i=1
Sisat(Si/h)ε. (14)
When |S| > h,
Sisat(Si/h) = |Si|. (15)
Substituting (15) into (14), we get
ST S˙ ≤
3−
i=1
|Si|δ1 +
3−
i=1
|Si|δ2 −
3−
i=1
|Si|ε
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Fig. 6. The time responses of states of the controlled HR neuron system in the presence of external disturbance. (The control u(t) is activated at t = 10.)
= (δ1 + δ2 − ε)
3−
i=1
|Si|
< −
3−
i=1
|Si|. (16)
We obtain |S| > h,V˙ < 0, which implies that there exists a limit time T1 where |S| ≤ h, ∀t > T1. 
3.2. Numerical simulations
For our numerical simulations, the gain matrix K is selected as K = diag(1, 1, 1). To control system (6), the desired
eigenvalues of the matrix A− BL are taken as P = [−5,−5,−5]; then we get the matrix L:
L =
5 1 −1
0 4 0
rs 0 5− r

.
The Proportional and Integral (PI) sliding surface is obtained as follows.
S1 = e1 +
∫ t
0
5e1(τ )dτ
S2 = e2 +
∫ t
0
5e2(τ )dτ
S3 = e3 +
∫ t
0
5e3(τ )dτ .
(17)
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Fig. 7. The time responses of the sliding surface S.
The initial values are taken as [x(0), y(0), z(0)] = [0.3, 0.3, 3], and the reference state xd1 = xd2 = xd3 = xd.
One can get the control signals:
u1 = −5e1 − e2 + e3 − bx2 + ax3 + x˙d
−(ε + |bx− ax|)sign(s1/h)
u2 = dx2 − 4e2 + xd + x˙d − (ε + |dx2|)sat(s2/h)
u3 = −rse+ (r − 5)e+ x˙d − rxd(s− 1)− εsat(s3/h).
(18)
When u1 = u2 = u3 = 0, the state variables of system (6) are as shown in Fig. 5. The trajectories display a very complex
random behavior in the course of time (Fig. 5); i.e., the behavior is chaotic.
3.3. Design of the control gain
In the actual process of sliding mode control, due to the existence of inertia, chattering is inevitable. The existence of
chattering is the main obstacle to further application of sliding mode control; many scholars have done research into this,
and they have obtained many results. In general, there are two approaches: one is using continuous approximation to an
ideal switch, and the other is adjusting the arrival rate. The former eliminates chattering, while making the controller lose
its valuable anti-perturbation and anti-jamming features, thus limiting its applications. To eliminate the chattering caused
by sliding mode control, selecting a proper gain coefficient is necessary. We see from the derivation in 2.1 that
S˙ = d+1f − (ε + ‖KBg‖)sat(S/h), (19)
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Fig. 8. The responses of the state variables and the reference orbit of the stabilized HR neuron system with external disturbance. (The control u(t) is
implemented at t = 10.)
where the slope of the linear portion of sat(S/h) is 1/h, so in the limit, as h → 0, the saturation function sat(S/h) approaches
the sign function sign(S). S˙ represents the rate of arrival at the sliding surface. When the control condition ε > δ1+δ2+1 is
satisfied and h is small enough, reduction of the chattering can be achieved. So ε = 7 and h = 0.01 are chosen in this study.
3.4. Control to a fixed point
This control method can control the system to any stable point, without losing generality; in this study we chose
xd = [0.5, 0.5, 0.5]. The control actions are implemented at time t = 10 s. Figs. 6 and 7 illustrate the state trajectories
of the states x, y, z of system (6) and the sliding surface (12) in the presence of the control law (13), respectively. These
show that the obtained theoretic results are feasible and efficient for controlling the HR neuron system. The parameters are
a = 1.0, b = 3.0, c = 1.0, d = 5.0, r = 0.006, s = 4.0, I0 = 3.2| sin(t)|, ε = 7, h = 0.01.
3.5. Control to fixed track
System (6) can be controlled to any fixed periodic orbit with the sliding mode control method. Here xd =
[sin(0.8t), sin(0.8t), sin(0.8t)] is chosen, and the controller signals are activated at t = 10 s. Fig. 8 shows the responses
of the state variables and the reference orbit. After the controller was applied, the state of system (6) follows the reference
state xd immediately. Fig. 9 shows the sliding surface. The parameters in the system are not changed.
4. Conclusions
In this paper, a method for chaos control of an uncertain HR neuron system with bounded disturbance is addressed.
The method is based on sliding mode controller designation. To eliminate the chattering caused by sliding mode control, a
saturation function is implemented instead of a sign function. The robustness is verified by means of different simulations.
3170 D.-Y. Chen et al. / Computers and Mathematics with Applications 61 (2011) 3161–3171
Time t/(sec.)
s 1
-20
-15
-10
-5
0
5
10
0 5 10 15 20 25 30 35 40 45 50
s 2
Time t/(sec.)
0 5 10 15 20 25 30 35 40 45 50
-140
-120
-100
-80
-60
-40
-20
0
20
(a) The time response of the sliding surface s1 . (b) The time response of the sliding surface s2 .
Time t/(sec.)
s 3
-20
0
20
40
60
80
100
120
140
160
0 5 10 15 20 25 30 35 40 45 50
(c) The time response of the sliding surface s3 .
Fig. 9. The time responses of the sliding surface S.
References
[1] A. Khadra, X.Z. Liu, X. Shen, Impulsively synchronizing chaotic systems with delay and applications to secure communication, Automatica 41 (2005)
1491–1502.
[2] Y.J. Liu, Q.G. Yang, Dynamics of a new Lorenz-like chaotic system, Nonlinear Analysis. Real World Applications 11 (2010) 2563–2572.
[3] A.M. Harb, A.J. Nabil, Controlling Hopf bifurcation and chaos in a small power system, Chaos, Solitons and Fractals 18 (2003) 1055–1063.
[4] W.L. Ditto, Applications of chaos in biology and medicine, Chaos and the Changing Nature of Science and Medicine 376 (1996) 175–202.
[5] J. Ma, C.N.Wang, J. Tang, et al., Suppression of the spiral wave and turbulence in the excitability-modulatedmedia, International Journal of Theoretical
Physics 48 (2009) 150–157.
[6] J. Zhang, J. Sun, X. Luo, K. Zhang, T. Nakamura, M. Small, Characterizing topology of pseudoperiodic time series via complex network approach, Physica
D 237 (2008) 2856–2865.
[7] Z.C.Wei, Q.G. Yang, Controlling the diffusionless Lorenz equationswith periodic parametric perturbation, Computers &MathematicswithApplications
58 (2009) 1979–1987.
[8] X.L. Fang, H.J. Yu, Z.L. Jiang, Chaotic synchronization of nearest-neighbor diffusive coupling Hindmarsh–Rose neural networks in noisy environments,
Chaos, Solitons and Fractals 39 (2009) 2426–2441.
[9] J.L. Hindmarsh, R.M. Rose, A model of neuronal bursting using three coupled first order differential equations, Proceedings of the Royal Society of
London, Series B 22 (1984) 87–102.
[10] M.L. Rosa, M.I. Rabinovich, R. Huerta, et al., Slow regularization through chaotic oscillation transfer in an unidirectional chain of Hindmarsh–Rose
models, Physics Letters A 266 (2000) 88–93.
[11] D.H. He, G. Hu, M. Zhan, H.P. Lu, Periodic states with functional phase relation in weakly coupled chaotic Hindmarsh–Rose neurons, Physica D 156
(2001) 314–324.
[12] Y. Wu, J.X. Xu, D.H. He, et al., Generalized synchronization induced by noise and parameter mismatching in Hindmarsh–Rose neurons, Chaos, Solitons
and Fractals 23 (2005) 1605–1611.
[13] H.J. Yu, J.H. Peng, Chaotic synchronization and control in nonlinear-coupled Hindmarsh–Rose neural systems, Chaos, Solitons and Fractals 29 (2006)
342–348.
[14] P. Arena, L. Fortuna, M. Frasca, M.L. Rosa, Locally active Hindmarsh–Rose neurons, Chaos, Solitons and Fractals 27 (2006) 405–412.
[15] D.Q. Wei, X.S. Luo, Y.H. Qin, Random long-range connections induce activity of complex Hindmarsh–Rose neural networks, Physica A 387 (2008)
2155–2160.
[16] Z.L. Wang, X.R. Shi, Chaotic bursting lag synchronization of Hindmarsh–Rose system via a single controller, Applied Mathematics and Computation
215 (2009) 1091–1097.
D.-Y. Chen et al. / Computers and Mathematics with Applications 61 (2011) 3161–3171 3171
[17] Q.J. Wu, J. Zhou, L. Xiang, Z.R. Liu, Impulsive control and synchronization of chaotic Hindmarsh–Rose models for neuronal activity, Chaos, Solitons and
Fractals 41 (2009) 2706–2715.
[18] Y.Q. Che, J. Wang, K.M. Tsang, W.L. Chan, Unidirectional synchronization for Hindmarsh–Rose neurons via robust adaptive sliding mode control,
Nonlinear Analysis: Real World Applications 11 (2010) 1096–1104.
[19] E. Ott, G. Grebogi, J.A. Yorke, Controlling chaos, Physical Review Letters 64 (1990) 1196–1199.
[20] H. Nakajima, On analytical properties of delayed feedback control of chaos, Physics Letters A 232 (1997) 207–210.
[21] S.K. Yang, C.L. Chien, H.T. Yau, Control of chaos in Lorenz system, Chaos, Solitons and Fractals 13 (2002) 767–780.
[22] W.M. Ahamad, A.M. Harb, On nonlinear control design for autonomous chaotic systems of integer and fractional orders, Chaos, Solitons and Fractals
18 (2003) 693–701.
[23] P. Hovel, E. Scholl, Control of unstable steady states by time-delayed feedback methods, Physical Review E 72 (2005) 046203.
[24] M.S. Tavazoei, M. Haeri, Chaos control via a simple fractional-order controller, Physics Letters A 372 (2008) 798–807.
[25] Z.C.Wei, Q.G. Yang, Controlling the diffusionless Lorenz equationswith periodic parametric perturbation, Computers &MathematicswithApplications
58 (2009) 1979–1987.
[26] J.P. Yu, B. Chen, H.S. Yu, J.W. Gao, Adaptive fuzzy tracking control for the chaotic permanentmagnet synchronousmotor drive system via backstepping,
Nonlinear Analysis. Real World Applications 12 (2011) 671–681.
[27] K. Konishi, H. Kokame, N. Hara, Delayed feedback control based on the act-and-wait concept, Nonlinear Dynamics 63 (2011) 513–519.
[28] C.C. Fuh, M.C. Wang, A combined input-state feedback linearization scheme and independent component analysis filter for the control of chaotic
systems with significant measurement noise, Journal of Vibration and Control 17 (2011) 215–221.
[29] J.L. Hindmarsh, R.M. Rose, A model of neuronal bursting using three coupled first order differential equations, Proceedings of the Royal Society of
London, Series B 22 (1984) 87–102.
