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Abstract
We characterize the linear preservers of minus partial order on matrix algebras. The de-
veloped approach allows us to classify linear transformations that live fixed several mat-
rix relations arising as extremal cases in some classical matrix inequalities, including rank-
additivity relation and related properties. Applications to the determinant preservers are con-
sidered. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Many authors have studied the problem of determining the linear maps of n× n
matrix algebra Mn(F) over a field F that leave certain matrix relations, subsets,
or properties invariant. The first results in this direction are due to Frobenius and
Dieudonné [9,12].
Theorem 1.1 [12]. Let T : Mn(C)→ Mn(C) be a bijective linear transformation
such that det T (X) = detX for all matrices X ∈ Mn(C), where C denotes the field
of complex numbers. Then there exist invertible matrices P,Q ∈ Mn(C) such that
det (PQ) = 1 and T has the form
T (X) = PXQ for all X ∈ Mn(C) or T (X) = PXtQ for all X ∈ Mn(C),
where Xt denotes the transposed matrix. The matrices P and Q are unique up to a
scalar factor.
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Theorem 1.2 ([9], see also [11, Lemma 1]). Let F be any field and suppose that T
is an invertible linear transformation on Mn(F) satisfying detX = 0 which implies
detT (X) = 0. Then there exist invertible matrices P,Q ∈ Mn(F) such that T has
the form
T (X) = PXQ for all X ∈ Mn(F) or (1.1)
T (X) = PXtQ for all X ∈ Mn(F).
In the recent years a lot of work has been done on classifying linear transforma-
tions on matrix algebras that live fixed certain matrix invariants, properties, relations
or subsets. Questions of this type are usually called linear preserver problems (LPPs).
For the survey on this topic one can see [20,25].
The present paper is concerned with the linear preservers of several relations that
can be defined in terms of matrix inequalities. One of the most vital relations of
this kind is a matrix partial order, that is anti-symmetric, reflexive, and transitive
binary relation, defined on the matrix algebra. A number of different partial orderings
can be introduced in matrix algebras, see [3,8,10,15,18]. However, see [1,13,16] the
majority of them are closely related to the so-called minus-order introduced by
Hartwig in [15]. We discuss this order in Section 2.
Once we have partially ordered algebraic structure (S,) it is natural to ask which
automorphisms of S preserve the order relation. In this paper, we deal with the linear
version of this problem in the case S =Mn(F), where F is a field with more than n
elements. In Section 4, we classify bijective linear transformations on matrix algebra
that preserve the minus-order. It follows the classification for linear preservers of
many matrix relations different in nature which are equivalent to this partial order
and we list some of them.
Our approach is based on the certain reduction technique. For a given matrix
binary relation (∗) we construct the subset L(∗) ⊆ Mn(F) satisfying the following
conditions:
(1) if the transformation T preserves the relation (∗), then T preserves the subset
L(∗);
(2) the structure of L(∗) is simpler than the structure of the set of matrices satisfying
(∗);
(3) linear preservers of L(∗) are known or can be easily found.
Reductions are commonly used by researches of linear preserver problems. For ex-
ample, many LPPs are done by reducing the original problems to rank preservers.
The systematic treatment of the reduction technique for LPPs was recently developed
in [14], where several classes of LPPs were reduced to the nilpotent or idempotent
preserver problems. The method proposed in the present paper is based on the reduc-
tions to the singularity preservers. It works well for relations on matrices defined via
matrix inequalities. To illustrate this we consider linear preservers of rank-additivity.
Namely, such a linear transformation T : Mn(F)→ Mn(F) that condition rk (A+
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B) = rkA+ rkB implies the condition rk (T (A)+ T (B)) = rk T (A)+ rk T (B).
For algebraically closed fields the rank-additivity preservers were recently classified
by Beasley [5]. His proof uses several results on rank-r spaces, see [6,19,27]. In
Section 3, we propose a direct reduction for the rank-additivity and related LPPs
to the singularity preservers which is based on the technique described above. In
particular, our proof does not use the fact that the base field is algebraically closed
and valid for an arbitrary field with sufficiently many elements. Moreover, the rank-
additivity condition can be considered as an extremal case (the case of equality for
the upper bound) in the following classical matrix inequality:
|rkA− rkB|  rk (A+ B)  rkA+ rkB. (1.2)
In Theorem 3.6 we also deal with the low bound in inequality (1.2) and give a clas-
sification of bijective linear preservers of its extremal case. The reduction technique
allows us to deal with rank-additivity relations for k-tuples of matrices and prove
that the linear preservers of this relation are of standard form.
By the same method in Section 5, we obtain an extension of classical results by
Frobenius on determinant preservers and Dieudonné on singularity preservers by
classifying bijective linear transformations that maps all matrices over algebraically
closed field with determinant in a given subset ∅ /= 1 ⊆ F, to the matrices with
determinant in a given proper subset ∅ /= 2 ⊂ F.
2. The minus-ordering and rank-subtractivity
Let S be a semigroup. There is a fundamental relation that can be defined on the
set of idempotents of S, if any. It is a well-known standard partial order, see [7, vol.
1, p. 23]:
e  f if and only if e = ef = f e. (2.1)
A natural problem is then, how to extend this relation to a larger class of elements
maintaining its respective character. Hartwig in [15] obtained an extension of this
partial order to the set of regular elements of the semigroup S. The regularity in
this context is the von Neumann regularity, i.e., an element a ∈ S is regular iff there
exists a solution of the equation axa = a in S. These solutions are usually called
inner inverses of a and denoted by a−. If in addition, xax = x, then we call x a
reflexive inverse of a, and denote it by a+. By means of reflexive inverses partial
order (2.1) was extended in [15] to the so-called minus-order.
Definition 2.1. For a, b ∈ S it is said that a ¯ b if
(i) a is regular;
(ii) there exists a+ ∈ S such that a+a = a+b and aa+ = ba+.
It is proved in [15, Theorem 1] that this relation is the order on the set of regular
elements and coincides with the previous one on the set of idempotents.
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The detailed account for properties of this order on semigroups, monoids, and
rings can be found in [8,15,23]. An obvious advantage of this partial order to com-
pare with the others [3,8,10,15,18] is that its properties are strongly improved if one
improves the ring properties of the base algebraic structure, namely, changes the
semigroup S to a monoid or to a ring satisfying certain conditions. Finally, in the
case of matrix ring over the field of complex numbers the minus-order has a lot of
different equivalent characterizations. In particular, Hartwig in [15] has considered
the following binary relation called the rank-subtractivity.
Definition 2.2. A pair of matrices A,B ∈ Mn(F) is called rank-subtractive if
rk (B − A) = rkB − rkA. (2.2)
It is worth to note that equality (2.2) is equivalent to the inequality rk (B − A) 
rkB − rkA since the inequality rk (B − A)  rkB − rkA holds for arbitrary
matrices A and B.
This relation defines a partial order on matrices. Indeed, it is clearly reflexive
and anti-symmetric, it is also transitive since if pairs (A,B) and (B,C) are rank-
subtractive, then one has
rk (C − A) = rk ((B − A)+ (C − B))  rk (B − A)+ rk (C − B)
= rkB − rkA+ rkC − rkB = rkC − rkA,
i.e., the pair (A,C) is rank-subtractive.
In [15, Theorem 3.2] it is proved that rank-subtractivity partial order is equivalent
to minus-order.
For the classification of linear preservers of minus-order we need the reduction
technique developed in the next section.
3. The reduction technique and matrix inequalities
Let (∗) be a certain binary relation defined on the matrix algebra Mn(F) over a
field F. We introduce the following subset L(∗) ⊆Mn(F):
Definition 3.1. L(∗) = {X ∈ Mn(F) | there exist nonzero A,B ∈ Mn(F), such that
for all k ∈ F the relation (∗) holds for the pair (A+ kX,B)}.
Lemma 3.2. Let T be a linear bijective transformation which maps pairs of matrices
satisfying (∗) into pairs of matrices satisfying (∗). Then T maps the set L(∗) into
itself.
Proof. Let us consider an arbitrary matrix X ∈ L(∗). Then by definition of L(∗)
there exist nonzero matrices A,B ∈ Mn(F) such that (∗) holds for pair (A+ kX,B)
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for all k ∈ F. The transformation T preserves (∗). Hence, (∗) holds for pair
(T (A+ kX), T (B)) for all k ∈ F. Since T is a linear transformation, it follows that
T (A+ kX) = T (A)+ kT (X). Hence, (∗) holds for pair (T (A)+ kT (X), T (B))
for all k ∈ F. Note that T (A) /= 0 and T (B) /= 0 since A /= 0, B /= 0, and trans-
formation T is bijective. Hence, by definition, T (X) ∈ L(∗). 
Now we are ready to deal with linear preservers of extremal cases for the matrix
inequality
|rkA− rkB|  rk (A+ B)  rkA+ rkB.
We start with the upper bound.
Lemma 3.3. Let A,B ∈ Mn(F), |F| > n, and binary relation (∗) has the form
rk (A+ B) = rkA+ rkB. (3.1)
Then L(∗) is the set of all singular matrices.
Proof. (I). LetX be an arbitrary singular matrix. Then there exist invertible matrices
U and V such that X = Udiag (1, . . . , 1, 0, . . . , 0)V . We fix A = UE1nV , B =
UEn1V , where Eij denotes the matrix with 1 in the (ij)th position and zero else-
where. If k = 0, then the pair (A+ kX,B) is rank-additive since A+ kX = A and
rkA = 1, rkB = 1, and rk (A+ B) = 2. If k /= 0, then rk (A+ kX) = rkX by the
choice of matrices A, U, V . It follows that rk (A+ kX)+ rkB = rk (A+ kX)+
1 = rk (A+ kX + B) by the choice of matrix B. Thus, X ∈ L(∗).
(II). Conversely, let X be an invertible matrix. Then detX /= 0. There exist
matrices U and V , det (UV ) = 1, such that X = Udiag (1, . . . , 1, detX)V . For an
arbitrary matrix A ∈ Mn(F) we evaluate that the following determinant:
det (A+ kX) = det (U(U−1AV−1 + diag (k, . . . , k, k detX))V
= det (UV ) · det (U−1AV−1 + diag (k, . . . , k, k detX))
= det (U−1AV−1 + diag (k, . . . , k, k detX)) = detX · kn + · · ·
is a polynomial of degree n on the variable k since the coefficient for kn is equal
to detX /= 0. The cardinality |F| > n, and hence, there exists an element k0 ∈ F
such that det (A+ k0X) /= 0, i.e., the matrix (A+ k0X) is invertible. Then for an
arbitrary nonzero matrix B ∈ Mn(F) one has rk (A+ k0X)+ rkB = n+ rkB > n
at the same time rk (A+ k0X + B)  n. Therefore, (∗), i.e., the rank-additivity does
not hold for pair (A+ k0X,B). This proves the lemma. 
Lemma 3.4. Let A,B ∈ Mn(F), |F| > n+ 1, and (∗) be the following relation:
rk (A+ B) = |rkA− rkB|. (3.2)
Then L(∗) is the set of all singular matrices.
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Proof. The proof is essentially the same as the proof of Lemma 3.3. In the first
part of the proof it is enough to take matrices A = UEnnV and B = −UEnnV .
And in the second part we need to consider the expression for the determinant
det (A+ kX + B), which is again the polynomial of degree n on the variable k, one
extra value for the parameter k ∈ F is required in order to eliminate the additional
case when A+ k0X = 0. 
For the later use we introduce the following class of linear transformations.
Definition 3.5. We say that transformationT : Mn(F)→ Mn(F) is of standard form
if there exist invertible matrices P andQ such that T (X) = PXQ for allX ∈ Mn(F)
or T (X) = PXtQ for all X ∈ Mn(F).
Theorem 3.6. Let (∗) be the binary relation (3.1) or (3.2), and a transformation
T : Mn(F) → Mn(F) be a linear bijective (∗)-preserver, |F| > n in the first case
and |F| > n+ 1 in the second case. Then transformation T is of standard form.
Matrices P and Q are defined uniquely up to an invertible scalar factor.
Proof. In both cases we obtain that L(∗) is the set of all singular matrices by
Lemmas 3.3 and 3.4, correspondingly. Hence, by Lemma 3.2 the transformation T
which is (∗)-preserver, preserves the singularity. Using the result by Dieudonné [9,
Theorem 1.2] we get the required form of the transformation T . It is staightforward
to check that transformations of standard form preserve the rank function and hence
preserve relation (3.1) or (3.2).
It remains to prove uniqueness. The general situation splits into the following
three cases:
1. Suppose that for any matrix X ∈ Mn(F) we have that PXQ = SXR for some
P,Q, S,R ∈ GLn(F). Hence, S−1PX = XRQ−1. Then for the identity matrix
X = E one has S−1P = RQ−1 = F. Hence, for any matrix X ∈ Mn(F) we have
FX = XF. Therefore, F = diag (k, . . . , k) for a certain nonzero element k ∈ F.
Thus, S = PF−1 = Pk−1, R = FQ = kQ.
2. The case PXtQ = SXtR for any matrix X ∈ Mn(F) can be considered analog-
ously.
3. The case PXtQ = SXR for X ∈ Mn(F) is impossible since there are no matrices
F such that FX = XtF for any matrix X ∈ Mn(F).
Hence, we obtain that the form of the transformation T is defined uniquely up to
a nonzero scalar factor. 
The rank-additivity notion can be extended for k-tuples of matrices, where k  n.
Definition 3.7. k-Tuple of matrices A1, . . . , Ak is said to be rank-additive if
rk (A1 + · · · + Ak) = rkA1 + · · · + rkAk.
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The following theorem by Hartwig provides several other useful characterizations
of this notion.
Theorem 3.8 cf. [16, Theorem 1]. Let A1, . . . , Ak be m× n matrices over a field
of zero characteristic, and let A =∑ki=1 Ai . Then the following statements are
equivalent:
(1) rkA =
k∑
i=1
rkAi;
(2) rk (A− Ai) = rkA− rkAi for all i = 1, . . . , k;
(3) Ai = AXiA for some Xi such that XiAXi = Xi for all i = 1, . . . , k;
(4) Ai = AiYAi for every Y such that AYA = A for all i = 1, . . . , k.
Note that rank-additivity relation is important in statistical applications, see [2,28].
Some other characterizations of this matrix relation can be found in [4,17].
Theorem 3.9. Let a transformation T : Mn(F)→ Mn(F), |F| > n, be a bijective
linear preserver for one of the following relations:
(a) rank-additivity for k-tuples of matrices;
(b) rank-additivity for k-tuples of nonzero matrices;
here k  n. Then T is of standard form.
Proof. Let us prove that in each caseT preserves rank-additivity for pairs of matrices.
(a) We consider an arbitrary pair of matrices A,B ∈ Mn(F) such that rk (A+ B) =
rkA+ rkB. By assumptions, T transforms the rank-additive k-tuple (A,B, 0,
. . . , 0) to the rank-additive k-tuple (T (A), T (B), 0, . . . , 0). Hence, rk (T (A)+
T (B)) = rk T (A)+ rk T (B).
(b) Let us show that if for some 2 < l  k the transformation T maps l-tuples
on which rank is additive to l-tuples on which rank is additive, then T maps
also (l − 1)-tuples on which rank is additive to (l − 1)-tuples on which rank is
additive.
We consider an arbitrary (l − 1)-tuple A1, . . . , Al−1 ∈ Mn(F) such that
rk (A1 + · · · + Al−1) = rkA1 + · · · + rkAl−1 (3.3)
and assume that
rk (T (A1)+ · · · + T (Al−1)) < rk T (A1)+ · · · + rk T (Al−1). (3.4)
(I). Suppose that there exists i = 1, . . . , l − 1 such that rkAi > 1. Without loss of
generality, we can consider i = 1. It is straightforward to see that there existB1, B2 ∈
Mn(F) such that A1 = B1 + B2, rkA1 = rkB1 + rkB2. Hence, (B1, B2, A2, . . . ,
Al−1) is a rank-additive l-tuple. Thus, by conditions,
rk T (B1 + B2 + A2 + · · · + Al−1)
= rk T (B1)+ rk T (B2)+ rk T (A2)+ · · · + rk T (Al−1). (3.5)
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On the other hand, it follows from inequality (3.4) that
rk T (B1 + B2 + A2 + · · · + Al−1)
= rk (T (A1)+ · · · + T (Al−1))
< rk T (A1)+ · · · + rk T (Al−1)
 rk T (B1)+ rk T (B2)+ rk T (A2)+ · · · + rk T (Al−1).
Hence,
rk T (B1 + B2 + A2 + · · · + Al−1)
< rk T (B1)+ rk T (B2)+ rk T (A2)+ · · · + rk T (Al−1).
This contradicts equality (3.5). Hence, the assumption (3.4) does not hold.
(II). Let rkAi = 1, for all i, i = 1, . . . , l − 1. By the conditions, l  k  n. Let
us consider the matrix A = A1 + · · · + Al−1. Since rkAi = 1, for all i, i = 1, . . . ,
l − 1, it follows from equality (3.3) that rkA = l − 1 < n. Hence, A is a singular
matrix. Therefore there exists the matrix B ∈ Mn(F) such that rk (A+ B) = rkA+
rkB. Hence, by equality (3.3)
rk (A1 + · · · + Al−1 + B)
= rkA+ rkB
= rkA1 + · · · + rkAl−1 + rkB
and we obtain the rank-additive l-tuple (A1, . . . , Al−1, B). Thus, by conditions,
rk T (A1 + · · · + Al−1 + B)
= rk T (A1)+ · · · + rk T (Al−1)+ rk T (B). (3.6)
On the other hand, it follows from inequality (3.4) that
rk T (A1 + · · · + Al−1 + B)  rk (T (A1)+ · · · + T (Al−1))+ rk T (B)
< rk T (A1)+ · · · + rk T (Al−1)+ rk T (B),
which contradicts equality (3.6).
Thus we obtain that in both cases inequality (3.4) does not hold, i.e.,
rk (T (A1)+ · · · + T (Al−1)) = rk T (A1)+ · · · + rk T (Al−1).
Applying the above argument (k − 2) times one can see that T preserves rank-
additivity for pairs.
Now Theorem 3.6 completes the proof. Since the transformations of standard
form preserve the rank function, they preserve the relations under consideration. 
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Corollary 3.10. Suppose the field F is of zero characteristics and a linear bijective
transformation T : Mn(F)→ Mn(F)
(a) preserves one of the relations listed in Theorem 3.8;
(b) preserves one of the relations listed in Theorem 3.8 for non-zero matrices.
Then T is of standard form.
As easy examples show, even in the case k = 2 condition (2) from Theorem 3.8
for which linear preservers are already known, differs from the rank-subtractivity
for pairs of matrices. Consider A1 = E11, A2 = E22, A = A1 + A2. Then condition
(2) holds, but rank-subtractivity does not hold for the pair (A1, A2). Conversely, for
matrices A1 = E11 + E22, A2 = E22, A = A1 + A2 condition (2) does not hold, at
same time rank-subtractivity holds for pair (A1, A2). In the following section we
deal with the LPP for the rank-subtractivity.
4. Linear preservers of minus-partial order
Lemma 4.1. Let T : Mn(F)→ Mn(F) be a bijective linear minus-order preserver,
i.e., T preserves the relation
rk (A− B) = rkA− rkB. (4.1)
Then T is a rank-additivity preserver, i.e., T preserves relation (3.1).
Proof. Let matrices A and B satisfy relation (3.1). We consider matrices C = A+
B and D = A, and hence, B = C −D. By condition, rk (A+ B) = rkA+ rkB.
It follows that rkC = rkD + rk (C −D), i.e., rk (C −D) = rkC − rkD. Thus for
arbitrary matrices A,B satisfying (3.1), the matrices C = A+ B and D = A satisfy
(4.1). Since the transformation T preserves relation (4.1), one has that rk (T (C)−
T (D)) = rk T (C)− rk T (D). Hence, rk T (C) = rk (T (C)− T (D)) + rk T (D). By
the linearity of T , T (C)− T (D) = T (C −D) = T (B), T (C) = T (A+ B) =
T (A)+ T (B). Hence, we obtain that rk (T (A)+ T (B)) = rk T (A)+ rk T (B) for
all matrices A and B satisfying (3.1). Therefore, the transformation T preserves
relation (3.1). 
Corollary 4.2. Let a bijective linear transformation T : Mn(F)→ Mn(F), |F| > n,
be a minus-order preserver. Then T is of standard form.
We list some properties for matrix pairs over the field of complex numbers that
are equivalent to the minus-order relation and can be formulated without any special
notions. For the more detailed account one may look [1,8,16,18,21,22].
By Corollary 4.2 the bijective linear preservers for any of the properties 1–12
listed below are of standard form.
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Remark 4.3. Let F = C be the field of complex numbers, X∗ be the conjugate
transpose of X, and I denotes the identity matrix. The following conditions are
equivalent for matrices A,B ∈ Mn(C):
1. B¯A;
2. rk (A− B) = rkA− rkB;
3. there exist matrices X,R, Y such that B = AXR−1Y ∗A and Y ∗AX = R;
4. there exists matrix M such that B = AMA and M =MAM;
5. there exists matrix M such that B = AMA, M = UV ∗, and V ∗AU = I ;
6. there exists matrixM such thatB = AMA, AM is an idempotent, and rkAM =
rkM;
7. there exists matrixM such thatB = AMA,MA is an idempotent, and rkMA =
rkM;
8. there exists matrix M such that A− B = AMA and MAM = M;
9. there exists matrix M such that (A− B)M(A− B) = A− B, M(A− B)M =
M, MB = 0, and BM = 0;
10. there exists matrix M such that BMB = B, MBM = M, M(A− B) = 0, and
(A− B)M = 0;
11. there exist matrices M1,M2 such that (A− B)M1(A− B) = A− B, BM2B =
B, where (A− B)M1 − BM2, and M1(A− B)−M2B are idempotents;
12. there exist matrices U,V such that B = UV ∗ and
rk
(
A U
V ∗ I
)
= rkA.
5. Applications to the determinant preservers
For the fixed subset S ⊆ Mn(F)we introduce the following subsetL(S) ⊆Mn(F).
Definition 5.1. L(S) = {X ∈ Mn(F) | there exists a nonzero matrix A ∈ Mn(F)
such that for all k ∈ F the matrix (A+ kX) ∈ S}.
Lemma 5.2. If T is a bijective linear transformation satisfying condition T (S) ⊆ S,
then T (L(S)) ⊆ L(S).
Proof. Let us consider an arbitrary matrix X ∈ L(S). Then by definition of L(S)
there exists a nonzero matrix A ∈ Mn(F) such that the matrix (A+ kX) ∈ S for
all k ∈ F. The transformation T preserves the set S. Hence we have T (A+ kX) ∈
S for all k ∈ F. Since T is a linear transformation, it follows that T (A+ kX) =
T (A)+ kT (X). So we have that the matrix (T (A)+ kT (X)) ∈ S for all k ∈ F. Note
that T (A) /= 0 since A /= 0 and transformation T is bijective. Hence, by definition,
T (X) ∈ L(S). 
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Note that it is possible to obtain Lemma 5.2 as a consequence of Lemma 3.2.
In order to do this we introduce the following relation (: pair of matrices (A,B)
satisfies the relation ( if both A ∈ S and B ∈ S. In this case L(S) = L(().
Lemma 5.3. Let F be algebraically closed field,  /= ∅ be an arbitrary proper
subset of F, S ⊂ Mn(F) be a subset of matrices such that for any matrix A ∈ S
detA ∈ . Then L(S) is the set of singular matrices.
Proof. Let us consider an arbitrary singular matrix X. Let rkX = r . It follows that
r < n by the choice ofX. There exists a pair of matricesU,V ∈ Mn(F), det (UV ) =
1, such that
X = U diag (1, . . . , 1︸ ︷︷ ︸
r−1
, α, 0, . . . , 0) V
for the certain element 0 /= α ∈ F. For the parameter a which will be specified later
let us consider the matrix
A = U(aEr+1 1 + Er+2 2 + · · · + Enn−r + E1 n−r+1 + · · · + Er n)V,
where Eij is the matrix with 1 on the (ij)th place and 0 elsewhere. Then for any
k ∈ F the determinant det (A+ kX) = detA = ±a by the choice of matrix A since
det (UV ) = 1. The signum of detA depends on the size and rank of the matrix X.
Now we can specify the value of the parameter a such that the value of det (A+ kX)
lies in  for any k ∈ F, i.e. if detA = a, then we choose a ∈  and if detA = −a,
then we choose −a ∈ . Hence, all singular matrices belong to L(S).
Let us assume now that there exists the matrix X ∈ L(S) such that detX /= 0.
By the definition of the set L(S) there exists a matrix A such that det (A+ kX) ∈ 
for all k ∈ F. We note that P(k) = det (A+ kX) = detX · kn + · · · is a nontrivial
polynomial on the variable k (it is nontrivial since detX /= 0 by our assumption).
Since  ⊂ F is a proper subset, there exists an element z0 ∈ F \ . By assumptions
F is algebraically closed, and hence, the equation P(k)− z0 = 0 has a root k0 ∈ F.
Thus det (A+ k0X) = P(k0) = z0 /∈ . This contradiction concludes the proof. 
The application of Lemma 5.3 provides the following extension of the theorem by
Frobenius on the determinant preservers (Theorem 1.1) and the theorem by Dieud-
onné on the singularity preservers (Theorem 1.2).
Theorem 5.4. Let F be an algebraically closed field, ∅ /= 1 ⊆ F, ∅ /= 2 ⊂ F
be a proper subset, and T : Mn(F)→ Mn(F) be a bijective linear transformation
satisfying the following condition: for any matrix A ∈ Mn(F) such that detA ∈ 1
it follows that detT (A) ∈ 2. Then T is of standard form.
Several remarks are in order. One can see that in Theorems 3.6, 3.9, and 4.2 all
standard transformations preserve the corresponding relations, but this is not the case
in Theorem 5.4. However, it is possible to further specify matrices P , Q in Theorem
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5.4 for the some concrete choices of sets 1, 2. For example, linear preservers of
SLn(C) are of standard form with the restriction det (PQ) = 1, see [24]. Also by
the result of Dixon [9, Lemma 2] if ∅ /= 1 = 2 ⊂ F is a finite proper subset of
F, then the result of Theorem 5.4 holds without the requirement that the field F is
algebraically closed since the set of matrices with the determinant in a finite set is
algebraic. Moreover, for ordered fields it is straightforward to reprove Lemma 5.3
under the additional assumption that the set  is bounded.
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