Abstract-In this paper we consider a problem of sliding mode control design for LTI systems with multiplicative disturbances of the input and noisy measurements of the output. First, we apply the minimax observer to provide the best possible estimate of the system's state. Then we solve a problem of optimal reaching for the observer: we design sub-optimal control algorithms generating continuous and discontinuous feedback controls that steer the observer as close as possible to a given sliding hyperplane in a finite time. The theoretical results are illustrated by an academic example.
I. INTRODUCTION
Sliding mode methodology has been introduced more that 50 years ago (see, for example, [19] and references therein) as the first robust control technique. A lot of research activities from purely theoretical to practical applications have been provided since then in the so-called sliding mode framework. We stress that insensitivity to the so-called matched uncertainties and disturbances is one of the main advantages of this framework [7] , [20] , [18] .
The problem of Sliding Mode (SM) control for systems with mismatched uncertainties has been studied by many authors, e.g. [1] , [15] , [21] . It is recognized [6] , [18] that the output-based SM control design for systems with measurement noises is a difficult problem, and hence it is important to extend the applicability of SM framework to such systems.
The paper addresses the problem of output-based sliding mode control design for a linear plant with multiplicative exogenous disturbances and bounded deterministic measurement noises. This is continuation of the research presented in [26] , where the case of additive disturbances have been studied. Since the ideal sliding mode in the state space of the original system is impossible due to incomplete and noisy measurements we present a sub-optimal control law, which provides the motion of the closed-loop system as close as possible to the selected sliding surface.
The control design relies upon minimax state estimation framework [11] , [4] , [9] and duality argument [22] , [24] , [23] , [25] . The minimax state estimator or observer constructs the best linear estimate of the system's state provided the uncertain parameters (model disturbance, observation error, error in the initial condition) are bounded. Statistically, this assumption corresponds to uniform distributions for uncertain parameters. Given the best linear estimate of the state we apply the linear separation principle and transform the problem of sliding mode control design in the state space of the original system to the optimal control problem for the observer's variables. It is worth noting that the minimax observer (in the form of a linear functional of observations), used in this paper, is optimal among all observers represented by measurable functionals of observations [13] . Thus, at least theoretically, the proposed control design can not be further improved by using observers realized by non-linear functionals of the observations. The latter agrees with the numerical comparisons of the optimal control laws designed by minimax observer and the fixed-time feedback [14] based on the second order sliding mode (2-sm) observer [5] , which is nonlinear. We refer the reader to [18] , [7] , [20] , [16] for more information about sliding mode observers.
The paper is organized as follows. The next section present the notations used in the paper. Then the problem statement and basic assumptions are considered. The minimax observed design is given in the section 4. Next the control design algorithms are discussed. Finally, the numerical simulations and conclusions are presented.
II. NOTATION
Through out the paper the following notations will be used:
R is the set of real number;
• if P ∈ R n×n then the inequality P > 0 (P ≥ 0, P < 0, P ≤ 0) means that P is symmetric and positive definite (positive semidefinite, negative definite, negative semidefinite).
III. PROBLEM STATEMENT
Consider the linear output control systeṁ
where
• T ∈ R + is a finite instant of time or T = +∞, • x ∈ R n is the vector of system state, • u ∈ R is the scalar control input, • y ∈ R k is the measured output,
• the function g : R + → R n describes multiplicative disturbances;
• the function w : R + → R q is a deterministic measurement noise, • the system parameters A ∈ R n×n , b ∈ R n , C ∈ R k×n , D ∈ R n×p are assumed to be known and time-invariant.
We study this system under the standard assumptions ( see, [20] , [7] ).
Assumption 1: The pair (A, C) is observable, the pair (A, b) is controllable.
The noise measurements w ∈ L 2 ([0,T ],R q ) and exogenous disturbances g ∈ L 2 ([0,T ],R p ) are assumed to be deterministic and satisfy the inequality:
where P 0 ∈ R n×n , R ∈ R k×k and Q ∈ R p×p are symmetric positive definite matrices. The condition (3) guarantees boundedness in L 2 of the uncertain parameters x 0 , w, g of the system (1).
The admissible control law is assumed to be of L 2 -class, which contains both continuous and discontinuous functions.
Let f be a vector from R n . In general, this paper deals with the optimal control problem
The optimization problem (4) appears in different control applications. On the one hand, it is a robust version of the classical optimal control problem quadratic functional in Mayer form (see, for example, [17] , [3] ). On the other hand, the conventional sliding mode control method (see, [20] , [7] ) aims at designing such a control law that realizes finite-time reaching of the given hyperplane f T x = 0 and further sliding on this plane. The sliding mode control design for the reaching phase is equivalent to (4) . Indeed, obtaining a solution of this optimization problem with zero value of the functional guarantees the successful realization of the reaching phase. It is worth to emphasize that the assumption
is necessary for realization of the first order sliding mode control principles as well as for well-posedness of Filippov solutions for the discontinuous (sliding mode) feedback case. In this paper we make the same assumption. Due to measurement noises and system disturbances, the sliding mode on the given surface f x = 0 can not be guaranteed. In this case it is important to know, which sort of feedback control should be applied in order to provide the system motion as close as possible to the mentioned surface. This paper presents an algorithm which constructes a suboptimal solution to the optimal control problem (4) in the feedback form. This algorithm relies on minimax observer design.
IV. MIN-MAX OPTIMAL STATE OBSERVER DESIGN
Let x u , x g denote the solutions of the following ODEs:
Then, clearly, x(t) = x u (t) + x g (t) and
The function x g may be considered as a noisy part of x corresponding to disturbances from the ellipsoid (3) and x u represents its "mean" value corresponding to the case of zero disturbances x 0 = 0 and g = 0, which forms (together with w = 0) the central point of the ellipsoid (3). Since x g (t) does not depend on the control parameter u we may first construct an estimate of the noisy part. Following [25] we introduce the following definition.
where Ω * is defined by (3) with T = t * . The numberσ(l, t * ) := σ( U , l, t * ) is called the minimax estimation error. In other words, the minimax estimate U l has minimal estimation errorσ.
Proposition 1: Letx g (t) ∈ R n be the solution of the following ODE:
where P (t) ∈ R n×n is the solution of the following differential Riccati equation:
where y g is defined by (7) . We refer the reader to Appendix for the sketch of the proof.
The definition of the minimax estimate U implies that
Now we recall that x(t * ) = x u (t * ) + x g (t * ) and so
where e(t * ) = x g (t * )−x g (t * ) and |l e(t
Then it is straightforward to check that:
Since the calculations above hold true for any 0 < t < t * , we obtain:
where the estimation error satisfies the inequality
The inequality (10) holds for all l ∈ R n proving the following optimal (in the minimax sense) guaranteed estimate of the system state x(t) ∈ {z ∈ R n : z =x(t)+e, e P −1 (t)e ≤ 1}, (11) i.e. the state vector x(t) belongs to the ellipsoid centered at x(t) with the shape matrix P (t). Recall that the formula (10) with ∀l ∈ R n is just a way to define the ellipsoid (see, for example, [9] ).
Remark 1: It is worth to stress that the minimax approach to observer design provides the exact estimate of the system state, namely, for any e * ∈ R n belonging to the estimating ellipsoid (i.e. e * P −1 (t)e * ≤ 1) and for any t ∈ [0, T ] there exist x * 0 ∈ R n , w * ∈ L 2 and g * ∈ L 2 satisfying (3) such that the equality x(t) =x u (t) + e * holds. Note that P depends the control parameter. This suggests to design a controller as a function of P (t) and the center of the ellipsoid, that isx u . The next section presents the controller design.
V. CONTROL DESIGN Let us introduce the new variable variable by
Using the formula (11) we derive
where the state estimatex satisfies (9) and e is the observation error.
In this paper, we are interested in obtaining a control solution, which guarantees appearance of the sliding mode on the surface f x = 0 at least in the space of the observer variable:
where t 0 ∈ [0, T ] is an arbitrary number indicating the reaching time. This assumption follows the general idea of the observer-based sliding mode control design [20] , [18] .
Recall that |f T e| 2 ≤ f P (T )f is the best possible (in the minimax sense) estimate of the observation error. So, any control realizing sliding mode condition can be considered as a suboptimal solution of (4). Therefore, we deduce the following optimization problem
subject to (9), (8) and (12).
Note that the task (13) is the ill-posed and difficult notlinear optimization problem, since the vector y(t) is not known in advance. It just can be measured on-line at the current instant of time. So, some minimax approaches are need to be used in order to tackle this problem.
Since the observer has the zero initial condition, the reaching phase of the sliding surface can be avoided, i.e. t 0 = 0 in (12) . In this paper, we just compare two suboptimal solutions that corresponds to the mentioned case.
A. The conventional sliding mode feedback
Following the classical methodology of the sliding mode control design [20] , [7] let us define
where K is a sufficiently large positive function . Multiplying both sides of the system (9) by f we obtain the following equation
which defines the dynamic of sliding variableσ for the observer state space. Substituting the representation (14) for the control law we derive
Taking into accountx(0) = 0 we derive that for any
the control (14) guarantees the sliding mode on the surface f x = 0. Therefore, the convectional sliding mode control is a suboptimal solution of the optimization problem (4). The formula (16) represents the rule for selection of the relay feedback gain. In practice, than the maximum magnitude of the control signal is bounded by u 0 ∈ R + (i.e. |u(t)| ≤ u 0 for all t ∈ [0, T ]) the function K is defined as K(t) := u 0 |f b| = const.
Evidently, the simple modification of the control law (14) as u(t) = u eq (t) + u d (t) with
also will give us one more suboptimal solution of the optimization (4) for any positive K(t). Such construction follows the classical idea equivalent control-based sliding mode feedback design(see, [20] ). Since the amplitude of "chattering" of the closed-loop system with the sliding mode control is usually proportional to the relay gain, it suggests that this modified sliding mode control is expected to be more reliable for practical applications. Remark 2: Note that just one term of the Riccati equation (8) depends on the control signal u so the minimization of the integral T 0 u 2 (τ )dτ will imply minimization of the term f P (T )f . This additionally motivates application of feedbacks with smaller magnitude of control signal .
B. The continuous control
Evidently, the continuous control can also be designed in order to guarantee the condition (12) . For instance, the continuous feedback law
also ensures sliding motion of the observer state on the sliding surface f Tx = 0. Indeed, this feedback provides
So, taking into accountx(0) = 0 we obtainx(T ) = 0. A class of continuous feedbacks can be generated by the following formula
where h : R → R, h(0) = 0 is an odd function.
Introducing the function h to the feedback law may be important for practical implementation of the optimal control law in order to provide an additional robustness of the closedloop system with respect to parametric disturbances and small non-linear effects.
For example, the nonlinear function providing finite-time stabilizing control (see, for example, [2] , [12] ) has the form
with α ∈ (0, 1), p > 0.
The fixed-time control algorithm (see [14] , [10] ) can be design using the function
where α ∈ (0, 1), β > 1, p 1 > 0 and p 2 > 0. In the partial cases, when α → 1 and β → 1 the presented control laws become linear feedbacks.
On the one hand, the Riccati equation is depended on the control input. On the other hand, the (sub)optimal feedbacks are functions of the Riccati matrix. Therefore, existence and boundedness of the control (Riccati matrix) depended is not obvious. This paper leaves open this question for a future research.
VI. NUMERICAL SIMULATIONS
Consider the linearized model of the inverted pendulum of the form
and select the desired sliding surface f T x = 0 with
Assume, in addition, that the control input is bounded as follows |u(t)| ≤ 10.
A. Comparison of linear and sliding mode feedbacks based on minimax observer
The restrictions to energy measurement noises, exogenous disturbances and uncertainty of initial conditions is represented by the inequality (3) with the following parameters
We compare the linear continuous feedback
with the sliding mode control of the form (14) with K(t) = 10.
The initial condition selected for simulation is
The deterministic noise and disturbance functions are defined for simulations as follows
and
The numerical simulations has been made using explicit Euler method with fixed step size h = 0.01.
The figures 1-8 presents the simulation results (please see the last page of the paper). It can be easily observed that the purely relay sliding mode algorithm designed using maximum admissible magnitude of the control signal has poor quality comparing with a simple linear feedback. This fact additionally confirms the drawback of large gains in the sliding mode control. Usually, it was motivated by chattering phenomenon. In this paper it is shown that , such a drawback is also related to optimality of the state estimation (see, Remark 2) .
Note that the modified sliding mode control (17) with K(t) = 0.1 has the same quality as linear control. We do not present the simulation results for this case, since the obtained figures are almost identical to the figures 1-3.
The finite-time and fixed-time algorithms provided the results similar to linear control.
VII. CONCLUSION
The problem of the optimal reaching (as close as possible) of the selected sliding surface for the linear time-invariant disturbed system with the noised measurements of the output and with multiplicative disturbances of the input is studied using minimax observation approach. It was discovered, that the relay sliding mode control is not optimal solution to the considered problem, since estimation precision is depended on the magnitude of the input in this case. The suboptimal linear solution is presented. The performance of the designed control laws are compared on numerical simulations. 
VIII. APPENDIX
The sketch of proof of Proposition 1. The proof is based on the Kalman duality principle (see, [8] ), which allows to prove that the minimax estimate of l T x g (t * ) may be computed by introducing a linear quadratic dual control problem. Indeed, the error function admits the following representation:
where dz(t) dt = −A z(t) + C U (t), z(T ) = l .
In this case, we have I(U (·)) = sup In fact, the cost I(U ) represents the worst-case estimation error σ(U, l, T ) (see Definition 1). It is quite natural then to minimize I subject to (23) in order to find U which has the minimal worst-case estimation error, so the minimax error σ( U , l, T ). Now, using classical results in linear quadratic optimal control one finds the representation for U in feed-back form U (t) = RCP (t)z(t) and the corresponding Riccati equation: P (t) = P (t)A +AP (t)+u 2 (t)DQ -1 D −P (t)C RCP (t), which is equivalent to (8) . The observer in this case has the form (9) . The latter representation is thethat:
andσ(l, t * ) = l T P (t * )l, where x g is defined by (7) .
