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Abstract
We use first-principles quantum mechanics to simulate the transient electrical response through
carbon nanotube-based conductors under time-dependent bias voltages. The dynamic
admittance and time-dependent charge distribution are reported and analyzed. We find that the
electrical response of these two-terminal molecular devices can be mapped onto an equivalent
classical electric circuit and that the switching time of these end-on carbon nanotube devices is
only a few femtoseconds. This result is confirmed by studying the electric response of a simple
two-site model device and is thus generalized to other two-terminal molecular electronic
devices.
(Some figures in this article are in colour only in the electronic version)
1. Introduction
As the semiconductor industry follows the Moore’s law
roadmap down to the scale of 20 nm, it becomes important
to understand the dynamic response of nanometer-scale
molecular electronic devices [1–14]. This requires the use of
quantum mechanics to ensure the proper treatment of transient
and quantum effects. For practical use by design engineers,
it is crucial to cast these quantum effects into the form of
classical electric circuits. An important question is whether
such a mapping is possible, and if so, what are the forms of the
equivalent circuits?
As potentially important components of next-generation
integrated circuits, carbon nanotubes (CNTs) have been
studied extensively [3–9, 15]. High frequency electrical
responses of micrometer-long individual and bundled CNTs
have been measured [5], and equivalent electric circuits have
been proposed [5, 8, 9]. In this work, we concentrate on
a nanometer-scale CNT-based electronic device, and apply
first-principles quantum mechanics (QM) to determine its
dynamic electrical response. The system of interest is a
(5, 5) CNT (0.68 nm in diameter and 0.62 nm in length) which
is covalently bonded between two aluminum electrodes, and
shown in figure 1.
2. Methodology
To simulate the transient electrical currents through such a
molecular device, we employ the rigorous time-dependent
density functional theory (TDDFT) that we developed
recently [16]. Our theory uses a closed equation of motion
(EOM) for the reduced single-electron density matrix of the
molecular device D, σD, as follows:
iσ˙D = [hD[r, t; ρD(r, t)], σD]−i
∑
α=L,R
Qα[r, t; ρD(r, t)], (1)
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Figure 1. Prototype used for explicit QM calculations of a CNT-based conductor. The (5, 5) CNT device with aluminum as electrodes.
where hD(t) is the Kohn–Sham Fock matrix for device D.
QL (QR) is the dissipative term due to the left (right)
electrode and is in principle a functional of the time-dependent
electron density of device D, ρD(r, t). The wide band limit
approximation [17, 18] is adopted in the calculation of Q,
where the bandwidths of levels in the leads are assumed to
be infinitely large and their line widths  (imaginary part of
self-energy a) are treated as energy independent [16].
In the transient regime, it is essential to define the time-
dependent Fermi energy for an electrode in the presence of
an external voltage unambiguously. For a noninteracting
electrode, the time-dependent Schro¨dinger equation for the i th
single-electron wavefunction is
i
∂ |ψi (r, t)〉
∂ t
=
[
−1
2
∇2 + U(r, t)
]
|ψi (r, t)〉. (2)
Before the voltage is applied, the i th electron is characterized
by its ground-state wavefunction, |ψ0i (r)〉, as follows:
[− 12∇2 + Ug(r)]|ψ0i (r)〉 = Ei
∣∣ψ0i (r)
〉
, (3)
with Ei being its eigenenergy and Ug the bulk potential
energy. Consider a sinusoidal voltage with frequency ν applied
to the electrode from t = 0, i.e., V (t) = V0 cos(νt)
with V0 being the amplitude. It is widely accepted that
the electrostatic potential is shifted homogeneously in real
space, except for an extremely high ν [18–20]. Therefore,
we have U(r, t) = Ug(r) + 
 cos(νt) with 
 = −eV0.
|ψi(r, t)〉 can be solved by an expansion approach similar
to the time-dependent perturbation theory. Denote |Ei〉 ≡
exp(−iEit)|ψ0i (r)〉, which gives |ψi (r, t)〉 for 
 = 0, and
|Ei + nν〉 ≡ exp[−i(Ei + nν)t]|ψ0i (r)〉, with n being any
integer number. Under the sinusoidal voltage, |ψi(r, t)〉 can
be formally expanded as follows:
|ψi (r, t)〉 =
∞∑
n=−∞
cn(t) |Ei + nν〉 . (4)
Here the coefficients {cn(t)} are to be determined by inserting
equation (4) into equation (2). Taking 
 cos(νt) as the
perturbative single-electron potential, we have

 cos(νt) |Ei + nν〉 = 
2
(
eiνt + e−iνt ) |Ei + nν〉
= 

2
{
e−i[Ei +(n−1)ν]t
∣∣ψ0i (r)
〉 + e−i[Ei +(n+1)ν]t ∣∣ψ0i (r)
〉}
= 

2
[|Ei + (n − 1)ν〉 + |Ei + (n + 1)ν〉] . (5)
After some algebra, we arrive at the following coupled linear
differential equations for the expansion coefficients {cn(t)}:
i
∞∑
n=−∞
Sm,n c˙n(t)
=
∞∑
n=−∞
(
Sm,n+1/2 + 
Sm,n−1/2 − nνSm,n)cn(t), (6)
where Sm,n ≡ 〈Ei +mν|Ei +nν〉, and m runs over all integers.
There is a simpler way to solve equation (2). Combining
equations (2) and (3), we have
i
∂|ψi(r, t)〉
∂ t
=
[
−1
2
∇2 + U(r, t)
]
|ψi(r, t)〉
= [Ei + 
 cos(νt)]ψi (r, t)
|ψi (r, t)〉 = exp
[
−iEi t − i
∫ t
0

 cos(ντ ) dτ
] ∣∣ψ0i (r)
〉
.
(7)
The difference between |ψi (r, t)〉 and |Ei〉 is just a phase factor
exp[−i
ν−1 sin(νt)], the same for all electrons (irrespective
of i ). In other words, all the eigenvalues Ei are shifted by
the same amount of energy U(r, t) − Ug(r) at time t due to
the applied voltage while the wavefunction remains the same
except for an overall phase factor. Note that this conclusion
holds for an arbitrary time-dependent voltage V (t). Therefore,
the electrode Fermi energy at any time t can always be defined
as Ef(t) = Ef(0) − eV (t). Consequently, the bias voltage
in our simulations is also time-dependent and is simply the
difference between the applied potentials on the left and right
electrodes.
Equation (1) is integrated in the time domain to evaluate
the time-dependent current through the device depicted in
figure 1. The fourth-order Runge–Kutta method is employed.
In our calculations, the crystal structure of aluminum is used
for the electrode, and the CNT segment is extracted from an
ideal infinitely long tube without modification. Both ends of
the CNT are connected to the Al(100) surface with a preset
separation of 1.5 A˚. We include explicitly in the simulation
box 32 Al atoms of the left electrode and 32 Al atoms of
the right electrode along with 60 C atoms of the CNT where
the ground-state Kohn–Sham Fock matrix of the extended
system (including extra portions of leads of 16 atoms on each
side) is calculated self-consistently by the conventional DFT
method using the local density approximation (LDA) for the
XC functional. A renormalization group method [21] is used
to evaluate the surface Green’s function of an isolated lead.
In order to generate the correct surface Green’s function and
self-energies, it is important that the simulation box is large
enough, so that the bulk properties are correctly reproduced
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near its two ends. This is achieved by including more Al atoms
in the simulation box until the coupling matrix between two
adjacent unit cells and the electrostatic potential does not vary
near the two ends. For the time propagation calculations, we
have verified that the transient current remains unchanged upon
further inclusion of more Al atoms. The minimum basis set
STO-3G is adopted. The time-dependent electric current J
through the left (right) electrode is obtained via the trace of
the corresponding dissipative term QL (QR):
Jα(t) = −Tr [Qα(t)] . (8)
The transient dynamics of the device D is solved
by directly integrating the EOM (1) subject to boundary
conditions at the left and right interfaces (SL and SR) of the
simulation box, i.e., the induced Hartree potential δvH(r, t)
inside the device region D satisfies the following Poisson
equation and boundary condition:
∇2δvH (r, t) = −4πδρD (r, t)
δvH(r, t)|SL = VL(t)
δvH(r, t)|SR = VR(t).
(9)
The Poisson equation is solved using a multi-grid method [22].
Here δρD(r, t) = ρD(r, t) − ρD(r, 0) is the induced electron
density for the device D, and VL(t) (VR(t)) is the external
bias voltage applied to the left (right) electrode at time t .
Since aluminum is a good conductor, the induced electrostatic
potential is constant across the electrode, in particular for the
region far away from the device. Therefore, in our calculations,
the change in electrostatic potential is the same over the
entire left or right electrode, and has the same amplitude
as its time-dependent applied potential. This provides the
boundary condition for solving the Poisson equation for the
electronic dynamics of the device region. The same procedure
has been widely adopted in treating time-dependent transport
problems [18–20].
3. Transient current and dynamic admittance
Figures 2(a) and (b) show the current versus time for two
different types of bias voltage switched on at t = 0. In
figure 2(a), the bias voltage Vb is turned on exponentially. We
observe that the current reaches its steady state in ∼12 fs. The
time-dependent current can be fitted by I0(1 − e−t/τ ) with
τ = 2.8 fs and I0 = 13.9 nA, leading to a characteristic time
of 2.8 fs. The reason for such a fast switch-on time is that
the transient dynamic process involves only electrons. We also
considered the response to a sinusoidal bias voltage turned on
at t = 0. Figure 2(b) shows the corresponding time-dependent
current. We see a phase delay in the current response to bias
voltage. This implies at this frequency the device is overall
inductive.
Figure 3(a) plots the potential energy change for an
electron along the central axis at t = 0.02, 1, and 12 fs. The
bias voltage is turned on exponentially, as shown in figure 2(a).
The potential change is the sum of the applied potential and the
potential caused by the induced charge. Our calculation leads
to the following observations.
Figure 2. (a) and (b) Transient current (dark grey lines and squares)
and applied bias voltage (green lines) for the Al–CNT–Al system.
(a) The bias voltage is turned on exponentially, Vb = V0(1 − e−t/a)
with V0 = 0.1 mV and a time constant a = 1 fs. The darkest solid
line in (a) is a fit to the transient current. (b) The bias voltage is
sinusoidal with a period of 5 fs. The dark grey line is for current from
the right electrode, and squares are current from the left electrode.
• After turning on the bias voltage, at t = 0.02 fs
the electrons have not yet responded to the applied
voltage, and the external field is hardly screened, dropping
uniformly across the entire Al–CNT–Al system.
• At t = 1 fs the potential drop occurs mostly on the CNT
since aluminum is more polarizable. It takes less than 1 fs
for the electrons on the Al electrodes to screen the applied
potential.
• In figure 3(b) we plot the induced charge along Al–
CNT–Al at t = 4 fs. Alternating positive and negative
charge distributions on the CNT cancel each other so
that its net induced charge is zero. The excess charge
resides primarily at two interfaces and forms an effective
capacitor, as depicted schematically in figure 3(c).
The Al–CNT–Al system depicted in figure 1 has central
inversion symmetry. As a consequence, there is no net
charging for the device, and the overall time-dependent current
is conserved [23]. This was confirmed by our numerical
simulation. The current entering the system has the same
magnitude as the current leaving, as shown in figures 2(a)
and (b). Therefore, the admittance matrix element Gαβ(ω)
3
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Figure 3. (a) Induced electrostatic potential energy distribution along
the central axis at t = 0.02, 1 and 12 fs. (b) Induced charge
distribution along Al–CNT–Al at t = 4 fs. The bias voltage is turned
on exponentially. (c) Schematic diagram showing the induced charge
accumulation at two interfaces, forming an effective capacitor.
(α, β = L or R) satisfies GLL = GRR = −GLR = −GRL =
G(ω) [23, 24]. Taking the Fourier transform, the simulated
transient dynamics leads to I (ω) and V (ω), from which we
obtain the dynamic admittance G(ω) = I (ω)/V (ω). We find
that both types of bias voltage lead to essentially the same
dynamic admittance. This implies that the electrical response
is in the linear response regime and also validates the accuracy
of our calculations. Figure 4 shows the real and imaginary parts
of the resulting dynamic admittance.
4. Equivalent circuit
Now the question is how to model the Al–CNT–Al device.
Our above results and analysis show that our molecular device
has both inductive and capacitive components. As the current
enters into the device region from the left electrode, a part of it,
IC , charges the left interface (see figure 5(a)). The remaining
current, IL, goes straight through the device and is joined by IC
at the right interface. Therefore, our device can be modeled by
the classical circuit depicted in figure 5(b). At zero frequency,
the steady current goes only through the R–L branch. RL is
simply the steady state resistance [25, 26], which is calculated
to be 7.39 k. At a high frequency, the R–L branch is blocked
due to the inductor, and the ac current primarily goes through
the R–C branch. A similar circuit was proposed to fit the
Figure 4. Dynamic admittance calculated with an exponential bias
voltage turned on at t = 0 (open squares) and a sinusoidal bias
voltage (open triangle) turned on at t = 0. The solid lines show the
results fitted to the classical circuit. The dotted lines are the
admittance of the two-site model system. The upper curves are the
real part of the admittance while the lower ones are the imaginary
part.
Figure 5. (a) Current flow in the parallel circuit. (b) The equivalent
electric circuit. RL = 7.39 k, L = 16.6 pH, RC = 6.45 k, and
C = 0.073 aF.
numerical dynamic admittance of a model quantum wire [27]
with an additional inductor to account for a resonance at a high
frequency.
Bu¨ttiker and co-workers [10] studied a mesoscopic
capacitor made of two plates with each coupled to an electron
reservoir via a narrow lead. They discovered that the charge
relaxation resistance RC is universal, independent of the
transmission details, leading to RC = R1 + R2 with R1 and
R2 given by
Rα = h2e2
∑
n Dα,n (EF)
2
(∑
n Dα,n (EF)
)2 (10)
where Dα,n(EF) is the density of states (DOS) at the Fermi
energy for the nth spin-specific charging channel of plate α
(α = 1, 2), and ∑n is over all charging channels for α. This
has been confirmed by a recent experiment [28].
In our Al–CNT–Al system, the two interfaces correspond
to the two plates of the capacitor (see figure 3(c)) and couple
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Figure 6. Applied voltage Vb (dotted line) and induced charge
(solid line) versus time for a swiftly turned on bias voltage.
Vb = V0(1 − e−t/a) with V0 = 0.1 mV and a = 0.1 fs.
to the electrodes via Al leads. Our CNT has two degenerate
orbitals for transmission, and both spin-up and spin-down
electrons contribute to the transmission associated with each
orbital. Therefore, there are four charging channels for each
interface. According to equation (10), the charge relaxation
resistance for the Al–CNT–Al system is
RC = h2e2 ×
1
4
+ h
2e2
× 1
4
= h
4e2
. (11)
We tune the values of L and C to fit the calculated dynamic
admittance while fixing RC = h4e2 and RL = 7.39 k.
The resulting values of L and C are 16.6 pH and 0.073 aF,
respectively. In figure 4 the solid lines depict the real and
imaginary parts of G(ω) fitted by the equivalent electric circuit,
which agree well with our TDDFT simulation up to 70 THz.
As the bias voltage is turned on, the induced charge starts to
accumulate at the two interfaces, with a characteristic charging
time τC = RC C = 0.47 fs for the R–C branch. To
confirm this, we turn on the bias voltage swiftly, as indicated in
figure 6, where the induced charge versus time is plotted. It is
estimated from the solid line that the charging time is ∼0.5 fs,
which is consistent with the value of τC. We can also estimate
the capacitance C directly from the excess charge Q at the
interfaces. For bias voltage Vb = 0.1 mV, we find that at the
steady state Q is roughly 3 × 10−5e. Therefore, C is estimated
to be
C = Q/Vb = 0.05 aF,
which is of the same order of magnitude as the calculated C =
0.073 aF. The quantitative discrepancy is due to the uncertainty
in defining the excess charge at the interfaces. According to
equations (15) and (17) below, the inductance L is ∼( h
γ
)RL ,
where γ is the coupling strength between the device and an
electrode. The average line width 〈γ /4〉 at the Fermi energy
is ∼0.38 eV. Thus, ( h
γ
)RL ≈ 18.8 pH. This is close to the
calculated L = 16.6 pH.
We have carried out TDDFT simulations on other CNTs
with different lengths and found that their electrical responses
Figure 7. A two-site system coupled to the left and right electrodes.
L = R = γ /2.
Table 1. Values of L , C , RL and RC in the equivalent circuit for
different CNTs.
60 C atoms 40 C atoms 20 C atoms
L (pH) 16.6 9.77 4.76
C (aF) 0.073 0.06 0.06
RL (k) 7.39 10.76 4.81
RC (k) 6.45 6.45 6.45
can be reproduced by the same type of circuit as in figure 5(b).
Their RL , RC , L and C values are given in table 1. These
circuit components do not show a clear trend with the length
of the CNT. This is due to the quantum size effect. The
proposed equivalent circuit is limited to the linear response
of two-terminal molecular electronic devices. Beyond the
linear regime, nonlinear electric components are required
to reproduce the nonlinear electrical responses of molecular
devices.
5. Equivalent circuit of two-site model system
To further confirm the equivalent electric circuit for our CNT-
based molecular conductor, we designed a simple model: a
two-site system in contact with the left and right electrodes
(figure 7). The two sites are degenerate in energy ε0 and
the dynamic admittance can be calculated using equation (12)
below, where d and γ are the couplings between the two sites
and between electrodes and the site, respectively. 
E is the
energy difference of the sites and the electrodes. The two-site
device is employed to model general two-terminal molecular
devices. The two sites are used to approximate the many
atomic orbitals in general molecular devices. The coupling
between the two sites represents the interactions among these
atomic orbitals, and the coupling between the left (right)
electrode and the first (second) site represents the interaction
between the left (right) electrode and the left (right) end of the
molecular device. One of the level couples to the left electrode
with L, and the other couples to the right electrode with R.
We set L = R = γ /2. We find that the dynamic admittance
of our CNT device in figure 4 can indeed be reproduced by the
two-site model. The dotted lines are the real and imaginary
parts of the dynamic admittance of the two-site model by
setting d = 0.193 eV, γ = 0.785 eV, and 
E = 0.175 eV.
This demonstrates that the simple two-site device can be used
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to model the electric response of our CNT devices:
G(ω) = 4e
2
h
∫
dεF (ε, ω) Tr
{
Greq(ε + h¯ω)ˆL Gaeq(ε)ˆR
}
= 4e
2
h
∫
dεF (ε, ω)
{
4d2γ 2 − (h¯ω)2 γ 2
− 4iγ h¯ω [(ε − 
E) (ε − 
E + h¯ω) + d2 + γ 2/16]}
× {16 [(ε − 
E − iγ /4)2 − d2]
× [(ε − 
E + h¯ω − iγ /4)2 − d2]}−1 (12)
where F(ε, ω) = f (ε)− f (ε+h¯ω)h¯ω .
To simplify the discussion, we set ε0 = μL = μR or

E = 0. Near the capacitor limit where d = γ4 η, 0 < η 	 1,
we derive the frequency-dependent conductance analytically,
as follows:
G(ω) = 2e
2
h
4η2 − iω2e
2
h
4h¯
γ
(
1 − 9η2)
+ ω2 2e
2
h
(
4h¯
γ
)2
+ O(ω2η2). (13)
Expanding the dynamic conductance of the electric circuit in
figure 5(b) in ω leads to a dynamic conductance:
G(ω) = 1
RL
+iω
(
−C + L
R2L
)
+ω2
(
RC C2 − L
2
R3L
)
+O(ω3).
(14)
Comparing equations (13) and (14), we find that the dynamic
electric response of the two-site device can indeed be mapped
to the same equivalent circuit in figure 5(b), and
RL = h2e2
1
4η2
, L =
(
9h¯
γ
)
RL ,
RC = h2e2 , C =
2e2
h
4h¯
γ
.
(15)
Near the ballistic transport limit where d = γ4 (1 ± δ) and
0 < δ 	 1, which is similar to our system, the dynamic
conductance is
G (ω) = 2e
2
h
+ iω2e
2
h
2h¯
γ
(1 + δ)
− ω2 2e
2
h
(
2h¯
γ
)2 (
1 + 10
3
δ
)
+ O(ω3). (16)
Comparing equation (16) with equation (14), we find that
RL = h2e2 ,
L =
(
2h¯
γ
)
RL
(
1 + 5
3
δ
)
= 2h¯
2π
e2γ
(
1 + 5
3
δ
)
,
RC = h2e2 , C =
4
3
h¯
γ
R−1C δ =
4
3π
e2
γ
δ.
(17)
The above calculation shows that near both the capacitive
and the inductive limits the electrical response of a two-site
system can be modeled by the classical circuit in figure 5(b),
and its charging relaxation resistance RC is h4e2 + h4e2 = h2e2 ,
which agrees with equation (10). If each site is two-fold
degenerate, the charge relaxation resistance is reduced to half
this value, i.e. RC = h/4e2, which is exactly the same as for
our Al–CNT–Al system. Therefore, we have confirmed the
equivalent circuit found for the CNT molecular device.
Bu¨ttiker and co-workers [10] have shown that charge
relaxation resistance RC depends only on the number of
transmission channels or transverse modes [2], M . This is
supported by the two-site model and finite HOMO–LUMO
gap. With each of the two sites having a degeneracy of
two, the two-site model has two transmission channels and
the analytical calculation shows that its charge relaxation
resistance is exactly the same as that of our simulated
nanotubes, h/4e2 or 6.45 k. It is important to point out
that the resistance for the steady state current, RL , depends
not only on the number of transmission channels or transverse
modes but also on the reflectance at the interfaces between the
device and the electrodes. It is the reflectance at the interfaces
(not the finite size of the device) that leads to the deviation of
RL from the exact quantized values, h/(2e2M). The charge
relaxation resistance, RC , does not depend on the reflection or
transmission at the interfaces at all [10].
6. Discussion and conclusion
Time-dependent quantum transport of CNT has been studied
using the finite difference time domain method [29]. However,
an effective mass model was introduced for the conduction
band structure in CNTs, and Schottky barriers were introduced
to model the interaction between the electrodes and the CNT,
and thus, the atomistic details were lacking in [29]. Our
quantum mechanical simulation is one of first principles, and
it includes all electrons and full atomistic details. In our
calculation, we solve the Poisson equation instead of the
Maxwell equation. This is justifiable since we calculate the
dynamic admittance up to 70 THz. At this frequency, the
corresponding electromagnetic wavelength is 4283 nm, which
is much longer than the size of our device (∼2 nm).
An R–L circuit was proposed for a long CNT with L as
the kinetic inductance [5, 8, 9]. In the presence of a substrate,
extra parallel capacitors are introduced between the tube and
substrate [8, 9]. When a CNT sits on top of an electrode via
van der Waals attraction, an effective capacitor is introduced
between the CNT and electrode in addition to a parallel contact
resistor [5]. The kinetic inductance and quantum capacitance
of a long CNT are intrinsic properties of the tube, being
determined by the DOS at the Fermi energy or the Fermi
velocity vf. In our case, the CNT is much shorter, and is
welded to the electrodes covalently. The electrical responses
of the interfaces and tube cannot be separated. We find that
the capacitance C of this system is determined mostly by the
local charges or DOS at interfaces. As the length of the CNT
increases, the capacitance due to the interfaces decreases and
the kinetic inductance of the tube dominates. As a result, our
equivalent circuit reduces to the R–L branch only, which is
consistent with the equivalent electric circuit proposed for long
CNTs [5, 8, 9]. The systems studied here are symmetric and
there are no charge accumulations, which ensures that the left
and right currents are always the same in magnitude. When
6
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there is charge accumulation, the currents going in and coming
out can be different. In such a case, an extra capacitor may be
introduced in the equivalent circuit. Wang and co-workers [30]
introduced the dwell time τd to unify the inductance expression
for short and long tubes as L ∼ τd he2 . For a long 1D system
of length l, τd ∼ l/vf, leading to an expression for the kinetic
inductance per length L/ l ∼ h
vfe2
.
The two-site model is designed to represent generic
coherent multi-atom electronic devices. Therefore, we may
generalize our findings on the equivalent electric circuit to
other two-terminal molecular devices, and conclude that the
linear electric response of any coherent two-terminal molecular
electronic devices can be modeled by the classical circuit
depicted in figure 5(b) as long as the net charges on these
systems are conserved at any time. When the charge
in the device fluctuates in time, an extra capacitor needs
to be introduced to satisfy Kirchhoff’s current law. Our
proposed equivalent circuit is limited to the linear responses
of two-terminal molecular electronic devices. Beyond the
linear regime, nonlinear electric components are required
to reproduce the nonlinear electric responses of molecular
devices.
To summarize, our nanoscale device has very small values
of L and C , leading to the short switching time. Such a fast
switching speed for electronic devices based on nanometer-
sized CNTs indicates that these devices will not limit switching
speeds in the foreseeable future. The equivalent electric
circuit of the parallel R–L and R–C circuit in figure 5(b)
is not limited to the CNT-based conductor studied in this
work. It also applies to other coherent two-terminal symmetric
molecular, nanoscopic and mesoscopic electronic devices. RL
is given by the Landauer–Bu¨ttiker formula for steady state
current [25, 26], and RC is the universal charge relaxation
resistance depending only on the number of charging channels
and spin polarization [10]. L is determined by the dwell time
of the electrons inside the device as L ∼ τd he2 [30]. C is
the electrochemical capacitance, which is determined by the
geometry and the DOS at interfaces [10, 30]. These results
should be useful in designing nanoscale electronics systems
required over the next decade.
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