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Abstrat
Many aspets ontribute to make nanial markets one of the most
hallenging system to understand. The aim of this thesis is to study
some aspets of their omplexity by fousing on univariate e multi-
variate properties of log-returns time-series, namely multifratality
and ross-dependene.
In this thesis, we started by performing a thorough analysis of
the saling properties of syntheti time-series with dierent known
saling properties. This enabled us to do two things: nd the pres-
ene of a strong bias in the estimation of the saling exponents,
and interpret measurement on real data whih led us to unover
the true soure of the multifratal behaviour of nanial log-pries,
whih has been long debated in the literature. We addressed the
presene of the bias by proposing a method whih manages to lter
out its presene and we validate it by applying it to syntheti time-
series with known saling properties and on empirial ones. We also
found that this bias is due to the stability under aggregation of the
log-returns whih, due to their long memory, are proesses whih
for high aggregation tend to a random variable whih displays an
exat multifratal saling. Finally we foused the attention on link-
ing the saling properties of log-returns to their ross-orrelation
properties within a given market nding an intriguing non-linear
relationship between the two quantities.
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F.1 Kendall τ orrelation between Bˆ and ρ¯ when the log-returns are




There is not a unique and ommonly agreed denition of omplex systems,
but a ommon element in these systems is the presene of many parts that are
interonneted, heterogeneous and often omplex themselves [1, 2℄. However
it turns out to be quite simple to nd good examples of omplex systems like
eosystems, the weather, ities. Aording to [1℄, the approah for studying
suh systems had to hange with respet to already established ones, due to
tehnial diulties. In partiular, in a lassial perspetive we are interested
in desribing the exat trajetory of a system, given the initial position and
veloity. This approah is hallenged by the introdution of haoti systems,
where we an only hope to ompute the probability distribution of nding
the system under study in a ertain state for a large evolution time [1℄, due
to the fat that we are not able to ompute with innite preision the initial
onditions. In omplex systems, another layer of unertainty is added: the
unertainty about the exat equations of motion whih drive the system [1℄.
In suh a setting, the only viable approah is to study the possible behaviour
of the systems, based on a lass of possible driving equations of motion [1℄.
In this piture, nanial markets, and more in general eonomial systems,
t perfetly. In fat, not only we do not know what every market partiipant
thinks in a given moment in time (initial ondition), but we also do not have
any idea of what will be his/her reations to the myriads of news we are bom-
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barded from nowadays (driving laws of the system). In partiular, nanial
markets are systems where partiipants interat among eah others with dier-
ent strategies, using dierent tehnologies, at dierent time and volume sales
and at dierent frequenies [3℄; they are open systems where many subunits
interat nonlinearly in the presene of feedbak [4, 5℄. Lukily beside their
omplexity, nanial markets are the most data-rih ase study among om-
plex systems, where interations between individuals, mahines and the real
world are present all at the same time. In markets all the elements ontribute
in dierent ways to the emergene of a prie for eah asset. These pries are the
onsequenes of the omplex interations between all these elements and suh
a omplexity is revealed in their behaviours that have statistial properties
whih hange with the time-horizon, following non simple patterns.
The main motivation of this thesis is to further investigate the hange of
behaviour of single prie time-series at dierent time-sales and ompare them
with the theoretial piture of the multifratal saling, but also to relate the
transition between dierent aggregation horizons with the interation present
between pries of dierent stoks.
1
In order to ahieve these goals, we foused
our attention on two dierent tools: the multifratal analysis, to study how the
statistial properties of single time-series hange by hanging the time-horizon
at whih they are observed; and the ross-orrelation analysis, to unveil the
presene of dependenes between dierent stoks in a market. In omplying
with this plan we pointed out that the main theoretial assumptions of the
multifratal framework annot be inherently met by the empirial data. As a
onsequene, multifratality measures may be aeted by strong biases whih
manifest themselves as a transient unstable phase between the statistial prop-
erties at small and big time-sales of nanial log-returns time-series. In spite
of this, we show that in an asymptoti sense, nanial time-series an still
1
It is worth mentioning that an eort in this diretion has already been done in [6℄, but
the results seem to hold only in one spei market.
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be regarded as multifratal, so we devised an algorithm whih manages to l-
ter out this transient for long enough time-series. Finally we found that the
saling behaviour is atually linked to the ross-dependene properties of the
time-series.
The rest of the thesis is organized as follows: Chapters 2 and 3 are ded-
iated to the review of the main stylized fats of the nanial log-returns
time-series. In Chapter 2 we start by reviewing those whih have been widely
reognized sine the early work of Mandelbrot [7℄. We then desribe the two
main lasses of models available in the literature: GARCH-type models and
Stohasti Volatility models. For both lasses we review univariate and multi-
variate models whih try to implement the stylized fats disussed in the rst
part of the hapter. Chapter 3 is instead dediated to a stylized fat whih has
been widely disussed but only in the last two deades (in the nanial on-
text): multifratality. We rst give a formal denition distinguishing between
a geometrial and a statistial haraterization, showing that the two an a-
tually be mathed. We follow by reviewing the most widely used estimation
models present in the literature highlighting strong points and drawbaks for
eah of them. Finally we disuss the main models whih try to reprodue this
statistial property.
In Chapter 4 we takle the problem of understanding what is the true
soure of the multifratal saling of nanial log-returns time-series [8℄. We
review rst the state of the art by pointing out that no agreement is present
in the literature. Then, after desribing the estimator we intend to use, we
hek its performanes on time-series with known saling properties in order to
have a lear benhmark for the interpretation of the results on the empirial
time-series. This preliminary analysis is in fat followed by the analysis of
an empirial dataset whih allows us to reognize the memory as the main
24
Chapter1
soure of the multifratal behaviour, but also to identify strong biases in the
estimation, due to the presene of power law tails and the memory itself.
Chapter 5 deals with the problem of dening a statistially reliable method
for measuring the saling exponents [9℄ by managing to lter away the bias
disussed in Chapter 4. It starts by pointing out that the estimation prob-
lems of the saling exponents arise from the disreteness in time of the data,
sine, aording to the theoretial denition, multifratality is dened only for
proesses ontinuous in time. In partiular through the omparison with a
theoretial model it is inferred that the biases in the estimation arise beause
real proesses are not stable under aggregation and reah their true saling
behaviour only asymptotially. Following this intuition, a method is devised
for ltering out the transient behaviour without knowing its atual funtional
shape. This method is tested on syntheti multifratal series proving its unbi-
asedness and nally it is also applied to real empirial intraday data.
The analysis in Chapter 6 takes its steps from a reent paper where an
overview of the multivariate and univariate properties of nanial log-returns
is given [2℄. The main idea is to test whether a link exists between the saling
properties of empirial log-returns and their ross-dependene [10℄. It starts
by desribing the dataset whih is made of six dierent markets and also of
the orresponding apitalization of eah stok in eah market. Then, after
dening appropriate estimators for the two onsidered properties, a non-linear
dependene between the two is found, whih orrelate also with the apital-
ization. Validation tests are arried on to prove the robustness of the result
and understand its main soure. Following the speulation made in Chapter
4, the soure is found in the tails. The behaviour found, on one hand tells
us that the stability under aggregation of single time-series depends on their
ross-dependene properties, and on the other an be interpreted in terms of
eieny of the single stoks time-series.
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Stylized fats and models in
nane: an overview
The aim of this hapter is to give a brief review of the statistial properties
alled in the nanial jargon stylized fats. Examples of these statistial fats
are shown on referene time-series like the Standard & Poor's 500 index and
also those in the New York Stok Exhange, Nasdaq Stok Market and NYSE
MKT LLC. We also review the main models present in the literature dividing
them in the two broad ategories of GARCH family models and Stohasti
Volatility models both in the univariate and multivariate ase.
2.1 Introdution
The rst attempt to model market stok pries dates bak to the 1900, when
Bahelier published his famous PhD thesis alled Theorie de la Speulation
[11℄. However this eld of researh took its time to develop in a onsistent
way. In partiular the next notable progress in the eld was made more than
50 years later by Markovitz [12℄ with its asset alloation method based on op-
timization tehniques. It took other 20 years before a systemati proedure for
priing nanial produts was introdued with the famous Blak and Sholes
formula [13℄. Notably, both [12℄ and [13℄ are Nobel prize winning works and
are both based on the assumption that pries (or log-pries) follow a random
walk behaviour, namely the Brownian Motion (BM). It was soon understood
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that the innovation of log-pries are not independent from eah other and that
rare events are more ommon that what may be expeted from the BM as-
sumption. In partiular, the rst who pointed this out was Mandelbrot in [7℄
where he proposed that pries follow an α-stable distribution and also notied
the presene of the so-alled volatility lustering. The main drawbak of a
proess with innovations drawn from an α-stable distributions is that it has
inrements with innite variane, whih seems not to be the ase in empirial
dataset (fr. [14, 15℄), and also they still neglet memory. In order to over-
ome the absene of memory, in the Eighties the Nobel prize winning ARCH
model was introdued [16℄, giving rise to a massive stream of literature whih
tried to rene this rst model by adding more parameters whih should mirror
empirial statistial properties both on the univariate and a multivariate level.
In this hapter we review the main statistial properties of daily data using
as time-series taken from New York Stok Exhange, Nasdaq Stok Market
and NYSE MKT LLC, whih we will all olletively by using the aronym
NYSE17 and the Standard & Poor's 500 index. We also disuss the main
models proposed in the literature able to reprodue these features. The rest
of the hapter is organized as follows: in Se. 2.2 we review the main stylized
fats of nanial log-returns, in Se. 2.3 we disuss the main models available
in the literature while we make a summary of the hapter in Se. 2.4.
2.2 Main stylized fats
2.2.1 Variable of interest
Among many, the prie p(t) of a ertain asset at time t is one of its most
important properties. As an example. in Fig. 2.1 we report the daily last
prie of the Standard & Poor's 500 (SPX) from the 04/03/1957 up to the
06/03/2017. However, from a statistial point of view, it is not the most
appealing. The main reason rely on the fat that the prie of a time-series
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Figure 2.1: SPX Index last daily prie from the 04/03/1957 up to the
06/03/2017.
is ertainly not a stationary quantity. The prie value, at a ertain point
in time, heavily depends on its previous value, also its mean and standard
deviation vary in time
1
. In order to mitigate this eet, the inrements of the
prie proess might be onsidered. Assuming for a moment that the time t is





However the most used denition for prie inrements is the following [18, 3℄
r1(t) = ln [p(t + 1)]− ln [p(t))], (2.2)
whih are then alled log-returns. Among the reasons why denition in Eq.
(2.2) is preferred with respet to the one in Eq. (2.1) is that by using denition
(2.3) it is easy to ompute the ompound return over bigger time-horizons,
whih we all rτ (t). Indeed the omputation onsists in a sum of subsequent
1
For a BM only the standard deviation is time dependent, while the mean is equal to
zero. However for empirial pries there is evidene in the literature that they have a time
hanging mean [17℄
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one-step returns whih boils down to the dierene of the rst and last term:
rτ (t) = ln [p(t+ τ)]− ln [p(t))]. (2.3)
As for Eq. (2.1), its ompound version is made of a produt of many fators,
whih beomes bigger as the horizon we are omputing the ompound returns
on beomes longer. Also, When the returns are small, the dierene of small
numbers is a fairly safe operation, while the produtory of them ould end up
in arithmeti underow. In Fig. 2.2 we report the log-returns time-series of
the SPX dataset. The denition in Eq. (2.3) is the one we use in the rest of
the thesis.















Figure 2.2: SPX Index daily log-returns from the 05/03/1957 up to the
06/03/2017.
2.2.2 A remark on stationarity
As it will be underlined in a subsequent setion, log-returns are not stationary
random variables as well. However they are better behaved than pries. From
an operative point of view trying to redue the non-stationarities as muh as
possible is paramount. If at every point in time t the statistial properties of
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the time-series under study hanged in an unknown way, we would not be able
to make any inferene about the generating proess underlying nanial time-
series. The assumption of stationarity, whih underlies any empirial analysis,
allows us to substitute averages omputed over the distribution with averages
omputed over time
E[f(t)] ≈ 〈f(t)〉t, (2.4)
where E[·] is the usual expetation, f is a dummy funtion and 〈·〉t is the
average over time. This substitution, despite not expliitly written, will hold
for the rest of the thesis when we deal with empirial data. We now review
the main statistial properties of nanial log-returns.
2.2.3 Fat tails
With the expression fat tails, people refers to the tendeny of extreme events
to our more often than one would expet by assuming that the logarithm of
the pries follows a BM. Indeed the tails of a BM deay exponentially towards
plus and minus innity while, empirially, the tails of the nanial log-returns
have been found to deay as a power law [15, 14℄. For example for the right
tail we an write
P (rτ (t) > x) ∝ x−αR for x > 0. (2.5)
With αR ∈ [2, 5] [15℄. A similar relation holds also for the left tail,
P (−rτ (t) > x) ∝ x−αL for x > 0. (2.6)
with the αL exponent lying in the same range. The two exponents αL and
αR are usually slightly dierent whih atually means that the log-returns
unonditional distribution is skewed (see Subse. 2.2.5). To give an example we
omputed and plot the deay exponents of the tails using the method proposed
in [19, 20℄, based on Maximum-Likelihood Estimators and the Kolmogorov-
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Smirnov test. The value we found are
αL = 3.80± 0.10, αR = 3.78± 0.09; (2.7)
whih in this ase are not dierent within the error bars. In Fig. 2.3 it is
reported the t of the omplementary umulative distribution of the left and
the right tails in loglog sale. For the left tail on the x-axis is reported the
logarithm of minus the negative returns. As a further empirial example let us


































Figure 2.3: (a) left tail of the SPX log-returns time-series, (b) right tail of the
SPX log-returns time-series.
show in Fig. 2.4 the distribution of αL and αR we found on the NYSE17 dataset
whih is made of daily pries of the aforementioned markets from 01/01/2000
up to 12/05/2017
2
. As we an see the variane is always nite sine the
values of αL and αR are always bigger than 2. The presene of tails implies
that the ore of the distribution is more peaked with respet to the Gaussian
distribution, thus another measure of the presene of fat tails whih weights








(rτ (t)−E [rτ (t)])2
] . (2.8)
Sometimes the exess kurtosis is used, dened as γ′2 = γ2 − 3, whih is simply
the dierene between the kurtosis of the given data and the kurtosis of a
2
Further details on this dataset are given in Ch. 6
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(a) (b)
Figure 2.4: (a) left tail distribution of the NYSE17 log-returns dataset, (b)
right tail distribution of the NYSE17 log-returns dataset.
Gaussian distribution, whih is equal to 3. As above, we show in Fig. 2.5
the distribution of the values of γ2 for the NYSE17 dataset. We observe that
extremely high values are present. This is due to the fat that not every
empirial log-returns time-series has a nite fourth moment (see Fig. 2.4).
Figure 2.5: Distribution of the kurtosis oeients for the NYSE17 dataset.
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2.2.4 Memory
Daily log-returns do not exhibit autoorrelation, only in intraday data serial
orrelation in plain log-returns is observed but just over few minutes [14℄.
The reason is that serial orrelation in plain log-returns would oer an easy
hane to make prot for a trader. Thus, even if some tiny serial orrelation
is observed at a ertain point in time, somebody take quikly advantage of it
making it disappear. This proess happens so quikly that on a daily basis, it
is quite safe to onsider log-returns not serially orrelated i.e.
Corr [rτ (t+ T ), rτ (t)] = 0, T ≥ 1. (2.9)
In Fig. 2.6 we report, among others, the autoorrelation funtion of the log-
returns for SPX, whih utuates around zero. However daily log-returns
are far from being independent draws from one (or many) distribution. The
empirial observation of the so-alled volatility lustering is an evidene of
this fat. In Fig. 2.2 this property an be spotted by noting that periods
of high utuation alternate with periods of small utuations. In partiular
the late 80s risis and the 2007-2008 risis are easily reognizable. Sine the
paper of Engle [21℄, this property has been modelled by assuming that the
autoorrelation funtion of powers of the absolute values of the log-returns
deays as a power law. In partiular it has been found that dierent powers γ
of absolute log-returns have dierent power law deay rates with an exponent
β(γ) ∈ [0, 1] [21, 22℄. We an summarise this observation as
Corr [|rτ (t+ T )|γ, |rτ (t)|γ] ∝ T−β(γ) T ≥ 1. (2.10)
Interestingly, the maximum autoorrelation is found empirially for around
γ = 1 [21℄. As an example, we report in Fig. 2.6 the behaviour of the auto-
orrelation funtion of few powers of absolute returns for SPX. An interesting
method for omputing the value of β(γ) is proposed in [22℄. Let us desribe it
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Figure 2.6: Empirial autoorrelation funtion omputed on SPX for plain
log-returns and dierent powers of absolute log-returns.







|rτ (t+ i)|γ, (2.11)
whih is a sum of suessive absolute returns raised to the power of γ. This
quantities are dened to be non-overlapping for dierent values of t. It an be
shown (we provide a proof of this in Appendix A) that if
Cov [|rτ (t+ L)|, |rτ(t)|] ∝ L−β(γ), β(γ) ≤ 1, (2.12)
then the standard deviation, δ(L, γ), of χt(L, γ) goes as
δ(L, γ) ∝ L−η(γ), with η(γ) = β(γ)
2
. (2.13)
The distribution of the values of β(1) we obtain through this proedure an
be found in Fig. 2.7; we notie that in our dataset β(1) does not exeed 0.5.
2.2.5 Skewness and leverage eet
The skewness and the leverage eet are two stylized fats whih are linked
but not equivalent. The skewness property refers to the asymmetry of the log-
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Figure 2.7: Distribution of the deay oeient of the memory of the absolute
log-returns for the for the NYSE17 dataset.
returns unonditional distribution, whih usually are found to have a longer
left tail and a shorter right tail. This means that the left tail is in general
expeted to be fatter than the right one. A way to quantify this property is








(rτ (t)− E [rτ (t)])2
] . (2.14)
When γ1 < 0 the distribution is said left-skewed and it means that the left tail
is fatter than the right one. Instead, when γ1 > 0 the distribution is said right-
skewed and it means that the right tail is fatter than the left one. To give an
example, let us report in Fig. 2.8 the distribution of the skewness oeients
for the NYSE17 dataset. Another way to haraterize the asymmetry of a
probability density is via the non parametri skewness (see for example [23℄),
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Figure 2.8: Distribution of the skewness oeients for the NYSE17 dataset.
dened as
S =
E [rτ (t)]−median [rτ (t)]√
E
[
(rτ (t)−E [rτ (t)])2
] . (2.15)
The interpretation of the non parametri skewness is the same as for Eq. (2.14).
Leverage eet refers to the tendeny of the volatility to inrease after a
prie drop [24, 25℄. In order to quantify this eet, one an onsider the lagged
orrelation between the log-returns and their absolute value:
L(T ) = Corr [rτ (t), |rτ (t+ T )|] , (2.16)
where T is the time-lag between the two quantities. As an example we report
in Fig. 2.9 the behaviour of the funtion L(T ) for SPX in a blue solid line
for positive and negative lags. For negative lags L(T ) keeps osillating around
zero whereas for positive lags it is negative and deays exponentially to zero
[25℄, as shown by the exponential t in a red dashed line.
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Figure 2.9: Empirial values of the funtion L(T ) in blue solid line omputed
on SPX along with an exponential t in red dashed line.
In light of these observations we an say that the presene of the leverage
eet implies a skewness in the probability density funtion, but not the other
way around. In partiular, the presene of skewness alone does not aet the
temporal struture of a time-series.
2.2.6 Cross-dependene
An important and widely studied property of log-returns is their ross-dependene.
In partiular this dependene has been observed aross dierent industries and
asset lasses [18, 26℄. A plausible explanation of this behaviour is that traders
reat simultaneously to new information and also share aidentally same trad-
ing strategies [18℄. It is worth noting that, despite the presene of these de-
pendenies does not neessarily imply arbitrage [18℄, some authors managed
to take advantage of their presene in order to build protable strategies, thus
hallenging the Eient Market Hypothesis (EMH) [27℄.
The main measure of ross-dependene is the ross-orrelation matrix whih,
given the log-returns time-series of two dierent stoks ri(t) and rj(t), reads
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as
Σij = Corr [ri(t), rj(t)] . (2.17)
As it appears evident, Eq. 2.17 tests only for linear dependene between stok
i and j, nonethelss interest in the ross-orrelation matrix has grown sine
the introdution of the Nobel prize winning Markovitz portfolio seletion [12℄,
whih is based on it. Despite the simpliity of its formula, the proper estima-
tion of the ross-orrelation matrix is not an easy task, due to the presene
of statistial utuations and redundanies [28℄. In light of this a sweeping
amount of papers have been published dealing with the problem of de-noising
the ross-orrelations matrix (see for example [29, 30, 31, 32, 33, 34, 35, 36,
37, 38, 39, 40, 41, 42, 43℄). One of the most popular tools introdued in order
to ahieve this task are the information ltering networks [5, 18, 44, 45℄. They
are based on the intuition that a ross-orrelation matrix an be mapped into
a sparse graph whih retain only a subset of the information enlosed in the
original matrix aording to some ltering riterion. For example for the Min-
imum Spanning Tree (MST) [44℄ the ltering riterion onsists in building a
graph without reating loops among the nodes, whereas for Embedded Graphs
[30, 32, 46℄ the ltering riterion is to map the matrix into a topologial sur-
fae with a xed genus. When the genus is equal to zero, the surfae beomes
a plane and the result of the ltering tehnique is alled Planar Maximally
Filtered Graph (PMFG) [29, 30℄. One the graphs are built, hierarhial lus-
tering tehniques an be applied. Among many, we report that the Linkage
family of lustering tehniques are applied to MST type of graph [47℄, for ex-
ample Single Linkage, Average Linkage and Complete Linkage [48℄. As for the
PMFG, the reently proposed Direted Bubble Hierarhial Tree (DBHT) was
proposed as its natural lustering method [35, 34℄. Finally let us mention that
in [49℄ an empirial relationship between the volatility ross-orrelation and
the volatility lustering was found, while in [50℄ a model based on the DBHT
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was proposed to explain this phenomenon.
2.3 Models
In the eonometri literature, models for the log-returns an be divided in two
broad ategories: GARCH-type models and Stohasti Volatility (SV) models,
both univariate and multivariate. Their main aim is to reprodue the main
stylized fats of nanial log-returns usually introduing a set of (or just one)
ad ho parameters for eah of them. Despite at a rst glane they might
look similar, they have a fundamental dierene: in GARCH-type models the
onditional volatility is a deterministi funtion of the previous innovations,
while in the SV models the onditional volatility is random but drawn from
a known distribution. Before giving an overview of these two families, let me
briey desribe three fundamental models: the autoregressive model (AR),
the moving average model (MA), the autoregressive moving average (ARMA)
model (see for example [51℄), whih enloses features of both AR and MA
models.
1. An AR(p) model, where p is the order, is a model where the urrent





ϕiXt−i + εt, (2.18)
where c is a onstant, (ϕi)i∈[1,p] is a vetor made of p omponents whih
denes the impat of past events on the new one (from whih the name
omes from) and εt is white noise.
2. A MA(q) model, where q is the order, is a model where the urrent value
of the proess Xt depends linearly on the present and also on the past q







where µ is the mean of the proess Xt, (ϑi)i∈[1,q] is a vetor of (q + 1)
omponents with ϑ0 = 1 and εt is white noise.
3. Finally, a time-series Xt whih follows an ARMA(p, q) model an be
written as







where c is a onstant, (ϕi)i∈[1,p] and (ϑi)i∈[0,q] are vetors of, respetively
p and q omponents and εt is white noise. This model is a mixture of
both an AR and an MA sine it depends linearly on either the p past
realizations of the proess and on the q past realizations of the shoks,
plus the urrent value of the shoks. If q = 0 the model redues to a
AR(p), it beomes a MA(q) if p = 0.
It is worth noting that in order to make the AR(p) and the ARMA(p, q) models





must have all its root
outside the unit irle [51℄.
2.3.1 GARCH-type models
2.3.1.1 Univariate ase
AR, MA and ARMA models are not good andidates for desribing the be-
haviour of log-returns. The main reason is beause their innovations are or-
related, whereas nanial log-returns are not. GARCH-type models are de-
signed suh that they manage to keep their innovations unorrelated but still
introduing non linear orrelations. In the GARCH-type familiy fall mod-
els like the Nobel prize winning autoregressive onditional heterosedastiity
(ARCH) model [16℄, the generalized autoregressive onditional heteroskedas-
tiity (GARCH) model [52℄ and its further generalizations.
A time-series xt, follows an ARCH(q) proess if its innovations are dened
as
xt = σtεt, (2.21)
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where εt is white noise and σt is the volatility time series whih is in turn
modelled as [16℄






with α0 > 0 and αi ≥ 0, ∀i > 0. In order to make the ovariane stationary
and the unonditional variane nite the ondition
∑q
i=1 αi < 1 has to be added
[16℄. The ARCH proess manages to reprodue the fat tails and volatility
lustering [16℄. In partiular, it is easy to see that the kurtosis of a generi























2] > 3, (2.23)
where the seond equality follows from E [εt] = 0 and the last inequality from
the Jensen inequality. However, in order to ahieve long memory by using the
ARCH approah, one has to inrease the order q to a relatively large number
of terms [52℄. But inreasing the number of terms in the expansion in Eq. 2.22,
means also having more parameters to be estimated, whih should be avoided
in pratial situations. In order to irumvent this problem, the GARCHmodel
was introdued [52℄. The innovations of a GARCH(p, q) model are dened as
those of Eq. (2.21), but the denition of variane proess enloses also an
autoregressive part, namely











where α and β are vetors of respetively q and p parameters. For the overall




i=1 βi < 1 must
hold. The hain of equalities in Eq. (2.23) holds for the GARCH model as
well, proving that it reprodues qualitatively the fat-tails. As for the long
memory, it manages to have longer memory than the ARCH model with a
smaller number of parameters, sine a GARCH(p, q) model, an be seen as an
innite order ARCH(∞). Let us show this for the ase of the GARCH(1, 1);
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the onditional variane of a GARCH(1, 1) takes the form











Repeating this proedure n times and substituting the expressions of σt−∗ in
















whih holds for β < 1. Eq. 2.28 is indeed a innite order ARCH(∞).
A sweeping amount of modiations of the basi GARCH(p, q) have been
developed in order to have more rened models whih aomodate other sta-
tistial propoerties of naial time-series aside of fat-tails and volatility lus-
tering, like the leverage eet. For example NAGARCH ([53℄), QGARCH
([54℄), GJR-GARCH ([55℄) all introdue the leverage eet giving all dierent
reipes. The EGARCH ([56℄) instead models the logarithm of the variane
and also introdues terms whih estimate separately the eet of the sign and
of the amplitude of past returns.
2.3.1.2 Multivariate ase
Multivariate GARCH models are of three types [57℄: generalisations of the
univariate GARCH, linear ombination of univariate GARCH and non linear






where xt is a vetor of length N representing the stoks being modelled, εt is
a length N vetor of normally distributed variables with independent ompo-
nents and Ht is a N × N positive denite matrix whih represents the on-
ditional variane of the proess. Despite the models we desribe below an
depend on an arbitrary number of shoks (noise values) and innovations in the
past, like their univariate ounterpart, we limit ourself to desribe their sim-
plest version, whih depends only on one lag in the past of both the innovation
proess and the noise.
The rst multivariate GARCH model proposed is the VEC model [58℄,
whih is a straightforward generalization of the univariate GARCH model.
The VEC(1, 1) model, an be written in the following way [58℄
vech (Ht) = C + Avech (εtε
′
t) +Bvech (Ht−1) , (2.30)
where vech is the operator whih rearranges the lower triangular part of the
input matrix into a vetor, A and B are square matries of parameters and
C is a parameter vetor. If we apply this model to a set of N = 3 stoks,
this model has 78 parameters to be estimated[57℄. In order to irumvent this
problem, in [58℄ was already proposed to put onstraint to the denition of
the matries A, B and C. In partiular the DVEC model [58, 57℄ is dened
as in Eq. (2.30) but with the matries A and B being diagonal. Also, an even
stronger simpliation has been proposed with the a salar model in [59℄, by
setting A and B as salars.
All these models have to deal with the positive deniteness of the matrix Ht,
whih an be ahieved only via strong restritions on the parameters [57℄.
In order to irumvent this problem, a dierent parametrization of the VEC
model was proposed, whih is less exible than the original one, but ahieves a
positive denite matrix Ht more easily. This model is alled the BEKK model
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where, A∗, B∗ and C∗ are matries, C∗ is upper triangular and ·T is the
transposition symbol. Also for this model a diagonal version an be formulated
as for the DVEC. A simpliation to the struture of the BEKK model ame
from the intuition behind the fator models [61℄ that stoks omovements are
driven by a small number of ommon fators. In [62℄ the authors proposed a
fator version of the BEKK model alled F-GARCH(1, 1, K) (fator GARCH),
whih reads exatly as the model in Eq. (2.31) but with A∗ and B∗ being rank
one matries with the same left and right eigenvetors. Fator models inspired
also another type of multivariate GARCH models, alled OGARCH [63, 64℄
whih means orthogonal GARCH. In these models the log-returns are modelled
as an orthogonal transformation of univariate GARCH time-series (and/or its
modiations), whih represent the ommon latent fators of the market.
In the spirit of the parameters redution, in [65℄ the author proposed to on-
straint the onditional ross orrelation matrix to be onstant, while the ross-
ovariane matrix being time-dependent only through the univariate volatilities
of eah stok. This model is alled CCC and it is dened as follows
Ht = DtRDt, (2.32)
with R a symmetri positive denite matrix satisfying Rii = 1 ∀i, Dt =
diag(h
1/2
1t . . . h
1/2
Nt ) and the hit dened as univariate GARCH models. However
assuming a onstant onditional ross-orrelation turned out to be unrealisti
in many appliations, thus a dynamial onditional orrelation (DCC) model
was proposed in [66, 67℄ allowing the onditional ross-orrelation matrix to
evolve as a GARCH model itself:
Rt = (1−Θ1 −Θ2)R +Θ1Ψt−1 +Θ2Rt−1, (2.33)
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with Θ1,Θ2 > 0, Θ1 + Θ2 < 1, R a symmetri positive denite matrix,
Rii = 1 ∀i and Ψt−1 being the ross orrelation matrix of the εt omputed
over M steps in the past. Finally we report that also opulas [68℄ have been
inluded in the GARCH literature through the introdution of the opula-
GARCH models [69, 70℄. In these models the onditional varianes of eah
stok follow a GARCH model, the noises follow a ertain marginal distribu-
tions whose parameters may vary in time and the onditional dependene is
aptured by a time-varying opula.
2.3.2 Stohasti Volatility models
In this setion we review the main SV models, limiting ourself to the disrete-
time ase.
2.3.2.1 Univariate ase
The rst SV model was proposed in [71℄ and it is given by
yt = εte
ht/2, (2.34)
ht = µ+ φ(ht−1 − µ) + ηt, (2.35)
where yt models a log-returns time-series, εt ∼ N(0, 1) and ht is the so-alled
log-volatility whih follows an AR(1) proess with ηt ∼ N(0, σ2η) and param-
eters µ, |φ| < 1. Moreover, the unonditional mean and variane of ht are




1− φ2 . As for the fat tails, the same hain of
equalities in Eq. (2.23) holds here as well, so SV models exhibit fat-tails.
As pointed out in [72, 73℄, the tails of the model in Eq. (2.34) are too thin
with respet to observed ones, so that extreme events are too rare ompared
to real log-returns time-series. Thus modiations have been put in plae to
generalize it. A rst modiation proposed was to dene εt to follow a t-
Student distribution [72, 73℄. Another way to take into aount rare events
is via the inlusion of jumps into the log-returns proess. In [74, 73℄ the
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authors propose to add to the proess in Eq. (2.34) a Gaussian variable,
whose ontribution to the innovations is ontrolled by a Bernoulli random
variable with a ertain probability. It is also worth mentioning that some
authors proposed to add jumps in the log-volatility proess and proved their
importane [75, 76, 74℄.
Other modiations to the standard model in Eq. (2.34) onern the intro-
dution of a dependene between log-volatility innovations ht and log-returns
innovations yt in order to take into aount the leverage eet. This has been
done either by writing ht expliitly in the denition od yt, as in the SV-in-mean
model [77℄, or via the introdution of a orrelation between ut and ηt+1, as in
[78, 79, 80℄. Further generalizations deal with the introdution of long-memory,
sine a nite amount of lags in the log-volatility proess ends up in its auto-
orrelation funtion deaying geometrially [81℄. In order to overome this,
integrated proesses were introdue to desribe the the log-volatility proess
[81, 82, 83, 84℄.
2.3.2.2 Multivariate ase
The rst multivariate SV proposed in the literature, an be regarded as the
stohasti volatility ounterpart of the CCC model, disussed above. In par-
tiular it assumes that the onditional ross-orrelation of the time-series is
onstant. This model was proposed in [85℄ and it reads as
yit = e
hit/2εit, (2.36)
hit = γi + φihit−1 + ηit, (2.37)
with εit and ηit being N-dimensional multivariate Gaussian proesses, indepen-
dent among eah other and also serially independent, having ross-ovariane
struture given by the N × N matries Cov [εit, εjt] = Σεij and Cov [ηit, ηjt] =
Σηij . The quantities {γi} and {φi} are instead N-dimensional vetors.
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The fator models approah has also been applied to multivariate SV mod-
els. The rst and simplest speiation was given in [86℄, where, say, K < N
fators are driven by a univariate standard SV model and a matrix mix them
to give the N-dimensional proess. In partiular the model is dened as follows
yt = Bft + ωt, (2.38)
fit = e
hit/2εit, (2.39)
hit = γi + φihit−1 + ηit, (2.40)
where yt is a N-dimensional vetor, B is a N×K matrix, ft is a K-dimensional
vetor whih represents the fators, the fits are the omponents of ft eah fol-
lowing the standard SV model with i ∈ [1, K] and ωt ∼ N (0,Ω) is a multi-
variate N-dimensional Gaussian proess where eah omponent has zero mean
and ross-orrelation matrix Ω. Sine in this model shoks in the modelled
time-series an be explained only via systemi hanges, in [87, 88℄ the authors
proposed to allow eah omponent of the vetor ωt to be a standard SV proess
independent from the others.
2.4 Summary
In this hapter we disussed the main stylized fat of the nanial daily log-
returns. We found that soure of omplexity an be found either on the uni-
variate and on the multivariate level. On the univariate level GARCH family
models and SV models seem both to point out that the memory of the volatility
plays a role in the heaviness of the unonditional tails of real proess, however
it seems that this heaviness annot be all asribed to the eet of the memory.
On the multivariate level instead ross-dependene properties are the soure
of omplexity of the nanial systems, whih are a hallenge either for their
estimation and for their modelling. We reviewed the main model present in the
literature able to reprodue univariate and multivariate properties explaining
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The aim of this hapter is to disuss the main features of the multifratal
saling in the ontext of time-series analysis and to pinpoint its importane in
the literature. We review its main theoretial properties related to nanial
log-returns, desribing then the the most important estimation methods for
univariate and bivariate proesses. We onlude by reviewing the most impor-
tant models able to reprodue this empirial property along with the others
desribed in the previous hapter.
3.1 Introdution
The theoretial bakground of the multifratal measures stems from an early
work of Mandelbrot [89℄ on turbulent ows. The onepts and ideas in this
paper worked as an input for the subsequent statistial Physis literature by
opening new senarios (see for example [90, 91, 92, 93, 94, 95, 96℄). Some
authors also started to observe that the multifratal piture ould have been
relevant to the nanial modelling [97, 98, 99, 100℄. Now, the multifratal
behaviour of nanial time-series is one of the aknowledged stylized fats in
the literature (see: [18, 3, 101, 102, 14℄). Many works have been dediated
to its empirial haraterization [103, 104, 105, 106, 107, 108, 109, 110, 111,
112, 113, 114, 115, 116, 117, 118, 119, 120℄, reporting strong evidene of its
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presene in nanial markets and several models have been proposed [121, 122,
123, 124, 125, 126, 127, 128, 129, 130℄ to reprodue these empirial fats.
Multifratality proved also to be a very valuable tool. From a theoretial
point of view models with a multifratal nature display also power law tails
and volatility lustering, leading to onsider these well-known stylized fats
as onsequenes of the multifratal nature of nanial time-series [125℄. From
a pratial point of view multifratal models proved to be valuable tools for
volatility and Value-at-Risk foreasting [122, 123, 124, 125, 131, 132℄ and also
for monitoring the stability of rms and markets [133, 134, 115℄.
The rest of the hapter is organized as follows: in Se. 3.2 we give a ge-
ometrial and statistial denition of multifratality, in Ses. 3.3 and 3.4 we
respetively review the main univariate and bivariate estimation methods of
multifratality available in the literature, in Se. 3.5 we review the main mul-
tifratal models proposed in the literature, nally a summary of this hapter
is given in Se. 3.6.
3.2 Formal denition
In this subsetion we give an overview on what is multifratality from a math-
ematial point of view giving its geometrial and statistial haraterization.
3.2.1 Geometrial haraterization
Let X(t) be a proess ontinuous in time with stationary inrements. The
notion of loal Hölder exponent h(t) an be introdued via the following ex-
pression [135℄
|X(t+∆t)−X(t)| ∼ C(t)(∆t)h(t) when ∆t→ 0, (3.1)
where C(t) is a funtion of t and ∆t is an innitesimal quantity whih tends
to zero. Also, in order to assure that stationarity holds almost surely, the set
on whih C(t) and h(t) vary has zero Lebesgue measure. Intuitively the loal
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Hölder exponent quanties the loal degree of singularity of a time-series [135℄.
The set of all loal Hölder exponents thus expresses the degree of singularity of
the whole proess X(t) assoiating a number with every point in time. In order
to haraterize how a ertain singularity aets the behaviour of the proess,
following [136℄, we an ompute the number of intervals N(h,∆t) of size ∆t
whih over all the points in time whih share the same degree of singularity
h, as
N(h,∆t) ∝ (∆t)−D(h) for ∆t→ 0, (3.2)
where D(h) is the Hausdor or fratal dimension of the set. The quantity
D(h) is also alled Singularity Spetrum and in general, for a ertain value h¯,
an be dened as (fr. [135, 137, 138, 139℄)
D(h¯) = DH{t : h(t) = h¯}. (3.3)
If only one Hölder exponent, say h0, haraterizes the proess, then the proess
is said to be mono or uni-fratal and the Singularity Spetrum reads as [136℄
D(h) =
{
1 h = h0
−∞ otherwise, (3.4)
so the spetrum redues to a single point. A proess is said to be multifratal
if it has a range of values of h over whih D(h) ≥ 0 [135, 136℄.
3.2.2 Statistial haraterization
It turned out that the geometrial properties of a proess an be linked to
its statistial ones. In partiular the so alled Multifratal Formalism was
introdued [137, 138, 139℄ and an be applied in the ontext of the stohasti
proesses [135℄. The proess X(t), ontinuous in time, is said to be multifratal
also if the following saling relation holds [140℄
E[|X(t+ τ)−X(t)|q] = K(q)τ ζ(q), (3.5)
where τ is the time-horizon of the inrements, bothK(q) and ζ(q) are funtions
of q and ζ(q) is onave [121℄ and odies the saling exponents of the proess.
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Using this denition, a proess is said to be unifratal when the funtion ζ(q)
is linear, i.e. ζ(q) = qH , where H is the so alled Hurst exponent [102℄.
3.2.3 Mathing the two haraterizations
As underlined in [121℄, multifratality dened by Eq. 3.5 is a global property
beause τ is not onstrained to tend to zero, whereas the denition given in
Eq. (3.1) is loal. Let us now desribe the heuristi argument whih links the






|X ((i+ 1)∆t)−X(i∆t)|q ∝ (∆t)ζ(q), (3.6)
where T is the whole length of the time-series under onsideration. The fol-




















where in the rst step we used Eq. (3.1), in the seond one we rewrote the sum
over times as an integral over all the possible values of h weighted with the
number of points sharing that ertain h value and in the fourth one we used
the steepest desent method to solve the integral for ∆t → 0 [138, 139, 136,
137℄. Comparing Eq. (3.6) with Eq. (3.7) we obtain the well-known relation
[135, 14℄)
ζ(q) = 1 +
h
inf{qh−D(h)}, (3.8)
whih states that the saling exponents and the Singularity Spetrum are
linked via a Legendre transform. Thanks to the involution property we an
also write
D(h) = 1 +
q
inf{hq − ζ(q)}. (3.9)
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The request of onavity is ruial for this result sine otherwise the Legen-
dre Transform would not be well-dened. From this omputation, it appears
evident that the relation between the two approahes relies heavily on the on-
tinuity in time of the underlying time-series sine the loal regularity an be
haraterized only when the box size ∆t tends to zero. It is also worth stress-
ing that another key point is that Eq. (3.5) must hold also for small value of
∆t.
3.2.4 Few more remarks
In pratie one does not deal with proesses ontinuous in time. As a on-
sequene, it was shown [14, 137℄ that the straightforward estimation of D(h)
annot be pratially ahieved. In light of this, the importane of relations
(3.8) and (3.9) relies in the fat that they allow to estimate a geometrial
quantity (the Singularity Spetrum) via statistial measurements. In parti-
ular one usually assumes that a real proess (for example a log-prie) is a
disretized version of an underlying unobservable proess ontinuous in time,
whih are sharing the same statistial properties. Thus, while geometrial ar-
guments annot be applied to the disrete version, statistial ones are. Usually
the funtion ζ(q) is rewritten as ζ(q) = qH(q), with H(q) alled the General-
ized Hurst Exponent [102, 133, 134℄. In partiular, from Eq. (3.9) (in order to








whih shows that the Hölder exponent is equal to the Hurst exponent only
when the latter does not depend on q, whih is the ase of unifratal time-
series where ζ(q) redues to a straight line. The two most notable unifratal
proesses are the Brownian Motion (BM) and the Frational Brownian Motion
(fBM), whih satisfy respetively ζ(q) = q/2 , thus H(q) = 0.5, and ζ(q) = qH ,
thus H(q) = H (see for example [102℄).
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3.3 Estimation methods
In this setion we review the main numerial estimation methods available in
the literature for determining the multifratal spetrum of both empirial and
syntheti time-series, underlining their main strengths and weak points.
3.3.1 Generalized Hurst Exponent Method
The Generalized Hurst Exponent Method (GHE) method was introdued in
[133, 134, 102℄
1
whih relies on the measurement of the diret saling of the qth-
order moments of the distribution of the inrements of the time-series under
study. It has been shown to be one of the most reliable estimators when dealing
with time-series with innite variane[141℄. The GHE method onsiders the




Where τ , K(q) and H(q) have the same meaning as in the previous subsetion.
The denominator on the left hand side of Eq. (3.11) is add with respet to
Eq. (3.5) for numerial stability reasons. In partiular, GHE onsiders the






∝ qH(q) ln(τ) + ln (K(q)) , (3.12)
and, if linearity with respet to ln(τ) holds, it omputes the slopes of the
straight lines at dierent q. The slopes are omputed in the following way: for
every q, several linear ts are omputed taking τ ∈ [τmin, τmax], with usually
τmin = 1 and several values of τmax typially between [5, 19]; the output estima-
tor for H(q) =
ζ(q)
q
is the average of these values for a given q. This method
gives also the errors whih are the standard deviations of these values. The
main strength of GHE is that it omputes diretly the saling of the moments
1
The ode an be found at http://www.mathworks.om/matlabentral/leexhange/30076-
generalized-hurst-exponent.
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with respet to the aggregation horizon without relying on any pre-proessing
of the data, however the measurements are aggregation horizon dependent.
3.3.2 Multifratal Detrended Flutuation Analyisis
The Multifratal Detrended Flutuation Analyisis (MFDFA) method, intro-
dued rst in [142℄, is an evolution of the Detrended Flutuation Analysis
[143℄ and is based on the saling of the so-alled utuation funtion. Its most
appealing feature is the possibility to deal with non-stationary time-series. We














Xk. Next, starting from the beginning, the prole Y (t) is





intervals of length s, where ⌊·⌋ means rounding down
to the lower integer. The overall length N is in general not expeted to be a
multiple of s, so the division is repeated starting from the end of the prole,
ending up in 2Ns intervals overall. Next the algorithm deals with the non-
stationarities by removing the loal polynomial trend from eah of the 2Ns
intervals, and then by omputing the variane of the residuals with respet to
the trend in eah interval. Expliitly, let us rst onsider the segments starting
from the beginning of the prole Y (t), the variane is ([142℄)





{Y [(ν − 1)s+ i]− yν(i)}2 , (3.14)
where yν is the trend in the ν interval, with ν ∈ [1, Ns]. The same operation
is repeated for the intervals starting at the end of the prole giving ([142℄)





{Y [N − (ν −Ns)s+ i]− yν(i)}2 , (3.15)
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where now ν ∈ [Ns + 1, 2Ns]. The next step onsists in nding the qth order











for dierent value of s. If the analysed is long ranged orrelated with a power
law deay, than also Fq(s) is with respet to s,
Fq(s) ∼ sh(q), (3.17)
with h(q) = H(q) being the Generalized Hurst Exponent. The main strength
of this tehnique is that it is appliable to non-stationary time-series, however
the hoie of the detrending polynomial is arbitrary.
3.3.3 Wavelet Transform Modulus Maxima
The Wavelet Transform Modulus Maxima (WTMM) method relies on the
Wavelet Transform (WT) formalism, whih allows to deompose a signal into
elementary ontributions in a spae-sale plane via the translation and the
dilation of a so-alled analysing wavelet ψ ([144℄). In general, the analysing
wavelet is required to have zero mean, but in the ontext of multifratal anal-
ysis, it is also required to be orthogonal to polynomials with degree m below
a ertain value nψ [144℄, i.e.∫ +∞
−∞
xmψ(x)dx = 0, 0 ≤ m < nψ. (3.18)
A ommon hoie for the analysing wavelet is to pik the nth derivative of the






One the analysing wavelet is dened, the WT of a funtion f at the spae
value b and sale a > 0 an be dened as [145, 146, 144℄
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The next step onsists in onsidering only the modulus maxima of the WT
dened as |Tψ[f ](b, a)| for a given sale value a. These modulus maxima are
arranged as lines on the (b, a) half plane [144℄. In partiular one an dene
L(a0) as the set of maxima lines at sale value a ≤ a0. The multifratal analysis










and by onsidering its saling properties with respet to a [144℄
Z(q, a) ∼ aζ(q)−1. (3.22)
The main strength of this method is that it has a deep mathematial formula-
tion whih makes a parallelism with the thermodynami, however the hoie
of the analysing wavelet funtion is arbitrary.
3.4 Bivariate measures of saling
In the last deade interest has grown in the detetion of long range dependene
in the saling of ross orrelations. Many methods have been proposed and
also applied to datasets not only oming from the nanial world (see for
example [149, 116, 150, 151℄). The rst method proposed is a straightforward
generalization of the DFA [143℄ alled Detrended Cross Correlation Analysis
(DCCA) [149℄. Consider two stationary disrete time-series {Xk} and {X ′k}






] ∝ n−γ× , (3.23)
with 0 < γ× < 1. The purpose of the DCCA is to measure the bivariate
saling exponent γ×. In order to ahieve this, in [149℄ the authors notie that
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their ovariane behaves asymptotially as [149℄
Cov [Yn, Y
′
n] ∝ n2λ, (3.25)
with λ = 1 − γ×
2
. Eq. 3.25, an be used only when data are stationary. In
order to remove the non-stationarites, alling N the length of both time-series,
the authors propose to divide the time-span of the integrated proles in N −n
overlapping segments made of n+1 values and ompute the linear loal trend
Y¯k,i and Y¯
′
k,i in eah of them, with i ≤ k ≤ i+ n. By removing the trend from
the signals the residuals of both time-series are obtained and the ovariane of
the residual in eah box an be omputed [149℄,





(Yk − Y¯k,i)(Y ′k − Y¯ ′k,i). (3.26)






f 2DCCA(n, i). (3.27)
It is worth notiing that this method boils down to the simple DFA [143℄ when
{Xk} = {X ′k}.
A bivariate generalization of the MFDFA was proposed in [116℄, where the
Multifratal Detrended Cross-Correlation Analysis (MFDXA) was introdued.
Let us onsider again two time-series, {Xk} and {X ′}, with zero mean made
of N points. As for the DCCA the time-domain is divided into N/s non-
overlapping intervals of size length s. The proles of {Xk} and {X ′} are










with i ∈ [1, s]. In eah interval loal trends, whih we all respetively Y¯n(k),
Y¯ ′n(k), an also be dened using for example polynomials [116℄. From the
proles in Eq. (3.28) and the loal trends, the detrended ovariane in eah
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Y ′n(k)− Y¯ ′n(k)
]
, (3.29)













with hXX′ being the bivariate saling exponent.
Another measure proposed in the literature onerning the saling of the
ross orrelation funtion is the one in [150℄, where the authors measures the
ross orrelation of the returns both with respet to its saling and with respet
the relative lags of the onsidered time-series. In order to do so they onsider
the following expression for the ross-orrelation [150℄
CXX′(t, τ) = E [(X(t)− µX(t))(X ′(t+ τ)− µX′(t+ τ))] , (3.31)
where X and X ′ are the two onsidered time-series and µX(t) and µX′(t) are
the time-dependent means. The expliit presene of the time as an argument
of eah variable underlines the possible non-stationarity of the data. In order
to deal with this, authors propose to substitute the time-dependent means












In this way the time-dependene in Eq. 3.31 is assumed to be removed. In the
ase of two fBM the orrelation at lags τ = 0 behaves as [150℄
CXX′(τ = 0) ∝ nHX+HX′ , (3.33)
where HX and HX′ are the self-similarity exponents of the two fBMs.
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The last method we briey review here is the Multifratal Height Cross-
Correlation Analysis (MFHXA) [151℄. Consider two time-series Xt and X
′
t
reorded at resolution ν. If the original time-series have length T , let us dene





. We next all the τ order dierene of, say, the Xt time series
as ∆τXt = Xt+τ − Xt and the omponent-wise produt of the two τ order




t. Using these denitions, the






|∆τXtX ′t|q/2 ∝ τ qHXX′(q), (3.34)
with HXX′(q) being the generalized bivariate Hurst exponent.
3.5 Multifratal models
In this setion we review the main multifratal models available in the litera-
ture.
3.5.1 Markov-Swithing Multifratal Model
The Markov-Swithing Multifratal Model (MSM) model was rst introdued
in [122℄. The name omes from the denition of the volatility of this proess,
whih is modelled as a Markov-Swithing proess in disrete time. In this
model, the log-returns are dened as [122℄
rt = εtσt, (3.35)





M it . (3.36)
The M it s are the volatility omponents whih are independent for dierent
value of i i at a given time t, non-negative and satisfy E[M it ] = 1. At eah
time step, the values of M it is either renewed with a ertain probability γi, or
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stays the same. It is worth stressing that the dierent values of γi dene a
hierarhy of the volatility omponents, from the omponent whih hanges its
value more frequently to the one whih hanges more rarely. In the literature,
dierent hoies of the distribution of the M it s have been made; for example in
[131℄ the authors hose a Binomial distribution, while in [126, 123℄ the authors
onsidered also a log-normal speiation.
This model has also been extended to inlude skewness and leverage eet
in [152℄. In partiular the authors introdued a orrelation between the signs
of the proess in order to reprodue the skewness and also, inspired by [153℄, a
kernel term whih introdues a dependene between volatility shoks and past
signs.
3.5.2 Multifratal Random Walk
The Multifratal Random Walk (MRW) was rst introdued in [127℄. Its
most appealing property is that it has exatly omputable saling exponents
in the ontinuous time limit. In order to desribe this model let us onsider a
disretized time-line with steps of length ∆t. The returns of this model over
an horizon τ an be written as








with ǫ∆t ∼ N(0, σ2∆t), ω∆t ∼ N(−λ2 ln(L/∆t), λ2 ln(L/∆t)), where λ is alled
intermitteny parameter, L is the autoorrelation length and σ is the variane
of the overall proess [127℄.
What haraterizes this model is that autoorrelation struture, in partiular
the ǫ∆t(k) are i.i.d and the ω∆t(k) are not, having autoovariane (see [127℄):
Cov(ω∆t(k1), ω∆t(k2)) = λ
2 ln ρ∆t(k1 − k2), (3.38)
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with




(|k1 − k2|+ 1)∆t |k1 − k2| < L/∆t,
1 otherwise.
(3.39)
The saling exponents of this model in the ontinuous time limit ∆t → 0 are
(see [127℄):
ζ(q) = qH(q) = −λ
2
2




Aording to its denition, this model has unorrelated returns, but it has
been shown (fr. [127, 154℄) to exhibits both power law tails and volatility
lustering. In partiular, the tails deay with an exponent proportional to λ2
(see [154℄), as it is the deay of the autoorrelation funtion of the absolute
powers of the returns (see [127℄).
Alternative speiations of this model have been proposed with dierent
saling exponents by hanging the distribution of the variable ω∆t [129℄. Also
for this model the leverage eet was introdued rst in [153℄ where a kernel
was introdued to link past values of the variable ε∆t to new volatility shoks.
However as pointed out by the authors themselves, this speiation leads to a
model whih in the ontinuous time limit boils down to the symmetri model
(3.37). So in [130℄ the authors proposed a model whih keeps its asymmetry
and the leverage eet also in the ontinuous time limit by introduing a
orrelation between ε∆t and ω∆t.
3.5.3 Bivariate MSM
The MSM was extended also to the bivariate ase in [155℄. Let us onsider
two stoks α and β and let us denote rt a bivariate log-returns vetor whose
omponents are rαt and r
β
t . Following [155℄, the proess rt satises
rt = [M1,t ∗ ... ∗Mk,t]1/2 ∗ εt, (3.41)
where ∗ is the element-wise produt, Mi,t are k 2×1 matries and εt ∼ N(0,Σ)
is a bivariate Gaussian proess with ross-ovariane Σ having non-zero diago-
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nal elements. A further element of ross dependene omes from the denition
of the bivariate volatility omponents Mi,t. As in the univariate ase at eah
time t the value of Mi,t is independent from the previous one, however, let






the arrival vetor, with, say, rst (seond) oordinate
equal to one if a hange in the ith volatility omponent of the α (β)stok
happens, zero otherwise. Then
P(1αi,t = 1) = γk, (3.42)
P(1βi,t = 1|1αi,t = 1) = (1− λ)γk + λ, (3.43)
where P(·) is the probability of the event ·, and λ is the orrelation between
the oordinates of 1i,t [155℄.
A modiation of this model an be found in [156℄ where a ertain number
of volatility omponents are allowed to be in ommon between the stoks
while the remaining ones are independent. A generalization, instead, of the
MSM model an be found in [157℄, where a time-dependent orrelation of the
residuals is onsidered.
3.5.4 Multivariate Multifratal Random Walk
The Multivariate Multifratal Random Walk (MMRW) is a straight forward
extension of the MRW disussed above and it was introdued rst in [158℄. Let
us onsider an N-dimensional vetor of returns rτ (t) over a ertain horizon τ ,







ǫ∆t(k) ∗ eω∆t(k), (3.44)
Let us desribe in detail every term (fr. [158℄). The vetor ǫ∆t(k) is a mul-
tivariate N-dimensional Gaussian proess with ross-ovariane matrix equal
to Cov [εi,∆t(k + ℓ), εj,∆t(k)] = δ(ℓ)Σij∆t, with Σ being the ross-orrelation
matrix between eah element of ε∆t(k) and the authors all it the Markovitz
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matrix. The vetor ω∆t(k) is again an N-dimensional Gaussian proess but
with ovariane given by Cov [ωi,∆t(k + ℓ), ωj,∆t(k)] = Λij ln (Tij/(∆t + |ℓ|))
for ∆t + |ℓ| < Tij and zero elsewhere, with Λij alled the multifratal ma-
trix. Also in this ase E[ω∆t(k)] = −V ar[ω∆t(k)]. This model, despite being
multivariate, has exatly omputable saling exponents, whih read as [158℄







where ζi is the spetrum of the ith omponent of rτ (t).
3.6 Summary
In this hapter we reviewed dierent aspets of multifratality in time-series
analysis. We overed in detail theoretial features whih an be related di-
retly to log-returns nanial time-series fousing then on the main estimation
methods available in the literature either for univariate and for bivariate time-
series. Finally we disussed the main models proposed in the literature whih
are able to reprodue this stylized fat along with many others. In the next
hapters, we build on all this theoretial bakground by presenting the original




nanial time-series: soure and
estimation issues
In this hapter we disuss the origin of the multifratal behaviour of nanial
time-series and investigate how to best quantify it. Our methodology onsists
in separating the dierent soures of measured multifratality by analysing the
multi/uni-saling behaviour of syntheti time-series with known properties.
We use the results from the syntheti time-series to interpret the measure of
multifratality of real log-returns time-series. The main ndings are the true
soure of the multifratal saling of nanial log-return time-series and that
the aggregation horizon of the returns an introdue a strong bias eet on the
measure of multifratality. The latter an beome espeially important when
returns distributions have power law tails with exponents in the range (2, 5).
We disuss the right aggregation horizon to mitigate this bias.
4.1 Introdution
The origin of the measured multifratal behaviour of nanial log-returns time-
series has been debated in the literature. This question has been raised rst in
[142, 116℄ where the authors pointed out that the power law tails and the auto-
orrelation of the analysed time-series must be the two soures of the measured
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multifratality. In the rst ase, the multifratal behaviour is a onsequene
of the broadness of the unonditional distribution of the returns; while in the
seond ase, the multifratal behaviour is assoiated with the ausal struture
of the time-series. It was also reported in [159℄ that a spurious multifratality
may arise in proesses with a long range autoorrelated volatility. After [142℄,
many papers have investigated the relative ontribution of these two soures to
the measured multifratality ([160, 161, 162, 163, 164℄), however no agreement
exists. For example in [160℄ the author points out that the autoorrelation
struture has a minor impat on the measured multifratality while the power
law tails are the major soure of it. In [161℄ they also report that the power
law tails give the major ontribution, but they also point out that the pres-
ene of unknown autoorrelations might introdue a negative bias eet in the
quantiation of multifratality. Conversely, in [162℄ the authors nd that the
autoorrelation gives the major ontribution while for a spei time-series the
extreme events are atually inimial to the multifratal saling. This lak of
agreement motivated our work, leading us to investigate what the soure of
the measured multifratality is and how it an be deteted.
In this hapter we quantify the two ontributions by using syntheti times
series where the two ontributions an be separated. Speially, we analyse
Brownian Motion with innovations drawn from a t-Student distribution, Mul-
tifratal Random Walk and normalized version of the Multifratal Random
Walk. The measured multifratality on these syntheti series are ompared
with measures on both real nanial log-returns and on a normalized version
of the real log-returns where the heavy tails are removed. Results show that
the aggregation horizon has a strong eet on the quantiation of multifra-
tality. We verify however that there are regions of the aggregation horizon
that an be used in pratie to extrat reliable multifratality estimators.
The rest of the hapter is organized as follows: in Se. 4.2 we perform a
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brief literature review disussing the results from previous works, in Se. 4.3 we
review the theoretial models we use, in Se. 4.4 we dene the multifratality
estimators that shall be used throughout the hapter, in Ses. 4.5 and 4.6 are
dediated respetively to the analysis of artiial and real nanial data, in
Se. 4.7 we disuss the results and in Se. 4.8 we draw onlusions.
4.2 Soure of multifratality in nanial data:
state of the art
As already mentioned in Se. 4.1, there is a debate in literature onerning
what property of the nanial time-series ontributes mostly to their observed
multisaling behaviour. Let us here disuss some ndings present in the liter-
ature. In [160℄ the author studied the Dow Jones Industrial Average taken on
a daily basis and proessed the data in four dierent ways in order to unover
the soure of the multisaling behaviour. The methods used were ([160℄):
1. shuing the data in order to hek the impat of the shape of the un-
onditional distribution;
2. building up surrogate data with the same unonditional distribution and
linear orrelation of the empirial one but with any non linear orrelation
removed;
3. utting the tails by substituting the more extreme events with resampled
ones from the ore of the distribution;
4. generating surrogate power law-tailed time-series, namely double Weibull
and t-Student, preserving the temporal struture of the empirial time-
series.
The author found that, on one hand the temporal struture, both linear and
non linear, has a minor impat. On the other hand, the fatter the tails are,
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the stronger the multisaling. And this result was onrmed both by utting
the extreme events and hanging the unonditional distribution.
In [162℄ the authors studied again the Dow Jones Industrial Average taken
on a daily basis plus the Dow Jones Euro Stoxx 50 sampled at one minute. In
this ase three analyses were performed:
1. shuing the whole dataset;
2. dividing the dataset into intervals and shuing them in order to keep
short memory ontributions then repeating the analysis hanging the
length of the intervals;
3. utting the extreme events.
The authors found that when shued, the dataset loses its multisaling be-
haviour ([162℄). The shuing of the intervals showed that the linearity of the
saling of the utuation funtions worsen when the length of the interval is
small and improves inreasing it, thus aording to the authors this should be
regarded as a sign that .temporal orrelations are the soure of multisaling.
For what onerns the ut of the most extreme events they found that for the
Dow Jones Industrial Average extreme events have no partiular impat, while
for the Dow Jones Euro Stoxx 50 they ause a distortion in the Singularity
Spetrum ([162℄).
Finally in [161℄ an extensive analysis was onduted on several empirial
time-series inluding stok market indexes, exhange rates and interest rates.
In order to unveil the soure of the empirial multisaling, the shuing method
was used plus a omparison with syntheti data. The authors also found an
inrease of the measured multisaling of the shued time-series whih then
led them to draw two onlusions: rst that the major soure of the multi-
fratality omes from the power law tails of the distribution; seond that the
presene of time orrelations dereases the multifratality. These onlusions
68
Chapter4 4.3. Benhmark models
are onsistent with the analysis of the Markov Swithing Multifratal Model
([123℄). Further analyses have been onduted by means of frational Brow-
nian motions, random walks with steps drawn from a Levy distribution and
ARFIMA proesses, all onrming the results found on the empirial datasets
([161℄).
4.3 Benhmark models
In this setion we desribe the analytial properties of the benhmark models
we used for our analysis. As already mentioned in the introdution of this
hapter, one of our goal is to measure the uni-multifratal on time-series with
known saling properties but also separating the ontribution of the tails form
the ontribution of the autoorrelation. In light of this, in order to understand
the ontribution of the power-law tails alone, our referene model is a Brown-
ian motion with t-Student innovations (tBM). This proess is unisaling with
independent inrements drawn from a t-Student distribution. Introduing the















where n is the number of degrees freedom whih an be non-integer. Aording
to Eq. (4.1) the variable t has mean zero if n > 1 and innite otherwise. The
variane is instead equal to
n
n− 2 if n > 2, innite if 1 < n < 2 and undened
otherwise. The spetrum of a tBM an be omputed analytially in both ases,
either if n is bigger or smaller than two. For n < 2 the t-Student distribution
of Eq. (4.1) behaves as a stable distribution with skewness parameter equal
to zero and stability parameter equal to n, so the saling exponents are (see
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[142, 166, 167℄)
1
ζ(q) = qH(q) =
q
n
if q < n. (4.2)
For n > 2 and nite aggregation horizon τ it an be shown that
E[|X(t+ τ)−X(t)|q] = f(q)τ q2 . (4.3)
Thus
ζ(q) = qH(q) =
q
2
if n > 2. (4.4)
It is expeted then that for n > 2 the saling exponents are idential to the one
of a BM up to q = n. For n = 2, it an be proved rigorously that the saling
exponents, in the ontinuous time limit, behave like Eq. (4.4) (fr. [168℄).
Aording to these analytial observations a tBM is a unifratal proess both
for n < 2 and n ≥ 2 and ζ(q) behaves as a straight line.
As for the ontribution of the autoorrelation to the multifratal saling,
we hose to use the MRW reviewed in Subse. 3.5.2 whih is a true multifratal
model. As pointed out in Subse. 3.5.2, this model exhibits both volatility
lustering and power law tails thus it seems to be unsuitable for our purpose
of separating the ontributions in syntheti time-series. In order to irumvent
this problem we use a numerial tehnique, whih we desribe in detail below,
whih allows to remove the ontribution of the tails from this model.
4.4 Multifratality proxy
In order to understand the behaviour of the saling exponents ζ(q), among the
estimators available in the literature (see for example Se. 3.3) we hose to use
a method inspired by the GHE method (fr. Subse. 3.3.1). As disussed in
Subse. 3.3.1, the GHE method, for a given value of q, omputes several linear
ts using dierent nested saling regions, [τmin, τmax], and outputs a value of the
1
In [142℄ is reported the shape of the saling exponent for q > n to be equal to one.
However, as underlined in [166℄ and [167℄, this so alled bifratal behaviour is a pure nite
size sample eet.
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saling exponent ζ(q) given by the average of the slopes measured. In partiular
it holds the value of τmin xed, inreasing the value of τmax. However, in what
follows we do not perform any average over dierent nested saling regions but
we instead onsider just one linear t for a given range τ ∈ [τmin, τmax]. In
partiular we fous our attention on two ranges, namely τ ∈ [1, 19], following
the presription of other works ([134, 133, 115℄), and τ ∈ [30, 250]. The reason
for this simpliation is that, given a range of τ , we did not want to weight
more the small values with respet to the big values. This point will be further
stressed later. Let us also note that due to the presene of the power law tails
in the empirial datasets (see for example [14, 15℄), the value of q should be
less than the tail exponent of the analysed time-series, sine the moments are
not nite for large q. Moreover, the existene of a moment does not guarantee
its measurement on nite samples to be reliable when its variane is not nite.
Following these observations, along with the fat that the deay exponents of
the empirial power law tails typially range between two and ve ([14℄), in
our analyses we limited ourselves to q ≤ 1. In partiular we took a range of q
between 0.1 and 1 every 0.1 units, having 10 points in total2.
One a method to measure the saling exponents is dened, in order to assess
the presene of a statistially meaningful urvature in the saling exponents,
thus multisaling, we performed a paraboli t over the range q ≤ 1 and then
we took the oeient of the seond degree term as a multisaling estimator,
i.e.
ζ(q) = qH(q) ≃ Bq2 + Aq + const, (4.5)
where then Bˆ is the multifratality estimator3 we adopted in this paper. It
must have negative (multisaling behaviour) or zero (unisaling behaviour)
expetation value (due to onavity). The expeted value of the parameter
2
We heked that inreasing the number of points over the interval does not hange the
results.
3
The notation of the hat means the estimator of the quantity under it.
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const is zero and in our measurements of ζ(q) we always heked this ondition
for onsisteny. Note that in [169℄ the authors t the Singularity Spetrum,
with a fourth degree polynomial whih implies neessarily a fourth degree
polynomial funtional form for ζ(q). However, for the purposes of this hapter,
a seond degree t is enough and we veried that the inlusion of the terms
up to the fourth degree does not modify our results. For ompleteness we also
report the values of H(0, 1), H(0, 5), H(1).
4.5 Analysis of artiial data
We started our analysis simulating 104 MRW proesses, speied in Subse.
3.5.2, made of 106 steps ∆t with parameters λ2 = 0.03, L = 1000, σ = 1 and
omputing the mean and the standard deviation of Bˆ, Hˆ(0.5) and Hˆ(1) over
the realizations. We then repeated the measure over the shued version of
the time-series. The onvergene of the estimators has been always heked.
The values of λ2 and L have been hosen aording to empirial analyses
onduted in other works (see for example [170℄), while the length has been
hosen to redue as muh as possible the nite size sample errors keeping
reasonable omputational times. The results are reported in Tabs. 4.1 and
4.2 with respetively τ ∈ [1, 19] and τ ∈ [30, 250]. The theoretial values are

















Table 4.1: Comparison between Bˆ, Hˆ(0.5) and Hˆ(1) for a plain and a shued
MRW with τ ∈ [1, 19].
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Table 4.2: Comparison between Bˆ, Hˆ(0.5) and Hˆ(1) for a plain and a shued
MRW with τ ∈ [30, 250].
It is evident from the Tables that in the region τ ∈ [1, 19] also for MRW the
non linearity of the saling exponents inreases after shuing onrming the
results of [161℄, while in the region τ ∈ [30, 250] this eet disappears and the
shued proess seems statistially indistinguishable from a BM. Aording to
its denition (see Se. 3.5.2), a shued MRW is an unorrelated, symmetri
time-series with power law tails. In light of this, a model whih might give
us some further indiation is a tBM. In the next subsetion we fous on this
model.
4.5.1 The eet of the power law tails
Let us here report the estimators Bˆ, Hˆ(0.5) and Hˆ(1) in the presene of
power law tails. In Fig. 4.1 we report the results of the omputation of
the saling exponents ζ(q) for τ ∈ [1, 19] of single realizations of proesses
with t-Student innovations made of 106 steps, for various values of n: n ∈
[1, 5] every 0.5 units (fr. Eq. 4.1). In blue solid line the measured saling
exponents of the syntheti time-series are reported, whereas in dashed red line
the theoretial expetation (see Eqs. (4.2) and (4.4)). It is evident that as
soon as n moves away from 1, a urvature of ζ(q) arises. But it is also evident
that, as the tail index inreases above n = 2 the graphs beome more linear
with apparent linearity almost reovered above n = 5. It is worth noting that
the empirially measured tail indexes fall exatly in the range [2, 5], whih
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is the most numerially biased. In order to make a quantitative assessment,
for eah value of n = 3, 4, 5, whih roughly overs the range of empirially
observed tails, we simulated 104 tBM made of 106 steps and we omputed the
mean and the standard deviation of Bˆ, Hˆ(0.5) and Hˆ(1) for all values of n.
Tabs. 4.3 and 4.4 report the numerial results for respetively τ ∈ [1, 19] and
τ ∈ [30, 250] (theoretial values in boldfae within brakets under measured
values).






















Table 4.3: Mean and standard deviation of Bˆ, Hˆ(0.5) and Hˆ(1) omputed on
t-Students time-series with n = 3, 4, 5 and τ ∈ [1, 19].
tBM n = 3 n = 4 n = 5
Bˆ
(−9 ± 2) · 10−3
(0)
(−4± 2) · 10−3
(0)
















Table 4.4: Mean and standard deviation of Bˆ, Hˆ(0.5) and Hˆ(1) omputed on
t-Students time-series with n = 3, 4, 5 and τ ∈ [30, 250].
Let us note that in the range τ ∈ [1, 19] with a signiane level of 1%, a
multisaling behaviour is found due to the presene of power law tails in all
ases, while in the range τ ∈ [30, 250] only the ase n = 3, keeps its onavity
at 1% signiane level, but still very lowered with respet to the other region.
Thus the measurements in the latter region seem to agree better with the
theoretial unisaling behaviour.
74
Chapter4 4.5. Analysis of artiial data





























































































Figure 4.1: Numerial values of ζ(q) (blue solid line) against their theoretial
values (red dashed line) for a tBM with n = [1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5] taken
every 0.5 units, in inreasing order from left to right and top to bottom.
4.5.2 Eet of autoorrelations
In order to isolate the ontribution of the autoorrelation and eliminate the
eet of the tails, we applied a normalization proedure to the MRW. The
method onsists in hanging the unonditional distribution of a time-series into
a desired one preserving its ausal struture as proposed in [160℄. In partiular,
let us onsider a rst (empirial) time-series with a ertain asual struture.
Let us now onsider a seond syntheti time-series made of i.i.d. numbers
drawn from given probability distribution. The method proposed in [160℄
onsists in ordering the seond syntheti time-series by using the ranking of
the rst (empirial) one, thus making the seond time series inherit the ausal
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struture of the rst one. We need however to stress a detail. If the empirial
time-series has power law tails while the surrogate is normally distributed, the
autoovariane of the seond one has the same funtional form of the rst one,
but its strength is lowered. This an be simply asribed to the fat that the
extreme events give a big ontribution in the omputations of the averages,
thus normalizing them redues the strength of the orrelations at eah lag.
This eet an be easily seen by plotting in semilog sale on the same gure
the funtion proposed in [154℄ for the estimation of the model parameters
omputed on a MRW and on its normalized version (nMRW). This is shown
in Fig. 4.2 in semilog sale where we observe that the autoovariane of the
original time-series follows well the theoretial behaviour ([154℄)






whereas the normalized one has a smaller eetive value of λ. It is evident
that the slope of the line relative to the normalized proess is smaller than the
slope of the line relative to the plain one (in absolute value). The behaviours of
the saling exponents ζ(q) for τ ∈ [1, 19] of single realizations of nMRWs made
of 106 steps for dierent degree of autoorrelation λ, speied in the aptions,
L = 1000 and σ = 1 are reported in Fig. 4.3. As noted before the eetive
value of λ after the normalization is a bit lower than the one reported in the
aptions, so the theoretial line is plotted reomputing the value of λ over the
normalized proesses.
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ln(lags)











C(T) of the plain process
C(T) of the normalized process
Figure 4.2: Autoovariane funtion of the log absolute returns for a plain
(top blue) and normalized (bottom red) path drawn from a MRW made of 106
steps with λ = 0.3, L = 1000, σ = 1.












































Figure 4.3: Numerial values of ζ(q) (blue solid line) against their theoretial
values (red dashed line) for a nMRW with λ = [0.1, 0.2, 0.3, 0.4], in inreasing
order from left to right and top to bottom.
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We observe that, in all ases, the funtion ζ(q) hanges its onavity. In
order to make a quantitative assessment, for eah value of λ2 = 0.03, 0.04, 0.05,
we simulated 104 MRWs made of 106 steps, we normalized them and we om-
puted the mean and the standard deviation of Bˆ along with Hˆ(0.5) and Hˆ(1).
Tabs. 4.5 and 4.6 report the numerial results for τ ∈ [1, 19] and τ ∈ [30, 250]
together with the theoretial expeted values in boldfae under the measured
ones. The eetive value of λ, alled λeff in the table, whih aets Bˆ, Hˆ(0.5)
and Hˆ(1), was obtained from Eq. (4.6) by tting the autoovariane of eah
normalized time-series, omputing then the mean and the standard deviation.
λ2 = 0.03 λ2 = 0.04 λ2 = 0.05






















Table 4.5: Mean and standard deviation of Bˆ, Hˆ(0.5) and Hˆ(1) omputed on
nMRWs with L = 1000, σ = 1 and τ ∈ [1, 19].
λ2 = 0.03 λ2 = 0.04 λ2 = 0.05






















Table 4.6: Mean and standard deviation of Bˆ, Hˆ(0.5) and Hˆ(1) omputed on
nMRWs with L = 1000, σ = 1 and τ ∈ [30, 250].
These results onrm the hange of the onavity of the saling exponents
in the region τ ∈ [1, 19]. Indeed, we observe in Tab. 4.6 that, within the 1%
signiane level, all Bˆ stay positive. Positive values of Bˆ imply the onvexity
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of the funtion ζ(q), whih, in the multifratal piture, is supposed to be
onave.
The region τ ∈ [30, 250] is instead muh more well-behaved having in all three
ases onave saling exponents within the 1% signiane level, despite for
λ2 = 0.05 only (the most orrelated) the measured Bˆ falls slightly outside the
1% signiane level from the expeted value.
4.6 Analysis of real data
4.6.1 Dataset
The dataset we foused our attention on is the log-prie of the Dow Jones
Industrial Average (DJIA) from 02/01/1900 to 29/12/2000 taken on a daily
basis, made of 25, 366 points. We report in Fig. 4.4 the saling of the moments
(fr. Eq. (3.5)) respetively, for τ ∈ [1, 19] and τ ∈ [30, 250] in blue solid lines
along with their linear t in red dashed lines.



















































Figure 4.4: Left panel: saling of the moments of the DJIA time-series with
τ ∈ [1, 19]. Right panel: saling of the moments of the DJIA time-series with
τ ∈ [30, 250]. The values of q are taken in the interval [0.1, 1] every 0.1 units,
inreasing from top to bottom in both panels.
In Fig. 4.5 the saling exponents ζ(q) are reported again in both regions
of τ , (blue rosses); as it appears evident, the paraboli shape of Eq. 4.5 (red
dashed lines) seems to fully apture the empirial behaviour.
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Figure 4.5: Left panel: saling exponents (qH(q)) of the DJIA time-series with
τ ∈ [1, 19]. Right panel: saling exponents (qH(q)) of the DJIA time-series
with τ ∈ [30, 250]
This time-series exhibits power law tails and we omputed the deay expo-
nents of the tails using the method proposed in [19, 20℄, based on Maximum-
Likelihood Estimators and the Kolmogorov-Smirnov test. Fig. 4.6 reports the
t of the omplementary umulative distribution of the left and the right tails
in loglog sale. For the left tail on the x-axis is reported the logarithm of minus
the negative returns. The estimated values of the tails exponents are
αleft = 3.20± 0.05 αright = 3.61± 0.06; (4.7)
they are dierent within the errors and so the time-series exhibits skewness. We
veried that however skewness has no eets on the measured multifratality.
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Figure 4.6: Left panel: left tail of the DJIA time-series. Right panel: right tail
of the DJIA time-series.
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4.6.2 Eet of power law tails and autoorrelation in real
data
In order to unover the soure of the multisaling behaviour of our dataset we
used the following two proedures: the shuing (fr. [161℄), in order to isolate
the eets of the power law tails, and the normalization (fr. [160℄), in order
to isolate the eets of the autoorrelation. We foused rst on the region
τ ∈ [1, 19]. A rst test we made is a omparison of the saling exponents
of the DJIA and a tBM, in order to hek whether the empirial measured
multisaling behaviour after shuing ould be all asribed to the presene of
the power law tails or not. In order to do so, we took the DJIA time-series and
shued it 104 times. On every time-series obtained we omputed Bˆ, Hˆ(0.5)
and Hˆ(1), this allowed us to assoiate a mean and a standard deviation oming
from the shuing proedure. We then ompared these values with the ones
obtained omputing Bˆ, Hˆ(0.5) and Hˆ(1) on 104 tBM with the same length
of the DJIA time-series and tails equal to the heavier empirial one, namely
αleft. A seond test regards heking the behaviour of the DJIA time-series
after normalization in order to test if the hange of onavity holds for empirial
data. We normalized then our time-series 104 times, omputing the mean and
the standard deviation of Bˆ, Hˆ(0.5) and Hˆ(1). The results are reported in
Tab. 4.7 along with the value of Bˆ, Hˆ(0.5) and Hˆ(1) omputed on the plain
time-series.
DJIA DJIAshuffled DJIAnormalized tBM
Bˆ -0.019 −0.039± 0.003 0.0026± 0.0005 −0.034± 0.004
Hˆ(0.5) 0.552 0.572± 0.007 0.5082± 0.0008 0.563± 0.007
Hˆ(1) 0.541 0.551± 0.006 0.5092± 0.0006 0.546± 0.007
Table 4.7: Plain, shued and normalised DJIA time-series and a tBM with
τ ∈ [1, 19].
Aording to these simulations we onrm previous results that after shuf-
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ing the measured multisaling behaviour of real data inreases for τ ∈ [1, 19]
(see [161℄). Moreover it appears evident that this inreased value is statistially
indistinguishable from the one of the tBM, whih is unisaling. This result led
us to infer that the multisaling measured on shued empirial time-series
should be asribed only to the presene of power law tails.
The normalised time-series hanges its onavity after normalization (stays
positive within the 1% signiane level), showing the same issue observed
previously for the MRW.
Let us now turn our attention to the region τ ∈ [30, 250]; results are re-
ported in Tab. 4.8.
DJIA DJIAshuffled DJIAnormalized tBM
Bˆ -0.038 −0.01± 0.01 −0.0036± 0.0007 −0.014± 0.007
Hˆ(0.5) 0.624 0.53± 0.03 0.6244± 0.0006 0.52± 0.02
Hˆ(1) 0.605 0.52± 0.03 0.6229± 0.0005 0.52± 0.02
Table 4.8: Plain, shued and normalised DJIA and a tBM time-series with
τ ∈ [30, 250].
We observe rst that the results hange onsiderably. Seondly, within the
1% signiane level the shued time-series an be onsidered unisaling, as
it happens for the tBM, so there is not an inrease in multifratality. Thirdly
the normalized time-series keeps its onavity, thus it is not aeted anymore
by the negative bias mentioned previously. This therefore demonstrates that
a statistially signiant multisaling behaviour is present in nanial time-
series.
4.7 Disussion
Our analyses provide lear evidene that the estimation of the saling ex-
ponents is aeted by the aggregation horizon. We hose two regions: (1)
τ ∈ [1, 19], whih is in line with previous works and (2) τ ∈ [30, 250]. We
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observed that the analyses on the region τ ∈ [1, 19] do not reprodue the theo-
retial expetations on time-series exhibiting power law tails or autoorrelation
strutures like the empirial ones. We also found an unexpeted onavity of
the saling exponents ζ(q) on tBMs and nMRWs. These results are in line with
previous observations on real time-series and atually enable us to give them
an explanation. In partiular in [161℄ the authors argue that the presene of
autoorrelations in real data an indue a negative bias in the estimation of the
saling exponents. Aording to our interpretation, the hange of onavity of
ζ(q) (reported in Tab. 4.7) is exatly the eet of the negative bias. In light
of this, the inreased multisaling behaviour measured in [161℄ after shuing
has to be asribed to the fat that the ausal struture of a shued time-series
is destroyed along with the negative bias itself and only the power law tails
eet is left resulting in an apparent inrease of multisaling.
For what onerns the region τ ∈ [30, 250] we observed that the spurious
multisaling found on tBM proesses and on the DJIA time-series is lower
with respet to the measurements performed in the τ ∈ [1, 19] region, being
even statistially absent for n = 4, 5 and for the DJIA as well. Furthermore,
the onvexity of ζ(q) returns to a onavity, almost removing the negative bias
eet. We onlude therefore that GHE measurements of multifratality in the
region τ ∈ [30, 250] are reliable and reveal that some degree of multifratality
is present in real nanial log-return time-series and it has to be asribed to
the eet of the ausal struture of the proess.
We report that a similar distintion between small sales and big sales
regions was reported also in [171℄. At this point a question to address is why
there is a so big dierene in the two regions of τ . For what onerns the eet
of the tails we explain this dierene via the speed of onvergene of the Cen-
tral Limit Theorem (CLT). In partiular, for proesses exhibiting inrements
with power law tails, with tails index bigger than two, it is well-known that
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under aggregation they behave, in the asymptoti limit, as a BM. The speed
of onvergene depends on how heavy the tails are but if the aggregation is
nite, whatever the tails index is, there will always be a region in the nal part
of the tails of the probability density whih will have a power law behaviour.
The eet of inreasing the aggregation horizon is to push this region further
in the tail. This explains why, inreasing the aggregation horizon, the spurious
power law tails onavity tends to disappear, reoniling with the theoretial
expetations. Counter-intuitively proesses with inrements exhibiting tails
with exponents less than two are less aeted by this problem, sine their on-
vergene under aggregation is ruled by a generalized Central Limit Theorem
and they keep their power law nature in the tails of the distribution so the
onvergene is faster. Conerning the autoorrelation we postpone the whole
disussion to the next hapter where at thorough analysis of the saling be-
haviour is performed.
In light of these results we argue that in order to make a reliable measure of
multifratality, regions of τ with a small aggregation horizon should be taken
with are. Let us however stress that the region τ ∈ [30, 250] has not been
hosen optimizing the performane of the multifratal estimator. However it
proved to be suient to give us valuable insights and improved our estimation
of the saling parameters.
Let us make few other observations onerning the measurements. Sine
the measures, as proposed here (fr. Subse. 4.4), depend on two parameters,
τmin and τmax, we report that in general, τmin rules the preision while τmax
the auray. So a bigger value of τmin would reet in measured values nearer
to expeted ones. On the other hand taking bigger values of τmax ends up in
inluding more osillating values in the analysis, thus in a larger standard de-
viation. However for a proess like the MRW, attention must be paid, sine, if
τmin beomes bigger than the autoorrelation length, no multifratal behaviour
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holds anymore, sine the inrements of the proess beome independent. So
the range of τ must be taken large enough to redue as muh as possible the
power law tails eet, but not too muh to exeed the time-span where the
orrelations are relevant. Finally, we notie that it appears evident that at
small ranges of τ the power law tails onavity has a bigger impat to the
measures with respet to the onvexity indued by the autoorrelation.
4.8 Summary
In this hapter we studied the multisaling behaviour of nanial time-series
by studying syntheti and real datasets at dierent aggregation horizons. We
started by analysing the MRW, nding that, for small aggregation horizons,
the multisaling behaviour after shuing, appears to inrease, in agreement
with previous works on empirial datasets. However for larger aggregation
horizons this eet disappears. Sine the shuing proedure destroys the tem-
poral struture of a time-series, but preserves its unonditional distribution,
we foused our attention on the saling properties of another proess, the tBM
whih is a unifratal proess. It turned out that for small aggregation horizons
the presene of power law tails indues a onavity in the saling exponents,
indiating therefore a multisaling behaviour whih is however not predited
by the theory. We turned then our attention to the ausal struture of a
time-series. In this ase we observed that, at small aggregation horizons, the
presene of autoorrelation introdues a negative bias, i.e. a redued onavity
whih ended up in a onvexity of the saling exponents, both for syntheti and
real time-series. These numerial ndings explain well the puzzling inrease in
multifratality found in previous works after shuing: as long as both power
law tails and autoorrelation are kept, the spurious multisaling ontribution
of the tails is lessen by the presene of the autoorrelation, while after shuf-
ing, only the tails eet is present. We pointed out that the aggregation of
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the returns is ruial. Indeed for higher aggregation horizons all these issues
disappear or at least strongly lessen. For what onerns the tails we interpret
this eet as a onsequene of the Central Limit Theorem and its speed of on-
vergene on time-series with power law tails and nite variane. In partiular
the range of tail exponents between two and ve turned out to aet the most
the measurements. This is due to the fat that under aggregation a residual
of the power law tail is always present in the unonditional distribution and
the nearer the exponent is to two, the stronger the eet. We nally note
that, hoosing higher values of aggregations an redue this eet but this re-
quires to have longer time-series. Before onluding, let us highlight that the
onsiderations whih follow the results reported in this hapter do not apply
only to the analysis of nanial time-series, but to any time-series where a
(uni)multifratal signal is looked for.
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Asymptoti saling properties and
estimation of the Generalized
Hurst Exponents in nanial data
In this hapter we propose a new method to measure the Hurst exponents of
nanial time-series. The saling of the absolute moments against the aggrega-
tion horizon of real nanial proesses and of both unisaling and multisaling
syntheti proesses onverges asymptotially towards linearity in log-log sale.
In light of this we found appropriate a modiation of the usual saling equa-
tion via the introdution of a lter funtion. We devised a measurement pro-
edure whih takes into aount the presene of the lter funtion without the
need of diretly estimating it. We veried that the method is unbiased within
the errors by applying it to syntheti time-series with known saling properties.
Finally we show an appliation to empirial nanial time-series where we t
the measured saling exponents via a seond or a fourth degree polynomial,
whih, thanks to theoretial onstraints have respetively only one and two
degrees of freedom. We found that on our dataset there is not lear prefer-
ene among the seond or fourth degree polynomial. Moreover the study of
the lter funtions of eah time-series shows ommon patterns of onvergene




In Se. 3.3, among others, we reviewed the most important methods for esti-
mating the univariate multifratal spetrum of syntheti and empirial time-
series, namely MFDFA [142℄, GHE [102, 133, 134, 141℄ and WWTM [144℄. As
pointed out in Se. 3.3 all of them have advantages and drawbaks. Moreover
they deal with the study of the saling of a ertain quantity against another
one but none of them gives a presription on how to properly hoose the saling
region and why ertain regions should be disarded.
The aim of this hapter is to propose a new method for the estimation of the
saling behaviour of the moments of real nanial time-series with respet to
the aggregation horizon, without the need of free parameters and whih gives
a preise presription of the saling region whih has to be onsidered. In the
previous hapter, solving an ongoing debate in the literature (see for example
[160, 161, 162℄), it has been laried that the true soure of the multifra-
tal behaviour found in empirial nanial time-series is their autoorrelation
struture. However it was also shown that the measure of multifratality per-
formed via the saling of the moments in log-log sale is aggregation horizon
dependent and that the true multifratal saling should be measured in the
limit of innite aggregation horizon. In partiular, already for proesses with
i.i.d. inrements but with power law tails in their distribution with exponents
between 2 and 5, whih is the range empirially observed [15℄, due to the slow
onvergene of the Central Limit Theorem the small aggregation horizon is af-
feted by strong biases [8℄. In light of this, we now fae the problem of building
up an estimation proedure able to address these issues and to redue as muh
as possible these biases by proposing a reliable proxy of the asymptoti mul-
tifratal behaviour of real nanial time-series. For reason that are detailed
later in the hapter the method is well-suited for intraday high frequeny data,
in partiular we fous on tik-by-tik data.
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The struture of the hapter is as follows: in Se. 5.2 we disuss the eet
of the disreteness of proesses on saling measures, in Se. 5.3 we introdue
the method, in Se. 5.4 we show a step by step appliation of the method on
a syntheti proess with known multifratal properties, in Se. 5.5 we perform
rst a step by step appliation of the method to one real nanial time-series
then we apply it to dierent real time-series and in Se. 5.6 we draw the
onlusions.
5.2 The urse of the disretization
As underlined in Subse. 3.2.4 the introdution of the multifratal formalism
allows to study the geometrial fratal properties of a proess by analysing its
disrete version. However, as shown in the previous hapter, the estimation
of the saling exponents turns out to be strongly biased. Convergene issues
arise for both power law-tailed and autoorrelated disrete proesses, both for
syntheti and real data. In this setion we disuss in more detail these two
features in the ase of syntheti proesses, whih in turn will justify our hoie
of introduing the lter funtion in Se. 5.3. The need of the lter funtion
also for real nanial proess will beome evident in Se. 5.5 where we apply
our method to real data.
5.2.1 Eet of the CLT
In the previous hapter we pointed out that for proesses with independent
inrements, power law tails and nite variane the asymptoti onvergene
is obviously ruled by the CLT. We want here to show results showing the
atual numerial behaviour of this onvergene. Let us then onsider a disrete
proess with independent inrements xi i.i.d. distributed aording to a ertain
pdf p(xi) for all i suh that
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for some onstant σ, where ∆t is the time interval between two inrements.
Let us stress that we are not making any assumption on p(xi) whih an be
skewed, power law-tailed or both as long as the variane is nite. For example






whih is an the aggregated sum of N returns, thus
E[SN ] = 0, V ar[SN ] =
N∑
i=1
V ar[xi] = σ
2N∆t, (5.3)
so the variane grows linearly with time as expeted. We stress now that
the quantity we use to measure the saling of empirial time-series is exatly
E[|SN |q]. In this ase we are onsidering it for a shued/independent proess.
The saling properties of SN are a straightforward onsequene of the CLT. It















Eq. 5.4 proves rigorously that any i.i.d. proess with nite variane aggregates
asymptotially into a unifratal proess and in partiular it sales as a BM (we
underline that it holds also for shued empirial nanial time-series). As a
orollary, this also shows that empirial multifratality an arise only from a
non trivial ausal struture.
5.2.1.1 First example: power law tails
We apply here Eq. (5.4) to the ase of tBM (fr. Se. 4.3). For our purposes
we hose the number of degrees of freedom (DoF) to be equal to n = 3 and, in
order to redue the statistial utuation as muh as possible, we generated a
time-series made of 107 steps. For a tBM Eq. (5.4) tells us everything about
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In Fig. 5.1 we superpose the theoretial behaviour of Eq. (5.6) with the
numerial one. As appears evident the linearity is ahieved only asymptotially



























Figure 5.1: Blue solid line: numerial saling of E[|SN |] for a tBM with n = 3
(fr. Eq. (B.3) with q = 1). Blak solid line: theoretial expetation in the
ontinuous time limit.
(fr. the eet of the produtory in Eq. (B.3)).
5.2.1.2 Seond example: shued MRW
In this subsetion we apply Eq. (5.4) in the ase of shued MRW. We set
the parameters to λ = 0.3, L = 5000 and σ = 1 (beause of the shuing the
hoie of the values of λ and L may be arbitrary while σ is simply a sale) and
again we generated a time-series made of 107 steps to remove as muh noise
as possible. In Fig. 5.2 we superpose the theoretial behaviour of Eq. (5.4)
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with the numerial one for q = 1. As appears evident the linearity is ahieved
























Figure 5.2: Blue solid line: numerial saling of E[|SN |] for a shued MRW
(fr. Eq. (B.3) with q = 1). Blak solid line: theoretial expetation in the
ontinuous time limit.
again only asymptotially (fr. the eet of the produtory in Eq. (B.3)).
5.2.2 Eet of the autoorrelation
In the previous hapter it is proven numerially that the autoorrelation is
the true soure of the empirial multifratality. In the same diretion is the
result of Subse. 5.2.1 whih proves that the shape of the distribution plays
no role in the asymptoti saling as long as the variane is nite. However for
small aggregation horizons saling measures are strongly biased also when the
eet of the tails is removed (see Chapter 4). These observations lead to the
puzzling onlusion that the ausal struture is, from the theoretial point of
view, the soure of the multifratal nature of a proess, but, from a numerial
point of view, also the soure of a bias. In order to reonile these results let us
onsider the ase of the MRW. A rst observations is that Eq. (3.40) holds in
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the ontinuous time limit whereas syntheti and real proesses are inherently
disrete in time. A seond observation is that the innovations of the disretized
version of the MRW, shown in Eq. (3.37), are onditionally Gaussian, whereas
the distribution of the innovations in the ontinuous time limit has power law
tails (fr. [132℄). It is worth noting that in this ase ontinuous time limit
means aggregating an innite number of onditionally Gaussian variables with
a ertain memory struture given by Eq. (3.38). Thus, for the MRW, the
mismath arises beause the disrete proess in Eq. (3.37) is not a multifra-
tal proess desribed by the saling exponents in Eq. (3.40), but its innite
aggregation limit (ontinuous time limit) is.
We propose that the same feature also holds for real nanial proesses, by ar-
guing that the distribution of the returns at their smallest onsidered sale (for
example tik-by-tik) is dierent from their distribution at large aggregations.
For instane, one evident dierene between returns taken on a tik-by-tik
basis and, say, daily returns, is the role of the tik size ([172℄). In the rst ase
the returns have disrete values, while in the seond ase they an be safely
modelled as ontinuous. We now want to give an empirial proof to this obser-
vation via a simple analysis. In order to do so, we need to build a proxy whih
gives us information about how dense the returns are on their domain, whih











whih is the value of the minimum return in absolute value (smaller log-prie
hange without the sign) found at a ertain level of aggregation, exluding
the value zero and saled with the square root of the aggregation itself. The
reason for dividing by the square root relies on the fat that in order to ompare
the value of returns at dierent aggregations the eet of the growth of the
variane with the aggregation must be removed, in partiular, sine after few
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lags the plain returns are unorrelated, the variane grows linearly with the
aggregation. We show here this analysis arried on two intraday time-series,
namely Amerian International Group (AIG) and Proter & Gamble (PG),
taken between 12/10/2015 and 11/11/2015 on a tik-by-tik basis and traded
on the NYSE. In Fig. 5.3 it is shown the behaviour in loglog sale of ∆(τ)
for AIG and PG. It is quite lear that for both time-series the quantity ∆(τ)
follows a power law whih then onverges asymptotially to zero. The spikes
found at higher aggregations are due to the niteness of the samples, still their
power law baseline is learly visible. This proves that the distribution of real
nanial returns onverges asymptotially to a proess ontinuous in value. As








Figure 5.3: Left panel: in blue solid line the behaviour of ∆(τ) for AIG while
in red dashed line the liner t. Right panel: in blue solid line the behaviour of
∆(τ) for PG while in red dashed line a liner t.
a orollary of these observations, we observe that for the BM and the fBM the
onvergene issues are not present beause the distribution of the inrements
in the disrete version of the proesses are Gaussian as the distribution of the
inrements in the ontinuous time limit i.e. they are desribed by a distribution
stable under aggregation.
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5.3 Building a saling exponents proxy
In this setion we provide a proedure to estimate the saling exponent of a
given time-series. It is made up of two parts: the rst onsists in giving a reli-
able parameter free estimate of the set of saling exponents taking into aount
the onvergene issues disussed above, in the seond, a t of the measured
saling exponents is performed, allowing then to smooth them aording to
the theoretial presriptions of the multifratal piture.
5.3.1 Taking into aount the onvergene issues
As shown in the previous setion, the saling properties of a time-series are
ompletely unovered only in the limit of innite aggregation. In pratial
situations this ondition is obviously unrealisti. In partiular, for a proess
ontinuous in time, the ondition of innite aggregation of the inrements is al-
ready satised at any nite aggregation horizon, while for a disrete time-series
the innite aggregation request translates into innite aggregation horizon. It
thus seems that the multifratal properties of a disrete time-series are theo-
retially unovered only asymptotially. Let us onsider then the logarithm of
Eq. (3.5)
ln (E[|X(t+ τ)−X(t)|q]) = ζ(q) ln(τ) + ln (K(q)) . (5.8)
In the previous hapter it was proven that the saling measures are horizon
dependent, in other words the results hange with τ , reoniling with the
theoretial expetations for large values of τ . It means in partiular that the
saling is not exatly linear. In light of this we argue that for disrete proesses
the right hand side of Eq. (5.8) is an oblique asymptote. In other words, Eq.
(5.8) holds exatly for every τ only for proesses ontinuous in time, while
for disrete ones a orretion is needed due to the onvergene issues. Let us
dene then x = ln(τ) and f(x) = ln (E[|X(t+ τ)−X(t)|q]) for a given value
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of q. Using these variables the usual t performed in order to unveil the saling
struture of a time-series is
f(x) = mx+ z (5.9)
where then m = ζ(q) is the quantity we are interested in and z is the logarithm
of the q-moment for τ = 1. We propose now instead to take into aount the
onvergene issues by generalizing Eq. (5.9) as
f(x) = g(x) +mx+ z (5.10)
where g(x) is a orretion funtion whih we all lter funtion, whih models
the onvergene toward the asymptoti behaviour. Coherently with the pre-
vious setion, Eq. (5.10) has to satisfy the ondition g(x) −−−→
x→∞
0. For real
time-series, determining the atual shape of g(x) is a hard task, however we
developed a data driven method whih allows to take into aount the presene
of g(x) without omputing it expliitly.
5.3.2 Taking advantage of the onvergene issues
The rst step is onsidering the integral of the signal. This implies that the










x2 + zx, (5.11)
whih is a parabola plus the integral of the lter funtion. Let us now assume




g(x)dx = const, (5.12)






x2 + zx+ const. (5.13)
1
We reall that g(x) −−−−→
x→∞
0 by denition, whih is a neessary but not suient ondi-
tion for the onvergene of its integral.
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We t then the integrated empirial saling with a paraboli shape, namely
p(x) = ax2 + bx+ c. (5.14)
Theoretially it should be in perfet agreement with the empirial saling in the
interval
2 [τ ∗,∞) with τ ∗ ≫ 1. Varying then τ ∗ between 1 and∞ we expet the
term of degree zero in Eq. (5.14) i.e. c(τ ∗), to reah asymptotially a plateau
sine it represents the area between the empirial saling and the asymptoti
linear saling. Three senarios are possible: if the empirial saling tends to
the asymptote from above, we expet c(τ ∗) to be positive sine the integral of
the lter funtion is a positive number, if the empirial saling tends to the
asymptote from below, we expet c(τ ∗) to be negative sine the integral of the
lter funtion is a negative number, if the empirial saling osillates around
the asymptote before onverging on it, we expet c(τ ∗) to present maxima and
minima.
5.3.3 Finding the maximum value of the aggregation
However due to the niteness of empirial samples a maximum value of ag-
gregation, τmax, has to be found. Moreover, from a theoretial point of view
the multifratal saling holds only as long as the ausal struture plays a role
(fr. [8℄). In light of this we infer that a good proxy for the value of τmax
is the autoorrelation length. It is known (fr. [173, 21℄) that, given an iid
disrete proess of length T , say |rτ (t)|q, its autoorrelation funtion behaves
asymptotially as a normally distributed noise, N(0, 1/T ). In light of this, the
most ommon hoies for utting its autoorrelation prole are:
1. the rst lag when the autoorrelation funtion of |rτ(t)|q reahes the
99%th of the noise distribution,
2. the rst lag when the autoorrelation funtion of |rτ(t)|q reahes the
95%th of the noise distribution,
2
We reall that x = ln(τ).
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3. the rst lag when the autoorrelation funtion of |rτ(t)|q reahes the
50%th (zero level) of the noise distribution.
Sine xing one of these riteria would be arbitrary, for empirial data we
apply all three presriptions running our algorithm for all of them, deiding
afterwards the best of the three using a riterion we disuss in a following
subsetion based on the root-mean-square error. We however report that in
general, given a ertain value of τmax, it is always a good habit to hek the
empirial saling in loglog sale and, if linearity does not hold, redue τmax
aordingly.
5.3.4 Finding the minimum value of the aggregation
Let us now desribe how the value of τmin is xed. Going bak to the fun-
tion c(τ ∗), xing a maximum value means that now nite size eets our.
In partiular we found that when τ ∗ approahes τmax, c(τ
∗) starts to wildly
osillate beause the number of points over whih the t is performed beomes
too small. Thus we need to understand whih value of c(τ ∗) gives us a good
approximation of its asymptoti behaviour, whih in turn would give us in-
formation about τmin. In priniple we do not know if the empirial saling
will settle on its asymptote from above or below (maybe osillating before),
however we expet a good approximation of its asymptoti behaviour to be
given either by one of its maxima, if it nally settles from above, or by one
of its minima, if it nally settles from below. In order to make a statistially
meaningful deision, we presribe to take, among the set of all maxima and
minima of c(τ ∗), the one whih attains the maximum value of the adjusted
oeient of determination [174℄. We all the value of τ ∗ where this maxi-
mum/minimum ours τmin. In order to avoid the method to detet spurious
maxima/minima) due to noise in the saling we add the ondition that the
τmin have to be suh that H(q) = 2a(τmin)/q > 0.5 to ensure the onavity
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of the funtion ζ(q). One both the values of τmin and τmax are xed, the
best linear t of the saling of the onsidered moment an be performed in the
range [τmin, τmax], where the slope gives the value of saling exponent itself.
5.3.5 Fitting the saling exponents
The proedure desribed up to now is ompletely parameter-free and allows
to estimate single saling exponents. In order to smooth the measured saling
exponents oherently with the multifratal piture requirement and to make a
quantitative assessment about the overall shape of the empirial funtions ζ(q),
we deided to perform a polynomial robust t, using the least absolute residuals
method (see [175℄), with q between −0.9 and 1 every 0.1 units, extending then
the presription given in [8℄. In partiular we used a seond and a fourth degree
polynomials
3
. Let us rst onsider the latter, namely
ζ(q) = Dq4 + Cq3 +Bq2 + Aq + const. (5.15)
In its most general form Eq. (5.15) has 5 degrees of freedom, however, the




ζ ′′(q) < 0.
(5.16)
The rst ondition follows diretly from the denition of the saling exponents
(see Subse. 3.2.2), the seond one, whih impliesH(2) = 0.5, follows from the
absene of autoorrelation in the empirial nanial returns (we give a simple
proof of this in C), the third one follows from the onavity ondition (fr.
Subse. 3.2.2 and referenes). Applying these onditions to Eq. (5.15), they











with D < 0,
(5.17)
3
The third degree is ruled out by the onavity requirement.
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so Eq. (5.15) an be rewritten as
 ζ(q) = Dq














whih has only two degrees of freedom, i.e. C and D. As for the seond degree
polynomial t, in its most general form it reads as
ζ(q) = Bq2 + Aq + const, (5.19)
whih then, enforing onditions in Eq. (5.16), beomes










having then only one degree of freedom. For eah empirial time-series we hose
between the two ts heking the maximum value of the adjusted oeient of
determination (see [174℄). At this point we have then a shape for eah of the
three proposed autoorrelation lengths given in Subse. 5.3.3. As a riterion
to hoose among them, we keep the t whih attains the least value of the root-
mean-square error, in other words the one whih leads to the least dispersion
of the data around the tted urve.
5.3.6 Summary of the method
1. Given one presription for the autoorrelation length (see Subse. 5.3.3),
ompute the value of τmax for every measured q xing then its value to
be the maximum among them;
2. integrate the empirial saling of the hosen qth absolute moments om-
puted in τ ∈ [1, τmax];
3. for eah moment x the value of τmin observing the behaviour of the term
of degree zero of the paraboli t (fr. Eq. 5.14 and Subse. 5.3.4);
4. infer the value of the saling exponents via the best linear t in the
saling regions [τmin, τmax];
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5. hek that the lter funtion g(x) onverges to zero and that its integral
onverges to a onstant;
6. perform a paraboli and a quarti t, then deide the best among them
heking the maximum adjusted oeient of determination;
7. repeat steps from 1 to 6 for all three presriptions for hoosing τmax (see
Subse. 5.3.3) and selet the one whih gives the overall t with the least
root-mean-square error.
What it is left, is to prove that in the range [τmin, τmax] hosen via this method,
the lter funtion reahes a plateau, thus proving that its eet has been om-
pletely ltered out. This will be proved numerially in next setions. In parti-
ular we will show that this holds for the MRW, where the absolute moments
saling is omputed for its inrements (fr. Eq. (3.37)), and afterwards for
empirial data, where the absolute moments saling is omputed for the log-
returns. We point out that for every τ we remove the mean from every return
time-series sine a non-zero mean would end up in the detetion of spurious
autoorrelations due also to possible non-stationarities. We report that this
operation is justied by the nanial assumption of zero returns on average.
5.4 Appliation to syntheti data: validation of
the method
In this setion we show the appliation of the method on a MRW, whih
has known multifratal properties, proving the apability of our method to
apture, for example, the expeted values of H(−0.5), H(−0.3), H(−0.1),
H(0.1), H(0.5) and H(1). As an example, in Fig. 5.4 are reported all the
relevant steps of the appliation of the method for the omputation of H(1) to
a MRW made of N = 107 steps, λ = 0.3, L = 5000 and σ = 10−5. The length
of the time-series was hosen to redue as muh as possible the noise, the value
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of λ to show learly the onvergene issues aused by the interplay between
the power law tails and the volatility lustering while L and σ were hosen
in order to be omparable with their value measured on empirial tik-by-tik
nanial data. In partiular we report, from left to right from top to bottom,
the integrated measured saling (fr. Eq. (5.11)), the whole shape of c(τ ∗) and
the maximum where the best paraboli t is attained (fr. Eqs. (5.13) and
(5.14)), a zoom of the behaviour of c(τ ∗) around the maximum where the best
paraboli t is attained (fr. Eqs. (5.13) and (5.14)), the plain saling with
the asymptoti inferred saling (fr. Eqs. (5.8) and (5.10)), the lter funtion
g(x) and the integrated lter funtion (fr. Eq. (5.12)). In order to hoose the
value of τmax we x it independently for eah value of q using the ut of the
autoorrelation at the 99% ondene level. As it appears evident from the
gures, c(τ ∗) reahes a rst maximum and then starts to osillate. The left
bottom gures proves that the lter funtion onverges to zero for high values
of x = ln τ while the right bottom one that its integral atually onverges, thus
lling the gaps left opened in the previous setion at least for this partiular
proess. The numerially omputed saling (blue solid line in the middle right
gure) appears to settle on the asymptoti inferred saling from above (dashed
red line). In Fig. 5.5 we report instead the whole spetrum. In order to make
a quantitative assessment we generated 104 MRWs made of 106 points and
λ = 0.3, 0.4, 0.5, L = 5000, σ = 10−5 as before. On eah of them we applied
our method in order to ompute H(−0.5), H(−0.3), H(−0.1), H(0.1), H(0.5),
H(1) and, sine we found the estimators distributions are skewed, we report
their median and median absolute deviation. We report the results in Tab.
5.1 along with the theoretial values between parenthesis in boldfae under
the measured values. The notation of the hat means the estimator of the
quantity under it.
The measured values are in perfet agreement with the expeted ones. In
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Figure 5.4: (a) integrated measured saling (fr. Eq. (5.11)). (b) in blue
solid line c(τ ∗) and the maximum where the best paraboli t is attained
marked with a red or shaded dot (fr. Eqs. (5.13) and (5.14)). () zoom of
the behaviour of c(τ ∗) around the maximum where the best paraboli t is
attained (red or shaded dot) (fr. Eqs. (5.13) and (5.14)). (d) plain saling
in blue solid line and the asymptoti inferred saling in red dashed line (fr.
Eqs. (5.8) and (5.10)). (e) lter funtion g(x) in blue solid line and the zero
level in red dashed line. (f) integrated lter funtion (fr. Eq. (5.12)).
the next setion we turn our attention to empirial data.
5.5 Appliation to real nanial data
In this setion we disuss the appliation to real nanial data. In partiular
we make few observations onerning the hoie of the dataset, we illustrate
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Figure 5.5: Fitted measured saling exponents for a realization of a MRW.
Blue rosses: measured saling exponents. Red solid line: polynomial t.
Blak solid lines: 99% ondene intervals of the values of the tted urve.








































Table 5.1: Results of the appliation of the method in order to ompute
H(−0.5), H(−0.3), H(−0.1), H(0.1), H(0.5) and H(1) of a MRW with pa-
rameters λ = 0.3, 0.4, 0.5 L = 5000, σ = 10−5.
the method step by step on a spei dataset while we show the nal outome
of its appliation to various other datasets.
104
Chapter5 5.5. Appliation to real nanial data
5.5.1 The hoie of the dataset
Nowadays trading takes plae at high frequeny speed whih means that in a
trading day may our order of hundred thousands transations. Moreover the
number of transations diers from day to day. As an example let us report the
ase of the trade log-prie of the Amerian Express Company (AXP), taken
tik-by-tik from 12/10/2015 to 11/11/2015 traded on working days between
9:30 and 16:30 at the New York Stok Exhange (NYSE) made of 626710
points. The trading days in the given time-span are 23 and we an hek for
example how many trades ourred in the day with the minimum amount of
trades and how many trades ourred in the day with the maximum amount
of trades:
minimum # of trades = 10110
maximum # of trades = 100133.
(5.21)
In general we an say that, within a day, the seondly, minutely, hourly et. log-
returns are the result of the aggregation of the tik-by-tik log-returns (relative
to the trading prie). Thus if we onsider the log prie taken at a xed time
rate, say for example every seond, it beomes a subordinated proess whih
inherits the statistial properties of its subordinator (the trading time) (fr.
[176℄), whih we are in general not granted to be stationary. Moreover intraday
data taken at a xed time interval have strong seasonalities (fr. [3℄), whih
are instead almost absent in their tik-by-tik version. In order to larify this
point, let us show in Fig. 5.6 the omparison between the autoorrelation
funtion of the absolute value of the log-returns of the AXP time-series on a
tik-by-tik basis (left panel) and rearranged on a seondly basis (right panel).
In the tik-by-tik ase, the impat of the seasonalities is almost removed.
Seasonalities atually an also be avoided analysing daily data, however the
subordination feature mentioned above still holds and also a long time span
is required in order to proper measure the multifratal saling (fr. [8℄). For
example in order to obtain a time-series of roughly 25000 steps, around 100
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Figure 5.6: Left panel: autoorrelation funtion of the absolute values of the
log-returns of AXP taken on a tik-by-tik basis. Right panel: autoorrelation
funtion of the absolute values of the log-returns of AXP rearranged on a
seondly basis.
years are needed, whih heavily lashes with the assumption of stationarity. We
add also that, aording to our analyses, in order to reah a level of aggregation
informative of the asymptoti behaviour, time-series made of at least 200000
steps are needed with an autoorrelation length of at least 1500 lags. Sine
these requirements are easily met by tik-by-tik data, we found quite a natural
hoie to limit our analysis to them. One last word has to be spent on the fat
that in the tik-by-tik regime data are intrinsially disrete sine in markets
there is a lower bound to the fration of the urreny we trade with. We notie
however that our analysis fouses on the high aggregation regime where the
returns are supposed to take ontinuous values (fr. Subse. 5.2.2).
5.5.2 Numerial results: AXP
In this subsetion we report the result of the appliation of our method for
the omputation of the saling exponents of the AXP time-series, fousing
in partiular on H(0.1) and H(1) as an example. Given the presription in
Subse. 5.3.3, the possible values of τmax are
τ 99%max = 2798,
τ 95%max = 3507,
τ 50%max = 4201.
(5.22)
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Aording to the presription of Subse. 5.3.5 the one whih minimizes the
dispersion of the data around the tted urve is the rst one, i.e. τmax = 2798.
In Figs. 5.7 and 5.8 we report all the relevant steps for the omputation of
H(0.1) and H(1) as desribed in Se. 5.3.2 with the gures arranged as in Fig.
5.4.
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(d)Measured scalingInferred asymptotic scaling

























Figure 5.7: Step by step appliation of the method for the saling of H(0.1) for
AXP. (a) integrated measured saling (fr. Eq. (5.11)). (b) in blue solid line
c(τ ∗) and the maximum where the best paraboli t is attained marked with
a red or shaded dot (fr. Eqs. (5.13) and (5.14)). () zoom of the behaviour
of c(τ ∗) around the maximum where the best paraboli t is attained (red
or shaded dot) (fr. Eqs. (5.13) and (5.14)). (d) plain saling in blue solid
line and the asymptoti inferred saling in red dashed line (fr. Eqs. (5.8)
and (5.10)). (e) lter funtion g(x) in blue solid line and the zero level in red
dashed line. (f) integrated lter funtion (fr. Eq. (5.12)).
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(d)Measured scalingInferred asymptotic scaling

























Figure 5.8: Step by step appliation of the method for the saling of H(1) for
AXP. (a) integrated measured saling (fr. Eq. (5.11)). (b) in blue solid line
c(τ ∗) and the maximum where the best paraboli t is attained marked with
a red or shaded dot (fr. Eqs. (5.13) and (5.14)). () zoom of the behaviour
of c(τ ∗) around the maximum where the best paraboli t is attained (red
or shaded dot) (fr. Eqs. (5.13) and (5.14)). (d) plain saling in blue solid
line and the asymptoti inferred saling in red dashed line (fr. Eqs. (5.8)
and (5.10)). (e) lter funtion g(x) in blue solid line and the zero level in red
dashed line. (f) integrated lter funtion (fr. Eq. (5.12)).
The empirial saling appears to settle in both ases on the asymptoti




min = 255, τˆ
H(1)
min = 815. (5.23)
Again subgures (e) and (f), in both ases, prove that, also for this empirial
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dataset, for high values of x = ln τ the lter funtion g(x) osillates around
zero and that its integral onverges. We notie also that in Fig. 5.8 the
hoie of the loal maximum may seem puzzling, sine other apparently better
andidates appear on its right. However we reall that the loal maximum is
hosen in order to ahieve the best paraboli t of the integrated saling in the
adjusted oeient of determination sense. In order to omplete our analysis
of the saling properties of the AXP time-series we report in Fig. 5.9 the t of
all the saling exponents we measured. In this ase we found a seond degree














Figure 5.9: Blue rosses: empirial saling exponents. Red solid line: polyno-
mial t. Blak solid lines: 99% ondene intervals of the values of the tted
urve.
polynomial t to be appropriate with the oeients equal to:
Bˆ = −0.052 (−0.058,−0.045), (5.24)
where we reported in parenthesis the 95% ondene interval of the estimated
oeients.
5.5.3 Other data
In this setion we report the appliation of the method to the following empiri-
al time-series: Abbott Laboratories (ABT), AECOM (ACM), Adobe Systems
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(ADBE), Amerian International Group (AIG), Advaned Miro Devies In.
(AMD), Google (GOOGL), Honeywell International In. (HON), Marriott
International (MAR), 3M Company (MMM), Proter & Gamble (PG). All
time-series are taken between 12/10/2015 and 11/11/2015 on a tik-by-tik
basis and traded on the NYSE. Details onerning the length of eah time-
series, the values of τmax and the appliation of the method are reported in
Tab. 5.2, along with the results of AXP disussed in the previous subsetion.
If we found a paraboli t appropriate, the value of Bˆ is given, otherwise if we
found a quarti t appropriate, the values of Dˆ and Cˆ are given (see Subse.
5.3.5) in both ases along with the 95% interval. In Figs. 5.10-5.19 we report
instead for eah empirial time-series the measured saling exponents in blue
rosses, the tted polynomial in red solid line and the 99% ondene interval
of the tted funtions in blak solid lines. From Tab. 5.2 it appears that there
is no lear preferene for the paraboli or the quarti polynomial t whih is
in turn linked to the omplexity of the underlying generating proess. For four
time-series out of six for whih the fourth degree polynomial is more suitable,
we notie that the value of Cˆ an be assumed to be zero, whih reets in a










































Tiker Dˆ Cˆ Bˆ τmax # of points
ABT / / −0.0314(−0.0330,−0.0298) 4761 733160
ACN / / −0.0185(−0.0198,−0.0173) 2297 288564
ADBE / / −0.0125 (−0.0157,−0.0092) 3254 361922
AIG −0.0149(−0.0274,−0.0024) 0.0049(−0.02811, 0.038) / 8323 979380
AMD −0.0353(−0.0411,−0.0294) 0.1424(0.1325, 0.1523) / 1831 283456
AXP / / −0.0515(−0.0578,−0.0452) 2798 626710
GOOGL −0.0524(−0.0535,−0.0512) 0.1404(0.1380, 0.1429) / 1904 237276
HON / / −0.0254(−0.0273,−0.0236) 4692 444198
MAR −0.0055(−0.0077,−0.0032) −0.0185(−0.0192,−0.0177) / 3504 317754
MMM −0.0091(−0.0121,−0.0061) 0.0065(−0.0028, 0.0158) / 2138 305018
PG / / −0.0622(−0.0642,−0.0601) 4661 946435
Table 5.2: Numerial results of the appliation of the method to empirial data. For eah time-series is reported the tiker, the value
of Dˆ and Cˆ or Bˆ, whether we found more appropriate a seond or a fourth degree polynomial t, along with the 95% ondene
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Figure 5.10: Fitted empirial saling exponents for ABT time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.













Figure 5.11: Fitted empirial saling exponents for ACN time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.
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Figure 5.12: Fitted empirial saling exponents for ADBE time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.














Figure 5.13: Fitted empirial saling exponents for AIG time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.
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Figure 5.14: Fitted empirial saling exponents for AMD time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.













Figure 5.15: Fitted empirial saling exponents for GOOGL time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.
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Figure 5.16: Fitted empirial saling exponents for HON time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.














Figure 5.17: Fitted empirial saling exponents for MAR time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.
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Figure 5.18: Fitted empirial saling exponents for MMM time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.













Figure 5.19: Fitted empirial saling exponents for PG time-series. Blue
rosses: empirial saling exponents. Red solid line: polynomial t. Blak
solid lines: 99% ondene intervals of the values of the tted urve.
5.6 Summary
We proposed a new method to measure the saling exponents of nanial
time-series, disussing how the disreteness of the available datasets, both for
117
Chapter5 5.6. Summary
syntheti and real time-series, aets the saling measures. In partiular we
showed that the exat power law saling of the moments holds for multi/uni-
saling proesses ontinuous in time, while it does not for their disrete oun-
terparts and it appears to be reovered only in the high aggregation limit.
We argued then that the saling of disrete proesses, whih orresponds to a
multi/uni-saling proess ontinuous in time, whether syntheti or real, should
be orreted via a lter funtion. Aording to our interpretation of the re-
sults, the need of this lter funtion arises when a proess is not stable under
aggregation, whih means that, for disrete proesses, the distribution of the
inrements at the nest sale is dierent with respet to the one at gross sale
i.e. in the ontinuous time limit. In order to irumvent this problem we de-
vised a numerial method to subtrat the lter funtion from the underlying
linear saling, without the need of knowing its exat funtional form. Finally
we smoothed the measured saling exponents by tting them with either a se-
ond or a fourth degree polynomial, whih, taking into aount the theoretial
requirement of the multifratal piture, redue to have respetively one and
two degrees of freedom. In general terms, a higher degree orresponds to a
higher degree of omplexity of the underlying generating proess.
We found that there are few qualitative features ommon to all stoks on-
erning the behaviour of the lter funtion. For positive moments, almost
always the saling learly onverges to the asymptoti behaviour found by our
algorithm from above. However a dierent behaviour of the overall shape of
the onvergene is found for values of q near zero and values of q near one, with
a transient between the two regimes. In partiular for values of q near zero the
empirial saling rosses its asymptoti inferred behaviour from below nally
settling on it from above, while, for all but one time-series (ABT), for q near
one the empirial saling stays always above the asymptoti one before settling
on it again from above. From another perspetive it means that positive abso-
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lute moments near to the rst one tend to be always overestimated, whatever
the aggregation, while small absolute moments tend to be underestimated for
small aggregations while overestimated otherwise. As for the negative abso-
lute moments the onvergene pattern is stok-wise: in some ases the saling
lies always above the asymptoti saling onverging from above, in others it
starts above, then it rosses the asymptoti saling and nally onverges from
below. We report that this hange of behaviour dependent on the order of the
measured moment is absent for the MRW, where the onvergene, for positive
absolute moments, happens from above, while for negative ones it happens
from below. We argue that this dierene may arise from the fat that the
innovations of a MRW, also at its nest sale, are (onditionally Gaussian)
random variables ontinuous in value, whereas real nanial tik-by-tik data
are intrinsially disrete, due to the presene of a minimum tik size (fr. for
example [172℄). It is worth noting that this feature of tik-by-tik data does
not aet the oherene of our work sine the goal of our method is to mea-
sure the saling behaviour in a high aggregation regime, where returns an
be onsidered ontinuous in value. We stress that this onvergene has been
found in the so-alled trading time, whih is inhomogeneous. Dierent ap-
proahes has been developed to deal with time inhomogeneity of tik-by-tik
data (see for example [3, 177, 178℄), however we deided to avoid to introdue
suh tehniques both beause we performed a univariate analysis and beause
we preferred to avoid to introdue a soure of arbitrariness oming from the
hoie of a spei proedure. We also report that as for the overall shape of
the funtion ζ(q), we found that in our dataset there is no lear preferene be-
tween the seond or the fourth degree onsidered polynomials, despite in four
ases out of six, where the fourth degree polynomial t was found more suit-
able, the oeient of the third degree term an be assumed to be zero within
the error bounds. In light of these observations the lter funtion an be seen
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as a measure of the stability of the onsidered proess under aggregation.
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Chapter 6
On the interplay between saling
properties and ross-orrelation
In this hapter we nd a nonlinear dependene between an indiator of the
degree of multisaling
1
of log-return time-xseries of a stok and the average
orrelation of it with the other stoks traded in the same market. This result
is a robust stylized fat holding for dierent nanial markets. We investigate
the relationship of this result with the stoks' apitalization and we show that
a linear dependene from the logarithm of the apitalization does not explain
the observed stylized fat.
6.1 Introdution
Finanial time-series are haraterized by the presene of so-alled stylized
fats [15, 14℄. The most famous ones are the power law tails [101℄, the volatility
lustering [21℄ the multisaling [18, 3, 101, 102, 103, 110, 179, 134℄ and the
presene of a dependeny struture between stoks [44, 180, 181, 5, 47, 182℄.
The rst three refer to univariate properties of nanial time-series, and sine
1
In this hapter we use the term multisaling in plae of multifratal. In the literature
the two are used interhangeably and in Mandelbrot papers the multifratal piture seems
to be only a geometrial interpretation of the multisaling property. As will be laried
in the ourse of this hapter we are here not measuring the multifratal saling disussed
in the previous one, but the biased, non-asymptoti one. Following the results of previous
hapters and in order to x the terminology, we distinguish the meaning of multisaling and
multifratal, by dening as multisaling a time-series whose innovation distribution hange
under aggregation, whih is learly more general than multifratal.
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the introdution of the Nobel prize winning ARCH model [16℄, they have been
modelled in many ways via the introdution of more and more omplex models
[52, 54, 56, 71, 74, 78, 127℄.
On one hand there is the multisaling property of nanial time-series whih
has been widely studied in the last two deades. The researh on this topi
developed either on the empirial side [18, 3, 101, 102, 103, 105, 106, 107, 108,
115, 116, 117℄ and on the theoretial one [103, 121, 127, 129, 130℄. Multisaling
models proved to be valuable tools for volatility and Value-at-Risk foreasting
[122, 123, 124, 131, 132℄. Moreover, the multisaling property of nanial log-
returns has proven to be useful to monitor the stability of rms and markets
[133, 115℄, where dierent agents interat at dierent frequenies [3℄.
On the other hand, there is the dependeny struture of the markets whih
has been observed aross dierent industries and asset lasses[18℄. Its presene
is probably due to the fat that traders reat simultaneously to new information
and also share aidentally same trading strategies [18℄. The study of the ross
dependene, beame partiularly important sine the introdution of the Nobel
prize winning Markovitz portfolio seletion [12℄ based on the ross-orrelation
matrix. In the Markovitz proedure, the optimal estimation of this matrix is
paramount, thus a sweeping amount of papers have been published sine then,
dealing with the problem of de-noising the ross-orrelations matrix [39, 40℄.
Also, one the importane of the proper modelling of the ross-dependene
appeared lear, multivariate models with dierent speiations of the ross-
orrelation struture were developed [58, 60, 62, 65, 66, 85, 86, 158℄.
In this hapter we nd a new stylized fat showing a robust statistial
relationship between the multisaling property of a stok log-returns and the
average orrelation of the stok with the log-returns of many other stoks
traded in the same nanial market. We verify that this relationship holds in
several leading stok markets and we investigate about its origin. Theoretial
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attempts in similar diretions an be found for example in [158, 6℄. However
empirial evidene has been still laking so far. It is worth noting that Ref.
[49℄ goes in the same spirit of this paper. In fat in [49℄ the author observes a
relationship between the volatility lustering in time and the ross-orrelation
of volatility with volatility of other stoks traded in the same market.
The struture of the hapter is as follows: in Se. 6.2 we introdue the
dataset and the tools we use to perform the analysis, in Se. 6.3 we report the
main result of the paper and in Se. 6.4 we draw the onlusions.
6.2 Dateset and tools
In this setion we desribe the dataset we use to perform our empirial analyses
and the methods we use to estimate the univariate and multivariate properties
of the time series. Let us rst x the notation by alling the pries time series
p(t) and the log-return over a τ time horizon rτ (t) = ln [p(t + τ)/p(t)], where
τ = 1 day in this paper. In what follows we remove the mean from every
log-return time-series [18℄.
6.2.1 Dataset
The data we use for our analyses is made of six dierent sets of stoks. In
partiular we investigate log-returns time-series of the London Stok Exhange
(LSE), Frankfurt Stok Exhange (FWB), Tokyo Stok Exhange (TSE) and
Hong Kong Stok Exhange (HKSE). To these four sets of data we add another
set of data obtained by merging stoks traded at the New York Stok Exhange,
at the Nasdaq Stok Market, and at the NYSE MKT LLC. We address this
dataset as NYSE17. For these ve sets of data, we onsider the losure prie
of stoks reorded on a daily basis from the 03/01/2000 up the 12/05/2017. A
last dataset omprises the losure prie reorded on a daily basis of the stoks
traded at the New York Stok Exhange from the 02/01/1985 the 31/12/1999.
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We address this dataset with the aronym NYSE99. Within the former (latter)
time period we hose to onsider only the stoks traded throughout the whole
period of time, with an Initial Publi Oer date earlier than the 03/01/2000
(02/01/1985) and traded at least up to the 15/07/2016 (31/12/1999). The
number of stoks in eah market with these properties is summarised in Tab.
6.1. For eah stok in eah market we also onsidered the apitalization time-
series.







Table 6.1: Summary of the dataset used before the leaning.
6.2.2 Data leaning
Sine our aim is to perform also a ross-orrelation analysis, our dataset annot
be used as it is, beause the prie time-series are not aligned due to the fat
the some of them have not been traded on ertain days. The rationale behind
the leaning proedure we desribe below is that we do not want to remove a
stok just beause it was not traded on few days in the given time-span. The
main idea is then to ll the gaps dragging the last available prie and assuming
that a gap in the prie time-series orresponds to a zero log-return. At the
same time we do not want to drag too many pries beause a log-returns time-
series lled with zeros would not be statistially signiant. In light of this
we remove from our dataset the time-series whih are too short in a ertain
statistial sense. The detailed proedure goes as follows:
1. Remove from the dataset the prie time-series with length less than p
times the longest one;
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2. Find the ommon earliest day among the remaining time-series;
3. Create a referene time-series of dates when at least one of the stoks
has been traded starting from the earliest ommon date found in the
previous step;
4. Compare the referene time-series of dates with the time-series of dates
of eah stok and ll the gaps dragging the last available prie.
In this analysis we hose p = 0.90, however we report that the results do not
hange if we pik a higher value of p, thus trying to keep as muh as possible
unmodied time-series. A summary of the number of stoks in eah market
after the leaning an be found in Tab. 6.2. As for the apitalization, we







Table 6.2: Summary of the dataset.
onsidered the apitalization time-series for eah stok and we took the median
apitalization over the onsidered time-span. We hose the median and not the
mean beause we want to keep the most representative apitalization value of
the apitalization over the given time-period. For few stoks the apitalization
is not available. In this ase, when a apitalization analysis is involved, we
simply remove those stoks.
6.2.3 Multisaling proxy
As disussed in Ch. 3, the multisaling property of a time-series is deteted
via the non-linearity of the saling exponents of the absolute moments of its
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inrements, whih we report here for larity keeping the notation unhanged:
E [|rτ(t)|q] = K(q)τ qH(q). (6.1)
Following the presription of Ch. 4, a possible way to dene a multisaling
proxy is by quantifying the degree of non-linearity of the funtion qH(q). In
order to do so, rst the saling exponents qH(q) have to be omputed, whih
is done again via a linear regression in loglog sale of Eq. (6.1). Then the
multisaling proxy an be dened by tting the measured saling exponent
with a seond degree polynomial t [8℄, namely
qH(q) = Bq2 + Aq, (6.2)
where we xed the onstant to zero for theoretial reasons (see for example [9℄
and Ch. 5) and Bˆ is the non-linearity proxy. Together with Bˆ, also Aˆ gives
information about the analysed proess. In partiular, when Bˆ < 0, we expet
Aˆ > 0.5 for onavity, while when Bˆ ≈ 0, we expet Aˆ ≈ 0.5 sine empirial
log-returns taken on a daily basis are unorrelated [14, 15℄.
6.2.4 Cross-orrelation proxy
Conerning the market eet, we used three types of ross-orrelation. The rst
one is the average of the standard ross-orrelation between stoks, ρ¯i for the
ith stok in the following. The seond is the average ross orrelation between
the signs of the log-returns, R¯i for the ith stok in the following, whih esti-
mates the tendeny of a stok to o-move with the rest of the market. The third
one is the absolute log-returns average ross orrelation, S¯i for the ith stok in
the following, as in [49℄, whih estimates the tendeny of a stok to display a
big/small variation if the rest of the market does so. Calling ρij = Corr [ri, rj]
the standard ross-orrelation matrix, Rij = Corr [sign(ri), sign(rj)] the sign
ross orrelation matrix of the plain log-returns and Sij = Corr [|ri|, |rj|] the
ross orrelation matrix of the absolute log-returns, the proxies an be written
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where the minus one means that we do not use the orrelation of a stok with
itself, whih is one, when we ompute the averages. We assoiate a p-value
to eah entry of the matries ρij , Rij and Sij. In our analyses, we onsider
the orrelation oeient ompatible with a null hypothesis of unorrelated
log-returns eah orrelation oeient that has a p-value of less than 5% [183℄.
We report that an alternative measure of sign orrelation an be found, for
example, in [184℄, dened as the probability that two disrete time-series have
an innovation with the same-sign. Despite we found that this measure has a
orrelation lose to one with ours, we hose the proxy in Eq. (6.4) sine Eqs.
(6.4) and (6.5) give a lear deomposition of the usual ross orrelation matrix.
Before moving on we report an intriguing dependene we found on our dataset.
In partiular we found an overall dependene between the sign ross-orrelation,
desribed by the R¯ proxy, and the amplitudes ross-orrelation, desribed by
S¯. We report the satter plot of these two quantities in Fig. 6.1. There is ev-
idene for a strong orrelation between them, in order to make a quantitative
assessment we report in Tab. 6.3 their Pearson orrelation r up to two signif-
iant gures and the p-value up to three signiant gures. We report also
that the relationship found in [49℄ between volatility lustering and volatility
ross-orrelation on intraday data is onrmed also on our dataset made of
daily data.
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Table 6.3: Pearson orrelation r and p-value between ρ¯ and S¯.





















































Figure 6.1: Dependene between R¯ and S¯.
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6.3 Relationship between saling and standard
ross-orrelation
6.3.1 Main result
We present here empirial evidene of a new stylized fat. We nd a relation-
ship between the saling property of a log-return nanial time series and the
average orrelation of the stok with other stok log-returns traded in the same
market. Speially, in Fig. 6.2 we show the satter plot of Bˆ as a funtion of
ρ¯. The range of the parameter τs over whih the saling is omputed is hosen
to be τs ∈ [1, 19] [133, 134℄ sine an approximate linearity is present in this
region, while the range of q is set as q ∈ [0.1, 1], with steps of 0.1, following the
presription used in [8℄. In Fig. 6.2 the olor of the dot indiates the apital-
ization with inreasing value ranging from dark blue to red in a log sale. We
use a log sale sine the interval in apitalization between the most apitalized
stoks and the lowest apitalized one is overing many orders of magnitudes.
A nonlinear relationship between Bˆ and ρ¯ an be seen in the satter plots of
Fig. 6.2. It is worth noting that there is also a monotoni relationship be-
tween the market apitalization and the average ross orrelation and between
the market apitalization and the degree of multisaling. In order to make a
quantitative assessment about these relationships, we report in Tab. 6.4 the
Kendall τ orrelation [185℄ with two signiant gures between the two quan-
tities
2
along with the orresponding p-values up to the three signiant gures.
We observe that the dependene is statistially signiant in all ases. The
next setion is dediated to the investigation of the robustness of this result.
6.3.2 Validation of the empirial results
Ref. [8℄ found that the saling of the moments at a low aggregation horizon is
strongly aeted by bias with respet to the expeted asymptoti behaviour.
2
We hose the Kendall due to the pronouned non-linearity of the dependene.
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Table 6.4: Kendall τ orrelation between Bˆ and ρ¯.
The bias omes either from the presene of the power law tails of log-return
probability density funtion and from the presene of the memory of the log-
return time series. Hereafter, we want to understand whether the behaviour
displayed in Fig. 6.2 is mainly due to the power law tails or to the time memory
of log-return. In order to unover the origin of the multisaling property re-
ported in Fig. 6.2, we shue the time-series in every market in a synhronous
way, so that the autoorrelation struture of eah time series is destroyed
whereas the ross-orrelation struture is preserved. In Fig. 6.3 we show the
relationship between Bˆ and ρˆ, omputed on shued time series, while in Tab.
6.5 we report the Kendall τ orrelation up to two signiant gures between
the two quantities along with the orresponding p-values. It appears evident








Table 6.5: Kendall τ orrelation between Bˆ and ρ¯ when the log-returns are
shued but preserving the ross-orrelation.
In order instead to preserve the memory struture of the time-series but
removing the eet of the shape of distribution we use the normalization teh-
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Figure 6.2: Empirial evidene of the dependene between the degree of mul-
tisaling measured by the proxy Bˆ of log-return and its average orrelation
ρ¯ with the log-return of other stoks traded in the same market. The olor
represents the inreasing apitalization from blue to red.
nique used already in [160, 8℄. We limit ourself to report here that, one the
shape eets are removed, the dependene is ompletely destroyed. We refer
the interested reader to Appendix F for further details. Sine this result shows
that the main ontribution to the multisaling indiator omes from the tail,
we should nd that the value of Aˆ (fr. Eq. 6.2) onverges to 0.5 for stoks
with Bˆ ≈ 0 for onsisteny. This observation is onrmed by plotting the
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Figure 6.3: Multisaling properties, represented by the proxy Bˆ, of a time-
series plotted against its average ross-orrelation ρ¯ for shued log-returns,
but preserving the ross-orrelation. The olor represents the inreasing api-
talization from blue to red.
satter plot of Aˆ against ρ¯ as we report in Fig. 6.4. In fat, this gure shows
that Aˆ tends to 0.5 when Bˆ assumes values near zero, i.e. for highly apitalized
stoks. In Tab. 6.6 we report the Kendall τ orrelation up to two signiant
gures between the two quantities along with the orresponding p-values.
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Table 6.6: Kendall τ orrelation between the multisaling proxy Aˆ and ρ¯ along
with the p-value.
6.3.3 Role of the apitalization
As pointed out in Subse. 6.3.1 the satter plots of Fig. 6.2 suggest that Bˆ and
ρ¯ depend on the logarithm of the apitalization. To onrm this observation
and to quantify the eet we report in Tab. 6.7 the orrelation between Bˆ
and the logarithm of the apitalization (up to two signiant gures and with
the assoiated p-value) and in Tab. 6.8 the orrelation between ρ¯ and the








Table 6.7: Pearson's orre-
lation oeient between the
the multisaling proxy Bˆ and
the logarithm of apitalization








Table 6.8: Pearson's orrela-
tion oeient between the the
average ross orrelation ρ¯ and
the logarithm of apitalization
along with the p-value.
and 6.8 show that the orrelation is quite pronouned in both ases. Given this
result, we want to verify if the dependene between the average orrelation and
the multisaling proxy is driven only by the logarithm of the apitalization.
In order to assess this we ompute the partial orrelation [186℄ between ρ¯ and
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Figure 6.4: Empirial evidene of the dependene between the multisaling
properties, represented by the proxy Aˆ, of a time-series and its average ross-
orrelation ρ¯. The olor represents the inreasing apitalization from blue to
red.
Bˆ using as ontrol variable the logarithm of the apitalization, i.e. Pearson's
orrelation between the residuals of Bˆ and ρ¯ one they are regressed against the
logarithm of the apitalization. We report in Tab. 6.9 the result of this analysis
along with the oeient of determination [187℄ of the linear t between ρ¯
and Bˆ and the logarithm of the apitalization, whih is an estimate of the
goodness of the t. As we an see the orrelation remains signiant even
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after the removal of the ontrol variable, meaning that the interplay between
saling and ross-orrelation has a deeper origin than just a linear relationship
between the two variables and the logarithm of the apitalization.





NYSE17 0.34 0.000 0.47 0.22
LSE 0.25 0.000 0.69 0.57
FWB 0.68 0.000 0.54 0.30
TSE 0.52 0.000 0.33 0.33
HKSE 0.50 0.000 0.45 0.32
NYSE99 0.44 0.000 0.60 0.46
Table 6.9: Partial Pearson orrelation ρpar between the average ross-
orrelation ρ¯ and Bˆ, along with their respetive p-value,. The oeients
of determination R2ρ¯ and R
2
Bˆ
are also reported for the linear t between the
logarithm of the apitalization and respetively ρ¯ and Bˆ.
6.4 Disussion and onlusion
We nd an empirial relationship whih links a univariate property, i.e. the
degree of multisaling behaviour of log-return, with a multivariate one, i.e. the
average orrelation of the stok log-return with log-return of many other stoks
traded in the same market. Sine the saling measured for low aggregation
horizons is biased by the presene of log-return tails and time autoorrelation
[8℄, we investigated whih of the two gives the major ontribution to the degree
of multisaling behaviour of log-return. In order to do so we used the shuing
tehnique to isolate the tails ontribution and the normalization tehnique to
isolate the autoorrelation ontribution (see for example [160, 8℄). It turns out
that the dependene found is due almost exlusively to the tails of log-return
distribution. However, we also found that either ρ¯ and Bˆ are orrelated with
the logarithm of apitalization of the analysed stok. In order to understand
if the dependene from the logarithm of apitalization is fully explaining the
stylized fat we nd, we investigated the partial orrelation between ρ¯ and Bˆ
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using the logarithm of apitalization as a ontrol variable. It turned out that
removing the ontribution due to the linear orrelation with the logarithm of
apitalization of the two variables does not fully explain the nonlinear depen-
dene observed between ρ¯ and Bˆ. We interpret this nding as an evidene of
the fat that the observed relationship must have a deeper origin.
Aording to the observations in [8, 9℄, a shued empirial log -return time
series should sale asymptotially as a Brownian Motion due to the Central
Limit Theorem [8, 9℄. The reason why the saling at small aggregation regimes
for disrete time series disagrees with respet to the asymptoti one has been
found in the instability under aggregation of the empirial distribution of log-
returns [9℄. We thus interpret the stoks with a value of Bˆ near to zero as more
stable under aggregation, sine the transient of the saling diers less from
the asymptoti one. Sine the only stable distribution with nite variane is
the Gaussian distribution, we nd that the most apitalized and most ross-
orrelated stoks are those whih are less volatile. This observation gives
a statistial motivation to the fat that highly apitalized stoks are those
whih are less risky from an investor point of view. In partiular, if a stok
is haraterized by Bˆ tending to 0 and Aˆ tending to 0.5, it means that the
stok's behaviour diers less from the behaviour of a Brownian Motion than
stoks with negative values of Bˆ and values of Aˆ larger than 0.5. This an be
seen also from an eonomial point of view. In partiular a stok with a high
apitalization implies that a large number of market partiipants own that
stok. A large number of partiipants is in turn linked to a higher liquidity.
As observed in many studies (see for example [188℄), an inreased liquidity





In this thesis we foused our attention on dierent aspets of the saling be-
haviour of nanial time-series, fousing in partiular on its proper estimation.
It turned out that the inherent disreteness of real data makes the use of the
multifratal analysis not straightforward. A transient between a low aggre-
gation regime, where the eet of the disrete nature of real proesses is still
present, and the high aggregation regime, where the ontinuity approximation
an be assumed more safely, holds. We managed to devise a method to lter
out this transient and to link the low aggregation behaviour to the ross de-
pendene among dierent stoks in the same market unveiling a new stylized
fat. The main results are the following:
• we solved an open debate in the literature about the soure of the mul-
tisaling behaviour of the log-prie time-series;
• we pointed out that the saling measures at small aggregation regimes are
heavily biased, but that at the same time these biases onvey important
information about the statistial properties of the analysed time-series;
• we proposed a new algorithm able to tame the biases and lter them
out, without the need of knowing the exat funtional form these biases
manifest themselves in;
• we found that the presene of the bias is a transient state and that nan-
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ial log-returns under high aggregation tend to behave as a multifratal
random variable;
• we linked the transient of eah time-series to a ross dependene prop-
erties and also to a variables of eonomi interest, namely, the apital-
ization, and we reinterpret this result in terms of the eieny of the
onsidered stok.
Our analysis of the saling properties started in Ch. 4 where the true soure
of the multifratal saling of nanial log-prie time-series, namely the auto-
orrelation, is disovered, unfolding a debate in the literature where several
works did not agree on the solution. In doing so we unveiled that the saling
measures are strongly aeted by biases, espeially in the short time-horizon,
whih may have aused the lak of agreement in previous approahes to the
problem of the soure of the multifratal behaviour. We studied and quan-
tied these biases in a systemati way, managing to determine their spei
soures. These results point toward the orollary that nanial log-returns are
not multifratal in the usual sense presented in Ch. 3. In partiular the main
problem was identied in their disreteness in both time and value whih is
at odd with the very rst assumptions of the multifratal piture. However,
it ame as a surprise that the saling of the absolute moments of log-returns,
despite being evidently non linear in log-log sale at low aggregations regimes,
beomes asymptotially linear at high ones. This observation led us to the
onlusion that a method whih lters out the transient behaviour at low ag-
gregations regimes and reliably measures the asymptoti saling exponents at
high ones was needed. We then devised a method whih, by means of a lter
funtion whose role is to model the transient behaviour, shows that the asymp-
toti behaviour is indeed linear and measures it. It is worth stressing that the
knowledge of the exat funtional shape of the lter funtion is not needed in
order for the method to work. Following these results, we realized that the
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transient atually gathers information about the generating proess underlying
the nanial log-returns making then the bias potentially very informative. In
fat, in Ch. 6 we showed how its size is linked to a multivariate property of
nanial time-series, namely the ross orrelation. This in partiular helped
us to infer that highly orrelated stoks are those that are more stable under
aggregation and in turn also more apitalized and eient.
As for future studies, let us rst of all observe that the results presented in
Chs. 4 and 5 raise the question whether the bias in the estimation aets also
other methods present in the literature for the estimation of the saling expo-
nents. In our opinion the reason is twofold: rst, to the best of our knowledge
there are not multifratal estimation methods whih deal with the proper esti-
mation of the saling region; seond not dealing with the saling region means
disregarding the asymptoti saling whih is the only where there is hope of
nding a multifratal saling aording to our analysis.
Also, as briey mentioned at the end of Ch. 4, these results are not onned
to the nanial area, but they apply to any time-series where a multifra-
tal analysis is performed. There have been studies reporting the presene of
a supposed multifratal saling in many elds like biology, mediine, earth-
quakes analysis (see for example [189, 190, 191℄). Given the possible presene
of estimation biases, a review of these studies might be appropriate and the
onlusions drawn potentially revised.
As for the empirial saling behaviour found in Ch. 5 for real time-series,
it would be interesting to understand, in terms of properties of the nest
sale generating proess, why we almost always observe the same qualitatively
behaviour in the way the moments onverge to the asymptoti saling and
why the ABT time-series diers from the others. Also, the fat that the
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saling of the absolute moments of empirial data onverges asymptotially to
linearity is in itself puzzling. In partiular, dierent real time-series an be
safely regarded as generated by dierent stohasti proesses whih in turn
have a dierent memory struture. In light of this, it seems all but obvious
that they have to onverge asymptotially to a multifratal random proess.
This observation might open that door to a generalized version of the entral
limit theorem where numbers haraterized by long-memory, under ertain
assumptions, neessarily onverge to a multifratal variable
1
.
We also observe that the method proposed in Ch. 5 an be easily gener-
alized to the ase of the bivariate multifratal exponents, whih we reviewed
in Se. 3.4. In partiular the saling of the produt of two dierent ran-
dom variable with long memory, may potentially have ompletely dierent
behaviours at low and at high aggregation horizon. On one side beause the
long memory leads the onvergene rate, on the other beause at low aggrega-
tion horizon there is still the presene of the biases. This in partiular ould
lead to problems where an investor wants to asses the performanes of a port-
folio at dierent sales. Thus via a bivariate measure of saling, a generalized
ross-orrelation matrix ould be introdued whih takes into aount these
issues and in turn perform more reliable portfolio performane estimations for
dierent time-sales.
As for the empirial results found in Ch. 6 we regard the map we draw
of the stoks, aording to the average-ross orrelation and saling, relevant
for the onstrution of new models. In partiular, the empirial behaviour we
found, from a qualitative point of view, seems to be the same in every market,
thus a good multivariate model should be able to reprodue it.
1
We report that a similar speulation is reported in [159℄
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Estimation of the β exponent






|rτ (t+ i)|γ, (A.1)
and that the autoovariane of |rτ(t)|γ is assumed to follow
Cov [|rτ(t + L)|, |rτ(t)|] ∝ σ2|r|γL−β(γ), β(γ) ≤ 1, (A.2)
where σ2|r|γ is the variane of |rτ(t)|γ . Our aim is to ompute the quantity
δ(L, γ) =
√
Var [χt(L, γ)] =
√
E [χ2t (L, γ)]−E2 [χt(L, γ)]. (A.3)
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From Eqs. (A.2-A.5) it follows that






Var [|rτ(t + i)|γ] + 2
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Let us now fous on the last term of the last equation:∑L−1
i<j=0(j − i)−β(γ) = (1−α(γ)) + (1−α(γ) + 2−α(γ)) + (1−α(γ) + 2−α(γ) + 3−α(γ)) + ...
+ (1−α(γ) + ...+ (L− 1)−α(γ))





Sine Eq. (A.2) is supposed to hold for large lags, we an impose L ≫ 1 and











[1− β(γ)] [2− β(γ)] .
(A.8)




Var [χt(L, γ)] =
√
2σ|r|γ√






Expliit omputation of Eq. 5.4
In order to understand the saling properties of the moments of SN in the
ontinuous time limit we need rst to know its pdf SN , namely ps(SN). From
the probability theory we know that this pdf is given by the onvolution of the
single pdfs. For example










dx1p(x1)p(S2 − x1)p(S3 − S2).
(B.1)






dSip(Si − Si−1)p(SN − SN−1). (B.2)













dSip(Si − Si−1)p(SN − SN−1).
(B.3)
It is evident that the dependene of E[|SN |q] from the time time-horizon
τ = N∆t is ertainly far from being a simple power law as requested by the
multifratal piture (see Eq. (3.5)). Thus, this is why the numerial estima-
tions are horizon-dependent. However analytially, in order to infer something
about the multi/uni-saling nature of the proess xi, we are interested in the
ontinuous time limit of Eq. (B.3), in line with the underling assumptions
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of multifratality. In partiular we want to ompute the simultaneous limits
∆t → 0, N → ∞, but keeping the produt N∆t = τ xed, in order to have











dSN |SN |qps(SN ). (B.4)
















Using now the variable z =
SN√
σ2N∆t















Performing then the limit, taking out the onstants and solving the integral













Computation of the value of H(2)
of real nanial proesses
In this appendix we show that for empirial nanial time-series H(2) = 0.5.
As noted in [8℄, on empirial nanial datasets the estimator of H(2) annot be
reliably measured beause the seond moment of the empirial distributions is
nite, but the fourth momentum is often innite (fr. [14, 15℄).Using empirial
evidene is however possible to infer its value in the limit of innite aggregation.
This simple result follows from the following properties of nanial time-series,
alling rτ (t) the log-returns:

E[rτ (t)] = 0
V ar[rτ (t)] <∞
Corr[rτ(t1), rτ (t2)] = 0 t1 6= t2.
(C.1)
where by Corr we mean the orrelation funtion. We notie that in the high
frequeny domain the third property is true after few lags ([14, 3℄) thus it does
not aet the asymptoti properties of the saling. Let us all then ε∆t(k)
the elementary inrements of a proess satisfying the properties listed in Eq.
(C.1) with variane V ar[ε∆t(k)] = σ
2∆t, where σ is a xed salar and ∆t
the disretization step. The returns of this proess under aggregation an be










The following hain of equalities hold























where the rst and fourth equality follow from Eq. (C.1). Thus, with the
notation of Eq. (3.5), it an be written that
E[|rτ (t)|2] = K(2)τ 2H(2) = σ2τ ; (C.4)
whih in turn implies that H(2) = 0.5.
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Eet of the onavity on the
saling exponents tting funtion
In this appendix we derive the third ondition in Eq. (5.17). The seond
derivative of Eq. (5.15) reads as
ζ ′′(q) = 12Dq2 + 6Cq + 2B. (D.1)
To ensure that the ondition ζ ′′(q) < 0 holds for every q the roots of (D.1)
must oinide and D < 0. In partiular the roots of (D.1) are
q± =
−3C ±√9C2 − 24BD
12D
, (D.2)









In this subsetion we show that the dependene holds also for other measures of
ross-orrelations, namely the sign ross-orrelation and the amplitudes ross-
orrelation. Using the notation of Subse. 6.2.4, we report in Figs. E.1 and E.2
the value of Bˆ respetively against R¯ and S¯. In Tabs are instead reported the
τ orrelations along with the p-values. It appears evident that the dependene















































Figure E.1: Empirial evidene of the dependene between the degree of mul-
tisaling measured by the proxy Bˆ of log-return and its sign orrelation R¯ with
the log-return of other stoks traded in the same market. The olor represents







































Figure E.2: Empirial evidene of the dependene between the degree of mul-
tisaling measured by the proxy Bˆ of log-return and its absolute values orre-
lation S¯ with the log-return of other stoks traded in the same market. The












We summarize here the result of the eet of the normalization proedure [160,
8℄ on the dependeny between Bˆ and ρ¯. The graphial results is reported in Fig.
F.1 while the numerial ones in Tab. F.1. We see that after normalization the
eet disappears ompletely in four ases out of six and in the the remaining













































Figure F.1: Satter plot between the degree of multisaling measured by the
proxy Bˆ of log-return and its average orrelation ρ¯ with the log-return of other
stoks traded in the same market when the log-returns are normalized. The
olor represents the inreasing apitalization from blue to red.
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