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A new concept of a removable set of vertices on a combinatorial graph is introduced.
It is shown that eigenfunctions of a combinatorial Laplace operator L on a graph G
which correspond to small eigenvalues can be reconstructed as limits of the so-called
variational splines. Spaces of such variational splines determined by uniqueness sets which
are compliments of removable sets. It is important that in some cases this spaces have very
small dimension and can be described explicitly. It is shown that small eigenvalues of L
can be approximated by eigenvalues of certain matrices acting in spline spaces. The results
have potential applications to various problems such as high-dimensional data dimension
reduction, image processing, computer graphics, visualization and learning theory.
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1. Introduction and main results
During the last years harmonic analysis on combinatorial graphs has attracted considerable attention. The interest has
been stimulated by numerous applications of the analysis on graphs to information theory, signal analysis, image processing,
computer sciences, learning theory, astronomy [3–8,11,17–20].
It became rather common to consider large data sets or images as graphs and to use the ﬁrst few eigenfunctions of
the corresponding Laplace operator for data dimension reduction or effective image processing. However, the corresponding
graphs for hyperspectral images can contain up to 109 or more vertices and many more edges. In this case direct calculation
of eigenfunctions on the whole graph can involve up to 1027 calculations and become infeasible.
The goal of the present article is to show that the “small” eigenvalues of a combinatorial Laplace operator L on a
combinatorial graph of N vertices can be approximated by the eigenvalues of certain matrices in spaces of the so-called
variational splines whose dimension is “small” compare to N . Such reduction in dimension is achieved by showing that
eigenfunctions of a combinatorial Laplace operator L on a combinatorial graph G of N vertices which correspond to small
eigenvalues can be reconstructed as limits of variational splines. Variational splines are determined by uniqueness sets
which are compliments of removable sets. We explicitly describe spaces of variational splines and show that at least in
some cases the dimension of these spaces can be very small compare to N . It is proved that small eigenvalues of L can
be approximated by eigenvalues of certain matrices acting in spline spaces. The whole idea is a speciﬁc realization of the
Rayleigh–Ritz method.
Consider for example a cycle graph C100 = {1,2, . . . ,100} on 100 vertices and pretend that we do not know the eigen-
values of the corresponding Laplace operator. Suppose we are going to determine all eigenvalues which are not greater
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124 I. Pesenson / Appl. Comput. Harmon. Anal. 29 (2010) 123–133than ω = 0.002. Using our results we will be able to predict that there are at most four eigenvalues of the Laplace
operator which are not greater than 0.002. In fact there are three such eigenvalues: λ0 = 0, and a double eigenvalue
λ1 = 1 − cos(2π/100) ≈ 0.001973. It will follow from our results that these three eigenvalues can be approximated by
the ﬁrst three eigenvalues of certain 4× 4 matrices.
For the same graph C100 in the case when ω = 0.008 our prediction gives that there are at most eight eigenvalues when
in fact there are ﬁve eigenvalues which are less than 0.008: λ0 = 0 and two double eigenvalues λ1 = 1 − cos(2π/100) ≈
0.001973, and λ2 = 1− cos(4π/100) ≈ 0.007885. It will follow from our results that these ﬁve eigenvalues can be approxi-
mated by the ﬁrst ﬁve eigenvalues of certain 8× 8 matrices.
Let L be a combinatorial Laplace operator on a combinatorial ﬁnite graph G and for a small positive ω > 0 let Eω(L) be
a linear span of eigenfunctions of L whose eigenvalues belong to [0,ω]. In Section 2 it is shown that functions from Eω(L)
completely determined by their values on speciﬁc relatively small subsets of vertices of G which we call uniqueness sets.
To develop a method of reconstruction of functions from spaces Eω(L) we construct variational splines on G . Variational
splines on G are introduced as functions which minimize certain Sobolev-type norms deﬁned in terms of L. We give a
rather constructive way to describe spaces of splines on ﬁnite graphs. Then we show that if ω > 0 is relatively small
then functions from Eω(L) can be reconstructed as limits of variational splines for appropriate ﬁxed set of nodes which
constitute a relatively small subset of vertices of the graph. After all it is shown that a bounded set of small eigenvalues can
be determined using a space of variational splines with a ﬁxed set of nodes.
Note that originally, the idea to use piecewise linear functions to deﬁne the subspaces of approximate trial functions for
the Rayleigh–Ritz method for Sturm–Liouville boundary value problems belongs to Courant [9]. Courant’s result was further
developed in [1,2,10,22]. It was extended recently to the cases of compact Riemannian manifolds and compact quantum
graphs [13,14]. The present article is a generalization of these ideas to combinatorial graphs.
The following is a summary of main notions and results. We consider ﬁnite connected graphs G = (V (G), E(G)), where
V (G) is its set of vertices and E(G) is its set of edges. We consider only simple (no loops, no multiple edges) undirected
unweighted graphs. A number of vertices adjacent to a vertex v is called the degree of v and denoted by d(v). We use the
notation
d(G) = max
v∈V (G)
d(v).
The space L2(G), is the Hilbert space of all complex-valued functions f : V (G) → C with the following inner product
〈 f , g〉 =
∑
v∈V (G)
f (v)g(v)
and the following norm
‖ f ‖ = ‖ f ‖0 =
( ∑
v∈V (G)
∣∣ f (v)∣∣2)1/2. (1.1)
The discrete Laplace operator L is deﬁned by the formula [6]
L f (v) = 1√
d(v)
∑
v∼u
(
f (v)√
d(v)
− f (u)√
d(u)
)
, f ∈ L2(G), (1.2)
where v ∼ u means that v,u ∈ V (G) are connected by an edge. It is known that the Laplace operator L is a bounded
operator in L2(G) which is self-adjoint and positive deﬁnite.
We assume that a graph G has N vertices and then the spectrum σ(L) of L consists of eigenvalues 0 = λ0 < λ1  λ2 
· · · λN−1 (counting with their multiplicities. Notations ϕ0,ϕ1, . . . , ϕN−1 will be used for corresponding set of orthonormal
eigenfunctions. Let N [0,ω) denote a number of eigenvalues of L on [0,ω) and N [ω,λN−1] is a number of eigenvalues
of L on [ω,λN−1].
Deﬁnition 1. The notation Eω = Eω(L), ω > 0, will be used for a linear span of all eigenfunctions whose eigenvalues are
not greater ω.
For a subset S ⊂ V (G) the notation L2(S) will denote the space of all functions from L2(G) with support in S:
L2(S) =
{
ϕ ∈ L2(G), ϕ(v) = 0, v ∈ V (G) \ S
}
.
The following notion plays a crucial role in this paper.
Deﬁnition 2. We say that a set of vertices S ⊂ V (G) is a 1/Λ -removable set if for any ϕ ∈ L2(S) it admits a Poincare-type
inequality with a constant Λ > 0:
‖ϕ‖Λ‖Lϕ‖, ϕ ∈ L2(S), Λ > 0. (1.3)
The inﬁmum of all Λ > 0 for which S is a 1/Λ-removable set will be called the Poincare constant of the set S and denoted
by Λ(S).
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some explicit calculations for certain speciﬁc subsets on lattices and homogeneous trees were performed. It is clear that at
least in the case of lattices our results are close to optimal.
The goal of Section 2 is to justify this terminology. Namely, it is shown that if 0 < ω < 1/Λ then functions from the set
Eω(L) are uniquely determined by their values on V (G) \ S where S is any 1/Λ-removable set.
If S ⊂ V (G) has non-empty vertex boundary bS then we will use notation
S = S ∪ bS.
Remark 2. It seems that the Poincare constant Λ(S) can be considered as a measure of complexity of a set S . This measure
of complexity Λ(S) has the following properties. If S1 and S2 are disjoint, then
Λ(S1 ∪ S2) = max
(
Λ(S1),Λ(S2)
)
,
and if S1 ⊂ S2, then
Λ(S1)Λ(S2).
An entire ﬁnite graph S = V (G) does not satisfy Poincare inequality (1.3) since there are non-zero harmonic functions.
In this sense the complexity of an entire ﬁnite graph can be understood as inﬁnity or, in other words, it is not a removable
set. Theorem 2.2 contains an estimate of complexity Λ(S) of any ﬁnite set S ⊂ V (G) with non-empty boundary.
In Section 3 we consider a notion of variational splines which was introduced and analyzed in our paper [16]. We use
these splines for reconstruction of functions in appropriate subspaces Eω(L) from their values on 1/Λ-removable sets with
0 < ω < 1/Λ.
Variational Problem. Given a subset of vertices W = {w} ⊂ V (G), a sequence of complex numbers y = {yw}, a positive
t > 0, and a positive ε > 0 we consider the following variational problem:
Find a function Y from the space L2(G) which has the following properties:
1) Y (w) = yw , w ∈ W ,
2) Y minimizes functional Y → ‖(ε I + L)t/2Y‖.
It was shown in [16] that this problem has a unique solution.
Deﬁnition 3. For a given subset of vertices W = {w} ⊂ V (G), a sequence of complex numbers y = {yw}, and positive ε > 0
and t > 0 the solution to the above Variational Problem is called a variational spline of order t and is denoted as YW ,yt,ε . The
set of all variational splines for a ﬁxed W ⊂ V (G) and a t > 0, ε > 0, will be denoted as Y(W , t, ε).
It turns out that in the case of a ﬁnite graph one can give a constructive description of the space of variational splines.
These splines are used for recovery of eigenfunctions on graphs. Namely, the following approximation theorem holds true.
Theorem 1.1. For any 1/Λ-removable set S and any 0 < ε < 1/Λ every function f ∈ Eω(L) where
0< ω <
1
Λ
− ε, (1.4)
is uniquely determined by its values on U = V (G) \ S and can be reconstructed from these values as the following limit
f = lim
k→∞
Y U , fk,ε , k = 2l, l ∈ N,
where Y U , fk,ε is a unique spline from Y(U ,k, ε) interpolating f on the set U = V (G) \ S. Furthermore, the following error estimate
holds true∥∥ f − Y U , fk,ε ∥∥ 2γ k‖ f ‖, γ = Λ(ω + ε) < 1, k = 2l, l ∈ N. (1.5)
To explain the main result of the paper let us remind [12,21], that according to the min-max principle for a self-adjoint
positive deﬁnite operator L in the Hilbert space L2(G) the jth eigenvalue λ j can be calculated by the formula
λ j = inf
F⊂L2(G)
sup
‖L1/2 f ‖2
‖ f ‖2 , f = 0, (1.6)f ∈F
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(k)
j (W ) by the formula
λ
(k)
j (W ) = infF⊂Y(W ,k,ε) supf ∈F
‖L1/2 f ‖2
‖ f ‖2 , f = 0, (1.7)
where inf is taken over all j-dimensional subspaces of Y(W ,k, ε). As a consequence of the min-max principle we obtain
that the numbers λ(k)j (W ) are the eigenvalues of the matrix D
(k) = D(k)(W ) with entries
dγ ,ν
(k,ε) =
∑
v∈V (G)
(LLμk,ε)(v)Lνk,ε(v), μ,ν ∈ W . (1.8)
Now we can formulate our main result which shows that eigenvalues of matrices D(k) approximate eigenvalues of the
Laplace–Beltrami operator and the rate of convergence is exponential. Our main result is a realization of the Rayleigh–Ritz
method [10,12,21,22], in the trial space of variational splines.
Remark 3. It is important to understand that the dimension of the spline space Y(W , t, ε) is exactly the cardinality of
the set W . In our applications to the eigenvalue problem W is always a uniqueness set of the form U = V (G) \ S for an
appropriate removable set S . Thus, by reducing cardinality of U (≡ making removable set S bigger) we reduce cardinality of
the space Y(U , t, ε) in which we seek approximations to eigenfunctions and eigenvalues by using the Rayleigh–Ritz method.
Remark 4. In Section 3 we suggest a constructive way to calculate variational splines. It amounts in particular to solve
two linear systems (3.4) and (3.6). We express this fact by using corresponding inverse matrices. However, we realize that
inverting matrices can be very ineﬃcient and in a “real life” situation any of existing approximate methods can be used to
solve these linear systems. We consider constructive approximation by splines on graphs as a direction for future research.
Theorem 1.2. If S is a 1/Λ-removable set and U = V (G) \ S then for any 0 < ε < 1/Λ any 0 < ω < 1/Λ − ε, and all suﬃciently
large k = 2l , l = 0,1, . . . , every eigenvalue λ j ω can be approximated by the following double inequality
λ
(k)
j (U ) − 2(ω + ε)γ k  λ j  λ(k)j (U ), (1.9)
where
γ = Λ(ω + ε) < 1.
This theorem shows that a way to determine eigenvalues from a small interval [0,ω] is by keeping a set U = V (G) \ S
with Λ(S) < 1/ω ﬁxed and by letting k go to inﬁnity.
2. Uniqueness sets for eigenfunctions of the Laplace operator
We now turn to the notion of a 1/Λ-removable set which was introduced in Deﬁnition 2 in Section 1. The role of
1/Λ-removable sets is explained in the following theorem.
Theorem 2.1. If a set S ⊂ V (G) is a 1/Λ-removable set, then the set U = V (G) \ S is a uniqueness set for any space Eω(L) with
ω < 1/Λ.
Proof. If f , g ∈ Eω(L) then f − g ∈ Eω(L) and it is clear that the following Bernstein inequality holds true∥∥L( f − g)∥∥ω‖ f − g‖. (2.1)
If f and g coincide on U = V (G) \ S then f − g belongs to L2(S) and since S is a 1/Λ-removable set we should have
‖ f − g‖Λ∥∥L( f − g)∥∥, f − g ∈ L2(S).
Thus, if ω < 1/Λ we have the following inequalities
‖ f − g‖Λ∥∥L( f − g)∥∥Λω‖ f − g‖ < ‖ f − g‖, ω < 1/Λ, (2.2)
which can hold true only if f − g is identical zero. It proves the theorem. 
Now we are going to give some estimates for Poincare constant of subsets of vertices of a ﬁnite graph. Given a proper
set of vertices S ⊂ V (G) its vertex boundary bS is the set of all vertices in V (G) which are not in S but adjacent to a vertex
in S
bS = {v ∈ V (G) \ S: ∃{u, v} ∈ E(G), u ∈ S}.
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ﬁnite set S consider the set S ∪ bS = S as an induced graph. It means that the graph S is determined by all edges of G with
both endpoints in S = S ∪ bS.
The notation Γ (S) will be used for a “double” graph constructed in the following way. Take two copies of the induced
graph S = S ∪ bS, which we will denote as S1 and S2 and identify every vertex v ∈ bS ⊂ S1 with “the same” vertex v ∈
bS ⊂ S2.
For a set S ⊂ V (G) with non-empty vertex boundary the following inequality was proved in [15]
‖ϕ‖L2(G) 
1
λ1(Γ (S))
‖LGϕ‖L2(G), (2.3)
where LΓ (S) is the Laplacian on the graph Γ (S) and λ1(Γ (S)) is its smallest non-zero eigenvalue. It is possible to give
some other estimates of the Poincare constants in terms of the ﬁrst Dirichlet eigenvalue of the induced subgraph on S or in
terms of the isoperimetric dimension of the graph G (see [15] for more details).
It is easy to verify that if for a sets of vertices S1, S2 ⊂ V (G) their closures S1 and S2 are disjoint and S1, S2 are 1/Λ1-
and 1/Λ2-removable sets respectively, then their union S = S1 ∪ S2 is a 1/Λ-removable set with Λ = max(Λ1,Λ2).
A combination of the last observation and the inequality (2.3) gives the following uniqueness result.
Theorem 2.2. For a given ωmin < μ < ΩG consider a set S = ⋃ S j with the following properties: (1) every S j is a ﬁnite set with
non-empty boundary for which the inequality λ1(Γ (S j)) > μ holds, (2) the sets S j ∪ bS j are disjoint.
Then S is a 1/μ-removable set and the set U = V (G) \ S is a uniqueness set for any space Eω(L) with ωμ.
It is not diﬃcult to show [15] that if a graph G has N = |V (G)| vertices and a set S ⊂ V (G) is a 1/Λ-removable set then
there are at most |U | eigenvalues (with multiplicities) of L on the interval [0,1/Λ) where U = V (G) \ S and there are at
least N − |U | eigenvalues which belong to the interval [1/Λ,λmax].
Using the last theorem one can obtain rather effective description of removable sets on n-dimensional lattices (see
[15,16]). Consider for example a discrete n-dimensional torus TnN , i.e.
TnN = CN × · · · × CN︸ ︷︷ ︸
n
,
where CN is circular graph of N vertices. Our results in [15,16] imply, that if S is a union of disjoint S j = N1, j × N2, j ×
· · · × Nn, j “rectangular solids” {S j} of vertices such that the sets S j = S j ∪ bS j are disjoint then the Poincare constant for S
is essentially(
4min
(
sin
π
2N1, j + 2 , sin
π
2N2, j + 2 , . . . , sin
π
2Nn, j + 2
))−1
.
To illustrate this result in the case n = 1 let us consider a cycle graph C100 = {1,2, . . . ,100} on 100 vertices and suppose
we are going to determine all eigenvalues which are not greater than ω = 0.002. Note that the space E0.002(C100) is the
span of all eigenfunctions whose eigenvalues are not greater than 0.002. According to our results a uniqueness set for the
space E0.002(C100) can be constructed as a compliment of a set S =⋃ j S j such that S j = S j ∪ bS j are disjoint and
|S j| < π
2arcsin
√
0.002
2
− 1> 49− 1 = 48.
Thus we can take |S j | = 48 and it means that one of possible uniqueness sets U will contain four vertices with numbers
1, 2, 51, and 52. We can conclude that there are at most four eigenvalues of the Laplace operator which are not greater than
0.002. In fact there are exactly three such eigenvalues: λ0 = 0, and a double eigenvalue λ1 = 1− cos(2π/100) ≈ 0.001973.
Similar calculations show that in the case when ω = 0.008 the dimension of a uniqueness set U can be taken equal eight
and in fact there are exactly ﬁve eigenvalues which are less than 0.008: λ0 = 0 and two double eigenvalues λ1 ≈ 0.001973,
and λ2 = 1− cos(4π/100) ≈ 0.007885.
3. Variational splines and eigenfunction approximation on combinatorial graphs
We are going to use the same notations and the same Variational Problem which were used in Section 1.
As it was shown in [16] for every set of vertices W = {w}, all k > 0, ε > 0, and for any given sequence y = {yw} ∈ l2,
Variational Problem has a unique solution. Moreover, for every set of vertices W = {w},w ∈ V (G), every t > 0, ε  0, and
for any given sequence y = {yw} ∈ l2, the solution YW ,yt,ε of Variational Problem satisﬁes the following equation
(ε I + L)t Y W ,yt,ε =
∑
αwδw , (3.1)
w∈W
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In what follows the notation YW , ft,ε will be used for a unique spline interpolating a function f ∈ L2(G) on the set W .
An important consequence of Eq. (3.1) is the following linearity property which will be used in the next section.
Theorem 3.1. For any f , g ∈ L2(G) and any constants a, b, the unique spline interpolating af + bg on the set W has the form
aYW , ft,ε + bYW ,gt,ε . In other words,
Y W ,af+bgt,ε = aYW , ft,ε + bYW ,gt,ε ,
where Y W , ft,ε and Y
W ,g
t,ε are splines interpolating f and g respectively.
A fundamental solution Ev2t,ε , v ∈ V (G), of the operator (ε I + L)t , is a solution of the equation
(ε I + L)t E v2t,ε = δv , (3.2)
where δv is the Dirac measure at v ∈ V (G).
It was also shown in [16] that for every set of vertices W = {w}, every t > 0, ε  0, and for any given sequence y =
{yw} ∈ l2, the solution YW ,yt,ε of Variational Problem has a representation
YW ,yt,ε =
∑
w∈W
yw L
w
t,ε,
where Lwt,ε is the so called Lagrangian spline, i.e. it is a solution of the same Variational Problem with constrains L
w
t,ε(v) =
δw,v , w ∈ W , where δw,v is the Kronecker delta. Another representation is
YW ,yt,ε =
∑
w∈W
αw
(
YW ,yt,ε
)
Ew2t,ε, (3.3)
where αw(Y
W ,y
t,ε ) is a sequence in l2.
Algorithm for computing variational splines. The above results give a constructive way for computing variational splines.
Indeed, since the operator ε I + L is invertible the equation for a fundamental solution at a point u ∈ U
(ε I + L)k Eu2k,ε = δu, u ∈ U , k ∈ N,
can be solved explicitly
Eu2k,ε = (ε I + L)−kδu, k ∈ N. (3.4)
Thus one can determine coeﬃcients {βv,u}, v ∈ V (G), u ∈ U , and obtain an explicit formula for the fundamental solution
Eu2k,ε =
∑
v∈V (G)
βv,uδv , k ∈ N.
Along with the formula (3.3) it gives the following representation of the corresponding Lagrangian spline
Lwk,ε =
∑
u∈U
αu
(
Lwk,ε
)( ∑
v∈V (G)
βv,uδv
)
, w ∈ U . (3.5)
By the deﬁnition of Lagrangian splines Lwk,ε(u) = δw,u , u ∈ U , where δw,v is the Kronecker delta. Thus, we obtain an |U |×|U |
linear system
δw,γ =
∑
u∈U
αu
(
Lwk,ε
)( ∑
v∈V (G)
βv,uδv,γ
)
, w, γ ∈ U .
If Φ is a matrix whose entries are
∑
v∈V (G) βv,uδv,γ , u, γ ∈ U , and for every w ∈ U the column δ∗w is such that its entries
are Kronecker deltas δw,γ , γ ∈ U , then
α
(
Lwk,ε
)= Φ−1δ∗w , w ∈ U , (3.6)
where α(Lwk,ε) is a vector with components αu(L
w
k,ε). Having coeﬃcients αu(L
w
k,ε), u,w ∈ U , and {βv,u}, v ∈ V (G), u ∈ U , we
can determine Lagrangian splines
Lwk,ε =
∑ (∑
αu
(
Lwk,ε
)
βv,u
)
δv , w ∈ U .v∈V (G) u∈U
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values y = {Y yk,ε(w) = yw}, w ∈ U , can be written explicitly as Y yk,ε =
∑
w∈W ywLwk,ε.
Now we are going to use variational splines Y U , fk,ε as a reconstruction tool of functions f ∈ Eω(L) from their values on
uniqueness sets of the form U = V (G) \ S , where S is 1/Λ-removable set and
0< ω <
1
Λ
− ε, (3.7)
for a ﬁxed 0 < ε < 1/Λ.
Proof of Theorem 1.1. Assume that S is 1/Λ-removable set, 0 < ε < 1/Λ, where
0< ω <
1
Λ
− ε. (3.8)
If f ∈ Eω(L) and Y U , fk,ε is a unique spline in Y(U ,k, ε) which interpolates f on a set U = V (G) \ S then∥∥ f − Y U , fk,ε ∥∥Λ∥∥(ε I + L)( f − Y U , fk,ε )∥∥. (3.9)
Using the same methods as in [15,16] one can show that if S is a 1/Λ-removable set, then for any ε > 0, any t > 0, any
ϕ ∈ L2(S), and all k = 2l , l = 0,1,2, . . . ,∥∥Ltϕ∥∥Λk∥∥(ε I + L)k+tϕ∥∥. (3.10)
In particular
‖ϕ‖Λk∥∥(ε I + L)kϕ∥∥, ϕ ∈ L2(S).
These inequalities imply the following inequality∥∥ f − Y U , fk,ε ∥∥Λk∥∥(ε I + L)k( f − Y U , fk,ε )∥∥, k = 2l, l ∈ N.
Using minimization property of Y U , fk,ε we obtain∥∥ f − Y U , fk,ε ∥∥ 2Λk∥∥(ε I + L)k f ∥∥, k = 2l, l ∈ N.
Since f ∈ Eω(L), one has that the Bernstein inequality holds,∥∥Lm f ∥∥ωm‖ f ‖, m ∈ N,
which implies the inequality∥∥(ε I + L)m f ∥∥ (ω + ε)m‖ f ‖, m ∈ N.
After all we have the following inequality∥∥ f − Y U , fk,ε ∥∥ 2(Λ(ω + ε))k‖ f ‖. (3.11)
Note that condition (3.8) implies that the right-hand side of the last inequality goes to zero when k goes to inﬁnity. Thus,
we proved Theorem 1.1. 
4. Eigenvalue approximations on combinatorial graphs
The goal of the section is to prove Theorem 1.2. We consider a 1/Λ-removable set S and select two constants
0< ε <
1
Λ
, 0< ω <
1
Λ
− ε. (4.1)
Remember, that Y(U ,k, ε) is the set of all variational splines of order k ∈ N with nodes on a set U = V (G) \ S that
minimize norm ‖(ε I + L)k/2 ∗ ‖.
Let PkU ,ε be a projector from L2(G) onto the space Y(U ,k, ε) deﬁned by the formula
PkU ,ε f = Y U , fk,ε , f ∈ L2(G),
where Y U , fk,ε is a unique spline in Y(U ,k, ε) which interpolates f on the set U = V (G) \ S . Let
0< λ1  λ2  · · ·
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for which
0< λ1  λ2  · · · λ j(ω) ω.
In other words, j(ω) is the number of all eigenvalues (counting with their multiplicities) which are not greater than ω. If
ϕ1,ϕ2, . . . ,ϕ j(ω) (4.2)
is the set of corresponding orthonormal eigenfunctions of L then their span is denoted by Eω(L). It is important to remem-
ber that according to Theorem 2.1 the set U = V (G) \ S is a uniqueness set for any space Eω(L) with ω < 1/Λ.
The following lemma plays an important role in realization of the Rayleigh–Ritz method.
Lemma 4.1. Assume that conditions (4.1) are satisﬁed.
1) If {ϕν}, ν = 1,2, . . . , j(ω), is the set of eigenfunctions (4.2) and Y U ,ϕνk,ε , ν = 1,2, . . . , j(ω), is the set of their interpolating splines
then for any α > 0 there exists an N(α) such that for all k = 2l > N(α) the following inequality holds
j(ω)∑
ν=1
∥∥ϕν − Y U ,ϕνk,ε ∥∥2  α. (4.3)
2) If k ∈ N is large enough, then dimension of the image of Eω(L) under PkU ,ε is j(ω).
Proof. Theorem 1.1 gives the following inequality for any f ∈ Eω(L)∥∥ f − Y U , fk,ε ∥∥ (Λ(ω + ε))k‖ f ‖, k = 2l, l ∈ N, (4.4)
where Y U , fk,ε is a unique spline in Y(U ,k, ε) which interpolates f on a set U = V (G) \ S .
According to (4.4) for any ϕν such that the corresponding eigenvalue λν satisﬁes the inequality
λν ω <
1
Λ
− ε,
we have∥∥ϕν − Y U ,ϕνk,ε ∥∥ 2γ k,
where
Y U ,ϕνk,ε ∈ Y(U ,k, ε), γ = Λ(ω + ε) < 1, k = 2l, l = 0,1, . . . .
Thus
j(ω)∑
ν=1
∥∥ϕν − Y U ,ϕνk,ε ∥∥2  Cωγ 2k,
where Cω = 4(1 + · · · + j(ω)). Since γ < 1 the right-hand side in the last inequality goes to zero when k goes to inﬁnity.
The ﬁrst part of the lemma is proved.
This ﬁrst part implies the second one since for ω ∈ [λ j(ω), λ j(ω)+1) one has Eω(L) = Eλ j(ω) (L) and dim Eω(L) =
dim Eλ j(ω) (L) = j(ω). 
According to the min-max principle the eigenvalue λ j of L can be deﬁned by the formula (1.6). We introduce the
following approximate eigenvalues
λ
(k)
j (U ) = infF⊂Y(U ,k,ε) supf ∈F
‖L1/2 f ‖2
‖ f ‖2 , f = 0, 0 < ε < 1/Λ, (4.5)
where inf is taken over all j-dimensional subspaces of Y(U ,k, ε), λ j  ω < 1Λ − ε, and k is large enough. The ﬁrst part of
Lemma 4.3 implies the following inequality
λ j  λ(k)j (U ) sup
f ∈PkU ,ε(Eλ j )
‖L1/2 f ‖2
‖ f ‖2 , f = 0, 0< ε < 1/Λ, (4.6)
where Eλ j ≡ Eλ j (L).
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Lemma 4.2. If k ∈ N is large enough then for any 1 j  j(ω) the following inequality holds true
0 λ(k)j (U ) − λ j  4
j(ω)∑
ν=1
∥∥L1/2(ϕν − Y U ,ϕνk,ε )∥∥2. (4.7)
Proof. For a function ψ from Eλ j (L), set hk = Y U ,ψk,ε − ψ , and
hk = hk, j + h⊥k, j,
where hk, j ∈ Eλ j (L), h⊥k, j ∈ E⊥λ j (L). One has
L1/2hk = L1/2hk, j + L1/2h⊥k, j.
Since L is self-adjoint and Eλ j (L) is its invariant subspace the terms on the right are orthogonal and we obtain∥∥L1/2h⊥k, j∥∥ ∥∥L1/2hk∥∥. (4.8)
It is clear that the orthogonal projection of Y U ,ψk,ε onto Eλ j (L) is ψ + hk, j = ψk, j . Since Y U ,ψk,ε = ψk, j + h⊥k, j , we have∥∥Y U ,ψk,ε ∥∥2  ‖ψk, j‖2
and we also have
L1/2Y U ,ψk,ε = L1/2ψk, j + L1/2h⊥k, j,
that implies∥∥L1/2Y U ,ψk,ε ∥∥2 = ∥∥L1/2ψk, j∥∥2 + ∥∥L1/2h⊥k, j∥∥2.
After all we obtain the following inequality
‖L1/2Y U ,ψk,ε ‖2
‖Y U ,ψk,ε ‖2
 ‖L
1/2ψk, j‖2
‖ψk, j‖2 +
‖L1/2h⊥k, j‖2
‖Y U ,ψk,ε ‖2
.
Since ψk, j ∈ Eλ j one has
‖L1/2ψk, j‖2
‖ψk, j‖2  λ j,
and the previous inequality along with (4.8) give the following one
‖L1/2Y U ,ψk,ε ‖2
‖Y U ,ψk,ε ‖2
 λ j + ‖L
1/2hk‖2
‖Y U ,ψk,ε ‖2
. (4.9)
For an eigenfunction ϕν , 1 ν  j(ω), let Y U ,ϕνk,ε be its interpolating spline. According to Theorem 3.1 we have
Y U ,ψk,ε =
j(ω)∑
ν=1
〈ψ,ϕν〉Y U ,ϕνk,ε ,
where 〈ψ,ϕν〉, 1 ν  j(ω), are Fourier coeﬃcients of ψ . It implies that
hk = Y U ,ψk,ε − ψ =
j(ω)∑
ν=1
〈ψ,ϕν〉h(ν)k ,
where
h(ν)k = h(ν)k (U ) = Y U ,ϕνk,ε − ϕν ∈ L2(S).
From here we have
L1/2hk =
j(ω)∑
〈ψ,ϕν〉L1/2h(ν)k ,
ν=1
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∥∥L1/2hk∥∥ ‖ψ‖
( j(ω)∑
ν=1
∥∥L1/2h(ν)k ∥∥2
)1/2
.
The last inequality and inequalities (4.6) and (4.9) imply
0 λ(k)j (U ) − λ j  sup
ψ∈Eλ j
‖L1/2Y U ,ψk,ε ‖2
‖Y U ,ψk,ε ‖2
− λ j
 sup
ψ∈Eλ j
‖L1/2hk‖2
‖Y U ,ψk,ε ‖2
 sup
ψ∈Eλ j
‖ψ‖2∑ j(ω)ν=1 ‖L1/2h(ν)k ‖2
‖Y U ,ψk,ε ‖2
, (4.10)
where Eλ j ≡ Eλ j (L). We obviously have the inequality
‖ψ‖ = ∥∥Y U ,ψk,ε − hk∥∥ ∥∥Y U ,ψk,ε ∥∥+ ‖hk‖.
At the same time the ﬁrst part of Lemma 4.1 with α = 1/2 implies the next inequality for suﬃciently large natural k of the
form k = 2l
‖hk‖2  ‖ψ‖2
j(ω)∑
ν=1
∥∥h(ν)k ∥∥2  12‖ψ‖2.
Thus, we have∥∥Y U ,ψk,ε ∥∥2  (‖ψ‖ − ‖hk‖)2  14‖ψ‖2.
After all we obtain (4.7). The lemma is proved. 
To obtain the proof of Theorem 1.2 we observe that an application of (3.10) imply the following estimate∥∥L1/2h(ν)k (U )∥∥2 Λ2k∥∥(ε I + L)k+1/2h(ν)k (U )∥∥2
 (ω + ε)(Λ(ω + ε))k∥∥h(ν)k (U )∥∥2. (4.11)
Putting together (4.7), (4.11) and (4.3) with ε = 1/2 we obtain
λ
(k)
j (U ) − λ j  4
j(ω)∑
ν=1
∥∥L1/2h(ν)k (U )∥∥2  2(ω + ε)(Λ(ω + ε))k.
Finally we have
λ j  λ(k)j (U ) λ j + 2(ω + ε)
(
Λ(ω + ε))k, k = 2l, l = 0,1, . . . ,
where
λ j ω <
1
Λ
, 0< ω <
1
Λ
− ε,
and k is large enough. It proves Theorem 1.2.
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