Abstract-In this paper we propose a new graph-based feature splitting algorithm maxInd, which creates a balanced split maximizing the independence between the two feature sets. We study the performance of RBF net in a co-training setting with natural, truly independent, random and maxInd split. The results show that RBF net is successful in a cotraining setting, outperforming SVM and NB. Co-training is also found to be sensitive to the trade-off between the dependence of the features within a feature set, and the dependence between the feature sets.
I. INTRODUCTION
UPERVISD neural network algorithms learn from examples that are labelled with the correct category. To build an accurate classifier, a large number of labelled examples is needed. Obtaining labelled examples requires human effort and is a time consuming and tedious process.
The co-training paradigm [1] tries to overcome this problem by taking advantage of the more abundant unlabeled data. It learns from a small set of labelled and a large set of unlabelled examples. In essence, co-training employs two base classifiers that help each other to boost the performance of a weak classifier trained on the labelled data, using the unlabelled data. Previous research has concentrated on using Naïve Bayes (NB) as base classifier [1, 2] . There is only one study comparing the performance of Support Vector Machines (SVM) with NB [3] and suggesting that the performance of co-training depends on the base classifier used. In this paper we extend previous research by analyzing the learning behaviour of Radial-Basis Function (RBF) neural networks [4] in a co-training setting, and comparing it with NB and SVM. RBF nets are known to be highly accurate and fast to train.
The standard co-training paradigm requires that the data is naturally described by two disjoint feature sets, called views that are used separately by the two base classifiers. For example, consider the task of e-mail classification into spam and non-spam. One view can be formed from the information in the subject, the other one from the information in the body. Most datasets, however, do not come with a natural feature split which limits the applicability of co-training. Recent research [2, 5] has shown that co-training with random feature split can be F. Feger was with the University of Sydney, Australia. He is now with the Otto-Friedrich-Universität Bamberg, Kapuzinerstraße 16, 96045 Bamberg, Germany (e-mail: Felix.Feger@stud.uni-bamberg.de).
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beneficial if there is sufficient redundancy in the two views, i.e. the classification task can be learned with good accuracy using each of the views individually. Random split, however, is not the optimal solution. Blum and Mitchell [1] stated two main requirements for successful co-training: the two views should be 1) sufficiently strong (redundant) and 2) conditionally independent given the class. The second condition suggests that, given sufficient redundancy in data, a split optimizing the independence between the two feature sets can be useful.
In this paper we propose a new graph-based feature splitting algorithm, called maxInd that creates two feature sets that are maximally independent given the class. maxInd is empirically evaluated and compared to natural, random and truly independent splits. The performance is evaluated on two text categorization tasks using a real dataset (spam email classification) and a semi-artificial real dataset with controlled characteristics (classification of newsgroup postings).
The contribution of this paper can be summarized as follows. Firstly, we introduce a new algorithm maxInd for splitting the features in a co-training setting. Secondly, we study the learning behaviour of RBF networks in co-training environment with natural, random, and maxInd splits. The performance of RBF networks is compared with SVM and NB on two text categorization tasks. Thirdly, we study the effectiveness of co-training using a class independent feature selector. Previous work on co-training for text categorization applies class dependant feature selectors such as MI [2] and correlation-based feature subset selection [3] . In a real world application of co-training such feature selectors cannot be used as the class information is not available for the unlabelled examples.
The next section presents the co-training algorithm and previous research on co-training. Section III reviews RBF NN for classification. The new algorithm maxInd is introduced in section IV. The following two sections present the experimental setup and discuss the results. Section VII concludes the paper.
II. PREVIOUS RESEARCH ON CO-TRAINING

A. Co-training
The algorithm used for co-training by Blum and Mitchell [1] is given in Table 1 . The co-training paradigm assumes that the features can be split into two disjoint sets (views) V1 and V2. For example, e-mails can be described by the words in the subject (V1) and the words in the body (V2). The two classifiers C1 and C2 are trained using one view of the small labelled data L and forming two weak classifiers. Then each of them assigns labels to all unlabelled examples U, selects the most confidently predicted examples and moves them from the unlabelled to the labelled set. Both classifiers are re-trained on the enlarged labelled set that consists of the initially labelled and newly labelled examples. The loop is repeated for a pre-defined number of iterations. We follow the suggestion of Blum and Mitchell and use a small unlabelled pool U' of randomly selected examples from U for the co-training iterations. When training is completed, the label of new instances is predicted by multiplying the probabilities output by C1 and C2 and choosing the most probable class.
In essence, the two algorithms help each other. For example, suppose that C1 can confidently predict the class of an unlabelled example in V1, for which C2 is unsure in V2. By adding this example to the training set, C2 extends its knowledge and is able to make better classifications in future. Considering the e-mail example, suppose that C1 confidently classifies e-mails with the word "free" in the subject as spams, while C2 is not sure based on the information in the body. By transferring this example in the labelled set, C2 will learn that the words in the body indicate class "spam". 
Given:
-a small set L of labelled examples -a large set U of unlabeled examples -two feature sets (views) V 1 and V 2 describing the examples
Training:
Create a pool U' by randomly choosing u examples from U Loop for k iterations:
Learn classifier C 1 from L based on V 1 Learn classifier C 2 from L based on V 2 C 1 labels examples from U' based on V 1 and chooses the most confidently predicted p positive and n negative examples E 1 C 2 labels examples from U' based on V 2 and chooses the most confidently predicted p positive and n negative examples E 2 E 1 and E 2 are removed from U' and added with their labels to L Randomly choose 2p+2n examples from U to replenish U' End
Classification of new examples:
Multiply the probabilities output by C1 and C2
B. Previous Work
Blum and Mitchell [1] introduced the co-training algorithm and investigated its theoretical foundation in a PAC-style framework. They stated two main requirements for successful co-training. Firstly, the two views should be sufficiently strong, i.e. the classification task can be learnt with good accuracy using each view individually. Secondly, the two views should be conditionally independent given the class. They proved that if these conditions are satisfied, a task that is learnable with random noise is learnable with cotraining. Blum and Mitchell also presented a case study in web page classification. The task was to classify web pages as home pages of academic courses or not using the following two views: the words in the web page and the words in the hyperlinks pointing to the web page. NB was used as base classifier. The results showed that the error rate of the combined classifier was reduced from 11% to 5% using co-training.
Nigam and Ghani [2] investigated the effect of the dependence between the views. They found co-training to work better on truly independent views than on random views. Co-training was also found to outperform EM (another algorithm that learns from both labelled and unlabelled data) when the views are truly independent. It was also shown that if there is sufficient redundancy in data, the performance of co-training with random splits is comparable to co-training with a natural split. This was also confirmed by [5] who performed a larger scale evaluation.
Kiritchenko and Matwin [3] applied co-training for filing e-mails into folders. They found co-training to be dependant on the base classifier -NB decreases the accuracy of the classifier trained on the initial labelled examples, while SVM improves it.
So far co-training has been predominantly applied to text categorization tasks, and all case studies discussed above (web page classification, e-mail filing into folders, newsgroup messages classification) are text categorization tasks. Text categorization is characterized with very high dimensionality as each token in the corpus is treated as a feature. Thus, feature selection is essential to reduce dimensionality for a feasible computation. Popular and efficient feature selectors such as mutual information and correlation-based feature subset selection were used in [2] and [3] , respectively. However, they both are classdependent. In a real world application of co-training such feature selectors cannot be used as the class information is not available for the unlabelled examples.
In this paper we extend previous research by:
• Introducing a new algorithm, called maxInd, for splitting the features into two views that maximizes the independence between the feature sets. This is based on an idea of and motivated by [2] who showed that co-training is sensitive to the view independence assumption. We compare co-training with maxInd with co-training with random and truly independent splits. • Studying the learning behaviour of RBF net in cotraining setting with natural, random, truly independant and maxInd split. Following [3] we further investigate the sensitivity of co-training to the base classifier and compare RBF net with SVM and NB.
• Applying document frequency, a class-independent feature selector, in a co-training setting for text categorization. Real-world applications of co-training require class independent feature selection mechanisms.
III. RBF NETS AND CLASSIFIERS USED FOR COMPARISON
A. RBF Neural Networks RBF neural networks are supervised learning algorithms proposed by Moody and Darken [4] . They are based on the Cover's theorem [6] that a complex classification problem, cast in a high dimensional space nonlinearly, is more likely to be linearly separable than in a low dimensional space.
A RBF net consists of two layers: hidden and output. The transfer functions of the neurons in the hidden layer are nonlinear, while the transfer functions of the output neurons are linear. Each neuron j in the hidden layer represents a radial-basis function which measures the distance between the input vector i
x and the center of the basis function j c .
The basis function can have different forms; most commonly Gaussian functions are used:
where σ is the width of the basis function, defining the smoothing properties of the function. The smaller the distance between i x and j c , the higher the value of the j-th
, where m is the number of radial-basis functions (hidden neurons).
Each output neuron represents a class. The output values of the network are computed by weighted sum of the activations of the hidden neurons:
where ) ( i k y x is the activation of output neuron k and jk w is the weight of the connection between hidden neuron j and output neuron k.
RBF networks work in two phases. The first phase selects the parameters of the radial basis functions j c and j σ . This is the key problem in the design of RBF nets and has been an active area of research. A common approach is to use a clustering algorithm and set the centers to the centroids of the clusters and the widths using the distance to the closest centers. The second phase includes the computation of the weights. The weights matrix can be computed iteratively using the delta rule or directly by computing the pseudoinverse of the matrix of the radial-basis activations, which provides instantaneous training. Park and Sandberg [7] proved that RBF networks, similarly to the backpropagation nets, are universal approximators. Given sufficient number of hidden neurons with properly defined basis functions, RBF nets can approximate any functions arbitrary well. RBF nets are very attractive due to their fast training (in contrast to the slow training of the backpropagation nets), and accurate classification and noise tolerance (similarly to the backpropagation nets).
In our experiments we use the WEKA's implementation of RBF nets [8] , which applies the k-means clustering algorithm to set the parameters of the basis functions.
B. Classification Algorithms Used for Comparison
In a co-training setting, we compare the performance of RBF NN with SVM and NB as base classifiers. We used the WEKA's implementation of SVM and NB.
NB [9] is a simple but highly effective Bayesian learner. It uses the training data to estimate the probability that an example belongs to a particular class. It assumes that feature values are independent given the class. Although this assumption clearly has no basis in most learning situations including text categorization, NB can produce very good results. NB is the classifier predominantly used in a cotraining setting.
SVM [10] is a very popular classification learning technique. It finds the maximum margin hyperplane between two classes using the training data and applying an optimization technique. A multiclass problem is transformed into multiple binary subproblems. SVM has shown good generalization performance on many classification problems, including text categorization [11] . What makes it suitable for text categorization is its ability to handle high dimensional features. In was used in a co-training setting in [3] and found to compare favourable with NB. We used a polynomial kernel.
IV. MAXIND SPLITTING ALGORITHM
In order to use co-training for datasets without a natural feature split, an artificial splitting method has to be applied. The random feature split used in previous research does not consider the two co-training criteria stated by Blum and Mitchell: redundancy of the data views and conditional independence, given the class, between the two views. The maxInd algorithm follows an idea outlined by Nigam and Ghani [2] and is an attempt to take the second criteria into consideration by creating a split that maximises the independence, given the class, between the two feature sets.
A. Class-Conditional Dependence of Two Views
As a measure for the class-conditional dependence of two views, the Conditional Mutual Information (CondMI) [12] can be used. The Mutual Information (MI) of two features X and Y depends on their entropies H and is defined as
MI(X,Y) represents the amount of information that is shared between the two features. If they are independent, no information is shared, so MI(X,Y)=0. CondMI is MI under the condition of an additional constraint:
An ideal feature split, with class-conditional independence of the two views, will have CondMI=0 between the two feature sets. However, considering the high number of features in text categorisation tasks, it is not feasible to calculate and compare CondMI for all candidate feature split. Instead, CondMI between two feature sets can be approximated by the sum of the pair wise CondMIs for all pairs of words that are in different sets.
The probabilities for the computation of CondMI are calculated based on the document frequency of a given feature. For a given feature (X or Y) there exist two states: "feature is in document" and "feature is not in document". The function f(x) is defined as the probability for a given state x of X and the function g(y) is defined as the probability for a given state y of Y. The function p(x,y) is defined as the probability for the combination of the states of X and Y.
B. Splitting Algorithm
Starting with an already pre-processed dataset, the first step is to calculate CondMI between every pair of features. The result is represented as an undirected graph, with features as vertices and the CondMI between two features as weight on the edge between these features.
The second step is to cut the graph into two disjoint parts of the same size. This split is performed in such a way that the sum of the cut edges is minimized in order to minimize the dependence between the two parts of the graph. Because the calculation of a truly minimizing balanced cut is computational infeasible, the split is produced using the graph partition heuristic proposed by Kernigham and Lin [13] . The result of this graph cut is then used as feature split for the dataset. All features in the first half of the graph are used as the first view, and all features in the second half of the graph are used as the second view of the dataset.
In order to create a feature split for co-training, the maxInd algorithm is applied as described above before the first iteration of co-training. As the calculation of CondMI requires knowledge about the class label, only the initial labelled data is used for the calculation of the pair wise MI. The feature split obtained with maxInd is then used without changes for all co-training iterations.
C. Measuring View Intra-and Inter-Dependence
The graph representation and splitting approach allows us to easily measure the following two important properties.
View dependence for a given split (view interdependence) is the dependence between the two sets of features. It is denoted with Σ and measured as the sum of the weights of cut edges.The lower the value of Σ, the lower the view dependence.
Feature dependence within a view (view intradependence) is measured as the sum of the weights of the edges within a view. It is denoted with D(V i ) for the view V i . The lower the value, the more independent the features within the view are.
V. EXPERIMENTAL SETUP
A. Datasets Description
We evaluate the performance of RBF NN in a co-training setting on two text classification tasks: spam e-mail classification and newsgroup articles classification.
To evaluate the performance of RBF NN in a standard cotraining environment with a natural split, we chose the task of e-mail classification, as it comes with a natural division of features, e.g. the features from the e-mail subject and the features from the e-mail body. We use LingSpam [14] , a publicly available benchmark corpus of e-mails classified as spam and non-spam. It consists of 2893 messages, 481 of which are spams and 2412 are non-spams. Each email is divided into two sections: the words found in the subject header and the words found in the body of the message. The words from the subject of all e-mails form the Subject view; the words from the body of all e-mails form the Body view.
To evaluate the performance of RBF NN in a co-training environment with maxInd split, and compare maxInd split with truly independent split, we used the News2x2 dataset proposed by Nigam and Ghani [2] . News2x2 is a synthetic combination of subsets of the 20Newsgroup dataset, and is designed to offer a truly independent feature split in a twoclass problem. The 20Newsgroups dataset contains 20 000 newsgroup postings, 1000 postings for each of the 20 newsgroups (classes). To create the News2x2 dataset, the following procedure is used. Two classes Pos and Neg are defined, and the documents from four different newsgroups are joined together. Randomly selected examples from the first two newsgroups are joined together to create the examples for class Pos, and randomly selected examples from the second two newsgroups are joined together to create examples for the class Neg, see Table II . The joining is done in such a way that the words in the first and third newsgroups come from the same vocabulary, while the words in the second and fourth newsgroups come from another vocabulary. The combination of the two different feature sets is treated as one example with two feature sets. Thus, the News2x2 dataset contains 2000 examples, 1000 for each class.
The most important property of the News2x2 dataset is that the feature sets A and B are truly independent given the class. The two splits are also sufficiently redundant for all classifiers used and all feature splits considered, as shown in Section VI-B. Thus, the News2x2 dataset with splits A and B is an ideal dataset for co-training.
B. Dataset Pre-processing
Both corpora are stored using the bag of words representation, which is the most commonly used in text categorization [15] . All unique words are identified and each of them is treated as a feature. Two pre-processing steps are performed in order to reduce the number of features while maintaining as much information as possible. First, a common stop words list is used to remove 319 frequent words from the data. Second, stemming is performed using the Porter's stemming algorithm [16] .
Feature selection is then applied to choose the most important features and further reduce dimensionality. We used document frequency to select the top 200 words for each split. Document frequency simply counts the number of documents in which the word occurs and considers the frequent words to be more important than the rare words. Document frequency has two important properties: it is class independent and has linear complexity. Yang and Pedersen [17] compared several feature selectors and found document frequency to be comparable to the best performing class dependant techniques for feature reduction up to 90%. Selecting only 200 words results in a feature reduction of approximately 99% for all views (except Subject in LingSpam where the reduction is 85% due to the smaller vocabulary), so document frequency is not the best choice. However, as already mentioned, a real world application of co-training requires a class independent feature selector as the class information is not available for the unlabelled examples, and they are the larger part of the training data.
After feature selection each document is represented with the tf-idf weights [15] of the selected features. The tf-idf calculation does not depend on the class label and, therefore, does not violate the co-training setting.
C. Evaluation Methodology
For the evaluation of the co-training results we use a procedure that resembles 10-fold-cross validation. The standard 10-fold-cross validation procedure uses 90% of the data for training and 10% for testing. The co-training algorithm, on the other hand, uses only a small number of labelled and unlabelled training examples. If 10-fold cross validation is applied in a co-training setting, many examples will not be used neither for training nor for testing. A better utilization of the available data is to increase the size of the test set which will improve the evaluation of the classifier without significantly reducing its quality.
We generated 10 stratified folds. Each time 40% of the data was used for testing and the remaining 60% for training. The required number of initially labelled examples were randomly selected from the first fold of the training data, and the remaining examples from this fold and the other 5 folds were used as unlabelled examples. The experiments were repeated 10 times and the results averaged, each time using different fold to select the labelled examples, and creating different unlabeled and test sets by sliding 1 fold. Thus, each fold is used once to create the labelled set, five times for the unlabelled set and four times for the test set.
D. Measuring View Redundancy
A feature set (or view) is said to be sufficiently redundant if when taken on its own, is sufficient for accurate classification [2] . This property can be measured as the accuracy of the classifier trained on the full labelled version of the training set for each data view. In our experiments we report the results on the test set using 10 fold cross validation. This accuracy is also referred to as the strength of the classifier on a given view V i and is denoted with S(V i ).
VI. EVALUATION
A. Co-training with Natural Feature Split
In this experiment we investigate the performance of RBF NN in a standard co-training setting with two natural feature splits.
The application domain should allow natural division of the features, so we consider the task of e-mail classification into spam and non-spam. We used the LingSpam dataset and created two views, Subject and Body, as discussed in Section V. The co-training was performed using the algorithm from Table I . The labelled set consisted of 5 spam and 5 non spam e-mails. The ratio of spam to legitimate emails in LingSpam is 1:5. Following this distribution, 2 newly labelled spam and 10 non spam emails were transferred from the unlabelled to the labelled set on each co-training iteration. The unlabelled pool U' contained 50 examples and the number of co-training iterations was 20. The results were averaged over 10 runs using the evaluation methodology from Section V-C. Table III summarises the results. The column it20 shows the accuracy at the end of co-training, i.e. after iteration 20, where the number of training examples is 250 (10 initially labelled +20x12 self-labelled). The column increase presents the difference between iteration 20 and 0; thus, positive numbers indicate improvement over the base classifier trained on the initial set of labelled examples, and negative numbers indicate decline in performance. The column gap indicates the difference between the goal accuracy and it20's accuracy. As a goal accuracy we consider the accuracy of a supervised classifier trained on the labelled version of all training data (both views), using 10-fold cross validation (i.e. trained on 2604 examples using 400 attributes). The goal accuracies were as follows: 89.4 for RBF NN, 94.8 for SVM and 88.6 for NB. Figure 1 shows the co-training learning curves for all classifiers. The results show that RBF NN was the most successful classifier: it improved over the initial classifier achieving the highest accuracy value and the smallest gap. Co-training with RBF using 10 labelled examples and trained for 20 iterations achieved an accuracy rate of only 4.5% lower that RBF NN trained on the labelled version of the training set (2604 examples).
SVM was also successful in a co-training setting. It started with the weakest classifier and achieved the highest increase. In terms of accuracy of the combined co-training classifier, it was less successful than RBF NN, obtaining 12.4% lower accuracy and also a bigger gap with the goal classifier (18.5%). NB was not successful in a co-training environment, degrading the accuracy of the initial weak classifier.
Hence, our results confirm the observation of Kiritchenko and Matwin [3] that SVM benefits from co-training while NB degrades performance. They explained this with NB's sensitivity to large feature sets. After feature selection, NB was shown to benefit from co-training in 2 out of 3 cases. In our case, however, we performed drastic feature reduction and NB still degrades the performance of the initial classifier. So, why do RBF NN and SVM work well in a cotraining setting and why does NB work so badly?
We first check the co-training conditions: strength of the views and the dependence between the views. Table IV shows that the strength of the views for all classifiers was similar and reasonably high, with Subject being a weaker view than Body. The dependence between the two view was low, Σ=44.6. Hence, we expect all classifiers to benefit from co-training. We believe that the main reason for the poor performance of NB is its sensitivity to the independence of the features within the views, given the class. An examination of the D values shows a very high dependence between the features in the Body view: D(Body)=440.1. Due to this high intradependence, the initial classifier is not able to sustain improvement. This hypothesis is also supported by our experiments with the News2x2 dataset where we compare three different splits. The D values for all the splits (see Table X ) are significantly lower than D(Body). In this case, NB performs better and is able to benefit from co-training in 2 out of 3 cases.
All algorithms showed good running time. The fastest was SVM with 1.22 minutes per fold, followed by NB with 2.26, and RBF NN with 2.36.
We can conclude that co-training is sensitive to the classifier used. RBF NN and SVM work well in a cotraining as they are more robust to the dependence between features.
B. Co-training with maxInd Split
The objective of this experiment is to evaluate the performance of the maxInd splitting algorithm. Most datasets do not come with a natural feature split which limits the applicability of co-training. Creating a split by randomly splitting the features into two views was found to be beneficial when there is sufficient redundancy in the data [2, 18] . Random split, however, is probably not the best choice. As co-training was found to be sensitive to the independence assumption (truly independent split was shown to outperform a random split), a better solution is to split the selected features into two maximally independent sets. We address the following two questions for datasets with sufficient redundancy: 1) Does co-training with maxInd split perform better than co-training with random split? and 2) How does co-training with maxInd split compare to truly independent split? If co-training is really sensitive to the view independence, we expect a maxInd split to outperform a random split but not necessary a truly independent split.
We used the News2x2. The split into feature sets A and B is conditionally independent given the class by design, and will be referred to as the truly independent split.
The news 2x2 has also another important property: it is sufficiently redundant for all classifiers we consider, and also for all splits (truly independent, random and maxInd), i.e. each of the feature sets when used separately are sufficient for accurate classification. Table V shows the strength of the classifiers, when trained on the labelled version of the two views of the full training set. Nigam and Ghani reported similar strength of the NB classifier for the two views of the truly natural split. The default accuracy for this data (classifying all test examples to the majority class in the training set) is 50%. The co-training settings for the News2x2 experiments were as follows. We started with a labelled set of 5 examples from class Pos and 5 examples from class Neg. At each co-training iteration 5 newly labelled examples from each class are transferred from the unlabelled to the labelled set. As in the previous experiment, |U'|=50, the co-training run for 20 iterations and we report accuracy on the test set, averaged over 10 runs, using the evaluation methodology described in Section V. To test how maxInd works, we calculated the view interdependence value Σ for each of the three splits, see Table  VI . As expected, the truly independent split creates the most independent views, then comes maxInd, and the random split creates the least independent views. Recall that maxInd uses the limited information from the labelled examples only (10 examples); despite this it is able to reduce the dependence between the views. We also tested a version of maxInd that uses the information from the labelled version of the whole training set (1200 examples) which found a split with Σ=45.8, i.e. better than the truly independent split. However, it has to be remembered that this approach is not compatible with a real co-training setting where we are given only a small number of labelled examples.
Consistent with [2] when evaluating the splits for a given algorithm, we report the accuracy at the end of co-training (column it20). For completeness we also show if this accuracy is a result of an improvement over the initial classifier (positive number in the increase column) or degradation (negative number in increase), and also how far it is from the goal accuracy (gap). Table VII shows the accuracy results of co-training using RBF NN and the different splits. As expected, maxInd is outperformed by the truly independent split. However, surprisingly, maxInd is not a better splitting method than the random split. To further investigate this, we also run cotraining with SVM and NB. Table VIII summarizes the results for SVM. Again, the random split outperforms the maxInd split. In this case, random is even better than the truly independent split. The truly independent and maxInd split perform similarly. Table IX presents the results for NB. The random split is the best one, closely followed by the truly independent split while maxInd comes third with a lower accuracy (which is in fact lower than the accuracy of the initial weak classifier as the column increase shows). On the same dataset and similar settings Nigam and Ghani [2] found that the truly independent split outperforms random with 1.8% higher accuracy rate, and concluded that co-training is indeed sensitive to the view independence assumption.
To summarize, in our experiments the truly independent split is better than the random split only for co-training with RBF NN. The random split is better than the truly independent split for co-training with SVM with 2.7% and for co-training with NB with 0.5%. Thus, our results do not support previous research that co-training with truly independent split is better than co-training with random split, and that a higher independence between the views implies better performance, given that the views are redundantly sufficient. So, why does the random split outperform maxInd (for all classifiers), and even the truly independent split (for 2 out of the 3 classifiers)? A possible explanation is that co-training is sensitive to the dependence of the features within each view. Table X presents the intra-dependence values for each view. We can see that the random split is the split with the lowest dependence between the features within each view, followed by maxInd and the truly independent split. It is important to note that there is a trade-off between the view intra-dependence and view intra-dependence (e.g. compare Table VII and X): maximizing the independence between the views means increasing the dependence between the features of each view. However, we cannot conclude that the higher the intra-dependence, the better the performance, e.g. maxInd is not better than the truly independent split. Rather, the trade-off between the inter-and intradependence is important in a co-training setting.
A comparison across the classifiers (Table VII-IX) indicates that RBF NN was successful in the co-training setting for all splits and was the classifier with the highest improvement over the initial weak classifier. NB was the worse classifier in terms of improvement but came closest to the goal accuracy. The reason for this is that the goal accuracy for NB was 9% lower than the goal accuracies of RBF NN and SVM.
VII. CONCLUSION
In this paper we investigate the performance of RBF nets in a co-training environment.
We found RBF NN to work well in a standard co-training setting with natural split in the domain of spam e-mail classification. Co-training with RBF using 10 labelled examples and trained for 20 iterations achieved an accuracy rate of only 4.5% lower than a RBF NN trained on the labelled version of the training set (2604 examples). RBF nets also outperformed SVM and NB in a co-training setting. NB was found to work poorly in a co-training environment and this was explained with its sensitivity to the feature independence within the two views.
We propose maxInd, a new graph-based, feature splitting algorithm, which creates two feature sets of equal size that are maximally independent. Based on the graph representation, we introduce measures for the dependence between the features within a view, and the dependence between the views.
In contrast to previous research, using a semi-artificial dataset with controlled characteristics, we found that lower dependence between the views does not imply better classification performance in a co-training environment with sufficiently redundant data. A truly independent split was better than a random only for RBF and not for SVM and NB; a maxInd split was not better than random split for all classifiers. This was explained with the sensitivity of cotraining to the dependence of the features within each view. We found the random split to be the best one, having the lowest dependence between the features within the views. However, lower dependence within the views, does not necessary mean better performance. There is a trade-off between the dependence of the features within each view, and dependence between the views, which is important in a co-training setting. This research highlights the need for reexamination of the view independence assumption of cotraining and studying the trade-off between the intra and inter-dependence.
