Abstract. We prove existence of global weak solutions to the chemotaxis system
Introduction
Starting from the pioneering work of Keller and Segel [9] , an extensive mathematical literature has grown on the Keller-Segel model and its variants, mathematical models describing chemotaxis, that is the tendency of (micro-)organisms to adapt the direction of their (otherwise random) movement to the concentration of a signalling substance. For a survey see [6] or [7, 8] . If biological phenomena where chemotaxis plays a role are modelled on not only small time scales, often growth of the population, whose density we will denote by u, must be taken into account. A prototypical choice to accomplish this is the addition of logistic growth terms +κu − µu 2 in the evolution equation for u. Unfortunately, it is unclear whether global classical solutions to the chemotaxis-system u t = ∆u − ∇ · (u∇v) + κu − µu where κ ∈ R and u 0 , v 0 are given functions, exist in the smooth, bounded domain Ω ⊂ R n if n ≥ 3 and µ > 0 is small. The parabolic-elliptic simplification (where v t is replaced by 0) of (1) has been considered in [23] , where -besides some study of asymptotic behaviour -it is shown that weak solutions exist for arbitrary µ > 0 and that they are smooth and globally classical if µ > n−2 n . In [24] the existence of (very) weak solutions is proven under more general conditions. Under additional assupmtions, also the existence of a bounded absorbing set in L ∞ (Ω) is shown. Turning to the parabolic-parabolic system, important findings are given in [26] , which assert existence and uniqueness of global, smooth, bounded solutions to (1) under the condition that µ be large enough. Additional results on existence of global solutions or even of an exponential attractor have been given in the two-dimensional case (see e.g. [16, 17] ). In this case, global solutions exist for arbitrary µ > 0. But not only the restriction to dimension 2, also the inclusion of some kind of saturation effect in the chemotactic sensitivity [2] , sublinear dependence of the chemotactic sensitivity on u [3] or even changing the second equation into one that models the consumption of the chemoattractant (as done in [20, 22] for κ = µ = 0) can make it possible to derive the global existence of solutions. The same can be accomplished by replacement of the secretion term +u in the second equation of (1) by + u (1+u) 1−β with some 0 < β < 9 10 , which enables the authors of [14] to show the existence of attractors in the corresponding dynamical system. On the other hand, the model u t = ε∆u − ∇ · (u∇v) + κu − µu 2 (2) 0 = ∆v − v + u has recently been shown to exhibit the following property [12] : If µ ∈ (0, 1) and the (radially symmetric) initial datum u 0 is large in a certain L p (Ω)−space, there exists some finite time such that up to this time any given threshold will be surpassed by solutions to (2) for sufficiently small ε > 0. Although this demeanour may be interesting from an emergence-of-pattrens point-of-view and although solutions become very large, it still is not the same as blow-up and, in fact, also occurs in case of bounded solutions, even in space-dimension 1 [29] . In [27] it is shown that in another related model,
blow-up may occur for space-dimension n ≥ 5 and 1 < α < 3 2 + 1 2n−2 . Consequently, the supposition that any superlinear growth restriction already signifies the existence of a global, bounded solution does not stand unchallenged; and the question whether the above-mentioned results on the presence of global smooth solutions in similar situations find their analogue in the case of (1), the most prototypical chemotaxis system including logistic growth, is not clear at all. In the present article, we therefore investigate the existence of solutions to (1) . More precisely, we will construct weak solutions in the sense of Definition 5.1 below. We shall show that, in dimension 3 and under a smallness condition on κ, they become smooth after some time, which also excludes finite-time blow-up from then on. Note that this, however, does not provide any information on a small timescale. To the aim sketched above we will then consider the approximate system
for θ > n + 2 with nonnegative initial values u 0,ε ∈ C(Ω) and v 0,ε ∈ W 1,n+1 (Ω), where global classical solutions are quickly seen to exist, and derive estimates finally allowing for compactness arguments, which will provide the existence of a weak solution to (1) in Proposition 6.1 and Lemma 6.2. We will employ the estimates from Section 4 to conclude that a solution must become small in an appropriate sense after some time. This, in turn, will be the starting point for an ODE comparison argument for the quantity Ω u 2 ε (t) + Ω |∇v ε (t)| 4 , whose thereby-obtained boundedness in conjunction with estimates on the Neumann heat semigroup results in eventual boundedness and hence in eventual smoothness of (u, v). We finally arrive at the following result:
Then there is a nonnegative weak solution (u, v) (in the sense of Definition 5.1 below) to (1) with initial data u 0 , v 0 . It can be approximated in the sense of a.e.-convergence by solutions of (3). Furthermore, if n = 3, for any µ > 0 there exists κ 0 > 0 such that if κ < κ 0 , there is T > 0 such that u and v are a classical solution of (1) for t > T . Moreover, in this case, there are C > 0 and α > 0 such that for any t > T
Because we have adopted a weak concept of solution, it is conceivable that solutions to (1) are not unique. Investigation of this issue is beyond the scope of the present work and we state the following theorems only for solutions as provided by Theorem 1.1.
Besides the aforementioned results about attractors, little is known about asymptotic behaviour of solutions to models like (1) . Recently, in [28] convergence to the positive homogeneous equilibrium was found for values of µ being sufficiently large as compared to the chemotactic sensitivity. The richness of dynamics and pattern formation exhibited by chemotaxis models with growth [18, 10] however indicates that any speculation about asymptotical behaviour, especially about convergence to homogeneous states, should be backed by rigorous examinations. In the situation of (1), we can summarize the long-term behaviour as follows: If κ ≤ 0, solutions will converge to the trivial steady state -and any formation of interesting patterns has to take place on intermediary timescales.
3 be a smooth bounded convex domain and let (u, v) be the solution to (1) provided by Theorem 1.1. Then
in the sense of uniform convergence.
Remark 1.4. The same convergence result can be given for any classical solution of (1) for µ > 0, κ ≤ 0 in Ω ⊂ R 3 as above. In this case, only minor adaptions of the proofs become necessary.
If κ is positive and sufficiently small, we can assert the existence of an absorbing set in the following sense:
Let Ω ⊂ R 3 be a smooth bounded convex domain. Then for any µ > 0 there is κ 0 > 0 such that for all κ ∈ (0, κ 0 ), there is α > 0 and a bounded set B µ,κ ⊂ (C 2+α (Ω)) 2 such that for all
, the corresponding solution (u, v) as constructed in Theorem 1.1 admits the existence of T > 0 such that (u(t), v(t)) ∈ B µ,κ for all t > T.
Further steps in this direction may hopefully lead to an even more detailled insight, much in the spirit of [13, 1] , into the long-time behaviour of solutions to (1) in dimension 3 for small, positive µ. Remark 1.6. In the calculations below, we will assume that µ > 0 is a fixed number. Throughout the article, we fix Ω ⊂ R n to be a convex bounded domain with smooth boundary and u 0 ∈ L 2 (Ω), v 0 ∈ W 1,2 (Ω) nonnegative. Also, let θ denote a number satisfying θ > n + 2.
Existence of approximate solutions
The system (3) has a unique, global, classical solution. At a first glance, the source term f (s) = κs − µs 2 − εs θ seems to satisfy the condition f (s) ≤ a − µ 0 s 2 from Theorem 0.1 of [26] , which would provide a global solution, but as µ 0 depends on a, this theorem is not applicable in the present case. Even tracing the dependece of µ 0 on a does not improve the situation.
We therefore use Lemma 1.1 of the same article, which asserts the local existence of a unique classical solution (u ε , v ε ) to (3) for initial data u 0ε ∈ C(Ω), v 0ε ∈ W 1,n+1 (Ω). More specifically, it implies that this solution exists on a time interval [0, T max ), T max ∈ (0, ∞], and satisfies
Hence, in order to show the global existence of this solution, it is sufficient to derive boundedness of u ε , v ε and ∇v ε . Our means of pursuing this aim will be Proposition 2.1. Let q > n + 2. Let (u, v) be a nonnegative classical solution of
and some function f satisfying f (s) ≤ C 0 for all s > 0 with some C 0 > 0. Furthermore, assume that there exists C > 0 such that u satisfies
Then u, v and ∇v are bounded in
Proof. Denote by C 1 , C 2 , C 3 the constants provided by Lemma 1.3 of [25] such that
for all w ∈ W 1,∞ (Ω) and
for all w ∈ L q (Ω) as well as
Here, e τ ∆ ∇· denotes the extension of the corresponding operator on (C
is finite.
Employing (4) and (5) in the variations-of-constants formula for v, we obtain
We represent also u in terms of the semigroup, use the order-preserving property of the heat semigroup and estimate with the help of (6) to see that
Another application of Hölder's inequality, now in time, in combination with (8) and (7) gives
Boundedness of v on Ω × [0, T ] then is an easy consequence:
From now on, by (u ε , v ε ) we denote the unique classical solution on [0, T max ) to (3) with initial data u 0,ε and v 0,ε . Proposition 2.1 in conjunction with the next two lemmata and Lemma 1.1 of [26] will show that, indeed, T max = ∞. Note that, by (9) , in the following lemmata estimates in terms of u 0,ε or v 0,ε can be made ε-independent by retreating to the corresponding integral of u 0 or v 0 plus 1.
Estimates
In this section we present estimates for different quantities involving u ε and v ε respectively, which can be obtained more or less directly from (3) together with ODE comparison arguments. In the following, denote κ + := max{κ, 0}.
Hence, integration of the first equation of (3) yields
The claim can be seen by solving the logistic ODE.
Proof. The estimate
results from (10) after time-integration.
Also for the second component of the solution some basic estimates are available:
holds as well as
Proof. Integrating the second equation of (3) gives, by Lemma 3.1,
and hence the first part of the assertion.
As to the second part, we derive an ODI for
ε in quite the same way: For t > 0, by Young's inequality
Integrating this with respect to the time variable, so that we can use the bound from Lemma 3.2 on u 2 ε , we obtain
for any t > 0 and the claim follows.
The next lemma gives estimates on the derivatives of v.
Lemma 3.4. Let κ ∈ R, ε > 0. The solutions of (3) satisfy, for all t > 0,
Proof. Integration by parts and Young's inequality result in
on (0, ∞). From this, we can conclude by Lemma 3.1
on (0, ∞) and hence the claim follows by comparison with the solution of y ′ = −y + const. Re-sorting the terms in (12) moreover gives
for t > 0, and therefore
The bounds that have been derived so far can be combined to yield
In particular: The families {u (3) with log(1 + u ε ) and integrating by parts gives
which, using
Integration in time hence yields
We integrate the second term by parts:
Inserting this into (13) then results in
where application of the trivial inequality
Estimating uε 1+uε ≤ 1, log(1 + u ε ) ≤ u ε and employing Young's inequality shows
And if we compile the bounds provided by Lemmata 3.2, 3.4 and 3.1, we arrive at
From the bound on
we can extract information on the behaviour of the spatial gradient of u.
Proof. Denote by C 1 the constant provided by Lemma 3.2 and by C 2 that of Lemma 3.5. Then, by Hölder's and Young's inequalities,
In order to gain convergence results from Aubin-Lions-type lemmas, we need some information on the time derivative. The following lemma provides this kind of information.
Lemma 3.7. Let κ ∈ R and T > 0. Then there is C > 0 such that for all ε > 0
Proof. Definition of the norm and integration by parts in (3) lead us to
where we can use ϕ W 2,∞ (Ω) ≤ 1 and Young's inequality to see
and infer boundedness of this norm, independent of ε, from Lemmata 3.1, 3.2 and 3.4.
The space in which the spatial gradient is known to be bounded can be improved if a bound on u is assumed.
Lemma 3.8. Let κ ∈ R and let [T 1 , T 2 ] be an interval such that there exists a constant M satisfying
Proof. By Lemma 3.5 we can find C > 0 such that
Under similar conditions, also the time derivative is bounded in a better space.
Lemma 3.9. Let κ ∈ R and let [T 1 , T 2 ] be an interval such that there exists a constant M satisfying
Preservation of smallness
In the last two lemmata, we have seen that boundedness can provide bounds also for derivatives. It will as well be important in establishing regularization effects. Therefore, in this section we will derive this boundedness and to this aim proceed as follows: At first we will prepare some estimates on y ε (t) := Ω u 2 ε (t) + Ω |∇v ε | 4 . These will establish that y ε satisfies a differential inequality with a polynomial right hand side; we will show that this polynomial has a positive root and y ε eventually undermatches its value. Finally, we will use the bounds just gained to improve them to L ∞ -bounds for the solutions under consideration. At first we state the following easy consequence of Poincaré's inequality.
for all w ∈ W 1,2 (Ω), where C P is the Poincaré-constant of Ω, defined by Ω (w − w) 2 ≤ C P Ω |∇w| 2 for w ∈ W 1,2 (Ω).
Proof. As announced, this is a direct consequence of Poincaré's inequality:
Another elementary but useful identity is the following:
In the proof of Lemma 4.4 we will also make use of the well-known Gagliardo-Nirenberg inequality:
Lemma
Proof. See [15, p.126 ].
We are aiming for an estimate for Ω |∇v ε | 4 . During the calculations we therefore will have to get rid of integrals of |∇v ε | 6 . The Gagliardo-Nirenberg inequality enables us to replace them by more convenient terms.
Lemma 4.4. Let n = 3. For any a > 0 there is C(a) > 0 such that, for any κ ∈ R, ε > 0,
Proof. For given j = 0, m = 1, Ω, p = 3, r = q = 2, s = 2, the Gagliardo-Nirenberg inequality (Lemma 4.3) provides constants C 1 and C 2 such that for w ∈ L 2 (Ω) and with α = 
holds true (where we at the same time have used (x + y)
With p = 4 3 , q = 4, corresponding to a > 0 Young's inequality provides C(a) > 0 such that
and the claim results with the choice of C(a) = max{8C 3 2 , C(a)}. With the help of Lemma 4.4, we separate u ε , ∇u ε and ∇v ε in one of the terms arising from differentiation of Ω u 2 ε . Lemma 4.5. Let n = 3. Corresponding to µ > 0 there exists C > 0 such that for any κ ∈ R and ε > 0 the estimate
holds.
Proof. Double application of Young's inequality yields a constant C > 0 such that
Using Lemma 4.4 with a = The term Ω |∇|∇v ε | 2 | 2 , known to us from Lemma 4.4, arises from the following estimate with the "right" sign.
Proof. Evaluating the derivative and inserting the second equation of (3) gives
Here, Lemma 4.2 and integration by parts eventuate
In this step we used convexity of Ω to estimate the boundary integral
The other summand arising in the calculation of y ′ ε (t) can be estimated as follows:
Proof. This results from integration by parts and estimation of the negative last term in
We put the estimates that we have found so far to their use and state Proposition 4.8. Let n = 3 and µ > 0. There is a constant A > 0 such that for all ε > 0, for all ν > 0, η ∈ (0, 4] and κ > 0 the following holds: If κ ∈ R satisfies κ < κ and 2κ + η ≤ 1 CP , where C P is the Poincaré-constant associated with Ω, then the quantity
satisfies the differential inequality
for all t > T 0 with some T 0 = T 0 (µ, κ, κ) > 0 depending on µ, κ, κ only.
Proof. With the aid of Lemma 3.1, fix T 0 > 0 such that
By Lemma 4.7 and Lemma 4.6 with q = 2, we have
By application of Lemma 4.5 to the second and Young's inequality and Lemma 4.4 to the last term, this becomes
where we denoted A 
where we apply Lemma 4.1 to the last summand and use that by (15) 
as long as (2κ + η)C P ≤ 1 and η ∈ (0, 4].
The function y ε satisfies a differential inequality with polynomial right hand side. This information is not very useful in obtaining boundedness if not accompanied by the statement that comparison with a stationary solution to the differential equation might be possible, i.e. that there is a root of the polynomial. Such is provided by the following lemma. 
defined in Proposition 4.8 has a positive root for κ = κ. Furthermore, for each κ ∈ [0, κ] it has a largest positive root δ ν ( κ) as well, satisfying
and let ν ∈ (0, ν 0 ]. Then the inequality
is satisfied with κ = 0. Let κ ∈ (0, 1 2CP ) be such that (16) is still satisfied for κ = κ. This is possible due to continuity of the expressions in κ. Additionally, let η = min{4, 1 CP − 2 κ}. Consequently, the inequality
holds. Observe that p attains a local minimum at
is negative by (17) and therefore p has a root in (x m , ∞). For any κ ∈ [0, κ] this root is smaller than
we have
We use this root for a comparison argument:
Proposition 4.10. Let n = 3 and µ > 0, let ν 0 , η, κ and δ ν ( κ) for some ν ∈ (0, ν 0 ] be as in Lemma 4.9. Then for any 0 ≤ κ ≤ κ, δ ν ( κ) > δ ν ( κ) > 0 is such that for every κ ≤ κ every ε > 0 has the following property: If y ε from (14) satisfies
Proof. Choose as δ = δ ν ( κ) the largest root of p from Lemma 4.9 and observe that according to Proposition 4.8 and the assumption on T
The comparison principle for ordinary differential equations therefore shows by means of comparison with y ≡ δ that y ε (t) ≤ δ for all t > T as well.
Eventual boundedness of y ε
Proposition 4.10 asserts that y ε stays small, should it ever fall below a certain value. We still have to ensure that the condition actually occurs.
Proposition 4.11. Let n = 3. Let ν ∈ (0, ν 0 ] with ν 0 as in Lemma 4.9. Then there exists κ 0 ∈ (0,
where δ ν ( κ) > 0 is the positive root of p given by Lemma 4.9. Furthermore, κ satisfies
where C Ω is a constant depending on the domain Ω only.
Proof. Due to the embedding
for all w ∈ W 2,2 (Ω). Let ν be as given in the statement of the proposition, let κ > 0 be as provided by Lemma 4.9 and let δ = δ ν ( κ). Choose
and let κ ∈ (0, κ 0 ] and κ < κ. (This already ensures (18) as well as the applicability of Proposition 4.10.) Let T 0 = T 0 (µ, κ, κ) be as provided by Proposition 4.8 and let t > T 0 . Note that as a result of (15) this entails
Furthermore denote
and choose T > 0 so large that
Combining (19) with Lemmata 3.2, 3.3 and 3.4 gives
Due to (21) , upon another application of Lemmata 3.3 and 3.4 and taking into account that κ + ≤ κ, this reduces to
where C 0 is as defined in (22) . Therefore,
Our choice of κ 0 and T in (20) and (23), respectively, now entails
Accordingly, for at least one t 0 ∈ (t, t + T )
holds as well. Due to δ ν ( κ) ≤ δ ν (κ 0 ) ≤ δ ν ( κ) for 0 < κ < κ 0 , the claimed inequality for larger times τ is a direct consequence of Proposition 4.10.
Eventual boundedness of
The next step is to refine these bounds on y ε to bounds on u, v and ∇v. L p − L q estimates for the heat semigroup will be the cornerstone of this procedure. 
Proof. Let ν 0 , ν, κ ≤ κ + < κ < κ 0 and δ := δ ν ( κ) be as indicated in the statement of the proposition. Let T * − 2 be the number from Proposition 4.11, let t 0 ≥ T * − 2 and let us first show boundedness of u ε on [t 0 + 1, t 0 + 2]. Define
.
Let p ∈ (3, 4) . By the choice of T * and δ and Proposition 4.11, Ω u 2 (t) + Ω |∇v ε (t)| 4 ≤ δ for t > T * . Together with Hölder's inequality this implies
where
Again, by semigroup representation and the fact that the heat semigroup is order-preserving,
Together with L p − L q −estimates, (24) and (25) this entails for τ ∈ [0, 2] and some 
with obvious choices of the constants
Note that D(δ) tends to 0 as δ becomes small.
D(δ) is independent of the choice of t 0 > T * − 2, therefore we can conclude
for any t > T * − 1. Boundedness of {∇v(τ )} τ >T * in L ∞ (Ω) can be achieved from the following estimates: Let t 0 = T * − 1 and denote t = τ − t 0 . Then [25, Lemma 1.3] 
is bounded on [T * , ∞). By similar reasoning together with Lemma 3.3, we obtain bounds on v ε (τ ) L ∞ (Ω) .
In preparation for these estimates, let t * > t 0 and let us note that by (11) and Lemma 3.3
where C 6 depends on u 0 L 1 (Ω) and v 0 L 1 (Ω) (and |Ω|) only, and where we have applied (18) in the last step, so that
with C Ω as in (18 
for any t ∈ (0, 2] and therefore
for any τ > t 0 + 1 = T * . Collecting terms from (26), (27) and (28), we obtain a suitable definition of C and of K(δ) -and as δ 5 Definition of solutions
) the following holds:
and, for all ϕ ∈ C
with some constant C v which can be chosen independently of t. Letting α = min{α ′ , α ′′ }, deriving a suitable constant C from the values of C u and C v and taking the arbitrariness of t into account, the claim follows.
Thanks to the regularity of u and v that we have gained so far, we can interpret u and v as generalized solutions in the sense of [11] of the homogeneous Neumann boundary value problem with initial value u(T * + 1), v(T * + 1) to (40) or (41). As the coefficients are bounded, these problems are known to be uniquely solvable [11, Thm. III.5.1]. Therefore we can use existence theorems for smoother solutions to establish higher regularity of u and v. Theorem IV.5.3 of [11] asserts the existence of C 2+α,1+ α 2 solutions, albeit under stronger smoothness assumptions on the initial datum than we can guarantee so far. In order to nevertheless apply this theorem, let us, for t 0 > 0, T > t > 0, introduce a smooth monotone function χ t0,t,T : [t 0 , t 0 + T ] → R satisfying χ(t 0 ) = 0 and χ ≡ 1 on [t 0 + t, t 0 + T ] as well as χ t0,t,T C 1 (t0,t0+T ) ≤ 1 + 
Proof. Let T * be as in Proposition 4.12 and T 0 > T * + 1. Let χ = χ T0, After these preparations, the proof of our main result consists in nothing more than collating the right statements:
Proof of Theorem 1.1. Existence of a solution is given by Proposition 6.1 in combination with Lemma 6.2, eventual smoothness and bounds on the Hölder norms by Proposition 7.4.
Asymptotic behaviour
Now that existence and smoothness of (u, v) have been ensured, let us concentrate on the long time behaviour of solutions. 
where C is a constant depending on the norm of the initial data (u 0 , v 0 ). Choose T ϑ > T in such a way that Ce −(T ϑ −T ) < ϑ 3 and that u, v are continuous on [T ϑ , ∞) by Theorem 1.1. Our choice of δ 0 thus shows that, independent of j ∈ N,
Almost everywhere convergence of (u εj , v εj ) → (u, v) (as stated by Proposition 6.1 in (31), (36)) and continuity of u and v hence imply that
In conclusion, (u(t), v(t)) → 0 as t → ∞ in the sense of uniform convergence on Ω. We will prove that diam B µ,κ ≤ 2ϑ if κ < κ. Assume that κ < κ and let T 0 = T 0 (µ, κ, κ) be as in Proposition 4.8. As κ < κ, Proposition 4.12 implies that there is T > 0 such that, independent of j ∈ N, u εj (t) L ∞ (Ω) + v εj (t) W 1,∞ (Ω) ≤ 2K(δ ν ( κ)) + Ce
where C is a constant depending on the norm of the initial data (u 0 , v 0 ). Choose T ϑ > T in such a way that Ce −(T ϑ −T ) < ϑ 3 and that u, v are continuously differentiable on [T ϑ , ∞) by Theorem 1.1. Our choice of δ 0 thus shows that, independent of j ∈ N, u εj (t) L ∞ (Ω) + v εj (t) W 1,∞ (Ω) ≤ 2 ϑ 3 + ϑ 3 = ϑ for all t > T ϑ .
We make use of the almost everywhere convergence of (u εj , v εj ) → (u, v) (as stated by Proposition 6.1 in (31), (36)) and the fact that ∇v εj is essentially bounded by some constant C on Ω × [T ϑ , ∞) uniformly in j, which allows us to extract a L ∞ -weak * -convergent subsequence leading to ∇v L ∞ (Ω) ≤ C.
Together with the continuity of u, v and ∇v these convergence results hence imply that u(t) L ∞ (Ω) + v(t) W 1,∞ (Ω) ≤ ϑ for all t > T ϑ .
In terms of B µ,κ this means
and hence diam(B µ,κ ) ≤ 2ϑ for sufficiently small κ > 0.
