We show that primitive data swaps or moves are the only moves that have to be included in a Markov basis that links all the contingency tables having a set of fixed marginals when this set of marginals induces a decomposable independence graph. We give formulae that fully identify such Markov bases and show how to use these formulae to dynamically generate random moves. 
Introduction
The problem of describing sets of multi-way contingency tables that are induced by fixing a number of lower dimensional marginals has been the focus of many research efforts in recent years. These sets arise in a variety of contexts such as disclosure limitation (Dobra, 2002; Fienberg et al., 1998; Fienberg et al., 2002) and the calibration of test statistics (Agresti, 1992; Diaconis and Efron, 1985; Mehta, 1994) . Diaconis and Sturmfels (1998) proposed a general algorithm for generating random draws from a set of tables with given fixed marginals. Their approach is extremely appealing because, in theory, it can be used for arrays of any dimension. Despite its generality, the power of this sampling procedure is limited because it requires access to a Markov basis-a finite set of data swaps which allow any two tables with the same fixed marginals to be connected. In addition to sampling, Markov bases can be employed to enumerate all the integer tables with a given set of marginals. As a consequence, Markov bases allow one to create a "replacement" for a database consisting of a -way contingency table, when such a replacement is needed to protect the individuals with rare characteristics whose identity might be disclosed by the release of a number of marginals (Willenborg and de Waal, 2001 ). Diaconis and Sturmfels (1998) and Dinwoodie (1998) suggest computing a Markov basis by finding a Gröbner basis (Cox et al., 1992 ) of a well-specified polynomial ideal, but their method is difficult to employ even for tables with three dimensions because of the computational complexity of computing Gröbner bases.
The statistical theory on graphical models (Madigan and York, 1995; Whittaker, 1990; Lauritzen, 1996) shows that the conditional dependencies induced by a set of fixed marginals among the variables cross-classified in a table of counts can be visualized by means of an independence graph. In particular, a lot of attention has been given to decomposable graphs (Lauritzen, 1996) , a special class of graphs that can be "broken" into components such that (i) every component is associated with exactly one fixed marginal; and (ii) no information is lost in the decomposition process, i.e. no marginal is "split" between two components.
Our aim is to show how graphical models could help us identify special settings in which we could develop efficient techniques for considerably reducing and possibly eliminating the amount of computations needed to identify a Markov basis. After presenting some notation and definitions in Section 2, in Section 3 we introduce decomposable sets of marginals and discuss some of their properties. In Section 4 we prove that primitive data swaps or moves are the only moves that have to be included in a Markov basis associated with a set of decomposable marginals and give explicit formulas for dynamically generating such bases. In the last section we make some concluding remarks.
Data Swapping and Markov Bases
A table of counts is a -dimensional array of non-negative integer numbers. Each variable 
and entries given by 
. Similarly, the difference between 
When moving table entries from one cell to the other, some of the cell entries could be increased and other cell entries could be decreased, hence a data swap or move associated with is an array
Log-linear models are the usual way of representing and studying contingency tables with fixed marginals (Bishop 1975 
is never empty (Dobra, 2002) .
Decomposable sets of marginals have many other exceptional properties that have been well documented in the literature. For example, the corresponding maximum likelihood estimates can be expressed in closed form (Lauritzen, 1996; Whittaker, 1990) . Additionally, Dobra and Fienberg (2000) obtain formulas for calculating sharp upper and lower bounds for cell entries of tables in
given that the marginals are consistent and decomposable.
Markov Bases for Decomposable Sets of Marginals
The special structural properties of decomposable graphs can be further exploited to derive a Markov basis of primitive moves for
is a decomposable set of marginals.
The simplest decomposable graph has two vertices and no edges. This graph is the independence graph associated with the two one-way marginals of a two-way table. It turns out that it is straightforward to describe a Markov basis in this case (Diaconis and Gangolli, 1995; Diaconis and Sturmfels, 1998) . , we define a table 
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. By making use of computational algebra techniques, Sturmfels (1995) gives a complete proof of the fact that the set of moves described in Eq. 4.2 is indeed a Markov basis. The number of moves in this Markov
The set of primitive moves we described above allows one to transform a given two-way 
. This table has two fixed marginals:
. 
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, we know its row and column sums: Next we will state and prove a series of results that will help us prove the main theorem of the paper.
Most of these propositions should be self-explanatory. However, it is worth mentioning the intuition that triggered them: if we delete a vertex that belongs to exactly one clique from a decomposable graph, along with the edges incident to it, we obtain a graph that is still decomposable (Blair and Barry, 1993) . Consequently, by collapsing across a variable associated with such a vertex, all the conditional dependencies existent among the remaining variables are preserved.
The set of primitive moves associated with a two-clique model induces a set of primitive moves for a two-clique model embedded in it. Collapsing across some of the variables not contained in both cliques preserves the structure of the moves in Eq. 4.4. 
. We have:
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We distinguish two cases.
, we need to have 
It is easy to see that
For any
, the corresponding move defined in Eq. 4.7 satisfies
, and
Therefore we have to choose
Eq. 4.9 and Eq. 4.10 imply that g ¢tr S t h ptr e t u A¤Ù
hence there has to exist an index
. Similarly, there has to exist another index
. With this choice, Eq. 4.8 holds. Consider an arbitrary move
Eq. 4.12 is true.
(
We are now ready to present and prove the main theorem of the paper. , where 
Conclusions
Many techniques that worked well for low-dimensional examples are almost impossible to use for problems that arise in practice due to the huge computational effort they usually require. This paper demonstrates that graphical modeling is a very powerful tool for effectively overcoming major issues related to scaling up algorithms to make them suitable for use in high-dimensional applications. We represented the dependency patterns induced by a number of fixed marginals by means of graphs and, by doing so, we identified Markov bases for an entire family of sets of tables. We proved that a Markov basis for a decomposable model with cliques can be expressed as a union of Markov bases associated with ( § ) models with two cliques. Since the Markov basis of a model with two cliques is the set of primitive moves corresponding with one or more two-way tables with fixed one-way marginals, we deduce that the general decomposable case essentially reduces to the two-way case.
It seems important to point out that more results can be derived by exploiting techniques borrowed from the graphical models literature, namely decompositions of graphs by means of separators. Dobra and Sullivant (2003) have developed a divide-and-conquer algorithm for significantly reducing the time needed to find a Markov basis when the underlying independence graph is not decomposable, but can be at least partially decomposed, though the resulting components of the decomposition may correspond to more than one fixed marginal. 
