Abstract. This paper studies the first moment of symmetricsquare L-functions at the critical point in the weight aspect. Asymptotics with the best known error term O(k −1/2 ) were obtained independently by Fomenko in 2005 and by Sun in 2013. We prove that there is an extra main term of size k −1/2 in the asymptotic formula and show that the remainder term decays exponentially in k. The twisted first moment was evaluated asymptotically by Ng Ming Ho with the error bounded by lk −1/2+ǫ . We improve the error bound to l 5/6+ǫ k −1/2+ǫ unconditionally and to
Introduction
Asymptotic behavior of high moments of L-functions within different families can be predicted using random matrix theory [5] or multiple Dirichlet series [7] . However, obtaining asymptotic formulas with sharp error bounds is a hard problem even in case of small moments.
One of the most challenging families is symmetric square L-functions in weight aspect. Gelbart and Jacquet [9] proved that these are Lfunction attached to GL(3) cusp forms.
Despite numerous efforts, even an upper bound for the second moment of symmetric square L-functions remains an open problem. See Conjecture 1.2 [12] .
The first moment has been studied intensively during the last decades. See [8, 11, 13, 14, 19, 25] . Nethertheless, even the best known asymptotic error estimates do not appear to be sharp.
The present paper aims to optimize error bounds in existing asymptotic formulas. With this goal, we prove an exact formula for the twisted first moment of symmetric square L-functions, and apply the Liouville-Green method (also called WKB approximation) to estimate remainder terms. This technique, originating from the theory of approximation of second-order differential equations, is quite unusual for analytic number theory, yet very effective. See, for example, [1, 28] .
Main results
Let S 2k (1) denote the space of holomorphic cusp forms of weight 2k ≥ 2 with respect to the full modular group. Denote by H 2k the normalized Hecke basis for S 2k (1) . Every f ∈ H 2k has a Fourier expansion of the form (2.1)
2) λ f (1) = 1.
For ℜs > 1 the associated symmetric square L-function is given by Shimura [23] showed that the completed L-function
is entire and satisfies the functional equation (2.5) Λ(sym 2 f, s) = Λ(sym 2 f, 1 − s).
Consider (2.6)
M 1 (l, s) := h f ∈H 2k λ f (l 2 )L(sym 2 f,
s).
The subscript h in the formula above indicates that the expression in the sum is multiplied by the harmonic weight Γ(2k−1)/((4π) 2k−1 f, f 1 ), where f, f 1 is the Petersson inner product on the space of level 1 holomorphic modular forms.
Denote by γ the Euler constant and by ψ(s) logarithmic derivative of the Gamma function. Let 2 F 1 (a, b, c; x) be the Gauss hypergeometric function and We prove the following exact formula for the twisted first moment.
Theorem 2.1. For any l ≥ 1 one has (2.9) M 1 (l, 1/2) = 1 2 √ l −2 log l − 3 log 2π + π 2 + 4γ + ψ(1)+ ψ(k − 1/4) + ψ(k + 1/4) + √ 2π(−1)
A similar formula, where the last two summands are expressed in terms of Legendre function of the first kind, was established by a different method by Zagier [27, Theorem 1]. Zagier's formula was applied by Kohnen and Sengupta [13] to prove an upper bound for M 1 (1, 1/2), by Fomenko [8] to obtain an asymptotic formula for M 1 (1, 1/2), and by Luo [18] to estimate the second moment of L(sym 2 f, 1/2) over short intervals.
The proof of Theorem 2.1 is quite simple and make use of Petersson's trace formula and the functional equation for the Lerch zeta function.
When l = 1, exact formula (2.9) allows isolating the second main term of size k −1/2 in the asymptotic formula so that the remainder term decays exponentially.
Corollary 2.2. For some c > 0 one has
Remark. After posting the first version of this paper to the arXiv, the authors have been informed by Shenhui Liu that he has independently obtained an asymptotic formula similar to (2.11) by using an approximate functional equation. See [17] .
Corollary 2.2 improves the series of previously known results with the following error bounds:
• k −0.008 proved by Lau [14] 
Assuming the Lindelöf hypothesis for quadratic Dirichlet L-functions, the error term above can be replaced by O l
This improves the error bound lk −1/2+ǫ proved by Ng Ming Ho [19, Theorem 2.1.1].
Notations and tools
Let e(x) = exp(2πix). For v ∈ C let
The classical Kloosterman sum is defined by
e an + a * m c , aa * ≡ 1 (mod c).
Let J v (x) be the Bessel function of the first kind.
Lemma 3.2. (Petersson's trace formula, [22] ) For 2k ≥ 12 and integral l, n ≥ 1 one has
The Lerch zeta function
e(nβ) (n + α) s was introduced by Lipschitz [16] in 1857 and was named after Lerch, who proved in 1887 the following functional equation.
The main references for this section are [4, 24, 27] . Function (2.10) can be written as follows
For a fixed n both ρ q (n) and λ q (n) are multiplicative functions of q. Furthermore, for n ≡ 2, 3 (mod 4) the function ρ q (n) is identically zero. Therefore, L n (s) does not vanish only for n ≡ 0, 1 (mod 4). If n = 0 then
Otherwise, for n = Dl 2 with D fundamental discriminant we have
The completed L-function
satisfies the functional equation
Proof. Consider
where aa * ≡ 1 (mod q). Making the change of variables c = c 1 a * , we have
The condition
is equivalent to
Consequently,
If the Lindelöf hypothesis for Dirichlet L-functions is true, then
Proof.
by equation (4.5) . It follows from equality (4.6) that
By [6, Corollary 1.5] for any ǫ > 0 one has
This implies the required bounds for the function L d (1/2).
Exact formula
Lemma 5.1. For ℜs > 3/2 one has
Proof. By the Petersson trace formula
The change of order of summation above is justified by the absolute convergence for ℜs > 3/2, which follows from the standard estimates
Next, we use the Mellin-Barnes representation for the Bessel function
where 1 − 2k < ∆ < 0. To guarantee the absolute convergence of the integral over t and the sums over q, n we require that
which is true for ℜs > 3/2. Consider
Note that the Lerch zeta function has a pole at t = 1 − s for all c. The next step is to apply functional equation (3.5) for the Lerch zeta function which is only possible when ℜ(s + t) < 0. Accordingly, we move the t-contour to the left up to ∆ 1 := −s − ǫ, crossing a simple pole at t = 1 − s. Therefore,
Using functional equation (3.5), we obtain
Substituting this into M 1 (l, s) and opening the Lerch zeta function, one has
where I(x) is defined by equation (5.2). Finally, computing the sums over c and q using formula (4.9), we prove the Lemma.
Proof. Moving the contour of integration in (5.2) to the left, we cross simple poles at t = 1 − 2k − 2j, j = 0, 1, 2, . . . Therefore,
By [21, Eq. 5.5.5] we have
This yields
Lemma 5.3. One has
Proof. Letting x = 2 in (5.3) and applying [21, Eq. 15.4 .20], we find
.
The assertion follows.
Proof. Moving the contour of integration in (5.2) to the right we cross simple poles at t = 1 − s + j, j = 0, 1, 2, . . . Accordingly,
Note that
In order to express I(x) in terms of the Gauss hypergeometric function we apply [21, Eq. 5.5.5], obtaining
Furthermore, by Euler's reflection formula
Finally,
Next, we substitute equations (5.3), (5.4), (5.5) into expression (5.1), proving the exact formula for the shifted first moment.
Theorem 5.5. For any l ≥ 1 and 2 − 2k < ℜs < 2k − 1 one has
Note that in equation (5.6) only the first and the third summands have poles at s = 1/2. Computing the limit as s → 1/2 we find that these poles cancel each other. This allows proving the exact formula for the first moment of symmetric square L-functions at the critical point given by Theorem 2.1.
Liouville-Green approximation of hypergeometric functions
To estimate the functions Φ k (x) and Ψ k (x), appearing in exact formula (2.9), we apply the Liouville-Green method. It turns out that these special functions have a similar behavior with the ones occurring in the exact formula for the second moment of cusp form L-functions. See [1, Theorem 4.2].
6.1. Properties of Φ k . Consider the function Φ k (x) for 0 < x < 1. Lemma 6.1. One has
Proof. Applying the quadratic transformation given by [21, Eq. 15.8.27] we obtain
Note that Γ(1/2) = √ π. Euler's reflection formula yields
Making the change of variables
At the point y = 0 the function 2 F 1 (m, 1 − m, 1; y) is recessive and 2 F 1 (m, 1 − m, 1; 1 − y) is dominant. Therefore, further transformations are required to apply the Liouville-Green method to the second function. In particular, we show that 2 F 1 (m, 1 − m, 1; 1 − y) has a similar shape with φ k (x) studied in [1] . Note that the parameter m is now half-integral.
Computing the limit as u → 0, we prove the assertion.
Proof. On the one hand, by equation (6.1) we have
On the other hand, equation (2.7) yields
The last two equalities imply (6.6).
As a consequence of [21, Eq. 15.8.25] we obtain
Then equality (6.7) follows by differentiating the last expression in x and setting x = 1/2. Proof. This follows from the differential equation for hypergeometric functions. .
Making the change of variables (6.14)
we transform equation (6.11) into the following shape
Removing the summand with ψ(ξ)/ξ in equation (6.16), we have
The solutions of (6.18) are defined by
where C i is either J or Y Bessel function of index i. Then according to [20, Chapter 12] solutions of original differential equation (6.16) can be found in the form
In order to determine coefficients A(n; ξ), B(n; ξ) we use differential equations (see [10, Eq. 8.491(3)]) for functions
and substitute (6.20) in equation (6.16) . This yields
where
Letting C n (ξ) = D n (ξ) = 0, we find the required recurrence relations
for some real constants of integration λ n . Assume that A(0; ξ) = 1. Then
Furthermore, solutions (6.20) can be approximated by finite series using [20, 
and coefficients (A Y (n; ξ), B Y (n; ξ)), (A J (n; ξ), B J (n; ξ)) are defined by (6.23)-(6.24).
Functions
) and Z J (ξ) are recessive solutions of equation (6.16) as ξ → 0. Therefore, there is c 0 such that
The value of constant c 0 is determined by computing the limit of the left and right-hand sides of equation (6.31) as ξ → 0. On the one hand,
On the other hand,
Choosing A J (n; ξ) such that A J (0; 0) = 1 and A J (n; 0) = 0 for n ≥ 1 we find that c 0 = 1. To sum up, we proved the following Lemma.
where Z J (ξ) is given by (6.28).
This concludes the summary of results of [1, Section 5.2]. Our final goal is to compute C Y = C Y (u) and C J = C J (u) such that
Note that there exist c 1 , c 2 such that
The last two equalities imply (6.37)
Lemma 6.7. One has
Proof. To determine coefficients c 1 , c 2 we consider the pair of equations
The assertion follows by Lemma 6.3.
Lemma 6.8. For ξ 2 = π 2 /4 one has
Proof. Applying [3, Theorem 1] with N = 1 we obtain ǫ 3,1 (u; ξ 2 ) = 0 and ∂ ∂ξ ǫ 3,1 (u; ξ)
Therefore, 
This yields
Simplifying the expression above, one has
Using formulas (6.25) and (6.26), we find
This gives equation (6.40) . Similarly, we obtain
Hankel's expansion for Bessel functions yields the following asymptotics
Finally, substituting
we prove equation (6.41).
Corollary 6.9. One has (6.42)
It follows from [21, Eq. 5.11.13] that
and
Then Lemma 6.7 gives
Equations (6.37) yield the assertion.
As a consequence of equation (6.35), Lemma 6.6, Theorem 6.5 and Corollary 6.9 we obtain the main result.
Theorem 6.10. Let u = 2k − 1, ξ 2 = π 2 /4. Then for ξ ∈ (0, ξ 2 ) one has
, where Z Y , Z J are given by (6.27), (6.28) and
Next, we find a Liouville-Green approximation for the function Ψ k . With this goal, we follow the arguments of [1, Section 5.3] with minor changes. In particular, the differential equation for Ψ k (x) is slightly different, and, therefore, one requires to recompute various functions and constants appearing in the LiouvilleGreen approximation. We provide all details here to make the presentation self-contained.
Consider the function
Let u := k − 1/2 and
Lemma 6.11. The function y = y(x) is a solution of equation
Proof. Using the differential equation for the hypergeometric function, we find that y = y(x) satisfies the following differential equation
Making the change
and the substitution (6.49) ξ := 4 artanh
we transform equation (6.47) to the type (6.50)
is an analytic function as ξ → 0. In order to find a Liouville-Green approximation to equation (6.50), we remove the term with ψ(ξ)/ξ in (6.50). The resulting equation 
This suggests that solutions of the original differential equation (6.50) can be written in the form (see [20, Eq. 2.09, Chapter 12])
B(n; ξ) u 2n .
Lemma 6.12. Coefficients A(n; ξ) and B(n; ξ) are given by
for some real constants of integration λ n .
Proof. 
satisfy the following relations
Using this and substituting solution (6.55) into equation (6.50), we obtain that
Setting C(n; ξ) = D(n; ξ) = 0 we find the required recurrence relations.
Let A(0; ξ) = 1. Then (6.58) B(0; ξ) = 1 16 The variation of the function is given by
Lemma 6.13. The function V ξ,∞ ( √ xB(1; x)) is bounded. For n > 1 the function V ξ,∞ ( √ xB(n; x)) converges.
Proof. As a consequence of recurrence relation (6.56), we find
The convergence of variation for n > 1 then follows by [20, Using Lemma 6.13, we can truncate the infinite summation in (6.55) up to N summands with a negligible error term. The value of N determines the quality of approximation: the error is smaller for larger N.
Lemma 6.14. For each value of u and each nonnegative integer N equation (6.50) has solution Z K (ξ) which is infinitely differentiable in ξ on interval (0, ∞) and is given by
In particular, for N = 1
As ξ → ∞, differential equation (6.50) has two recessive solutions, namely
and Z K (ξ) given by (6.62). Thus there is
The last step is to compute
Lemma 6.15. One has (6.67)
Proof. To determine C K , we compute the limit of the left and righthand sides of equation (6.66) as ξ → ∞. This implies
, where a n = lim The assertion follows.
Finally, we obtain the main Theorem. 
where Z K (ξ) is defined by (6.62) and C K = 2 + O(k −1 ).
Asymptotic formula
Corollaries 2.2 and 2.3 are derived from Theorem 2.1 by estimating the last two summands in exact formula (2.9), as we now show.
Lemma 7.1. For any ǫ > 0 one has
Proof. Using subconvexity bound (4.10) we obtain Lemma 7.3. For some c > 0 one has
Proof. It follows from subconvexity bound (4.10) that
(2l + 1) 2 . Next, we make the change of variables x = 2l cosh √ ξ 2 and estimate E 2 (k, l) using Theorem 6.16 with N = 0. Consider the first summand
dξ, where u = k − 1/2 and the limit of integration ξ 0 is defined by cosh √ ξ 0 2 = 1 + 1 2l .
Making the change of variables √ ξ = t, one has t 0 = 4 arcsinh 1 √ 4l .
Since t 0 ≫ 1/ √ l and ut ≥ ut 0 ≫ k/ √ l ≫ 1, we estimate the Bessel function as follows 
