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Introduction
Les mélanomes ne sont pas les cancers de la peau les plus fréquents mais sont de loin les
plus mortels, étant responsables de 75% de la mortalité associée à ce type de cancer 1 en 2010.
Contrairement aux cancers affectant d’autres organes, ces tumeurs sont directement observables
dès le début de leur développement, apparaissant sous la forme d’une tache pigmentée à la
surface de la peau. Une détection précoce est donc rendue possible par simple surveillance
cutanée, pouvant être effectuée par le patient lui-même. Lorsqu’un mélanome est ainsi détecté
à un stade peu avancé, il peut être traité par simple excision pratiquement et les risques de
complications sont inférieurs à 1%. Le taux de survie à dix ans chute cependant à moins
de 50% lorsqu’il pénètre profondément dans le derme. Cette forte mortalité combinée à une
augmentation continue du taux d’incidence des mélanomes et du coût de leur prise en charge
fait de leur dépistage précoce un problème majeur de santé publique à travers le monde. Ce
dépistage est cependant rendu difficile par la présence de naevi, ou grains de beauté, pouvant
ressembler fortement aux mélanomes.
Au cours des dernières décennies de nombreux efforts ont donc été entrepris pour amélio-
rer les méthodes de diagnostic différentiel et se sont concrétisés par des avancés dans deux
directions : le développement d’outils d’imagerie in vivo performants tels que les dermoscopes
permettant de mieux visualiser les lésions, et des algorithmes de diagnostic différentiels tels
que la règle ABCD permettant de classifier les lésions malignes et bénignes à partir de critères
morphologiques. Si des études empiriques à partir de collections de cas cliniques ont permis de
déterminer des formes et des microstructures caractéristiques des mélanomes, les mécanismes
engendrant ces structures et expliquant les différences morphologiques entre tumeurs malignes
et bénignes restent cependant pratiquement inconnus. L’objectif du présent travail est d’explo-
rer les processus morphogénétiques pouvant expliquer les formes observées dans ces lésions en
utilisant les outils de la physique macroscopique.
Une telle approche est justifiée par l’échelle millimétrique des structures étudiées. Si les
mécanismes génétiques décrivent en effet le comportement de cellules individuelles et les inter-
actions avec leur environnement, les lois physiques régissent leur comportement collectif au sein
1. Skin Cancer Foundation, http ://www.skincancer.org/skin-cancer-information/skin-cancer-facts
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d’un tissu vivant et déterminent les structures qui en émergent. A partir du milieu du XXe
siècle des précurseurs tels que Mayneord, Thomlinson et Gray ont ainsi commencé à développer
des modèles adaptés de la physique des milieux continus pour éclairer les processus contrôlant
la croissance tumorale. De tels modèles quantitatifs sont aujourd’hui des outils nécessaires pour
comprendre et utiliser l’avalanche de données issues de la biologie moléculaire autrement que
par un raisonnement intuitif. Il convient cependant de rester conscient de la complexité bio-
logique du cancer et des spécificités des organes affectés. Notre approche n’est donc pas de
développer une théorie physique générale du cancer mais de développer et d’étudier des mo-
dèles réalistes de systèmes spécifiques afin d’identifier les paramètres contrôlant leur dynamique
et leur forme. De ce point de vue, les mélanomes présentent plusieurs avantages par rapport à
d’autres modèles de cancer. Les mélanomes sont facilement accessibles, une grande quantité de
données cliniques est disponible. Etant confinés dans l’épiderme lors de leur première phase de
croissance ils peuvent être considérés comme des systèmes 2D, facilitant ainsi l’étude analytique
et numérique des modèles.
La première partie du chapitre 1 introduit les principaux aspects biologiques de la peau
humaine et de quelques tumeurs cutanées. L’épidémiologie et la prise de charge du mélanome
sont détaillées, en particulier les critères morphologiques utilisés par les différents algorithmes
de diagnostic différentiels. Dans une seconde partie on propose un aperçu historique des modèles
mathématiques développés pour étudier les tumeurs avasculaires, en s’attardant sur les modèles
multiphases qui seront utilisés dans une grande partie de ce travail. Les valeurs des paramètres
biophysiques importants sont résumées à la fin de ce chapitre.
On s’intéresse dans le chapitre 2 à la régularité du contour d’un naevi ou d’un mélanome
pendant sa phase de croissance radiale. On développe un modèle multiphase en couche mince
pour décrire la tumeur et on étudie analytiquement et numériquement l’apparition d’instabilités
sur la frontière libre d’un système initialement circulaire. Les résultats permettent de corréler
les propriétés microscopiques de la tumeur à la forme et à l’évolution macroscopique de la lésion
et sont comparés aux observations cliniques.
Dans le chapitre 3 on introduit le concept de séparation de phase en biologie. On montre
qu’une décomposition spinodale peut se déclencher dans le type de modèle multiphase considéré
et on en étudie les propriétés. On montre en particulier qu’une inhibition de la croissance des
cellules par manque de nutriments peut stabiliser un système autrement instable et modifie le
comportement du système aux temps longs générant des formes symétriques remarquables. On
discute ensuite comment ce phénomène permet de mieux comprendre l’apparition microstruc-
tures, sous la forme de points et de globules pigmentés, au sein des tumeurs mélanocytiques et
pourquoi ces structures sont plus irrégulières dans les mélanomes que dans les naevi.
Le chapitre 4 se concentre plus particulièrement sur les formes observées spécifiquement
sur les régions glabres, caractérisées par un épiderme à la géométrie complexe. On montre
dans une première partie comment cette géométrie modifie le transport et la répartition de la
mélanine dans l’épiderme. On propose ainsi un mécanisme expliquant l’apparition des patrons
parallèles des sillons et l’absence de colonnes de mélanine au niveau des crêtes épidermiques
intermédiaires. Dans une deuxième partie on adapte notre modèle multiphase en couche mince
2
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à une croissance sur surface courbe et on montre comment des agrégats de mélanocytes peuvent
se former au niveau des crêtes épidermiques.
3
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Chapitre 1
Cancers de la peau
1.1 Aspects biologiques et cliniques
1.1.1 Biologie de la peau humaine
Avec un poids moyen de 5kg et une superficie de 2m2 [1], la peau représente le plus grand
organe du corps humain. Il s’agit aussi d’un organe vital extrêmement multifonctionnel, agissant
bien sûr comme barrière face à l’environnement extérieur (agressions mécaniques, chimiques,
biologiques, rayonnement UV), mais assurant également d’importantes fonctions immunitaires
(sentinelles immunitaires en première ligne de défense) [2], neurosensorielles [3], thermiques et
biochimique (synthèse de la vitamine D3, conversion de la testostérone) [1, 4]. Structurellement
la peau est constituée de 3 couches, de la superficie vers la profondeur on trouve :
– l’épiderme, jouant un rôle de barrière face aux agressions extérieures notamment grâce à
la couche cornée présente à sa surface,
– le derme, séparé par la jonction dermoépidermique, apportant le soutien mécanique de la
peau et
– l’hypoderme, spécialisé dans le stockage des graisses.
Selon l’emplacement considéré on peut observer une forte variation des sous organes présents
(glandes sudorales, follicules pilosébacés, ongles), de l’épaisseur cutanée (50µm sur les paupières
et plus de 1mm sur les mains et pieds) [1, 5] et de la géométrie précise de la jonction dermoépi-
dermique [6], en particulier entre régions glabres et pileuses. Ces variations sont détaillées dans
le chapitre 4.
1.1.1.1 L’épiderme
La partie superficielle de la peau est un tissu avasculaire en renouvellement rapide et continu
constitué à 80% de cellules épithéliales appelées kératinocytes et présente une organisation en
4 principales couches épidermiques [3, 5] observables figure 1.1. Les kératinocytes prolifèrent
activement au sein d’une monocouche cellulaire, le stratum germativum ou couche basale (B),
supporté par la jonction dermoepidermale (également appelée membrane basale), une matrice
5
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Figure 1.1 – Gauche : vue en microscopie optique d’une coupe de peau humaine normale montrant le
derme (D) et les différentes couches épidermique : stratum basal (SB), stratum spinosum (SS), stratum
granulosum (SG) et stratum corneum (SC). Bare de mesure = 30µm. L’image est tirée de [3]. Droite : cellules
composant l’épiderme et migration des kératinocytes. Une membrane basale sépare le derme de l’épiderme.
Les kératinocytes prolifèrent dans la couche basale (SB) où ils sont attachés à la membrane basale par
des hémidesmosomes et migrent vers la surface cutanée où ils sont éliminés par desquamification. Cette
migration est accompagnée d’une différenciation progressive avec création active de kératine à partir du
stratum spinosum, et synthèse de kératinosomes et de kératohyaline dans le stratum granulosum engendrant
respectivement la création d’un ciment extracellulaire et d’un réseau de kératine intracellulaire. Les cellules
mortes arrivant dans le stratum corneum, appelées cornéocytes, sont liés par un ciment lipidique (représenté
en jaune) et par des cornéodesmosome formant ainsi une barrière.
extracellulaire de 50 à 100nm d’épaisseur composée de macromolécules, notamment de colla-
gène IV et de laminines [5, 7], synthétisées conjointement par les kératinocytes de l’épiderme
et les fibroblastes du derme. Les kératinocytes basaux possèdent des structures transmembra-
naires, les hémidesmosomes, qui permettent leur ancrage à cette matrice et leur polarisation
en vue de migrer dans la direction des couches supérieures (migration apicale). En migrant
vers la surface les kératinocytes passent par une première couche de 5− 10 rangées de cellules,
le stratum spinosum (SS) ou couche de Malpighi, où ils commencent leur différenciation en
devenant plus volumineux (10− 15µm de diamètre) et en synthétisant activement des fibres de
kératine qui rempliront progressivement l’intégralité de la cellule. Le processus de différentiation
s’achève au sein du stratum granulosum (SG), couche de 3− 5 rangées de cellules. Les kérati-
nocytes deviennent très aplatis parallèlement à la surface de la peau (25µm de diamètre), leur
noyau commence à dégénérer et on observe la formation de nombreuses structures granulaires,
à l’origine du nom de cette couche. La synthèse de grains de kératohyaline promeut la déshy-
dratation cellulaire et la création d’un réseau de kératine à l’intérieur de la cellule entraînant
leur aplatissement et à terme la mort cellulaire. On trouve également un nombre important de
6
1.1.1 Aspects biologiques et cliniques
kératinosomes, de petites structures de 100− 300nm responsables de la sécrétion dans l’espace
pericellulaire d’une substance lipidique formant un ciment intercellulaire [5, 8]. Le stratum cor-
néeum (SC), ou couche cornée, constitue la partie superficielle de l’épiderme. Il est composé de
cornéocytes, kératinocytes complètement différenciés, anucléés, aplatis (30−40µm de diamètre
pour 200 − 500nm d’épaisseur [9, 10]), sans organites et intégralement remplis d’une matrice
de filaments de kératine. Ces cellules mortes sont fortement liées par des cornéodesmosomes,
structures d’adhésion transmembranaire dérivées des desmosomes qui lient les kératinocytes
de l’épiderme vivant. Le ciment lipidique sécrété par les kératinosomes comble l’espace inter-
cellulaire, formant une couche imperméable permettant de conserver l’intégrité du corps. Au
voisinage de la surface cutanée, la dégradation des cornéodesmosomes entraine le phénomène
de desquamification, l’élimination naturelle des cornéocytes par action mécanique. L’épaisseur
de la couche cornée est typiquement de 6µm à 40µm [11, 12] sur la majorité du corps et de
80µm à 200µm sur les paumes et les plantes des pieds [1]. Cette migration des kératinocytes
depuis l’assise basale jusqu’à la surface de la peau prend environ 30 jours [5].
L’épiderme comprend également 20% de cellules dendritiques, minoritaires mais remplis-
sant des fonctions vitales. Les cellules de Langerhans, découvertes en 1868 par le médecin
allemand Paul Langerhans, sont des sentinelles du système immunitaire détectant les antigènes
exogènes ayant pénétrés dans l’épiderme pour les présenter aux lymphocytes afin d’activer une
réponse immunitaire [13]. Les cellules de Merkel, décrites comme les cellules du toucher par
l’histopathologiste allemand Friedrich Merkel en 1875 [14], sont des prolongations du système
neuroendocrinien et jouent un important rôle de mécanorecepteur [15]. Enfin les mélanocytes
assurent la photoprotection de l’épiderme en synthétisant la mélanine, le principal pigment de
la peau. Nous nous intéressons plus en détail à ce dernier type de cellule dans la section 1.1.1.3.
1.1.1.2 Le derme et l’hypoderme
Le derme est la partie la plus épaisse de la peau (1 à 4mm [16]) et constitue près de 7%
du poids du corps [1]. Il s’agit d’un tissu conjonctif constitué principalement d’un réseau dense
de fibres de collagène (98% de la masse sèche [5]), d’élastine et de fibronectine. Un ancrage
à la jonction dermoépidermique par des fibres de collagène VII maintient sa cohésion avec
l’épiderme. Comme tout tissu conjonctif il contient en abondance des fibroblastes, cellules
responsables de la synthèse du réseau de fibres et d’un liquide extracellulaire riche en protéines.
Ce tissu complexe héberge également un nombre important de sous structures, poils, glandes
sudorales, terminaisons nerveuses, vaisseaux lymphatiques et vaisseaux sanguins assurant la
nutrition de l’épiderme par diffusion à travers la membrane basale.
L’hypoderme est un tissu graisseux principalement constitué d’adipocytes, cellules de grande
taille (100µm) spécialisées dans le stockage des graisses sous forme lipidique et regroupés dans
des lobules adipeux cloisonnés par une matrice fibreuse similaire à celle du derme. Cette couche
joue un rôle de stockage énergétique et permet l’isolation thermique et la protection mécanique
des tissus sous-jacents [5].
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1.1.1.3 Mélanocytes et pigmentation
Figure 1.2 – Mécanisme de transfert de la mélanine. (a) épiderme humain où les mélanocytes (MC)
apparaissent en vert (marquage anti-gp100) dans la couche basale et les kératinocytes (KC) en rouge (mar-
quage anti-MyoX). (b) transfert de mélanosomes (en vert) depuis l’extension dendritique d’un mélanocyte
vers des kératinocytes où ils sont placés autour du noyau cellulaire. Barre de mesure = 20µm. (c) schéma
du mécanisme de transfert de la mélanine par filopode et phagocytose entre kératinocytes et mélanocytes.
Figures tirée de [17]
Les mélanocytes sont intercalés entre les cellules de la couche basale de l’épiderme et
émettent des prolongements cellulaires vers les kératinocytes des couches basales et supra-
basales, formant des unités épidermiques constituées d’un ratio constant d’un mélanocyte pour
36 kératinocytes [18]. Le principal rôle de ces cellules est la synthèse et la distribution de la
mélanine, le pigment naturel de la peau. Ces macromolécules sont synthétisées à partir d’un
acide aminé, la tyrosine, [5] et forment une fois arrivées à maturation des particules solides
de 20 à 40nm stockées dans des organites spécifiques appelées mélanosomes [1]. Ces structures
sont ensuite transférées aux kératinocytes par un processus récemment mis en évidence expéri-
mentalement par Singh et al. [17] : Les mélanosomes sont transportés grâce à des microtubules
et des microfilaments vers les extensions dendritiques des mélanocytes où ils sont ingérés par
les kératinocytes par phagocytose (voir figure 1.2). La mélanine est ensuite placée au-dessus du
noyau cellulaire, formant une calotte qui protège le matériel génétique du rayonnement ultra-
violet [5] grâce à une forte absorbance dans le domaine UV et visible du spectre, à l’origine de
la couleur sombre de ce pigment [19] (melanos, sombre en grec). La densité des mélanocytes
dans une peau normale varie de 500 à 2000 par mm2 suivant la partie du corps, étant maximale
sur la peau du visage et les organes génitaux externes [5]. Leur nombre est par contre constant
dans toutes les populations, les différences de pigmentation étant expliquée par la composition
chimique et la quantité de mélanine produite (synthèse de la phaéomélanine chez les sujets roux
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ou encore augmentation de la production de mélanine suite à une exposition au rayonnement
UV).
Deux autres pigments non mélaniques jouent également un rôle dans la pigmentation de la
peau. L’hémoglobine contenue dans les réseaux de capillaires dermiques donne à la peau une
coloration rouge et sa forme réduite contenue dans les veinules dermiques une coloration bleue
[1]. De manière plus modérée, les caroténoïdes présents dans le derme et l’épiderme donnent une
coloration jaune-orange. Certaines études suggèrent que les caroténoïdes jouent également un
rôle photoprotecteur non négligeable [20]. On notera enfin que 4 à 7% du rayonnement incident
est réfléchi par l’interface air/peau et que la couche cornée fournie également une importante
photoprotection grâce à son organisation en feuillets parallèles qui entraîne une importante
diffraction. Ce dernier phénomène explique pourquoi il est difficile de provoquer un coup de
soleil sur les paumes des mains et les plantes des pieds.
1.1.1.4 Microenvironnement et interactions cellulaires
Dans le contexte biologique qui va nous intéresser ici on parle de microenvironnement pour
décrire le milieu souvent hétérogène constituant le voisinage immédiat d’une cellule ou d’un
groupe de cellules dans un tissu vivant. Les interactions entre les constituants d’un tissu et leur
microenvironnement forment une société complexe permettant, dans le cas d’un tissu sain, la
réalisation des différentes fonctions nécessaires à la vie. L’influence du microenvironnement sur
l’évolution d’une pathologie, notamment dans le contexte du cancer, a été soulignée pour la
première fois en 1889 par le chirurgien anglais Stephen Paget par son hypothèse de seed and soil
[23] : le comportement de cellules cancéreuses (seed), notamment leur potentiel de prolifération,
est déterminé en partie par leur microenvironnement (soil). L’importance du microenvironne-
ment en oncologie est aujourd’hui reconnue et constitue un domaine de recherche très actif
[24–26]. Etant intéressés ici à développer une description physique des tissus épidermiques et
dermiques, arrêtons-nous un moment afin de décrire plus en détails le microenvironnement et
les interactions spécifiques à ces milieux.
Les interactions de contact, notamment les interactions mécaniques, se font par l’intermé-
diaire de jonctions et d’adhésions intercellulaires, constituées principalement d’intégrines et de
cadhérines (voir figure 1.3).
– Les kératinocytes de la couche basale adhèrent à la jonction dermoepidermique grâce à
des hémidesmosomes, jonctions équipées d’intégrines reliant le réseau de kératine intra-
cellulaire aux fibres de collagène de la membrane basale.
– Les contacts entre kératinocytes font intervenir des jonctions d’adhérence, des jonctions
serrées, des desmosomes et des jonctions Gap. Les desmosomes sont des connexions très
résistantes, interconnectées par des cadhérines et reliant les réseaux de kératine [27]. Les
jonctions serrées sont principalement constituées d’ocludines, protéines qui maintiennent
étroitement cousues les membranes de cellules adjacentes, inhibant la diffusion dans l’es-
pace extracellulaire, les couches des kératinocytes agissant ainsi comme des barrières [28].
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Figure 1.3 – (a) Mechanisme d’adhésion des kératinocytes et des mélanocytes. Les kératinocytes pos-
sèdent de solides structures d’adhésion appelées jonctions d’adhésion, les ancrant aux autres kératinocytes
(desmosomes, jonctions serrées et jonctions d’adhérence) et à la membrane basale (hémidesmosomes). Les
mélanocytes adhèrent aux kératinocytes (E-cadhérines et des desmogléines) et à la membrane basale (in-
tégrines) et ne sont en général pas en contact dans l’épiderme sain (excepté juste après une mitose). Des
jonctions Gap forment des canaux de communication qui laissent diffuser les petites molécules. Les struc-
tures d’adhésions sont reliés aux cytosquelettes d’actine (jonction d’adhérence, intégrine et E-cadhérine)
et de kératine (desmosome, hémidesmosome) et jouent un rôle important dans la transductions des si-
gnaux extérieurs permettant de maintenir l’équilibre du tissu. (b) Photo en microscopie électronique de
3 différentes jonctions entre cellules épithéliales, desmosome (DS), jonction d’adhérence (AJ) et jonction
serrée (TJ). Photo tirée de [21]. (c) photo en microscopie électronique d’un desmosome entre deux cellules
épithéliales. Photo tirée de [22].
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Les jonctions d’adhérence sont également constituées de cadhérines et forment des cein-
tures continues autour des kératinocytes, liant les réseau d’actine des différentes cellules
[29]. Finalement les jonctions Gap sont des canaux de communication permettant la dif-
fusion d’ions et de petites molécules entre les cytoplasmes des cellules [30].
– Les mélanocytes adhèrent à la jonction dermoépidermale grâce à des intégrines reliant
les fibres de la matrice extracellulaire au réseaux d’actine cytoplasmique [31, 32]. Dans la
peau saine ces cellules sont entourées de kératinocytes et n’ont donc pas de contact avec
leurs homologues.
– Les mélanocytes sont arrimés aux kératinocytes par des molécules d’adhésion, les E-
cadhérines et les desmogléines, liées aux réseaux d’actine, et communiquent grâce à des
jonctions Gap [33].
Outre leur rôle mécanique de maintien de l’organisation du tissu, les jonctions de contact
régulent également les signaux intracellulaires de migration, de différentiation ou encore de
prolifération [29, 34]. Ainsi de récentes expériences de Puliafito et al. [35] mettent en évidence
le rôle des contraintes mécaniques sur l’inhibition de la prolifération et de la migration de
cellules épithéliales, ces contraintes étant en partie ressenties par les jonctions d’adhésion à la
surface des cellules [36, 37]. De même le comportement des mélanocytes est étroitement contrôlé
par les kératinocytes à travers les molécules d’adhésion [38]. Ainsi les mélanocytes cultivés seuls
présentent un phénotype de cellules mélanomales qui n’apparait pas dans le cas d’une coculture
avec des kératinocytes [33]. Des expérience réalisées par Shih et al. montrent également que
dans une coculture le ratio des deux types cellulaires reste constant, illustrant l’importance
des interactions entre mélanocytes et kératinocytes dans le maintien de l’homéostasie du tissu
épidermique [39].
Les échanges de sécrétions chimiques sont également un régulateur important de l’équilibre
du tissu. En particulier la prolifération ou la migration d’une cellule est contrôlée par des
facteurs autocrines et paracrines, sécrétés respectivement par la cellule elle-même et par les
cellules environnantes [40]. Dans l’épiderme sain la croissance des mélanocytes est ainsi contrôlé
par un réseau de communication chimique complexe [41], dont les molécules constituantes sont
majoritairement sécrétées par les kératinocytes [42] et des fibroblastes du derme [43]. Toute
perturbation dans la réception de ces signaux de croissance entraîne un comportement anormal
des mélanocytes et peut être à l’origine de graves pathologies telles que le développement d’un
mélanome [33, 43]. Enfin, en cas de perturbation du microenvironnement de l’épiderme, les
kératinocytes sont capables de sécréter un arsenal impressionnant de molécules pour interagir
avec le système immunitaire et le tissu environnant et rétablir l’équilibre de l’épiderme [44] :
facteurs de croissance (cicatrisation), facteurs de nécrose tumorale et de stimulation de colonie
(inflammations) pour en citer quelques-uns.
La survie de l’épiderme est assurée par la diffusion de nutriments depuis le derme à travers la
membrane basale [5]. L’environnement épidermique est hypoxique (pression partielle en oxygène
PO2 = 0.03 bar au niveau de la membrane basale), la majorité de l’oxygène présent provenant
de l’atmosphère par diffusion à travers le stratum corneum [45]. Là aussi une perturbation de
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l’équilibre en oxygène, en particulier une diminution de sa concentration dans la couche basale,
peut favoriser une dérégulation du comportement des mélanocytes et leur transformation en
cellule maligne [46].
1.1.2 Lésions cutanées
De nombreuses pathologies peuvent modifier l’organisation et le fonctionnement normal de
la peau et on peut les classer suivant le type de cellule affectée par un dérèglement. Nous
nous intéressons ici aux tumeurs épithéliales et mélanocytiques, le plus souvent induites par le
rayonnement UV ou les papillomavirus humains : carcinomes cutanés, naevi et mélanomes.
1.1.2.1 Genèse
Le rayonnement ultraviolet (UV) solaire provoque plusieurs types de réactions et de dom-
mages sur les constituants de la peau, notamment sur l’ADN et les fibres de collagène, entraînant
vieillissement et apparition de tumeurs. Ce rayonnement est habituellement divisé en trois ré-
gions, UVC (< 290nm), UVB (entre 290nm et 320nm) et UVA (320nm et 400nm) [47]. Plus
énergétiques, les UVC sont également fortement absorbés par l’ADN et par d’autres biomolé-
cules et sont donc hautement cancérigènes. Cette partie du spectre est cependant bloquée par
l’ozone stratosphérique et ne parvient pas jusqu’au sol. Les UVB représentent 5− 10% des UV
terrestres et possèdent le potentiel cancérigène le plus important en entraînant des dommages
sur l’ADN et en interférant avec le système immunitaire. Les UVB induisent ainsi la synthèse de
molécules génotoxiques et des réactions sur les bases de thymine et de cytosine de l’ADN, alté-
rant sa composition et son organisation spatiale. Chez l’homme une molécule d’ADN peut subir
ainsi environ 100, 000 modifications par jour et une heure d’exposition au soleil peut entraîner
la formation de 80, 000 dimères de thymine par cellule [48]. Plusieurs mécanismes sont donc à
l’oeuvre dans la cellule pour réparer constamment son génome. En particulier lorsqu’un dimère
de thymine photoinduit apparait, déformant l’ADN, le brin d’ADN endommagé est localement
excisé, éliminé et resynthétisé à partir du brin complémentaire (nucleotide excision repair) [49].
Des dommages trop importants peuvent finalement entraîner un programme de mort cellulaire,
l’apoptose. Un certain nombre de mutations échappent cependant aux réparations et peuvent
affecter potentiellement des gènes cruciaux, tels les gènes suppresseurs de tumeur (exemple du
gène p53) régulant les divisions cellulaires et l’apoptose, et modifier le comportement des cel-
lules (prolifération, adhésion, mobilité, synthèse de molécules). Des expériences sur des souris
irradiées par UVB ont également montré une diminution du nombre et une altération de la
forme des cellules de Langerhans [50]. Une telle diminution de l’activité immunitaire permet
l’expansion des cellules présentant des mutations. Les UVA sont plus faiblement absorbés par
l’ADN mais peuvent provoquer des dommages indirects sur les biomolécules en provoquant
la création de radicaux libres dans les cellules. Contrairement aux UVB les UVA ne sont pas
arrêtés par les vitres et peuvent provoquer des dommages à travers celles-ci. Cet effet est dra-
matiquement illustré par le vieillissement asymétrique du visage chez les personnes subissant
une exposition prolongée au soleil et toujours du même côté sur leur lieu de travail, bien que
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protégés par une vitre [51]. Bien que plus récemment étudié, l’effet cancérigène de cette partie
du spectre est aujourd’hui bien établi [52, 53], une expositions aux UVA des salons de bronzage
augmentant ainsi de 75% le risque de développer un mélanome.
Les infections de papillomavirus humains cutanés peuvent favoriser également le développe-
ment de tumeurs cutanées en diminuant la protection immunitaire et en perturbant l’action du
gène suppresseur de tumeur p53 [54]. Ainsi de l’ADN de papillomavirus est trouvé dans 31%
des carcinomes spinocellulaires [55].
1.1.2.2 Carcinomes
Les carcinomes cutanés sont les cancers les plus fréquents chez l’homme et représentent
90% des cas de cancers de la peau [56]. 80% de ces cancers sont des carcinomes basocellulaires,
potentiellement invasifs et destructeurs localement mais ne présentant que très peu de risques de
métastase [57]. Ils sont provoqués par une prolifération anormale des kératinocytes situés dans
la couche basale ou autour des sous-structures de l’épiderme (follicule pileux ou glande sudorale)
qui se regroupent en amas. Les interactions de ces cellules avec leur microenvironnement sont
modifiées, avec une diminution du nombre de desmosomes et d’hémidesmosomes entraînant une
augmentation de l’espace intercellulaire à une fraction volumique de 23% et un détachement
de la membrane basale, à l’origine de la friabilité de ces lésions [58]. La membrane basale est
également endommagée suite à une trop forte stimulation de la synthèse de collagénase par les
fibroblastes, voir dans certains cas par les cellules tumorales elles-mêmes, favorisant l’invasion
du derme. En histologie on observe une augmentation des fibres d’actine, plus concentrées à
la périphérie d’extension cytoplasmiques en forme de digitations. Ces structures indiquent une
augmentation de la mobilité cellulaire favorisant également l’invasion des tissus environnants.
Les carcinomes basocellulaires ont une croissance lente, malgré un cycle cellulaire de 9 jours, ce
que certaines études cliniques expliquent par une concentration de la prolifération à la périphérie
de la tumeur et d’autres par un fort taux de mort cellulaire [58].
20% des carcinomes sont des carcinomes spinocellulaires, provenant de la prolifération anor-
male des kératinocytes différentiés du stratum spinosum. Contrairement aux précédents ils pré-
sentent un risque plus important de métastases s’ils ne sont pas traités (taux de mortalité 0.38
pour 100, 000 [50]). Ces cellules cancéreuses traversent en effet facilement la jonction dermoé-
pidermique et croissent plus rapidement : d’après Epstein et al. [59] l’intervalle moyen entre le
diagnostic et la détection de métastases est de 1 an. Les cellules tumorales sont regroupées en
amas remplissant une grand partie de l’épaisseur de l’épiderme et pouvant s’étendre profondé-
ment dans le derme [55]. La prolifération est plus rapide que les chez les kératinocytes normaux
suite à une perte de sensibilité aux inhibiteurs de croissance [55] et l’expression d’intégrines
modifiées permettent l’invasion du derme. On trouve également moins d’apoptose que dans les
carcinomes basocellulaires [60].
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Figure 1.4 – Coupes histopathologiques de (a) nevus jonctionnel avec des mélanocytes situés sur la
membrane basale sans invasion du derme, (b) nevus composé avec une composante dermique et épidermique
et (c) nevus dermique avec une grande composante dermique. Photos issues de [61].
1.1.2.3 Naevus
Les naevi, plus communément appelés grains de beauté, sont des lésions mélanocytaires
bénignes provoqués par une densité anormalement élevée de mélanocytes. Les cellules sont re-
groupées en amas (ou thèques) au voisinage de la couche basale de l’épiderme, et dans certains
cas dans le derme. La couleur de la lésion dépend de la profondeur des pigments, brun noir en
surface, bleu en profondeur (cas des naevi bleus). Les cellules de naevus différent des mélano-
cytes normaux, ayant un noyau plus grand et ne possédant pas d’extension dendritique [62].
La plupart des naevi apparaissent dans les 20 premières années de la vie (naevi acquis) et dans
certains cas sont présents dès la naissance (naevi congénitaux).
Les naevi congénitaux peuvent être considérés comme des malformations congénitales, leur
présence étant déterminée in utero [63]. Les mélanocytes sont formés à partir de cellules souches
de la crête neurale (cellules de Schwann) [64] et ces lésions résultent probablement d’erreur de
migration ou de développement de ces cellules durant l’embryogénèse [62]. La plupart de ces
lésions sont présentes à la naissance ou apparaissent peu après. Dans des cas rares de naevi
congénitaux géants des mélanocytes sont présent dans le derme et l’hypoderme indiquant bien
un problème de différentiation et de migration durant l’embryogénèse.
Les naevi acquis sont plus courants et forment un groupe plus hétérogène : naevus jonc-
tionnel localisé sur la jonction dermoépidermique, naevus composé entre derme et épiderme,
neavus dermique séparé de la jonction dermoépidermique et présent dans le derme profond
(figure 1.4). Il existe un gradient de différentiation des cellules de naevus vers la profondeur
de la peau, les cellules devenant plus petites, d’aspect fibroblastiques et produisant moins de
mélanine. Cependant le lien chronologique entre ces différents états n’est pas clair [62, 65].
Sauf dans certains cas de naevi congénitaux ou verruqueux, la plupart des naevi ne pré-
sentent pas de risque de dégénérescence particulier mais doivent être inspectés pour détecter la
présence potentiellement masquée de mélanomes.
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1.1.2.4 Mélanomes
Figure 1.5 – Progression du mélanome : apparition à partir de mélanocyte, croissance horizontale et
invasion de l’épiderme, croissance verticale et invasion du derme, pénétration dans le réseau vasculaire. Cette
progression est accompagnée d’une diminution de l’adhésion et des communications avec les kératinocytes
et une augmentation des interactions entre les cellules cancéreuses, avec les fibroblastes et avec les cellules
endothéliales. Image modifiée de [33].
Les mélanomes sont des lésions mélanocytaires malignes et apparaissent habituellement
dans l’épiderme sans lésion préexistante [33]. Une première phase de croissance horizontale
consiste en une invasion de l’épiderme avec des cellules formant une nappe ou des amas le long
de la membrane basale et certaines migrant de manière isolés vers les couches supérieures de
l’épiderme. On parle alors de mélanome in situ. Vient ensuite une seconde phase de croissance
verticale avec envahissement du derme puis une pénétration des vaisseaux sanguins pour fina-
lement provoquer des métastases dans des tissus distants. Cette progression est accompagnée
de nombreux changements dans l’interaction des cellules cancéreuses avec leur microenviron-
nement. On observe ainsi une diminution des interactions de contact avec les kératinocytes
(diminution de l’expression des E-cadhérines et des desmogleines et du nombre de jonctions
gaps) et une augmentation des interactions de contact avec les autres cellules mélanomales
(augmentation de l’expression des N-cadhérines, des Mel-CAM et des ALCAM et du nombre
de jonctions Gap) [33] (figure 1.5). Les interactions paracrines avec les kératinocytes, les fibro-
blastes, les cellules endothéliales et les cellules du système immunitaire sont également modifiées
et la croissance des cellules cancéreuses devient davantage indépendante des facteurs de crois-
sance présents dans leur microenvironnement, échappant ainsi au contrôle des autres cellules
[41]. Les molécules d’adhésion et de communication exprimées à leur surface leur permettent
également d’interagir avec les fibroblastes (N-cadhérines et jonctions Gap) et les cellules endo-
théliales (N-cadhérines, Mel-Cam, intégrines) et ainsi d’envahir le derme et de pénétrer dans le
réseau vasculaire [33, 38]. Dans la phase d’invasion verticale on peut observer histologiquement
une destruction de la membrane basale due à la synthèse excessive d’enzymes protéolytiques, la
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collagénase en particulier, par les cellules tumorales ou par les cellules hôtes sous leur contrôle
[66].
D’un point de vue anatomo-pathologique on distingue 4 principaux types de mélanomes
[67, 68] :
– Le mélanome à extension superficiel est le plus courant (60% des mélanomes [69]) et
possède une phase de croissance horizontale assez longue. Par définition sa composante
intraépidermique est plus large que sa composante invasive. On retrouve des amas de
cellules malignes (thèques) au niveau de la jonction dermoépidermique et dans les couches
supérieures de l’épiderme.
– Le mélanome nodulaire croit rapidement (quelques semaines à quelques mois) et ne pos-
sède pas de phase de croissance horizontale significative. Il est généralement plus symé-
trique que les autres mélanomes.
– Le mélanome acral-lentigineux se développe au niveau des paumes des mains, des plantes
de pieds et des ongles. Il présente une morphologie particulière (patron parallèle des
crêtes, patron fibrillaire) à cause de la géométrie de la jonction dermoépidermique dans
ces régions [70] (dermatoglyphes). On s’intéressera en détail à ces lésions dans le chapitre
4. Ce type de lésion est particulièrement importante dans la population japonaise (50%
des mélanomes).
– Le mélanome de Dubreuilh (ou lentigo maligna) se développe sur le visage et possède
une longue phase de croissance horizontale. La peau dans cette région possède égale-
ment une structure particulière, avec des crêtes épidermiques très aplaties, influençant
la morphologie de ces lésions (pseudo-réseau pigmenté). Schiffner et al. [71] ont en par-
ticulier développé un intéressant modèle de progression morphologique de ces lésions :
prolifération anormale des mélanocytes dans les follicules pileux puis apparition de stries
hyperpigmentées formant un réseau entre les follicules qui s’élargit progressivement.
D’autres types de mélanomes peuvent être trouvés, on mentionnera seulement ici le cas des
mélanomes desmoplastiques pouvant avoir des vitesses de croissance précoces très importantes
(1.9 mm par mois [72]).
Dans leur développement précoce les mélanomes peuvent être confondus avec les naevi et
nécessitent des méthodes de diagnostic élaborées. Voyons donc maintenant plus en détail les
techniques de diagnostic précoces et leurs enjeux cliniques.
1.1.3 Mélanomes
1.1.3.1 Epidémiologie et prise en charge
Les mélanomes représentent moins de 5% des cas de cancers de la peau mais sont respon-
sables de plus de 75% de leur mortalité. Le nombre de cas ayant augmenté de 4% par an durant
les 40 dernières années, leur diagnostic est devenu un enjeu majeur en santé publique [74].
L’incidence est plus importante dans les populations à teint clair se trouvant dans les zones
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Figure 1.6 – Le taux d’incidence de mélanome en France a été multiplié par 3.2 entre 1980 et 2000 [73].
géographiques plus exposées au rayonnement solaire. Ainsi l’incidence la plus élevée est trouvée
en Australie (25 − 35 cas pour 100, 000 habitants), à Hawaii (20 cas pour 100, 000 habitants)
et dans certaines régions des Etats-Unis [73].
Le taux de mortalité augmente fortement avec l’épaisseur de la lésion, mesuré de la partie
superficielle à la partie la plus profonde et nommé indice de Breslow en l’honneur du patho-
logiste américain Alexander Breslow qui fut le premier à utiliser ce critère comme pronostic
de survie [75]. La classification de l’American Joint Committee on Cancer utilise ainsi l’in-
dice de Breslow, le nombre et la localisation des métastases pour définir le stade d’avance-
ment d’un mélanome, classé de 0 (mélanome sans métastase n’ayant pas pénétré le derme)
à IV (présence de métastases distantes) [76]. Une fois diagnostiqués les mélanomes de stade
I et II peuvent être traités par excision avec une marge de 0.5 à 3cm en fonction de la
profondeur de la lésion [77]. Le tissu prélevé permet ensuite une analyse d’anatomopatholo-
gie pour confirmer le pronostic. Le taux de survie à 10 ans est estimé à 90% pour les tu-
meurs ayant un indice de Breslow faible (< 1mm) mais chute à moins de 50% pour des tu-
meurs ayant significativement pénétré le derme (indice de Breslow > 3mm) [78]. En plus de
cette forte mortalité, le coût de la prise en charge passe de 2, 700 euros par patient pour un
Figure 1.7 – Taux de mortalité à 10 ans en fonction de l’épaisseur
du mélanome lors de sa détection [78].
mélanome de stade II à 35, 000 euros
par patient pour un mélanome de
stade III [73]. Le diagnostic précoce
est donc d’une importance capitale
d’un point de vue médical et écono-
mique mais les méthodes actuelles
ne permettent de détecter que 80%
des mélanomes avant qu’ils n’enva-
hissent les autres tissus [79]. Dans
leur stade précoce certains méla-
nomes sont en effet difficiles à distin-
guer des autres lésions cutanées, no-
tamment des naevi atypiques, et né-
cessitent l’utilisation d’outils d’ima-
gerie et d’algorithmes de diagnostic
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efficaces. Outre la nécessité d’iden-
tifier correctement les mélanomes,
donc une haute sensibilité 1, pour augmenter les chances de survie, la spécificité du diagnostic
est également un enjeu important à cause de l’impact économique et psychologique des ex-
cisions, notamment dans les cas de naevi congénitaux où le nombre de lésions pigmentaires
est très important. Nous voyons dans les sections suivantes l’état de l’art des algorithmes de
diagnostic différentiels et des outils d’imagerie, en particulier la dermoscopie.
1.1.3.2 Algorithmes de diagnostic différentiel
Les algorithmes de diagnostic différentiel ont pour but de classer les lésions cutanées entre
mélanome et non mélanome à partir de critères visuels lors d’un examen clinique à l’oeil nu
ou à l’aide d’un dermoscope (voir partie 1.1.3.3). Par rapport aux autres types de cancer, le
mélanome présente en effet l’avantage de pouvoir être diagnostiqué par des méthodes non-
invasives. Le Dr Neville Davis faisait ainsi ce commentaire "Malignant melanoma writes its
message in the skin with its own ink and it is there for all of us to see. Some see but do not
comprehend." Ces critères de diagnostic peuvent être basés sur le patron global de la lésion ou
sur ses sous-structures. Les performances de ces algorithmes sont évaluées en particulier par
rapport à leur sensibilité (risque de ne pas détecter une lésion maligne) et leur spécificité (risque
de faux positif). Des utilisations d’outils d’imagerie, tels les dermascopes, peuvent permettre
aux spécialistes d’améliorer leur performances [80]. Un aperçu de ces méthodes est donnée dans
la partie 1.1.3.3.
La règle ABCDE élaborée par Friedman et al. en 1985 [81] est utilisée de manière consen-
suelle par les dermatologues français [73]. Les critères indiquant un mélanome sont :
– l’asymétrie de la lésion (A) : l’asymétrie du contour, des couleurs et des structures internes
sont mesurées par rapport aux deux axes principaux de la lésion. En particulier des lésions
qui apparaissent symétriques à l’oeil nu peuvent présenter des asymétries de structure
visibles uniquement avec une dermoscope (voir partie 1.1.3.3) [68].
– un bord irrégulier, encoché et bien marqué (B)
– une couleur inhomogène (C ) : 85% des mélanomes possèdent 3 couleurs ou plus, ce qui
est le cas de seulement 39% des naevi [68]. Le brun clair et brun foncé correspondent
à la mélanine située à la jonction épidermique, le noir à la mélanine présente dans la
couche granuleuse et la couche cornée et le bleu-gris à la mélanine dans le derme, la
mélanine pouvant être localisé dans les cellules de mélanomes, dans des mélanophages ou
libres dans la peau. Une inflammation ou une néovascularisation peut également donner
une couleur rouge à la lésion. Enfin une coloration blanche est souvent observée lors de
régressions [68]. Elle est provoqué par une fibrose du tissu suite à une réponse immunitaire
(infiltration de lymphocytes détruisant les cellules anormales) [82].
1. la sensibilité correspond à la fraction de mélanomes identifiés sur leur nombre total. La spécifité correspond
à la fraction de lésions non mélanomales identifiées sur leur nombre total
18
1.1.1 Aspects biologiques et cliniques
Co
ule
ur
Bo
rd
As
ym
étr
ie
Naevus Mélanome
a b
c d
e f
Figure 1.8 – Les lésions mélanocytiques bénignes (a,c,e) peuvent être distingués des mélanomes (b,d,f)
par leur asymétrie, la forme de leur contour et leur coloration. (a) naevus symétrique, (b) mélanome à
extension superficielle asymétrique par rapport à l’axe 2, (c) naevus à bord diffus et régulier, (d) mélanome
in situ présentant un bord bine marqué et irrégulier dans les sections 3 à 6, (e) naevus avec 2 couleurs, brun
clair et brun foncé, (f) mélanome à extension superficielle avec 6 couleurs, brun clair, brun foncé, bleu-gris,
noir, blanc, rouge. En plus de ces critères la taille (> 6mm) et l’évolution de la lésions sont également
utilisés pour identifier un mélanome dans la règle ABCDE. Photos par dermoscopie tirées de [68]
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Figure 1.9 – Mélanomes présentant des microstructures caractéristiques permettant de les identifier
grâce à la méthode de la liste en 7 points : (a) réseau pigmentaire atypique, et quelques structures de
régressions au centre. (b) voile bleu-blanc et stries radiales irrégulières. On peut voir des points et des
globules irrégulièrement répartis. (c) réseau vasculaire atypique et irrégulier. On peut voir également des
points et des globules irrégulièrement répartis. (d) voile bleu-blanc, points et globules. (e) large structure
de régression avec également une répartition irrégulière de points et de globules. Photos tirées de [68].
– un diamètre > 6mm (D) : dans certains systèmes [83] ce critère est remplacé par la
présence de structures différentielles (réseau pigmenté, stries, points, globules et zones
homogènes)
– une évolution de la taille, de la surface ou de la couleur de la lésion (E) : ce dernier critère
a été récemment proposé et permet la détection de mélanomes plus petits à des stades
plus précoces [84].
Des exemples de différences entre mélanomes et naevi sont donnés dans la figure 1.8. Les critères
ABCD sont éventuellement quantifiés et moyennés pour obtenir le Total Dermatoscopy Score
permettant un diagnostic semi-quantitatif, un score inférieur à 4.75 indiquant une lésion bénigne
et un score supérieur à 5.45 indiquant la présence probable d’un mélanome [83].
La méthode de la liste en 7 points est basée sur l’analyse des structures présentes dans
la lésion, approche initiée par Pehamberger et al. en 1987 [85], et prend en compte 3 critères
majeurs et 4 mineurs, caractéristiques d’un mélanome [68].
– Critères majeurs : (i) réseau pigmentaire irrégulier, dû à l’invasion des crêtes épidermiques
par des mélanocytes malins. (ii) voile blanc-bleu, dû à une hypertrophie des couches
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Méthode Sensibilité Spécificité
règle ABCD 82.6 70
liste de 7 points 83.6 71.5
Méthode de Menzies 85.7 71.1
Analyse de patron 83.7 83.4
Tableau 1.1 – Sensibilité et spécificité moyenne des différents algorithmes de diagnostic différentiel [79].
supérieures de l’épiderme et à la présence de mélanine dans le derme. (iii) présence d’une
vascularisation atypique.
– Critères mineurs : (i) irrégularités de pigmentation, en particulier la présence de larges
zones sombres irrégulièrement réparties. (ii) présence irrégulière de stries, principalement
à la frontière de la lésion où elles forment éventuellement des digitations (pseudopodes).
Ces stries représentent des amas confluents de cellules pigmentées au niveau de l’épiderme
ou de la jonction dermoépidermique. (iii) répartition inhomogène de points et de globules.
(iv) structure des régressions, zones blanches à forme cicatricielle (fibrose) ou bleu-gris.
Comme dans la règle ABCDE, c’est la présence combinée de plusieurs critères qui permet
d’établir le diagnostic de mélanome (ici un critère majeur et un critère mineur ou trois critères
mineurs au minimum) [68]. Finalement dans le cas des lésions présentes sur la face, la paume
des mains et la plante des pieds, des critères spécifiques doivent être utilisés à cause de la
géométrie particulière de l’épiderme à ces endroits [6]. On détaille dans le chapitre 4 certains
de ces critères.
La méthode de Menzies est une variante basée sur l’analyse du patron global de la lésion et
de ses microstructures établie pour améliorer les résultats des cliniciens peu expérimentés [86].
Elle consiste en
– 2 critères négatifs (on ne les trouve jamais dans un mélanome) : symétrie de la lésion,
présence d’une seule couleur indiquant que les mélanocytes sont regroupés au niveau d’une
même couche.
– 9 critères positifs (au moins un doit être présent pour diagnostiquer un mélanome) : voile
bleu-blanc, points bruns multiples, 5 ou 6 couleurs, pseudopodes irrégulièrement répartis,
rayonnement pigmentaire radial, dépigmentation cicatricielle, globules ou points noirs à
la périphérie, plusieurs points bleus ou gris, réseau pigmentaire élargi.
Enfin la méthode classique d’analyse des patrons regroupe de nombreux critères morpholo-
giques portant sur le patron global de la lésion (réticulaire, globulaire, pavimenteux, homogène,
en éclats d’étoile, parallèle, à composantes multiples) et sur les microstructures (stries, points,
voile bleu-blanc, régressions, dépigmentation, taches d’encre, patron vasculaire) [87]. Les per-
formances des algorithmes cités ici sont reportés dans le tableau 1.1.
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1.1.3.3 Outils de diagnostic : dermoscopie
La dermoscopie, ou microscopie de surface, est une technique de microscopie non inva-
sive permettant d’observer les couches superficielles de la peau. La peau est éclairée par une
lumière incidente qui est diffusée par les inhomogénéités des tissus et par la jonction der-
moépidermique, et absorbée par les pigments, notamment par la mélanine. L’image obser-
vée à travers un dispositif grossissant correspond donc à une projection des différentes struc-
tures pigmentées de l’épiderme et du derme (figure 1.10). Les premiers dermoscopes dévelop-
pés par Johan Kolhaus en 1663 servaient principalement à observer les capillaires dermiques
[88]. La technique fut améliorée par Unna en 1893 [89] en introduisant un film d’huile entre
le dispositif et la surface de la peau, limitant ainsi les réflexions dues à la différence d’in-
dice optique entre l’air et le stratum corneum (n = 1.36). La dermoscopie fut pour la pre-
mière fois employée à la description des tumeurs mélanocytaire par Saphier en 1921, qui
donna le nom à la technique [1]. Il fut en particulier le premier à décrire les agrégats de
cellules pigmentaires visibles dans les naevi et les mélanomes [90]. A partir de 1971 de nom-
breuses études cliniques mettent en évidence l’avantage de l’utilisation de la dermoscopie
pour l’amélioration du diagnostic différentiel entre lésions bénignes et mélanomes [91, 92].
Figure 1.10 – Principe de fonctionnement d’un dermoscope
moderne. La peau est éclairée par une source de lumière intense
et la lumière diffusée et réfléchie est observée à travers un disposi-
tif grossissant. L’utilisation d’un film liquide entre le dispositif et
le stratum corneum ou de lumière polarisée permet de réduire la
contribution des réflexions à l’interface air/peau. Image tirée de [93]
Cette technique est aujourd’hui une
pratique courante en dermatologie
[94] et reste toujours en améliora-
tion aujourd’hui. Ainsi l’utilisation
d’une lumière incidente polarisée a
été récemment introduite dans la
conception de certains dermoscopes.
Cette polarisation est perdue par la
lumière diffusée par le tissu mais
conservée par la lumière réfléchie à
l’interface air/peau, il est ainsi pos-
sible de filtrer presque totalement la
lumière réfléchie en plaçant un se-
cond polariseur au niveau du dispo-
sitif d’observation pour obtenir une
meilleure image. Une étude de Kit-
tler et al. [80] montre que l’utilisa-
tion de la dermoscopie permet une
amélioration des résultats des mé-
thodes de diagnostic de 49% par
rapport à une examen à l’oeil nu (fi-
gure 1.11). Mais les développements
récents les plus importants, automa-
tisation du diagnostic et télédermo-
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Figure 1.11 – (a) vue à l’oeil nu d’un mélanome à extension superficielle. Une grande partie du rayon-
nement est réfléchi par la surface de la peau. (b) vue de la même lésion à travers un dermoscope. Les
structures de la lésion sont visibles en profondeur. La bulle sur le bord droit de la lésion est une bulle d’air
piégée dans le film de liquide placé à la surface de la peau pour diminuer les réflexions dues à la différence
d’indice entre l’air et le stratum corneum. Image tirée de [106].
scopie, sont surtout basés sur les technologies numériques (caméra CCD) et les possibilités
offertes par internet [95, 96].
D’autres méthodes d’imagerie in vivo peuvent également être utilisées lors du diagnostic
pour apporter des informations complémentaires [97, 98] :
– L’imagerie multispectrale utilise des longueurs d’ondes entre 400 et 1000nm et permet
de mieux distinguer la distribution de collagène, de la mélanine et la forme du réseau
vasculaire [99].
– La microscopie confocale in vivo utilise un éclairage laser focalisé sur un point du tissu
et permet de visualiser de manière isolée une couche à une profondeur donnée (et po-
tentiellement de reconstruire une image 3D). Un bon contraste est obtenu grâce à la
fluorescence de la mélanine à des longueurs d’onde entre 400 et 700nm [100]. L’utilisation
de longueurs d’onde plus longues permet de visualiser le tissu profondément (derme) mais
s’accompagne d’une dégradation de la résolution (typiquement 1µm pour une longueur
d’onde de 1µm). Des études récentes suggèrent que l’utilisation de cette technique permet
d’améliorer significativement la sensibilité du diagnostic du mélanome [101].
– L’imagerie par ultrason est basée sur la propagation d’ondes mécaniques (typiquement
20MHz) dans le tissu qui sont réfléchies, diffractées et absorbées par les inhomogénéités du
milieu (par exemple la jonction dermoépidermique) [102]. Cette technique a été proposée
en particulier pour déterminer l’indice de Breslow d’un mélanome avant excision afin
de mieux déterminer les marges à prendre en compte [103]. Avec cette technique les
mélanomes apparaissent en général plus sombres que le tissu environnant à cause d’une
déficience en collagène. Il n’est pas encore clair si cette technique peut être employé pour
le diagnostic différentiel entre naevus et mélanome [102, 104]. L’élastographie, mesurant
les propriétés élastiques des tissus, est peut être la technique la plus prometteuse. Cette
technique a récemment été employée par Hinz et al. [105] pour le diagnostic du mélanome,
les mélanomes précoces se révélant plus rigide que les lésions bénignes.
23
Chapitre 1. Cancers de la peau
L’automatisation du diagnostic différentiel fait actuellement l’objet de nombreuses études,
couplant notamment la dermoscopie à des logiciels d’analyse d’image et d’apprentissage sta-
tistique [96, 107–109]. Hoffmann et al. [107] ont par exemple utilisé un réseau de neurones
artificiels classant les lésions pigmentées à partir de photos de dermoscopie après apprentis-
sage sur une base d’images issues de 13 centres de dermatologie. Le DermoGenius-Ultra, un
dermoscope développé par LINOS Photonics, permet quant à lui de calculer automatique-
ment les critères ABCD et a permis cliniquement une légère augmentation de sensibilité [108].
Ces techniques permettent notamment de réduire la subjectivité des analyses et d’assurer la
reproductibilité des résultats. De récentes études ont également montré que les résultats du
diagnostic automatique en matière de spécificité et de sensibilités égalaient dans certains cas
ceux des dermatologues professionnels [107, 108, 110] mais variaient encore fortement [111].
Le diagnostic automatique peut se révéler extrêmement utiles lorsqu’une analyse massive et
répétée d’images est nécessaire, comme dans les cas de naevi congénitaux. Feit et al. utilisent
ainsi une comparaison de photographies totales du corps pour détecter des lésions en évolution
ou l’apparition de nouvelles lésions [112].
Notons cependant que la majeure partie des critères utilisés dans les méthodes de diagnostic
automatique sont inspirés des algorithmes classiques mais ne fournissent pas d’explication quant
à l’origine des structures observées.
1.2 Modèles mathématiques en oncologie
Afin de développer des méthodes de diagnostic plus précises il est fondamental de mieux
comprendre les mécanismes contrôlant l’évolution des tumeurs de la peau pour tirer le maximum
d’information des structures observées par les différentes techniques d’imagerie.
La biologie moléculaire et cellulaire a apporté des progrès considérables en oncologie grâce
à une masse de données sur les constituants moléculaires et cellulaires impliqués dans la ge-
nèse et la progression du cancer [113–115]. Plus de 200 gènes intervenant dans ces processus
ont été identifiés [116] et la prise en charge du mélanome métastatique connait d’importantes
améliorations grâce au développement de traitements ciblés et d’immunothérapies issues de
ces recherches : le Vemurafenib cible ainsi une mutation de la protéine RAS présente dans
50% des mélanomes [117] et l’Ipilimumab stimule l’action des lymphocytes T en interagissant
avec CTLA-4, une molécule jouant un rôle central dans la régulation du système immunitaire
[118]. Dès 1889 Stephen Paget avait cependant noté que la genèse et l’évolution d’une tumeur
était fortement contrôlée par des interactions complexes avec son microenvironnement [23].
Ces interactions interviennent à l’échelle moléculaire (adhésion membranaire) jusqu’à celle du
tissu (inhomogénéité de diffusion des nutriments) et sur des durées allant de la seconde (voies de
transduction des signaux cellulaires) au mois (croissance tumorale) [119]. De tels systèmes com-
plexes peuvent avoir des comportements non intuitifs même si leurs constituants sont connus.
Ainsi le relatif échec clinique de promoteurs de l’adhésion cellulaire, pourtant prometteurs pour
limiter le potentiel d’invasion et de métastase des cellules cancéreuses, a été imputé à une
mauvaise compréhension des relations complexes entre les protéases et la progression tumorale
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[120]. Lowenstein et Castro [121] remarquent ainsi que la plupart des essais cliniques de phase
III sont des échecs dus à un manque de robustesse des résultats précliniques lorsqu’ils sont
reproduits dans des environnements variés et indiquent un besoin actuel en modèles mathéma-
tique prédictifs. Pour prédire le comportement de ces systèmes, les données obtenues par des
approches réductionnistes devraient en effet être complétés par un travail de modélisation afin
d’identifier leurs comportements émergeants.
Une recherche sur PudMed montre que le nombre d’articles en oncologie faisant référence à
une modélisation mathématique est passé de 2.4% en 1991 à 8.6% en 2011 2, traduisant une prise
de conscience de l’importance de ces outils pour la prévention, le diagnostic et le traitement
du cancer. Suivant le type d’organe affecté, suivant la phase de progression et les questions
étudiées, des modèles très variés ont été utilisés [119, 122, 123]. Nous décrivons brièvement
différents modèles continus, stochastiques, discrets et hybrides développés dans le cadre des
tumeurs solides avasculaires et nous nous arrêtons plus longuement sur les modèles multiphases
que nous utilisons dans une grande partie de ce travail.
1.2.1 Aperçu historique
1.2.1.1 Modèles continus
Figure 1.12 – (a) Section d’un carcinomes des bronches avec un coeur nécrotique (zone blanche)
entouré d’une couche de cellule cancéreuses (couche sombre) de 100µm d’épaisseur. Image tirée de [124].
(b) Croissance d’une tumeur sphéroide avasculaire selon le modèle de Greenspan [125]. Image tirée de [126].
Bilan de masse global et notion d’état dormant Les premiers modèles développés sur
les tumeurs solides se sont principalement intéressé à la dynamique de leur croissance [124, 125,
127–130]. Mayneord note dès 1932 [131] que durant une longue période le diamètre d’une tumeur
2. http ://www.ncbi.nlm.nih.gov/pubmed. Le nombre d’articles en oncologie a été déterminé en utilisant les
mots clés ’cancer’ et ’tumour’. Le nombre d’articles faisant référence à une modélisation mathématique a été
déterminé en ajoutant les mots clés ’modeling’ et ’mathematical model’. Recherche réalisée le 29 juin 2012.
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semble augmenter linéairement avec le temps, en contradiction apparente avec l’idée d’une
prolifération exponentielle des cellules cancéreuses. Pour expliquer ce phénomène il propose
le premier un modèle où la croissance cellulaire est confinée dans la partie périphérique de la
tumeur. Ce modèle est complété en 1955 par Thomlinson et Gray [124] qui expliquent la présence
d’un coeur nécrotique dans des carcinomes des bronches par un gradient de concentration
d’oxygène entre la périphérie et le centre de ces tumeurs cylindriques. En l’absence de coeur
nécrotique (taux d’oxygène suffisant pour assurer la survie des cellules) et en supposant un
taux de consommation d’oxygène δn constant, leur modèle donne la concentration en oxygène
n(r) à une distance r du centre
n(r) = n0 − δn4Dn (R
2 − r2), (1.1)
avec n0 la concentration à la surface, Dn le coefficient de diffusion de l’oxygène et R le rayon
de la tumeur. Pour un rayon R > Rcrit =
√
4Dnc0/δn ≈ 200µm la concentration tombe à zéro
au centre de la tumeur et un coeur nécrotique apparait (voir la figure 1.12). Ce modèle de
croissance limité par diffusion fut encore développé par Burton [127] puis Greenspann en 1972
[125]. En introduisant l’existence d’une couche de cellules quiescentes (taux de prolifération
nul), causé par la présence d’inhibiteurs de croissance et de déchets cellulaires, le modèle de ce
dernier parvient à expliquer la saturation de la croissance de la plupart des tumeurs lorsque leur
taille atteint le millimètre (état dormant). En notant R le rayon de la tumeur, n la concentration
en nutriments et m la concentration en inhibiteurs, le modèle de Greenspan s’écrit [125]
3R2dR
dt
= Γ(R3 −R3g)− δR2i ,
1
r2
∂
∂r
r2
∂
∂r
n = δn
Dn
H(r −Ri)H(R− r),
1
r2
∂
∂r
r2
∂
∂r
m = γi
Di
H(Ri − r),
avec Γ le taux de prolifération cellulaire, Ri le rayon du coeur nécrotique, Rg le rayon exté-
rieur de la zone quiescente, δ le taux de mort cellulaire dans le coeur nécrotique, γi le taux
de production d’inhibiteurs par les cellules, Di le coefficient de diffusion des inhibiteurs,H la
fonction de Heaviside et les conditions aux limites m(R) = 0, m(Rg) = βi (seuil d’inhibition
de la prolifération), n(R) = n0, n(Ri) = ni (seuil de mort cellulaire). La première équation
traduit la variation de volume de la tumeur, avec une couche proliférante en croissance et un
coeur nécrotique en contraction, et les deux dernières les concentrations d’équilibre en oxygène
et en inhibiteur dans la tumeur. L’annulation du membre de droite de la première équation
donne le rayon stationnaire de la tumeur (figure 1.12). Notons que cet état stationnaire est
dynamique, la croissance de cellules dans la couche externe et leur mort dans le coeur nécro-
tique entrainant un flux de cellules vers le centre du sphéroïde. La notion d’état dormant a
été caractérisé expérimentalement par Folkman et Hochberg en 1973 [132]. En cultivant des
sphéroïdes de cellules de mélanome dans un gel d’agar saturé en nutriments ils découvrent que
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Figure 1.13 – (a) Coupe d’un sphéroïde de cellules tumorales cultivées in vitro ayant atteint un diamètre
dormant de 1mm en 20 jours. On peut observer la présence d’un coeur nécrotique. Image tirée de [132]. (b)
modèle de croissance hydrodynamique.
les colonies atteignent un diamètre maximal de 3 − 4mm et que dans cet état stationnaire
les cellules marqués à la surface migrent vers le centre nécrotique validant ainsi le modèle de
Greenspan (figure 1.13). Sutherland et al. trouvent également en 1971 que la prolifération des
cellules diminue progressivement vers l’intérieur des sphéroïdes [133].
Modèles hydrodynamiques homogènes Basé sur ces observations et les travaux précur-
seurs de Greenspan de nombreux modèles hydrodynamiques de croissance de tumeur avasculaire
ont été développés [134–137] permettant de comprendre la dynamique interne de la tumeur.
Suivant Lowengrub et al. [123] nous donnons ici un cadre théorique typique de ces modèles.
Notons Ω le volume de la tumeur (éventuellement divisé en plusieurs régions Ωi [125, 134])
et ∂Ω sa frontière avec le tissu environnant (figure 1.13). En supposant une densité cellulaire
uniforme et l’équilibre de diffusion sur Ω l’évolution de la tumeur est donnée par
v = −K∇p, p = γκ sur ∂Ω, (1.2)
∇ · v = Γ, V = n · v sur ∂Ω, (1.3)
Dn∆n+ S = 0, n = next sur ∂Ω, (1.4)
avec v la vitesse des cellules tumorales, K la mobilité cellulaire, p la pression hydrostatique, γ
la tension de surface de l’interface due à la différence d’adhésion entre cellules tumorales avec
leurs homologues et avec l’environnement extérieur, κ la courbure moyenne de l’interface ∂Ω, Γ
la variation locale de volume de cellules due à la prolifération et la mort cellulaire 3 , V la vitesse
normale de l’interface, n la normale extérieure à l’interface, n la concentration en nutriment, S
3. Dans le cas d’une croissance limitée par diffusion il est souvent choisit Γ = an− δ [123]. Cette croissance
non uniforme incluant un terme d’apoptose δ uniforme dans la tumeur a été introduit par McElwain et Morris
en 1978 [138] suite aux expériences de Sutherland et Durand [139] montrant qu’un état dormant pouvait être
atteint sans apparition d’une zone nécrotique centrale.
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Figure 1.14 – Destabilisation d’un sphéroïde dans le modèle de Li et al. [148].
la consommation en nutriments par les cellules tumorales 4 et next la concentration en nutriments
à la frontière de la tumeur. La vitesse des cellules ici donnée par la loi de Darcy (equation 1.2)
est représentée dans certains modèles par une loi de Stokes [141] (−νδv +∇p − (ν/3)∇Γ =
0 avec ν la viscosité du milieu) ou de Darcy-Stokes [142] (v − ∆v = −K∇p avec  une
constante associée à la viscosité du milieu [143]). Ces modèles permettent de rendre compte
des différents régimes de croissance des sphéroïdes et de l’apparition d’un état stationnaire à
symétrie sphérique lorsque
∫
Ω ΓdΩ = 0 (compensation entre prolifération et mort cellulaire),
associé à un déplacement des cellules depuis la périphérie jusqu’au centre [134, 144, 145].
Instabilités hydrodynamiques La géométrie sphérique limitant la croissance des tumeurs,
la stabilité de cette forme est étudiée dès 1976 par Greenspan [134]. Il montre que lorsque le
sphéroïde dépasse un rayon critique les effets stabilisant de la tension de surface (adhésion cellu-
laire) ne compensent plus les effets déstabilisant de la mort cellulaire dans le centre nécrotique
et la tumeur se déstabilise, pouvant expliquer ainsi la fragmentation des sphéroïdes observée
dans certaines expériences de Sutherland et al. [133] et un possible mécanisme d’invasion. Dans
le cadre de ces modèles hydrodynamiques, cette instabilité a été depuis retrouvée dans plusieurs
géométries par analyse de stabilité linéaire [146, 147] et son régime développé a été récemment
étudiée numériquement par Lowengrub et al. [136, 148].
Influence des contraintes mécaniques et modèles élastiques En 1997, le groupe de
Rakesh Jain au Massachusetts General Hospital [149] font croître des sphéroïdes de cellules tu-
morales dans des gels d’agar de différente rigidité. Les sphéroïdes placés dans les environnements
les plus rigides atteignent des états dormant de plus petit diamètre, démontrant ainsi l’effet
inhibiteur des contraintes solides sur la croissance. Plusieurs études montrent également par la
suite l’existence d’une surpression importante au centre des tumeurs solides [150, 151], pouvant
notamment nuire à la pénétration d’agents thérapeutiques. Ce dernier phénomène avait été
prédit par Shannon et Rubinsky [152] : en utilisant un modèle d’élasticité linéaire, ils montrent
4. Dans le cas d’une tumeur avasculaire il est souvent choisit S = −δnn. Une consommation en oxygène
proportionnel à la concentration en oxygène fut introduite par Deakin [140] suite aux expériences de Sutherland
et Durand [139] montrant une inconsistance avec le modèle de Greenspan. Une telle relation est bien justifiée
lorsque la concentration en oxygène est faible (figure 1.21)
28
1.1.2 Modèles mathématiques en oncologie
Figure 1.15 – (a) Dans la théorie de croissance élastique de Rodriguez et al. [161] le tenseur de
déformation F est décomposé entre un tenseur de croissance pur G, amenant le système dans un état non
stressé mais éventuellement incompatible avec l’intégrité du solide (brisure ou superposition) et avec les
conditions aux limites, et un tenseur de déformation élastique Fn amenant le système dans son état courant.
Figure tirée de [163]. (b) Ambrosi et Preziosi [164] ajoutent une étape supplémentaire dans leur modèle
pour prendre en compte la réorganisation cellulaire.
que tout processus de croissance non homogène d’une masse tumorale à symétrie sphérique
conduit à l’apparition de contraintes mécaniques résiduelles. Les réseaux de fibres formant les
squelettes des cellules et les matrices extracellulaires confèrent en effet un comportement élas-
tique aux tissus vivants. Les contraintes mécaniques, générés notamment par les processus de
croissance, jouent un rôle important dans leur homéostasie et leur formation. Ces forces sont
ressenties par les cellules à travers les molécules d’adhésion décrites dans le paragraphe 1.1.1.4
et influencent notamment le taux de prolifération cellulaire [35] ou la polarisation des divisions
cellulaires [153]. Ces observations sont accompagnées par le développement de modèles prenant
en compte les effets des contraintes mécaniques sur l’évolution tumorale [123, 154], plusieurs
types de rhéologie étant envisagés : poroélasticité [155], viscoélasticité [156] ou élasticité non
linéaire [157–160]. La théorie de croissance élastique développée par Rodriguez et al. [161] four-
nit un cadre fécond pour ces derniers modèles [162] : le tenseur de déformation F 5 du solide est
décomposé entre un tenseur de croissance G (variation de volume dû à la croissance et la mort
des cellules) et un tenseur élastique Fn (contraintes mécaniques au cours de la croissance)
F = FnG, (1.5)
comme représenté figure 1.15. La croissance peut éventuellement être prise isotrope (G = gI) et
le solide souvent supposé incompressible dans le cas de tissus vivants principalements composés
d’eau (det(Fn) = 1). En supposant l’inertie du système négligeable, l’équilibre mécanique du
tissu impose
∇ · T = 0, Tn = t, (1.6)
5. Par définition Fij = ∂xi/∂Xj avec X repérant les points du solide dans l’état initial Ω0 et x dans l’état
courant Ωt [162].
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avec T le tenseur des contraintes de Cauchy et t les contraintes éventuellement appliquées
sur la frontière de la tumeur. Ambrosi et Mollica [159] introduisent ainsi un modèle élastique
avec diffusion de nutriment limitant la croissance et retrouvent qualitativement la dynamique
de croissance des sphéroïdes. Un modèle élastique de croissance de mélanome dans l’épiderme
est également développé par Dervaux et Ben Amar [160]. Considérant une tumeur à symétrie
circulaire et une croissance localisée dans une couche externe d’épaisseur l ils montrent l’exis-
tence d’une instabilité de croissance élastique au-delà d’un taux de croissance critique. Cette
instabilité conduisant à la brisure de la symétrie circulaire et à l’apparition d’ondulations sur
le contour de la tumeur elle fournit un mécanisme possible pour l’apparition des irrégularités
de contour et l’aspect asymétrique observés dans les mélanomes.
L’existence de contraintes mécaniques résiduelles est très bien établie dans le cas des artères
et jouent un rôle important dans leur bon fonctionnement [165, 166]. Dans le cas des tumeurs
cette notion est cependant moins claire, les cellules tumorales proliférant de manière anarchique
et la matrice extracellulaire étant constamment dégradée et resynthétisée. Ainsi la définition
d’un état de référence dans les modèles purement élastiques est problématique. Pour prendre
en compte la réorganisation des liaisons au sein du tissu, Ambrosi et Preziosi [164] ajoutent au
cadre théorique précédant une étape de déformation plastique Fp (figure 1.15)
F = FnFpG. (1.7)
Dans la limite d’une réorganisation rapide par rapport au processus de croissance ils retrouvent
un comportement fluide de la tumeur. Un résultat similaire est obtenu par Ranft et al. [167]
dans un modèle continu incluant un processus stochastique de division et d’apoptose. Dans ce
modèle une masse multicellulaire a un comportement effectif de fluide viscoélastique avec un
temps de relaxation fixé par le taux de prolifération cellulaire.
Dans le cas des lésions mélanocytaires confinées dans l’épiderme, les temps de croissance sont
longs (mois ou années) par rapport aux divisions cellulaires (heures ou jours), la prolifération
tumorale est désorganisée et le tissu ne possède pas de matrice extracellulaire. Tout en gardant
à l’esprit l’existence possible d’effets élastiques, les modèles que nous utilisons dans ce travail
seront donc basés sur une description fluide des tumeurs.
Modèles stochastiques Dans les systèmes biologiques les fluctuations aléatoires sont éga-
lement fondamentales pour de nombreux processus (évolution génétique d’une population de
cellules, transduction de signal, dynamique de systèmes de petite taille). Wette et al. [168, 169]
propose ainsi en 1974 un modèle de croissance de tumeur solide basé sur une équation de
Fokker-Planck avec un processus stochastique de mitose et d’apoptose. Cette approche est dé-
veloppée par Ranft et al. [167] pour déterminer notamment les fluctuations de vitesse et de
densité des cellules et le coefficient de diffusion d’une cellule isolée au sein de la tumeur. En
analogie avec la théorie de nucléation, Basan et al. [137] montrent également en prenant en
compte une tension de surface entre cellules saines et cellules cancéreuses que le diamètre dor-
mant est ’thermodynamiquement’ instable et que des fluctuations du nombre de cellules dans
cet état peuvent permettre à la tumeur de continuer son expansion. Notons cependant que ce
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Figure 1.16 – Instabilité établie par Dervaux et Ben Amar [160] lorsque la croissance d’une masse
élastique est localisée dans sa partie externe. Expérience de gonflage d’un gel (haut) et prédictions théoriques
dans un modèle élastique (bas). Figures tirées de [162].
dernier modèle inclut uniquement une inhibition de la prolifération par contact (proportionnel
à la concentration locale en cellules) et ne prend pas en compte l’influence de la concentration
de molécule diffusant dans le milieu.
1.2.1.2 Modèles discrets
Il est maintenant bien établi que loin de constituer des ensembles monoclonaux issus d’une
cellule renégate [170] les tumeurs sont formées d’une population hétérogène présentant des
variations génétiques et épigénétiques [171]. Des essais de transplantation de cellules issues
de cancer du sein [172], du cerveau [173] et du colon [174] sur des souris immunodéficientes
montrent ainsi qu’une petite partie seulement de cette population possède le potentiel de régé-
nérer une tumeur. De manière similaire aux cellules souches de tissus sains, ces cellules souches
cancéreuses peuvent engendrer une variété de cellules différenciées [175]. Afin d’améliorer les
méthodes de traitement et de diagnostic une meilleure compréhension de l’influence de cette
population hétérogène est également nécessaire [171].
Les modèles discrets décrivent la dynamique de la tumeur au niveau des cellules indivi-
duelles, en incluant éventuellement des champs continus tels qu’une concentration en nutri-
ments. Ils permettent ainsi d’étudier l’effet de cette hétérogénéité et également de prendre en
compte précisément les interactions et cycles cellulaires. Ces modèles sont revus en détail par
Lowengrub et al. [123], Drasdo [180] et Roose et al. [126] et peuvent être regroupés entre modèles
sur grille (automates cellulaires [181, 182], modèles de Potts généralisés [177, 178], méthode de
Boltzmann sur grille [183]) et modèles sans grille (de type dynamique moléculaire, les parti-
cules pouvant représenter les cellules [184] ou leur membrane discrétisée [185]). Dans le modèle
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Figure 1.17 – (a,b) Expérience de Townes et Holtfreter [176]. (a) Des cellules d’embryon d’amphibien
sont dissociés. (b) L’adhésion des cellules entraine leur réagrégation et les différences d’adhésion entre
types cellulaires entraine la réorganisation du tissu (ici cellules épidermales en noir et cellules de la plaque
médullaire en blanc). (c,d) Simulation de Graner et Glazier [177] étudiant cette séparation de phase avec
un modèle de Potts généralisé.
d’Anderson et al. [181, 182] les cellules effectuent une marche aléatoire sur un réseau carré,
biaisé par la concentration en matrice extracellulaire (haptotaxie). Elles suivent un programme
interne (mitose, vieillissement, apoptose, migration) influencé par la concentration en oxygène
et le nombre de cellules voisines et peuvent acquérir des mutations de manière aléatoire. Les
auteurs montrent ainsi qu’un microenvironnement défavorable (hypoxique, matrice extracellu-
laire hétérogène) exerce une forte pression de sélection, favorisant l’expansion des phénotypes
les plus agressifs (prolifération importante et faible adhésion entre cellules), et conduit à des
morphologies plus invasives. Dans le modèle de Graner et Glazier [177, 178] chaque cellule est
un objet étendu représenté par une zone de même spin σ correspondant à l’indice de la cellule
(σ = 1..N). L’évolution du système est donné par une méthode de Monte Carlo en utilisant
l’Hamiltonien
H =
∑
(i,j)
J(τ(σi), τ(σj))(1−δσi,σj)+
∑
σ
λV (τ(σ))(V (σ)−Vt(σ))2+λS(τ(σ))(S(σ)−St(σ))2, (1.8)
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Figure 1.18 – Schéma de diagramme de phase pour le modèle de Graner et Glazier [178] en analogie
avec les modèles de solidification directionnelle [179].
avec (i, j) les indices de points voisins sur le réseau, τ identifiant le type de la cellule σ, J(τ1, τ2)
l’énergie d’adhésion entre cellules de type τ1 et τ2, λV l’énergie associée à la variation de volume
de la cellule, λS l’énergie associée à la variation de la surface de la cellule, Vt le volume moyen
de la cellule à l’instant t dont l’évolution éventuelle est donnée par la concentration locale
en nutriments, la cellule se divisant lorsqu’elle atteint deux fois son volume initial, et St la
surface moyenne de la cellule pour imposer une forme proche de la sphère. Graner et Glazier
[177] ont utilisé ce modèle pour étudier la séparation de phase entre cellules de différent type
par le mécanisme d’adhésion différentiel identifié par Townes et Holtfreter [176] (figure 1.17).
En se basant sur les similarités de leur modèle avec les modèles de solidification directionnelle
[179] ils développent également un diagramme de phase des morphologies de croissance (figure
1.18) avec comme paramètres de contrôle l’adhésion entre cellules (tension de surface) et le
rapport entre les taux de prolifération cellulaire et de diffusion de nutriments (G) [178]. Les
résultats obtenus par les description discrète [186] et continue pour la croissance de sphéroïdes
ont été comparé par Byrne et Drasdo [187]. Ils montrent que le modèle de Drasdo et Hoehme
[186], où les cellules sont des particules isotropes, élastiques et adhésives diffusant dans un
espace continu 6, conduit à la même dynamique de croissance que les modèles continus issus
des travaux de Greenspan (equations 1.2 et 1.3).
6. Le modèle de Drasdo et Hoehme [186] a été implémenté dans le logiciel CellSys [184].
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Les modèles discrets sont cependant limités par leur grand nombre de paramètres et né-
cessitent le recourt quasi-systématique à des simulations numériques, rendant plus difficile la
compréhension de la dynamique des systèmes modélisés. Leur grand nombre de variables est
également limitant pour la simulation de systèmes de grande taille (tel qu’un mélanome de
6mm de diamètre). Notons cependant le développement récent de modèles hybrides [188] adop-
tant une description des cellules à la fois discrète (mécanismes intracellulaires, hétérogénéité de
la population) et continue (densité cellulaire, mécanique des milieux continus) permettant de
joindre l’échelle des molécules et des tissus.
1.2.2 Modèles multiphases
Dans les modèles continus homogènes les termes de source et de puit de matière liés à la
prolifération cellulaire (terme Γ dans l’équation 1.3) impliquent l’existence d’une autre phase
fournissant ou absorbant cette matière et qui n’est pas modélisée explicitement. Un tissu vivant
comprend en effet localement des constituants de différentes natures (cellules de plusieurs types,
liquide extracellulaire, matrice extracellulaire, vasculature...). Ces éléments peuvent localement
occuper différentes fractions de l’espace et avoir des déplacements différents. Il existe également
entre ces différentes phases des échanges de matière (croissance ou mort cellulaire, synthèse
ou dégradation de matrice extracellulaire) et des interactions mécaniques (traînée visqueuse,
adhésion des cellules sur la matrice extracellulaire). En se plaçant à une échelle plus grande que
ces hétérogénéités la théorie des mélanges permet une description continue du système complet
(comprenant potentiellement l’ensemble des phases constituant le tissu) sans avoir besoin de
définir des interfaces entre les différentes phases.
La théorie des mélanges se développe à partir des travaux précurseurs de Truesdell sur
la mécanique des mélanges fluides dans les années 1960 [189, 190]. La théorie est complétée
quelques années plus tard notamment par Müller [191] pour donner le cadre thermodynamique
moderne des modèles multiphases. Elle connait d’important succès pour la description des mi-
lieux granulaires [192], des mélanges diélectriques [193] ou encore des systèmes météorologiques
[194]. En 1998 Please et al. [195, 196] introduisent des termes d’échange de masse spécifiques
des processus de croissance biologique et appliquent la théorie des mélanges à la croissance des
tumeurs pour comprendre notamment la dynamique de la masse cellulaire perdue dans le centre
nécrotique des sphéroïdes. Ce modèle a été par la suite développé pour prendre en compte le
bilan et l’équilibre complet des forces interphasiques [197, 198], l’inhibition de croissance par
les contraintes mécaniques [199] et la présence éventuelle de phases solides et de contraintes
résiduelles [200–202].
On introduit maintenant les concepts et le formalisme des modèles multiphases utilisé dans
la suite de ce travail.
1.2.2.1 Conservation de la masse
Tous les champs du modèle sont décrits dans une référence Eulérienne et dépendent expli-
citement d’une variable d’espace x ∈ Ωt et d’une variable de temps t. Le domaine de définition
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Figure 1.19 – Dans la théorie des mélanges, les diffé-
rents constituants du tissus sont décrit par leur fraction
volumique locale φi(x) = dVi(x)/dV (x) et leur vitesse
locale vi.
Ωt de la tumeur peut être dépendant du temps (invasion des tissus voisins). On considère au-
tour de chaque point x un volume dV (x) grand devant la taille des constituants mais petit
devant la taille du système. On note φi(x) = dVi(x)/dV (x) la fraction volumique occupée par
les constituants de la phase i et vi leur vitesse moyenne sur dV (x). L’ensemble des phases
i = 1..N remplit l’intégralité de l’espace, imposant la relation de saturation du mélange
N∑
i=1
φi = 1. (1.9)
Les tissus vivants étant principalement constitués d’eau, on suppose la masse volumique des
constituants égale à celle de l’eau ρ et l’incompressibilité du mélange s’écrit alors :
∇ ·
(
N∑
i=1
φivi
)
= 0. (1.10)
Considérons V ⊂ Ωt un volume fixé, la variation de la masse Mi = ∫Ω ρφidΩ de constituants de
la phase i contenue dans V est donnée par
dMi
dt
= −
∮
∂V
ρφivi · ndS +
∫
V
ρΓidV, (1.11)
avec n la normale à la surface ∂V du volume V et ρiΓi un terme d’échange de masse dû aux
processus biologiques de croissance, mort, synthèse ou dégradation. Dans certains modèles un
terme de diffusion est ajouté pour prendre en compte la motilité des cellules [123]. En appliquant
le théorème de Green-Ostrogradski l’équation 1.11 peut être réécrite∫
V
∂ρφi
∂t
dV =
∫
V
[−∇ · (ρφivi) + ρΓi] dV. (1.12)
Le volume V étant arbitraire cette relation implique
∂φi
∂t
+∇ · (φivi) = Γi, i = 1..N. (1.13)
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En sommant ces équations pour i = 1..N , les hypothèses de saturation et d’incompressibilité
(équations 1.9 et 1.10) donnent alors la conservation de la masse dans le système
N∑
i=1
Γi = 0. (1.14)
Le tissu contient également des facteurs chimiques en concentration cj (nutriments, inhibi-
teurs de croissance) dissous dans le liquide interstitiel et satisfaisant une équation d’advection-
réaction-diffusion
∂cj
∂t
+∇ · (cjvl) =∇ · (Dj∇cj) + Sj, j = 1..N ′, (1.15)
avec vl la vitesse du liquide interstitiel, Dj le coefficient de diffusion du facteur j et Sj un
terme algébrique de consommation (< 0), de production (> 0) ou dégradation (< 0). Lorsque
l’évolution du système est lente on pourra supposer l’équilibre de diffusion et négliger le membre
de gauche de l’équation 1.15.
1.2.2.2 Equilibre mécanique
Nous considérons ici la situation où la croissance du système est lente par rapport au temps
de réorganisation du tissu, chaque phase pouvant être traitée comme un fluide (voir la discussion
dans l’avant dernier paragraphe de la section 1.2.1.1). Les interactions entre les constituants du
tissus, discutés section 1.1.1.4, peuvent être supposés faiblement non locales et l’énergie libre
de chaque phase peut être développée au premier ordre [203]
Fi =
∫
Ω
ψ(φ1, ..φN) + N∑
j=1
2ij
2 |∇φj|
2
 dΩ, (1.16)
avec ψ l’énergie libre volumique pour un tissu uniforme et le terme ij pouvant être interprété
comme une tension de surface entre les phases et pénalisant les forts gradients de composition.
Pour prendre en compte les effets de chimiotaxie, certains modèles ajoutent également un terme
dépendant des concentrations cj [204] non considéré ici.
Principe variationnel Afin de déterminer la dynamique hors équilibre du système on suit
ici l’approche développée par Doi et Onuki [205] basée sur une formulation variationnelle.
Pour introduire ce concept considérons d’abord un système décrit par des variables thermo-
dynamiques {xi}Ni=1 et une énergie libre F . A l’équilibre thermodynamique dF/dt = 0 =∑N
i=1(∂F/∂xi)(dxi/dt). Proche de l’équilibre, lorsque les forces thermodynamiques (∂F/∂xi)
varient lentement, une approximation quasi-stationnaire permet de montrer qu’il existe une
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relation linéaire entre vitesses et forces [206]
dxi
dt
= −
N∑
j=1
Lij
∂F
∂xi
. (1.17)
En notant (Mij) la matrice inverse de (Lij) (
∑N
j=1MijLjk = δik) cette relation peut être inversée
−∂F
∂xi
=
N∑
j=1
Mij
dxj
dt
. (1.18)
Cette dernière relation peut être reformulée en utilisant un principe variationnel. On introduit
pour cela les fonctions
W =
N∑
i=1
N∑
j=1
dxi
dt
Mij
dxj
dt
, (1.19)
R = 12W +
dF
dt
= 12
N∑
i=1
N∑
j=1
dxi
dt
Mij
dxj
dt
+
N∑
i=1
∂F
∂xi
dxi
dt
, (1.20)
et l’équation 1.18 est alors obtenue en minimisant R par rapport aux vitesses dxi/dt. La fonction
W représente l’énergie dissipée par le système et est généralement appelée fonction de dissi-
pation [205, 207]. Cette méthode variationnelle peut être vue comme une forme du "‘principe
du minimum de dissipation d’énergie"’ proposé par Onsager [207] qui peut être défini ainsi :
la dynamique du système minimise la dissipation d’énergie moins la variation d’entropie 7. Ce
principe variationnel définit un équilibre entre les forces de dissipation visqueuses, obtenues
à partir de W , et les forces élastiques, obtenues à partir de dF/dt. Doi et Onuki appliquent
ce principe aux modèles multiphases, les vitesses dxi/dt correspondant alors aux champs de
vitesses vi et la dissipation pouvant être écrite
W =
N∑
i=1
∫
Ω
 N∑
j=1
(
Mij
2 (vi − vj)
2
)
+ νi(∇ · vi)2
 dΩ. (1.21)
Le premier terme correspond à la dissipation d’énergie par friction entre les phases, causée par
exemple par la trainée visqueuse de cellules se déplaçant relativement à un fluide extracellu-
laire, avec Mij les constantes de frictions. Le second terme représente la dissipation d’énergie
causée par les gradients de vitesses dans chaque phase, avec νi la viscosité de phase i. Pour le
système biologique étudié ici on verra que le second terme est négligeable devant le premier. En
utilisant le principe variationnel de Rayleigh, on peut montrer que la dynamique suramortie du
système peut être déterminée en minimisant R par rapport aux variables vi, les termes de bord
étant pris nuls à l’infini. La contrainte d’incompressibilité (équation 1.10) est prise en compte
7. Les principes variationnels en thermodynamique hors d’équilibre sont un sujet déliquat, non universelle-
ment applicables, et nous renvoyons le lecteur intéressé aux articles de Onsager [207], de Doi [208] et de Doi et
Onuki [205]
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en ajoutant un multiplicateur de Lagrange p qui sera identifié à la pression interstitielle. En
utilisant l’équation 1.13 le "Rayleighien" peut alors être écrit
R =
N∑
i=1
∫
Ω
 N∑
j=1
(
Mi,j
4 (vi − vj)
2
)
+ νi2 (∇ · vi)
2
︸ ︷︷ ︸
dissipation
+
N∑
j=1
(
∂ψi
∂φj
− 2ij∆φj
)
(−∇ · (φjvj) + Γj)︸ ︷︷ ︸
variation d’énergie libre
− p∇ · (φivi)︸ ︷︷ ︸
incompressibilité
dΩ. (1.22)
Les équations correspondant à l’équilibre des forces dans chaque phase sont obtenues par mi-
nimisation de cette fonctionnelle par rapport à vi
N∑
j=1
Mi,j(vi − vj) + νi∆vi︸ ︷︷ ︸
forces visqueuses
+
N∑
j=1
φj∇
(
∂ψi
∂φj
− 2ij∆φj
)
︸ ︷︷ ︸
Contraintes mécaniques
+ φi∇p︸ ︷︷ ︸
Pression hydrostatique
= 0. (1.23)
Le liquide interstitiel peut être considéré inviscide [204, 209] et l’équilibre des forces dans cette
phase liquide l se simplifie
N∑
j=1
Ml,j(vl − vj) + φl∇p = 0. (1.24)
Comme remarqué par Ambrosi et Preziosi [210] la contrainte d’incompressibilité (équation
1.10) n’est pas suffisante pour déterminer toutes les variables du système et une hypothèse
supplémentaire sur les vitesses est nécessaire. Une possibilité consiste à supposer nulle la vitesse
totale du mélange [123, 211] :
v =
N∑
i=1
φivi = 0. (1.25)
Cette solution satisfait la contrainte d’incompressibilité et est physiquement justifiable pour un
mélange très visqueux lorsque les forces extérieures sur le volume et la surface du système sont
négligées. La vitesse du liquide interstitiel est alors donné par
vl =
−1
φl
∑
i 6=l
φivi. (1.26)
1.2.2.3 Mélange à deux phases
Pour plus de simplicité et dans l’objectif d’adapter ce modèle à la croissance tumorale dans
l’épiderme on considéra dans ce travail le cas d’un mélange à deux phases avec deux types de
facteurs chimiques : une phase cellulaire, repérée par l’indice c, correspondant aux mélanocytes
et une phase liquide, repérée par l’indice l, correspondant au fluide interstitiel, des nutriments
en concentration n et des facteurs inhibiteurs de croissance en concentrationm. La phase liquide
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contient éventuellement d’autres phases cellulaires qui ne sont pas décrites explicitement ici.
Un modèle plus détaillé comprenant également une phase pour les kératinocytes et une phase
pour la membrane basale a été développé par Ciarletta et al. [212]. On verra cependant que
de nombreux mécanismes de morphogénèse peuvent être compris avec le modèle plus simple
considéré ici. Grâce à la contrainte d’incompressibilité φc + φl = 1 l’énergie libre de la phase
cellule peut être écrite comme fonction uniquement de φc sans perte de généralité. En choisissant
un taux de friction proportionnel au nombre de cellulesMc,l = Ml,c = τφc l’équilibre mécanique
des deux phases s’écrit
τφc(vc − vl) + φc∇
(
∂ψ
∂φc
− 2∆φc
)
− µφc∆vc + φc∇p = 0, (1.27)
τφc(vl − vc) + (1− φc)∇p = 0. (1.28)
où µ est la viscosité de la phase cellule définie dans l’équation 1.21. En utilisant l’équation 1.26
et en éliminant la pression p entre les équations 1.27 et 1.28, les équations donnant l’évolution
de la fraction volumique cellulaire φc et de la concentration en nutriments n et en inhibiteurs
m sont alors
∂φc
∂t
+∇ · (φcvc) = Γc, (1.29)
vc = K(φc)∇(−Σ(φc) + 2∆φc) + µK(φc)∆vc, (1.30)
∂n
∂t
+∇ · (nvl) =∇ · (Dn∇n) + Sn, (1.31)
∂m
∂t
+∇ · (mvl) =∇ · (Dm∇n) + Sm, (1.32)
avec Σ(φc) = ∂ψ/∂φc la pression exercée par les cellules et K(φc) = (1 − φc)2/τ . La fraction
volumique du liquide interstitiel φl est donné par la contrainte de saturation du mélange,
φl = 1 − φc, et sa vitesse par l’équation 1.26, vl = −(φc/φl)vc. Les expressions du terme de
pression Σ et des termes d’échange Γc, Sn et Sm sont discutés dans les sections 1.2.2.4 et 1.2.2.5.
Dans le cas des tumeurs cutanées les vitesses de croissance sont faibles, typiquement 0.3mm
par mois, et le terme de gauche des équations 1.31 et 1.32 sera pris égal à zéro dans la suite
(équilibre de diffusion).
1.2.2.4 Interactions mécaniques
Suivant Byrne et Preziosi [209] on fait ici les hypothèses suivantes sur les interactions cellu-
laires : (i) des cellules en contact adhèrent entre elles, (ii) pour être rapprochées au-delà d’une
distance seuil elles doivent être compressées, et (iii) les pressions rencontrées dans les tissus
biologiques ne permettent pas de compresser un amas de cellules au point qu’elles occupent
l’intégralité du volume, fermant totalement l’espace extracellulaire. On en déduit alors le com-
portement de la fonction Σ : (i) à faible densité cellulaire (φc < φe) étirer la phase cellulaire du
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Figure 1.20 – Représentation qualitative de la pres-
sion Σ exercé par les cellules en fonction de leur fraction
volumique φe. La cohérence physique du modèle impose
Σ < 0 à basse densité (adhésion entre cellules), Σ(0) = 0
et Σ > 0 à haute densité (répulsion stérique). On note
φe la fraction volumique d’équilibre (Σ(φe) = 0) et φ∗
le minimum de la pression Σ.
Attraction at
nite distance
Strong repulsion 
at high density
tissu demande un travail positif (Σ < 0), à très faible densité cellulaire (φc → 0) les amas de cel-
lules connectées ne percolent pas à travers le volume et la phase cellulaire peut être étirée sans
travail (Σ→ 0), (ii) au-delà d’une fraction volumique seuil (φc > φe) compresser la phase cellu-
laire demande un travail positif (Σ > 0), et (iii) pour atteindre des hautes fractions volumiques
(φc → 1) la phase cellulaire doit être fortement compressée (Σ → +∞). Ces considérations
définissent une fraction volumique d’équilibre φe telle que la phase cellulaire est à l’équilibre
mécanique (Σ(φe) = 0). L’attractivité des cellules à basse densité impose également l’existence
d’une région où la dérivée de la pression (notée Σφ = dΣ/dφc) est négative. Cette région sera
considérée unique et le minimum de Σ noté φ∗. Une pression Σ satisfaisant ces hypothèses est
représentée qualitativement figure 1.20. L’équation 1.30 donnant les déplacements de la phase
cellulaire peut être réécrite
vc = −K(φc)Σφ(φc)∇φc +K(φc)∇(2∆φc) + µK(φc)∆vc. (1.33)
Le premier terme du membre de droite peut être assimilé à un terme de diffusion 8 . Dans la
région où Σφ(φc) < 0 le coefficient de diffusion est négatif conduisant potentiellement à une
séparation de phase entre une région riche en cellules et une région composée uniquement de
fluide interstitiel (décomposition spinodale). Le terme  empêche cependant l’apparition d’une
discontinuité dans la solution et fixe l’épaisseur non nulle de la zone de transition en ces régions
[213]. Ces effets sont discuté en détails dans le chapitre 3.
1.2.2.5 Echange entre les constituants
Les champs φc, n et m sont couplés par des termes d’échange de masse Γc(φc, n,m) et de
consommation ou de synthèse Sn(φc, n,m), Sm(φc, n,m). En se basant sur des observations
expérimentales sur le mélanome nous donnons maintenant des expressions possibles pour ces
8. En prenant  = 0, µ = 0 et Γc = 0 les équations 1.29 et 1.30 peuvent être réécrite sous la forme d’une
équation de diffusion non linéaire
∂φc
∂t
=∇ · (K(φc)Σ′(φc)∇φc)
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Figure 1.21 – (a) Consommation en oxygène par des xénogreffes de tumeurs humaines sur souris en
fonction de leur alimentation en oxygène. La seconde courbe en partant du haut correspond à un mélanome.
Le taux de consommation de glucose en fonction du taux d’alimentation en glucose présente les mêmes
variations. Figure tirée de [214]. (b) Taux de prolifération de cellules de mélanome en fonction de leur densité
lors de la mise en culture. N0 et N4 représente respectivement le nombre de cellules à l’instant initial et
après 4 jours de culture. Les différentes courbes correspondent à différents nutriments dans le milieu de
culture : 2.5%FBS (cercle), 10%FBS (carré), CM170 (triangle) et CMMRC-5 (losange). Le sérum de veau
foetal (Fetal Bovine Serum - FBS) est le sérum le plus utilisé pour la culture in vitro de cellules eucaryotes.
Les milieux CM170 et CMMRC-5 ont été préconditionnés par un contact avec respectivement des cellules de
mélanome confluentes et des fibroblastes. Nous renvoyons à l’article de Ellem et Kay pour plus de précisions
[215].
termes de couplage, en discutant séparément croissance contrôlée par des nutriments, par des
facteurs d’inhibition ou par de l’inhibition de contact.
Influence des nutriments sur la prolifération Le maintien du métabolisme cellulaire
nécessite un certain nombre de nutriments vitaux, notamment l’oxygène, sans lesquels les cel-
lules ne peuvent rester en vie. L’inhibition de la croissance par manque de nutriments a été le
premier mécanisme proposé pour décrire la dynamique de croissance des tumeurs avasculaires
[124]. Le modèle de Greenspan [125] suppose l’existence d’une concentration seuil nseuil, les
cellules proliférant à un taux constant Γ0 > 0 pour une concentration en nutriments n ≥ nseuil
et mourant à un taux constant δ pour n < nseuil. Les expériences de Sutherland et Durand [139]
montrent cependant un taux non nul d’apoptose dans les zones riches en nutriments et que
l’arrêt de l’expansion d’une tumeur n’est pas toujours accompagné de l’apparition d’un coeur
nécrotique. Des essais de culture in vitro de cellules de mélanome montrent également que le
taux de prolifération augmente, plus ou moins linéairement, avec la concentration en sérum
[215]. Un choix simple compatible avec ces observations est donné par
Γc = γc(
n
ne
− δc)φc, (1.34)
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avec γc = 0.2− 0.67 jour−1 [215–217] et δc = 0.05− 1.65 [216, 217] les taux de prolifération et
d’apoptose dans la phase cellulaire et ne une concentration en nutriment typique de l’organe
considéré, dans l’épiderme la pression partielle en oxygène étant par exemple ne = 25−78mmHg
[45]. La création de masse est naturellement proportionnelle au nombre de cellules, en l’absence
d’inhibition de contact Γc est donc proportionnel à φc.
Consommation des nutriments Greenspan introduit initialement une consommation en
nutriments uniquement proportionnelle à la quantité de cellules Sn = −δnφc. Cette forme est
également incompatible avec les résultats des expériences de Sutherland et Durand [139]. En étu-
diant des xénogreffes de différents tissus, dont des mélanomes, Kallinowski et al. [214] montrent
que la consommation en nutriments varie en réalité linéairement avec leur concentration, pour
des concentrations faibles, puis sature à une valeur plateau (figure 1.21). L’environnement de
l’épiderme étant très hypoxique [45, 46] nous supposons nous trouver dans le régime linéaire et
posons
Sn = −δnφcn, (1.35)
avec δn = 1190− 3030 jour−1 [45, 218].
Influence des contraintes mécaniques sur la prolifération La prolifération initialement
exponentielle de cellules de mélanomes mises en cultures dans un milieu saturé en nutriments
sature lorsque les cellules arrivent à confluence. Ellem et Kay [215] montrent ainsi que le taux de
prolifération atteint un maximum autour d’une certaine densité puis décroit rapidement (figure
1.21). Les expériences de Helmlinger et al. [149] et de Puliafito et al. [35] montrent qu’on
retrouve ce phénomène dans les tumeurs avasculaires et que cette inhibition de la prolifération
cellulaire est en grande partie médiée par les contraintes mécaniques ressenties par les cellules.
Pour une croissance limitée par l’inhibition de contact nous avons donc
Γc = γc(Σ(φc)− Σ(φinhib))φc. (1.36)
Cette prolifération s’annule lorsque φc = φinhib (en choisissant une fonction telle que γc(0) =
0), représentant la fraction volumique homéostatique (l’apoptose compensant exactement les
divisions).
Inhibiteurs de croissance Finalement la prolifération cellulaire peut également dépendre
de la concentration de certains inhibiteurs de croissance, de cytokines ou de déchets cellulaires
toxiques. Tout comme dans le modèle de Greenspan [125] nous supposons que ces inhibiteurs
sont produits par les cellules à un taux constant δm. Ainsi
Sm = δmφc. (1.37)
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Dans le cas d’une croissance limitée par la présence d’inhibiteurs, on prendra comme pour les
nutriments une dépendance linéaire de la prolifération cellulaire
Γc = γc(1− m
me
)φc, (1.38)
avec me la concentration en inhibiteur telle que la prolifération nette des cellules s’annule.
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1.3 Paramètres biophysiques
Paramètre Valeur Référence
Epaisseur de l’épiderme h 100µm [1, 5]
dans les zones non glabres
Epaisseur de l’épiderme h 1mm [1, 5]
dans les zones glabres
Temps de migration des kératinocytes 30 jours [5]
depuis l’assise basale
Fraction volumique cellulaire φe 0.57− 0.87 [219, 220]
dans l’épiderme sain
Fraction volumique cellulaire φe 0.23 [58]
dans un carcinome basocellulaire
Taux de prolifération γ 0.2− 0.67 jour−1 [215–217]
de cellules de mélanomes
Taux de consommation en oxygène δn 1190− 3030 jour−1 [45, 218]
de la peau saine
Coefficient de diffusion de l’oxygène 39.7mm2. jour−1 [221]
parallèle aux couche épidermiques Dn
Coefficient de diffusion de l’oxygène 18.5− 26.6 mm2. jour−1 [45]
perpendiculaire aux couches Dzn
Pression partielle en oxygène 104 Pa [45]
dans la couche cornée nSC
Pression partielle en oxygène 3.33× 103 Pa [45]
dans la couche basale nbasal
Surpression typique χ générée 130− 3700Pa [219, 222, 223]
par les interactions cellule-cellule
Viscosité d’une phase cellule µ 300− 103 Pa.s [224]
Friction entre les phases cellules et liquides τ 103 − 1.2× 104mm−2 Pa. jour [220, 225]
Taux d’apoptose des cellules mélanomales 0.05− 1.65 [216, 217]
en l’abscence de nutriments δ
Tableau 1.2 – Paramètres biophysiques de la peau et des tumeurs solides issus ou déduits de la littérature.
Notons que les conditions de mesure de certains de ces paramètres sont éloignés des conditions in vivo dans
la peau humaine et ces valeurs doivent être prises comme des ordres de grandeur plus que comme des
mesures précises.
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Irrégularités de contour
La régularité et la symétrie du contour d’une lésion est un critère morphologique important
pour le diagnostic différentiel des mélanomes et des naevi, utilisé par exemple dans la règle
ABCDE. Qu’un mélanome apparaisse de novo ou sur un naevus préexistant il existe donc un
mécanisme permettant de briser la symétrie circulaire de la lésion lors de son évolution. On
s’intéresse dans ce chapitre à relier l’évolution et la morphologie d’une tumeur confinée dans
l’épiderme aux propriétés des cellules et du microenvironnement qui composent le tissu, en
s’arrêtant particulièrement sur la possibilité du développement d’une instabilité sur le contour
d’une tumeur initialement circulaire.
Afin de prendre en compte la complexité du tissu on se place dans le cadre de la théorie des
mélanges et on considère un modèle avec deux phases fluides. Dans la partie 2.1 on prend en
compte la géométrie mince de l’épiderme pour développer un modèle à deux dimensions dans
une limite de lubrification. Dans la partie 2.2 on introduit une méthode d’analyse de stabilité
linéaire basée sur une analyse WKB permettant d’étudier les instabilités de contour dans ce
type de modèle multiphase. Les résultats analytiques obtenus sont comparés aux observations
cliniques dans la partie 2.3.
2.1 Modèle en couche mince
2.1.1 Modèle à deux phases
Considérons un modèle à deux phases prenant en compte les deux principaux constituants
d’un mélanome confiné dans l’épiderme, le fluide interstitiel (indice l) et les cellules cancéreuses
(indice c). Les kératinocytes présents dans le système sont supposés dispersés dans la phase
fluide interstitielle et leur influence est négligée dans ce modèle simple. L’épiderme est représenté
par une couche mince comprise entre la membrane basale (z = 0) et la couche cornée (z = h).
Cette couche est supposée plane dans ce chapitre, les effets de la géométrie de la membrane
basale étant étudiés dans le chapitre 4. L’échelle typique des ondulations de la membrane basale
(∼ 100µm) par rapport à la taille du patron global de la lésion (∼ 5mm), objet du présent
chapitre, et la géométrie relativement plane de l’épiderme dans les régions non glabres justifient
cette hypothèse. Le taux de prolifération cellulaire Γc est régulée par la fraction volumique
cellulaire φc, par la concentration en nutriments n et par la concentration en inhibiteur de
croissance m. Les cellules consomment les nutriments à un taux constant δn et produisent les
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Figure 2.1 – L’épiderme est représenté par une couche plane d’épaisseur h ∼ 0.1 − 1mm [75, 226]
confinée entre une membrane basale (z = 0) et une couche cornée (z = h). La concentration en nutriments
et inhibiteurs dans le derme (z < 0) et à la surface de la peau z > h sont supposés fixés. Les flux de
nutriments et d’inhibiteurs Jat et Jderm aux limites du système dépendent de la concentration en z = 0 et
z = h (équations 2.1 et 2.2).
inhibiteurs à un taux constant δm. Ces molécules diffusent dans le liquide interstitiel, à travers
la membrane basale et à travers la couche cornée. L’équilibre de diffusion est considéré atteint
en raison de la faible vitesse de croissance du système (∼ 0.3 mm par mois typiquement). Les
concentrations dans le derme (nderm et mderm = 0) et à la surface de la peau (nat et mat = 0)
sont supposées constantes et les flux à travers la membrane basale (Jnderm et Jmderm) et à travers
la couche cornée (Jnat et Jmat ) sont donnés par un équilibre de diffusion (figure 2.1) avec les flux
aux interfaces
Dzn
∂n
∂z
= Jnat = αnat(nat − n), en z = h, (2.1)
Dzn
∂n
∂z
= Jnderm = αnderm(n− nderm), en z = 0, (2.2)
avec αnat et αnderm les coefficients de perméabilité de la couche cornée et de la membrane basale
respectivement, des conditions aux limites équivalentes étant supposées pour la concentration
en inhibiteurs m en remplaçant l’indice n par m dans les équations 2.1 et 2.2. L’évolution de
ce modèle à deux phases est donné par les équations 1.29, 1.30, 1.31 et 1.32, obtenues section
1.2.2 et rappelées ici
∂φc
∂t
+∇ · (φcvc) = Γc(φc, n,m), (2.3)
vc = −K(φc)∇Σ(φc) + µK(φc)∆vc, (2.4)
0 =∇ · (Dn∇n)− δnφcn, (2.5)
0 =∇ · (Dm∇m) + δmφc, (2.6)
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avec K(φc) = (1− φc)/τ . Les coefficients de diffusion parallèles aux couches épidermiques (Dn
et Dm) peuvent être différente des coefficients de diffusion perpendiculaires (Dzn et Dzm) en
raison de la structure stratifiée de ce tissu. Uniquement les cas sans décomposition spinodale
sont étudiés ici et le terme stabilisant en  a été négligé dans l’équation 1.30 (section 1.2.2.4).
La séparation de phase dans ce modèle à deux phases est étudiée en détail au chapitre 3.
L’influence du tissu épidermique environnant sur les contraintes mécaniques au bord de la
tumeur et sur les concentrations n et m n’est pas modélisée ici et on choisit les conditions aux
limites suivantes sur le bord latéral de la tumeur :
φc = φe, (2.7)
n = ne + a(z − h/2) (2.8)
m = 0, (2.9)
Vf = vc · n (2.10)
avec ne = (αnatnat + αndermnderm)/(αnat + αnderm) la concentration moyenne en nutriments dans
l’épiderme, a une constante 1, n la normale au bord et Vf la vitesse du bord. L’équation 2.7
correspond à la condition d’équilibre mécanique du bord de la tumeur, les équations 2.8 et 2.9 à
l’absence de consommation du milieu extérieur en négligeant la présence d’une couche limite au
voisinage du bord de la tumeur et l’équation 2.10 à la continuité des vitesses. Les effets d’une
compression de la tumeur par le milieu environnant peut être éventuellement pris en compte
en imposant φc = φe,compress > φe au bord.
2.1.2 Approximation de lubrification
L’épaisseur de l’épiderme h ∼ 0.1 − 1mm [75, 226] est faible par rapport au diamètre
typique d’une tumeur L ∼ 5mm. L’évolution du système peut donc être décrite par un modèle
2D grace à une approximation de lubrification en utilisant les échelles x = xˆL, y = yˆL, z = zˆh,
vc,x,y = vˆc,x,yV, vc,z = vˆc,zVz, dans la limite h/L  1 et Vz/V  1. Au premier ordre en h/L
l’équation 2.4 peut ainsi être écrite
vˆc,x =
(1− φc)χ
τLV
∂Σˆ
∂xˆ
+ (1− φc)φcµ
τh2
∂2vˆc,x
∂zˆ2
, (2.11)
vˆc,y =
(1− φc)χ
τLV︸ ︷︷ ︸
θ1
∂Σˆ
∂yˆ
+ (1− φc)µ
τh2︸ ︷︷ ︸
θ2
∂2vˆc,y
∂zˆ2
, (2.12)
vˆc,z =
(1− φc)χ
τhVz︸ ︷︷ ︸
θ3
∂Σˆ
∂zˆ
+ (1− φc)µ
τh2︸ ︷︷ ︸
θ4
∂2vˆc,z
∂zˆ2
, (2.13)
1. L’équation 2.1 donne a = αnat(nat − ne)/(Dzn + αnath/2)
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avec χ une valeur typique de la pression Σ = χΣˆ exercée par les cellules. Les différents termes
peuvent être comparés en utilisant les estimations des paramètres biologiques reportés dans le
tableau 1.2 :
θ3 =
(1− φc)χ
τhVz
= 33.3− 1.43× 104  1, (2.14)
θ3/θ4 =
χh
µVz
= 3.83× 105 − 1.56× 109  1, (2.15)
θ1/θ2 =
χh2
µLV = 3.46− 4.1× 105  1 (2.16)
Les équations 2.11, 2.12 et 2.13 peuvent donc être réécrites
vc, = K(φc)∇Σ(φc), (2.17)
∂Σ
∂z
= 0, (2.18)
en notant x = x− (x · ez)ez la projection sur le plan (x, y). La pression Σ ne dépendant que
de la fraction volumique cellulaire φc, l’équation 2.18 implique ∂φc/∂z = 0 : au premier ordre
la fraction volumique cellulaire est constante dans l’épaisseur.
Afin d’obtenir un modèle 2D intégrons les équations 2.3, 2.5 et 2.6 entre z = 0 et z = h
pour obtenir
∂φc
∂t
−∇ · (K(φc)∇Σ) = 〈Γc〉, (2.19)
0 = Dn∆〈n〉 − δnφc〈n〉+ D
z
n
h
[
∂n
∂z
]h
0
, (2.20)
0 = Dm∆〈m〉+ δmφc + D
z
m
h
[
∂m
∂z
]h
0
, (2.21)
avec
〈(·)〉 = 1
h
∫ h
0
(·)dz, (2.22)
la moyenne dans l’épaisseur de l’épiderme. Afin de déterminer le dernier terme des équations
2.20 et 2.21 cherchons une solution n(x, y, z) à l’équation 2.5 sous la forme
n(x, y, z) = n0(x, y) + (h/L)2n1(x, y, z(L/h)2) + (h/L)4n2(x, y, z(L/h)2) + o((h/L)4). (2.23)
avec n0 = 〈n〉 au premier ordre en h/L et les termes correctifs, dûs à la diffusion dans l’épaisseur,
pouvant présenter des gradients important selon z à cause de la géométrie mince. Avec ce
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développement les conditions aux limites sur n sont au premier ordre
Dzn
∂n
∂z
(h) = Dzn
∂n1
∂z(L/h)2 (h) = J
n
at = αnat(nat − n0) +O((h/L)2), (2.24)
Dzn
∂n
∂z
(0) = Dzn
∂n1
∂z(L/h)2 (0) = J
n
derm = αnderm(n0 − nderm) +O((h/L)2). (2.25)
L’équation 2D pour les nutriments peut ainsi être réécrite
Dn∆〈n〉 − δnφc〈n〉+Db,n(ne − 〈n〉) = 0, (2.26)
avec Db,n = (αnat +αnderm)/h. Par un raisonnement équivalent l’équation 2D pour les inhibiteurs
est écrite
Dm∆〈m〉+ δmφc −Db,m〈m〉 = 0, (2.27)
avec Db,m = (αmat + αmderm)/h.
Ces équations comprennent des termes d’ordre L/h (Db,n, Db,m) et d’ordre 1 (les autres
termes), les termes d’ordre O(h/L) ayant été négligés. Lorsque l’épaisseur du système tend
vers zéro Db,n et Db,m divergent imposant des concentrations constantes n = ne et m = 0.
Pour des systèmes très minces les inhomogénéités de prolifération cellulaires sont donc régulées
uniquement par inhibition de contact et l’évolution de la tumeur est donnée par
∂φc
∂t
−∇ · (K(φc)∇Σ) = Γc(φc) (2.28)
2.1.3 Equations sans dimensions
z
y
x
y
x
R
θ
n
lubrification
limite de
)x, y, t(m
)x, y, t(n
)x, y, t(cφ
Ω
n·cv=V
= 0m
en=n
eφ=cφ
Ω∂
Figure 2.2 – Modèle à deux dimensions de la croissance du mélanome dans l’épiderme, obtenu en prenant
la limite de lubrification d’un modèle à trois dimensions prenant en compte l’épaisseur de l’épiderme et les
échanges diffusifs avec le derme et la surface cutanée.
Pour effectuer les calculs analytiques et les simulations numériques définissons les quantités
sans dimensions x¯ =
√
τγc/χx, t¯ = γct, m¯ = (τγcDm/(δmχ))m, n¯ = n−1e n, Σ¯ = χ−1Σ, K¯(φc) =
τK(φc), Γ¯ = (γch)−1〈Γc〉. On rappele que γc est un ordre de grandeur de la proliferation
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cellulaire et χ un ordre de grandeur de la pression Σ exercée par les cellules. Pour alléger les
notations nous omettons dans la suite de ce chapître les symboles de moyenne (〈(·)〉), les tildes
((˜·)), les barres ((¯·)), les indices de la phase cellule ((·)c) et les indices parallèles ((·)). En
prenant en compte les conditions aux limites (équations 2.7, 2.8 et 2.9), les équations sans
dimensions sont alors
∂φ
∂t
+∇ · (φv) = Γ(φ, n,m), φ(xb) = φe, (2.29)
v = −K(φ)∇Σ, n · dxb/dt = n · v(xb) = Vf , (2.30)
0 = ∆n− β1φcn+ β2(1− n), n(xb) = 1, (2.31)
0 = ∆m+ φc − αm, m(xb) = 0, (2.32)
avec n la normale extérieure au bord latéral de la tumeur au point xb et où toutes les quantités
sont sans dimension et ne dépendent que des variables x, y et t. Les paramètres contrôlant
l’évolution du système sont les fonctions Γ et Σ, et les constantes α = Db,mχ/(τγDm), β1 =
χδn/(τγDn), β2 = χDb,n/(τγδn).
2.2 Résultats
Considérons la croissance d’une tumeur initialement circulaire et de rayon R0. Afin de
comprendre les mécanismes d’apparition de l’asymétrie et des irrégularités de contour observés
chez les mélanomes en phase de croissance horizontale, nous cherchons ici l’existence et les
conditions d’apparition d’une instabilité de contour brisant cette symétrie circulaire.
Pour plus de clarté les trois différents mécanismes de régulation de la prolifération cellulaire
décrits dans la section 1.2.2.5 sont considérés séparément. Pour les simulations numériques les
fonctions Γ correspondantes sont décrites dans le tableau 2.1 et la fonction Σ donnée par
Σ(φ) = (φ− φe)φ
3
1− φ . (2.33)
Cette forme similaire 2 à celle choisie par Byrne et Preziosi [199] satisfait les observations phé-
noménologiques faites précédemment : (i) la pression Σ s’annule en l’absence de cellules, (ii) les
cellules s’attirent et adhèrent lorsqu’elles sont proches provoquant une pression négative pour
des densités faibles (φ < φe), et (iii) lorsque des cellules sont trop proches elles subissent une
force répulsive provoquant une pression positive pour des densités plus importantes (φ > φe) qui
diverge lorsque les cellules occupent tout l’espace disponible (φ→ 1). Notons que si des expres-
sions littérales des fonctions Σ et Γ sont utilisées pour les simulations numériques, la plupart
de résultats analytiques sont valables pour des fonctions générales satisfaisant les contraintes
décrites dans la section 1.2.2.
2. L’exposant 3 est arbitraire et uniquement utilisé pour les besoins de la simulation.
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Regime limite n m Γ
Inhibition de Contact (IC) β2 → +∞, α→ +∞ = 1 = 0 (φinhib − φ)φ3
Diffusion d’Inhibiteurs (DI) α→ +∞ = 1 (1− δm)φ
Diffusion de Nutriments (DN) β2 → +∞ = 0 (n− δ)φ
Tableau 2.1 – Les trois différents mécanismes de régulation de la prolifération cellulaire et les fonctions Γ
correspondantes : inhibition de contact dépendant de la fraction volumique cellulaire (IC), facteurs libérés
par les cellules, diffusant dans le milieu et inhibant la prolifération cellulaire (DI), et diffusion de nutriments
vitaux depuis le derme, la surface de la peau (oxygène) et l’épiderme adjacent (DN). Les trois types de
régulation sont discutés section 1.2.2.5.
2.2.1 Instabilité de contour sur un front plan
Dans un premier temps considérons le cas d’un front plan initialement invariant selon y,
correspondant au cas limite d’une tumeur de grand rayon R0 → +∞. Dans les trois régimes
considérés, la simulation numérique du modèle en 1D donne une croissance selon x avec un
bord à x = L(t) se déplaçant à vitesse constante U :
L(t) = L0 + Ut. (2.34)
Dans le référentiel mobile associé au bord de la tumeur z = x − L(t), les profiles φ(z, t),
n(z, t) et m(z, t) sont indépendants du temps, indiquant un comportement d’onde progressive.
Apparaissant après un court régime transitoire, ce régime asymptotique est indépendant des
conditions initiales et toutes les propriétés de la solution, notamment sa vitesse U , sont fixées
par les paramètres du modèle. Les simulations numériques dans les 3 régimes sont présentés
sur les figures 2.3 et 2.4. Notons qu’un régime en onde planes progressives a également été
observé numériquement par Ciarletta et al. [212] dans un modèle plus complexe de croissance
du mélanome comprenant 4 phases. On posera dans la suite L0 = −∞. Avant d’étudier les
propriétés de ces ondes planes progressives et de discuter leur stabilité on résume les équations
du problème dans chacun des régimes.
Régime d’inhibition de contact Une solution en onde progressive (φ0(z)) dans le régime
(IC) satisfait l’équation
−Uφ′0 − (φ0K(φ0)Σφ(φ0)φ′0)′ = Γ(φ0), (2.35)
où (·)′ = d(·)/dz, Σφ = dΣ/dφ et où la prolifération nette Γ(φ0) est positive pour φ0 < φinhib,
négative pour φ0 > φinhib et s’annule pour φ0 = 0 et φ0 = φinhib. Pour les simulations numériques
on a choisi ainsi Γ(φ0) = (φinhib − φ0)φ30.
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Figure 2.3 – Solutions numériques des équations 2.29, 2.30, 2.31 et 2.32 en 1D pour Φ0 > φe représentées
dans le référentiel mobile associé au bord de la tumeur, avec Φ0 la fraction volumique cellulaire au centre de
la tumeur (section 2.2.1.1) et φe celle au bord. On observe un régime d’onde progressive à vitesse constante
indépendante des conditions dans les trois régimes considérés : (a,b) régime d’inhibition de contact (IC),
(c,d) régime diffusion d’inhibiteurs (DI) et (e,f) régime diffusion de nutriments. (a) Fraction volumique
cellulaire φ0 obtenue par simulation numérique des équations 2.29 et 2.30. t = 0 (noir), t = 10 (rouge),
t = 20 (vert),t = 30 (bleu foncé), t = 40 (bleu clair). Les paramètres du modèle sont φe = 0.6, φinhib = 0.5.
(b) Evolution de la frontière de la tumeur L(t) dans le régime (IC). La croissance à vitesse constante est
indépendante des conditions initiales, ici φini(x) = (φa − (φa − φe)(x/R0)2) avec R0 = 3 et φa = 0.3
(pointillés verts), φa = 0.8 (ligne continue noire), φa = 0.95 (pointillés rouges), et R0 = 6 et φa = 0.8
(pointillés bleus). (c,d) Fraction volumique cellulaire φ0 (c) et concentration en inhibiteur m0 (d) obtenus
par simulation numérique des équations 2.29, 2.30 et 2.32. t = 0 (noir), t = 5 (rouge), t = 10 (vert), t = 15
(bleu). Les paramètres du modèle sont φe = 0.6, δ = 10, α = 5. (e,f) Fraction volumique cellulaire φ0 (e)
et concentration en nutriments n0 (f) obtenus par simulation numérique des équations 2.29, 2.30 et 2.31.
t = 0 (noir), t = 5 (rouge), t = 10 (vert), t = 15(bleu). Les paramètres du modèle sont φe = 0.6, δ = 0.4,
β1 = 4, β2 = 1.33.
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Figure 2.4 – Solutions numériques des équations 2.29, 2.30, 2.31 et 2.32 en 1D pour Φ0 < φe représentées
dans le référentiel mobile associé au bord de la tumeur, avec Φ0 la fraction volumique cellulaire au centre de
la tumeur (section 2.2.1.1) et φe celle au bord. On observe un régime d’onde progressive à vitesse constante
indépendante des conditions dans les trois régimes considérés : (a) régime d’inhibition de contact (IC),
(b,c) régime diffusion d’inhibiteurs (DI) et (d,e) régime diffusion de nutriments. (a) Fraction volumique
cellulaire φ0 obtenue par simulation numérique des équations 2.29 et 2.30. t = 0 (noir), t = 10 (rouge),
t = 20 (vert),t = 30 (bleu foncé), t = 40 (bleu clair). Les paramètres du modèle sont φe = 0.6, φinhib = 0.9.
(b,c) Fraction volumique cellulaire φ0 (b) et concentration en inhibiteur m0 (c) obtenus par simulation
numérique des équations 2.29, 2.30 et 2.32. t = 0 (noir), t = 5 (rouge), t = 10 (vert), t = 15 (bleu).
Les paramètres du modèle sont φe = 0.6, δ = 10, α = 9. (d,e) Fraction volumique cellulaire φ0 (d) et
concentration en nutriments n0 (e) obtenus par simulation numérique des équations 2.29, 2.30 et 2.31.
t = 0 (noir), t = 5 (rouge), t = 10 (vert), t = 15(bleu). Les paramètres du modèle sont φe = 0.6, δ = 0.4,
β1 = 4, β2 = 2.4.
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Régime diffusion d’inhibiteurs Dans le régime (DI) une solution progressice (φ0(z),m0(z))
satisfait les équations
−Uφ′0 − (φ0K(φ0)Σφ(φ0)φ′0)′ = Γ(φ0,m0), (2.36)
0 = m′′0 + φ0 − αm0, (2.37)
avec une proliferation nette Γ(φ0, n0) négative lorsque la concentration en nutriments est basse
(n0 < δ) et proportionnelle à la densité cellulaire lorsque celle-ci est faible (n0  δ). Dans les
simulations numériques Γ = (n0 − δ)φ0.
Régime diffusion de nutriments Une solution en onde progressive (φ0(z), n0(z)) dans le
régime (DN) satisfait les équations
−Uφ′0 − (φ0K(φ0)Σφ(φ0)φ′0)′ = Γ(φ0, n0), (2.38)
0 = n′′0 − β1φ0n0 + β2(1− n0), (2.39)
avec une prolifération nette Γ(φ0, n0) négative lorsque la concentration en nutriments est basse,
n0 < δ, et proportionnelle à la densité cellulaire φ0. Dans les simulations numériques φ0 =
(n0 − δ)φ0.
2.2.1.1 Propriétés des ondes progressives planes
Régime d’inhibition de contact Dans le régime (IC) la dynamique dépend de la fraction
volumique cellulaire au bord de la tumeur φe par rapport au seuil d’inhibition de contact
φinhib au delà de laquelle la prolifération cellulaire nette devient négative (tableau 2.1). Pour
φinhib > φe les cellules prolifèrent près du bord, la tumeur croit à vitesse constante U > 0 et
φ0(z) est une fonction décroissante de z (résultats numériques donnés par le graphe (a) de la
figure 2.4). Une analyse asymptotique de l’équation 2.35 en z → −∞ donne
Γ(Φ0) = 0, (2.40)
soit une fraction volumique cellulaire dans le centre de la tumeur Φ0 = φinhib, correspondant
à un coeur quiescent où les apoptoses compensent exactement les mitoses. La prolifération
cellulaire est elle concentrée à la périphérie de la tumeur dans une région de taille typique lp.
L’analyse asymptotique donne une deuxième solution pour la concentration au centre Φ0 = 0.
Cette solution n’est cependant jamais observée car une solution φ0 = 0 uniforme est instable
par rapport à de petites perturbations de φ 3. Pour φinhib < φe les cellules meurent près du
bord (trop forte inhibition de la prolifération), la tumeur décroit à vitesse constante U < 0
et φ(z) est une fonction croissante de z (résultats numériques donnés par le graphe (a) de la
figure 2.3). L’analyse asymptotique donne également Φ0 = φinhib au centre de la tumeur. Cette
3. La dynamique de cette instabilité est cependant complexe, et problématique dans la formulation du modèle
présenté ici, car la solution φ 1 se situe dans la région instable du potentiel Σ engendrant une décomposition
spinodale. Nous invitons le lecteur à se rendre au chapître 3 pour plus de détails.
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solution peut être interprétée comme une régression tumorale, due à une attaque immunitaire 4
par des lymphocytes T [227] ou une contrainte mécanique appliquée au bord de la tumeur 5 par
exemple.
Régime diffusion d’inhibiteurs Dans le régime (DI) l’analyse asymptotique des équations
2.36 et 2.37 dans la limite z → −∞ donne la fraction volumique Φ0 et la concentration en
inhibiteurs M0 au centre de la tumeur
Γ(Φ0,M0) = 0, Φ0 − αM0 = 0. (2.41)
En rappelant que la prolifération nette s’annule pour une concentration seuil en inhibiteurs
M0 = 1/δ (tableau 2.1), on en déduit que la fraction volumique cellulaire au centre de la tumeur
est donnée par le rapport du taux d’évacuation et du taux d’inhibition des facteurs inhibants
Φ0 = α/δ. Comme précédement Φ0 = 0 est également une solution à l’équation 2.41 mais
n’est jamais observée. Lorsque 1 > Φ0 > φe les simulations numériques indiquent que φ0(z) est
une fonction décroissante de z (graphe (c) de la figure 2.4) et lorsque Φ0 < φe, cette fonction
atteint un maximum près du bord de la tumeur (graphe (b) de la figure 2.3). Contrairement
au régime précédant la vitesse de croissance de la tumeur est positive pour toutes les valeurs
de Φ0. En présence d’une importante concentration en inhibiteur de croissance on s’attend
cependant à une régression tumorale et ce résultat contre-intuitif est dû au fait d’avoir négligé
la couche limite de diffusion à la périphérie de la tumeur en imposant la condition m = 0 au
bord de la tumeur. L’équation 2.37 peut être facilement intégrée pour donner la distribution
de concentration en inhibiteurs dans la tumeur
m0(z) =
1√
α
∫ 0
z
φ0sinh
(√
α(z − z′)
)
dz′ − Φ0
α
sinh(
√
αz). (2.42)
La prolifération cellulaire est confinée dans la partie périphérique de la tumeur où la concentra-
tion en inhibiteurs n’est pas trop élevée. La taille typique de cette région lp peut être estimée
par la longueur typique de décroissance de m au voisinage du bord z = 0, un ordre de grandeur
étant donné par
lp ∼ 1/
√
α. (2.43)
Régime diffusion de nutriments Dans le régime (DN) les équations 2.38 et 2.39 donnent
dans la limite z → −∞ la fraction volumique Φ0 et la concentration en nutriments N0 au centre
de la tumeur
Γ(Φ0, N0) = 0, β1Φ0N0 + β2(1−N0) = 0. (2.44)
4. Une réponse immunitaire peut être modélisée par une augmentation uniforme du taux de mort cellulaire
diminuant effectivement φinhib.
5. Supposer une pression Σ > 0 au bord de la tumeur revient effectivement à augmenter la fraction volumique
cellulaire au bord pour garantir l’équilibre mécanique de la frontière.
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Figure 2.5 – Profile de la fraction volumique cellulaire φ dans le régime (DN) pendant une instabilité
de contour se développant sur un front plan se propageant selon x et initialement invariant selon y. Les
ondulations de contour associées à cette instabilité ont une longueur d’onde typique Λ finie et leur amplitude
sature à temps long. Les paramètres de la simulation sont β1 = 4, β2 = 0, φe = 0.6, δ = 0.4, and t = 0, 10,
20, 80 de gauche à droite.
On rappelle que la prolifération nette Γ(Φ0, N0) s’annule pour une concentration seuil en
nutriments N0 = δ (tableau 2.1). L’équation 2.44 donne alors Φ0 = (β2/β1)(δ−1 − 1). Comme
dans le régime (DI) la solution φ0(z) est monotone si Φ0 > φe (graphe (e) de la figure 2.4) et
présente un maximum en z = zm < 0 à proximité du bord de la tumeur si Φ0 < φe (graphe (d)
de la figure 2.3). En utilisant une approximation WKB [228] une solution approchée pour la
concentration en nutriments peut être trouvée sous la forme n0 = exp[S(z)] avec |S ′(z)|  1.
En introduisant cette solution dans l’équation 2.39 on trouve
N0(z) ≈ β2
∫ 0
z
sinh(S(z)− S(z′))
S ′(z′) dz
′ + β22(β1φe + β2)
eS(z) +
(
1− β22(β1φe + β2)
)
e−S(z), (2.45)
avec S(z) =
∫ 0
z
√
β1φ0 + β2dz′. Cette solution permet notamment de donner la longueur carac-
téristique de pénétration des nutriments dans la tumeur, correspondant également à la taille
typique de la région proliférante
lp ∼
√
β1φe + β2
β1φe
. (2.46)
2.2.1.2 Formulation de l’analyse de stabilité linéaire
Intéressons-nous maintenant à la dynamique des équations 2.29, 2.30, 2.31 et 2.32 en 2D
avec une condition initiale φ(x, y, t = 0) = φini(x) invariante selon y, la frontière de la tumeur
étant repérée par ses coordonnées (L(t, y), y). L’évolution de ce problème à frontière libre est
dans un premier temps suivie numériquement (les méthodes numériques sont décrites dans
l’annexe). Pour une certaine gamme de paramètres une instabilité de contour apparait dans
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les simulations lorsqu’une petite perturbation permet la brisure de symétrie de translation
selon y. Cette instabilité représentée par la figure 2.5 croît, sature à une taille finie et conduit
à des ondulations de contour présentant une longueur d’onde typique finie. Nous cherchons
maintenant les conditions d’apparition de cette instabilité.
Sans perturbation l’évolution du système à temps long est le régime d’onde plane progressive
φ0(x − Ut), m0(x − Ut), n0(x − Ut), L0 = Ut étudié dans le cas 1D de la section précédente.
Introduisons maintenant une perturbation infinitésimale de la frontière de la tumeur de longueur
d’onde Λ = 2pi/κ. Cette perturbation du régime d’onde plane progressive peut être écrite
L(t, y) = L0(t) + cos(κy)eλt, (2.47)
φ(x, y, t) = φ0(z) + f(z)cos(κy)eλt, (2.48)
m(x, y, t) = m0(z) + p(z)cos(κy)eλt, (2.49)
n(x, y, t) = n0(z) + g(z)cos(κy)eλt, (2.50)
avec   1 et z = x − Ut. Si il existe une telle solution telle que λ > 0 alors le front est
instable pour des perturbations de longueur d’onde Λ. En introduisant ces solutions dans les
équations 2.29, 2.30, 2.31 et 2.32 on trouve à l’ordre  les équations donnant l’évolution de la
perturbation
λf − Uf ′ + κ2φ0KΣφf − (φ0KΣφf)′′ − Γφf = Γng + Γmp, (2.51)
−κ2p+ p′′ + αp = −f, (2.52)
−κ2g + g′′ − β1φ0g − β2g = β1n0f, (2.53)
avec Γ(·) = ∂Γ/∂(·). Les conditions aux limites à la frontière de la tumeur (z = 0) sont également
données par les équations 2.29, 2.30, 2.31 et 2.32 à l’ordre 
f(0) = −φ′0(0), (2.54)
K(φ)Σφ(f ′(0) + φ′′0) = −λ, (2.55)
p(0) = −m′0(0), (2.56)
g(0) = −n′0(0). (2.57)
La perturbation étant infinitésimale les fonctions f , p et g doivent également être bornées en
z → −∞.
2.2.1.3 Limite des grandes longueurs d’onde
Pour λ = κ = 0 une solution satisfaisant les conditions aux limites et les équations du
problème est donnée par
f0(z) = −φ′0(z), g0(z) = −n′0(z), p(z) = −m′0(z) (2.58)
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et représente une simple translation de la solution plane selon x. Le comportement aux grandes
longueurs d’onde (κ 1) peut être étudié en considérant le développement asymptotique
λ = λ1κ2 +O(κ4), (2.59)
f(z) = f0(z) + f1(z)κ2 +O(κ4), (2.60)
g(z) = g0(z) + g1(z)κ2 +O(κ4), (2.61)
p(z) = p0(z) + p1(z)κ2 +O(κ4). (2.62)
(2.63)
A l’ordre κ2 les équations 2.51, 2.52 et 2.53 donnent
−λ1φ′0 − φ0KΣφφ′0 − (φ0KΣφf1)′′ − Γφf1 = Γng1 + Γmp1, (2.64)
m′0 + p′′1 + αp1 = −f1, (2.65)
n′0 + g′′1 − β1φ0g1 − β2g1 = β1n0f1, (2.66)
avec les conditions aux limites f1(0) = p1(0) = g1(0) = 0 et
KΣφf ′1 = −λ1. (2.67)
En intégrant l’équation 2.64 entre z = −∞ et z = 0 on obtient
λ1 =
1
Φ0
[∫ φe
Φ0
(Kφ)φΣdφ+
∫ 0
−∞
(Γφf1 + Γng1 + Γmp1)dz
]
, (2.68)
en utilisant l’intégration par parties suivante
−
∫ 0
−∞
φ0KΣφφ′0dz = −
∫ φe
Φ0
φ0KΣφdφ =
∫ φe
Φ0
(φ0K)φΣdφ.
Le dernier terme de l’équation 2.68 peut être déterminé dans certains cas particuliers de modèle
de prolifération.
Le régime limité par la diffusion de nutriments (DN) a été étudié par Ciarletta et al. [212]
en l’absence de diffusion verticale (β2 = 0) et dans la limite où la mort cellulaire est négligeable
(Γ donné dans la table 2.1 en prenant δ  1). Sous ces hypothèses l’intégration de l’équation
2.66 donne
−1 =
∫ 0
−∞
(n0f1 + φ0g1)dz =
∫ 0
−∞
(Γφf1 + Γng1)dz
et l’équation 2.68 peut être réécrite à l’ordre dominant en δ
λ1 =
1
Φ0
[∫ φe
Φ0
(Kφ)φΣdφ− 1
]
. (2.69)
Si Φ0 < φe, Σ ≤ 0 dans le domaine d’intégration assurant λ1 < 0. Si Φ0 > φe, Σ ≥ 0 dans
l’intégrande assurant également λ1 < 0. Sous ces hypothèses les instabilités de grande longueur
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d’onde ne peuvent donc pas se développer sur le contour de la tumeur. L’expression de λ1
obtenue ici diffère de celle obtenue par Ciarletta et al. [212] car on a supposé ici que la diffusion
des nutriments était beaucoup plus rapide que la croissance de la tumeur.
2.2.1.4 Limite des courtes longueurs d’onde
L’équation 2.51 peut être réécrite en posant le changement de fonction
fˆ = exp
(
−
∫ 0
z
U
2Gdz
′
)
Gf, (2.70)
avec G = φ0KΣφ
fˆ ′′ − (κ2 + ζλ(z))fˆ = (Γmp+ Γng)e−
∫ 0
z
U/(2G)dz′ , (2.71)
ζλ =
UG′
2G2 +
1
4
(
U
G
)2
− Γφ − λ
G
. (2.72)
Dans la limite des courtes longueurs d’onde (κ 1) la condition aux limite sur les vitesses
(équation 2.55) impose le comportement λ = o(κ2). Cherchons une solution approchée à l’équa-
tion 2.71 sous la forme fˆ = q0exp(S(z)) avec |S ′(z)|  1 en utilisant une approximation WKB.
A l’ordre dominant en κ
fˆ(z) = −φ′0(0)exp(κz), (2.73)
la condition de convergence en −∞ imposant l’unicité de la solution. L’équation 2.55 donne
alors à l’ordre dominant
λ = −Uκ. (2.74)
Pour une tumeur en croissance U > 0 et λ < 0 pour κ 1, les instabilités de petite longueur
d’onde ne peuvent donc pas se développer sur les tumeurs en croissance, et ce quel que soit
le type de régulation de la prolifération cellulaire envisagé. Au contraire, pour une tumeur
en régression U < 0 et λ > 0 pour κ  1 indiquant que le contour de ces tumeur sont
toujours instables dans le domaine des petites longueurs d’ondes. Comme discuté dans la section
2.2.1.1 une telle régression tumorale peut être provoquée par une attaque immunitaire ou par
un traitement médical entraînant une augmentation du taux d’apoptose δ. Les régressions
sont typiquement associées à un contour avec un aspect cicatriciel qui pourrait être interprété
comme l’expression d’une instabilité de contour à courte longueur d’onde. Notons cependant
que notre modèle macroscopique n’est valide que sur des échelles grandes devant celle de la
cellule, typiquement 6 − 20µm pour des cellules de mélanome [67], des effets microscopiques
pouvant éventuellement stabiliser les très courtes longueurs d’onde.
2.2.1.5 Instabilité à longueur d’onde finie
Les instabilités observées numériquement sont caractérisées par l’apparition d’une ondula-
tion de longueur d’onde finie, suggérant que le contour devient souvent instable pour une valeur
κ finie. Cette observation est confortée par les analyses précédentes : le domaine des courtes
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Figure 2.6 – Valeur propre λ en fonction du nombre d’onde de la perturbation κ. Les résultats analytiques
des sections 2.2.1.3 et 2.2.1.4 donnent le comportement de λ pour les grandes longueurs d’onde (κ  1),
λ ∼ λ1κ2, et les courtes longueurs d’onde (κ 1), λ ∼ −Uκ. Une analyse WKB de l’équation 2.51 montre
l’existence d’un paramètre de contrôle T , ainsi que de deux racines κ1 < κ2 de la fonction λ(κ) pour T > 1,
convergeant vers une racine double κ0 pour T → 1+ et disparaissant pour T < 1. Les lignes continues,
en tirets et pointillées indiquent la forme probable de la fonction λ(κ) pour respectivement T < 1 (front
stable), T = 1 (limite de stabilité) et T > 1 (front instable).
longueurs d’onde est toujours stable pour les tumeurs en croissance et il n’a pas été possible
d’identifier un régime où le domaine des grandes longueurs d’onde est instable. En anticipant,
dans le cas plus réaliste de la croissance radiale les longueurs d’onde sont bornées par la taille
du contour de la tumeur et la limite κ 1 n’a pas de signification physique.
Limite de stabilité et analogie avec l’équation de Schrödinger Pour une tumeur en
croissance la limite de stabilité du front plan est alors donnée formellement par
λ = dλ/dκ = 0, (2.75)
comme représenté sur la figure 2.6. Pour comprendre la dynamique de l’instabilité, les racine
de la fonction λ(κ) peuvent être recherchées en résolvant l’équation 2.71 pour λ = 0 :
fˆ ′′ − (κ2 + ζ0(z))fˆ = (Γmp+ Γng)e−
∫ 0
z
U/(2G)dz′ ≈ 0, (2.76)
ζ0 =
UG′
2G2 +
1
4
(
U
G
)2
− Γφ
G
. (2.77)
Les simulations numériques montrent que la fonction ζ0 prend des valeurs grandes devant les
termes Γn et Γm du membre de droite de l’équation 2.71. Les expériences d’Ellem et Kay [215]
étudient la variation du taux de prolifération de cellules de mélanomes avec la concentration en
nutriments et permettent ainsi d’estimer Γn ≈ 0.3 et les simulations numériques montrent que
ζ0 varie typiquement entre −3 et 7 (figure 2.7). Le membre de droite de l’équation 2.71 peut
donc être négligé, cette approximation étant exacte dans le régime de régulation par inhibition
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Figure 2.7 – (a) Fonction ζ0 (équation 2.77) obtenue numériquement par une simulation 1D dans le
régime (DN). ζ0 est négative au voisinage de 0 et s’annule en z1. L’encart montre le comportement de
la fonction ζ0 loin du bord. En utilisant une analogie avec la mécanique quantique, ζ0 (ligne bleue) peut
être vu comme un potentiel et l’équation 2.76 comme une équation de schrödinger pouvant être traitée
par une analyse WKB. Les conditions aux limites imposés sur les solutions donnent l’existence de deux
solutions fˆ pour un paramètre de contrôle T > 1 (ligne rouge). (c) La première solution fˆκ1 correspond
à une énergie κ1 > κ0 =
√−ζ0(0) inférieure au minimum du potentiel ζ0 et décroit exponentiellement.
(b) La seconde solution fˆκ2 a une énergie supérieur κ2 < κ0 et oscille jusqu’à un point tournant situé à zt
définit par ζ0(zt) = −κ22 pour décroitre ensuite exponentiellement. Ces deux solutions convergent vers κ0
pour T → 1+ et disparaissent lorsque T < 1. Les paramètres des simulations utilisées pour déterminer le
potentiel ζ0 sont φe = 0.6, δ = 0.4, β1 = 4. and β2 = 1.33.
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de contact où Γn = Γm = 0.
Une analogie avec la mécanique quantique permet une meilleure compréhension de la ré-
solution de cette équation qui va suivre. L’équation 2.76 peut être vue comme une équation
de Schrödinger pour une particule de fonction d’onde stationnaire f(z) d’énergie −κ2 dans un
potentiel ζ0. La forme de ce potentiel est donnée numériquement sur la figure 2.7. Au voisinage
du bord de la tumeur ζ0(z) est une fonction décroissante négative en z = 0 et s’annulant en un
point z = z1. Nous utilisons une approximation WKB pour trouver une solution approchée sous
la forme fˆ = Aexp(S(z)) avec |S(z)|  1. Cette méthode permet une très bonne approximation
de la solution même dans le cas où les énergies (−κ2 et ζ0) sont de l’ordre de l’unité [228]. Il
s’agit notamment d’une méthode standard en mécanique quantique pour déterminer les valeurs
propres (κ) et fonctions propres (fˆ) de l’équation de Schrödinger (équation 2.76). De manière
similaire, cette méthode est utilisée ici pour déterminer si il existe des solutions pour λ = 0 et
quelles sont les longueurs d’onde κ associées.
Conditions aux limites Réécrivons tout d’abord d’une autre manière les conditions aux
limites pour fˆ en z = 0. L’équation 2.76 appliquée en z = 0 donne
−Uφ′0 − (K(φ)Σφφ0φ′′0 +K(φ)Σφφ′20 + (K(φ)Σφ)φφ0φ′20 ) = Γ (2.78)
En utilisant la définition de la vitesse du front −U = K(φ)Σφφ′0 cette expression peut être
simplifiée
φ′′0
φ′0
= Γ
Uφ0
− (K(φ)Σφ)φφ
′
0
K(φ)Σφ
. (2.79)
Rapellons la définition de fˆ
fˆ = exp(−
∫ 0
z
U/(2G)dz′)Gf. (2.80)
La différentiation de cette expression donne
fˆ ′
fˆ
= U2G +
G′
G
+ f
′
f
. (2.81)
En utilisant la définition de G, de la vitesse du front et l’équation 2.55 pour λ = 0 les termes
du membre de droite peuvent être réécrits
U
2G =
−φ′0
2φ0
,
G′
G
= φ
′
0
φ0
+ (K(φ)Σφ)φφ
′
0
K(φ)Σφ
,
f ′
f
= φ
′′
0
φ′0
. (2.82)
En utilisant les équations 2.79 et 2.81 les conditions aux limites pour fˆ sont finalement données
par
fˆ ′
fˆ
= φ
′
0
2φ0
+ Γ
Uφ0
. (2.83)
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Figure 2.8 – Fonction ζ0(z) (potentiel) dans le régime (IC) (ligne rouge continue, φinhib = 0.9), dans le
régime (DN) (ligne verte en tirés, δ = 0.4, β1 = 4, β2 = 1.32) et dans le régime (DI) (ligne bleue pointillée,
δ = 10, α = 5). La fonction ζ0 est positive au centre de la tumeur (z → −∞, a) et négatif près du bord de
la tumeur (z = 0, b)
Racines de λ(κ) Comme pour l’équation de Schrödinger en mécanique quantique, les condi-
tions aux limites et la condition de convergence en z → −∞ réduisent l’ensemble des solu-
tions trouvées par la méthode WKB. En cherchant des solutions approchées sous la forme
fˆ = A+exp(S(z))+A−exp(−S(z)), la phase S(z) est imposée par le premier ordre de l’approxi-
mation WKB
S ′(z)2 = κ2 + ζ0(z). (2.84)
Si κ2 > κ20 = −ζ0(0) (énergie plus basse que celle du puit de potentiel), S ′2 > 0 pour tout
z ≤ 0 et la solution non divergente en −∞ est
fˆ(z) = fˆ(0) exp
(
−
∫ 0
z
√
κ2 + ζ0(z′)dz′
)
. (2.85)
Cette fonction doit satisfaire la condition aux limites donnée par l’équation 2.83
√
κ2 + ζ0(0) =
φ′0
2φe
+ Γ
Uφe
= − φ
′
0
2φe
(T − 1) . (2.86)
Pour un paramètre T = −2Γ/(Uφ′0) > 1 cette relation donne une première racine
κ21 = κ20 +
(
φ′0
2φe
(T − 1)
)2
. (2.87)
La fonction propre fˆ1 associée à κ1 a une énergie −κ21 plus basse que le minimum du potentiel
−κ20 et décroit exponentiellement sur une longueur typique donnée par φ′0/(2φ0)(T − 1) (figure
2.7). Cette longueur donne une estimation de la longueur de pénétration de l’instabilité dans
63
Chapitre 2. Irrégularités de contour
la tumeur.
Si κ2 > κ20 = −ζ0(0) (énergie plus grande que celle du puit de potentiel), il existe un point
tournant z1 < zt tel que S ′2 < 0 pour zt < z et S ′2 > 0 pour z < zt. Dans le domaine zt < z < 0
la fonction fˆ est oscillante
fˆ(z) = fˆ(0)sin(S(z) + ψκ)sin(S(0) + ψκ)
. (2.88)
avec S(z) =
∫ z
zt
√
−κ2 − ζ(z′)dz′ et ψκ une phase permettant à cette fonction de se raccorder au
niveau du point tournant zt à une fonction convergente en −∞. Au voisinage du point tournant
zt l’équation 2.71 peut être réécrite en utilisant le développement κ2 + ζ(z) = −a(z − zt) et
résolue en terme de fonctions d’Airy, la convergence de la fonction imposant alors ψκ = pi/4.
Cette fonction doit également satisfaire la condition aux limites donnée par l’équation 2.83
√
−κ2 − ζ(0)cotan
(∫ 0
zt
√
−κ2 − ζ(z)dz + pi4
)
= − φ
′
0
2φ0
(T − 1). (2.89)
La fonction de gauche est positive et s’annule pour κ2 → −ζ0(0) (impliquant zt → 0). On en
déduit que si T > 1 il existe au moins une seconde racine κ2 solution de l’équation 2.89. Pour
T = 1 cette seconde solution coïncide avec la solution précédente donnée par l’équation 2.87.
La fonction propre fˆ2 associée à κ2 correspond à une particule d’énergie supérieure au puits
du potentiel ζ0. Elle oscille jusqu’au point tournant à z = zt et décroit ensuite de manière
exponentielle.
Le paramètre T peut être réécrit dans les unités physiques
T = 2ΓK(φe)Σφ(φe)
V 2f
. (2.90)
Il a été montré ici que pour T > 1 il existe deux solutions κ1 > κ2 à l’équation λ(κ) = 0,
correspondant aux deux racines représentées sur la figure 2.6. Au seuil d’instabilité T = 1 ces
deux racines convergent vers une racine double κ0, associé à des ondulations du contour de lon-
gueur d’onde Λ0 = 2pi/κ0. Ces solutions disparaissent pour T < 1 indiquant une stabilisation
du front. Cette analyse de stabilité linéaire n’est avalable qu’au voisinage du seuil d’instabilité.
Cependant pour T > 1 on s’attend à ce que les non-linéarités introduisent une saturation de
l’amplitude des ondulations du front à une taille finie, introduisant éventuellement des correc-
tions dans la longueur d’onde des ondulations Λ0 suivant un schéma classique des instabilités
non linéaires. On note en particulier le spectre λ(κ), représenté sur la figure 2.6, est similaire
à celui de l’instabilité de Rayleigh-Bénard pour laquelle l’amplitude des perturbations sature à
une taille finie [229].
Après avoir montré que le domaine des courtes longueurs d’ondes était toujours stable pour
les tumeurs en croissance, on a donc identifié ici le paramètre T contrôlant le développement
d’une instabilité de contour de longueur d’onde Λ0 finie. L’équation 2.87 permet ainsi de relier
les paramètres macroscopiques de la tumeur, irrégularité de contour (T > 0) et vitesse de
croissance (Vf ), aux propriétés des cellules tumorales, taux de prolifération (Γ) et adhésion
cellulaire (Σφ(φe)). La croissance d’un front plan devient instable pour T > 1, dans le cas
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Figure 2.9 – L’application d’une transfor-
mation conforme Z = z + iy = R ln(reiθ/R)
fait correspondre une croissance radiale in-
variante par rotation à une croissance plane
selon un axe z invariante par translation se-
lon y. Cette dernière peut être interprétée
comme une croissance selon un axe x avec
un centre tumoral en z = −∞ et un bord en
x = L(t) observée dans le référentiel mobile
z = x− L(t).
d’une forte prolifération cellulaires, d’une forte adhésion cellulaire ou d’une faible vitesse de
croissance par exemple. Cette analyse est étendue dans la section suivante au cas plus réaliste
d’une tumeur en croissance radiale.
2.2.2 Instabilité de contour en croissance radiale
Considérons maintenant le cas plus réaliste d’une tumeur circulaire de rayon initial R0 fini.
Comme dans le cas du front plan, les simulations numériques indiquent une croissance linéaire
du rayon de la tumeur après un court régime transitoire
R(t) = R0 + Ut. (2.91)
La taille de la tumeur ne sature donc pas à un rayon dormant comme dans le cas des sphéroides
(section 1.2) mais est compatible avec la dynamique de croissance des mélanomes observés
cliniquement [72, 230]. Les équations 2.29, 2.30, 2.31 et 2.32 deviennent en coordonnées polaires
(r, θ)
∂φ
∂t
− 1
r
∂
∂r
rφK(φ)Σφ
∂
∂r
φ− 1
r2
∂
∂θ
φK(φ)Σφ
∂
∂θ
φ = Γ(φ, n,m), (2.92)
1
r
∂
∂r
r
∂n
∂r
−− 1
r2
∂2n
∂θ
− β1φn+ β2(1− n) = 0, (2.93)
1
r
∂
∂r
r
∂m
∂r
−− 1
r2
∂2m
∂θ
+ φ− αm = 0. (2.94)
Dans l’objectif de se rapprocher de l’analyse précédente, on applique une transformation conforme
z = Rln(r/R), y = Rθ permettant de transformer une croissance radiale invariante par rota-
tion en une croissance plane selon un axe x = z + Ut invariante par translation selon y. Cette
transformation est représentée figure 2.9. En cherchant des solutions adiabatiques sous la forme
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φR(t, z, y) 6 les équations précédentes sont réécrites
∂φR
∂t
− U(1− z
R
)φ′R − e−2z/R(φRK(φR)Σφφ′R)′
−e−2z/R ∂
∂y
φRK(φR)Σφ
∂
∂y
φR = Γ, (2.95)
e−2z/Rn′′R + e−2z/R
∂nR
∂y
− β1φRnR + β2(1− nR) = 0, (2.96)
e−2z/Rm′′R + e−2z/R
∂mR
∂y
+ φ− αm = 0, (2.97)
où (·)′ = ∂(·)/∂z.
2.2.2.1 Propriété des solutions à symétrie circulaire
Les simulations numériques montrent que des solutions φ0 à symétrie circulaire existent,
satisfaisant ∂φ0/∂t = ∂φ0/∂y = 0 dans l’équation 2.92. Après un court régime transitoire, un
centre quiescent ou nécrotique se forme au centre de la tumeur et les concentrations Φ0, M0
et N0 convergent rapidement vers une valeur limite finie. Comme pour le problème plan, une
analyse asymptotique au centre de la tumeur donne Φ0 = φinhib dans le régime (CI), Φ0 = α/δ
et M0 = 1/δ dans le régime (DI) et Φ0 = (β2/β1)(δ−1 − 1) et N0 = δ dans le régime (DN).
Les simulations indiquent que la fonction φ0(r) décroit de manière monotone vers le bord de la
tumeur lorsque Φ0 > φe et qu’elle atteint un maximum en 0 < rm < R lorsque Φ0 < φe. Dans
tous les cas la prolifération est concentrée dans la partie périphérique de la tumeur, d’épaisseur
quasi-constante lp.
2.2.2.2 Analyse de stabilité linéaire sur un front circulaire
Comme pour le front plan, considérons une perturbation infinitésimal Rb(θ) = R+cos(κRθ)
du contour de la solution à symétrie circulaire φ0,m0, n0. Après application de la transformation
conforme cette perturbation est écrite
zb = cos(κy)eλt, (2.98)
φ(z, y, t) = φ0(z) + f(z)cos(κy)eλt, (2.99)
m(z, y, t) = m0(z) + p(z)cos(κy)eλt, (2.100)
n(z, y, t) = n0(z) + g(z)cos(κy)eλt, (2.101)
où zb = Rln(Rb(θ)/R) avec Rb(θ) = R + cos(κRθ) la frontière de la tumeur. A l’ordre 
l’équation 2.95 donne l’équation pour f(z)
λf − U(1− z
R
)f ′ − e−2z/R(φ0K(φ)Σφf)′′ + κ2e−2z/RφK(φ)Σφf − Γφf = ΓNg + ΓIh, (2.102)
6. L’hypothèse de solution adiabatique est traduite ici par ∂φR/∂R 1, de même pour les fonction nR(t, z, y)
et mR(t, z, y)
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a b
Figure 2.10 – Instabilité de contour se développant sur une tumeur en croissance radiale initialement
circulaire, dans le régime (DN). (a) contour de la tumeur à t = 0, t = 10, t = 20, t = 30 et t = 40, du plus
petit au plus grand diamètre. On peut distinguer l’apparition d’une ondulation ayant une longueur d’onde
typique bien définie. (b) fraction volumique cellulaire φ à t = 40. β1 = 4, β2 = 0, φe = 0.6, δ = 0.4.
avec les conditions aux limites à l’ordre  en z = 0
K(φ)Σφ
(
φ′′0(0)−
φ′0(0)
R
+ f ′(0)
)
= −λ, (2.103)
f(0) = −φ′0(0). (2.104)
L’équation 2.102 peut être mise sous la forme d’une équation de Schrödinger avec le changement
de fonction fˆ = G exp(− ∫ 0z U(1− z′/R)e2z′/R/(2G)dz′)f où G = φ0K(φ)Σφ
fˆ ′′ − (κ2 + ζλ,R(z))fˆ = 0, (2.105)
ζλ,R(z) =
U(1− z
R
)G′e2z/R
2G2 +
U(1− 2z
R
)e2z/R
2RG , (2.106)
+14
(
U(1− z
R
)e2z/R
G
)2
− Γφ − λ
G
e2z/R. (2.107)
Les termes du membre de droite de l’équation 2.105 ont été négligés suite aux arguments avancés
dans la section 2.2.1.4.
Sur un contour fini la longueur d’onde Λ des perturbations est bornée, on ne considère donc
pas la limite de très grandes longueurs d’onde κ. Cette limite peut être éventuellement étudiée
dans le cas de tumeurs de grand rayon, mais la croissance est alors comparable au cas de la
croissance plane considérée dans la partie 2.2.1.
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2.2.2.3 Limite des courtes longueurs d’ondes
Comme dans la section 2.2.1.4 la stabilité des solutions à croissance symétrique dans le
domaine des courtes longueurs d’ondes peut être obtenue facilement en analysant l’équation
2.105 pour κ → +∞. Au premier ordre en κ la solution satisfaisant les conditions aux limites
est
fˆ(z) = −φ′0(0)exp(κz) (2.108)
et le taux de croissance de la perturbation est donné par l’équation 2.103 prise au premier ordre
en κ
λ = K(φ)Σφφ′0(0)κ = −Uκ (2.109)
Comme précédemment le domaine de courtes longueurs d’ondes est toujours stable pour les
tumeurs en croissance (U > 0) et toujours instable pour les tumeurs en régression (U < 0).
2.2.2.4 Instabilité à longueur d’onde finie
Cherchons maintenant les racines de la fonction λ(κ) en considérant l’équation 2.105 avec
λ = 0. Le cas des tumeurs en régression, à la croissance toujours instable, n’est pas étudié ici
et la vitesse du front U est supposé positive. Comme dans le cas de la croissance plane une
solution approchée peut être trouvée par la méthode WKB. Notons que la valeur du potentiel
au bord de la tumeur ζ0,R(0) est ici une fonction décroissante du rayon R, large et positive au
début de la croissance (ζ0,R(z) ∼ 1/R pour R 1) et négative lorsque le rayon est supérieur à
un rayon 1/Rc = 2(γ − δ)/U −G′/G− U/(2G). Cette valeur au bord peut donc être réécrite
ζ0,R(0) =
U
2G
( 1
R
− 1
Rc
)
(2.110)
Comme dans le cas plan il existe potentiellement deux solutions non divergentes au premier
ordre du développement WKB
fˆ(z) = fˆ(0) exp
(
−
∫ 0
z
√
κ21 + ζ0,R(z′)dz′
)
, κ2 > −ζ0,R(0), (2.111)
fˆ(z) = fˆ(0)sin(S(z) + pi/4)sin(S(0) + pi/4) , κ
2 < −ζ0,R(0), (2.112)
avec S(z) =
∫ z
zt
√
−κ2 − ζ0,R(z′)dz′ et ζ0,R(zt) = 0 la première annulation du potentiel près du
bord de la tumeur (figure 2.7), la deuxième solution n’existant que pour R > Rc. Ces solutions
doivent satisfaire les conditions au limites données par les équations 2.103 et 2.104 qui peuvent
être réécrites sous la forme
fˆ ′(0)
fˆ(0)
= − φ
′
0(0)
2φ0(0)
(T − 1)− 1
R
, (2.113)
avec le paramètre de contrôle T = −2Γ/(Uφ′0(0)) (calcul similaire au cas du front plan détaillé
dans la section 2.2.1.5). Les deux racines potentielles κ1 > κ2 solutions de λ(κ) = 0 sont donc
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donnée par
√
κ21 + ζ0,R(0) = −
φ′0
2φ0(0)
(T − 1)− 1
R
, (2.114)
√
−κ22 − ζ0,R(0)cotan
(∫ 0
zt
√
−κ22 − ζ0,R(z)dz +
pi
4
)
= − φ
′
0
2φ0(0)
(T − 1)− 1
R
. (2.115)
Au voisinage du seuil de stabilité κ1 → κ0 et κ2 → κ0 (racine double)et les termes de gauche
sont positifs (le point tournant zt tend vers 0 pour κ2 → κ0). Une condition nécessaire pour
l’existence de ces racines est donc
1
R
< − φ
′
0
2φ0
(T − 1) = 1
Re
. (2.116)
Pour T > 1 il existe ainsi un rayon seuil Re tel que le front de la tumeur devient potentiellement
instable pour R > Re. Montrons maintenant que cette condition est suffisante. Le signe de ζ0,R
est donné par 1/R− 1/Rc et
1
Rc
= 2 Γ
Uφ0
− φ
′
0
2φ0
− Kφφ
′
0
K
− Σφ,φφ
′
0
Σφ
>
1
Re
. (2.117)
Pour T > 1 et R > Re la fonction ζ0,R est donc négative et les solutions κ1 et κ2, données
respectivement par les équations 2.114 et 2.115, existent.
En conclusion, pour T > 1 il existe un rayon seuil Re tel que la croissance radiale est
stable pour R < Re et devient instable lorsque R > Re. Ce rayon seuil devient infini lorsque
T → 1+ et la croissance est toujours stable pour T ≤ 1. Pour T  1 ce résultat prédit une
déstabilisation du bord de la tumeur pour des faibles rayons. Notons cependant que cette analyse
n’est valable qu’un fois l’état de croissance stationnaire φ0 atteint, avec le développement d’un
coeur quiescent ou nécrotique. Le rayon de la tumeur doit donc être plus grand que la taille lp
de la zone proliférative (section 2.2.1.1) pour pouvoir appliquer ces résultats.
2.2.3 Propriétés de l’instabilité
Pour les tumeurs en croissance la stabilité du contour circulaire est contrôlée par un para-
mètre T donné en unités physiques :
T = 2ΓK(φe)Σφ(φe)
V 2f
, (2.118)
des ondulations de longueur d’onde finie Λ apparaissant sur le contour pour T > 1. Cette
expression montre qu’une forte prolifération cellulaire au bord de la tumeur (Γ) et une forte
adhésion cellulaire (Σ) favorisent l’apparition de cette instabilité. Ce résultat est cohérent avec
ceux obtenus précédemment pour les modèles à une phase décrits section 1.2.1.1. Byrne et
Chaplain [147] trouvent ainsi une instabilité de contour contrôlée par une compétition entre
une force d’expansion due à la prolifération cellulaire et une force de cohésion due à l’adhésion
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Figure 2.11 – Diagramme de stabilité du contour circulaire d’une tumeur en croissance en fonction de
son rayon R, de sa vitesse de croissance Vf et du taux de prolifération cellulaire moyen au bord de la tumeur
Γ/φe. Le contour de tumeurs en régression (Vf < 0) est toujours instable.
cellulaire. De la même manière, Cristini et al. [204] identifient deux paramètres représentant
le rapport entre mitose et apoptose et le rapport entre le taux de prolifération et taux de
relaxation, trouvant un bon accord avec la croissance des sphéroides de glioblastomes dans les
expériences de Fieboes et al. [231]. L’expression 2.118 prédit également que les tumeurs à faible
vitesse de croissance (Vf ) sont plus instables. Une forme plus facile d’interprétation peut être
donnée pour le paramètre de contrôle en utilisant la relation d’échelle φ′0(0) ∼ −φe/lp avec lp
la taille de la zone de prolifération
T ∼ 2Γlp
Vfφe
. (2.119)
Cette forme peut être interprétée comme le rapport entre le taux de création de masse dans
la région proliférante (Γlp) et le taux d’évacuation de cette masse (Vfφe). Cette interprétation
est notament cohérente avec le modèle de croissance élastique développé par Dervaux et Ben
Amar [162]. En considérant une croissance localisée dans une zone annulaire d’épaisseur lp à la
périphérie d’un disque élastique ils montrent l’existence d’une instabilité de contour contrôlée
par le taux de variation de volume g de la zone en croissance. Ce paramètre de contrôle peut
être estimé par Γτc avec τc = lp/Vf le temps caractéristique d’évacuation de la masse créée
(relaxation), aboutissant à une paramètre de contrôle Γlp/Vf très similaire à celui trouvé dans
l’équation 2.119.
Pour T > 1 la déstabilisation du contour a lieu lorsque le rayon de la tumeur dépasse un
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Morphologie Contour stable Contour instable
(longueur d’onde des ondulations)
Paramètre de controle T < 1 > 1
Rayon de la tumeur R < Re > Re (Λ décroit avec R)
Adhésion cellulaire Σ faible forte (Λ ∼ lp)
Prolifération cellulaire Γ faible forte (λ ∼ lp)
Vitesse de croissance Vf rapide lente (Λ ∼ lp)
regression (Λ lp)
Tableau 2.2 – Stabilité de la croissance circulaire d’une tumeur dans notre modèle à deux phases. Le
phénotype des cellules, interactions mécaniques (Σ) et tau de prolifération Γ par exemple, sont relié aux
propriétés macroscopiques de la tumeur, vitesse de croissance Vf , rayon R, taille de la zone proliférative lp
ou encore longueur d’onde des ondulations sur le contour de la tumeur Λ.
rayon seuil Re, donné en unités physique par
Re =
2K(φ)Σφφe
Vf (T − 1) . (2.120)
En utilisant la même relation d’échelle que précédemment φ′0(0) ∼ −φe/lp, ce rayon peut être
réécrit sous la forme
Re ∼ 2lp
T − 1 . (2.121)
Le diagramme de stabilité représenté sur la figure 2.11 montre ainsi l’évolution de la stabilité
du contour circulaire avec le rayon R de la tumeur en fonction du paramètre de contrôle T .
Un comportement similaire, abaissement du seuil de stabilité avec le rayon de la tumeur, a été
également trouvé par Pham et al. [232] dans un modèle à une phase.
Près du seuil de l’instabilité la longueur d’onde des perturbations se développant sur le
contour est donnée par Λ0 = 2pi/κ0 = 2pi/
√
−ζ0,R(0). Un ordre de grandeur de ζ0,R(0) est
donné par (φ′0/φ0)2 ∼ 1/l2p et la longueur d’onde sélectionnée est donc comparable à la taille de
la zone proliférante lp
Λ0 ∼ 2pilp. (2.122)
L’expression de ζ0,R(0) (équation 2.110) indique également que Λ0 est une fontion décroissante
de R avec Λ0  1 pour R & Rc et Λ0 ∼ 2pilp pour R  Rc. Cette décroissance de la longueur
d’onde des ondulations du contour avec le rayon de la tumeur peut être à nouveau rapproché
des résultats obtenus par Dervaux et Ben Amar pour leur modèle de croissance élastique [162].
Finalement la perturbation fˆ décroit exponentiellement vers le centre de la tumeur et est
ainsi localisée dans une région externe de taille typique lp 7.
7. Le domaine ζ0 < 0 correspond à la région où le terme Γφ/G dans l’expression de ζ0 est négligeable ou
négatif, son ordre de grandeur étant donné par lp. La perturbation fˆ décroit exponentiellement en dehors de
cette zone.
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Figure 2.12 – Estimation du paramètre de contrôle T pour des mélanomes à croissance lente (mélanome
à extension superficielle et mélanome acral-lentigineux) et des mélanomes à croissance rapide (mélanomes
nodulaire et desmoplastiques). Les vitesses de croissance médianes sont tirées de [72] et les paramètres du
modèle issus de la littérature sont reportés table 1.2. Cliniquement les mélanomes à croissance rapide avec
T < 1 sont caractérisés par une croissance symétrique et les mélanomes à croissance lente avec T > 1 sont
souvent asymétriques. Les images sont issus de la Skin Cancer Foundation et des travaux du Dr. P. Guitera.
On a développé dans ce chapître un modèle à deux phases fluides en couche mince pour
décrire la croissance précoce du mélanome dans l’épiderme. Ce modèle prend en compte trois
mécanismes de régulation de la croissance cellulaire : inhibition de contact, inhibition par la
diffusion d’une molécule synthétisée par les cellules et inhibition par manque de nutriments. La
diffusion horizontale (au sein de l’épiderme) et verticale (avec le derme et la surface cutanée)
sont prises en compte pour les deux types de molécules. La géométrie mince de l’épiderme
permet d’obtenir un modèle 2D dans une limite de lubrification, donné par les équations 2.29,
2.30, 2.31 et 2.32. La croissance d’une tumeur circulaire est d’abord étudiée numériquement.
Après un état transitoire initial on montre ainsi que la vitesse de croissance est constante et
que la prolifération cellulaire est localisée dans une couche externe de taille lp, dont un ordre de
grandeur est donné par des arguments d’échelle. On prouve, numériquement et analytiquement,
que le contour circulaire d’une telle tumeur peut être instable. En effectuant une analyse de
stabilité linéaire avec une méthode WKB, on prouve que le contour des mélanomes en régression
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est toujours instable face aux perturbations de courtes longueurs d’onde et on met en évidence
l’existence d’un paramètre T contrôlant l’apparition d’ondulations de longueur d’onde finie Λ
sur le contour des mélanomes en croissance. En particulier une forte prolifération cellulaire Γ,
une forte adhésion cellulaire Σ et une faible vitesse de croissance Vf sont identifiés comme étant
des facteurs déstabilisants. Au-delà du seuil de stabilité (T > 1) on prouve l’existence d’un rayon
seuil Re tel que le contour est symétrique pour R < Re et perturbé pour R > Re. En utilisant
des arguments d’échelle on montre que la longueur d’onde des ondulations est comparable à
la taille de la zone proliférante lp et que la perturbation est confinée dans la partie externe
de la tumeur. Finalement on montre que la longueur d’onde Λ décroit avec le rayon de la
tumeur R et converge vers une valeur asymptotique non nulle. Ces résultats sont cohérents et
complètent ceux obtenus avec des modèles de croissance à une phase [147, 204, 231, 232] et des
modèles de croissance élastiques [162]. Les résultats de cette analyse de stabilité sont valables de
manière générale pour toute expression particulière choisie pour les fonctions de prolifération Γ
et d’adhésion cellulaire Σ vérifiant les hypothèses biologiques et physiques du modèle. Appliquée
ici au cas du mélanome, la méthode développée ici peut être adaptée et ouvre également la
voie à l’étude de stabilité d’autres modèles multiphases. L’étude de stabilité analytique de
solutions d’équations aux dérivées partielles n’est en général possible analytiquement que pour
des solutions uniformes [233] ou dans la limite des grandes et des petites longueurs d’onde [234].
Dans les cas plus généraux la stabilité est étudiée numériquement [235]. A notre connaissance
la méthode développé ici a donc permis la première résolution analytique sur l’ensemble du
spectre de la stabilité d’une solution non uniforme pour une équation aux dérivées partielles,
et ouvre ainsi la voie à la résolution d’autres problèmes basés sur ce type d’équations.
De manière intéressante le paramètre de contrôle T prédit une importante corrélation entre
la vitesse de croissance du mélanome et la stabilité de son contour, les mélanomes à croissance
rapide devant être plus stables et les mélanomes en régression devant présenter des ondulation
de petite longueur d’onde. Ces résultats sont consistants avec les observations cliniques de Liu et
al. [72] et d’Argenziano et al. [236] sur les mélanomes à croissance rapide et lente respectivement.
L’instabilité des mélanomes en régression permet quant à elle de mieux comprendre la forme
cicatricielle des zones de régression (section 1.1.3.2). Les données cliniques reportées (tableau
1.2) permettent d’estimer le paramètre de controle T pour différentes vitesses de croissance.
On trouve T < 1 pour les mélanomes à croissance rapide (Vf > 1.5 mm par mois pour les
mélanomes nodulaires) et T > 1 pour les mélanomes à croissance lente (Vf < 0.4 mm par mois
pour les mélanomes à extension superficielle), en accord avec la morphologie observée pour les
différents types de mélanomes (table 2.3 et figure 2.12). Notons que les mélanomes nodulaires et
desmoplastiques croissent principalement dans le derme, mais notre modèle parvient à capturer
le comportement de ces systèmes. Les données expérimentales reportées à la section 1.1 donnent
une estimation de Λ = 0.43− 2.2mm, comparable avec les observation cliniques et compatible
avec les hypothèses d’un modèle continu, la taille typique d’une cellule de mélanome étant
6− 20µm [67].
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Vitesse de croissance Paramètre de contrôle T Rayon critique Re
[mmjour−1] [mm]
0.004 (median SSM ) 11− 18 0.021− 0.022
0.011 (SSM ) 4− 6.5 0.065− 0.073
0.0043 (median LMM ) 10− 17 0.023− 0.024
0.013 (median ALM) 3.4− 5.5 0.079− 0.092
0.016 (median NM ) 2.75− 4.5 0.1− 0.13
0.049 (NM à croissance rapide) 0.9− 1.5 > 0.77
0.062 (DM à croissance rapide) 0.71− 1.2 > 2.2
Tableau 2.3 – Abbreviations : mélanome à extension superficielle (superficial spreading melanoma SSM),
lentigo maligna (LMM), mélanome acral-lentigineux (ALM), mélanome nodulaire (NM) and mélanome
desmoplastique (DM). Le paramètre T est estimé à partir de l’équation 2.119 dans le régime (DN) et R à
partir de l’équation 2.121. Les vitesses de croissance reportées ici sont issus de [72, 236] et les valeurs des
paramètres utilisés sont γ = 0.2 jours−1 et lp = 0.11− 0.18mm (tableau 1.2).
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Séparation de phase
Après s’être intéressé dans le chapitre précédant au patron global des tumeurs mélanocy-
taires, arrêtons-nous maintenant sur les microstructures présentes au sein de celle-ci. On a en
particulier mentionné dans le chapitre 1 que les mélanomes étaient souvent caractérisés par la
présence de points ou de globules pigmentés irrégulièrement répartis à l’intérieur de la lésion.
On s’intéresse dans ce chapitre au mécanisme de formation de ces microstructures qui possèdent
une place importante dans les méthodes de diagnostic différentiel.
Le concept de séparation de phase en biologie est introduit dans la partie 3.1 et on montre
dans la partie 3.2 comment ce phénomène apparait dans le modèle à deux phases considéré
précédement et permet de mieux comprendre la formation des microstructures des tumeurs
cutanées.
3.1 Introduction : séparation de phase en biologie
On appelle ici séparation de phase l’organisation spontanée d’un mélange de cellules de
types différents en plusieurs régions constituées de cellules de type identique. Ce phénomène
est remarquablement illustré par l’expérience de Townes et Holtfreter [176] sur des cellules em-
bryonnaire d’amphibien : des cellules issues de la plaque neurale et de l’épiderme, désagrégées
et mélangées in vitro, se réorganisent en 20h pour former une masse centrale homogène de cel-
lules médullaires entourée d’un tissu épidermique (figure 1.17). L’hypothèse dite de l’adhésion
différentielle explique cette séparation de phase par une analogie avec la séparation de phase
classique dans les fluides non miscibles : les cellules se réorganisent de façon à maximiser leur
énergie d’adhésion homotypique 1 et hétérotypiques 2, donnée par le nombre et la nature des
molécules d’adhésion exprimées à la surface des cellules. Dans le cas non miscible, les adhé-
sions hétérotypiques sont trop faibles et les cellules de même type ont tendance à s’agréger. Les
expériences in vitro montrent que la dynamique de ces agrégats est alors similaire à celle trou-
vée dans la séparation de phase classique : arrondissement des amas irréguliers et coalescence
des amas de même type [237]. On notera également qu’il est possible de définir une tension
de surface due aux différences d’adhésion cellulaire. L’hypothèse d’adhésion différentielle est
aujourd’hui largement acceptée et supportée par des mesures physiques directes de la tension
1. entre cellules de même type
2. entre cellules de type différents
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a b 
Figure 3.1 – Coculture de fibroblastes (vert) et de cellules de cancer de la prostate (rouge), non invasives
(a) et très invasives (b). Après 24h les cellules non invasives se séparent des fibroblastes (a) alors que les
cellules invasives restent mélangées (b). Figure tirée de [237].
de surface. On pourra ainsi citer le travail de Foty et Steinberg [238] démontrant in vitro la
proportionnalité entre le nombre de cadhérines exprimées à la surface des cellules et la tension
de surface de l’amas cellulaire. Les auteurs montrent également qu’une séparation de phase peut
être provoquée par une faible baisse de l’expression des cadhérines dans une sous population de
cellules autrement identiques. De manière générale on utilisera dans ce chapitre le vocabulaire
de la séparation de phase des fluides classiques pour décrire les tissus biologiques.
L’importance de la séparation de phase par adhésion différentielle a été soulignée dans
des contextes biologiques variés. En embryologie il a ainsi été montré in vivo que l’expression
des cadhérines variait suivant le type cellulaire considéré, permettant ainsi la ségrégation des
tissus et la formation d’une frontière bien définie entre ceux-ci [239, 240]. Dans les organismes
développés les différences d’adhésion jouent également un rôle important dans le maintien de
l’organisation des tissus et le développement de pathologies [241]. Dans le cadre du cancer de la
prostate, la transition vers un état invasif a ainsi récemment été associée à une diminution de
la cohésion entre cellules tumorales permettant à la tumeur de devenir miscible dans les tissus
environnants [242] (figure 3.1). Cette hypothèse est supportée par les expériences de Winters et
al. qui montrent in vitro une forte corrélation inverse entre la tension de surface d’un sphéroide
de cellules tumorales et son potentiel d’invasion. Finalement mentionnons également l’utilisation
de l’adhésion différentielle comme principe constructeur en ingénierie tissulaire. Neagu et al.
[243] illustrent élégamment cette technique en utilisant une bioimprimante pour fabriquer des
structures tubulaires vivantes composées de deux phases cellulaires. Ils parviennent ainsi à
obtenir différentes géométries, uniquement en contrôlant les interactions entre cellules et par
conséquent leur auto-organisation en deux phases séparées.
Le cas du mélanome est différent du cas du cancer de la prostate cité précédemment. Dans
une peau saine les mélanocytes sont naturellement isolés, interagissant de préférence avec les ké-
ratinocytes plutôt qu’avec leurs homologues. Comme décrit dans la partie 1.1.2.4 la progression
du mélanome est associé à une diminution de l’affinité des mélanocytes avec les kératinocytes
et une augmentation de l’affinité avec leurs homologues, correspondant à des changements du
niveau d’expression des molécules d’adhésion pour les deux types d’interactions [33]. Ainsi on
s’attend à ce que les mélanocytes et les kératinocytes passent d’un état miscible à un état non
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Figure 3.2 – (a) mélanome présentant des globules de différentes tailles et forme, distribués de manière
irrégulière. (b) naevus présentant des globules répartis régulièrement. (c) coupe histopathologie d’un naevus
montrant la présence d’agrégats de mélanocytes. Les photos (a) et (b) sont tirée de [244] et la photo (c)
est donnée par Giovanni Pellacani.
miscible. Intéressons nous maintenant à l’aspect des lésions mélanocytaires reportées dans la
littérature médicale. En dermoscopie il est souvent observé, dans les naevi et les mélanomes,
des microstructures décrites comme des globules ou des points pigmentés (figure 3.2). La pig-
mentation, la taille, la forme, et la répartition de ces globules sont des paramètres importants
pour identifier un mélanome, ceux-ci étant généralement associés à des globules très pigmentés,
convexes, variant significativement en taille et en forme et distribués de manière irrégulière
dans la lésion [244]. Associé à ces globules, on peut fréquement observer dans les coupes histo-
logiques des agrégats de mélanocytes dans le derme et dans l’épiderme inférieur (figure 3.2c), et
éventuellement dans l’épiderme supérieur dans le cas du mélanome, les agrégats plus profonds
étant généralement plus larges.
Dans le but de comprendre le mécanisme de formation de ces agrégats de mélanocytes, on
étudie ici la possibilité d’une séparation de phase dans le modèle à deux phases introduit dans
le chapitre 1 et développé dans le chapitre 2.
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3.2 Décomposition spinodale dans les modèles multiphases
Comme dans le chapitre précédant on considère un mélange à deux phases constituées des
cellules tumorales (indice c) et d’un fluide interstitiel (indice l), contenant les autres cellules tels
les kératinocytes non représentés explicitement ici. On se limite ici à l’étude d’une prolifération
régulée par la concentration en nutriments diffusant dans le fluide interstitiel. Rappelons les
équations 1.29, 1.30 et 1.31 et obtenues dans le chapitre 1
∂φc
∂t
+∇ · (φcvc) = Γc(φc, n), (3.1)
vc = −K(φc)∇
(
Σ(φc)− 2∆φc
)
, (3.2)
0 =∇ · (Dn∇n) + Sn, (3.3)
où on a négligé la viscosité µ de la phase cellulaire. On choisit pour les termes d’échange de
matière des expressions simples satisfaisant les observations expérimentales résumées dans le
chapitre 1 1.2.2.5
Γc = γcφc(n/ne − δc), (3.4)
Sn = −δnφcn+ S(ne − n), (3.5)
avec γc le taux typique de prolifération cellulaire, γcδc le taux de mort cellulaire en l’absence de
nutriments, δn le taux de consommation de nutriments par les cellules, S le taux de diffusion
des nutriments depuis une source qui peut être les capillaires sanguins ou l’atmosphère (modèle
en couche mince du chapitre 2), et ne la concentration typique en nutriments dans cette source.
Les valeurs typiques de ces constantes sont données dans le tableau 1.2.
On est particulièrement intéressé ici aux propriétés de la fonction Σ. On rappelle ici que les
contraintes biophysiques imposent Σ(0) = 0 (pas de contrainte en l’absence de cellule), Σ(φc) <
0 pour φc  1 (attraction à faible densité) et Σ(φc)→ +∞ pour φc → 1 (répulsion entropique).
On considère ici une fonction Σ(φc) caractérisée par une fraction volumique d’équilibre φe > 0
avec Σ(φc < φe) < 0 et Σ(φc > φe) > 0 et un minimum unique à φ∗ < φe, représentée figure
1.20.
Afin d’analyser les équations et de réaliser les simulations numériques, on définit les quantités
sans dimensions
xˆ = x/ln, nˆ = n/ne, tˆ = tγ, (3.6)
fˆ = f/χ, Kˆ(φc) = (1− φc)2, (3.7)
D = χ/(Ml2nγne), ˆ2 = 2/(χl2n), β = S/δn, (3.8)
avec ln =
√
Dn/δn la longueur de pénétration des nutriments. En omettant dans la suite les
chapeaux ((ˆ·)) et les indices de la phase cellulaire ((·)c) les équations du système peuvent être
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réécrites avec les quantités sans dimensions
∂φ
∂t
= D∇ ·
(
φK(φ)∇
[
Σ(φ)− 2∆φ
])
+ φ(n− δ), (3.9)
∆n− φn+ β(1− n) = 0. (3.10)
On considère dans cette partie un mélange initialement uniforme, avec une fraction volumique
φ0, et on étudie la possibilité d’une séparation de phase analytiquement. L’auto-organisation
du système est étudiée numériquement sur un système aux limites périodiques.
3.2.1 Décomposition spinodale sans échange de masse
3.2.1.1 Analyse de stabilité linéaire
En l’absence d’échange de masse entre les phases (Γc = 0) l’équation 3.9 peut être simplifiée
en redimensionnant les échelles de temps et d’espace par xˆ = x/ et tˆ = tD/. En omettant à
nouveau les chapeaux ((ˆ·)) on obtient alors l’équation
∂φ
∂t
=∇ · (φK(φ)∇ [Σ(φ)−∆φ]) . (3.11)
On considère une perturbation infinitésimale autour d’une solution uniforme φ = φ0 sous la
forme
φ = φ0 + δφ exp(λt)cos(kx). (3.12)
En remplaçant cette expression dans l’équation 3.11, on obtient à l’ordre δφ le taux de croissance
λ de la perturbation
λ = −Dφ0K(φ0)
[
k2Σ′(φ0) + 2k4
]
. (3.13)
Pour dΣ/dφ = Σφ(φ) < 0, correspondant à la région φ0 < φ∗, le mélange est donc instable
dans le domaine des grandes longueurs d’onde k <
√
−Σφ(φ0)/ et le système est sujet à une
décomposition spinodale pour toute valeur des paramètres  et D. L’équation 3.13 est en effet
similaire à l’équation phénoménologique pour la séparation de phase décrite par Puri et al.
[245, 246], avec une mobilité dépendant M(φ) dépendant du paramètre d’ordre φ et correspon-
dant ici à φK(φ). Notons que le paramètre D joue ici un rôle similaire à la température dans
les modèles de séparation de phase classiques. Après un régime transitoire, les systèmes décrit
par cette équation classique sont composés de domaines auto-similaires caractérisés par une
longueur typique L(t) qui augmente avec le temps. Etant donné les similarités avec le modèle
multiphase discuté ici, on s’attend à observer les mêmes structures et les mêmes lois de crois-
sance. Cependant notons que contrairement à Puri et al. [245] dans notre modèle l’équivalent
de la mobilité, φK(φ), s’annule pour φ = 0 dans un domaine autrement instable (Σφ(φ) < 0
pour φ  1), quelques différences pourraient donc apparaitre. L’évolution du système après
décomposition spinodale est étudiée numériquement dans la section suivante.
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a b c
Figure 3.3 – Décomposition spinodale d’un système avec une fraction volumique initiale φ0 = 0.25 et
sans échange de masse (Γc = 0). La simulation est représentée aux temps t = 1000 (a), t = 18000 (b) et
t = 28000 (c). L’échelle de couleur représente la fraction volumique cellulaire φ. Les paramètres du modèle
sont φe = 0.6 et toutes les quantités sont sans dimensions.
3.2.1.2 Résultats numériques
Les simulations numériques de l’équation 3.11 sont réalisées dans un système à deux di-
mensions de taille L × L avec des conditions aux limites périodiques. La fraction volumique
cellulaire est prise initialement homogène φ = φ0 avec une bruit blanc d’amplitude φ0/100
pour permettre aux instabilités de se développer. Les équations sont discrétisées en utilisant
un schéma explicite FTCS décrit dans l’annexe. On utilise pour Σ la forme phénoménologique
suivante
Σ(φ) = φ
2(φ− φe)
1− φ , (3.14)
où on choisit φe = 0.6 pour les simulations numériques. L’équivalent de la mobilité M(φ) =
φK(φ) s’annule pour φ → 0 assurant que φ reste positif. Cependant les approximations nu-
mériques introduites par la discrétisation de l’équation 3.11 peuvent conduire à l’apparition de
domaines φ < 0. Pour résoudre ce problème on pose φ = 0 lorsque φ devient négatif lors de
la simulation. Si le pas utilisé pour la discrétisation est suffisamment faible (ici ∆x = 0.15 et
∆t = 10−4) le paramètre d’ordre φ peut être considéré conservé (annexe).
La dynamique de la séparation de phase est représentée sur la figure 3.3 pour une condition
initiale instable φ0 = 0.25. Après un régime transitoire, le système est composé de domaines
de deux types, l’un vide de cellules tumorales (φ = 0) et l’autre riche en cellules tumorales
(φ = 0.54 ≈ φe), organisés sous une forme labyrinthique. La frontière entre les domaines a une
épaisseur donnée dans les unités physiques par
√
/χ, où on rappelle que χ représente une valeur
typique de la pression Σ. Cette frontière est associée à une énergie de surface due au terme
en ∇φ dans l’expression de l’énergie libre donnée dans l’équation 1.16. L’évolution du système
tend vers une minimisation de cette énergie en arrondissant et en fusionnant les domaines.
La figure 3.4 montre l’état final typique atteint par le système pour une fraction volumique
initiale faible, ici φ0 = 0.15. Les cellules tumorales forment un agrégat circulaire entouré d’une
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Figure 3.4 – Formation d’un agrégat de cellules tu-
morales entouré d’un domaine vide de cellules après
une décomposition spinodale avec un état initiale ho-
mogène φ0 = 0.15 et sans échange de masse (Γc = 0.
La simulation est représentée au temps t = 201 et pour
les paramètres φe = 1. L’échelle de couleur correspond
à la fraction volumique cellulaire φ.
zone vide de cellules, état minimisant l’énergie du système. Sachant que le nombre de cellules
dans le système est conservée (Γc = 0), la théorie de la décomposition spinodale classique
prédit la géométrie du système en fonction de φ0 [245, 247] : aggrégats isolés de cellules pour
φ0  1 et domaines vides isolés pour φ0 ≈ φ∗. Il existe de plus une fraction volumique critique,
correspondant approximativement à φ0/2, tel que les domaines riches en cellules occupent la
moitié de l’espace. Pour une fraction volumique inférieure (respectivement supérieure) à cette
valeur critique des domaines labyrinthiques apparaisent pendant un régime transitoire avant de
se réorganisaer en agrégats de cellules circulaires isolés (respectivement en domaines circulaires
vides isolés). La durée du régime transitoire labyrinthique diverge pour des fraction volumiques
se rapprochant de cette valeur critique, expliquant ainsi les structures observées dans la figure
3.3 avec φ0 = 0.25 et φe/2 = 0.3.
Pour continuer la comparaison avec les résultats de séparation de phase classique définissons
de le facteur de structure
S(k, t) = 〈φ˜(k, t)φ˜(k, t)∗〉, (3.15)
où φ˜ représente la transformée de Fourier de φ, (·)∗ le complexe conjugué et où la moyenne 〈·〉
est prise sur les angles du vecteur d’onde k. Cette fonction donne une définition de la longueur
typique du système au temps t [245] (largeur des domaines labyrinthiques de la figure 3.3 ou
diamètre de l’agrégat circulaire de la figure 3.4 par exemple)
L(t) =
[∫
k kS(k, t)∫
k S(k, t)
]−1
. (3.16)
Comme représenté dans la figure 3.5, au temps long le facteur de structure présente une évolu-
tion autosimilaire, comme dans les modèles classiques de séparation de phase. On pourra ainsi
écrire
S(k, t) = L(t)2G(kL(t)), (3.17)
avec G une fonction maitresse. L’interprétation de cette autosimilarité est que la forme des
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Figure 3.5 – (a) Sans échange de masse entre les phases la taille de domaines, définie par l’équation 3.16
croit suivant une loi de puissance L(t) ∼ tα avec un exposant α ≈ 0.37. (b) Superposition du facteur de
structure redimensionné S(k, t) < k >2 en fonction k/ < k > aux temps t = 18000,t = 20000, t = 22000,
t = 24000, t = 26000, et t = 28000. Le facteur de structure suit une fonction maitresse montrant l’existence
d’une croissance autosimilaire à temps long, comme dans les séparation de phase classique. Les paramètres
des simulation sont φ0 = 0.25 et φe = 0.6 et l’arrangement typique des domaines est représenté figure 3.3.
domaines reste constante alors que leur taille L(t) croit avec le temps. On trouve une croissance
en loi de puissance L(t) ∼ tα (figure 3.5), avec un exposant α ≈ 0.37, proche de celui de la loi
de croissance de Lifshitz-Slvozov L(t) ∼ t1/3 trouvé dans les modèles de séparation de phase
avec paramètre d’ordre conservé [247].
On a donc prouvé ici que ce type de modèle multiphase pouvait être sujet à une décompo-
sition spinodale et que la séparation de phase résultante partageait les mêmes propriétés que
les modèles connus.
3.2.2 Décomposition spinodale avec échange de masse
3.2.2.1 Analyse de stabilité linéaire
Prenons maintenant en compte la prolifération et la mort cellulaire en considérant possible
les échanges entre les phases (Γc 6= 0). Le paramètre d’ordre φ n’est alors plus conservé dans le
système et on s’attend donc à une séparation de phase aux propriétés différentes [247]. L’état
stationnaire homogène des équations 3.9 et 3.10 est donné par
φ0 =
β(1− δ)
δ
et n0 = δ, (3.18)
et correspond à un état homéostatique où les divisions (respectivement la consommation de
nutriments) équilibrent les morts cellulaires (respectivement l’alimentation en nutriments). Une
82
3.3.2 Décomposition spinodale dans les modèles multiphases
Stable
Unstable
0 1 2 3 4
0.20
0.15
0.10
0.05
0.00
0.05
0.10
sk
k
λ
ei
ge
n
va
lu
e
Figure 3.6 – Taux de croissance λ d’une perturba-
tion de vecteur d’onde k autour de la solution sta-
tionnaire homogène donnée dans l’équation 3.18. Le
couplage avec les nutriments stabilise le domaine des
grandes longueurs d’onde, typiquement plus grandes
que la longueur de pénétration des nutriments k < 1.
Ici le mélange est stable pour Σ′(φ0) = −0.1 (ligne
continue) et devient stable pour Σ′(φ0) = −0.03 < 0
(ligne pointillée). Les paramètres du modèle sont  =
0.084, D = 2., β = 0.2, φ0 = 0.3 et φe = 0.6.
perturbation infinitésimale de vecteur d’onde k autour de cette solution homogène peut être
écrite sous la forme
φ = φ0 + δφ exp(λt)cos(kx), (3.19)
n = n0 + δn exp(λt)cos(kx). (3.20)
En substituant cette expression dans les équations 3.9 et 3.10 on trouve à l’ordre δφ et δn le
taux de croissance λ de la perturbation
λ = −φ0[DK(φ0)(f ′(φ0)k2 + 2k4) + δ
2
k2δ + β ]. (3.21)
Le couplage avec les nutriments est responsable du dernier terme de cette équation, qui em-
peche la croissance des perturbations de grande longueur d’onde (λ(k) est représenté figure
3.6). Remarquons que ce terme introduit une deuxième longueur caractéristique dans le sys-
tème, en plus de l’épaisseur de l’interface entre les domaines, reliée à la longueur de pénétration
des nutriments
√
Dn/δn. Arrêtons-nous un moment sur ce point. L’introduction d’une seconde
longueur caractéristique dans une séparation de phase est généralement associée à un méca-
nisme de sélection de forme. On peut citer ainsi l’exemple des copolymères à blocs, constitués
de deux parties non miscibles liés de manière covalente. La longueur finie de ces polymères
créé un phénomène de microséparation de phase, où la réorganisation des domaines s’arrête
avant d’atteindre des tailles macroscopiques, et conduit généralement à l’apparition de struc-
ture périodiques [248, 249]. Un mécanisme morphogénétique similaire est également trouvé dans
le modèle de Glozter [250] où un équilibre chimique introduit des termes d’échange entre les
phases et conduit à la saturation de la taille des domaines et à l’apparition de domaines en
bandes. Dans un contexte plus proche, la relation de dispersion représentée figure 3.6 est simi-
laire à celle trouvée par Klein et al. [251] avec un modèle de type Cahn-Hilliard pour décrire
l’agrégation des cellules souches de l’épiderme. Dans leur cas une seconde longueur est donnée
par l’inhibition de contact de la prolifération cellulaire et la différenciation des cellules souches.
Au vu des similarités des relations de dispersion, on s’attend à ici à des comportements si-
milaires. En supposant   1 dans l’équation 3.21, la plus grande longueur instable de notre
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modèle est donné par
ls = 2pi
√√√√1− Dφ0K(φ0)f ′(φ0)(φ0+β)2φ0n0
φ0 + β
= 2pi
ks
. (3.22)
Le taux de croissance maximal λmax = λ(kmax) peut également être obtenu à partir de l’équation
3.21, et son signe donne la stabilité du mélange. En omettant les préfacteurs positifs ce signe
est donné par la fonction
g(β, δ,D, f ′, ) = −2(
√
(β2 − δf ′)2 + β2δf ′
−(2β + δf ′)) ((β2 − δf ′)2 + β2δf ′)
−3β2δf ′(β2 + δf ′) + (3
2δ2)3
D2(δ(1 + β)− β)2 , (3.23)
g > 0 indiquant l’instabilité du mélange et l’apparition d’une séparation de phase. Le signe de
g est représenté figure 3.7, où l’on voit que la région instable (domaine rouge) est réduit par
rapport au cas sans échange de masse étudié dans la partie précédente (domaine blanc). Notons
que la stabilité du mélange semble dépendre principalement de la fraction volumique initiale
φ0 car les limites des domaines instables correspondent approximativement aux isosurfaces
φ0(β, δ,D, f ′, ) contant.
3.2.2.2 Résultats numériques
Comme dans la section 3.2.1.2 on étudie numériquement l’évolution d’un système périodique
de taille N ×N avec une condition initiale uniforme φ = φ0 et n = n0 et un faible bruit blanc
d’amplitude φ0/100. Les valeur initiales φ0 et n0 sont ici imposées par l’équation 3.18.
La figure 3.8 illustre l’influence de la fraction volumique initiale φ0 sur la géométrie du
système après séparation des phases. Le système de la première ligne est caractérisé par une
fraction volumique initiale faible φ0 = 0.05 et forme à temps long des agrégats circulaires de
cellules tumorales régulièrement espacés. Le système de la seconde ligne correspond au contraire
à une densité élevée φ0 = 0.3 et forme à temps long des domaines vides de cellules régulièrement
espacés. Les points et les globules des lésions mélanocytaires représentés figure 3.2 peuvent
ainsi être reproduis par une décomposition spinodale dans le modèle multiphase proposé ici. La
saturation de la croissance des domaines peut engendrer la formation de domaines circulaires
isolés (deux premières lignes de la figure 3.8), ou à des domaines labyrinthiques ou en bandes
lorsque la saturation intervient de manière précoce (deux dernière lignes de la figure 3.8). En
particulier la dernière colonne de la figure 3.8 représente un système proche de la limite de
stabilité où la saturation de la taille des domaines intervient juste après la séparation des
phases. On trouve ainsi pour ce système ls = 9.1 (donné par l’équation 3.22) proche de la
longueur privilégiée pour la décomposition spinodale lmax = 2pi/kmax = 6.89.
Entre la séparation des phases et la saturation de la taille des domaines, on observe un
régime transitoire où les domaines croissent suivant une loi de puissance L(t) ∼ tα, avec α ≈ 1/3
proche du cas étudié dans la partie précédante. De la même manière on trouve que le facteur de
structure définit dans l’équation 3.15 a un comportement autosimilaire et peut être superposé à
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Figure 3.7 – Diagramme de phase pour un mélange initialement homogène avec une fraction volumique
cellulaire φ0 et une concentration en nutriments n0, donné en fonction des paramètres sans dimensions δ
(proportionnel au taux de mort cellulaire) et β (proportionnel au taux d’alimentation en nutriments). Les
paramètres du modèles sont  = 0.084 (a,c),  = 0.2 (b,d) et D = 2 (a,b), D = 20 (c,d). Le domaine
grisé correspond à φ0 > φ∗ et le mélange y est toujours stable même en l’absence d’échange de masse.
Le couplage avec les nutriments tend à stabiliser le mélange et la zone instable est réduite au domaine
représenté en rouge. On remarque numériquement que la limite des domaines semble correspondre à des
isosurface φ0 constante.
la fonction maitresse trouvée dans la partie précédente sans échange de matière (figure 3.9). On
note que cette fonction maitresse ne correspond pas à celle trouvée pour l’équation de Cahn-
Hilliard. Cette différence pourrait montrer que ce système est dans une classe d’universalité
différente, mais peut plus probablement être expliquée par les effets de taille fini dans notre
système. Il serait intéressant d’étudier des systèmes de tailles plus grandes pour vérifier si les
deux facteurs de structure convergent.
Comme prédit par l’analyse théorique, la croissance des domaines sature lorsque leur taille
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Figure 3.8 – Séparation de phase avec échange de masse (Γc 6= 0) de mélange de fraction volumique
cellulaire initialement uniforme φ0, pendant la séparation des phases (A,D,G,J), pendant le régime de
croissance et de réorganisation des domaines (B,E,H,K) et après saturation de la taille des domaines aux
temps longs (C,F,I,L). (A,B,C) formation d’agrégats de cellules isolés pour une densité cellulaire initiale
faible φ0 = 0.05.  = 0.1, β = 0.1, δ = 0.5, D = 2 (t = 200, t = 250, t = 1500). (D,E,F) formation de
domaines vides de cellules régulièrement espacés à haute densité cellulaire φ0 = 0.03.  = 0.014, β = 1,
δ = 0.4, D = 2 (t = 500, t = 1000, t = 10000).(G,H,I) domaines labyrinthiques apparaissant pendant un
régime transitoire φ0 = 0.3,  = 0.032, β = 0.2, δ = 0.4, D = 2 (t = 1, t = 20, t = 200). (J,K,L) domaines
labyrinthiques stabilisé juste après la séparation des phases pour un système près de la limite de stabilité
φ0 = 0.3,  = 0.084, β = 0.2, δ = 0.4, D = 2 (t = 30, t = 600, t = 3600).
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Figure 3.9 – Les facteurs de structures, définis dans l’équation 3.15, peuvent être superposés après
redimensionnement pour les modèles sans échange de masse et avec échange de masse avant saturation de
la taille de la croissance. On note que la fonction maitresse obtenue diffère de celle obtenue pour l’équation
de Cahn-Hilliard classique.
devient de l’ordre de la longueur de pénétration des nutriments, égale à 1 dans notre modèle
adimensionné. D’un point de vue biologique, la taille des agrégats cellulaires croît jusqu’à at-
teindre deux fois la longueur de pénétration des nutriments, la prolifération cellulaire s’arrêtant
dans le centre des agrégats due à un manque de nutriments.
3.3 Conclusion
On observe souvent dans les lésions mélanocytiques, naevi et mélanomes, la présence d’agré-
gats de mélanocytes apparaissant sous la forme de point et de globules en dermatoscopie (figure
3.2). On a étudié dans ce chapître le mécanisme de formation de ces structures en utilisant un
modèle à deux phases fluides prenant en compte un mécanisme réaliste d’adhésion entre cellules.
L’apparition des agrégats est expliquée par une séparation de phase entre les mélanocytes et
les kératinocytes. Ce modèle théorique prédit une saturation de la taille de ces structures à une
longueur donnée par la longueur de pénétration des nutriments, ici ls ≈ 2ln = 0.2mm (table
1.2), compatible avec la taille des agrégats observés cliniquement. Cette longueur est également
grande devant la taille typique des mélanocytes (6− 20µm) légitimant la description continue
du phénomène. La séparation de phase dans le système est similaire à celle intervenant dans
un mélange de deux fluides classiques non miscibles en dessous d’une température critique :
lorsque l’adhésion entre les cellules devient importante (φe > 0) notre modèle prédit la ségréga-
tion des cellules. Ce résultat correspond au changement du niveau d’expression des cadhérines
observée cliniquement durant la progression du mélanome, où les interaction des mélanocytes
augmentent avec leur homologues et diminue avec les kératinocytes [33].
En considérant dans un premier temps l’absence de prolifération et de mort cellulaire, le
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modèle proposé est très similaire au modèle classique de Cahn-Hilliard pour la séparation de
phase, mais avec une expression différente de la mobilité [245, 246]. Après la séparation des
phases, résultant par exemple d’un changement phénotypique augmentant les interactions entre
mélanocytes, les cellules tumorales sont regroupées en domaines labyrinthiques. On trouve que
ces structure ont une croissance autosimilaire caractérisée avec une taille typique augmentant
suivant une loi de puissance proche de la loi de croissance de Lifshitz-Slvozov L(t) ∼ t1/3. La
prise en compte d’une prolifération cellulaire dépendant de la concentration locale en nutri-
ments introduit une seconde taille caractéristique dans le système donnée par la longueur de
pénétration des nutriments. Lorsque la taille des microsctructures atteint cette longueur leur
croissance s’arrête et on montre numériquement qu’ils adoptent une organisation symétrique,
en points, en quadrillage ou en bandes. Ce résultat est compatible avec les observations de
Xu et al. [244], trouvant que les agrégats symétriques régulièrement distribués sont corrélés
avec les naevi bénins qui sont des structures n’évoluant pas. Les agrégats asymétriques de la
phase de croissance et de réorganisation des domaines peuvent être au contraire comparés aux
microstructures fréquemment observés dans les mélanomes durant leur développement précoce.
Notre modèle théorique montre donc que de la présence de telles structures indiquent que la
lésion est en évolution, à cause d’un changement du phénotype des mélanocytes ou de leur
microenvironnement. On montre également que la phase de croissance des agrégats est auto-
similaire avant de saturer, ce qui peut expliquer la plus large distribution de taille des agrégats
dans les mélanomes que dans les naevi. On s’attend enfin à ce qu’un mécanisme d’inhibition
de contact puisse être décrit par un modèle similaire aux modèles de séparation de phases avec
équilibre chimique [250] pour lesquels a été trouvé une dynamique similaire à celle décrite plus
haut. De même on s’attend à ce que l’introduction d’une régulation paracrine de la proliféra-
tion cellulaire, comme décrit dans le chapitre 2, introduise une longueur typique donnée par la
longueur de diffusion associée et aboutisse à une dynamique similaire.
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Influence de la géométrie de l’épiderme
Dans le chapitre 2 on a assimilé l’épiderme à une couche mince plane. L’épiderme présente
en réalité une géométrie complexe sur certaines régions du corps, souvent associée à des mi-
crostructures spécifiques. On étudie dans ce chapitre l’influence de la géométrie de la jonction
dermoépidermique sur l’apparence superficielle d’une lésion et sur son évolution, en se concen-
trant sur les lésions de la peau glabre. Après avoir identifiés les questions d’intérêt clinique
dans la partie 4.1 on montre dans la partie 4.2 comment la géométrie de l’épiderme influence
le transport et la distribution de la mélanine et donc l’aspect d’une lésion. On propose ainsi
une explication physique et géométrique à l’apparition des patrons pigmentés parallèles et à
la présence de colonnes de mélanine sous les sillons de la surface de la peau. Un modèle de
croissance à deux phases en couche mince sur une surface courbe est développé dans la partie
4.3 pour étudier l’influence de la géométrie sur la croissance et la répartition des mélanocytes.
4.1 Introduction : structure de l’épiderme
La peau humaine connait d’importantes variations de structures suivant l’endroit du corps
considéré. On distingue ainsi deux grands types de peau (figure 4.1). La peau glabre, sans sys-
tème pileux, est trouvée sur les paumes des mains et les plantes des pieds. Elle est caractérisée
par un épiderme épais (1mm d’épaisseur typiquement), incluant une couche cornée dense et
épaisse, et organisé en une succession de crètes et de sillons formant les dermatoglyphes visibles
à la surface de la peau [252]. Au niveau de la jonction dermoépidermique on trouve une suc-
cession de crêtes épidermiques de période double, crêtes limitantes (crista profunda limitans)
et crêtes intermédiaires (crista profunda intermedia) situés respectivement sous les sillons et
les crêtes de la surface cutanée [253]. Les crêtes intermédiaires sont plus étroites et plus pro-
fondes que les crêtes limitantes [6] et hébergent le conduit des glandes sudoripares eccrines
(acrosyringium) qui apparaissent en dermoscopie comme des points blancs au centre des crêtes
superficielles [253]. Cette structure complexe permet de lier fortement derme et épiderme dans
ces zones soumises à des contraintes mécaniques importantes et jouent un rôle important pour
la perception tactile [254]. La peau des autres régions du corps est au contraire caractérisée par
la présence d’un système pileux plus ou moins dense et un épiderme fin (100µm d’épaisseur
typiquement) presque plan excepté près des follicules pileux (figure 4.1). Chez les populations
non blanches, les mélanomes sont le plus souvent observés dans les régions glabres, ceux-ci
représentant ainsi 50% des mélanomes détectés chez les japonais [255]. Les recherches cliniques
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a b c d 
Figure 4.1 – Structure de la peau glabre (c,d) trouvée sur les paumes des mains et plantes des pieds et de
la peau non glabre (a,b) trouvée sur le reste du corps (en dehors des muqueuses). (a,b) La peau non glabre
possède un épiderme fin d’une épaisseur de l’ordre de 100µm et un système pileux. (c,d) La peau glabre
est caractérisé par un épiderme épais de l’ordre de 1mm incluant une couche cornée compacte et épaisse
et une absence de système pileux. Dans ces régions l’épiderme a une forme ondulée avec une alternance
de crêtes et de sillons formant les dermatoglyphes. Figures tirée de http ://www.site.uottawa.ca/ elsad-
dik/abedweb/teaching/elg5124/Skin.pdf (b,c) http ://php.med.unsw.edu.au/embryology/index.php (a,d).
ont montré que les naevi et mélanomes se développant sur ces régions présentent des formes
particulières, certainement influencés par la géométrie de l’épiderme, nécessitant des critères de
diagnostic appropriés. Arrêtons-nous un instant pour rappeler quelques observations cliniques
et les questions qu’elles soulèvent.
En dermoscopie les naevi présentent une pigmentation en bandes parallèles localisées le long
des sillons de la surface cutanée, à l’inverse les mélanomes présentent également une pigmen-
tation en bandes parallèles mais localisées le long des crêtes [257–260] (figure 4.2). Saida et al.
[260] rapportent ainsi une sensibilité de 86% et une spécificité de 99% pour le diagnostic précoce
du mélanome acral en utilisant ce critère de patron parallèle aux crêtes. Ces formes suggèrent
donc une forte influence de la géométrie de l’épiderme sur la distribution des mélanocytes et
de la mélanine, confortée par les observations cliniques [6, 261]. Nagashima et Tsuchida [6]
ont ainsi étudié par microscopie électronique la géométrie de la jonction dermoépidermique sur
différents sites de la plante des pieds (figure 4.3). Ils montrent que la forme de la pigmentation
des naevi observée par dermoscopie suit la structure des crêtes épidermiques spécifiques de ces
différents sites. Un mécanisme d’apparition des bandes parallèles pigmentées est ici proposé
dans la partie 4.2 en considérant l’influence de la géométrie sur le transport de la mélanine et
sur sa distribution.
Les examens histopathologiques de naevi montrent également la présence fréquente de co-
lonnes de mélanine sous les sillons superficiels (figure 4.4), absents chez les mélanomes et suspec-
tés d’être la cause du patron parallèle des sillons [262]. Une prolifération préférentielle des mé-
lanocytes de naevus dans les crêtes limitantes a été avancée pour expliquer la présence de ces co-
lonnes.
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Figure 4.2 – Différence de distribution de pigmentation et de mélanocytes entre un mélanome in situ
(a,b) et un naevus (c,d) sur une plante de pied. Le mélanome présente des bandes parallèles le long des
crètes de la surface cutanée (a) associées à une forte densité de mélanocytes dans les crêtes intermédiaires
(b, indiquées par les étoiles). Au contraire le naevus présente des bandes parallèles le long des sillons de la
surface cutanée (c) avec une forte densité de mélanocytes au niveau des crêtes limitantes (d, indiquées par
les triangles). Figure tirée de [256].
a b c
Figure 4.3 – Géométrie de la jonction dermoépidermique observée en microscopie électronique et aspect
des naevi vus en dermoscopie (encart). (a) peau non glabre, (b) peau dorsale du gros orteil, (c) peau du
bord latéral extérieur de la plante du pied. Figure tirée de [6].
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Figure 4.4 – naevus acral présentant des colonnes
de mélanine sous les sillons superficiels (flèches). Des
agrégats de mélanocytes sont visibles dans les crêtes li-
mitantes, sous les sillons superficiels et dans les crêtes
intermédiaires, sous les crêtes superficielles (étoiles). Fi-
gure tirée de [259].
Figure 4.5 – Hypothèse mécanique de Signoretti et
al. [261] pour expliquer la répartition des mélanocytes
préférentiellement sous les sillons ou les crêtes superfi-
cielles. La surface de la peau étant ondulée les forces
extérieures, telles que le poids du corps sur les régions
plantaires, sont principalement appliquées sur les crêtes
superficielles. L’épiderme étant un matériau incompres-
sible la zone située sous les crêtes est en élongation laté-
rale alors que la zone située sous les sillons est en com-
pression latérale.
Les études de Palleschi et al. [263] et de Saida
et al. [259] montrent cependant que cette ex-
plication n’est pas suffisante. Certains naevi
acrals présentent en effet des agrégats de mé-
lanocytes à la fois au niveau des crêtes limi-
tantes et au niveau des crêtes intermédiaires,
mais des colonnes de mélanine ne sont trou-
vées qu’au-dessus des crêtes limitantes. Une
inhibition de la synthèse de mélanine dans la
région des crêtes intermédiaires pourrait ex-
pliquer ce phénomène. Une autre explication,
basé uniquement sur l’influence de la géomé-
trie sur le transport de la mélanine est proposé
dans la partie 4.2.
Finalement une observation aujourd’hui
largement partagée est que les mélanocytes
des naevi et des mélanomes se répartissent
dans des zones différentes de l’épiderme, res-
pectivement la crête limitante et la crête inter-
médiaire [6, 259, 264]. Nagashima et Tsuchida
[6] suggèrent que la prolifération et l’agréga-
tion des mélanocytes de naevus est plus im-
portante dans les crêtes larges et peu pro-
fondes et se répartissent donc préférentiel-
lement dans les crêtes limitantes présentant
cette structure. Une explication mécanique
est également proposée par Signoretti et al.
[261]. La surface de la peau étant ondulée,
les forces extérieures, tels que le poids du
corps sur les régions plantaires, sont princi-
palement exercées sur les crêtes superficielles
(figure 4.5). L’épiderme étant un matériaux
incompressible la zone située sous les crêtes
est donc étirée latéralement et poussée vers la
jonction dermoépidermique alors que la zone
située sous les sillons est compressée latéralement et tirée vers la surface. Les contraintes méca-
niques engendrées peuvent influencer la prolifération et la migration des mélanocytes expliquant
leur répartition. Si ces mécanismes peuvent expliquer la répartition des mélanocytes des naevi,
la répartition préférentielle des mélanocytes de mélanome dans les crêtes intermédiaires reste
elle un mystère [263]. Le modèle multiphase en couche mince développé dans le chapitre 2 est
adapté au cas d’une croissance sur surface courbe dans la partie 4.3 pour fournir un cadre
théorique à l’étude de ces questions.
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4.2 Transport de la mélanine
4.2.1 Modèle de Darcy et modèle de Stokes
L’épiderme est principalement constitué de kératinocytes qui prolifèrent dans une couche
basale B et migrent vers la surface cutanée SC où ils sont éliminés par desquamification. En
prenant un axe x parallèle à la surface cutanée et un axe y transverse, l’équation de la surface
B (respectivement SC) est donnée par y = yB(x) (respectivement y = ySC(x)) et présente
une succession de crêtes et de sillons représentée sur la figure 4.6. Le milieu est considéré
incompressible et hautement visqueux. On considèrera deux type d’équations constitutives pour
représenter la migration des kératinocytes. En supposant dans un premier temps une migration
dans un milieu poreux, l’écoulement stationnaire est donné par l’équation de Darcy
v = −K∇p, (4.1)
∇ · v = 0, (4.2)
avec v la vitesse locale de migration des kératinocytes, p la pression hydrostatique, K = k/µ,
k la perméabilité et µ la viscosité du tissu. Au niveau de la couche basale B, les kératinocytes
migrent suivant la normale à la surface (migration apicale) avec la vitesse V imposant les
conditions aux limites
v = V n, sur B, (4.3)
où n représente la normale à la surface B et V la vitesse de migration depuis la couche basale.
Pour prendre en compte l’inhibition de la prolifération par les contraintes mécaniques, on pourra
éventuellement supposer que ce taux de migration est une fonction de la pression locale p. Afin
de démontrer la généralité des mécanismes observés on considérera dans un deuxième temps
un écoulement de Stokes décrivant un écoulement hautement visqueux incompressible et donné
par les équations
∇p− µ∆v = 0, (4.4)
∇ · v = 0. (4.5)
La concentration en mélanine dans la couche basale c = c0 dépend du taux de synthèse
de mélanine par les mélanocytes présents dans cette couche. Cette concentration peut éven-
tuellement être non uniforme pour prendre en compte la présence d’agrégats de mélanocytes
dans certaines régions. La mélanine est transportée par échange entre les cellules [17] et par
convection avec la migration des kératinocytes, décrit par le champs de vitesse v. Les études ex-
périmentales suggèrent que la mélanine se dégrade à un taux constant δ et que cette dégradation
est presque complète en arrivant à la surface cutanée [3, 265]. L’évolution de la concentration
en mélanine peut donc être décrite par une équation de convection diffusion
∂c
∂t
= D∆c− v ·∇c− δc, (4.6)
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Figure 4.6 – Structure simplifiée de l’épiderme et mo-
dèle de transport de la mélanine. La jonction dermoépi-
dermale B séparant le derme de l’épiderme a une géomé-
trie ondulée yB(x). Cette membrane supporte la couche
basale où les kératinocytes prolifèrent et où les méla-
nocytes synthétisent la mélanine. Elle présente une suc-
cession de crêtes et de sillons. Les kératinocytes migrent
suivant la normale à la couche basale (migration apicale)
à la vitesse v vers la surface cutanée SC où ils sont élimi-
nés par desquamification. Le flux incompressible associé
à cette migration est décrit par les équations de Stokes
4.4 et 4.5.
x
y
)x(SCy
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avec les conditions aux limites
c = c0(x), sur B, c = 0, sur SC. (4.7)
Dans la suite de ce chapitre on s’intéresse à la distribution stationnaire de mélanine et on
prendra ∂c/∂t = 0 dans l’équation 4.6.
Lorsqu’une lésion est observée à l’oeil nu ou avec un dermatoscope à travers la surface
cutanée, l’image obtenue est une projection de la distribution des pigments de la peau due à la
diffusion de la lumière [1]. Dans notre modèle la pigmentation d’une lésion mélanocytique peut
donc être définie comme
C(x) =
∫ ySC(x)
yB(x)
c(x, y)dy. (4.8)
Une valeur typique pour les trois termes de l’équation 4.6 peut être estimée à partir de la
littérature. Thingnes et al. [266] donne une estimation du taux de dégradation de la mélanine
δ ∼ 10−2 h−1. (4.9)
Le temps typique de migration d’un kératinocyte Tt = 154−641h depuis la couche basale jusqu’à
la surface cutanée, reportée par Dover [267], donne une estimation du terme de convection
|v ·∇| ∼ V/H ∼ 5× 10−3 h−1, (4.10)
avec H ∼ 1mm l’épaisseur de l’épiderme et V ∼ 37 − 155µm.day−1 la vitesse typique de
migration des kératinocytes. Le transfert de mélanine entre kératinocytes est étudié par Singh
et al. [17] qui observent un transfert en 24h à travers des filopodes de 20µm de longueur
typiquement. On déduit de ces expériences une estimation du coefficient de diffusion D ∼
16µm2.h−1 et du terme de diffusion dans l’équation 4.6
|D∆| ∼ D/H2 ∼ 1.6× 10−5 h−1. (4.11)
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En comparant ces valeurs il apparait que le terme de diffusion dans l’équation 4.6 peut être
négligé et cette équation peut être réécrite sous la forme
v ·∇c+ δc = 0. (4.12)
4.2.2 Résultats
4.2.2.1 Apparition du patron parallèle
Afin de mieux comprendre la correspondance entre la géométrie de l’épiderme et la ré-
partition de la pigmentation mise en évidence par Nagashima et Tsuchida [6], on s’intéresse
ici aux effets de la géométrie sur la distribution de mélanine de manière isolée, sans prendre
en compte l’inhomogénéité de la répartition des mélanocytes. On considère ici une géométrie
simple représentant la succession de crêtes et sillons épidermiques :
yB(x) = Acos(kx), ySC = H. (4.13)
Ecoulement de Darcy On représente dans un premier temps la migration des kératino-
cytes par un écoulement de Darcy. Ce type d’écoulement est bien adapté à la description d’un
écoulement visqueux dans un milieu poreux et présente l’avantage de pouvoir être traité analy-
tiquement avec des outils puissants [268]. Le champs de vitesse v des kératinocytes peut alors
être représenté par un potentiel de vitesse φ et satisfait les équations suivantes :
v = −K∇p =∇φ, (4.14)
∇ · v = ∆φ = 0. (4.15)
On considère ici un flux de kératinocytes migrant normalement à la couche basale avec une
vitesse V uniforme et représenté par les conditions aux limites suivantes sur la surface basale :
∂φ
∂s
= t ·∇φ = 0, sur B, (4.16)
∂φ
∂n
= n ·∇φ = V, sur B, (4.17)
avec n la normale à la surface B et t la tengente à la surface B.
On se place dans le plan complexe z = x+ iy et on définit la fonction de Schwarz du contour
B telle que z¯ = g(z) sur B, avec z¯ = x− iy le complexe conjugé [268]. Pour la géométrie choisie
ici, en remplaçant x = (z + z¯)/2 et y = (z − z¯)/2 dans l’équation 4.13 on obtient
z¯ = z − 2iAcos(k(z + z¯)/2), sur B, (4.18)
soit à l’ordre A
z¯ = z − 2iAcos(kz) = g(z), sur B. (4.19)
En combinant les conditions aux limites données par les équations 4.16 et 4.17 on obtient la
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condition aux limites en B pour le potentiel complexe Φ = φ+ iψ :
dΦ
dz
= ∂φ
∂x
− i∂φ
∂y
=
(
∂φ
∂s
− i∂φ
∂n
)
e−iθ = −iV e−iθ, (4.20)
avec θ l’angle entre l’axe x et la tengente t. En utilisant alors la relation
dz¯
ds
= g′(z)dz
ds
= e−iθ, (4.21)
avec (·)′ = d(·)/dz la dérivée complexe, la condition aux limites peut être réécrite
dΦ
dz
= −iV
√
g′(z). (4.22)
Notons que l’écoulement devient singulier lorsque g′(z) s’annule, ces singularités étant repous-
sées vers y → +∞ lorsque A→ 0. Etant intéressé ici au transport de la mélanine au voisinage
de la couche B, nous limitons ici l’étude aux effets de la courbure de la surface à l’ordre A dans
ce voisinage. l’équation 4.22 sur B s’écrit alors
dΦ
dz
= −iV (1 + iAksin(kz)) . (4.23)
En prolongeant la fonction Φ dans le voisinage supérieur du contour B on obtient alors l’ex-
pression des composantes de la vitesse v = (vx, vy) :
vx = V Aksin(kx)cosh(ky), (4.24)
vy = V (1− Akcos(kx)sinh(ky)) . (4.25)
Notons à nouveau que le développement limité à l’ordre A n’est valide qu’au voisinage de B et
que les expressions ci-dessus ne sont pas valables pour y grand.
On s’intéresse maintenant au transport de la mélanine par ce champs de vitesse depuis la
couche basale. En supposant une concentration uniforme c0 de mélanine sur B l’équation 4.12
donne la concentration c à l’ordre A
c(x, y) = c0e−
δ
V
y + Aδc0
V
(2− cosh(ky)) cos(kx)e− δV y. (4.26)
La diffusion ayant été négligée dans l’équation de transport, la concentration de mélanine
dépend uniquement de la concentration c0 dans la couche basale et de l’évolution de la vitesse
le long des lignes de courant. En supposant que la mélanine est rapidement dégradée (δ/V > k
et δ/V  1/H), la pigmentation apparente de la peau à l’ordre A peut être obtenue en intégrant
cette concentration selon y entre yB et +∞ :
C(x) = C(0) − AC(1)cos(kx), (4.27)
avec C(0) la pigmentation moyenne et C(1) > 0 l’amplitude des corrections dues aux contraintes
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a b
Crête épidermique
Figure 4.7 – Effet de la géométrie sur la migration des kératinocytes (a) et sur la concentration de
mélanine c dans l’épiderme (b). La couche basale B, séparant le derme et l’épiderme a une géométrie
ondulée d’équation y = yB(x) = A(1 + cos(kx)). Les kératinocytes quittent cette couche à vitesse constant
V dans la direction normale à la surface. En représentant la migration des kératinocytes par un écoulement
de Darcy, la vitesse stationnaire v de ces cellules est donnée analytiquement au premier ordre en A par les
équations 4.24 et 4.25 et sont représentées sur la figure (a). La concentration en mélanine est c0 = 1 dans
la couche basale B, où les pigments sont produits par les mélanocytes. En prenant en compte l’advection
et la dégradation de la mélanine, la concentration stationnaire est donnée analytiquement au premier ordre
en A par l’équation 4.26 et est représentée sur la figure (b). Les solutions approchées à l’ordre A sont
représentées pour A = 0.2, k = 1, V = 1 et δ = 0.5.
géométriques sur le transport de la mélanine
C(0) = V c0
δ
, (4.28)
C(1) = δc0
V
[∫ +∞
0
(cosh(ky)− 1) e− δyV dy
]
. (4.29)
Notons que C(x) est en opposition de phase avec yB(x), montrant ainsi que même dans le
cas où la production de mélanine est uniforme dans la couche basale des bandes parallèles
pigmentées apparaissent avec une plus forte pigmentation au-dessus des crêtes épidermiques. Ce
résultat prouve que les patrons pigmentés observés dans les zones glabres peuvent être expliqué
uniquement par les contraintes géométriques sur le transport de la mélanine. La migration des
kératinocytes est plus rapide au-dessus des crêtes épidermiques à cause de la dépression locale
(figure 4.7), l’advection et la dispersion verticale de la mélanine est donc augmentée.
Ecoulement de Stokes Afin de démontrer la généralité du mécanisme d’apparition des
bandes pigmentées qui vient d’être présenté, on considère maintenant une autre équation consti-
tutive pour décrire la migration des kératinocytes. On étudie ici numériquement un écoulement
de Stokes avec des conditions aux limites semblables aux précédantes, v = V n sur B, c.à.d.
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migration apicale à taux constant, et v = (vx, vy) = (0, V ′) sur SC, V ′ étant choisi tel que la
contrainte d’incompressibilité puisse être satisfaite
V ′ = V
L
∫ L
0
√√√√1 + (dyB
dx
)2
dx (4.30)
Les équations 4.4 et 4.5 peuvent être résolues numériquement en utilisant une méthode de
relaxation (décrite dans l’annexe) et les solutions sont représentées figure 4.8. Les singularités
mentionnées dans le cas de l’écoulement de Darcy ne sont plus rencontrées.
Comme dans le cas de l’écoulement de Darcy, la vitesse est plus importante au-dessus des
crêtes épidermiques qu’au-dessus des sillons. Cette différence de vitesse entraine une distribu-
tion verticale plus large de la mélanine au-dessus de ces régions et l’apparition des patrons
parallèles, même pour une production uniforme de mélanine au niveau de la couche basale.
Dans le cas de l’épiderme épais des régions glabres, H  V/δ ∼ 400µm, la concentration en
mélanine intact dans les couches supérieures de l’épiderme est négligeable et le résultat présenté
ici est indépendant de la forme choisie pour l’interface ySC . L’étude numérique confirme que
l’apparition du patron parallèle des sillons peut être expliquée uniquement par les contraintes
a b
c
Figure 4.8 – (a) Champs de vitesse v pour la migration des kératinocytes dans l’épiderme, en supposant
un écoulement de Stokes stationnaire avec une vitesse V fixée au niveau de la couche basale. La jonction
dermoépidermique a une géométrie ondulée d’équation yB(x) = A(1 + cos(kx)). Comme pour l’écoulement
potentiel (figure 4.7) la vitesse est plus importante au-dessus des crêtes épidermiques qu’au-dessus des
sillons. (c) Concentration de mélanine c(x, y) dans l’état stationnaire. Le pigment est produit au niveau
de la couche basale, où c = c0, et advecté par la migration des kératinocytes comme décrit par l’équation
4.12. A cause de la vitesse plus importante au-dessus des crêtes épidermiques, la distribution en mélanine
est plus large au-dessus de ces régions. (b) Pigmentation résultante observée à la surface de la peau et
définie par C(x) =
∫ ySC
yB
c(x, y)dy. Même dans le cas d’une production de pigment uniforme au niveau de la
couche basale, les contraintes géométriques font apparaitre un patron parallèle avec une pigmentation plus
importante au-dessus de crêtes épidermiques (correspondant aux sillons de la surface cutanée). Ce patron
correspond donc à un patron parallèle des sillons caractéristique des naevi [6]. Les solutions numériques
sont représentées pour les valeurs des paramètres A = k = δ = V = 1 et toutes les quantités sont sans
dimensions.
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géométriques imposées sur le transport de la mélanine comme représenté figure 4.8.
4.2.2.2 Localisation des colonnes de mélanine
Comme mentionné dans l’introduction, la jonction dermoépidermique des zones glabres
présente en réalité une alternance de crêtes étroites et profondes (crêtes intermédiaires) et de
crètes larges et peu profondes (crètes limitantes). Si les mélanocytes des naevi ont tendance
à former des agrégats au niveau de ces deux types de crêtes, seule la mélanine produite dans
les crêtes limitantes est transportée vers les couches supérieures de l’épiderme pour former
éventuellement des colonnes de mélanine (figure 4.9). On adapte ici les conditions aux limites
de notre modèle pour proposer une explication à ce phénomène.
Les mélanocytes sont supposés localisés dans la couche basale B au niveau des crêtes (ré-
gions y < Ynest). On choisit en conséquence les conditions aux limites suivantes sur B pour la
concentration en mélanine
c(x, yB(x)) = c0, yB(x) < Ynest, (4.31)
c(x, yB(x)) = 0, yB(x) > Ynest, (4.32)
avec Ynest une constante.
Dans la partie précédente on a supposé que la vitesse de migration V des kératinocytes,
pouvant être reliée au taux de prolifération, était uniforme au sein de la couche basale. Rap-
pelons maintenant que de nombreuses expériences ont mis en évidence le rôle régulateur des
contraintes mécaniques sur la prolifération cellulaire (voir [35] par exemple). Nous prenons en
compte ici une inhibition de la prolifération des kératinocytes par les contraintes mécaniques
maintenant une pression homéostatique p0 dans la couche basale, la vitesse de migration pou-
vant ainsi varier. Une pression locale p > p0 conduit à une diminution de la prolifération et de
la vitesse de migration et une pression p < p0 stimule la prolifération et augmente la vitesse de
migration. Dans un régime stationnaire les conditions aux limites sur B pour l’écoulement de
Stokes sont donc
p = p0, t · v = 0, sur B (4.33)
et les conditions aux limites sur SC sont comme précédement
n · v = V ′, t · v = 0, sur SC (4.34)
avec V ′ la vitesse de desquamification.
Le problème est résolu numériquement (voir annexe) pour une géométrie réaliste de l’épi-
derme et la concentration en mélanine obtenue est représenté figure 4.9. Dans les crêtes étroites
une vitesse de migration verticale élevée entraine des contraintes importantes sur la couche ba-
sale à cause de l’hypothèse de non glissement des kératinocytes (équation 4.33), ces contraintes
inhibant alors la prolifération et diminuant la vitesse de migration. Dans un état stationnaire les
vitesses sont donc beaucoup plus faibles dans les crêtes intermédiaires, profondes et étroites, que
dans les crêtes limitantes, larges et peu profondes. Comme discuté dans la partie précédente,
la dispersion verticale de la mélanine augmente avec la vitesse de migration des kératinocytes,
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Figure 4.9 – (a) Coupe histopathologique d’un nae-
vus acral avec marquage Fontana-Masson montrant la
distribution des granules de mélanine dans l’épiderme.
Des agrégats de mélanocytes sont présents dans les
crêtes épidermiques. Des colonnes de mélanines sont-
elles présentes uniquement au-dessus des crêtes limi-
tantes, sous les sillons de la surface cutanée, engendrant
le patron parallèle des sillons typique des naevi. Figure
tirée de [259]. (b) Simulations numériques de la distri-
bution de mélanine donnée par les équations 4.4, 4.5
et 4.12. La mélanine est produite dans les crêtes épi-
dermiques (y < Ynest), la concentration sur B étant
c = c0 dans ces régions et c = 0 en dehors. Les pig-
ments sont ensuite advectés par la migration des kéra-
tinocytes et dégradés à un rythme constant δ. Les ké-
ratinocytes prolifèrent dans la couche basale B mainte-
nant une pression homéostatique p0 et migrent suivant
la normale à cette surface. Cette migration est modéli-
sée par un écoulement de Stokes avec une viscosité µ.
La vitesse de migration v est plus faible dans les crêtes
étroites à cause de l’inhibition de la prolifération par les
contraintes mécaniques maintenant la pression homéo-
statique p0. L’équation de la jonction dermoépidermique
est yB(x) = A(1+cos(x)−2/(1+8sin(x/2)2)) et les pa-
ramètres du modèle sont Ynest = A/3., A = 1., δ = 0.5,
µ = 1., p0 = 1., toutes les quantités étant sans dimen-
sion.
a
b
Crête épidermique 
limitante
Crête épidermique 
intermédiaire
Crête épidermique 
limitante
Crête épidermique 
intermédiaire
ce qui explique dans notre modèle pourquoi une colonne de mélanine apparait uniquement
au-dessus de la crête large.
100
4.4.3 Croissance sur surface courbe
4.3 Croissance sur surface courbe
On s’intéresse maintenant à l’influence de la géométrie de l’épiderme sur la répartition des
mélanocytes. Dans le chapitre 2 on a utilisé un modèle à deux phases pour décrire l’évolution
d’une tumeur, en supposant un système mince et plan. Dans le cas de la peau glabre, carac-
térisée par un épiderme épais et une géométrie très ondulée, ce modèle doit donc être adapté.
En particulier on s’attend à ce que la courbure de la jonction dermoépidermique influence la
distribution en nutriments et les contraintes mécaniques dans la tumeur en croissance au niveau
de la couche basale. On étudie ici le premier effet en développant un modèle à deux phases en
couche mince sur surface courbe.
4.3.1 Géométrie de la couche mince
Les mélanocytes des naevi et des mélanomes précoces étant principalement localisés dans
les couches inférieures de l’épiderme, on considère que la croissance s’effectue dans une couche
mince B, d’épaisseur constante , reposant sur la jonction dermoépidermique (figure 4.10). La
géométrie de cette couche est décrite par une surface S définie dans une représentation de
Monge par l’ensemble des points
x(x, y) = xe1 + ye2 + h(x, y)e3, (4.35)
et les points X de la couche B sont repérés par leur distance à la surface
X(x, y, z) = x(x, y) + zn, z ∈ [−/2, /2], (4.36)
S
B
h(x,y)
x y
e1
e2
e3
n
z
x
X
ε/2
-ε/2
epidermis
dermis
Figure 4.10 – Représentation de la surface S et de la couche mince B. Dans la représentation de Monge
la surface S est décrite par l’ensemble de points x = xe1 + ye2 +h(x, y)e3 et sa normale est notée n(x, y).
La couche mince reposant sur la surface S est représentée par l’ensemble des points X = x + zn avec
z ∈ [−/2, /2] et  1.
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où n est la normale à S en x(x, y). On supposera l’épaisseur de B faible par rapport au rayon
de courbure de S et on prendra la limite  1.
On note (Gij) le tenseur métrique d’ordre 3 associé à la couche B. On suit ici la méthode
d’Ogawa [269] qui trouve au premier ordre en 
Gxx =
∂X
∂x
· ∂X
∂x
= ∂x
∂x
· ∂x
∂x
+ 2z∂x
∂x
· ∂n
∂x
+O(2), (4.37)
Gxy =
∂X
∂x
· ∂X
∂y
= ∂x
∂x
· ∂x
∂y
+ z
(
∂x
∂x
· ∂n
∂y
+ ∂x
∂y
· ∂n
∂x
)
+O(2), (4.38)
Gzz =
∂X
∂z
· ∂X
∂z
= n · n = 1, (4.39)
Gzx =
∂X
∂z
· ∂X
∂x
= n ·
(
∂x
∂x
+ z∂n
∂x
)
= 0, (4.40)
le tenseur étant symétrique et invariant par interversion de x et y. Cette équation peut être
écrite en fonction de la métrique de la surface S
Gij = gij + 2zκij +O(2), i, j ∈ {x, y}, (4.41)
Gzx = Gzy = 0, Gzz = 1, (4.42)
avec (gij) le tenseur métrique d’ordre 2 de la surface S
(gij) =
(
∂x
∂i
· ∂x
∂j
)
=
(
1 + h′x
2 h′xh
′
y
h′xh
′
y 1 + h′y
2
)
, (4.43)
et κij la seconde forme fondamentale de la surface S
(κij) =
(
∂x
∂i
· ∂n
∂j
)
= g−1/2
(
h′′xx h
′′
xy
h′′yx h
′′
yy
)
, (4.44)
avec g = det(gij) = 1 + h′x
2 + h′y
2. Au premier ordre en  on trouve également la relation
G = det(Gij) = g
(
1 + 4zH +O(2)
)
, (4.45)
avec le rayon de courbure moyen de la surface S
H = 12g3/2
[
(1 + h′y
2)h′′xx − 2h′xh′yh′′xy + (1 + h′x2)h′′yy
]
. (4.46)
On considérera des conditions aux limites différentes sur les surface S − n/2 (frontière avec
le derme) et S + n/2 (frontière avec les couches supérieures de l’épiderme), orientant ainsi la
couche B. Pour cette raison les effets de courbure à l’ordre  ne s’annulent pas contrairement
au cas étudié par Ogawa [269] et le développement peut être arrêté à cet ordre.
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4.3.2 Modèle à deux phases sur surface courbe
Comme dans les chapitres précédents, on considère la couche mince B constituée d’un
mélange de cellules tumorales occupant une fraction volumique φ et d’un fluide interstitiel,
contenant éventuellement d’autres types cellulaires, occupant le reste du volume. On rappelle
ici le modèle de croissance limitée par les nutriments décrivant le système à trois dimensions
(chapitre 2)
∂φ
∂t
+∇ · (φv) = Γ(φ, n), (4.47)
v = −K(φ)∇Σ(φ), (4.48)
∇ ·D∇n− δnφn = 0, (4.49)
(4.50)
où le coefficient de diffusion est éventuellement anisotrope avecD = D dans le plan tangent à la
surface S et D = D⊥ dans la direction orthogonale. On suit ensuite la même approche que celle
détaillée dans le chapitre 2 en prenant la limite de lubrification   1 et en considérant cette
fois les effets de courbure. En particulier on avait trouvé pour une couche mince ∂Σ(φ)/∂z = 0
au premier ordre en  (équation 2.18), impliquant que la fraction volumique φ est invariante
dans l’épaisseur de la couche, l’équation 4.47 peut donc être directement intégrée sur l’épaisseur
de B. Le cas des nutriments nécessite une attention plus particulière. La quantité de nutriments
contenu dans un volume cylindrique de section de base S ′ est donnée par
∫
S′
∫ /2
−/2
nG1/2dzdxdy =
∫
S′
[∫ /2
−/2
n(G/g)1/2dz
]
g1/2dxdy. (4.51)
On utilise donc la définition suivante pour la concentration moyenne au point x(x, y)
〈n〉(x, y) = 1

(∫ /2
−/2
n(x, y, z)(G/g)1/2dz
)
. (4.52)
Comme dans le chapitre 2 on cherche une solution à l’équation 4.49 sous la forme
n(x, y, z) = n0(x, y) + 2n1(x, y, z/2) +O(4), (4.53)
solution pouvant présenter des gradients importants dans la direction orthogonale à la surface.
En utilisant la relation 4.45 la concentration moyenne est donc donnée par
〈n〉(x, y) = n0
(
1 +O(2)
)
. (4.54)
On cherche maintenant à obtenir l’équivalent à deux dimensions de l’équation 4.49. En
suivant la méthode d’Ogawa [269] multiplions l’équation 4.49 par −1(G/g)1/2 et intégrons
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suivant z entre 0 et . Le dernier terme de l’équation donne immédiatement
1

∫ 
0
δnφn(G/g)1/2dz = δnφ〈n〉+O(), (4.55)
et le premier terme donne les contributions suivantes
1

∫ 
0
(G/g)1/2∇ ·D∇ndz = 1

∫ 
0
D⊥g−1/2
∂
∂z
G1/2
∂n
∂z
dz︸ ︷︷ ︸
diffusion orthogonale
+ 1

∫ 
0
Dg−1/2
[
∂
∂x
G1/2
(
Gxx
∂n
∂x
+Gxy ∂n
∂y
)
+ ∂
∂y
G1/2
(
Gyy
∂n
∂y
+Gyx∂n
∂x
)]
dz︸ ︷︷ ︸
diffusion parallèle
, (4.56)
avec (Gij) = (Gij)−1. Le terme de diffusion parallèle peut être directement intégré à l’ordre
dominant
diffusion parallèle = ∆′〈n〉+O(), (4.57)
avec ∆′ l’opérateur de Laplace-Beltrami généralisant l’opérateur de Laplace sur une surface
courbe
∆′ = g−1/2
[
∂
∂x
(
g1/2
(
gxx
∂
∂x
+ gxy ∂
∂y
))
+ ∂
∂y
(
g1/2
(
gyy
∂
∂y
+ gyx ∂
∂x
))]
, (4.58)
avec (gij) = (gij)−1. Comme dans le chapitre 2 les effets de la couche mince sont contenus dans
le terme de diffusion orthogonal. En intégrant ce terme on trouve
diffusion orthogonale = D⊥

[
(1 + 2zH) ∂n
∂z
]/2
−/2
+O(). (4.59)
Le flux de nutriment à travers les surfaces S − (/2)n et S + (/2)n, respectivement Jd et Je,
sont écrits
Jd = D⊥
∂n1
∂z/2
+O() = αd(n0 − nd) +O(2), z = −/2, (4.60)
Je = D⊥
∂n1
∂z/2
+O() = αe(ne − n0) +O(2), z = /2, (4.61)
avec nd et ne la concentration en nutriments respectivement dans le derme et dans les couches
supérieures de l’épiderme. Ces concentrations sont supposées uniformes, au voisinage de la
couche B. En utilisant l’équation 4.54 le terme de diffusion orthogonal peut alors être réécrit
diffusion orthogonale = −Dz1 (〈n〉 − n1)−HDz2 (〈n〉 − n2) +O(), (4.62)
avec les paramètres renormalisés Dz1 = (αe+αd)/, Dz2 = (αe−αd), N1 = (αene+αdnd)/(αe+
αd) et N2 = (αene − αdnd)/(αe − αd).
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Pour résumer, la croissance dans la couche mince courbe est décrite par un modèle effectif
à deux dimensions
∂φ
∂t
−∇′ · φK(φ)∇′Σ(φ) = Γ(φ, 〈n〉), (4.63)
D∆′〈n〉 −Dz1 (〈n〉 − n1)−HDz2 (〈n〉 − n2)︸ ︷︷ ︸
effet de courbure
−δnφ〈n〉 = 0, (4.64)
où les opérateurs différentiels, répérés par un prime, sont définits en géométrie courbe. L’opé-
rateur de Laplace-Beltrami (équation 4.64) est définit dans l’équation 4.57 et l’opérateur d’ad-
vection (équation 4.63) par
∇′ · φK(φ)∇′Σ(x) = g−1/2
[
∂
∂x
(
φK(φ)g1/2
(
gxx
∂Σ
∂x
+ gxy ∂Σ
∂y
))
+ ∂
∂y
(
φK(φ)g1/2
(
gyy
∂Σ
∂y
+ gyx∂Σ
∂x
))]
. (4.65)
En plus de modifier les opérateurs différentiels, la courbure de la surface S introduit un terme
de source de nutriments supplémentaire proportionnel à la courbure moyenne H (avant dernier
terme de l’équation 4.64). On note que la source de nutriments est plus importante dans les
crêtes épidermiques, à courbure moyenne positive, que dans les sillons, à courbure moyenne
négative. On s’attend donc à ce que cet effet de courbure favorise une densité plus importante
de mélanocytes dans les crètes, comme observé cliniquement. A titre d’illustration, la simulation
du modèle est représenté figure 4.11 sur une surface ondulée d’équation h(x, y) = h0cos(kx).
On observe dans cette étude préliminaire l’influence de la géométrie sur la séparation de phase
discutée dans le chapitre 2 conduisant à la localisation des agrégats de cellules dans les crêtes
épidermiques.
4.4 Conclusion
Les tumeurs mélanocytaires des zones glabres présentent des structures particulières, telles
que des patrons parallèles pigmentés, dont la cause est généralement attribuée à la géométrie de
l’épiderme dans ces régions. Les mécanismes d’apparition de ces structures restent cependant en
grande partie mystérieux [263]. On a proposé dans ce chapitre quelques mécanismes possibles
expliquant l’influence de la géométrie sur la répartition de la mélanine et des mélanocytes dans
l’épiderme.
On a établi un modèle de transport de la mélanine, en supposant que celle-ci est synthéti-
sée au niveau de la couche basale, advectée vers les couches supérieures de l’épiderme par la
migration apicale des kératinocytes et dégradée à un taux constant. Ce modèle montre que la
géométrie de la surface basale influence la migration des kératinocytes, plus rapide au niveau
des crètes épidermiques, et la répartition de la mélanine dans l’épiderme. On étudie ainsi ana-
lytiquement et numériquement le cas d’une production uniforme de mélanine sur une surface
ondulée et on prouve que la géométrie de cette surface fait apparaitre un patron parallèle à la
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a
b c
d e
Figure 4.11 – Simulation du modèle à deux phases sur surface courbe, donné par les équations 4.63 et
4.64, avec une répartition initiale homogène de cellules φ(x, y) = φini. (a) Surface considérée, d’équation
h(x, y) = h0cos(kx). (b,c,d,e) Fraction volumique cellulaire φ (échelle de couleur) aux temps t = 0, t = 10,
t = 50 et t = 500 respectivement. Les paramètres du modèle sont φini = 0.5, β1 = 0.2, β2 = 0.1, n2 = 1,
δn = 5, ξ = 5, φe = 0.6,  = 1, δ = 0.5, toutes les quantités étant sans dimensions.
surface de la peau, avec une pigmentation plus importante au-dessus des crêtes épidermiques,
comme il est observé cliniquement pour les naevi. Ce résultat montre que l’apparition de patrons
pigmentés peut être expliquée uniquement par les contraintes de la géométrie de l’épiderme sur
la migration des kératinocytes. Notons cependant que les études histopathologiques montrent
que les mélanocytes ont tendance à s’agréger et l’hypothèse de synthèse uniforme de la mélanine
n’est donc probablement pas vérifiée. Les patrons pigmentés sont en réalité certainement causés
par la combinaison de l’agrégation des mélanocytes et du transport de la mélanine.
Dans les naevi, des agrégats de mélanocytes peuvent être trouvés dans les crêtes intermé-
diaires, étroites et profondes, et dans les crêtes limitantes, larges et peu profondes mais il a été
noté que seule la mélanine synthétisée au niveau des crêtes limitantes est transportée vers les
couches supérieures de l’épiderme. En utilisant le modèle précédant de transport de la méla-
nine on a proposé une explication de ce phénomène basé sur l’inhibition de la prolifération des
kératinocytes par les contraintes mécaniques. L’épiderme étant un milieu visqueux, la migra-
tion des kératinocytes dans les crêtes étroites entrainent des contraintes importantes dans la
couche basale, attachée à la jonction dermoépidermique, qui inhibent la prolifération cellulaire
et diminue ainsi la vitesse de migration et l’advection de la mélanine. Cette explication a été
validée numériquement en utilisant des conditions aux limites adaptées.
Enfin on a généralisé à une croissance sur surface courbe le modèle à deux phases en couche
mince introduit dans le chapitre 2. L’approximation de lubrification fait apparaitre un terme de
source de nutriments supplémentaire, proportionnel à la courbure moyenne de la surface. On
montre ainsi que l’agrégation des mélanocytes dans les crêtes épidermiques peut être expliqué
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par l’effet de la courbure sur la distribution des nutriments dans la couche basale. On présente
également un résultat préliminaire de l’influence de la géométrie de la surface sur la séparation
de phase étudié dans le chapitre 3, qui pourrait expliquer l’apparition des patrons parallèles
pigmentés. Finalement ce modèle représente un outil potentiellement fécond pour l’étude de
la répartition des mélanocytes dans les tumeurs des zones glabres, de nombreuses questions
étant en attente de réponse : pourquoi les mélanocytes sont-ils agrégés préférentiellement dans
les crêtes limitantes chez les naevi, et exclusivement dans les crêtes intermédiaires chez les
mélanomes ? Quelle est l’influence des contraintes mécaniques induites par la géométrie sur la
répartition des mélanocytes ?
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Résumé des travaux
Durant ce travail on s’est intéressé au diagnostic précoce du mélanome, basé sur l’analyse
morphologique des structures composant les lésions cutanées. On a développé une description
physique du processus de morphogénèse de ces structures, reliant les paramètres microscopiques
des tissus, concernant le phénotype et le microenvironnement des cellules, à l’apparence et
l’évolution macroscopique d’une lésion. Les principaux résultats obtenus sont rappelés ici et
comparés aux observations cliniques.
Symétrie et régularité du contour
Au début de leur développement les mélanomes croissent radialement dans l’épiderme et
apparaissent à la surface de la peau sous la forme d’une tache pigmentée, présentant souvent
une forme asymétrique et un contour irrégulier. L’invasion de l’épiderme par les cellules tumo-
rales a été décrite dans le chapitre 2 dans un modèle continu à deux phases fluides prenant en
compte des mécanismes d’adhésion et de prolifération cellulaire très généraux. On a considéré
en particulier que la prolifération des cellules pouvait être inhibée par les contraintes méca-
niques, par le manque de nutriments ou par la présence de molécules inhibitrices. L’épiderme
étant un tissu de faible épaisseur on a dérivé un modèle de croissance à deux dimensions en
utilisant une approximation de lubrification. Dans le cas d’une croissance symétrique on a mon-
tré numériquement que la vitesse de croissance radiale était constante et que la prolifération
était confinée à la périphérie de la tumeur, sur une largeur pouvant être reliée à la longueur de
pénétration des nutriments dans la tumeur. Une analyse de stabilité linéaire a montré que le
contour circulaire d’une tumeur en croissance pouvait être instable au-delà d’un rayon seuil, des
ondulations rappelant les irrégularités de contour du mélanome se développant alors sur le bord
de la tumeur. L’identification d’un paramètre de contrôle a montré qu’une forte prolifération
cellulaire, une forte adhésion cellulaire et une faible vitesse de croissance étaient corrélés à l’ap-
parition d’ondulations dont la longueur d’onde typique est donnée par la taille de la région où la
prolifération est concentrée. Bien que contre-intuitive la prédiction d’une plus grande stabilité
pour les tumeurs à croissance rapide est confrontée avec succès aux observations cliniques, les
mélanomes à croissance rapide étant généralement plus symétriques que les mélanomes à crois-
sance lente tels que les mélanomes à extension superficielle [72, 236]. Dans le cas des mélanomes
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en régression, l’analyse de stabilité linéaire prédit que le contour circulaire est toujours instable
et que des ondulations de très courte longueur d’onde se développent, rappelant les formes
cicatricielles souvent associées aux régressions. Si la méthode d’analyse de stabilité linéaire dé-
veloppée ici a été appliquée au cas du mélanome on notera enfin qu’elle peut être adaptée pour
étudier d’autres modèles multiphases à surface libre et appliquée à l’étude d’autres systèmes,
biologiques ou non.
Points et Globules
En dermoscopie il est possible d’observer au sein des lésions mélanocytiques la présence de
points et de globules fortement pigmentés, de forme et de répartition souvent irrégulière dans
les mélanomes. Ces microstructures sont associées à la formation d’agrégats de mélanocytes,
observés dans les coupes histologiques. On a montré dans le chapitre 3 que cette agrégation
pouvait être expliquée par un phénomène de séparation de phase, où un mélange uniforme de
mélanocytes et de kératinocytes se divise spontanément, correspondant à une décomposition
spinodale dans le modèle à deux phases introduit dans le chapitre 2. On a trouvé qu’une
fois formés les agrégats suivent une loi de croissance autosimiliaire semblable à celle obtenue
pour une équation de Cahn-Hilliard, devenant plus grands et plus ronds. Une nouvelle longueur
caractéristique, donnée par la longueur de pénétration des nutriments, est cependant introduite
par l’inhibition de la prolifération par manque de nutriments et bloque la croissance des agrégats
lorsque leur taille atteint cette longueur. On a ainsi montré qu’un état d’équilibre est atteint où
les agrégats de mélanocytes forment une structure symétrique, en points, en bandes ou en réseau.
On a également montré que l’inhibition de la prolifération cellulaire pouvait également stabiliser
un mélange de kératinocytes et de mélanocytes dans des situations normalement instables pour
la décomposition spinodale. Ces prédictions théoriques confirment les observations cliniques
empiriques : la présence de points et de globules de taille, de forme et de répartition uniforme
est caractéristique d’un système à l’équilibre (naevus) alors qu’une large distribution de taille
et une répartition irrégulière est caractéristique d’un système en évolution (mélanome) [244].
Effets géométriques dans les zones glabres
Sur les zones glabres, plante des pieds et paumes de mains, l’épiderme présente une géométrie
particulièrement ondulée. On a étudié dans le chapitre 4 comment cette géométrie pouvait
engendrer les structures pigmentées particulières observées dans ces régions : patron parallèle
des sillons et colonnes de mélanine au-dessus des crêtes limitantes dans les naevi, et agrégats
de mélanocytes dans les crêtes épidermique dans les neavi et les mélanomes. En supposant
que la migration des kératinocytes dans l’épiderme était normale à la couche basale et pouvait
être représenté par un écoulement visqueux incompressible on a montré, analytiquement et
numériquement, que la courbure de cette couche basale entraine une vitesse de migration plus
importante et un transport plus efficace de la mélanine au-dessus des crêtes épidermiques,
correspondant aux sillons de la surface cutanée. Ce phénomène entraine une différence entre
la pigmentation apparente à la surface de la peau et la production de mélanine au niveau de
la couche basale, pouvant expliquer l’apparition du patron parallèle des sillons dans les naevi.
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On a ensuite noté que les coupes histologiques de naevi montraient que seule la mélanine
synthétisée au niveau des crêtes limitantes était significativement transportée vers les couches
supérieures de l’épiderme, engendrant éventuellement la présence de colonnes de mélanine.
Pour expliquer ce phénomène on a modifié le modèle pour prendre en compte la régulation
de la prolifération des kératinocytes par les contraintes mécaniques au niveau de la couche
basale et on a montré numériquement que la vitesse de migration des kératinocytes était alors
réduite dans les crêtes étroites et profondes, telles que les crêtes intermédiaires, inhibant ainsi
le transport de la mélanine. Finalement l’énigme peut être la plus marquante est l’agrégation
préférentielle des mélanocytes au niveau des crètes limitantes, dans les naevi, et au niveau des
crêtes intermédiaires, dans les mélanomes. On a adapté le modèle à deux phases en couche
mince développé dans le chapitre 2 à une croissance sur surface courbe et on a montré ainsi
que l’alimentation en nutriments était plus importante dans les crêtes épidermiques, à courbure
moyenne positive, expliquant l’agrégation préférentielle des mélanocytes dans ces zones. Bien
que la différence de répartition des agrégats entre naevi et mélanome ait probablement des
explications purement moléculaires, le modèle développé constitue ainsi également une base
prometteuse pour l’exploration d’explications physiques à ce phénomène.
Perspectives
Au cours de cette thèse d’autres questions sont également apparues. Un projet a ainsi
été commencé en collaboration avec Abraham Stroock de l’Université de Cornell pour étudier
la formation des réseaux vasculaires. Ce projet permet d’aborder la question de la phase de
croissance vasculaire des mélanomes et d’autres tumeurs, le recrutement des vaisseaux sanguins
du tissu environnant par angiogenèse jouant alors un rôle central, mais a également d’importants
prolongements pour la biologie du développement et l’ingénierie tissulaire. On présente ici ce
projet et quelques perspectives de recherches.
Vasculogenèse 3D in vitro et percolation
La survie et la croissance d’un tissu biologique épais nécessite l’existence d’un système
vasculaire capable de transporter efficacement nutriments et déchets cellulaires à travers le
volume du tissu. Le système vasculaire est ainsi l’un des premiers organes à se développer, par
auto-organisation de cellules endothéliales isolées en un réseau de capillaires primitif dès le 18ème
jour du développement de l’embryon humain [270]. Ce processus appelé vasculogenèse [271] est
suivi de la maturation du réseau par grossissement et ramification des vaisseaux sanguins lors
d’un processus appelé angiogenèse [272, 273].
La compréhension de ces deux mécanismes est particulièrement importante en biologie du
développement, mais également pour le développement de traitements anticancéreux et pour
l’ingénierie tissulaire. Le recrutement de nouveaux vaisseaux sanguins par l’émission de facteurs
angiogéniques et ainsi une étape clé dans le passage d’une tumeur vers un état plus agressif [274].
On a vu dans le chapitre 1 que des modèles in vitro de tumeurs avasculaires avaient permis une
meilleure compréhension de la dynamique de ce premier stade de croissance. Les sphéroides ainsi
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cultivés sont alimentés exclusivement par diffusion et leur taille est limitée à quelques centaines
de microns. Le développement de modèles in vitro plus élaborés incluant une vasculature est
donc une voie prometteuse pour étudier leur développement ultérieur et leur interaction avec
un système vasculaire [275]. Notons tout de même l’existence de modèles in vivo ayant déjà
permis d’étudier l’angiogenèse tumorale [276], ces modèles étant plus réalistes mais réalisés
dans un environnement plus complexe et donc moins maitrisable. Finalement la peau [277] et
les cartilages [278] peuvent aujourd’hui être reconstruits efficacement par ingénierie tissulaire, et
des progrès encourageants ont été effectués pour la reconstruction in vitro du poumon [279, 280],
du foie [281], du rein [282], de la rétine [283] voir de parties du cerveau [284]. Mais une étape
clé vers le développement de tissus complexes voir d’organes entiers est la construction d’une
microvasculature fonctionnelle dans des cultures en trois dimensions permettant la croissance
in vitro de tissus épais [281, 285–288]. Différentes méthodes de prévascularisation sont ainsi
explorées [288]. On s’intéresse ici à la formation spontanée de réseaux vasculaires par auto-
organisation de cellules endothéliales distribués dans le milieu de culture, méthode directement
inspirée de la vasculogenèse embryonnaire.
Les premiers modèles
Un premier modèle permettant de comprendre la morphogénèse du réseau de capillaires
primitif a été développé par Oster et Murray en 1983 [289]. Ce modèle continu décrit un tissu
composé de cellules et d’une matrice extracellulaire (ECM) élastique, et prend en compte les
processus suivants : (i) contraction de l’ECM par les cellules, (ii) diffusion aléatoire des cellules,
(iii) haptotaxie cellulaire, et (iv) convection des cellules par déformation de l’ECM. Il a ainsi
été montré que les processus (i) et (iv) sont suffisant pour déclencher une instabilité purement
mécanique conduisant à l’apparition d’un motif en réseau rappelant la formation du réseau de
capillaires primitifs chez l’embryon. D’autres modèles discrets [290, 291] et continus [292, 293]
ont depuis été proposés, engendrant des motifs similaires par une instabilité de Turing causée
par la chemotaxie cellulaire. Ces modèles sont basés sur l’observation du comportement de
cellules endothéliales cultivés sur un substrat 2D.
Figure 4.12 – Des cellules endothéliales
sur un substrat 2D s’organisent en un réseau
par chemotaxie. Gauche : expérience in vitro,
droite : simulation correspondante. Figure ti-
rée de [292].
Les expériences de Serini et al. [292] montrent ainsi
que des cellules endothéliales placées sur un film de Ma-
trigel ont un déplacement diffusif, avec un coefficient
de diffusion D = 10−7cm2.s−1, biaisé vers les hautes
concentrations d’un chemoattractant émis par les cel-
lules. Une instabilité de Turing entraine l’agrégation
des cellules en un réseaux de cordes d’une longueur ty-
pique de 200µm correspondant typiquement à la lon-
gueur de diffusion de l’oxygène dans les tissus vivants
(figure 4.12). Notons cependant que ces agrégats ne pré-
sentent pas de lumen et ne permettent donc pas de
transporter un fluide. Voyons maintenant le cas de la
culture de cellules endothéliales dans un environnement
3D.
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Les observations expérimentales en 3D
En observant des cellules endothéliales cultivées en 3D dans un gel de collagène, on a pu
mettre en évidence un comportement très différent de celui observé dans une culture sur substrat
2D.
Mobile cells in 2D 
environment
Fixed cell in 3D 
environment
Collagen ber 
bundle
Vacuole formation
Protrusion
a
b
Figure 4.13 – Culture 3D de cel-
lules endothéliales dans un gel de col-
lagène observée durant 24h en micro-
scopie classique. (a) Les cellules situées
dans le volume du gel ne se déplacent
pas, contrairement à celles situés à la
surface du gel. (b) Dans un environ-
nement 3D les cellules endothéliales
émettent des prolongements dans le gel
de collagène et forment une vacuole de
grande taille.
En particulier les cellules ne se déplacent pas significative-
ment dans le volume du gel (figure 4.13), et la chemotaxie
joue donc certainement un rôle moins important dans la for-
mation des structures vasculaires. Après quelques heures de
culture des prolongements cellulaires sont émis dans des di-
rections aléatoires autour des cellules. La direction de ces
prolongements est isotrope et ne semble pas biaisée par la
présence d’autres cellules à proximité. La communication
entre cellules semble en effet se faire uniquement par contact,
sans communication chimique ou mécanique. En parallèle,
des vacuoles de grande taille apparaissent au centre des cel-
lules (figure 4.13). Lorsque deux cellules voisines rentrent en
contact via leurs prolongements, elles adhèrent et fusionnent
généralement leurs vacuoles pour former un lumen. Ce pro-
cessus appelé tubulogenèse, bien connu in vitro, a également
été observé in vivo [294]. Lorsque la densité cellulaire est
suffisamment élevé cette vasculogenèse in vitro aboutit en 3
jours à la formation d’un réseau de tubes interconnectés et
constitués diamétralement d’une seule cellule (figure 4.19).
Alors que les structures observées en 2D étaient dues à
l’agrégation de nombreuses cellules pouvant être modélisée
par des modèles continus, la dynamique et la structure de
la vasculogenèse 3D apparait donc être intrinsèquement dis-
crète. Le contrôle des paramètres du réseau déterminant ses
propriétés de transport est particulièrement important pour
envisager l’étude de sa maturation ultérieure. La densité et
la répartition spatiale de la partie percolante du réseau peut
ainsi permettre de déterminer si le transport d’un fluide est
possible. Un modèle simple issu de la théorie de percolation
classique peut être proposé [295]. En supposant que les cel-
lules (i) sont initialement dispersées aléatoirement avec une
densité φ, (ii) ne se déplacent pas, (iii) se lient avec les cellules voisines si celles-ci sont plus
proches qu’une distance seuil dinter, un modèle de percolation continu, ou Swiss Cheese Model
[296], prédit l’apparition d’un sous-réseau percolant au-delà d’une densité cellulaire de perco-
lation φc = 1.306 d−3inter [296] (φc = 1.436 d−2inter en 2D [297]). De nombreux résultats numériques
sont disponibles pour ce modèle, permettant ainsi de prévoir potentiellement les propriétés spa-
tiales et topologiques du réseau formé, uniquement à partir de la fraction volumique cellulaire
φ.
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Une autre observation expérimentale rend cependant ce modèle peu réaliste. Lorsque des
cellules endothéliales sont cultivées dans un gel 3D, on observe en effet une contraction du gel
lors de la vasculogenèse pouvant aller jusqu’à 75% pour une densité initiale supérieure à 2×106
cellules par millilitre [298]. Tout comme les fibroblastes, les cellules endothéliales cultivées en
3D exercent des forces sur le gel environnant, pouvant entrainer d’importantes déformations du
milieu. Ce phénomène bien connu est d’ailleurs utilisé pour tester les mécanismes moléculaires
régulant la vasculogenèse [299]. Cette contraction modifie donc la distance entre les cellules au
cours de la vasculogenèse et on peut donc s’attendre à ce que le modèle de percolation classique
ne soit pas adapté.
Un modèle discret
H
φ∼δH/H 2φ∼δH/H
Figure 4.14 – Test de contraction. Des
cellules endothéliales en densité φ sont culti-
vées dans un gel de collagène (orange) avec
un bord inférieur adhérant (rouge) et les
autres bords libres. L’épaisseur H du gel
est mesuré initialement et après 3 jours de
culture. On note δH/H la variation relative
d’épaisseur. Pour des faibles densités on s’at-
tend à une contribution en φ pour la contrac-
tion générée par des cellules isolées et en φ2
pour la contraction générée par des couples
de cellules.
Deux mécanismes peuvent être proposés pour ex-
pliquer la contraction du gel. Des contractions exer-
cées par des cellules isolées peuvent potentiellement en-
gendrer l’instabilité mécanique décrit par le modèle de
Murray [289]. On s’attend à ce que le couplage de cette
instabilité avec le processus de vasculogenèse discret
modifie les propriétés du réseau vasculaire de manière
importante. Cependant on observe que la contraction
du gel augmente graduellement sur une période de 3
jours, ce qui suggère la possibilité que la contraction
soit exercée par des couples de cellules voisines connec-
tées via leurs prolongements, le nombre de connexions
augmentant au cours de la vasculogenèse. Bien que les
deux mécanismes soient certainement à l’oeuvre, une
expérience permettrait de départager leur importance
respective. Dans des cultures à basse densité φ on s’at-
tend ainsi à ce que la contraction du gel varie comme
δH/H ∼ φ pour les forces exercées par les cellules iso-
lées, et comme δH/H ∼ φ2 pour les forces exercées par les couples de cellules (figure 4.14).
On propose d’étudier l’effet du deuxième mécanisme en généralisant le modèle de percolation
classique, en supposant cette fois que les cellules (i) sont initialement dispersées aléatoirement
avec une densité φ, (ii) ne se déplacent pas par rapport au gel, (iii) créent aléatoirement des
liens avec les cellules voisines suivant une loi de Poisson si celles-ci sont plus proches qu’une
distance seuil, et (iv) exercent une force F sur les cellules auxquelles elles sont liées, engendrant
une contraction du gel et l’advection des cellules. Considérons le cas d’un système aux bords
adhérents (figure 4.17). Dans le cas d’un gel infiniment rigide (haute concentration en collagène
par exemple) les cellules sont immobiles et on retrouve le modèle Swiss Cheese précédemment
décrit. Dans le cas d’un gel très peu rigide (faible concentration en collagène) on s’attend à ce
que les cellules liées se rapprochent fortement, engendrant l’effondrement des réseaux connexes
de cellules et donc une augmentation du seuil de percolation. On voit ainsi intuitivement que
ce mécanisme implique une dépendance des paramètres du réseau vasculaire par rapport à la
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Figure 4.15 – Exemple typique d’états finaux du modèle de percolation généralisé pour différentes
densité cellulaire φ et différents rapports de raideurs K = k/kc. Les réseaux formés sur des gels plus rigides
percolent pour une densité cellulaire plus basse. Les systèmes percolants sont encadrés en rouge. Simulations
effectuées pour des systèmes de taille 128× 128 avec dx = 0.5 et des conditions aux limites périodiques.
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Figure 4.16 – Diagramme de phase du réseau final en fonction du rapport de rigidité K = k/kc et de
la densité cellulaire φ = Ncd2inter/L2, avec Nc le nombre de cellules, dinter la distance d’interaction des
cellules et L la taille du système. Pour un gel infiniment rigide on retrouve les résultats du modèle swiss
cheese. Simulations effectuées pour des systèmes de taille 128 × 128 avec dx = 0.5 et moyennées sur 100
simulations indépendantes.
rigidité du gel et non plus seulement par rapport à la densité cellulaire φ. Ce résultat peut être
confirmé numériquement en formalisant le modèle.
On considère un ensemble de points {xi}Ni=1 formant un réseau triangulaire de pas dx reliés
à leur voisins par des ressorts de raideur k, représentant le gel dans lequel les cellules sont
cultivées. Initialement chaque point est occupé par une cellule avec une probabilité p = φdx2.
Deux cellules peuvent se lier si elles sont à une distance d < dinter, elles exercent alors une force
attractive représentée par l’ajout d’un ressort de raideur kc entre les deux cellules. En supposant
que le temps de création d’une liaison est grand devant le temps de relaxation mécanique du
gel, l’état final du système est obtenu par itération des étapes suivantes : (i) une paire de
cellules voisines non liées est choisie aléatoirement et un ressort est ajouté pour cette paire, (ii)
le nouvel état d’équilibre mécanique du système est déterminé, (iii) si aucune autre paire ne
peut être créée l’état final est atteint, sinon on revient à l’étape (i). Numériquement le réseau
de ressorts est représenté par une matrice de rigidité M , la position des points par un vecteur
X et l’équilibre mécanique est donné par MX = B, où le vecteur B représente les conditions
au bord. La résolution numérique de ce système linéaire de grande taille à chaque étape est
particulièrement lourde, mais peut être réalisée efficacement en utilisant une décomposition de
Cholesky [300].
Des exemples typiques des états finaux obtenus sont représentés figure 4.15. Les simulations
d’une même ligne correspondent à une même densité cellulaire initiale φ et les simulations sur
une même colonne à un même rapport de raideur K = k/kc, représentant la rigidité du gel rela-
tivement aux forces pouvant être exercées par les cellules. On retrouve bien qualitativement un
effondrement des amas pour des gels peu rigides entrainant une diminution de la probabilité de
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Figure 4.17 – Des cellules endothéliales sont cultivées en 3D dans un gel de collagène dans un puit
circulaire de diamètre L = 1cm et d’épaisseur H = 500µm. Les surfaces latérales du puit (rouge) ont été
rendues adhérentes au collagène afin d’empêcher la contraction latérale du gel lors de la vasculogénèse.
percoler à travers le système. Les résultats numériques sont représentés figure 4.16 et montrent
bien une augmentation du seuil de percolation φc lorsque la rigidité du gel diminue. Pour un gel
infiniment rigide (1/K = 0) on retrouve bien le seuil de percolation du modèle Swiss Cheese,
en notant que les simulations sont effectuées sur une grille discrète et correspondent donc à un
modèle Swiss Cheese discrétisé sur une grille triangulaire de pas dx = 0.5.
Dans une étape suivante il serait intéressant de déterminer deux exposants critiques de notre
modèle généralisé afin de vérifier s’il est toujours dans la classe d’universalité des modèles de
percolation classiques. Si tel est le cas, il serait alors possible d’utiliser les nombreux résultats
disponibles sur les modèles classiques pour comprendre et contrôler les propriétés des réseaux
vasculaires construits suivant cette technique, en prenant uniquement en compte un décalage
du seuil de percolation avec la rigidité du gel. Un résultat préliminaire semble indiquer que
la distribution P (s) de la taille s des réseaux connexes au seuil de percolation a un exposant
classique P (s) ∼ s−τ , avec τ = 2.026 à comparer avec le résultat classique exact τ = 187/91 ≈
2.055.
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Les expériences
Afin de tester le modèle précédant on a proposé de mesurer in vitro les propriétés des réseaux
vasculaires. On choisit d’étudier un système mince pour étudier les propriétés de percolation en
deux dimensions et pour faciliter l’observation. On utilise ainsi un puits de culture en PDMS
de 1cm de diamètre de 500µm de profondeur dont les parois latérales ont été activées par
immersion dans du polyéthylènimine (PEI) puis dans du glutaraldhéhyde (GA). PEI adhère
fortement au PDMS et au GA qui se réticule avec le collagène du milieu de culture formant ainsi
un bord latéral adhérant pour éviter la contraction du gel pendant la vasculogénèse. Des cellules
humaines endothéliales de veine ombilicale (HUVECS) sont dispersées dans un gel constitué
de 0.15% à 1% de collagène I. Des études précédentes montrent en effet que la rigidité du gel
peut être contrôlée par la concentration en collagène [298]. Le système est incubé pendant 3
jours dans un milieu de culture contenant des facteurs de croissance d’endothélium vasculaire
(VEGF) et des facteurs de croissance de fibroblaste (FGF). Des premières expériences montrent
bien l’apparition d’un réseau vasculaire à travers le système quasi-2D, dont la structure peut
être observée en microscopie confocale (figures 4.18 et 4.19). Afin de comparer le modèle de
percolation au système in vitro il serait intéressant de répéter cette expérience plusieurs fois pour
différentes densités cellulaires φ et différentes concentrations de collagène afin de déterminer
un diagramme semblable à celui présenté sur la figure 4.16 et de comparer les distributions de
taille P (s).
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Figure 4.18 – Réseau vasculaire après 3 jours de culture dans un puits de culture circulaire mince de
1cm de diamètre et de 500µm d’épaisseur. Vue en microscopie confocale 10x. L’actine est marquée en vert
et les noyaux en bleu. Concentration en collagène 0.3% et densité cellulaire 106 cellules par millilitre. Les
lumens difficilement visibles ici peuvent être distingués sur la figure 4.19 avec un plus fort grossissement.
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Figure 4.19 – Intérieur d’un microvaisseau partant du bord du système. Vue en microscopie confocale
40x. Les différentes images correspondent à des coupes à des altitudes z croissante dans le sens de la lecture.
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Annexe : Méthodes numériques
A.1 Croissance à surface libre
Dans le chapitre 2 une tumeur occupant un volume Ω est décrite comme un mélange à deux
phases, l’évolution de sa surface libre ∂Ω étant donnée par la continuité des vitesses de la phase
cellulaire. On utilise une méthode de différences finie pour simuler les équations aux dérivées
partielles 2.29, 2.30, 2.31, 2.32 à l’intérieur du volume Ω. L’espace de la simulation est discrétisé
par une grille de taille N × N et de pas constant ∆x. Le temps est discrétisé avec des pas de
∆t. Les champs scalaires (densité φ, pression Σ, prolifération Γ, concentrations n et m) sont
définis au centre des cellules et les composantes des champs vectoriels (vitesse v = (vx, vy)) sur
les faces des cellules (figure A.1)
φki,j = φ(i∆x, j∆x, k∆t), i = 0, 1..N, j = 0, 1..N, (A.1)
vkx,i−1/2,j = vx((i− 1/2)∆x, j∆x, k∆t), i = 0, 1..N + 1, j = 0, 1..N, (A.2)
vky,i,j−1/2 = vy(i∆x, (j − 1/2)∆x, k∆t), i = 0, 1..N, j = 0, 1..N + 1, (A.3)
avec k ∈ N. Cette discrétisation en quinconce (staggered grid) évite le découplage des cellules
paires et impaires apparaissant lorsque tous les champs sont définis au centre des cellules et
conduisant à une instabilité numérique en damier [301]. Notons que cette instabilité peut égale-
ment être évitée simplement par l’introduction d’une viscosité artificielle en ajoutant un terme
∇2φ au membre de gauche de l’équation 2.29 avec  1. Les équations 2.29, 2.30, 2.31, 2.32
sont discrétisées temporellement et spatialement en utilisant un schéma FTCS (forward time
2/1−i
i,jφ
2/1−y,i,jv
2/+1y,i,jv
,j2/1−x,iv
2/1−j
j
2/+ 1j
i 2/+ 1i
,j2/+1x,iv
Figure A.1 – Les champs sca-
laires tels que la fraction volu-
mique φ sont discrétisés au centre
de la cellule (i, j) et les compo-
santes des champs vectoriels tels
que la vitesse v = (vx, vy) sont
discrétisées sur les faces.
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Figure A.2 – L’interface ∂Ω
est discrétisée par des marqueurs
de surface xl, stockés dans une
liste croissante par rapport à
l’abscisse curvilinéaire (voir les
exemples du front plan et circu-
laire). Dans cet exemple toutes les
cellules sauf celle en haut à droite
sont dans le domaine Ω.
l
Ω
+ 1l
x∆
1−l lv
Ω∂
centered space)
φk+1i,j − φki,j
∆t = −
φki+1/2,jv
n
x,i+1/2,j − φki−1/2,jvkx,i−1/2,j
∆x
−φ
k
i,j+1/2v
n
y,i,j+1/2 − φki,j−1/2vky,i,j−1/2
∆x + Γ
n
i,j, (A.4)
vkx,i−1/2,j = −K(φki−1/2,j)
Σki,j − Σki−1,j
∆x , (A.5)
vky,i,j−1/2 = −K(φki,j−1/2)
Σki,j − Σki,j−1
∆x . (A.6)
Les champs scalaires sur les faces des cellules sont donnés par la moyenne entre les deux cellules
voisines φki−1/2,j = (φki,j + φki−1,j)/2 et φki,j−1/2 = (φki,j + φki,j−1)/2 et les champs Γni,j et Σki,j sont
donnés par
Γki,j =

(φinhib − φki,j)(φki,j)3, régime (IC)
(1− δmki,j)φki,j, régime (DI)
(nki,j − δ)φki,j, régime (DN)
, (A.7)
Σki,j =
(φki,j − φe)(φki,j)3
1− φki,j
. (A.8)
On discrétise les équations de diffusion en réintroduisant une dépendance temporelle pour les
besoins de la simulation
nk+1i,j − nki,j
∆˜t
=
nki+1,j + nki,j+1 + nki−1,j + nki,j−1 − 4nki,j
∆x − φ
k
i,jn
k
i,j + β2(1− nki,j), (A.9)
mk+1i,j −mki,j
∆˜t
=
mki+1,j +mki,j+1 +mki−1,j +mki,j−1 − 4mki,j
∆x + φ
k
i,j − αmki,j, (A.10)
avec ∆˜t ∆t afin d’assurer un temps typique de diffusion rapide devant le temps de croissance
de la tumeur. En pratique on a choisi ici ∆˜t = 5∆t.
La frontière libre ∂Ω est discrétisée par des marqueurs de surface espacés de ∆x/4 (figure
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,l8A ,l7A
,l6A ,l5A
,l4A ,l3A
,l2A ,l1A
,l4y,v,l3y,v
,l2y,v,l1y,v
,l4x,v,l3x,v
,l2x,v,l1x,v
l
l
Figure A.3 – La vitesse vl = (vx,l, vy,l) du marqueur de surface l est interpolée à partir des quatre
vitesses les plus proches avec un poids donnée par les aires A1,l, ..A8,l (équations A.12 et A.12).
A.2). A chaque pas de temps le déplacement de ces marqueurs est donné par la vitesse locale
de la phase cellulaire vkl = v(xkl )
xk+1l − xkl
∆t = v
k
l . (A.11)
La vitesse au point xkl = (xkl , ykl ) est obtenue par interpolation à partir des quatre points les
plus proches en reprenant la méthode utilisée par Chen et al. [302]
vkx,l =
A1,lvx,1,l + A2,lvx,2,l + A3,lvx,3,l + A4,lvx,4,l
(∆x)2 , (A.12)
vky,l =
A5,lvy,1,l + A6,lvx,2,l + A7,lvy,3,l + A8,lvy,4,l
(∆x)2 , (A.13)
où les poids A1,l,.. A8,l et les vitesses vx,1,l,.. vx,4,l et vy,1,l,.. vy,4,l sont représentés dans la figure
A.3. Une fois la position des marqueurs mise à jour, on introduit un nouveau marqueur entre
chaque paire de marqueurs voisins dont la distance est supérieure à ∆x/4 afin de maintenir
une discrétisation fine de la frontière de la tumeur en croissance. Pour suivre l’évolution du
domaine Ω on définit sur chaque cellule (i, j) une fonction indicatrice discrétisée
χkΩ,i,j =
{
1, si (i, j) ∩ Ω 6= ∅
0, sinon . (A.14)
En pratique on ne considère dans le chapitre 2 que des situations où le domaine Ω croit. La
fonction χnΩ,i,j est donc simplement mise à jour en posant χk+1Ω,i,j = 1 si au moins un marqueur
de surface est contenu dans la cellule (i, j) et χk+1Ω,i,j = χkΩ,i,j sinon. Notons que cette méthode
nécessite de choisir un pas de temps ∆t suffisamment petit pour assurer que la frontière ne se
déplace pas de plusieurs cellules lors d’un cycle. Une méthode permettant de considérer des
vitesses de front négatives (régression) est détaillée dans le travail de Chen et al. [302].
La simulation est réalisée en suivant l’algorithme suivant :
1. La géométrie initiale de la tumeur est donnée en initialisant les variables χΩ,i,j et la
position xl des marqueurs de surface. Les variables φi,j, ni,j et mi,j sont initialisées à une
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valeur choisie si la cellule (i, j) est à l’intérieur du domaine (si χΩ,i,j = 1), et à φi,j = φe,
ni,j = 1, mi,j = 0 à l’extérieur (si χΩ,i,j = 0).
2. Les variables Γi,j et Σi,j sont calculées avec les équations A.7 et A.8 pour toutes les
cellules (i, j). Les vitesses vx,i−1/2,j, vy,i,j−1/2 sont calculées avec les équations A.5 et A.6
pour toutes les cellules (i, j) à l’intérieur du domaine.
3. Les variables φi,j, ni,j et mi,j sont mis à jour avec les équations A.4, A.9 et A.10 pour
toutes les cellules (i, j) à l’intérieur du domaine.
4. La position des marqueurs de surfaces xl est mise à jour avec l’équation A.11.
5. De nouveaux marqueurs sont insérés entre les marqueurs voisins l et l+ 1 si leur distance
est supérieure à ∆x/4 jusqu’à ce que la distance entre tous les marqueurs voisins soit
inférieure à ce seuil. Le domaine est mis à jour en posant χΩ,i,j = 1 si un marqueur de
surface est présent dans la cellule (i, j). Les marqueurs de la cellule (i, j) sont enlevés si
toutes les cellules voisines sont dans Ω.
6. Retour à l’étape 2.
Par rapport à d’autres méthodes de suivi d’interface libre, tel que la méthode des lignes de
niveau [303], l’utilisation des marqueurs de surface permet une plus grande précision, importante
ici pour laisser aux perturbations de différentes longueur d’onde la possibilité de se développer.
Cette méthode de discrétisation de l’interface est cependant plus lourde d’implémentation et
est difficilement adaptable pour des domaines changeant de topologie. Une méthode hybride
présentant les avantages des marqueurs de surfaces et des lignes de niveau a été développé par
Enright et al. [304] mais n’a pas été testé ici. Notons finalement que les instabilités de contour
étudiés dans le chapitre 2 ont été retrouvés par Thibaut Balois avec une méthode de champs
de phase, décrite dans l’annexe A.2, ne représentant pas explicitement la frontière ∂Ω.
A.1.1 Front plan
Pour la simulation d’un front plan on considère une grille avec des conditions aux limites
périodiques suivant y
φi,0 = φi,N−1, φi,N = φi,1, (A.15)
vx,i−1/2,0 = vx,i−1/2,N−1, vx,i−1/2,N = vx,i−1/2,1, (A.16)
vy,i,−1/2 = vy,i,N−3/2, vy,i,N+1/2 = vy,i,3/2, vy,i,N−1/2 = vy,i,1/2, (A.17)
et des conditions aux limites réflexives en x = 0
φ0,j = φ1,j, (A.18)
vx,−1/2,j = −vx,3/2,j, vx,1/2,j = 0, (A.19)
vy,0,j−1/2 = vy,1,j−1/2. (A.20)
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Les conditions initiales choisies sont
xl = L0, yl = l∆x/4, (A.21)
χΩ,i,j =
{
1, si i∆x ≤ L0
0, sinon , (A.22)
φi,j = φini − (φini − φe)(i∆x/R0)2 + ηφ,i,j, (A.23)
ni,j = 1 + ηn,i,j, mi,j = ηm,i,j, (A.24)
avec ηφ,i,j, ηn,i,j et ηm,i,j des variables aléatoires à valeur dans [−, ] avec   1, L0 la taille
initiale de la tumeur et φini la fraction volumique cellulaire initiale.
Afin de suivre l’évolution du front à temps long on utilise une grille de simulation mobile.
On note Lmax = maxl(xl) l’abscisse maximale du front. Après chaque cycle de l’algorithme, si
Lmax > ∆x(N − 2), toutes les variables sont décalées d’une cellule vers la gauche
φi,j ← φi+1,j, (A.25)
xl ← xl −∆x. (A.26)
A.1.2 Front circulaire
Pour simuler un front plan on utilise les conditions initiales suivantes
xl = ic∆x +R0cos(dθl), yl = jc∆x +R0cos(dθl), (A.27)
χΩ,i,j =
{
1, si (i− ic)2 + (j − jc)2 ≤ R0/∆x
0, sinon , (A.28)
φi,j = φini − (φini − φe)((i∆x)2 + (j∆y)2)/R20 + ηφ,i,j, (A.29)
ni,j = 1 + ηn,i,j, mi,j = ηm,i,j, (A.30)
avec (ic, jc) = (N/2, N/2) la cellule centrale de la grille, dθ = 1/(4R0), ηφ,i,j, ηn,i,j et ηm,i,j des
variables aléatoires à valeur dans [−, ] avec  1, R0 le rayon initiale de la tumeur et φini la
fraction volumique cellulaire initiale.
A.2 Décomposition spinodale
La dérivée de la fonction Σ(φ) pouvant être négative, on indique dans le chapitre 3 qu’une
décomposition spinodale peut se déclencher dans le système. Ce phénomène est accompagné de
l’apparition d’une interface abrupte et la méthode numérique précédente n’est plus adaptée. Un
terme régularisant est donc introduit dans l’expression de la pression et l’équation A.8 devient
Σki,j =
(φki,j − φe)(φki,j)3
1− φki,j
−2φ
k
i+1,j + φki,j+1 + φki−1,j + φki,j−1 − 4φki,j
∆x . (A.31)
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a b
Figure A.4 – Evolution de 〈φ〉 pour le modèle sans prolifération (Γ = 0). Les erreurs sur la conservation
de ce paramètre d’ordre sont indépendante de ∆t (a) et diminuent avec ∆x (b). φe = 0.6, ∆x = 1 (a),
∆t = 0.01 (b).
Ce modèle forme spontanément une interface dont l’épaisseur est controlée par  et peut donc
être assimilé à une méthode de champs de phase permettant de suivre l’évolution d’une interface
sans la décrire explicitement. Dans le chapitre 3 on s’intéresse cependant uniquement au cas
d’un système initialement homogène et avec des conditions aux limites périodiques et l’évolution
de la frontière de la tumeur n’est pas étudiée.
Une seconde difficulté numérique accompagnant cette décomposition spinodale est l’appari-
tion de valeurs négatives de φ à cause des erreurs introduites par la discrétisation. Ce problème
est résolu en posant φk+1i,j = 0 si sa valeur calculée par l’équation A.4 est négative. Pour le
modèle sans prolifération cellulaire (Γki,j = 0) cette solution viole cependant la conservation de
la masse et a d’importantes conséquences sur l’évolution du système à temps long. La réduction
de la taille ∆x des cellules diminue cet effet mais la réduction du pas de temps ∆t ne semble
pas avoir d’influence (figure A.4). Afin de suivre l’évolution du système à temps long on a donc
utilisé une grille fine ∆x = 0.15 et ∆t = 10−4 et on a réalisé la simulation sur processeurs
graphiques, en utilisant un carte Nvidia GTX-580 et le langage de programmation parallèle
CUDA.
L’algorithme pour cette simulation est plus simple :
1. Les variables sont initialisées φi,j = φ0, ni,j = 1 pour toutes les cellules (i, j).
2. Les variables Γi,j, Σi,j, vx,i−1/2,j et vy,i,j−1/2 sont calculées avec les équations A.7, A.31,
A.5 et A.6 pour toutes les cellules (i, j).
3. Les variables φi,j, ni,j et mi,j sont mis à jour avec les équations A.4, A.9 et A.10 pour
toutes les cellules (i, j) en imposant φi,j ≥ 0
4. Retour à l’étape 2.
A.3 Ecoulement de Stokes
Dans le chapitre 4 on utilise une méthode de relaxation pour résoudre l’équation de Stokes
stationnaire dans un domaine Ω périodique selon x avec des conditions aux limites de Dirichlet
130
A.3 Ecoulement de Stokes
B
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x, i
y, j
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Ω,j2/1−x,iv
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Figure A.5 – Résolution numérique de l’écoulement de Stokes dans le domaine Ω périodique suivant
x. La normale à l’interface B est notée n. Les cellules du domaine Ω sont définies comme les cellules dont
l’intersection avec Ω est non nulle (cellules comprenant une partie blanche). Les cellules de l’interface B
(resp. Sc) sont définies comme les cellules n’étant pas dans Ω et dont la cellule voisine supérieure (resp.
inférieure) est dans Ω.
données sur une interface inférieure B et une interface supérieure SC. Comme précédemment
les champs scalaires sont discrétisés au centre des cellules d’un grille de taille N ×N et de pas
∆x contenant le domaine Ω et les composantes des champs vectoriels sont discrétisées sur les
faces des cellules. Les cellules du domaine Ω sont définies comme les cellules dont l’intersection
avec Ω est non nulle. Les cellules de l’interface B (resp. SC) sont définies comme les cellules
(i, j) n’étant pas dans Ω et telles que la cellule (i, j+1) (resp. (i, j−1)) soit dans Ω. L’interface
B (resp. SC) est déterminée par l’équation y = yB(x) (resp. y = H) et sa normale est notée
n(x) (figure A.5).
La méthode de relaxation permet de résoudre numériquement l’équation de Laplace pour
un champ u
∇2u = f , dans Ω, (A.32)
avec des conditions aux limites de Dirichlet sur B et SC. Les variables discrètes ui,j sont
initialisées à une valeur u0i,j et sont mises à jour suivant le schéma
uk+1i,j = 4
(
uki+1,j + uki−1,j + uki,j+1 + uki,j−1 + ∆x2fi,j
)
, (i, j) dans Ω (A.33)
jusqu’à ce que la condition de convergence suivante soit satisfaite
∑
(i,j)
(
uk+1i,j − uki,j
)2 ≤ relax, (A.34)
avec relax  1 (dans les simulations on a choisi relax = 10−3).
Lorsque les conditions aux limites portent uniquement sur la vitesse (vitesse normale aux
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interfaces et de norme constante dans la partie 4.2.2.1), l’écoulement de Stokes est déterminé
par l’algorithme suivant
1. Les variables pi,j, vx,i,j et vy,i,j sont initialisées à des valeurs satisfaisant les conditions aux
limites.
2. Une pression pi,j satisfaisant l’équation de Laplace ∆p = 0 est déterminée par la méthode
de relaxation.
3. Les vitesses vx,i,j et vy,i,j sont déterminées en résolvant les équations de Laplace ∆vx =
(∂xp)/µ et ∆vy = (∂yp)/µ par la méthode de relaxation.
4. L’erreur sur l’incompressibilité dp =∇·v est calculée par différences finies. Si cette erreur
satisfait le critère de convergence, déterminée numériquement par ∑Ω dp2i,j ≤ incomp, la
résolution est finie. Sinon la pression pi,j est remplacée par p∗i,j = pi,j +dpi,j et on retourne
à l’étape 3.
Pour résoudre numériquement l’écoulement de Stokes lorsque les conditions aux limites sur
la surface B sont p = p0 (pression uniforme) et v × n = 0 (vitesse normale) on considère le
système suivant
µ∆v −∇p = 0, dans Ω, (A.35)
v = V (x, t)n, sur B, (A.36)
∂V
∂t
= (p0 − p), V (x, t = 0) = V0, sur B, (A.37)
v = Uey, sur SC. (A.38)
La solution de ce système convergeant pour t→ +∞ vers l’écoulement stationnaire recherché,
une méthode pour déterminer cet écoulement est donné par l’algorithme suivant
1. La norme de la vitesse sur B est initialisée Vi = V0.
2. Les équations A.35, A.36 et A.38 sont résolues avec l’algorithme précédant.
3. Si la pression sur B satisfait le critère de convergence, déterminé numériquement par∑
B(p0 − pi,j)2 ≤ p la résolution est finie. Sinon la vitesse Vi est remplacée par V ∗i =
Vi + ∆t(p0 − pi,j) et on retourne à l’étape 2.
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Titre Morphogénèse du mélanome in situ
Résumé Le mélanome est le cancer de la peau le plus mortel. S’il est détecté de manière précoce il peut
cependant être traité par simple excision et les chances de guérison sont alors très bonnes. Des algorithmes de
diagnostic différentiels basés sur des critères morphologiques permettent ainsi de distinguer cette tumeur d’autres
lésions bénignes présentes à la surface de la peau. Les mécanismes engendrant les formes et les microstructures
caractéristiques d’un mélanome restent cependant pratiquement inconnus. L’objectif de ce travail est d’éclairer
les processus morphogénétiques à l’oeuvre lors du développement des tumeurs mélanocytaires à l’aide des outils
de la physique macroscopique.
On commence par développer un modèle multiphase en couche mince pour décrire la croissance du mélanome
dans l’épiderme. On montre analytiquement et numériquement l’existence d’une instabilité conduisant à l’appa-
rition d’ondulations sur le contour d’une lésion initialement circulaire que l’on compare avec les irrégularités de
contour fréquemment observées dans les mélanomes. L’identification des paramètres contrôlant cette instabilité
permet ainsi de corréler les propriétés microscopiques de la tumeur à la forme et l’évolution macroscopique de
la lésion.
On montre ensuite la possibilité d’une décomposition spinodale dans cette classe de modèle multiphase, engen-
drant la formation d’agrégats de cellules tumorales. Le comportement du système aux temps long est cependant
perturbée par les mécanismes de régulation de la prolifération cellulaire et un état d’équilibre est atteint où les
agrégats de cellules forment une structure symétrique en points, en bandes ou en quadrillage. Ces prédictions
permettent de mieux comprendre la présence de points et de globules pigmentés au sein de ces lésions, de taille,
de forme et de répartition uniforme dans les tumeurs bénignes, et plus irrégulière dans les mélanomes.
On s’intéresse finalement à la peau glabre et on illustre comment la géométrie particulière de l’épiderme dans
ces régions influence l’aspect des tumeurs. En montrant comment le transport et la répartition de la mélanine
est modifiée on propose ainsi une explication à l’apparition des bandes parallèles pigmentées et à la localisation
des colonnes de mélanine. Afin d’étudier l’influence de la géométrie sur la répartition des cellules tumorales on
développe un modèle multiphase en couche mince sur surface courbe. On propose ainsi un mécanisme expliquant
la localisation d’agrégats cellulaires dans les crêtes épidermiques.
Mots clés : mélanome, cancer, tumeur, morphogénèse, instabilité, théorie des mélanges, biomécanique
Title Morphogenesis during early melanoma growth
Abstract Melanoma is the leading cause of death from skin cancer. However if it is detected early, it can be
treated by simple excision and the prognosis is excellent. Clinical diagnosis is based on various morphological
features of the skin lesion but little is known about the mechanisms responsible for generating the shapes and
microstructures typical of melanoma. The aim of this work is to explore the morphogenetic processes involved
during the development of melanocytic lesions using the tools of macroscopic physics.
We first derive a multiphase model in a lubrication limit to describe the radial growth phase of melanoma in
the epidermis. We prove analytically and numerically the occurrence of a contour instability leading to the
apparition of undulations that we compare to the irregular border often observed in melanoma. The analytical
results correlate the microscopic properties of the tumor to its macroscopic shape and evolution.
We then demonstrate the possibility of a spinodal decomposition in the class of multiphase model considered
and leading to cell aggregation. We show how the behavior of the aggregates is perturbed at long time by the
mechanisms regulating cell proliferation and find the existence of a steady state where tumor cells are organized
symmetrically, in dots, in lines or in a grid-pattern. These results explain the presence of dots and globules in
pigmented lesion, uniform in size, shape and distribution in benign lesions and more irregular in melanoma.
Focusing finally on glabrous skin, we investigate how the particular geometry of the epidermis in these regions
influences the appearance of pigmented lesions. By modeling melanin transport we present a mechanism explai-
ning the apparition of a parallel pattern and the localization of melanin columns. To investigate how geometry
influence the repartition of tumor cells we derive a multiphase model describing growth in a thin curved layer,
showing how cell aggregates are found in epidermal ridges.
Keywords : melanoma, cancer, tumor, morphogenesis, instability, mixture theory, biomechanics
