In this paper we present a new lossless audio coding algorithm using Burrows-Wheeler 
INTRODUCTION
With the rapid growing of necessary data and increased number of applications, devising new approach for efficient compression and encryption methods are playing a vital role in performance. There has been an unprecedented increase in the amount of digital data transmitted via networks especially through the internet and mobile cellular networks, over the last decade. Data compression offers an attractive approach to reducing communication cost by using available bandwidth effectively. Digital data represent text, images, audio, video, sound etc. With this trend expected to continue, it makes sense to pursue research on developing algorithms that can be most effectively use available network bandwidth by maximally compressing data. Many methods in conjunction with BWT is discussed to achieve this. It has been observed that a pre-processing of the audio signal prior to conventional compression method will improve the compression efficiency much better. Lossless audio coding enables the compression of digital audio data without any loss in quality due to a perfect reconstruction of the original signal. But in other case, modern perceptual audio coding standards are always lossy, since they never fully preserve the original audio data. In this paper, we proposed lossless audio coding methods using the BWT of the input audio signal to convert the resulting coefficients to a form that can be better compressed using Run Length Coding than the resulting coefficients that are compressed using a combination of the BWT & Huffman coding method [4] and only BWT method [3] and BWT,MTF & RLE method [1] . In this paper a new audio coding algorithm is proposed which include the advantages of both BWT and entropy coding in [1] [3] [4] and combine them into single method as BWT & RLE algorithm. This paper is organized as follows. Section II deals with compression techniques using BWT-RLE. In Section III,the proposed algorithm using BWT-RLE has been discussed in detail. In Section IV,in experimental results, the effectiveness of our proposed audio coding algorithm is checked by couple of case studies using the Compression Ratio and Bit Rate values. Concluding remarks are given in Section V.
II. COMPRESSION TECHNIQUES USING BWT & RLE
In this section ,BWT & RLE has been used as compression techniques and explained how effectively it facilitate the process of audio signal compression with the help of compression ratio and bit rate of compressed audio signal.
A. Burrows Wheeler Transform:
First level of compression is BWT; the BurrowsWheeler transform is a block-sorting, lossless data compression algorithm that works by applying a reversible transformation to a block of input data. The transform does not perform any compression but modifies the data in a way to make it easy to compress with other algorithm such as "move-to-front" coding [1] . Then the IBWT ({ 6, 2, 6, -7, 3, 1, -1, 2, -4, 4}, 4 ) = {1, 2, 4, 6, -1,3, 2, -4, 6, -7}. The dependence of BWT on input data encoding is a relatively unique characteristic for general lossless data compression algorithms.
B .Run Length Encoding:
Second level of compression is Run Length Encoding (RLE) explained as follows: RLE method is implemented, in order to encode transformed coefficients obtained after applying BWT. Run-length encoding is a popular data compression algorithm in which Runs of data (that is, sequences in which same data values occur in many consecutive data elements) are stored as a single data value and count, rather storing original repeated runs. This type of encoding (RLE) is very useful in data which contain many repeated runs. RLE [7] is lossless data compression technique in which runs of data is stored as single data value and followed by count as shown in Figure1 of [7] . RLE works by reducing the physical size of a repeating string of characters. This repeating string, called a "run", is typically encoded into two bytes. The first byte represents the number of characters in the run and is called the "run count". The second byte is the value of the character in the run, which is in the range of 0 to 255, and is called the "run value". For example: A file with "0" as repeating character. Two characters in the compressed file replace each run of zeros. For the first 3 repeating "0"s in original file, the first encoded stream in compressed file is showing that "0" was repeating "3" times , "1" time, "5" times and then "2" times as shown below in the equations ( Figure1. describes the flow-chart of proposed coding algorithm: From the given flowchart it can be concluded that input audio signal (.wav file) is taken and sampled at different sampling frequency in order to get sampled input signal to which BWT is applied as a result we get transformed coefficient values of signal to get compressed audio signal & hence compression ratio and bit rate is calculated to measure its performance, whole process is implemented in MATLAB. Table I .As shown below Figure  2 shows input signal & Figure 3 shows input sampled sequence at 48 KHz sampling rate of audio signal 1. Figure   4 shows input signal & Figure 5 shows input sampled sequence at 44.1 KHz sampling rate of audio signal 1.
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ISSN: 2348 -8549 www.internationaljournalssrg.org Page 28 Table IV .As shown below Figure 9 shows input signal & Figure 10 shows input sampled sequence at 48KHz sampling rate of audio signal 2. 2) In this case we have considered audio signal 2 at 44.1 KHz sampling rate & sampled at 3KHz to compute compression ratio and bit rate of different audio compression methods as shown in Table V .As shown below Figure 11 shows input signal & Figure 12 shows input sampled sequence at 44.1 KHz sampling rate of audio signal 2. as shown in Table VI .As shown below Figure 13 shows input signal & Figure 14 shows input sampled sequence at 32 KHz sampling rate of audio signal 2. Table VII shows that the result obtained from the proposed algorithm is more reasonable as compared to the existing algorithm [1] .
2) For Case Study2: Table VIII compares compression ratio obtained from proposed method and BWT+Huffman method [4] .In our proposed method, BWT+RLE shows better compression ratio than existing methods [4] . Table VIII shows that the result obtained from the proposed algorithm is more reasonable as compared to the existing algorithms.
V. CONCLUSION The goal of this proposed work is to achieve reduced bit rate and improved compression ratio, which is an essential step towards achieving better audio quality and hence algorithm is succesfully implemented. In this proposed work, we presented a lossless audio coding method using Burrows Wheeler Transform and Run length Encoding. And we have showed the dependence of the bit rate of lossless audio coding on the signal type, entropy coding methods using Huffman coding ,Run length encoding and sampling rate. Entire process is implemented in MATLAB and comparison result shows that lossless audio coding using BWT and RLE method outperforms the other lossless audio coding using BWT method [3] , and combined BWT & Huffman coding [4] method, BWT+MTF & RLE methods [1] in terms of bit rate in TableVII & in terms of compression ratio in Table  VIII. 
