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ABSTRACT
Graph convolutional neural networks (Graph-CNNs) extend tradi-
tional CNNs to handle data that is supported on a graph. Major chal-
lenges when working with data on graphs are that the support set (the
vertices of the graph) do not typically have a natural ordering, and in
general, the topology of the graph is not regular (i.e., vertices do not
all have the same number of neighbors). Thus, Graph-CNNs have
huge potential to deal with 3D point cloud data which has been ob-
tained from sampling a manifold. In this paper we develop a Graph-
CNN for classifying 3D point cloud data, called PointGCN1. The
architecture combines localized graph convolutions with two types
of graph downsampling operations (also known as pooling). By
the effective exploration of the point cloud local structure using the
Graph-CNN, the proposed architecture achieves competitive perfor-
mance on the 3D object classification benchmark ModelNet, and our
architecture is more stable than competing schemes.
Index Terms— Graph convolutional neural networks, graph
signal processing, 3D point cloud data, supervised learning
1. INTRODUCTION
With the advent of very large datasets and improved computational
capabilities, methods using convolutional neural networks (CNNs)
now achieve state-of-the-art performance on a variety of tasks, in-
cluding speech recognition and image classification. Many emerging
applications give rise to data that may be viewed as being supported
on the vertices of a graph, and field of graph signal processing (GSP)
has developed filtering and other operations on graph signals [1, 2].
Data may either be naturally sampled on the vertices or edges of a
graph (e.g., flows on a transportation network), or the data may sim-
ply be unstructured and a graph is imposed to capture the manifold
structure underlying the data (e.g., the 3D point clouds considered
in this paper). Unlike the domains encountered in more traditional
signal processing (e.g., 1D time-series, 2D images), general graph
topologies do not have the same regularity or symmetries, and so
there is not a unique, well-defined notion of convolution on a graph.
This has motivated researchers to develop a variety of approaches to
convolutions on graphs, which can then be applied in graph-CNNs
and other graph-based signal processing architectures.
Bruna et al. [3, 4] first proposed the idea of using a graph con-
volution defined in the graph spectral domain together with a graph
multiresolution clustering approach to achieve pooling/downsampling.
Defferrard et al. [5] propose a fast localized convolution operation
by leveraging the recursive form of Chebyshev polynomials to both
avoid explicitly calculating the Fourier graph basis and to allow the
number of learnable filter coefficients to be independent of the graph
1Code is available at https://github.com/maggie0106/
Graph-CNN-in-3D-Point-Cloud-Classification
size. Atwood and Towsley [6] use a similar localized filtering idea
but define the convolution process directly in the spatial domain by
searching the receptive filed at different scales using random walk.
Graph kernels have also been applied to the graph classification
task [7, 8] which aims to classify a graph based on its topology, as
opposed to classifying or otherwise processing signals on a graph.
However, Graph kernels suffer from quadratic training complexity
in the number of graphs [8].
The formulation of Graph-CNNs opens up a range of applica-
tions. Defferrard et al. [5] validate their model on an image classifi-
cation task and demonstrate the effectiveness of Graph-CNNs. Kipf
and Welling [9] study the application of the Graph-CNNs to semi-
supervised learning. In this paper, we explore the application of the
Graph-CNNs in 3D point cloud data.
GSP techniques have been applied to process 3D point cloud
data, such as that obtained by light detection and ranging (LiDAR)
sensors. Rather than binning point clouds into voxels, graph-based
approaches fit a graph with one vertex for each point and edges be-
tween nearby points, and then operate on the graph. The effective-
ness of GSP for processing 3D point cloud data has been demon-
strated in applications such as data visualization, in-painting, and
compression [10, 11, 12, 13].
In this work, we propose a Graph-CNN architecture called
PointGCN for classifying 3D point cloud data by exploring its local
structure encoded in the constructed graph. Unlike most previous
Graph-CNNs, in this setting both the signals and the graph structure
vary from input to input. The proposed architecture uses existing
graph convolution operation together with two types of specifi-
cally designed pooling layers for point cloud data. The architecture
learns a latent signature summarizing each point cloud at different
receptive fields.
We achieve an average classification accuracy comparable to the
state-of-the-art on the ModelNet benchmark, and the variance of the
proposed approach is substantially lower than existing point-based
classification methods.
2. PROBLEM STATEMENT
We consider a classification problem where we are given m labeled
training instances {(Xj , yj)}, each composed of an input Xj ∈ X
and an output yj ∈ Y . Our goal is produce a function y = f(X)
to predict the output y associated with a new, unseen input X . For
point-based 3D classification problem, we consider the case where
the output space Y is finite (the classes), and each input Xj is a set
of n points, {xj,1, . . . , xj,n} ⊂ R3.
Previous work has taken different approaches to classifying 3D
point clouds [14, 15, 16, 17, 18, 19, 20, 21], including rendering and
processing a collection of 2D images (projections of the points onto
an image plane from different perspectives), or binning the points
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into voxels. However, the former involves extensive data augmenta-
tion, preprocessing and heavy computation, and the latter introduces
discretization error as well as use a relatively sparse format to rep-
resent the 3D data. Directly using the point cloud format to tackle
the 3D classification problem is an area of research interest. Point-
Net [18] is the pioneer in this field, which uses spatial transforma-
tion network and symmetric functions to learn the global represen-
tation of each point cloud object. Deep Sets [21] constructs similar
universal approximators to achieve invariance to permutation within
each point cloud. However, the lack of local structure exploration
leads to the loss of local context of each point. The following work,
PointNet++ [20], tries to address this problem, but each point is still
treated individually in the constructed local clusters. We instead take
a graph-based approach, fitting a graph and learning a mapping from
the space of graphs and its corresponding graphs signal to classes.
By doing so, the local geometric details are encoded in the pairwise
distance between center point and its neighbors.
3. METHODOLOGY
Given a set of points X = {xi}ni=1 ⊂ R3, we first fit a (sym-
metrized) k-nearest neighbor graph to the points and then weight
each edge using a Gaussian kernel: for i, j = 1, . . . , n,
Wi,j =
{
exp(−‖xi − xj‖2/σ2) if j ∈ Ak(i)
0 otherwise,
(1)
where Ak(i) is the set of k nearest neighbors of vertex i.
We will also use the coordinates as graph signals. Let xi =
[x
(1)
i , x
(2)
i , x
(3)
i ]
T , and let x(c) ∈ Rn denote the vector with ith
entry equal to x(c)i . Then x
(c) can be seen as a signal on the
graph (one value per vertex). The associated coordinate vectors
x(1),x(2),x(3) ∈ Rn×3 will serve as graph signals.
3.1. Graph Signal Processing
We briefly review notions of graph filtering and convolution be-
fore describing the proposed architecture. Given the symmetric
weighted adjacency matrix W ∈ Rn×n of a graph, let L =
In − D−1/2WD−1/2 denote the normalized Laplacian matrix.
A linear vertex-domain graph filter with coefficients α0, . . . , αK
transforms one graph signal, x, to another, y, via y = hα(L)x =∑K
k=0 αkL
kx. It can also be convenient to represent or approximate
filters in terms of Chebyshev polynomials of L [22],
y = gθ(L)x =
K∑
k=0
θkTk(L)x, (2)
defined recursively via T0(L) = I , T1(L) = L, and for k ≥ 2,
Tk(L) = 2LTk−1(L)− Tk−2(L).
Graph-CNNs involve multiple such filters where the coefficients
{αk} or θk are learned from data.
Graph filters have a spectral interpretation, in terms of the eigen-
decomposition L = UΛUT of the Laplacian. We have
y = hα(L)x = Uhα(Λ)U
Tx = Uhα(Λ)x̂,
so the eigenvectorsUT serve as a graph spectral basis, x̂ is the vector
of graph spectral coefficients of x, and the filter hα(·) acts entry-
wise on the eigenvalues Λ (with an identical interpretation possible
in terms of gθ). The eigenvectors of the Laplacian are known to
correspond to low- or high-variation over the graph proportional to
the corresponding eigenvalue [1].
Since different types of filters emphasize different structural
characteristics, in this work we take the approach of learning graph
filter bank in order to obtain features which can optimize the down-
stream point cloud classification task.
3.2. Proposed Graph-CNN Architecture for Point Cloud Classi-
fication
Next we discuss our Graph-CNN architecture for 3D point cloud
classification. Similar to typical CNNs and other Graph-CNN archi-
tectures, our architecture combines three main types of layers: con-
volutional, pooling, and fully-connected. Because the convolutional
and pooling layers are particular to the graph setting, we describe
these in detail. The overall architecture is shown in Figure 1.
Convolutional layer. During the training process, our goal is to
train a set of graph filter coefficients that can translate the input sig-
nal to latent feature maps that capture relevant structure information
to discriminate between object classes. Because we will apply the
architecture to different graphs, and the Laplacian spectra of differ-
ent graphs have different ranges, we first perform a normalization:
we use the rescaled Laplacian L˜ = 2L/λmax − In, where λmax is
the largest Laplacian eigenvalue, so that all eigenvalues of L˜ are in
the interval [−1, 1]. We have found that this improves stability as
well as the performance of the network during learning.
As discussed in Sec. 3.1, each filter of order K has K learn-
able parameters (the filter coefficients), each parameter control the
learned latent representation from different receptive field (from
1-hop neighbors to K-hops neighbors). Previous researchers have
investigated the usage of the Chebyshev graph filtering approxi-
mation in distributed signal processing [23], Graph-CNNs (e.g.,
ChebyNet [5]). Defferrard et al. [5] demonstrate the effectiveness
of this convolution block in homogeneous graph prediction tasks
such as image classification, where each images can be regarded
as a grid graph (hence, having the same graph structure, assuming
the image size is fixed in advance). We adapt a similar scheme to
deal with heterogeneous graphs. Specifically, to obtain one level of
feature transformation, we apply Chebyshev polynomial filters (2)
and use the coordinate vectors x(1),x(2),x(3) as input vectors for
first convolution layer.
After each convolutional layer we apply a rectified linear unit
(ReLu) nonlinear activation function. One of the advantages of the
Chebyshev polynomial filtering is the learned feature maps will be
localized within K-hops neighbors of each point. Besides, every
time we add one more graph convolutional layer, the receptive field
is enlarge by K hops.
Pooling layer. The feature maps output by the convolutional
layer are a point-wise latent representation. We implement two
forms of pooling operations to aggregate information from these
representations. One form of pooling computes global statistics
across all output points, while the other form of pooling acts locally
within the point cloud, leading to multi-resolution pooling similar to
graph coarsening methods employed in previous work [3, 5].
Global pooling. As discussed in Sec. 3.2, the output of graph fil-
ters can emphasize meaningful structural information about a point
cloud. We seek representations that are invariant to point order per-
mutation and rotations (to deal with the case when different point
clouds have not been oriented/registered). To this end we use 1-max-
pooling (i.e, taking the max of all filter outputs) and variance pooling
(i.e, calculating the variance of each filter output across the n points).
Gr
ap
h 
Co
nv
ol
ut
io
n
N×
10
00
Gr
ap
h 
Co
nv
ol
ut
io
n
55
×1
00
0
In
pu
t p
oi
nt
 c
lo
ud
N 
× 
3
M
ult
i-r
es
 P
oo
lin
g
Gl
ob
al 
M
ax
-p
oo
lin
g
Fu
lly
 C
on
ne
ct
ed
ou
tp
ut
 c
las
s
Farthest 
sampling
Local clustering
Max-Pooling
Gl
ob
al-
po
ol
ing
Gr
ap
h 
Co
nv
ol
ut
io
n
Gl
ob
al 
po
ol
ing
55
×1
00
0
N×
10
00
10
00
10
00
Global feature 
concatenation
20
00
×2
10
00
10
00
10
00
1-max 
pool
Variance
pool
PointGCN with multi-resolution pooling
PointGCN with global pooling
Fig. 1. Overall architecture for graph-CNN based point cloud classification model PointGCN. The top branch is the model architecture using
multi-resolution pooling and the bottom branch is the model architecture using merely the global pooling layer.
Max pooling highlights the most distinctive points, whereas variance
pooling quantifies spread of the outputs after filtering. When using
multiple convolutional layers, we compute these statistics for each
layer and concatenate them as inputs to the final layer for computing
the final class probabilities.
Multi-resolution pooling. Graph clustering algorithms are com-
putationally demanding, and we seek a light-weight method for lo-
cal pooling of graph signals. In the special case of point cloud data,
we can leverage the geometry inherent to the data to avoid explic-
itly calculating a graph coarsening or clustering. Instead, we real-
ize multi-resolution pooling by sub-sampling a set of points that are
most scattered from each other. This is done by first sampling a
random point and adding it to the sampling set. The next sampling
point is taken to be the one furthest from the initial sampling point,
and subsequent sampling points are those that are mutually furthest
from all other sampling points. After reaching the desired number of
sampling points (resolution at the next level) we associate each non-
sampled point with the nearest sampled point and aggregate among
these groups by max-pooling.
Final architecture. The final architecture we use in the exper-
iments below is composed of two graph convolutional layers. We
construct a 40-nearest neighbor graph for each point cloud object to
perform graph convolution. Each layer involves graph convolution
with order K = 3, followed by ReLu activation and one form pool-
ing (we report the results of different combinations below). Both
first and second convolutional layer has 1000 filters. When using
multi-resolution pooling we downsample to 55 points for the second
layer where clusters are formed by 50 nearest neighbors of every
centroid point. The second convolutional layer is followed by one
final global pooling step. The intermediate representations produced
by the convolutional layers are flattened into a vector and passed
through a final fully-connected linear layer with softmax activation,
where the number of outputs is the number of classes. Thus, the fi-
nal output corresponds to a vector with entries giving the predicted
probability of the input belonging to each of the possible classes.
Training details. The training is done using Adam optimizer
with mini-batch training (batch size of 28). To prevent the model
from overfitting, two methods have been used. One is adding
dropout after both convolutional layers and fully connected layer
with 0.9 and 0.5 dropout rate respectively, and the other one is
adding a `2 regularization term (so-called weight decay) with coef-
ficient 2× 10−4 to avoid learning complicated model.
4. PERFORMANCE EVALUATION
Dataset description and preparation. We evaluate our algorithm
on the ModelNet40 and ModelNet10 datasets for 3D object recog-
nition [14]. ModelNet10 contains 4,899 CAD models from 10 cate-
gories, split into 3,991 for training and 908 for testing. ModelNet40
contains 12,311 CAD models from 40 categories, split into 9,843 for
training and 2,468 for testing. We use the same data format as Point-
Net [18], where the data are uniformly sampled on the CAD object
mesh face to obtain n = 2048 points. Both datasets have unbal-
anced class distribution, which poses a challenge in model training.
In ModelNet10 all models are oriented, and in ModelNet40 they are
not oriented.
All the point clouds are initially normalized into a unit sphere.
To further reduce the size of each object for fast computation, we
preprocess the data to 1024 points per object by farthest subsam-
pling. We experimented with other preprocessing schemes, not re-
ported here due to space limitations, such as contour-enhanced sub-
sampling [10], but they didn’t lead to any improvement in perfor-
mance. However, using the contour-enhanced subsampling do lead
to better resistance against data corruption.
Performance comparison. 3D data have mainly three types of
representations. Different representations of 3D objects lead to dif-
ferent approaches to solve the problem. We compare our algorithm
with state-of-the-art methods using volume as input (i.e., binning
into voxels) [14, 15, 16], using images from different views as input
[17], and using point sets [18, 19, 21] as input respectively. Since the
dataset has class imbalance, we consider two performance metrics,
mean instance accuracy and mean category accuracy, to evaluate the
performance. To address the class imbalance issue, we use the stan-
dard approach of weighting the loss associated with each training
instance inversely proportional to the frequency that the correspond-
ing class of the training instance appears in the training set, penal-
izing mistakes on less common classes more heavily than on more
common classes.
The results are shown in Table 1, where we can see that there
is still a gap between our method and the state-of-the-arts 3D object
classification approach MVCNN [17], which uses ImageNet1K to
pre-train and uses an extensive data augmentation scheme (observe
3D objects from 80 views) to cope with the data where the orien-
tation is not aligned. In contrast, we use no pre-training and only
use input data from one view. Comparing to other point-based meth-
ods, on ModelNet 10 and ModelNet 40, we improve the performance
compared to PointNet [18] and ECC [19] in both performance met-
Algorithm Inputformat
ModelNet 10
Accuracy
(avg. class)
ModelNet 10
Accuracy
(overall)
ModelNet 40
Accuracy
(avg. class)
ModelNet 40
Accuracy
(overall)
3D ShapeNets volume(1 view) 83.5% - 77% 84.7%
VoxNet volume(12 views) 92.0% - 83% 85.9%
SSCN volume(20 views) - - 88.2% -
MVCNN image(80 views) - - 90.1% -
ECC 1024 points(12 views) 90.0% 90.8% 83.2% 87.4± 0.40%
PointNet 1024 points(1 view) 91.53% 91.74% 85.35% 88.37±0.33%
PointGCN
(global pooling)
1024 points
(1 view) 91.39% 91.77% 86.19% 89.27±0.20%
PointGCN
(multi-resolution pooling)
1024 points
(1 view) 91.57% 91.91% 86.05% 89.51±0.23%
Deep Sets 1000 points(1 view) - - - 87± 1%
Deep Sets 5000 points(1 view) - - - 90± 0.3%
Table 1. Results comparison with state-of-art methods on Model-
Net. *Means the result is reproduced by the code provided by the
paper author. Otherwise, the baseline results presented here are re-
ported in the original paper. All the results reported above for our
proposed method and reproduced method are the average results of
50 trials for each scenario.
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Fig. 2. Test set loss comparison for PointGCN and PointNet from
five complete training process
rics.
Fluctuation of the performance during the training (i.e., sensitiv-
ity to initial weights) is one of the difficulties when training on Mod-
elNet40. This phenomenon is especially severe for PointNet [18],
demonstrated by the learning curve in Figure 2 and the model sta-
bility in Figure 3. Our proposed method has relatively faster con-
vergence rate as well as improves the reliability of the model perfor-
mance for both pooling approaches. One possible reason could be
that PointNet only seek the latent representation in a global fashion
and lack of exploration of local point features. And in our model,
since we introduce the structure of the data by providing the local
interconnection between points and explore graph features from dif-
ferent abstraction levels by the localized graph convolutional layers,
it guarantees the exploration of more distinctive latent representa-
tions for each object class.
Visualizing the effect of max-pooling. One of the key opera-
tions in the proposed architecture is the global operation max pool-
ing, which aims to pick the unique pattern points and summarize the
global signature of each object. We call the points that have the max-
imum values among each feature map the active points. We visualize
an example of these active points for feature maps coming from both
graph convolutional layers in Fig. 4. Active points at the first layer
appear to emphasize local patterns, while those at the second layer
emphasize more global structural information, which is consistent
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Fig. 3. Model stability comparison with PointNet and PointGCN
from 50 trials (present results of our proposed model with and with-
out weighting scheme for fair comparison).
Fig. 4. Max pooling contribution points from different layers (Gui-
tar); Left: Original point cloud; Middle: Layer one active points;
Right: Layer two active points
with our assumption that the K-localized graph convolutional layer
can explore features from different receptive fields.
5. CONCLUSION
In this paper, we propose a Graph-CNN model for 3D point cloud
classification. The model has two fast localized graph convolutional
layers and point cloud data specific designed pooling layer using
global pooling or multi-resolution pooling. Our proposed approach
is demonstrated to be competitive on the 3D point-cloud classifica-
tion benchmark dataset ModelNet [14].
The proposed method has a number of interesting properties.
First, by leveraging geometric information encoded in the graph
structure, we narrow the search space for the learned model, which
makes the model converge faster and also improves the robustness
(as illustrated via the standard deviation of the model performance).
Second, one of the biggest problems for point-based classification
problem methods is how to achieve point order invariant. In the
proposed algorithm, the features we learn are spatially localized by
design since filters of order K combine information from K-hop
neighbors and order permutation preserves nearest neighbors, which
are encoded in the constructed graph. At last, because the proposed
approach operates on graphs which are symmetric by design, the
resulting filters (defined in terms of the Laplacian) are isotropic
and do not capture any notion of directionality along the manifold
from which the points were sampled. This property guarantees that
the learned model is robust under rotation transformation, which
explains that our proposed model perform well in ModelNet 40 (ob-
jects orientation are not aligned) without providing the input point
cloud data from different views.
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