[1] In order to monitor and attribute secular changes from outgoing spectral radiances, spectral fingerprints need to be constructed first. Large-scale model outputs are usually used to derive such spectral fingerprints. Different models make different assumptions on vertical overlapping of subgrid clouds. We explore the extent to which the spectral fingerprints constructed under different cloud vertical overlapping assumptions can affect such spectral fingerprinting studies. Utilizing a principal component-based radiative transfer model with high computational efficiency, we build an OSSE (Observing System Simulation Experiment) with full treatment of subgrid cloud variability to study this issue. We first show that the OLR (outgoing longwave radiation) computed from this OSSE is consistent with the OLR directly output from the parent large-scale models. We then examine the differences in spectral fingerprints due to cloud overlapping assumptions alone. Different cloud overlapping assumptions have little effect on the spectral fingerprints of temperature and humidity. However, the amplitude of the spectral fingerprints due to the same amount of cloud fraction change can differ as much as a factor of two between maximum random versus random overlap assumptions, especially for middle and low clouds. We further examine the impact of cloud overlapping assumptions on the results of linear regression of spectral differences with respect to predefined spectral fingerprints. Cloud-relevant regression coefficients are affected more by different cloud overlapping assumptions than regression coefficients of other geophysical variables. These findings highlight the challenges in constructing realistic longwave spectral fingerprints and in detecting climate change using all-sky observations. Citation: Chen, X., X. Huang, and X. Liu (2013), Non-negligible effects of cloud vertical overlapping assumptions on longwave spectral fingerprinting studies,
Introduction
[2] Recently, more attention has been paid to the methodology and feasibility of observing small, but critical, climate change signals from the spectral radiance domain over the decadal time scale [Goody et al., 1998; Goody et al., 2002 ; National Research Council, Committee on Earth Science and Applications from Space, 2007; Wielicki et al, 2013] . The Climate Absolute Radiance and Refractivity Observatory (CLARREO) mission was formulated to address past difficulties in tracking subtle climate change signals in the satellite record [Karl et al., 2006] . CLARREO will enable the detection of climate change signals by benchmarking spectral fingerprints. That is, researchers will use optimal fingerprinting methods with the well-calibrated spectral radiances observed by the CLARREO to determine the changes in geophysical parameters responsible for such spectral radiance changes. The optimal fingerprinting method was proposed by Hasselmann [1979] and has been widely used in climate detection and attribution studies [e.g., Hasselmann 1993; Venzke et al., 1999; Hegerl et al., 2006; Santer et al., 2011] . Leroy et al. [2006; 2008a; 2008b] have conducted many theoretical studies regarding the feasibility of benchmark spectral fingerprinting (as well as the benefit of including GPS radio occultation in such benchmark fingerprinting). In such studies, the first step is always to construct spectral fingerprints, i.e., the changes in spectral radiance caused by a change in a particular geophysical variable (or combinations of variables). Once such predefined fingerprints in the spectral domain are established, it is then possible to detect and attribute climate change signals (such as the amplitude of secular change of CO 2 and the strengths of water vapor, lapse rate, and cloud feedbacks) from the spectra. Spectral fingerprints can be constructed from geophysical parameters simulated by the general circulation model (GCM) [e.g., Leroy et al., 2008b; Huang et al., 2010] as well as from geophysical parameters based on observations and reanalysis [Kato et al., 2011] . Meanwhile, climate observational system simulation experiments (OSSEs) play a pivotal role in CLARREO-related studies [Feldman et al., 2011] and will likely be so in the planning of any future climate monitoring missions. Climate OSSEs can be built upon the GCM output [Feldman et al., 2011] , which means using GCM outputs to simulate the target variables that will be observed by the satellite over the desirable periods and exploring various questions based on such synthetic data sets of radiances.
[3] Due to the coarse spectral resolution of the GCM radiation schemes, they usually cannot be used directly to construct spectral fingerprints. A separate radiance simulator must be included in the climate OSSEs and used for this purpose. For GCM-based spectral fingerprinting and climate OSSEs, it is desirable to have the simulated radiances computed in a way that is maximally consistent with the radiation scheme of the parent GCM (including the cloud radiation scheme to compute cloud optical properties from its microphysical properties). Otherwise, it may be difficult to connect the results derived from the spectral fingerprinting and climate OSSE studies with other results and aspects of the parent GCM. For example, if a GCM cloud radiation scheme assumes that all liquid water clouds are gray bodies in the longwave but the radiance simulator assumes frequencydependent optical properties for liquid water clouds, then the spectral fingerprint of low cloud constructed by this radiance simulator would be distinctly different from what is assumed in the parent GCM "world." Then it would be unlikely that any conclusion about low cloud feedback inferred from such spectral fingerprinting and climate OSSE studies could be consistent with the low cloud feedback in its parent GCM.
[4] When there is a need to have the spectral fingerprints derived from the radiance simulator consistent with parameterizations in the parent GCM, the following aspects need to be considered: (1) consistency in the spectroscopy of absorptive gases; (2) consistency in the calculation of cloud optical properties from cloud microphysical properties; and (3) consistency in the treatment of subgrid variability of relevant variables. The standard practice in developing any credible radiative transfer model or radiation scheme is to obtain a satisfactory benchmark performance against a state-of-the-art line-by-line radiation transfer model for the clear-sky cases. Therefore, the treatment of gaseous spectroscopy should converge and be consistent between the radiance simulator in the climate OSSE and the GCM radiation scheme at the coarse spectral resolution of the GCM radiation scheme for spectroscopic features that are significant in the troposphere. For (2), it is an issue of computer programming to ensure that the radiance simulator uses the identical cloud optical properties as the GCM cloud radiation scheme. For (3), current GCM radiation schemes usually assume no subgrid variability of temperature and humidity [e.g., Donner et al., 2011; Oleson et al., 2010] . Therefore, the largest contribution is from subgrid variability of clouds. Because a single cloud usually is not fully resolved at the GCM horizontal scale, cloud fraction is used in GCM radiation calculation. As a result, how to assume the vertical arrangements of multilayer clouds, usually termed as cloud vertical overlapping or simply cloud overlapping, is an important issue.
[5] Currently, two popular cloud overlapping assumptions are random overlap (hereafter, RO) [Manabe and Strickler, 1964] and maximum random overlap (hereafter, MRO) Figure 1 . Maps of monthly mean differences in OLR solely due to the different cloud overlapping assumptions, i.e., the random overlap (RO) versus maximum random overlap (MRO) and the exponential random overlap (ERO) versus MRO. Global mean RO-MRO differences are À2.44 and À3.46 W m
À2
for 2003 January and July, respectively. The global mean ERO-MRO difference is À1.7 W m À2 for both months. Results are shown for 10°latitude × 30°longitude grid boxes. Temperature, humidity, and cloud profiles are from the ECMWF ERA-interim reanalysis. [Geleyn and Hollingsworth, 1979] . Another overlapping assumption, exponential random overlap (hereafter, ERO) [Hogan and Illingworth, 2003; Pincus et al., 2005] , has also been adopted more and more by the mainstream climate modeling efforts. The ERO assumes a weighting summation of the random overlap and the maximum overlap. The weighting factor, termed as cloud overlap parameter (α), is assumed falling off exponentially with the distance between cloud layers. α = 0 corresponds to the random overlap, while α = 1 corresponds to the maximum overlap. Morcrette and Jakob [2000] studied the effects of three cloud overlapping assumptions (maximum, maximum random, and random) on cloud radiative forcing. A difference of 33.3 W m À2 in top-of-atmosphere (TOA) flux was found between MRO and RO for a typical convective cloud case in the midlatitude summer. Stephens et al. [2004] used lidar and radar observations to examine five different cloud overlapping schemes. They compared the broadband fluxes computed from five overlapping schemes against the counterparts from the independent column approximation. They found a bias in flux up to~10 W m À2 due to overlapping schemes. Shonk et al. [2012] showed that the difference of shortwave and longwave cloud radiative forcing between ERO and MRO is up to 10 W m À2 in marine stratocumulus regions though global difference is less than 1 W m
. As a case study, we use the 6-hourly geophysical profiles (including cloud fraction and cloud water content) from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-interim reanalysis to compute the monthly mean TOA OLR (outgoing longwave radiation) with the RO, ERO, and MRO assumptions separately. The implementation of ERO assumes the same scale length as in the Geophysical Fluid Dynamics Laboratory climate model, the GFDL CM3 [Donner et al., 2011] . The radiative transfer code used in such calculations is to be described in detail in section 2. The monthly mean OLR difference between RO and MRO assumptions and between ERO and MRO assumptions are shown in Figure 1 assumption is generally larger than that from the MRO assumption. Therefore, a negative RO-MRO difference as mentioned above can be expected for the global average. The RO-MRO difference over an individual grid box can be as large as À10 W m À2 , as is frequently seen in the tropics (Figure 1 ). The globally averaged ERO-MRO difference is smaller than the counterpart of RO-MRO difference, which is consistent with Shonk et al. [2012] .
[6] Given the apparent difference that the RO and MRO assumption can lead to, it is meaningful to explore to what extent a climate OSSE and relevant fingerprinting study needs to take the cloud overlapping assumption into account. This study tries to address this question for the longwave climate OSSE and spectral fingerprints. Specifically, we examine how the RO, ERO, and MRO assumptions affect the calculations of longwave spectral radiances and, consequently, how they affect the construction of various longwave spectral fingerprints and the linear regression results using such spectral fingerprints.
[7] The rest of the paper is arranged as follows. Section 2 describes the radiance simulator and the climate OSSE that we built with full treatment of subgrid variability. It also describes the consistency between our radiance simulator output and the parent model output. The impacts of different overlapping assumptions on constructing longwave spectral fingerprints are discussed in section 3. Sections 4 and 5 present the consequential impacts on linear regression of global mean changes of all-sky spectral radiances. Conclusions and further discussions are presented in section 6. [8] Our radiance simulator, the core of climate OSSE for spectral studies, is based on a fast and accurate thermal radiative transfer model, the PCRTM (principal component-based radiative transfer model) [Liu et al., 2006] . PCRTM is not a channel-based radiative transfer model; instead, it predicts the scores of precomputed principal components (PCs) in the spectral channel domain. The PC score is a nonlinear function of atmospheric state and contains essential information about the channel spectral radiances. Predefined PCs capture intrinsic channelto-channel spectral variations, which vary little from one spectrum to another. Channel radiances are then obtained by multiplying the PC scores with prestored PCs. By computing the channel radiances in this fashion, the PCRTM achieves high accuracy and high computational efficiency [Liu et al., 2006] . Multiple scattering can be included in the PCRTM. To increase computational efficiency, a lookup table of reflectance and transmission of clouds is precalculated using discrete ordinates radiative transfer [Stamnes et al., 1988] .
[9] Figure 2 shows comparisons among the spectra computed by the PCRTM 2.1, by MODTRAN5 [Berk et al., 2005] , a radiative transfer code used in previous studies such as Feldman et al. [2011] and Leroy et al. [2008b] , etc., and by LBLRTM12.0 [Clough et al., 2005 , a benchmark Figure 3 . Flowchart summarizing the implementation of radiance simulator described in section 2. Following normal convention, T denotes air temperature, q the mixing ratio, f cld the cloud fraction, and D ice the effective particle size of ice clouds.
line-by-line radiative transfer code]. All three models adopt the HITRAN2008 spectroscopic database [Rothman et al., 2009] . A clear-sky profile randomly chosen from a collection of profiles used for validation of Atmospheric Infrared Sounder (AIRS) radiance simulation [Saunders et al., 2007] is fed into three models to compute the TOA upward radiance. Then, an overcast profile randomly chosen in the same way as the clear-sky profile is used to do the calculation again. The root-mean-square (RMS) differences, in brightness temperature, between PCRTM and LBLRTM spectra are 0.67 K for the clear-sky case and 0.78 K for the overcast case, respectively. The RMS differences between MODTRAN5 and LBLRTM spectra are~1.41 K for both the clear sky and the overcast sky. The computational costs of these three radiative transfer models on the same machine are listed in Table 1 . MODTRAN5 is~37 times faster than LBLRTM, while PCRTM is~4480 times faster than LBLRTM. Thus, PCRTM is~120 times faster than MODTRAN5, while the RMS difference of PCRTM-LBLRTM is comparable to that of MODTRAN5-LBLRTM. Note that this benchmark is for the spectral radiance output. The computational cost for PCRTM can be further reduced by half if the PC scores are the direct output instead of channel radiances. In practice, because the PC scores and PCs are linear decompositions of the spectral radiances and the precomputed PCs do not change during the computation, all linear operations (such as summation or averaging) can be done on the PC scores and only at the last step a conversion from the PC scores to the channel radiances is needed. This approach reduces the computational cost of PCRTM by half and can also save the storage cost significantly.
Implementation
[10] A chart summarizing the implementation of our OSSE is shown in Figure 3 . At each grid cell and at each output time, the model archives necessary outputs of temperature, humidity, and cloud fields. To account for the subgrid variability, the grid is further divided into N subcolumns (N is predefined, and practically, it can be between 10 and 100 in our study). Then, a Monte Carlo subcolumn generator approach is used to populate clouds in all subcolumns in a way that is consistent with the cloud overlapping assumption used in the parent GCM. The details of implementing RO and MRO assumptions in such subcolumn generator can be found in BodasSalcedo et al. [2011] that described the COSP, a popular satellite simulator software package for model assessment. For exponential random overlap, the subcolumn generator follows the implementation in the GFDL CM3 cloud scheme [Donner et al., 2011, and relevant references therein] . Note for each subcolumn, cloud fraction of a vertical layer is either one or zero. In parallel, cloud microphysical properties, such as ice cloud mixing ratio, liquid cloud mixing ratio, and effective size of ice cloud, are fed into a cloud radiation module so the cloud optical properties can be calculated. The cloud radiation module follows the cloud radiation scheme used in the parent GCM so a maximum consistency can be achieved between the cloud optical properties in the climate OSSE and those in the parent GCM. As a result, N sets of profiles are generated for such N subcolumns. Then PCRTM is used to compute the PC scores for each subcolumn profile. For each predefined PC component, the average over N subcolumns is the PC score for the entire grid. In our study, we find that using the first 100 PC components is accurate enough when compared to using all the PC components and the RMS difference in brightness temperature is less than 0.01 K. It is also computationally affordable to use 100 PC components even with moderate computing resources nowadays commonly available to university research groups. Thus, in our following discussions, calculations are all done using the first 100 PC components in the PCRTM calculation.
[11] This implementation has the following advantages:
[12] 1. The affordability of using subcolumn profiles makes this OSSE capable of accommodating not only the subgrid variability of clouds, but also the subgrid variability of other parameters such as temperature and humidity. One trend in current climate modeling is to have subgrid variability of humidity taken into account in PDF-based parameterization schemes [Golaz et al., 2002] . This OSSE will be suitable for such forthcoming improvements in GCM modeling.
[13] 2. Saving PC scores instead of the actual spectrum over each grid significantly reduces the needs for storage, which is a common issue in hyperspectral data analysis. As mentioned above, the conversion from PC scores to spectral radiances is a linear transformation so effectively, there is no need to save spectral radiances at thousands of channels for each grid box at each time step. Instead, in our study, only scores of the first 100 PC components are saved for each grid at each time step. By doing so, it requires only 1/15 of storage space for channel-based radiance simulation. If we relax, the RMS difference from the simulation of using all PCs from 0.01 to 0.1 K, the storage saving factor would be 33 since even fewer PCs are needed.
Brief Descriptions of Parent Data Sets
[14] To ensure the climate OSSE can faithfully compute spectral radiances with maximum consistency with the parent model, we use two parent data sets to test the climate OSSE separately. The GCM for one data set employs the MRO assumption, and the other employs the RO assumption. This section briefly describes the parent GCMs and data sets.
[15] The first parent data set is the 6-hourly ECMWF ERA-interim reanalysis [Dee et al., 2011] on 1.5°latitude by 1.5°longitude grids with 37 vertical levels in total. The ECMWF model employs RRTMG [Mlawer and Clough, 1997] , a rapid radiation transfer model based on the correlated k method with maximum random overlapping assumption. Since 2007, the McICA cloud radiation scheme [Pincus et al., 2003] has been adopted into the RRTMG scheme used in the ECMWF model [Morcrette et al., 2008] . Ice cloud optical properties are derived from Ebert and Curry [1992] , and warm cloud optical properties from Fouquart [1987] . ERA-interim reanalysis provides all-sky and clear-sky OLR as routine outputs. Note that the OLR is merely computed by the ECMWF model and is not an assimilated quantity. Therefore, if the climate OSSE is implemented correctly, the OLR computed by it using the ERA-interim temperature, humidity, and cloud fields should be consistent with the OLR output from the same ERA-interim reanalysis.
[16] The second parent data set is a 6-hourly output from a GFDL AM2 simulation forced by the observed sea surface temperature [Geophysical Fluid Dynamics Laboratory Global Atmospheric Model Development Team, 2004] , which assumes the random overlap for the clouds. The horizontal resolution is 2°latitude by 2.5°l ongitude. It has 24 layers in vertical. The longwave radiation scheme is based on the simplified exchange approximation [Fels and Schwarzkopf, 1975] and is further refined in Schwarzkopf and Ramaswamy [1999] . Band and continuum parameters are derived from HITRAN 2000 line catalog [ Rothman et al., 2003] . Scattering is not included for the longwave radiation. Optical properties of ice clouds are derived from Fu and Liou [1993] , and those of warm clouds are derived from Slingo [1989] .
Validation
[17] We use the climate OSSE to compute the longwave spectral flux at TOA. The sum of such spectral flux is the OLR. The monthly mean OLR over each grid is then compared to the monthly mean OLR archived in the parent data sets. Figure 4 summarizes the comparisons between such two sets of monthly mean OLRs. For both ECMWF-interim reanalysis and GFDL AM2 model, the climate OSSE can reproduce the monthly mean OLR over each grid as computed by the parent model to a very large extent. For the four scatterplots, the linear slopes are all close to unity (0.98-1.00), and the R-squares are all larger than 99.4%. The good agreement shown in Figure 4 gives us further confidence to use this climate OSSE in the following sections.
Influence of Overlapping Assumptions on Spectral Fingerprint Derivation
[18] As a sensitivity study, 1 month of 12-hourly (00 UTC and 12 UTC) output from GFDL AM2 simulation in July 2003 is used to construct the spectral fingerprints. Three parallel sets of spectral fingerprints are constructed; one assuming the RO, one assuming the ERO, and the other assuming MRO assumption. Only the global mean spectrum is considered here. Six spectral fingerprints are derived: one for uniformly perturbing the tropospheric temperature by 0.5 K, one for uniformly perturbing the tropospheric humidity by 3%, one for increasing CO 2 mixing ratio by 20 ppmv, and three for changing the high, middle, and low cloud fractions by 5%, respectively. The International Satellite Cloud Climatology Project definitions of high, middle, and low clouds based on cloud top pressure (<440 hPa: high cloud; 680-440: middle cloud; >680 hPa: low cloud) are used here [Rossow and Schiffer, 1991] .
[19] Figure 5 shows the derived spectral fingerprints for aforementioned perturbations. For temperature, humidity, and CO 2 perturbations ( Figure 5 , left), little difference exists between the spectral fingerprints derived with three different cloud overlapping assumptions. For the spectral fingerprint due to change of high cloud fraction, the difference between the RO and MRO assumptions is most prominent over the mid-IR (800-1200 cm À1 with ozone band excluded) and near-IR window (~2500-2760 cm À1 ) regions. The difference also exists for some portions of H 2 O (1200-1800 cm
À1
) and CO 2 , v 2 , and v 3 fundamental bands. The centers of both CO 2 fundamental bands (667 cm À1 for v 2 band and 2349 cm À1 for v 3 band) show no difference because it saturates in the middle stratosphere and thus is insensitive to tropospheric cloud perturbations (same is true for middle and low cloud change). At all frequencies, the spectral fingerprint derived under the RO assumption has larger amplitude than that under the MRO assumption. This is consistent with what we described in section 1. The RO makes outgoing radiance sensitive to cloud fraction changes in all layers. The MRO makes the outgoing radiances less sensitive to cloud fraction changes in the lower portion of any multilayer cloud due to the fact that the lower portion clouds are masked by the upper portion clouds as much as possible. The lower the altitude in which cloud changes occur, the more contrast between MRO and RO assumptions are likely to be seen. This explains the large differences between two sets of fingerprints for the middle cloud and low cloud perturbations, especially in the window regions. For 5% change in the high cloud fraction, the difference between the RO and MRO fingerprints in the mid-IR (800-1200 cm ), the contrast is 0.05 K for high cloud, 0.16 K for middle cloud, and 0.27 K for low cloud changes. For middle and low cloud cases, the fingerprints are zero over vast portions of H 2 O bands that saturate in the upper troposphere. Hence, there is no difference between RO and MRO cases at these spectral regions.
[20] In summary, the cloud overlapping assumptions have little impact on the spectral fingerprints of noncloud variables. As for the spectral fingerprints derived from cloud fraction changes under the RO and MRO assumptions, their spectral shapes highly resemble each other, but the amplitudes are different. The fingerprints associated with the MRO assumption always tend to have smaller amplitude due to the masking effect of upper layer cloud in such an assumption. Such differences between two assumptions are more prominent for the middle and low cloud changes than for the high cloud change. As for the cloud-related spectral fingerprints derived with the ERO assumption used in this study, their amplitudes are between those constructed with the RO and MRO assumptions. As mentioned above, the RO is at one end of the ERO with cloud overlap parameter (α) being zero, and the maximum overlap is at the other end of the ERO with α being one. The MRO, in average, is more toward the end of the maximum overlap rather than the end of the RO. Thus, it can be expected that an ERO assumption with α between zero and one results in amplitudes of cloudrelated spectral fingerprints between those from the RO and MRO assumptions.
A Simple Linear Regression Sensitivity Study
[21] To get further insight about how different overlapping assumptions can affect the cloud changes derived using spectral fingerprinting approach, a simple linear regression study is carried out. Using the same month of GFDL AM2 output, several variables are simultaneously perturbed together, and the globally and monthly averaged spectra are computed. Then, the deviations of such spectra from the unperturbed case are calculated. Such deviations are calculated under MRO, RO, and ERO assumptions, respectively, i.e., where the overbar represents the global and monthly average. T is temperature, q is humidity, and f is the cloud fraction with subscripts of hcld, mcld, and lcld denoting high, middle, and low cloud, respectively. The superscript i is either MRO or RO or ERO, depending on which cloud overlapping assumption used in the calculation. The spectral fingerprints under the MRO assumptions are used in the regressions. The true value of middle cloud fraction change with respect to 5% change in constructing fingerprints is also given.
[22] Such differences are linearly regressed onto the spectral fingerprints constructed in section 3, namely,
[23] Where a-e and g are regression coefficients, ΔR v j is the spectral fingerprint constructed in section 3 with subscript 0 denoting the fixed perturbation used for deriving ΔR v j (in contrast to the arbitrary perturbation in equation (1)), and r v is the residual after linear regression. Similar to the superscript i, the superscript j can be either the MRO, RO, or ERO. Note the left-hand side (LHS) of equation (2) can be obtained by assuming either the MRO, RO, ERO assumption, as with the right-hand side (RHS).
[24] A trivial case with no cloud changes using the RO and MRO assumptions is shown in Table 2 . Consistent with the depiction of spectral fingerprints in section 3, regression coefficients derived using spectral fingerprints under either assumption are close enough to the true values of perturbation, regardless the ΔR v i being constructed with which assumptions. Similar conclusions can be reached for a range of perturbed amplitudes for temperature, humidity, and CO 2 concentration. This is easy to understand given the large similarity in spectral fingerprints of noncloud variables between the MRO and RO assumptions.
[25] When cloud fractions of high, middle, and low clouds are perturbed individually under the MRO assumption, the regression coefficients of temperature and CO 2 fingerprints derived with the MRO, RO, and ERO assumptions are still similar to each other and close to the true values (Table 3 , coefficients a and c). For water vapor, the fingerprints under the MRO assumptions can lead to a regression coefficient close to the true value, while the regression using fingerprints under the RO assumptions overestimates the coefficient by 21% and 27% for the high cloud and middle cloud, respectively. Meanwhile, the regression coefficients for cloud-related fingerprints (Table 3 , coefficients d, e, and g) under the RO assumption are always smaller than those under the MRO assumption. This is expected given the amplitude differences in cloud-related spectral fingerprints described in section 3. Note that, for the low cloud fraction change, the regression coefficients are different by more than a factor of two between two regressions using the RO and MRO fingerprints. In other words, if the target radiance change is from the MRO assumption, a linear regression using spectral fingerprints constructed with the RO assumption would significantly underestimate the amplitude of low cloud fraction change. Equivalently, it can be expected that if the target radiance change is from the RO assumption, a linear regression using spectral fingerprints with the MRO assumption would significantly overestimate the amplitude of low cloud fraction change.
[26] Except the regressed coefficient for temperature when only low cloud fraction perturbed (a case in which the MRO, RO, and ERO all lead to a regression coefficient close to the true value), all other regressed coefficients from the ERO assumption are bracketed by their counterparts from the MRO and RO assumptions. This fact is consistent with the relative amplitudes of spectral fingerprints with three different overlapping assumptions shown in Figure 5 . These results are obtained using 5% increase of cloud fractions. Similar results can be obtained if 5% decrease of cloud fraction is used.
[27] A regression with all cloud fractions perturbed simultaneously is then carried out (Table 4) . When both LHS and RHS of equation (2) are from the MRO assumption, the regressed coefficients are all close to the true values except for the low cloud fraction change, which has a regressed coefficient of 0.65 in contrast to a true value of 1. The linear fit is still satisfactory with an R-square more than 0.999. Such a good linear fit confirms that the additivity of spectral signals under such heavy averages over large spatial and temporal scales [Huang et al., 2010] . The large deviation of regression coefficients from the true value for the low cloud fraction change is largely due to the collinearity among different fingerprints. The correlation between middle cloud and low cloud spectral fingerprints shown in Figure 5 is 0.96, and the correlation between middle cloud and high cloud fingerprints is 0.77. Similar to the results shown in Table 3 , the cloud-related regression coefficients under the MRO assumption are all larger than those under the RO assumption and than those under the ERO assumption. As expected, the largest difference in the regressed coefficients is for the low cloud fraction change (0.65 with MRO versus 0.09 with RO versus 0.39 with ERO). Table 5a , while e RO is regressed coefficient when fingerprints under the RO assumptions are used in the linear regression.
[28] Compared to the real optimal fingerprinting studies, such a linear regression sensitivity study is highly idealized with zero natural variability and zero instrument uncertainties. Nevertheless, it shows that the cloud fingerprints constructed under different overlapping assumptions can significantly affect the regressed amplitudes of cloud changes, especially for the clouds in the lower layers. The lower the cloud is, the larger the difference in the regressed amplitude. As evident in Figure 5 , fingerprints constructed under different assumptions also have slightly different spectral shapes, but such differences in the spectral shapes are secondary to the differences in the amplitude. Such amplitude difference will directly affect the estimated amplitude of changes of cloud parameters. This is likely to hold true in the presence of natural variability and instrument uncertainty as well.
The Impact of Different Cloud Overlapping Assumptions on Regressed Low Cloud and Middle Cloud Fraction Changes
[29] To further explore to what extent the different overlapping assumptions affect the regressed changes of low cloud and middle cloud fraction, we carry out following sensitivity study using the MRO and RO assumptions. The middle cloud fraction is perturbed with five increments, 1%, 2%, 5%, 8%, and 10%, all assuming MRO assumptions. For each middle cloud increment, the low cloud fraction is further perturbed by 1%, 2%, 5%, 8%, and 10% under the MRO assumptions, respectively. Thus, in total, there are 25 perturbed cases, and each case is regressed using equation (2) with the fingerprints from either the MRO or the RO assumptions. By doing so, the impact of MRO and RO assumptions on the regression results can further be understood when the change of low cloud fraction is different from that of middle cloud fraction.
[30] Tables 5a, 5b, 5c, 5d summarize the results regarding the regressed middle cloud fraction and low cloud fraction changes, respectively. Table 5a shows that, when both sides of equation (2) are from the MRO assumption, the regressed middle cloud fraction change is close to the true value when both the middle and low cloud fraction changes are less than 5% (the change used to construct the fingerprint). For a given middle cloud fraction change, the regressed middle cloud fraction change varies only within a small range regardless of the change of low cloud fraction (Table 5a ). The only exception is the combination of 1% middle cloud change and 10% low cloud change. Similar conclusions are also true for low cloud changes when both sides of equation (2) are from the MRO assumption (Table 5c ).
[31] When the perturbed low cloud fraction change is larger than the perturbed middle cloud fraction change, the regressed middle cloud fraction change under the MRO assumption (e MRO ) is smaller than the counterpart under the RO assumption (e RO ) as shown in upper right corner of Table 5b . When the perturbed low cloud fraction change is no larger than the perturbed middle cloud fraction change, the situation is just the opposite: e MRO is always larger than e RO . However, the ratio of e MRO to e RO is mostly within 0.71-1.5. This is in sharp contrast with the ratio of regressed low cloud change (Table 5d , g MRO to g RO ), which varies from 3 to 105 in amplitude and could have a different sign. For some combinations of large changes in middle cloud fraction and small change in low cloud fraction (Table 5d , lower left corner), the ratio of g MRO to g RO becomes negative, i.e., regressed low cloud change is decreasing instead of increasing. For the rest of the combinations, the ratio of g MRO to g RO is positive and larger than 3, indicating that regressed low cloud change under the RO assumption would be smaller than the true change by at least threefold. These results further illustrate that different cloud overlapping assumptions can have a much larger impact on the regressed low cloud fraction change than the regressed middle cloud fraction change.
[32] In reality, the cloud vertical overlapping is neither strictly MRO nor strictly RO or ERO. The sensitivity studies here suggest that caution must be paid in constructing the cloud-related spectral fingerprints and in estimating the regressed amplitudes of cloud changes. The effects of cloud overlapping assumptions on these matters can be potentially large and have to be fully taken into account.
Conclusion and Discussion
[33] Leveraging on the computational and storage efficiency of PCRTM, we developed a climate OSSE that can take the subgrid variability of clouds into account and hence the spectral radiance can be computed in a way that is maximally consistent with parameterizations in the parent model. Using two models that employ different cloud overlapping schemes as examples, we show the consistency in simulated OLR by our OSSE and the counterparts from parent models. If needed, the subgrid variability of other variables such as temperature and humidity can be taken into account in such OSSE as well.
[34] The OSSE is then used to examine the impact of different cloud overlapping assumptions on the spectral fingerprints of cloud fraction change. The MRO, ERO, and RO assumptions mainly affect the amplitudes of the cloud-related spectral fingerprints while the impact on the spectral shape is secondary. The MRO assumption tends to have a larger masking effect for the lower-layer clouds than the RO assumption. As a result, the spectral fingerprint constructed under the MRO assumption has smaller amplitude than that under RO assumption. The difference in fingerprints for high cloud fraction change between MRO and RO assumptions is~10-20% or even smaller while the difference for the low cloud fraction change can be much larger ( Figure 5 ). This directly affects the regression results. While a good linear regression can be achieved for the radiance change averaged over the global and monthly timescales, the regressed coefficients for cloud fraction change can be considerably different when the fingerprints derived under different cloud overlapping assumptions are used. As shown in this simple sensitivity test, the MRO and RO assumptions have a limited impact on the regressed high cloud fraction change and have a large impact on the regressed low cloud and middle cloud fraction changes. The most sensitive one is the low cloud fraction change, which is due to the different masking effects of different cloud overlapping assumptions as well as the collinearity between spectral fingerprints of the middle cloud and low cloud changes. As shown in Figure 5 and Tables 3, 4 , the results from the ERO assumption usually lie between those from the RO and MRO assumptions. While the difficulty of using IR spectra alone to infer changes of different clouds has been pointed out before [Huang et al., 2010] , this study indicates that the inferred cloud change is also sensitive to the cloud overlapping assumptions used in the construction of spectral fingerprints. This has not been discussed before. When it comes to applying such fingerprinting studies to real observations in the future, one practical concern is which kind of cloud overlapping assumptions should be used in constructing the spectral fingerprints. Using 1 month of CloudSat and CALIOP observations that profile three-dimensional structures of cloud fields over nearly the entire globe, Kato et al. [2010] showed that the scale height in the ERO assumption is not necessarily constant throughout the atmospheric column. Moreover, they showed that the scale length in such ERO assumption is physically the effective cloud geometrical thickness. Thus, with enough such three-dimensional observations of clouds, it could be possible to constrain the scale length observationally and construct cloud-related spectral fingerprints with such observationally based results.
[35] This study aims to explore the effect of different cloud overlapping assumptions in highly simplified situation with no natural variability and observational noises (instrumentation noise, sampling noise, etc.). This consists of a first step toward understanding of the impact of such assumptions in full-scale detection and attribution study using spectral optimal fingerprinting technique (which handles linear regression in the presence of natural variability and measurement noises). To take all factors into account and perform a formal spectral fingerprinting study using a decade of spectral radiances from climate, OSSE would be a follow-up study and is beyond the scope of this current study.
[36] The OSSE developed in this study in principle can be also used for data-model comparisons as well. With more than 10 years of high-quality AIRS radiances available to the public, now it is possible to evaluate long-term model simulation in the radiance domain and to examine whether model can reproduce the observed statistically significant trend seen in the AIRS spectra. To do this, instantaneous 3-hourly or 6-hourly output of simulated geophysical parameters over a decadal period would be needed (in contrast to commonly used daily mean or monthly mean output from the models).
