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On the principal series representations of
semisimple groups with Frobenius maps
Xiao Yu Chen
Abstract
Let G be a simply connected semisimple algebraic group over
k = F¯q, the algebraically closure of Fq (the finite field with q = p
e
elements), and F be the standard Frobenius map. Let B be an F -
stable Borel subgroup and T an F -stable maximal torus contained in
B. Set Gqr = G
F r and Bqr = B
F r for any r > 0. This paper studies
the original induced module IndGB λ = kG⊗kBλ (here kH is the group
algebra of the group H, and λ is a rational character of T regarded
as a B-module). We show that if λ is regular and dominant, then
there is a surjective G-module homomorphism IndGBqr λ → St⊗L(λ)
for any r > 0, where St is the infinite dimensional Steinberg module
defined by Nanhua Xi. As a consequence, we show that IndGB λ is ir-
reducible if λ if and only if λ is regular and antidominant. Moreover,
for G = SL2(F¯q) and 0 < λ < p, we show that Ind
G
B λ have infinite
many composition factors with each finite dimensional. Consequently,
we find certain λ for which IndGB λ has an infinite submodule filtration
for the general G.
1 Introduction
The decomposition of the induced modules of a given group is one of the
fundamental problems in representation theory. In general, it is hard to
determining such a decomposition explicitly.
In the classical theory of the (rational) representation of algebraic groups,
it is well known that all finite dimensional irreducible modules comes from
“inducing” (see [Jan] for details) one dimensional representations of the Borel
subgoup (known as the costandard modules). In the representation theory
of finite groups of Lie type, each irreducible modules occurs in some vir-
tual representation (known as RθT , see [DL] for details). Therefore, it is
crucial to study the induced module from one dimensional character of a
Borel subgroup. Such induced modules are often called the principal series
representations.
Let k be a field, and let G be a simply connected semisimple algebraic
group over F¯q, and F be the standard Frobenius map. Let B be an F -
1
stable Borel subgroup and T an F -stable maximal torus contained in B. As
pointed out by Nanhua Xi in [Xi], some abstract representations of G by
using the original construction of Frobenius, such as the induced modules
IndG
B
λ = kG ⊗kB λ, where λ is a character of B inflating from an one
dimensional character λ of T, will produce some new infinite dimensional
representations of G. The Weyl group W naturally acts on the set of one
dimensional characters of T. In the case when k = C, the field of complex
numbers, Nanhua Xi showed in [Xi] that IndG
B
λ is irreducible if the stablizer
of λ inW is trivial. It was also shown in [Xi] that if λ is the trivial character,
then the above induced module has an irreducible submodule (denoted by St)
which is called the (infinite dimensional) Steinberg module. However, in the
case when k = F¯q, the situation is more complicated and little is known for
the structure of IndG
B
λ although such induced modules with G replaced by
finite Chevalley groups have been deeply investigated. For example, in [Jan2]
Jantzen constructs a filtration for such induced modules and gives the sum
formulas of these filtrations correspond to those of the well known Jantzen
filtrations of generic Weyl modules. In [Pil] C. Pillen proved that the socle
and radical filtrations of such modules can be obtained from the filtrations
of the generic Weyl modules under the similar assumption in [Jan2]. It was
also showed in the same paper that these modules are rigid.
In the case of infinite groups, the situation is significantly changed. This
paper serves as a start point for the study of the decompositions of such
induced modules. We are interested in induced module IndG
B
λ for k = F¯q
here. We now state the main results of this paper. Firstly, it is proved
that for any a > 0 and regular dominant weight λ, St⊗L(λ) is a quotient
of IndGBqa λ = kG ⊗kBqa λ. As an application, we show that IndGB λ is ir-
reducible if and only if λ is regular and antidominant. This is analogous
to the well known fact on the Verma modules M(λ) in the category O of
complex semisimple Lie algebras which says that M(λ) is irreducible if λ
is antidominant. Meanwhile, in the case when G = SL2(F¯q) we show that
IndG
B
λ have infinite many composition factors and each composition factor
is finite dimensional if 0 < λ < p.
This paper is organized as follows. In section 2, we briefly recall the basic
facts on reductive groups and the modular representation theory of finite
2
groups of Lie type. In section 3, we prove the main results of this paper. In
the last section, we give an example of induced module which has infinite
many composition factors. In the last section, we give some conjectures and
further problems in this direction.
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2 Notation and Preliminaries
Let k = F¯q, the algebraically closure of Fq (the finite field with q = p
e
elements). Let G be a simply connected semisimple algebraic group defined
over Fq with the standard Frobenius map F . Let B be an F -stable Borel
subgroup and T an F -stable maximal torus contained in B and U = Ru(B)
(which is F -stable). LetW = NG(T)/T be the Weyl group. For each w ∈ W ,
let w˙ be a representative inNG(T). LetB
− = w˙0Bw˙0
−1 andU− = w˙0Uw˙0
−1,
where w0 is the longest element of W . For any r > 0, denote Gqr , Tqr , Bqr ,
B−qr , Uqr , U
−
qr the corresponding F
r-fixed points. Let Φ = Φ(G,T) be the
root system, and Φ+ (resp. Φ−) be the set of positive roots (resp. negative
roots), and ∆ be the set of simple roots. Let X := X(T) be the rational
character group of T. For any α ∈ Φ, let Uα be the root subgroup of α. We
fix an isomorphism εα : F¯q → Uα such that tεα(c)t−1 = εα(α(t)c) for any
t ∈ T and c ∈ F¯q. Set Uα,qa = εα(Fqa). For any w ∈ W , let Uw, Uw,qa (resp.
U′w, U
′
w,qa) be the subgroup of U generated by Uα, Uα,qa respectively, with
α ∈ Φ+ and wα < 0 (resp. wα > 0). The multiplicative map Uw×U′w → U
(resp. Uw,qa × U ′w,qa → Uqa) is a bijection (see [Car]).
For any λ ∈ X , we regard λ as a B (resp. B−)-module by letting U
(resp. U−) act trivially. Define the original induction IndG
B
λ := kG ⊗kB λ
(resp. IndG
B−
λ := kG ⊗kB− λ). Clearly, for any r > 0, IndGqrBqr λ (resp.
Ind
Gqr
B−
qr
λ) (here we restrict λ to Bqr (resp. B
−
qr)) can be identified with the
Gqr-submodule submodule of Ind
G
B
λ (resp. IndG
B−
λ) generated by 1λ := 1⊗λ
3
(resp. 1−λ := 1 ⊗ λ). With this identification, it is clear that for any a|b, we
have the natural injective Gqa-module homomorphism Ind
Gqa
Bqa
λ →֒ IndGqbB
qb
λ
(resp. Ind
Gqa
B−
qa
λ →֒ IndGqb
B−
qb
λ). This family of injection forms a direct system
and IndG
B
λ (resp. IndG
B−
λ) is the direct limit of Ind
Gqr
Bqr
λ (resp. Ind
Gqr
B−
qr
λ) as
r →∞.
As observed in [Xi], when λ = tr, the trivial character, IndG
B
1tr produces
the infinite dimensional Steinberg module. Let us recall the construction
of it. For w ∈ W , let ℓ(w) be the length of w and ǫ(w) := (−1)ℓ(w). Let
η :=
∑
w∈W
ǫ(w)w˙1tr (this is well defined). Define the infinite dimensional
Steinberg module St as the kG-submodule of IndG
B
1tr generated by η. It
is proved in [Xi] that {uη | u ∈ U} forms a basis of St. Clearly, for any
a > 0, the kGqa-submodule kGqaη is isomorphic to the ordinary Steinberg
module (defined in [St]) which is denoted by Sta (isomorphic to L((q
a− 1)ρ)
restricted to Gqa). It is also clear that if a|b, then there is a natural injective
Gqa-module homomorphism Sta →֒ Stb, and St is the corresponding direct
limit of Sta as a→∞. It was proved in [Xi] and [Yang] that St is irreducible.
Next we recall some basic facts on the modular representation theory of
finite groups of Lie type which is closely related to that of G. The details
can be found in [Hum]. Let X+ = {λ ∈ X | 〈λ, α∨〉 ≥ 0, ∀α ∈ ∆} be the set
of dominant weights and X++ = {λ ∈ X | 〈λ, α∨〉 > 0, ∀α ∈ ∆} be the set of
regular dominant weights. For each λ ∈ X+, let V (λ) (resp. H0(λ)) be the
corresponding Weyl modules (resp. costandard modules). It is well known
that V (λ) (resp. H0(λ)) has the simple head (resp. socle) L(λ), and each
finite dimensional irreducible rational representations of G is isomorphic to
L(λ) for some λ ∈ X+. The following fundamental restriction theorem will
be used later on. The proof can be found in [St2].
Proposition 2.1. Let Xa = {λ ∈ X+ | 〈λ, α〉 < qa, ∀α ∈ ∆}. Then
(1) If λ ∈ Xa, then L(λ) remains irreducible when restricted to Gqa;
(2) If λ ∈ Xa, then L(λ)Uqa = kvλ, where vλ is the maximal vector of L(λ).
(3) Each irreducible Gqa-module is isomorphic to L(λ) for some λ ∈ Xa;
(4) If λ ∈ Xa, then L(λ) = kGqavλ = kU−qavλ.
For each λ ∈ Xa, let v be the maximal vector of V ((qa − 1)ρ+ λ). Since
Tqa acts on v by the character λ, the multiplication map g1λ 7→ gv induces a
4
Gqa-module homomorphism πa(λ) : Ind
Gqa
Bqa
λ→ kGqav. The next lemma was
proved in [Pil], Theorem 1.2.
Lemma 2.2. Suppose that qa > 2h − 1 (h is the coxeter number) and λ ∈
Xa. Then πa(λ) is an isomorphism (equivalently, πa(λ) induces an injection
Ind
Gqa
Bqa
λ →֒ V ((qa − 1)ρ+ λ)) if and only if λ ∈ X++.
The following result indicate the relationship between the G-submodule
structure and the Gqa-submodule structure. The proof can be found in
[CPSV].
Theorem 2.3. If M be a finite dimensional rational G-module such that
the highest weights of the composition factors of M are in Xa, then N is a
G-submodule of M if and only if N is a Gqa submodule of M .
For each λ ∈ X+, let Π(λ) be the set of weights of L(λ). The following
lemma is clear. For convenience, we include the proof (which is motivated
by [Wang]).
Lemma 2.4. Let λ ∈ X+. If (qa − 1)ρ + ν ∈ X+ for all ν ∈ Π(λ), then
Mqa := Sta⊗L(λ) has a filtration
Mqa = N0 ⊃ N1 ⊃ N2 ⊃ · · ·Nr−1 ⊃ Nr = 0
such that Ni/Ni+1 ≃ H0((qa − 1)ρ + νi) for some νi ∈ Π(λ), and νi > νj
implies i < j. In particular, H0((qa − 1)ρ+ λ) is a quotient of Mqa.
Proof. By the tensor identity, we have Sta⊗L(λ) ≃ H0((qa − 1)ρ⊗ L(λ)),
where H0(−) = H0(G/B−,L(−)). Moreover, (qa − 1)ρ ⊗ L(λ) has a B−-
filtration
(qa − 1)ρ⊗ L(λ) = P0 ⊃ P1 ⊃ P2 ⊃ · · ·Pr−1 ⊃ Pr = 0
such that Pi/Pi+1 ≃ (qa − 1)ρ + νi for some νi ∈ Π(λ), and νi > νj implies
i < j. Since (qa−1)ρ+νi ∈ X+ for all i, the result follows from the long exact
sequence induced by applying H0(−) to the exact sequence of B−-modules
0→ Pi+1 → Pi → (qa − 1)ρ+ νi → 0
for all 0 ≤ i < r, and the Kempf’s vanishing theorem.
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3 Proof of main theorems
Let ∆ = {αi | i ∈ I} and S = {si | i ∈ I} be the corresponding simple
reflections in W . Let Gi be the subgroup of G generated by Uαi and U−αi .
Throughout this section, we fix the homomorphism ϕi : SL2(F¯q)→ Gi such
that
ϕi
(
1 t
0 1
)
= εαi(t), ϕi
(
1 0
t 1
)
= ε−αi(t).
The representatives are chosen so that s˙i = ϕi
(
0 1
−1 0
)
. It is no harm
to assume that s˙i ∈ Gq (i ∈ I), otherwise we replace q by a sufficient large
power of q. The following lemma is similar to Lemma 1 in [St].
Lemma 3.1. For any si ∈ S, we have
s˙iεαi(t)η =
{
(εαi(−t−1)− 1)η t 6= 0
−η t = 0 .
Proof: Assume that t 6= 0. Clearly, we have
s˙iεαi(t)
∑
w∈W
w−1αi>0
ǫ(w)w˙1tr =
∑
w∈W
w−1αi>0
ǫ(w)s˙iw˙1tr = −
∑
w∈W
w−1αi<0
ǫ(w)w˙1tr,
and
s˙iεαi(t)
∑
w∈W
w−1αi<0
ǫ(w)w˙1tr = −
∑
w1∈W
w
−1
1
αi>0
s˙iεαi(t)s˙iǫ(w1)w˙11tr
= −
∑
w1∈W
w
−1
1
αi>0
εαi(−t−1)s˙iϕi
(
t 0
0 t−1
)
εαi(−t−1)ǫ(w1)w˙11tr
= −
∑
w1∈W
w
−1
1
αi>0
εαi(−t−1)ǫ(w1)s˙iw˙11tr
=
∑
w∈W
w−1αi<0
εαi(−t−1)ǫ(w)w˙1tr.
Therefore,
s˙iεαi(t)η = s˙iεαi(t)

 ∑
w∈W,w−1αi>0
ǫ(w)w˙1tr +
∑
w∈W,w−1αi<0
ǫ(w)w˙1tr


= (εαi(−t−1)− 1)
∑
w∈W
w−1αi<0
ǫ(w)w˙1tr
= (εαi(−t−1)− 1)η,
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where the last equality follows from the fact that
εαi(−t−1)
∑
w∈W
w−1αi>0
ǫ(w)w˙1tr =
∑
w∈W
w−1αi>0
ǫ(w)w˙1tr.
This completes the proof.
It is clear that
∑
u∈Uqa
uη is the maximal vector of Sta. Since Sta is self
dual, i.e., Sta ≃ St∗a, one identifies Sta with the space spanned by {χu | u ∈
Uqa}, the dual bases of {uη | u ∈ Uqa}. It is clear that u′χu = χu′u for all
u, u′ ∈ Uqa and hence fqa :=
∑
u∈Uqa
χu is also the maximal vector.
Lemma 3.2. For any si ∈ S, and u′ ∈ U ′si,qa, εαi(t) ∈ Usi,qa, we have
s˙iχu′εαi(t) =


χs˙i−1u′s˙i·εαi(−t−1) if t 6= 0
− ∑
b∈Fqa
χs˙i−1u′s˙i·εαi(b) if t = 0
Proof: For any u1 ∈ U ′si,qa and εαi(b) ∈ Usi,qa, we have
(s˙iχu′εαi(t))(u1εαi(b)η) = χu′εαi (t)(s˙iu1εαi(b)η) = χu′εαi(t)(s˙iu1s˙i
−1 · s˙iεαi(b)η),
and Lemma 3.1 yields
χu′εαi(t)(s˙iu1s˙i·s˙i−1εαi(b)η) =


χu′εαi(t)(s˙iu1s˙i
−1(εαi(−b−1)− 1)η) if b 6= 0
−χu′εαi(t)(s˙iu1s˙i−1η) if b = 0.
Case 1: t 6= 0. Since s˙i−1u1s˙i ∈ U ′si,qa and t 6= 0, we see that χu′εαi (t)(s˙i−1u1s˙iη) =
0. Thus
χu′εαi(t)(s˙iu1s˙i
−1 · s˙iεαi(b)η) = χu′εαi(t)(s˙iu1s˙i−1 · εαi(−b−1)η),
and hence
(s˙iχu′εαi(t))(u1εαi(b)η) =
{
1 if b = −t−1, u1 = s˙i−1u′s˙i
0 otherwise .
Case 2: t = 0. We have
(s˙iχu′)(u1εαi(b)η) = χu′(s˙iu1εαi(b)η) = χu′(s˙iu1s˙i
−1·s˙iεαi(b)η) = −χu′(s˙iu1s˙i−1η)
for any a ∈ Fqa , and the right side is equal to −1 in and only if u1 = s˙i−1u′s˙i
(otherwise is zero). In other words,
s˙iχu′ = −
∑
b∈Fqa
χs˙i−1u′s˙i·εαi(b).
So the result is proved.
7
Corollary 3.3. For any w ∈ W , we have
w˙fqa = ǫ(w)
∑
u∈U ′
w−1,qa
χu.
In particular, we have w˙0fqa = ǫ(w0)χe, where e is the neutral element of W .
Proof: We proceed by the induction on ℓ(w). The case ℓ(w) = 0 is trivial.
If ℓ(w) > 0, write w = siw1 with siw1 > w1. Thus one has
w˙fqa = ǫ(w1)
∑
u∈U ′
w
−1
1 ,q
a
s˙iχu
by induction. For each u ∈ U ′
w−11 ,q
a
write u = u′εαi(t) with u
′ ∈ U ′si,qa∩U ′w−11 ,qa
and εαi(t) ∈ Usi,qa ⊂ U ′w−11 ,qa (since siw1 > w1). By Lemma 3.2, we see that
ǫ(w1)
∑
u∈U ′
w
−1
1
,qa
s˙iχu = ǫ(w1)
∑
u′∈U′
si,q
a∩U
′
w
−1
1 ,q
a
t∈Fqa
s˙iχu′·εαi(t)
= ǫ(w1)
∑
u′∈U′
si,q
a∩U
′
w
−1
1
,qa
t∈F
×
qa
χs˙i−1u′s˙i·εαi(t) − ǫ(w1)
∑
u′∈U′
si,q
a∩U
′
w
−1
1
,qa
t∈Fqa
χs˙i−1u′s˙i·εαi(t)
= −ǫ(w1)
∑
u′∈U ′
si,q
a∩U ′
w
−1
1
,qa
χs˙i−1u′s˙i
= ǫ(w)
∑
u∈U ′
w−1,qa
χu,
where the last equality follows from the fact that
s˙i
−1(U ′si,qa ∩ U ′w−11 ,qa)s˙i = U
′
w−1,qa.
This completes the proof.
There is an involutive anti-automorphism τ of G which fixes T pointwise
and interchanging the root groups Uα and U−α (see [Hum]). One uses τ to
define a functor on the category of rational G-modules, taking a module M
to τM . More precisely, τM is the dual space M∗ with the twist G-action
g · f = f ◦ τ(g). Each irreducible G-module is self dual, i.e., τL(λ) = L(λ).
As τ preserves all Gqr , this functor is defined on the category of Gqr -modules
as well.
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Lemma 3.4. Let ζg ∈τ(IndGqaB−
qa
λ) be the dual bases of g1−λ ∈ IndGqaB−
qa
λ, where
g runs over the canonical representatives of the left cosets Gqa/B
−
qa. Then
there is an isomorphism φ : Ind
Gqa
Bqa
λ→τ (IndGqa
B−
qa
λ) such that φ(1λ) = ζ1.
Proof: By definition we see that Bqa acts on ζ1 by the character λ and
gζ1 = ζτ(g)−1 , and hence
τ(Ind
Gqa
B−
qa
λ) is a quotient of Ind
Gqa
Bqa
λ. It is in fact
equal by comparing the dimension.
For any finite subgroup H of G, let H :=
∑
g∈H
g ∈ kG. The following
proposition can be found in [Pil], page 104. For convenience, we include the
proof.
Proposition 3.5. If 0 < 〈λ, α∨〉 < qa−1 for all α ∈ ∆, then HdGqa IndGq
a
Bqa
λ =
SocGqa Ind
Gqa
B−
qa
λ = L(λ), and it is generated by Uqa1
−
λ .
Proof: We claim that for any ν ∈ Xa, we have
dimHomGqa (Ind
Gqa
Bqa
λ, L(ν)) =
{
1 if ν = λ
0 otherwise
which implies HdGqa Ind
Gqa
Bqa
λ = L(λ) by Proposition 2.1 (3). In fact, we have
HomGqa (Ind
Gqa
Bqa
λ, L(ν)) = HomBqa (λ, L(ν)).
Denote v+ the maximal vector of L(ν). Since L(ν)Uqa = kv+ (Proposition 2.1
(2)), dimHomBqa (λ, L(ν)) = 1 only if Tqa acts on v
+ by the character λ, and
otherwise is 0. However, ν and λ represent the same character of Tqa if and
only if ν ≡ λ mod(qa − 1)X , and this is the case if and only if ν = λ by our
assumption on λ. Therefore, Lemma 3.4 implies that SocGqa Ind
Gqa
B−
qa
λ = L(λ).
To show the remain statement. It is enough to show that kUqa1
−
λ is
the unique Bqa-stable line (fixed pointwise by the p-Sylow subgroup Uqa) in
Ind
Gqa
B−
qa
λ on which Tqa acts as λ. Since Gqa = BqaWB
−
qa and Bqaw˙B
−
qa is
identified with U ′w−1,qa × {w˙} × B−qa for each w ∈ W , it is clear that
(Ind
Gqa
B−
qa
λ)Uqa ⊂
⊕
w∈W
kU ′w−1,qaw˙1
−
λ .
Moreover Tqa acts on U
′
w−1,qaw˙1
−
λ by the character wλ, which equals to λ
if and only if w = e by our assumption on λ, and this implies kUqa1
−
λ is
the unique line in (Ind
Gqa
B−
qa
λ)Uqa on which Tqa acts as λ, and this implies our
claim. In particular, Uqa1
−
λ generates the socle of Ind
Gqa
B−
qa
λ.
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Suppose that λ ∈ X++ and a > 0. We make the following
Assumption 3.6. qa > 2h − 1, 〈λ, α∨〉 < qa − 1 for all α ∈ ∆, and (qa −
1)ρ+ ν ∈ X+ for all ν ∈ Π(λ).
Suppose that a and λ satisfy Assumption 3.6. Applying τ to Lemma 2.4
yields the inclusion V ((qa−1)ρ+λ) →֒ Sta⊗L(λ). Thus, by Lemma 2.2, πa(λ)
induces an Gqa-injection Ind
Gqa
Bqa
λ →֒ Sta⊗L(λ) which maps 1λ to fqa ⊗ vλ.
By applying τ , we see that πa(λ)
∗ induces a Gqa-surjection Sta⊗L(λ) →
Ind
Gqa
B−
qa
λ by Lemma 3.4. Identifying Sta⊗L(λ) with L((qa − 1)ρ) ⊗ L(λ) as
G-modules, it is clear that the isomorphism Sta⊗L(λ)→τ (Sta⊗L(λ)) maps
fqa⊗vλ to a nonzero multiple of its dual vector since fqa⊗vλ is in the weight
space of the largest weight (qa − 1)ρ+ λ which is of dimension 1, and hence
Uqη ⊗ vλ is identified with the dual vector of fqa ⊗ vλ (up to a scalar) and
πa(λ)
∗(Uqaη⊗vλ) 6= 0. Moreover, Bqa acts on Uqaη⊗vλ by character λ, and so
is the action of Bqa on πa(λ)
∗(Uqaη ⊗ vλ). Combing the proof of Proposition
3.5 yields:
Proposition 3.7. If a and λ satisfy Assumption 3.6, then πa(λ)
∗ is surjective
and maps Uqaη ⊗ vλ to Uqa1−λ (up to a nonzero scalar).
Lemma 3.8. If λ ∈ X+ and a|b, then the following diagram in kGqa-mod
commutes:
Sta⊗L(λ) πa(λ)
∗
−→ IndGqa
B−
qa
λ
↓ι1 ↓ι2
Stb⊗L(λ) πb(λ)
∗
−→ IndGqb
B−
qb
λ,
where ι1, ι2 are the natural inclusion (see Section 2).
Proof: By Lemma 3.4, it is equivalent to show that the following diagram
in kGqa-mod commutes:
Sta⊗L(λ) πa(λ)←− IndGqaBqa λ
↑ι∗1 ↑ι∗2
Stb⊗L(λ) πb(λ)←− IndGqbB
qb
λ,
(3.1)
where ι∗1, ι
∗
2 are given by
ι∗1(χu ⊗ v) =
{
χu ⊗ v u ∈ Uqa
0 u 6∈ Uqa , ι
∗
2(uw˙1λ) =
{
uw˙1λ u ∈ Uw−1,qa
0 u 6∈ Uw−1,qa ,
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respectively. To see this, it is enough to show that
ι∗1πb(λ)(uw˙1λ) = πa(λ)ι
∗
2(uw˙1λ)
for any w ∈ W and u ∈ Uw−1,qb.
If u ∈ Uw−1,qa, then
ι∗1πb(λ)(uw˙1λ) = ι
∗
1(uw˙(fqb ⊗ vλ)) = uw˙(fqa ⊗ vλ)
since ι∗1 is a Gqa-homomorphism, and
πa(λ)ι
∗
2(uw˙1λ) = πa(λ)(uw˙1λ) = uw˙(fqa ⊗ vλ),
this implies our claim.
If u 6∈ Uw−1,qa, then πa(λ)ι∗2(uw˙1λ) = 0. On the other hand, by Corollary
3.3 we have
ι∗1(uw˙(fqb ⊗ vλ)) = ι∗1

 ∑
u′∈U ′
w−1,qb
ǫ(w)χuu′ ⊗ uw˙vλ

 = 0
since uu′ 6∈ Uqa for each u′ ∈ U ′w−1,qb. Therefore,
ι∗1πb(λ)(uw˙1λ) = ι
∗
1(uw˙(fqb ⊗ vλ)) = 0
which implies our claim.
Taking the direct limit as r → ∞ on both side of πr(λ)∗ : Str⊗L(λ) →
Ind
Gqr
B−
qr
λ and combining Proposition 3.7 and Lemma 3.8, we obtain
Corollary 3.9. If λ ∈ X++, then there is a surjective G-module homomor-
phism
π∗λ : St⊗L(λ)→ IndGB− λ
mapping Uqaη ⊗ vλ to a nonzero multiple of Uqa1−λ if a and λ satisfy the
assumption before Proposition 3.7.
Proof: It remains to prove the surjectivity. For any x ∈ IndG
B−
λ, choose a >
0 such that x ∈ IndGqa
B−
qa
λ and the assumption on a and λ satisfy Assumption
3.6. There is a y ∈ Sta⊗L(λ) ⊂ St⊗L(λ) such that π∗λ(y) = πa(λ)∗(y) = x
since πa(λ)
∗ is surjective. This completes the proof.
The following theorem is the main step in the proof of the main results.
Theorem 3.10. If λ ∈ X++ , then Uqaη⊗ w˙0vλ ∈ kG(Uqη⊗vλ) in St⊗L(λ)
for some a > 0.
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Before the proof of this theorem, we need some preparation in the case
when G = SL2(F¯q). Let
ut =
(
1 t
0 1
)
, u−t =
(
1 0
t 1
)
, s =
(
0 1
−1 0
)
, h(t) =
(
t 0
0 t−1
)
.
(3.2)
For any r > 0, set µi(q
r) =
∑
t∈Fqr
tiutη. It is clear that µi(q
r) (0 ≤ i ≤ qr−1)
form a basis of Str. A direct calculation shows that
sµi(q
r) = (−1)iµqr−1−i(qr), u−1µi(qr) =
∑
0≤k≤i
(
i
k
)
µk(q
r). (3.3)
For any λ > 0, there is a basis ei (0 ≤ i ≤ λ) of V (λ) such that uaei =∑
0≤j≤i
(
λ−j
λ−i
)
ai−jej and the weight of ei is λ − 2i. Recall the following well
known fact on the power sum over finite fields which will be used later on.
Lemma 3.11. Let pk(Fqa) =
∑
t∈Fqa
tk and pk(F
×
qa) =
∑
t∈F×
qa
tk. Then
pk(Fqa) =
{ −1 if qa − 1 | k and k 6= 0
0 otherwise
, pk(F
×
qa) =
{ −1 if qa − 1|k
0 otherwise
.
Lemma 3.12. Let G = SL2(F¯q). Let V
′ be a quotient of V (λ) and v0 its
highest weight vector. Suppose that N is a submodule of St⊗V ′ containing
µ0(q
a) ⊗ v0. If λ < qa − 1 and kUqasv0 = kUsv0 (these automatically holds
if a is large enough), then µ0(q
2a)⊗ usv0 ∈ N for any u ∈ U.
Proof. Let V = kG(µ0(q
a)⊗ e0) ⊂ St⊗V (λ). Set δ = µ0(qa)⊗ e0. For each
t ∈ F×q2a , denote
√
t one of its square roots (in F×q4a). Notice that∑
t∈F×
q2a
√
t
λ
tq
2a−qah(
√
t
−1
)δ =
∑
t∈F×
q2a
t1−q
a
h(
√
t
−1
)µ0(q
a)⊗ e0
=
∑
t∈F×
q2a
,b∈Fqa
t1−q
a
ubt−1η ⊗ e0
=
∑
t∈F×
q2a
,b∈Fqa
tq
a−1ubtη ⊗ e0
= pqa−1(F
×
q2a)η ⊗ e0 +
∑
c∈F×
q2a
cq
a−1pqa−1(F
×
qa)ucη ⊗ e0
= −
∑
c∈F
q2a
cq
a−1ucη ⊗ e0
= −µqa−1(q2a)⊗ e0,
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where the first equality follows from the fact that tq
2a
= t and h(
√
t
−1
)e0 =√
t
−λ
e0, and the fifth equality follows from Lemma 3.11. Therefore we have
µqa−1(q
2a)⊗ e0 ∈ V . By applying s, we see by (3.3) that δ′ = µq2a−qa(q2a)⊗
eλ ∈ V . Since
u−1δ
′ =
∑
0≤k≤q2a−qa
0≤j≤λ
(−1)λ−j
(
q2a − qa
k
)
µk(q
2a)⊗ ej (3.4)
by (3.3) and h(
√
t
−1
)µk(q
2a) = tkµk(q
2a), h(
√
t
−1
)ej =
√
t
2j−λ
ej , it follows
that
∑
t∈F×
q2a
t−λ
√
t
λ
h(
√
t
−1
)u−1δ
′ =
∑
t∈F×
q2a
0≤k≤q2a−qa
0≤j≤λ
(−1)λ−jtλ−j+k
(
q2a − qa
k
)
µk(q
2a)⊗ej .
(3.5)
If j < λ or k > 0, then 0 < λ − j + k ≤ q2a − qa + λ < q2a − 1, hence
pλ−j+k(F
×
q2a) = 0, and in turn the coefficient of µk(q
2a)⊗ ej in the right side
of (3.5) is zero. Therefore we have
∑
t∈F×
q2a
t−λ
√
t
λ
h(
√
t
−1
)u−1δ
′ = −µ0(q2a)⊗ eλ ∈ V,
and hence µ0(q
2a)⊗eλ ∈ V . This implies that µ0(q2a)⊗eλ ∈ kGq4a(µ0(qa)⊗e0)
in St⊗V (λ), and hence µ0(q2a) ⊗ sv0 ∈ kGq4a(µ0(qa) ⊗ v0) by applying the
projection St⊗V (λ) → St⊗V ′. Since usv0 ∈ kUqasv0 for any u ∈ U by
assumption, we have
µ0(q
2a)⊗ usv0 ∈ kUqa(µ0(q2a)⊗ sv0) ⊂ kGq4a(µ0(qa)⊗ v0) ⊂ N
as desired.
Proof of Theorem 3.10: For each w ∈ W , we abbreviate the following
property to P(w):
∃a > 0 such that if a|r, then Uqrη ⊗ uw˙vλ ∈ kG(Uqη ⊗ vλ) for any u ∈ kU.
We will show that P(w) holds for all w ∈ W (which implies the theorem) by
the induction on ℓ(w).
The case ℓ(w) = 0 is trivial. Suppose that ℓ(w) > 0, write w = siw1 > w1
for some si ∈ S. Choose a > 0 so that P(w1) holds, 〈w1λ, α∨i 〉 < qa − 1, and
kUsiw˙vλ = kUsi,qaw˙vλ, kUw˙vλ = kUq4aw˙vλ, (3.6)
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Notice that
U ′si,q4a · Usi,qaη ⊗ w˙1vλ =
∑
u∈U ′
si,q
4a/U
′
si,q
a
uU ′si,qa · Usi,qaη ⊗ w˙1vλ
=
∑
u∈U ′
si,q
4a/U
′
si,q
a
uUqaη ⊗ w˙1vλ
=
∑
u∈U ′
si,q
4a/U
′
si,q
a
u(Uqaη ⊗ u−1w˙1vλ),
here u ∈ U ′si,q4a/U ′si,qa means that u runs over the representatives of left cosets
U ′si,q4a/U
′
si,qa
, and the others are similar. It follows that
U ′si,q4a · Usi,qaη ⊗ w˙1vλ ∈ kG(Uqη ⊗ vλ) (3.7)
by P(w1).
SinceUsi ⊂ Uw−11 , w˙1vλ isUsi-invariant, and hence kGiw˙1vλ is a quotient
of V (〈w1λ, α∨i 〉) as Gi-module. By (3.6) and the proof of Lemma 3.12, for
any u ∈ kUsi , there is a g ∈ kGi,q4a such that
g(Usi,qaη ⊗ w˙1vλ) = Usi,q2aη ⊗ uw˙vλ.
Since for any g′ ∈ Gi,q4a , g′⊗ g′ commutes with U ′si,q4a ⊗ 1 as linear operators
on St⊗L(λ), it follows that
g(U ′si,q4a · Usi,qaη ⊗ w˙1vλ) = (U ′si,q4a ⊗ 1)g(Usi,qaη ⊗ w˙1vλ)
= (U ′si,q4a ⊗ 1)(Usi,q2aη ⊗ uw˙vλ)
= U ′si,q4a · Usi,q2aη ⊗ uw˙vλ,
and hence
U ′si,q4a · Usi,q2aη ⊗ uw˙vλ ∈ kG(Uqη ⊗ vλ) (3.8)
for all u ∈ kUsi by (3.7). Notice that∑
u′∈U
si,q
4a/Usi,q2a
u′(U ′si,q4a · Usi,q2aη ⊗ w˙vλ) = Uq4aη ⊗ w˙vλ + (∗),
where (∗) is a combination of the vectors u′(U ′si,q4a · Usi,q2aη ⊗ u′′w˙vλ) with
u′, u′′ ∈ Usi. It follows that (∗) is in kG(Uqη ⊗ vλ) by (3.8), and hence
Uq4aη ⊗ w˙vλ ∈ kG(Uqη ⊗ vλ).
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If 4a|r and u ∈ U, then
Uqrη ⊗ uw˙vλ =
∑
u′∈Uqr/Uq4a
u′Uq4aη ⊗ uw˙vλ
=
∑
u′∈Uqr/Uq4a
u′(Uq4aη ⊗ u′−1uw˙vλ)
∈
∑
u′∈Uqr/Uq4a
u′kUq4a(Uq4aη ⊗ w˙vλ)
⊂ kG(Uqη ⊗ vλ),
where the third line follows from (3.6). This completes the proof.
Corollary 3.13. If λ ∈ X++, then we have St⊗L(λ) = kG(Uqη ⊗ vλ). In
particular, St⊗L(λ) = kG(Uqbη ⊗ vλ) for any b > 0.
Proof. By Theorem 3.10, we have kG(Uqη ⊗ vλ) ⊃ kG(Uqaη ⊗ w˙0vλ) for
some a > 0. Since Sta = kU
−
qaUqaη and L(λ) = kUqaw˙0vλ, we have
Sta⊗L(λ) = kGqa(Uqaη ⊗ w˙0vλ).
It follows that
kG(Uqη ⊗ vλ) ⊃ kG(Sta⊗L(λ)) = St⊗L(λ),
and the first statement follows. Since q is any power of p, it is no harm to
replace q by qb, and hence the second statement holds.
Corollary 3.14. If a > 0 and λ ∈ X++, then there is a surjective G-module
homomorphism IndGBqa λ→ St⊗L(λ) mapping 1λ to Uqaη ⊗ vλ.
Proof. Since Bqa acts on Uqaη⊗ vλ by the character λ, this follows immedi-
ately from Corollary 3.13.
Corollary 3.15. If λ ∈ w0X++, then IndGB λ is irreducible.
Proof. We will show that IndG
B
λ = kGx for any x ∈ IndG
B
λ. Choose a such
that x ∈ IndGqaBqa λ = Ind
Gqa
B−
qa
(w0λ) and a and w0λ satisfy Assumption 3.6.
Since Uqa1
−
w0λ
generates the Gqa-socle of Ind
Gqa
B−
qa
(w0λ) by Proposition 3.5, we
have Uqa1
−
w0λ
∈ kGqax, and hence kGUqa1−w0λ ⊂ kGx. On the other hand,
combining Corollary 3.9 and 3.13 yields
kGUqa1
−
w0λ
= π∗w0λ(kG(Uqaη⊗w˙0vλ)) = π∗w0λ(St⊗L(w0λ)) = IndGB− w0λ = IndGB λ,
and hence IndG
B
λ = kGx which completes the proof.
15
For any αi ∈ ∆, let Pi = Bs˙iB be the corresponding parabolic subgroup
and Li the Levi subgroup of Pi. Let Ui be the unipotent radical of Pi. Then
Pi = Li⋉Ui. Moreover, Bi = B∩Li is a Borel subgroup of Li. For λ ∈ X+,
set Mi(λ) = kLi⊗kBi λ. Let Ui act on Mi(λ) trivially. Then Mi(λ) becomes
a Pi-module. The following result is an easy consequence of Lemma 2.2 in
[Xi].
Lemma 3.16. IndG
B
λ is isomorphic to kG⊗kPi Mi(λ).
Corollary 3.17. If λ 6∈ w0X++, then IndGB λ is reducible.
Proof. By assumption, 〈λ, α∨i 〉 ≥ 0 for some αi ∈ ∆. Denote Pi, Li, Bi,
Mi(λ) as above. Since the functor kG⊗kPi − is exact (kG is free over kPi),
it suffices to show that Mi(λ) is reducible by Lemma 3.16. Since Li is a
reductive group of rank 1, there is a central isogeny π : SL2 × T ′ → Li
which maps BSL2 × T ′ to Bi, and TSL2 × T ′ to T, where T ′ is a torus. As
SL2 × T ′-modules, Mi(λ) is isomorphic to
(
IndSL2
BSL2
〈λ, α∨i 〉
)
⊗ λ′ which has
a proper quotient V (〈λ, α∨i 〉) ⊗ λ′, where λ′ is the restriction of λ to T ′ via
π. Therefore Mi(λ) is reducible and this completes the proof.
Combining Corollary 3.15 and 3.17 yields:
Theorem 3.18. IndG
B
λ is irreducible if and only if λ ∈ w0X++.
Remark 3.19. Keeping the same assumption on λ as Corollary 3.15, it
is clear that Ind
Gq
Bq
λ is not irreducible in general. For example, let Gq =
SL2(Fq). Since −1 and q − 2 are the same Bq-characters, IndGqBq (−1) =
Ind
Gq
Bq
(q − 2) has a proper quotient L(q − 2) and hence it is reducible.
4 Examples for G = SL2(F¯p)
Throughout this section, set G = SL2(F¯p) and ut, u
−
t , s, h(t) as (3.2), and
assume that 0 < λ < p. We will show that IndG
B
λ has infinite many compo-
sition factors, and each composition factor is finite dimensional.
Let q˜ = pd be any power of p. Let vi(q˜) = x
q˜−1−λ−iyi (0 ≤ i ≤ q˜− 1− λ)
be the standard bases of H0(q˜−1−λ) (regarded as the space of homogeneous
polynomials of degree q˜ − 1− λ), and the action of U is given by
uavi(q˜) =
∑
0≤k≤i
(
i
k
)
ai−kvk(q˜) (4.1)
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The submodule structures of Weyl modules (equivalently, costandard mod-
ules) of type A1 can be calculated explicitly by admissible sequences (see
[De]). In particular, theGq˜-submodule structure (equivalently, theG-submodule
structure by Theorem 2.3) of H0(q˜−1−λ) is given by the following Lemma.
Lemma 4.1. There is a composition series
H0(q˜−1−λ) = kGq˜vpd−1−λ(q˜) ⊃ kGq˜vpd−2−λ(q˜) ⊃ · · · ⊃ kGq˜vp−λ(q˜) ⊃ kGq˜v0(q˜)
of Gq˜-modules such that
kGq˜vpi+1−λ(q˜)/kGq˜vpi−λ(q˜) ≃ L(q˜ − 2pi+1 + λ− 1)
for i > 0 and
kGq˜vp−λ(q˜)/kGq˜v0(q˜) ≃ L(q˜ − 2p+ λ− 1).
Lemma 4.2. For any r > 0, let Kq˜r be the kernel of the map Ind
Gq˜r
Bq˜r
λ →
L(λ). Then we have
(1) Kq˜r is isomorphic to H
0(q˜r − 1− λ).
(2) There is an injective Gq˜-module homomorphism Kq˜ →֒ Kq˜r .
Proof. By dualizing Ind
Gq˜r
Bq˜r
λ→ V (λ), and Lemma 3.4, we see that
H0(λ) →֒ IndGq˜r
B−
q˜r
λ = Ind
Gq˜r
Bq˜r
(−λ) = IndGq˜rBq˜r (q˜r − 1− λ),
here we only use the fact that 0 < λ < q˜r − 1. Replacing λ by q˜r − 1 − λ
yields the inclusion H0(q˜r − 1 − λ) →֒ IndGq˜rBq˜r λ, and hence H0(q˜r − 1 − λ)
is in the radical of Ind
Gq˜r
Bq˜r
λ by Proposition 3.5. Comparing the dimension
yields the exact sequence
0→ H0(q˜r − 1− λ)→ IndGq˜rBq˜r λ→ L(λ)→ 0, (4.2)
and in turn (1) holds. The statement (2) follows immediately from the defi-
nition of Kq˜ and Kq˜r .
Now we start to calculate the inclusion H0(q˜r − 1 − λ) →֒ IndGq˜rBq˜r λ ex-
plicitly. Consider the elements
∑
t∈Fq˜r
tiuts1λ (0 ≤ i < q˜r − 1− λ), (−1)λ1λ +∑
t∈Fq˜r
tq˜
r−1−λuts1λ in H
0(q˜r − 1− λ). A direct calculation shows that for any
0 ≤ i ≤ q˜r − 1− λ, we have
u1(−1)i
∑
t∈Fq˜r
tiuts1λ =
∑
0≤k≤i
(
i
k
)
(−1)k
∑
t∈Fq˜r
tkuts1λ,
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h(b)
∑
t∈Fq˜r
tiuts1λ = b
q˜r−1−λ−2i
∑
t∈Fq˜r
tiuts1λ, (4.3)
and
s
∑
t∈Fq˜r
tiuts1λ =


(−1)i ∑
t∈Fq˜r
tq˜
r−1−λ−iuts1λ 0 < i ≤ q˜r − 1− λ
(−1)λ1λ +
∑
t∈Fq˜r
tq˜
r−1−λuts1λ i = 0.
(4.4)
By (4.1), (4), and (4.4), we see that the map
vk(q˜
r) 7→


(−1)k ∑
t∈Fq˜r
tkuts1λ 0 ≤ k < q˜r − 1− λ
(−1)q˜r−1−λ
(
(−1)λ1λ +
∑
t∈Fq˜r
tq˜
r−1−λuts1λ
)
k = q˜r − 1− λ
(4.5)
gives the desired inclusion.
By Lemma 4.2, if a|b, then there is an injective Gpa-homomorphism
H0(pa− 1−λ)→ H0(pb− 1−λ). Define the direct limit H0−λ =
⋃
a>0
H0(pa−
1− λ) (which is a G-module). Taking direct limits as a→∞ to (4.2) yields
the exact sequence
0→ H0−λ → IndGB λ→ L(λ)→ 0. (4.6)
We will show that H0−λ has infinite many composition factors with each
finite dimensional. By Lemma 4.2, one can regard vi(q˜) as an element of
H0(q˜r − 1− λ). With this identification, we have
Lemma 4.3. For any 0 ≤ i ≤ q˜ − 1− λ and r > 1, we have
vi(q˜) =
q˜+···+q˜r−1∑
k=0
vi+k(q˜−1)(q˜
r)
in H0(q˜r − 1− λ).
Proof. Notice that for t ∈ Fq˜r
q˜+···+q˜r−1∑
k=0
tk(q˜−1) =
{
(tq˜
r−1 − 1)/(tq˜−1 − 1) = 0 t 6∈ Fq˜
1 t ∈ Fq˜.
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It follows from (4.5) that if i < q˜ − 1− λ, then
q˜+···+q˜r−1∑
k=0
vi+k(q˜−1)(q˜
r) =
∑
t∈Fq˜r
(−t)i−1
q˜+···+q˜r−1∑
k=0
(−t)k(q˜−1)uts1λ
=
∑
t∈Fq˜
(−t)i−1uts1λ
= vi(q˜),
and
q˜+···+q˜r−1∑
k=0
vq˜−1−λ+k(q˜−1)(q˜
r) =
∑
t∈Fq˜r
(−t)q˜−1−λ
q˜+···+q˜r−1∑
k=0
(−t)k(q˜−1)uts1λ + (−1)λ(−1)q˜r−1−λ1λ
= (−1)q˜r−1−λ

∑
t∈Fq˜
tq˜−1−λuts1λ + (−1)λ1λ


= vq˜−1−λ(q˜),
which completes the proof.
Lemma 4.4. Let r > 0 and V be a Gq˜r-submodule of H
0(q˜r − 1 − λ). If
v =
∑
i civi(q˜
r) ∈ V , then cj 6= 0⇒ vj(q˜r) ∈ V .
Proof. Clearly, the result holds when Gq˜r is replaced byG. Since all highest
weights of the composition factors of H0(q˜r−1−λ) is q˜r-restricted, the result
follows immediately from Theorem 2.3.
Lemma 4.5. If 0 ≤ t < d and r > 0, then kGq˜rv0(q˜) = kGq˜rvp(r−1)d−λ(q˜r)
and kGq˜rvpt−λ(q˜) = kGq˜rvp(r−1)d+t−λ(q˜
r) for t > 0. In particular, we have
kGv0(p) = H
0
−λ.
Proof. In this proof, we need the following well known formula: Suppose
that m =
∑
s≥0 asp
s and n =
∑
s≥0 bsp
s with 0 ≤ ai, bi < p. Then we have
(m
n
)
=
∏
s≥0
(
as
bs
)
(mod p). (4.7)
By (4.1), Lemma 4.1, 4.4, we see that kGq˜rvi(q˜
r) = kGq˜rvpa−λ(q˜
r) if and only
if
(
i
pa−λ
)
6= 0 (mod p) and
(
i
pb−λ
)
= 0 (mod p) for any b > a.
Since
q˜r−1 − 1 = (q˜ − 1)(1 + q˜ + · · ·+ q˜r−2) < (q˜ − 1)(q˜ + · · ·+ q˜r−1),
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we have vq˜r−1−1(q˜
r) ∈ kGq˜rv0(q˜) by Lemma 4.3, 4.4. Moreover, by (4.7) we
see that
(
q˜r−1−1
p(r−1)d−λ
)
6= 0 (mod p), hence vp(r−1)d−λ ∈ kGq˜rv0(q˜) by (4.1) and
kGq˜rv0(q˜) ⊃ kGq˜rvp(r−1)d−λ(q˜r).
It remains to show that
(
k(q˜−1)
p(r−1)d+i−λ
)
= 0 (mod p) for all 0 ≤ k ≤ q˜ +
· · ·+ q˜r−1 and i > 0. Suppose that
(
k(q˜−1)
p(r−1)d+i−λ
)
6= 0 (mod p) for some i > 0.
It follows from (4.7) and the p-adic expression of p(r−1)d+i − λ that
k(q˜ − 1) =
d−1∑
j=i
ajp
(r−1)d+j +
(r−1)d+i−1∑
j=1
(p− 1)pj + c
with 0 ≤ ai < p and p− λ ≤ c < p. Denote RHS the right side of the above
formula. On the other hand
RHS =
d−1∑
j=i
ajp
(r−1)d+j + p(p(r−1)d+i−1 − 1) + c
≡
d−1∑
j=i
ajp
j + p(pi−1 − 1) + c
=
d−1∑
j=i
ajp
j +
i−1∑
j=1
(p− 1)pj + c (mod q˜ − 1).
Since q˜ − 1|RHS and i > 0, we have ai = · · · = ad−1 = c = p − 1 in which
case k(q˜ − 1) = q˜r − 1 and k = 1 + q˜ + · · · + q˜r−1. This contradicts to the
assumption on k. This completes the proof of the first statement.
Assume that t > 0. Since pt(1 + q˜ + · · ·+ q˜r−2) < q˜ + · · ·+ q˜r−1 and
pt(q˜r−1 − 1) = (q˜ − 1)pt(1 + q˜ + · · ·+ q˜r−2),
we have vp(r−1)d+t−λ(q˜
r) = vpt−λ+pt(q˜r−1−1)(q˜
r) ∈ kGq˜rvpt−λ(q˜) by Lemma 4.3,
4.4, and hence kGq˜rvp(r−1)d+t−λ ⊂ kGq˜rvpt−λ(q˜).
It remains to show that
(
pt−λ+k(q˜−1)
p(r−1)d+i−λ
)
= 0 (mod p) for all 0 ≤ k ≤
q˜ + · · ·+ q˜r−1 and i > t. Suppose that
(
pt−λ+k(q˜−1)
p(r−1)d+i−λ
)
6= 0 (mod p) for i > t.
It follows from the p-adic expression of p(r−1)d+i − λ and (4.7) that
pt − λ+ k(q˜ − 1) =
d−1∑
j=i
ajp
(r−1)d+j +
(r−1)d+i−1∑
j=1
(p− 1)pj + c
with 0 ≤ aj < p and p− λ ≤ c < p, and hence
k(q˜ − 1) =
d−1∑
j=i
ajp
(r−1)d+j +
(r−1)d+i−1∑
j=t
(p− 1)pj + c− p+ λ.
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Denote RHS for the right side of the above formula. We have
RHS =
d−1∑
j=i
ajp
(r−1)d+j + pt(p(r−1)d+i−t − 1) + c− p+ λ
≡
d−1∑
j=i
ajp
j + pt(pi−t − 1) + c− p+ λ
=
d−1∑
j=i
ajp
j +
i−1∑
j=t
(p− 1)pj + c− p+ λ (mod q˜ − 1)
Since q˜ − 1|RHS and i > t, we have ai = · · · = ad−1 = p − 1 = c − p + λ
and t = 1. In this case k = 1 + q˜ + · · ·+ q˜r−1 which is also a contradiction
as above. This completes the proof.
Now the structure ofH0−λ can be stated in terms of the following theorem.
Theorem 4.6. If m|n, then H0−λ = kGv1(p) and there is a submodule chain
kGv0(p
m) = kGvpn−m−λ(p
n) ⊃ · · · ⊃ kGvp2−λ(pn) ⊃ kGvp−λ(pn) ⊃ kGv0(pn)
such that
kGvpi+1−λ(p
n)/kGvpi−λ(p
n) ≃ L(λ− 1)⊗ L(pn − 2pi+1)[−n] (4.8)
for 0 < i ≤ n−m, and
kGvp−λ(p
n)/kGv0(p
n) ≃ L(λ− 1)⊗ L(pn − 2p)[−n] (4.9)
where [j] means twisting by F j.
Proof. Denote a = n/m. Using Lemma 4.5, we see that
kGpntv0(p
m) = kGpntvp(at−1)m−λ(p
nt)
= kGpntvpnt−m−λ(p
nt)
= kGpntvp(t−1)n+n−m−λ(p
nt)
= kGpntvpn−m−λ(p
n)
for any t ≥ 1. Combining with G = ⋃t≥1Gpnt one gets
kGv0(p
m) = kGvpn−m−λ(p
n) ⊃ kGv0(pn)
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by Lemma 4.4. For any t ≥ 1, Lemma 4.1 and 4.5 yields
kGpntvpi+1−λ(p
n)/kGpntvpi−λ(p
n) = kGpntvp(t−1)n+i+1−λ(p
nt)/kGpntvp(t−1)n+i−λ(p
nt)
≃ L(pnt − 2p(t−1)n+i+1 + λ− 1)
≃ L(p(t−1)n(pn − 2pi+1) + λ− 1)
≃ L(λ− 1)⊗ L(pn − 2pi+1)[(t−1)n]
≃ L(λ− 1)⊗ (L(pn − 2pi+1)[−n])[nt]
≃ L(λ− 1)⊗ L(pn − 2pi+1)[−n]
as Gpnt-modules (note that this quotient is independent of t) for i > 0.
Similarly we have
kGpntvp−λ(p
n)/kGpntv0(p
n) = kGpntvp(t−1)n+1−λ(p
nt)/kGpntvp(t−1)n−λ(p
nt)
≃ L(pnt − 2p(t−1)n+1 + λ− 1)
≃ L(λ− 1)⊗ L(pn − 2p)[−n].
Taking the direct limit as t→∞ to the exact sequence
0→ kGpntvpi−λ(pn)→ kGpntvpi+1−λ(pn)→ L(λ− 1)⊗ L(pn − 2pi+1)[−n] → 0
and
0→ kGpntv0(pn)→ kGpntvp−λ(pn)→ L(λ− 1)⊗ L(pn − 2p)[−n] → 0
yields (4.8) and (4.9). This completes the proof.
Combining (4.6) and Theorem 4.6 yields
Corollary 4.7. If 0 < λ < p, then IndG
B
λ has infinite many composition
factors and each composition factor is finite dimensional.
Corollary 4.8. For general G, if 0 < 〈λ, α∨〉 < p for some α ∈ ∆, then
IndG
B
λ has an infinite submodule filtration.
Proof. Keeping the notation in the proof of Corollary 3.17. It suffices to
show that Mi(λ) has infinite composition factors by Lemma 3.16. In fact, as
SL2 × T -modules, Mi(λ) is isomorphic to
(
IndSL2
BSL2
〈λ, α∨i 〉
)
⊗ λ′ which has
infinite composition factors by Corollary 4.7. This completes the proof.
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5 Further developments
This paper serves as the start point to study the “principal series” modules
of the abstract representation ofG. In this section we introduce some further
questions in this direction.
• Motivated by Corollary 4.7 and 4.8, it is reasonable to make the following
conjecture:
Conjecture 5.1. If 0 < 〈λ, α∨〉 < p for all α ∈ Φ+, then IndG
B
λ has infinite
many composition factors and each composition factor is finite dimensional.
Conjecture 5.2. If 〈λ, α∨〉 > 0 for some α ∈ ∆, then IndG
B
λ has a infinite
submodule filtration.
• The following problems naturally arises
Problem 5.3. Classifying all the simple modules which occur as a subquo-
tient of IndG
B
λ for some λ.
Problem 5.4. Developing a “category O” theory such that IndG
B
λ plays the
role of Verma modules.
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