We prove propagation of chaos at explicit polynomial rates in Wasserstein distance W 2 for Kac's N -particle system associated with the spatially homogeneous Boltzmann equation for Maxwell molecules. Our approach is mainly based on novel probabilistic coupling techniques. Combining them with recent stabilization results for the particle system we obtain, under suitable moments assumptions on the initial distribution, a uniform-in-time estimate of order almost N −1/3 for W 2 2 .
Introduction and main results

The Boltzmann equation
The spatially homogeneous Boltzmann equation predicts that the density f t (v) of particles with velocity v ∈ R 3 at time t ≥ 0 in a spatially homogeneous dilute gas subjected to binary collisions, satisfies
where v ′ and v ′ * are the pre-collisional velocities, given by
and θ is the deviation angle, defined by cos θ = σ · (v − v * )/|v − v * |. The collision kernel B(|v − v * |, θ) ≥ 0 describes the rate at which collisions between pairs of particles occur, and depends on the type of physical interactions among them. Solutions of (1) preserve mass R 3 f t (v)dv, momentum R 3 vf t (v)dv and kinetic energy R 3 |v| 2 f t (v)dv, so we may and shall assume that R 3 f t (v)dv = 1 for all t ≥ 0. Equation (1) has been extensively studied for several decades. We refer the reader to Cercignani [4] for physical background on the Boltzmann equation and to Villani [31] , Alexandre [1] and Mischler and Mouhot [22] for historical accounts on aspects of its mathematical theory.
Typically, one assumes that B : R + × (0, π] → R + has the form
for some γ ∈ (−3, 1], and some function β : (0, π] → R + which, for symmetry reasons, can be taken to be equal to 0 on (π/2, π]. In this paper we assume that γ = 0 and β(θ) ∼ θ −1−ν near 0 for ν = 1/2, a setting referred to as Maxwell molecules case.
Particle system and propagation of chaos
As a step to rigorously justify the interpretation of the Boltzmann equation as a representation of the evolution of a very large number of interacting particles, Kac [19] suggested to study the limit, as N goes to ∞, of some exchangeable stochastic system of N of such particles, defined as a continuous-time pure-jump Markov process on (R 3   ) N . For a simplified one dimensional version of the nonlinear equation (1) , he in fact proved that if the joint law of k particles at time 0 weakly converges as N → ∞ to the k-fold product of an initial density f 0 in R, then the same holds true at times t > 0, with f t as the limit density.
This property, termed propagation of chaos, is equivalent to the convergence of the empirical measure of the system at each time t to the solution of the nonlinear equation, and has been established, under different convergence criteria, for a wide class of models including the true Boltzmann equation (1) . For general background on propagation of chaos we refer the reader to Sznitman [27] , Méléard [21] and Mischler and Mouhot [22] (see also Section 1.4 below for historical and recent references).
More specifically, we consider the particle system given by the (R 
where B(θ) sin θ := β(θ), and a ij (v, σ) ∈ (R (2) now appear in the role of post-collisional velocities, consistently with the weak form (9) of equation (1) . The fact that the function β(θ) has a non-integrable singularity at θ = 0 entails that particles jump infinitely many times on every finite time interval (all but finitely many jumps corresponding to very small deviation angles). One can check that the quantities
, corresponding to momentum and kinetic energy, are a.s. exactly preserved by the corresponding random dynamics.
An explicit construction of the system V will be given in Lemma 8, Section 2. Let us mention for the moment that, under the assumptions we will make, a unique (in law) Markov process with càdlàg trajectories and generator (3) will exist, for each value of N ∈ N.
The goal of the present paper is to establish a fully explicit, uniform in time propagation of chaos rate, for the Kac N-particle system V. We adopt here a probabilistic pathwise approach, as pioneered by Tanaka [28, 29] and Sznitman [27] . The main idea is to extend the coupling techniques for binary-jump particle systems introduced in [5] to the much more difficult framework of the Boltzmann equation. We will also rely on the analytic approach and estimates of Fournier and Mischler [13] . Moreover, combining these ideas with a uniform-in-N equilibration result, recently established by Rousset [25] for Kac particles in the Maxwell molecules case, we will obtain the sharpest propagation of chaos estimates in Wasserstein distance so far available in this setting.
Main results
Let us first fix some notation and specify our hypotheses. Given a metric space E, p ≥ 1 and k ∈ N, let P(E), P p (E) and P sym p (E k ) respectively denote the space of probability measures on E, the subspace of probability measures on E with finite p-moment, and the subspace of P p (E k ) consisting of symmetric probability measures on E k with finite
, we define the empirical measures
) for any i ∈ {1, . . . , N}, bȳ
The empirical measure of the particle system at time t ≥ 0 is thus denoted byV t . Also, given a (mainly exchangeable) random vector X on (R
)
N , we will denote its law by L(X) ∈ P((R 
where the first infimum is taken over all π ∈ P 2 ((R
having marginals µ and ν, and the second infimum is taken over all random vectors X and Y on (
It is known that the infimum is always reached, and a π attaining the first infimum or a pair (X, Y) attaining the second one, is referred to as an optimal coupling.
The angular cross section function β will be assumed to satisfy
for some constants 0 < c 0 < c 1 . The initial distribution f 0 will be assumed to satisfy
Note that in the usual Maxwellian case, the quantities ν and γ = 0 are linked by the relation ν =
1−γ 2
, but in our (slightly more general) context, ν ∈ (0, 1) will be viewed as an independent parameter.
We now state our main results. See Definition 3 below for the notion of weak solutions that we will use, and Theorem 4 for the well posedness of (1). Theorem 1. Assume (5) and (6) , and let (f t ) t≥0 be the unique weak solution of (1) . 
Note that one can simply choose
and then W . In either case, the previous theorem gives a chaos result in squared 2-Wasserstein distance for the Kac particle systems associated to the Boltzmann equation for Maxwell molecules, with an explicit rate of order N −1/3
. The time dependence is quadratic. It is worth noting that the proof of Theorem 1 also provides (the same) convergence rates for each k-marginal of the the N-particle system defined by (3) , when N goes to ∞, and that statements for cutoff systems can also be established (with similar dependence on the cutoff parameter as in [13] ).
Under stronger conditions on the initial law, we obtain our most important result:
Under the same hypotheses of Theorem 1, assume additionally that vf 0 (dv) = 0, |v| 2 f 0 (dv) = 1, and that
Then, there exists C > 0 and for all ǫ > 0 there exists C p,ǫ > 0 such that for all t ≥ 0,
Thus, for each such p ≥ 4, we obtain a uniform propagation of chaos estimate for Maxwell molecules in squared 2-Wasserstein distance at an explicit rate of order almost N
, provided that W ; but if one assumes R p < ∞ for all p, then the rate is of order almost N −1/3 . Let us notice that our techniques can be applied to the case in which ν ∈ [1, 2) (implying the usual integrability condition π/2 0 θ 2 β(θ) < ∞), but this would require additional technicalities in order to treat the probabilistic objects involved in the statements and proofs. To keep the exposition simple, we restrict ourselves to the case ν ∈ (0, 1), which includes the classical Maxwellian molecules (ν = 1/2).
Let us further remark that our coupling techniques can be applied to Kac particles systems in the hard potentials and hard spheres cases as well, providing in those frameworks the same rate N −1/3 as in Theorem 1, but a much worse dependence on time. This will be addressed in forthcoming works.
Comparison to known results and approaches
The study of propagation of chaos for the Boltzmann equation was initiated in the paper [19] by Kac. Propagation of chaos results were proved by several authors the decades thereafter, for different instances of the equation, in the weak convergence sense and without convergence rates. For instance, McKean [20] and Grünbaum [17] obtained such type of results for some models with bounded collision kernel, whereas the work of Sznitman [26] dealt with unbounded kernels in the hard spheres case. Tanaka [28, 29] introduced a crucial tool in the probabilistic study of the propagation of chaos property, the nonlinear process, which represents the trajectory of a "typical particle" in the infinite population and whose time-marginal laws solve the Boltzmann equation. By coupling the particle system with independent nonlinear processes, Graham and Méléard [16] obtained one of the first quantitative propagation of chaos results which cover cutoff variants of the model. However, their approach, relying on total variation distance on path space, can not be extended to non-cutoff contexts, and provides bounds which increase exponentially in time.
More recently, in the remarkable work of Mischler and Mouhot [22] , uniform-in-time propagation of chaos results in W 1 distance for Maxwellian molecules and hard spheres are established, with a slow (and hard to track) rate in N. Their method, of analytic nature, focused on the stability of the evolution of the time-marginal laws of the particle system and relied on the comparison between Wasserstein and other probability distances. Moreover, combining Theorem 5.1-(iii) of [22] with the estimates found in Step 3 of the proof of Theorem 8-(ii) of [3] by Carrapatoso, one can obtain a uniform-in-time chaos rate for Maxwellian molecules of order almost N −1/8 in some comparable distance, though only in the case of i.i.d. initial data conditioned to the Boltzmann sphere, and under a finite Fisher information assumption (this seems to be the best uniform rate so far available in the literature; we thank an anonymous referee for pointing out this to us).
In [13] , using a coupling with independent nonlinear processes and optimal transport based techniques, Fournier and Mischler obtained a propagation of chaos result with an optimal rate of order N −1/2 in squared Wasserstein distance W 2 for Nanbu particle systems in the hard potentials, hard spheres and Maxwell molecules cases, in the latter setting with the same dependence on t as ours in Theorem 1. Analogous coupling arguments relying on optimal transport were developed earlier in Fontbona et al. [7] for Nanbu type diffusive approximations of the Landau equation, with less sharper explicit rates (due to the general coefficients and the suboptimal estimates for empirical measures of i.i.d. samples available by that time). Recall that, contrary to the Markov dynamics (3) of binary (also called Bird type) interactions, each particle in a Nanbu type system is driven by an independent noise source, which implies in the jump case that only one particle jumps at each collision. Such particle systems preserve momentum and energy only in mean, and hence are less meaningful from the physical point view (but are still relevant for numerical simulation purposes). Since the coupling constructions in [13] and [7] strongly relied on the independence of the noise sources for different particles, they cannot be not applied to systems with true binary interactions like (3) , where the random noises are shared.
In [5] , we addressed this problem in the case of Kac's one dimensional model and some generalizations. More precisely, we introduced a new coupling between an interacting particle system with effective binary interactions and a system of nonlinear processes driven by the same randomness sources, which thus turned out to be not independent.
As part of that coupling argument, we had to show, in a second step, that these nonlinear processes become on their turn independent as N goes to ∞. With a similar strategy, the case of the Landau equation was recently addressed by Fournier and Guillin [10] in the hard potentials and Maxwell molecules cases. Relying also on a stabilization result for the corresponding particle system (analogous to the one in [25] ), they obtain in the latter case a uniform propagation of chaos estimate, similar to ours in the Boltzmann case.
One of the main additional difficulties that pathwise probabilistic approaches to the Boltzmann equation need to deal with, when compared to the one dimensional Kac model (and also to the Landau setting), is the lack of continuity of the parametrization of the collision angles, as a function of pre-collisional velocities. Here, we cope with this problem using optimal transport techniques and dealing with cutoff versions of the nonlinear process.
The assumptions on the initial distributions required in Theorem 2 are similar to those in [10] , and are much more general than in all the available uniform propagation of chaos results for Maxwell molecules (no support constraint or regularity being needed). We notice that the rate of N −1/3 in W 2 2 for Bird type particle systems obtained here, in [5] and in [10] , is slower than the N −1/2 rate valid for Nanbu type systems (corresponding to the optimal convergence rate in expected W 2 2 distance for the empirical measure of i.i.d. samples, established in [11] ). An interesting question, raised in [5] , is to what extent this sub-optimality is intrinsic to the interaction type, or a consequence of the techniques employed.
Weak solutions and nonlinear processes
We next recall the notion of weak solutions for (1) we will work with, for which some definitions are needed. We follow [13] . Consider the function G :
Consider also measurable functionsî, :
such that for every x = 0,
is an orthonormal basis of R
3
. We may and shall assume that they are homogeneous functions, that is, one hasî(λx) = λî(x) and(λx) = λ(x) for all x ∈ R 3 and all λ ∈ R.
Note that when φ varies in These objects provide a suitable parametrization of the post-collisional velocities: it is straightforward to verify that for all v, v * ∈ R 3 and for any Lipschitz bounded measurable function Φ on (5) holds. By a slight abuse of notation, we still call v
) is a weak solution for (1) if it preserves momentum and energy (that is, vf t (dv) = vf 0 (dv) and |v|
, and if for all bounded Lipschitz function Φ : R 3 → R and for all t ≥ 0,
The next statement provides the main analytical properties of equation (1) that we shall need. The proof of well posedness can be found for instance in [30] and [31] , whereas the proof of the existence of a density can be found in [9] .
Theorem 4. Assume (5) and (6). Then, there exists a unique weak solution
is not a Dirac mass, then f t has a density as soon as t > 0.
The nonlinear process, introduced by Tanaka in [28, 29] to provide a probabilistic interpretation of the Boltzmann equation, can be defined in the present case through a stochastic integral equation with respect to some Poisson point measure. More specifically, consider the equation
where
with intensity dtdzdφf t (dv)/2π. Following Tanaka's ideas, under (5) and (6) Fournier and Méléard [12] proved weak existence and uniqueness in law for equation (10), together with the fact that (L(W t )) t≥0 solves (9), hence L(W t ) = f t for all t. Any process having the same law as W is called a nonlinear process.
Unfortunately, we cannot carry out our coupling construction by relying only on weak existence of solutions to equation (10) . This is why we will need to work with the cutoff nonlinear process instead. Given a cutoff level L > 0, this process W L can be defined as the solution of a nonlinear SDE similar to (10) , namely
) is the unique solution to the nonlinear equation (9) with β replaced by β L (z) := β(z)1 {θ≥G(L)} , for which the well-posedness part of Theorem 4 applies. Strong well-posedness for (11) is straightforward: thanks to the indicator 1 {z≤L} , the equation is nothing but a recursion for the values of W L t at its timely ordered jumptimes. By standard arguments, it can be seen that any (weak or strong) solution to (11) 
satisfies a linearized and cutoff version of (9), which in turn has (f L t ) t≥0 as the unique solution, see for instance Theorem 3.1 of [12] for details). As expected, one can show that f
Idea of the proofs and plan of the paper
To prove our results, following ideas introduced in [5] , for each N and cutoff parameter L we will first couple in some optimal way, a suitable realization of the particle system V t with generator (3) (given below in (13)) with some system
To do this, we will make use of optimal transport theory, in order to carefully construct the jumps of the system U L , in such a way that they mimic as closely as possible the jumps of the particle system V. Roughly speaking, from this construction and Gronwall's lemma, we will obtain an estimate like
for some constant C > 0. As mentioned earlier, the fact that we deal with a particle system with effective binary collisions will imply that the cutoff nonlinear processes
thus constructed are not independent. Therefore, in a similar way as in [5] , we will need to "decouple", in a second step, these processes, obtaining
uniformly on L (see Lemma 12 and Corollary 14) . We will then make L → ∞ to deduce the estimates of Theorem 1. Finally, from this and the results of [25] , we will obtain the uniform-in-time chaos rate stated in Theorem 2.
In Section 2 we give an explicit construction of the particle system V t and, more importantly, we construct the coupling with the corresponding system U L t of non-independent cutoff nonlinear processes used throughout this paper. In Section 3 we state and prove several technical results. In Section 4 we prove Theorem 1. Finally, in Section 5 we prove Theorem 2, along with some intermediate results that have interest on their own, such as the propagation of moments for the particle system without assuming bounded initial energy (see Corollary 17) , and an equilibration result that extends the one by Rousset [25] (see Lemma 18) .
Construction
In this section we explicitly construct the coupled system (V, U L ) in order to prove our results. These processes will be defined as solutions of stochastic integral equations driven by the same Poisson point measure. We follow [5] and [13] .
The particle system
Fix the number of particles N ∈ N. We introduce the function i : [0, N) → {1, . . . , N} by i(ξ) = ⌊ξ⌋ + 1, so that i(ξ) is a discrete index associated to the continuous variable ξ.
Note that its area is |G| = N(N−1). Consider now a Poisson point measure
In words, the measure N picks atoms (t, z) ∈ [0, ∞) dtdz and for each such atom it also independently samples an angle φ uniformly from [0, 2π) and a pair (ξ, ζ) uniformly from the set G. We will use the variables ξ and ζ to choose indexes i = i(ξ) and j = i(ζ) of the particles that interact at each jump. Additionally, given
) as in the statement of Theorem 1, we will in the sequel denote by
a realization, independent of N , of the optimal coupling between G N 0 and f ⊗N 0 . Call F = (F t ) t≥0 the complete, right-continuous filtration generated by (V 0 , U 0 ) and N . We denote by P and E the probability measure and expectation in the corresponding probability space.
We can now introduce the particle system V = (V 1 , . . . , V N ) as the solution, starting from the initial condition V 0 , of the stochastic equation
N is the vector with coordinates given by
Weak existence and uniqueness of solutions for (13) holds, see Lemma 8 below.
Since we requiredî and to be homogeneous functions, in particular they are odd functions and it can be easily seen that c(v, v * , z, φ) = −c(v * , v, z, φ). Given a solution to (13) , it follows that for each i = 1, . . . , N, the particle V i satisfies the stochastic equation
where N i is given by
That is, N i selects only the atoms of N such that either
where (15) is a ξ-realization of the (random) probability measureV i t − (defined as in (4)). Therefore, from the point of view of the particle V i , the dynamics is as follows: (t, z)-atoms are sampled with intensity 1 and for each such atom an angle φ is chosen and a particle v * = V 
Coupling with a system of cutoff nonlinear processes
The key observation is the following: in (15) with c L in place of c, if one replaces V i(ξ) t − by some realization of the probability measure f L t , then the resulting equation defines a cutoff nonlinear process as in (11) . Moreover: we want to choose this f L t -distributed random variable in an optimal way (in the suitable sense), in order that the resulting process remains close to V i . Such a construction needs to be carried out in a measurable way, which motivates the following lemma. In the sequel, all optimal couplings and optimal costs considered use the cost function
, with the following property: for any 
To ensure that the post-collisional velocities of V 
) of cutoff nonlinear processes. This will mean that at each jump of v = V i t together with some other particle v * , the corresponding process u = U i,L t will sample some f L t -distributed variable u * to interact with, in such a way that the interactions of the system U L mimic those of the particle system V.
However, post-collisional velocities will also depend on the angles φ chosen in circles of the form C(v, v * , θ) and C(u, u * , θ) associated with each collision. As remarked by Tanaka [28, 29] , no continuity assumption can be made about the functionsî and, and, in order to control the distance between V i t and U i,L t after a collision, one has to make specific (non trivial) uniformly random choices for those angles as well. In the present paper, we will choose the angles φ uniformly in the circles C(v, v * , θ) and C(u, u * , θ) in such a way that their joint distribution is an optimal coupling of the uniform laws on these circles, with respect to the quadratic cost. The optimal transport cost happens to have a nice explicit formula, with the optimal transport map depending only on v − v * and u − u * , in a fully explicit way. This is stated in the following: (v, v  *  , θ, φ), u + a(u, u  *  , ϑ, ϕ) )
, is an optimal coupling of the uniform distributions on the circles C(v, v * , θ) and C(u, u * , ϑ). 
Proof. We first prove (i)
Moreover, the equality C(φ,φ) = Φ(φ) − Ψ(φ) is attained when φ =φ. Using for instance Remark 5.13 of [32] , this shows that taking φ =φ uniformly distributed on [0, 2π) in fact provides an optimal coupling of the uniform distributions on C(b, r, d) and C(b,r,d). This proves point (i), since the cost of this coupling is
We now prove (ii).
, in a measurable way. Now put
Here s = ±1 is chosen such that the rotation in π/2 is performed with the same orientation. 
Remark 7.
• The expression on the right of (16) is nice: the term |b −b| 2 is the cost associated to translation of the circles, the term (r −r) 2 is the dilation or contraction cost, and rr(1 − |d ·d|) corresponds to inclination.
• When (v − v * ) · (u − u * ) ≥ 0 and θ = ϑ, the coupling given in Lemma 6-(ii) reduces to the parallel spherical coupling of [25] .
With the functions Π i,L
and ϕ of Lemmas 5 and 6-(ii) in hand, we can now introduce, at a formal level first, a system of cutoff nonlinear processes
), suitably constructed in the same probability space as V = (V 1 , . . . , V N ) defined in (13) . Recall that the pair (V 0 , U 0 ) is given and specified in (12) . Mimicking (15) 
where we have used the shorthand
In words, at jump instants of U 
Existence for each L ∈ [1, ∞) and N ∈ N of a pair (V, U L ) solving (19) , along with its relevant properties, is stated in the next result. Some arguments of the proof are standard or can be adapted from previous works, so details will be provided only when needed. The proof is given in the Appendix. 
(ii) There is weak existence and uniqueness of a solution (V, U L ) to the system of SDEs (19) . 
) is exchangeable.
Remark 9.
One can also check, using the preservation of moments of the processes U L , L ∈ [1, ∞) and Lemma 15, that the family of laws of (V, U L ) has accumulation points as L → ∞ which are couplings of the particle system (13) and a system of N non-independent nonlinear processes. Unfortunately, due to the lack of continuity of the functions ϕ and Π i,L t , this does not readily ensure (weak) well-posedness for the system (19) in the case L = ∞, which would simplify the construction and proofs. This is the reason why we are constrained to work with a system of cutoff nonlinear processes.
Estimates and technical results
We will use the following bounds a couple of times: under (5), it can be easily seen that for some constants 0 < c 2 < c 3 we have:
The following lemmas provide useful estimates for our purposes. Typically, one wants to use these lemmas with v and v * taken from the particle system, and u and u * taken from the system of cutoff nonlinear processes.
Lemma 10. Write R(v, u)
Proof. Setting
we have
and 4(r −r)
Adding (22) and (23), using that |v
and the identity cos θ cos ϑ + sin θ sin ϑ = cos(θ − ϑ), yields
Thanks to Lemma 6-(ii), ϕ is an optimal transport map, and then the integral on the left side of (21) without the term −|v − u| 
Corollary 11. Assume (5). Fix any
K, L ∈ [0, ∞] with K ≥ L, and define Φ K L := K L 1−cos G(z) 2 dz ≥ 0. For any v, v * , u, u * ∈ R 3 , write ϕ = ϕ(v − v * , u − u * ,
φ). Then we have
Proof. Split the integral with respect to z into The next lemma is of key importance, since it gives a decoupling estimate for the system of non-independent cutoff nonlinear processes U L . The proof, also relying on a coupling argument, follows Lemma 6 of [5] .
Lemma 12 (decoupling). Assume (5) and take L ∈ [1, ∞). Then, there exists a constant
C independent of L such that for all k ∈ {1, . . . , N} and all t ≥ 0,
Proof. Given k ∈ {1, . . . , N} fixed, we will construct k independent cutoff nonlinear processesŨ
is small, for all i = 1, . . . , k. To achieve this, the idea is the following: when U to define its own jump; but when j ∈ {1, . . . , k}, then one of the processes,Ũ i,L t orŨ j,L t , will not jump at that instant. We will then use an additional, independent source of randomness to define new jumps that compensate for the missing ones. Since, when k ≪ N, the second kind of jump occurs much less frequently, this construction will give the desired estimate.
Consider a Poisson point measure M that is an independent copy of N , also independent from (V 0 , U 0 ), and define for each i ∈ {1, . . . , k} 
Here we writeφ are independent cutoff nonlinear processes. Consequently, we have
Thus, it suffices to estimate the quantity
, for any i ∈ {1, . . . , k} fixed. We can write
where J (17) and (24) 
Recall that N and M have intensity dtdzdφdξdζ1
Using the compensation formula, the Poisson point measures in the integrals can be replaced by their intensities, and we obtain for J 1 s,t :
where we have used Corollary 11 with
s,t we get:
where in the second step we have used Corollary 11 again, with v = U r , u =Ũ r , v * = u * = Π r and the roles of K and L exchanged (the smallest one being equal to 0). In the last step we have used the fact that f L r has uniformly bounded moments of order 2, that
L r (du) for all j = i, thanks to Lemma 5. Similarly for J 3 s,t : using Corollary 11 with v =Ũ r , u = U r , v * = u * = Π r , the bound (27) is also valid for J 3 s,t . Thus, from (25) , (26) and (27), we obtain that ∂ t h t ≤ −(Φ L 0 /2)h t +Ck/N for almost all t ≥ 0, and, since h 0 = 0, the conclusion follows from Gronwall's lemma (the dependence on L can be dropped since Φ L 0 is bounded away from 0 when L ≥ 1 thanks to the lower bound in (20)).
Proof of Theorem 1
For a probability measure
is a vector of n independent and µ-distributed random variables on R d . The best general estimate available for ε n (µ) is the following, whose proof can be found in [11] : for any p > 4, there exists a constant C p < ∞ such that for every
The following lemma will allow us to work with
be an exchangeable random vector, and let
where k and ℓ are the unique non-negative integers satisfying m = kn + ℓ and ℓ ≤ n − 1.
Proof. See the proof of Lemma 7 of [5] .
Corollary 14.
Assume (5) and (6), and take L ∈ [1, ∞). Then, there exists a constant C > 0 independent of L, such that for any i ∈ {1, . . . , N} and for all t ≥ 0,
Moreover, the same bound is valid withŪ
Using that result we get We need to make sure that the cutoff L can be removed in a satisfactory manner; for instance, we can use Theorem 5.2 of [12] . However, for the reader's convenience, we state here a result specific for the cutoff we use, with a shorter proof and better dependence on time:
Lemma 15. Assume (5) and (6) . Then there exists a constant C such that for all t ≥ 0 and all
Proof. If f 0 is a Dirac mass, then f t = f L t = f 0 for all t ≥ 0 and the result is trivial. If f 0 is not a Dirac mass, we know that f t has a density for t > 0 thanks to Theorem 4; therefore, there exists an optimal transport map T 
Arguing as in the proof of part (iii) of Lemma 8, one can verify that W L is a cutoff nonlinear process, and in particular,
, we obtain from this and (10):
where we have used Corollary 11 with K = ∞. By construction, we have
and using the preservation of the second moment for f L t and f t , the last inequality yields ∂ t h t ≤ CL 1−2/ν . Since h 0 = 0, the result follows.
We are now ready to prove Theorem 1.
Proof of Theorem 1. Take L ∈ [1, ∞). For some i ∈ {1, . . . , N} fixed, we will estimate the quantity (15) and (17) it follows that for every 0 ≤ s < t,
Using the compensation formula, N i can be replaced by its intensity drdzdφdξ1
Note that |V 
, using the Cauchy-Schwarz inequality and the fact that both the particles and the cutoff nonlinear processes have uniformly bounded second moment, we obtain 
where we have used Corollary 14 to bound g t ≤ CN
uniformly on t and L. From this, we obtain for all L ≥ 1
where we have used Corollary 14 again, together with Lemma 15. Letting L → ∞, the result follows.
Uniform propagation of chaos
In this section we give the proof of Theorem 2.
The following is a version of Povzner's lemma [24] , see for instance [6, 33, 15, 23] and the references therein for other versions. Plainly, it will be crucial to establish the propagation of moments for the particle system, needed to take full advantage of the stability result in [25] . A proof can be found in [23] in a slightly different setting; for the readers convenience, we provide a proof of the precise statement below in the Appendix in the case of p even (which is enough for purposes).
Lemma 16 (a version of Povzner's lemma). Assume that
whereÃ p > 0 is some constant that depends only on p, and
The propagation of moments for the particle system was already established in [22, Lemma 5.3] , where it is assumed that the initial energy is a.s. bounded. In the Maxwellian setting, following the proof of that lemma and performing a careful inspection of how the constants depend on the energy, we are able to write a moments estimate where this dependence is explicit. More importantly, using conditional expectations we are able to deduce propagation of moments for a general initial condition, without any restriction on the initial condition (besides of course finite second moment). This is stated in the next result:
Corollary 17 (propagation of moments for the particle system). Assume (5), let p ≥ 2 and define the random variable E := 
As a consequence, we have
Proof. For each t ≥ 0, write
is a martingale in the filtration (F t ) t≥0 defined in Section 2.1 and E is F 0 measurable, taking into account equation (8) we get for each t ≥ 0
almost surely. The latter implies that t → g t has an a.s. absolutely continuous version which we work with from now on. Taking the difference g t − g s , dividing by t − s and letting s → t, by Lemma 16 we a.s. have for some positive constants I, A p andÃ p and almost every t ≥ 0 :
where we have used that
= NE since the system almost surely preserves energy, together with exchangeability and the conditional Hölder inequality (notice that A p andÃ p are here twice the corresponding constants in the statement of the lemma). This differential inequality implies that g t ≤ max(g 0 , x * ) for all t ≥ 0, where
is the unique positive root of the polynomial
for some constant depending only on A p ,Ã p and I and proves the first statement. For the second one, we use conditional expectation to get
and then Jensen's inequality (applied in the empirical mean) gives E|V
The proof is complete.
The fact that the particles have bounded moments allows us to obtain a convergence to equilibrium result for the particle system that extends Proposition 1.7 of [25] . We will state it in terms of the following distance: define W 2 as the usual 2-Wasserstein distance on P(P(R 3 )) induced by W 2 , that is
where the infimum is taken over all random elements a and
, denote byF the push-forward of F by the "empirical measure" map, that is,F = L(X) ∈ P(P(R 3 )) for X ∼ F . It is also clear that for any X ∼ F and µ ∈ P(R 3 ), we have
Define also the Boltzmann sphere [25] states that for any δ > 0 and q > 1,
and k δ,q > 0 is some constant. We are now ready to state and prove: 
Proof. Take q > 1 and δ < p/2 − 1 such that 2q(1 + δ) = p. Using Corollary 17, we deduce that (30) , the result follows using Gronwall's lemma, squaring, and redefining δ as 2δ.
We next conclude the proof of Theorem 2. We follow a standarization argument found in [10] , which allows one to reduce the proof to the case where the initial distribution G 
where µ ∈ P 2 (R
3
) is any distribution with M µ := vµ(dv) = 0 and S
, this gives for any such µ: 
The first and second terms are controlled using (35) and (34), respectively. The third term is equal to W 2 2 (γ, f t ), which, by Theorem 5.8 of [14] , converges exponentially fast to 0 under our assumption that f 0 has finite p 0 -moment for some p 0 > 4 (condition (6) For η ∈ (0, 1/3) to be chosen, sett = N η/δ − 1, so the last inequality implies that EW and s > 0, the homogeneity ofî and and the definitions of (7) and the same forṽ ′ * . This means that the standarization procedure is preserved by the collisions. Since the function c is the one involved in the definition of the particle system, this shows that W solves (13), as desired.
Define the event D = {S , and from there, the same argument used to estimate the first term of (36) yields for the second term: 
For the third term, using the preservation of momentum and energy, we have given by (7) , that is, v
where we have used the fact that , as one would obtain using loose bounds. Specifically: using the same argument to neglect the odd terms of the sum, we have (sin φ) 2j dφ 2π .
Denoting by n!! the product of the positive integers smaller than or equal to n which have the same parity as n, one can check the identity 
