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Let X be a compact subset of the complex plane with a nonempty interior, 
Ii(X) the uniform closure in C(X) of the rational functions with poles off X, 
and m a representing measure on i3X for the functional on R(X) of evaluation 
at a point a in int X. Let Na be the space of functions f in LZ(m) satisfying 
s fh dm = J” fh dm = 0 for all h in R(X), and let T be the operator on N2 of 
multiplication by z followed by projection onto N2. The spectral properties 
of T are investigated and shown to depend in part on the behavior of the 
so-called Green’s function of m. In case m is the harmonic measure on aX 
for a the latter function is the classical Green’s function for int X with singu- 
larity at a. Special attention is paid to the case where X is the closure of a 
finitely connected Jordan domain whose boundary curves are analytic. In that 
context, new proofs are given of Beurling’s invariant subspace theorem and 
of Forelli’s theorem on extreme points in the unit ball of the Hardy space H’(m). 
1. INTRODUCTION 
For X a compact subset of the complex plane, let R(X) denote the 
uniform closure in C(X) of the family of rational functions with poles 
off X. The algebras R(X) have received considerable attention in the 
past several years. The motivation for their study is provided partly 
by the general theory of uniform algebras and partly by problems in 
rational approximation. Many interesting facts about R(X), together 
with references to the literature, can be found in Gamelin’s book [8]. 
The present paper is concerned with representing measures for 
points in int X. Our starting point is the notion of the Green’s 
function of a representing measure. 
We assume throughout that X has a nonempty interior, and we fix 
a point a in int X. The set of representing measures on aX for the 
functional on R(X) of evaluation at a will be denoted by Ma . Thus, 
the members of Ma are the Bore1 probability measures m on 8X with 
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the property thatf(a) = J f d m f or all fin R(X). The Green’sfunction 
of such an m is defined by 
this function is well-defined everywhere in the complex plane as an 
extended real-valued function. If m is the harmonic measure on 3X 
evaluated at a, then G, is the classical Green’s function for int X 
with singularity at a. (When no confusion can arise we shall write G 
in place of G,; the same convention will be used for other objects 
associated with m.) 
We remark that m is uniquely determined by G,; this follows from 
the formula AG, = 2r(m - A,), where 6, is the Dirac measure at a 
and the Laplacian is taken in the sense of the theory of distributions. 
The main results of this paper are in Section 3. We introduce there 
a certain Hilbert space operator associated with m and show, among 
other things, that the spectral properties of this operator are related 
to the location and multiplicities of the critical points of G, . 
Section 4 deals with the special and well-understood case where X 
is the closure of a finitely connected Jordan domain with analytic 
boundary. In this case one can obtain rather precise information 
concerning the measures in n/r, and their Green’s functions. 
Some of the considerations in Sections 3 and 4 can serve as the 
basis for an efficient development of the theory of Hardy spaces in 
finitely connected Jordan domains with analytic boundaries. To 
illustrate this we give simple proofs in Sections 6 and 7 of two of the 
most interesting theorems in that theory, the invariant subspace 
theorem and a theorem of Forelli on extreme points in the unit ball 
of H1. 
Section 5 contains examples and counter examples. 
Section 2 contains an intrinsic characterization of Green’s functions 
of representing measures. This characterization is not needed in the 
remainder of the paper but is included for completeness. 
Among papers in the literature, the one most closely related to the 
present one is [14], where McCullough studies the logarithmic 
potentials of differences of representing measures for R(X). The 
Green’s function G, is, of course, simply the logarithmic potential 
of the measure 6, - m. McCullough’s main motivation was a problem 
in rational approximation. It remains to be seen whether the ideas in 
the present paper can be of use in the study of rational approxi- 
mation. 
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2. CHARACTERIZATION OF GREEN’S FUNCTIONS 
THEOREM 1. Let G be an extended real-valued function on the 
complex plane. Then there exists an m in RI, such that G = G, if and 
only if G has the following four properties. 
(a) G(z) - log 1 /I z - a 1 is harmonic in int X. 
(b) G is superharmonic in C - {a>. 
(c) G is constant on each complementary component of X. 
(d) G vanishes identically on the unbounded complementary 
component of X. 
The necessity of (a) and (b) is immediate. The necessity of (c) 
follows from the observation that log j z - zI / - log j x - za 1 
is the real part of a function in R(X) whenever x1 and za are points in 
the same complementary component of X. The necessity of (d) 
follows from the observation that log / z - x0 1 is the real part of a 
function in R(X) whenever q, is a point in the unbounded comple- 
mentary component of X. 
To complete the proof of the theorem we need a simple lemma. 
LEMMA 2.1. Let D be a domain in the plane, and let f be a function 
of class C2 in D which is holomorphic on the complement of a compact 
subset of D. Then JJb Af dxdy = 0. 
The proof of this lemma is an easy application of Green’s formula 
and we shall omit it. 
Suppose now that (a)-(d) are satisfied. Let m = 1/2n(AG) + 6, , 
where the Laplacian is taken in the sense of the theory of distributions. 
From (a)-(c) it follows that m is a positive measure supported by 8X 
(see [3, p. 431). 
We show that m is in &I,. For this it will suffice to show that 
Sfdm=f() h a w enever f is holomorphic in a neighborhood of X. 
We may assume that f has been extended to the entire complex plane 
so that it is of class C” and has compact support. We can then write 
2~ [jfdm -f(a)] = Wfl, 
zzz ss G Af dx dy, 
= 1 jjDnGAfdx& n 
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where D,, D, ,... are the complementary components of X. If c, 
is the constant value of G on D, , then 
jj 
D97 
GAfdxdy = c, jj Afdxdy = 0, 
D, 
by the lemma, and the desired equality follows. Thus m is in Ma . 
The function G - G, has a vanishing Laplacian, and by (d) this 
function vanishes identically on the unbounded complementary com- 
ponent of X. Hence G = G, almost everywhere (d&y). In view of (a) 
and (b), this means that G = G, everywhere [3, p. 251, and the theo- 
rem is proved. 
3. THE OPERATOR T 
In this section we fix a measure m in Ma . The spaces LP(m) will 
be denoted by L P. For 1 < p < co let HP be the closure of R(X) 
in LP, and let KP be the annihilator of R,(X) in Lp. (Here R,(X) 
stands for the family of functions in R(X) that vanish at a.) The 
subspaces HP and Kp are invariant under multiplication by the func- 
tions in R(X), and HP C Kp. 
We shall be concerned mainly with the case p = 2. Let N2 = 
K2 @ H2, and let T denote the projection onto N2 of the operator on 
L2 of multiplication by z. Thus, for f in N2, the function Tf is the 
projection onto N2 of the function xf (x). 
Our main object in this section is to study spectral properties of T. 
We shall show, e.g., that critical points of the Green’s function G 
are eigenvalues of T, and that the spectrum of T does not meet suffi- 
ciently smooth portions of ax. 
Before stating the first theorem we define what we shall mean by a 
critical point of G. Let the function v be defined by 
The definition makes sense for all z such that J [ z - 5 1-l dm(iJ < CO, 
and hence almost everywhere (d&y). We have the relations 
&I = VT& - m), v = -2aG, 
where the derivatives, as usual, are to be understood in the sense of 
the theory of distributions. The second formula holds in the ordinary 
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sense on the complement of ax. In particular, in int X the function 
-V is the derivative of the (possibly multiple-valued) holomorphic 
function G + iH, where H is a harmonic conjugate of G in int X. 
(Of course, ‘u vanishes identically on C - X.) 
Let U be the union of all the components of int X on which ‘u does 
not vanish identically. Obviously U contains a; an example in Section 5 
shows that U can contain more than one component of int X. 
A critical point of G is a point in U at which v vanishes (in other 
words, a point in U at which aG/ax = aG/ay = 0). The multiplicity 
of a critical point is its multiplicity as a zero of v. 
THEOREM 2. A point X in U lies in the spectrum of T if and oni$ ;f 
it is a critical point of G. When this happens h is an eigenvalue of T of 
unit multiplicity, and T - X is a Fredholm operator. If q is the multiplicity 
of h as a critical point of G, then the range of (T - h)” has codimension n 
for 0 < n < q and codimension q for n > q. 
The proof of this theorem will be accomplished in a series of lemmas. 
We remark that the space N2 can be naturally identified with the 
quotient space K2/H2. Accordingly, the operator T can be naturally 
identified with the operator that multiplication by x induces on K2/H2. 
We shall take these identifications for granted in what follows. For f 
in K2, we let [f ] stand for the equivalence class off in K2/H2. 
Remark. The above identifications make it obvious that the 
spectrum of T is contained in X. 
It is convenient to introduce the function eo(.z) = (z - a) v(x). 
A simple computation shows that 
The function w is holomorphic in U, and w(u) = 1. 
LEMMA 3.1. If X is in int X and f is in R(X), then 
w(h)f(X) = j (a ;")r(") dm(z). 
This follows immediately from the obvious equality 
(1) 
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COROLLARY. The set U is contained in the Gleason part of R(X) 
determined by a. 
We let P denote the Gleason part in question. To prove the corol- 
lary, suppose h is in U and W(A) # 0. Then by Eq. (1) the measure 
w(h)-l (A - z)-’ (a - z) d m x is a complex representing measure ( ) 
for the functional on R(X) of evaluation at A. Hence there is a measure 
in MA which is absolutely continuous with respect to m [8, p. 331. 
This implies that X is in P 18, p. 1441. Because each component of 
int X is contained in a single part of R(X) [8, p. 1451, the corollary 
is proved. 
Remark. The above reasoning provides the following additional 
information: If X is in C - U and Jjx--XI-ldm(z) < oc), then 
Eq. (1) holds. If in addition w(h) # 0, then h is in I’. 
We now extend each f in KP meromorphically into U by defining 
f(4 = & j (’ ;z)fo) dm(x). (2) 
Because of Eq. (1), this is the natural extension if f is in R(X). 
Iffis in HP, and if {f,} is a sequence in R(X) converging to f in L*, 
then f, -+ f unifo rmly on compact subsets of U. Hence, the mero- 
morphic extension of an HP function into U is actually holomorphic. 
LEMMA 3.2. lff is in KP and g is in R(X), then (@(A) = f(A) g(h) 
(A E U). 
It will suffice to prove this for the case where g(z) = (b - 2)-l 
with b in C - X. For this g and for any h in U we have 
s 
The first term on the right equals w(h)f(X)g(A), and the second 
term vanishes because the function (a - z)(b - .z)-’ is in R,(X). 
The lemma follows. 
LEMMA 3.3. Let f be a function in K* and h a point in U such that 
f(A) # 00. Then the function fi(x) = [f(z) -f(h)]/(z - A) is in K*. 
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We must show that fi annihilates R,(X). Let g be a function in 
R,(X), say g(z) = (z - a) g,(z) where g, is in R(X). Then 
jfig dm = j cx - a,‘!? gdx) dm@) _ f(X) j (’ ; “’ y@) drn@) 
The right side vanishes by the preceding lemma, so J fig dm = 0, 
as desired. 
Remark. If f is in HP, then the function fi of Lemma 3.3 is in HP. 
This follows because the function f - f(h) is theD-limit of a sequence 
in R,(X). Multiplication of this sequence by (2 - A)-l yields a sequence 
in R(X) that converges inL.p to fi . 
The next two lemmas establish a portion of Theorem 2. 
LEMMA 3.4. Let X be a point in U such that w(X) # 0. Then T - h 
is invertible. 
In fact, by Lemma 3.3 we can define an (obviously bounded and 
linear) operator S on K2 by 
(Sf)(z) = f@) -f(x). X---x 
By the preceding remark, SH2 C H2. Hence S induces an operator on 
K2/H2, and that operator is clearly inverse to T - A. 
LEMMA 3.5. Let h be a point in U such that w(h) = 0. Then h is 
an eigenvalue of T of unit multiplicity. 
If g is any function in R(X), then 
0 = w(X)g(h) = 1 lx ,~,"'"' dm(z). 
It follows that the function (z - A)-l is in K2. By Lemma 3.2, the 
meromorphic extension of this function into U is the natural one, and 
therefore (z - A)-l is not in H2. Hence the coset of (z - A)-l in K2/H2 
is an eigenvector of T for the eigenvalue A. 
Suppose f is any function in K2 such that (T - A)[ f ] = 0. Let r 
be the residue off at A. Then the function h(z) = (x - X)f(z) - T 
is in H2 and h(h) = 0. Therefore, (z - A)-lb(z) is in H2, in other 
words, the functionf (z) - r(x - A)-’ is in H2. Hence, either [f ] = 0, 
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or f determines the same coset in K2/H2 as does (x - X)-l. This shows 
that X has unit multiplicity as an eigenvalue of T, and Lemma 3.5 is 
established. 
To complete the proof of Theorem 2, it remains to establish the 
statement about the range of (T - A)” when X is a critical point of G. 
LEMMA 3.6. Let X be a critical point of G of multiplicity q. Then 
the function (x - A)+ belongs to Kp if and only if n < q. 
To prove this we note that 
The left side is nonzero when n = q, which means that the function 
(z - A)-g-l does not annihilate the function x - a. Hence (z - h)-q-l 
is not in Kp. Since Kp is invariant under multiplication by z, it follows 
that (z - A)-” is not in KP for any n > q. This proves half of the 
lemma. 
For the other half, assume 0 < n < q. Let g be any function in 
R(X). We must show that 
Let h = wg. Because g is holomorphic at A, the function h has a zero 
at h of order at least q. Thus h c+l)(A) = 0. But h(+l)(h)/(n - l)! is 
precisely the left side of Eq. (3). The proof of the lemma is complete. 
LEMMA 3.7. Let X be a critical point of G of multiplicity q. Let f 
be any function in K p. Then the order of the pole off at h is at most q. 
If f is regular at X or has a pole at X of order less than q, then the function 
(z - A)-lf (z) is in Kp. 
The first statement is immediate from Eq. (2). To prove the second 
statement, let f be regular at h or have a pole at h of order less than q. 
Then f = g + h, where g is regular at h with g(X) = 0, and h is a 
constant or a rational function whose only pole is A. By Lemma 3.6, 
the function h is in Kp. Hence g is in Kp. By Lemma 3.6 again, the 
function (z - A)-lb(z) is in KP. By Lemma 3.3, the function 
(z - A)-lg(x) is in Kp. Therefore, (.z - A)-lf (z) is in KP, as desired. 
The next lemma completes the proof of Theorem 2. 
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LEMMA 3.8. Let h be a critical point of G of multiplicity q. 
(i) For 1 < n < q, the range of ( T - h)” consists of all [f ] in 
KS/H2 such that f either is regular at h or has a pole at X of order at most 
q - n. 
(ii) For n > q, the range of (T - X)% consists of all [f ] in K2/H2 
such that f is regular at X. 
Assertion (i) follows immediately from Lemma 3.7. To prove 
assertion (ii), it will be enough to show that the range of (T - h)n+l 
contains all [f ] in K2/H2 such that f is regular at h. But for such an f, 
the function 
g(z) = f(4 - fO> 
(z - )oq+1 
is in K2 by Lemmas 3.3 and 3.7, and [f ] = (T - h)*+l[ g]. 
THEOREM 3. (i) The spectrum of T is contained in P. 
(ii) AR eigenvalues of T are contained in P. 
We prove (ii) first; the argument is standard. Let X be an eigenvalue 
of T. Then there is a unit vector f in N2 such that (T - X) f = 0, 
in other words, such that (z - h)f is in Hz. It follows that if g is any 
rational function with poles off X, then [g - g(X)] f is in H2, so that 
J k - A41 ffdm = 0. 
This means that 1 f I2 d m is a representing measure for the functional 
on R(X) of evaluation at X, and hence h is in P [8, p. 1441. 
To prove (i), consider first a point X in 8X - P. Since m is supported 
by P [8, p. 1461, multiplication by (z - X)-l defines a bounded 
operator on L2. Restricting this operator to N2 and following it by the 
projection onto N2, we obtain a bounded operator on N2. If {X,} is a 
sequence in C - X converging to X, then the latter operator is the 
norm limit of the sequence {(T - h&l}, and is, therefore, the inverse 
of T - X. Thus h is in the resolvent set of T, as desired. 
To compfete the proof of (i), let X be a point in int X - P. Then 
w(X) = 0 by the corollary to Lemma 3.1. This together with Lemma 
3.1 implies that (z - h)-l is in K2. If (z - h)-l were not in H2 then 
its coset in K2/H2 would be an eigenvector of T for the eigenvalue h, 
which is impossible by (ii). Hence (z - X)-l is in H2. It is easy to check 
that H2 and K2 are both invariant under multiplication by bounded 
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functions in Hz. Therefore, multiplication by (z - h)-l induces a 
bounded operator on K2/H2 which is inverse to T - h. The proof of 
Theorem 3 is complete. 
In connection with Theorem 3, the following questions arise which 
the author has been unable to answer. 
Question 1. Can T have an eigenvalue on aX ? 
Question 2. Is (P n int X) - U contained in the resolvent set of 
T? Equivalently, if X is in (P n int X) - U, does (.z - h)-l belong 
to H2? 
The last part of the proof of Theorem 3 shows that if h is a point in 
X - P and if (x - h)-l is in K2, then (z - h)-’ is in H2. A slight 
modification of the argument establishes the following stronger result, 
which we shall need later. 
LEMMA 3.9. Let h be a point in X - P such that (x - h)-” is in 
L2. Then (z - h)-n is in H2. 
We remark that the results obtained so far in this section do not 
depend in any way on the choice p = 2; they hold for the analog of the 
operator T on the space KPlHP (1 < p < 00). 
The final result in this section states that the spectrum of T does 
not meet free arcs on 8X. Preparatory to defining the latter term we 
recall that if J is a Jordan curve in the plane, then a crosscut of J is an 
open Jordan arc contained in int J whose endpoints lie on J. A crosscut 
of a Jordan curve separates the interior of the curve into two domains. 
An open Jordan arc A contained in aX is called a free arc on aX 
if there is a Jordan curve J having A as a crosscut such that one 
component of int J - A is contained in X and the other component 
is contained in C - X. 
THEOREM 4. Let A be a free arc on ax. Then A is contained in the 
resolvent set of T. 
The proof will be broken up into a series of lemmas. The first lemma 
is a reduction to the case where A is a circular arc. 
Let J be a Jordan curve with the properties required in the above 
definition. Let J1 denote the Jordan curve that bounds the component 
of int J - A contained in C - X. Let cp be a conformal map of the 
exterior of J1 onto the exterior of the unit circle such that v( 00) = 00. 
LEMMA 3.10. R(q(X)) = R(X) o v-l, in other words, the functions 
in R(v(X)) are precisely those of the form f o ~-l with f in R(X). 
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To prove this, we note that q~-l is continuous in / z / >, 1 and 
holomorphic in 1 z 1 > 1 (as well as at co). Therefore, q-l can be 
uniformly approximated in / x / > 1 by rational functions. It follows 
that q-1 is in R(v(X)). The spectrum of v-l as an element of R(q(X)) 
is obviously X. Hence if f is a rational function with poles off X, then 
f 0 y-l is in R(v(X)). This gives the inclusion R(X) 0 v-l C R(q(X)). 
Applying the same reasoning with X replaced by v(X) and q~ replaced 
by q-l, we obtain the inclusion R(v(X)) 0 v C R(X), in other words, 
R(q(X)) C R(X) o v-l. The lemma is proved. 
It follows from Lemma 3.10 that y transforms representing and 
annihilating measures of R(X) into representing and annihilating 
measures of R(qz(X)). Also, v b o viously transforms the harmonic 
measures on 3X into the corresponding harmonic measures on @z(X). 
For Y a measure on ax, we let Ye denote the portion of v carried by A 
(that is, v, is the measure defined by vA(E) = v(A n E)). We shall say 
that vR is almost boundedly absolutely continuous with respect to harmonic 
measure on A if vA is absolutely continuous with respect to harmonic 
measure on ax, and if the corresponding Radon-Nikodym derivative 
is bounded on each closed subarc of A. (The harmonic measure here 
may be evaluated at any point in the component of int X whose 
boundary contains A.) 
LEMMA 3.11. Let v be a real annihilating measure of R(X) on ax. 
Then V~ is almost boundedly absolutely continuous with respect to harmonic 
measure on A. 
By Lemma 3.10 we may assume that A is a circular arc. We shall 
show that each point of A is contained in an open subarc of A on 
which the assertion of.the lemma holds; this will clearly suffice. 
Let x0 be a point of A, and let E,, denote the distance of za from the 
exterior of J. For 0 < E < q, , the arc A splits the circle / z - z,, j = E 
into two open subarcs, one of which, say B, , lies in X. Let A, be the 
intersection of A with the disk 1 z - x0 j < E, and let JC be the Jordan 
curve & u B, . By the Bishop splitting lemma [lo, p. 1581, there is, 
for suitable E, a measure v, on JF such that v, annihilates all polynomials 
and such that v, coincides with v on A, . We fix a suitable E and denote 
A, 2 Jc, v, by A, , Jo > vo . 
Let $ be a conformal map of int Jo onto the open unit disk. Then # 
transforms v. into a measure vi on the unit circle which annihilates all 
polynomials. Hence dv,(eis) = h(eie) d0, where h is a function in H1 
of the unit circle [13, p. 511. S’ mce v by assumption is a real measure, 
the function h is real-valued on #(A,). Therefore, by a well-known 
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extension of the reflection principle [17, p. 591, the function h is 
analytic on #(A,). This means, in particular, that the measure vi is 
boundedly absolutely continuous with respect to d0 on each closed 
subarc of +(A,). Let u denote the harmonic measure on J,, evaluated 
at #-l(O). Then, applying #-’ to the preceding conclusion, we find 
that u,, is absolutely continuous with respect to (J, and dv,/du is bounded 
on each closed subarc of A,. The same if obviously true of uAO .
By a standard argument involving balayage [18, $21, uA is boundedly 
absolutely continuous with respect to harmonic measure on A. The 
lemma is therefore proved. 
COROLLARY. The measure mA is almost boundedly absolutely con- 
tinuous with respect to harmonic measure on A. 
This follows from Lemma 3.11 applied to the difference between m 
and the harmonic measure on aX evaluated at a. 
We now need a simple result from potential theory. For v a finite, 
real, compactly supported Bore1 measure in the plane, let P, denote 
the logarithmic potential of v: 
LEMMA 3.12. Let D be a component of int X, and let t.~ be the har- 
monic measure on aD evaluated at a point of D. Let v be a real measure 
which is boundedly absolutely continuous with respect to t.~. Then P,, is 
@site and continuous at every point of aD which is regular for the 
Dirichlet problem in D. 
The potential P, is actually finite everywhere. The same is there- 
fore true of P, . The regular points on aD are precisely the points 
on ZJD at which P, is continuous [3, pp. 11 l-l 131. Hence it will suffice 
to show that P, is continuous wherever P, is continuous. We may 
assume, without loss of generality, that 0 < v < p. Then P, and 
P,-” are both lower semicontinuous, and their sum is P, . It is element- 
ary that two finite lower semicontinuous functions must be continuous 
at each point where their sum is continuous, so the lemma is proved. 
For v a real annihilating measure of R(X), let V, denote the restric- 
tion to int X of the Cauchy transform of V: 
V,(z) = j & dv(5) (a E int X). 
Also, let I’ denote the restriction of the function v to int X (i.e. V = V, 
with v = m - 6,). 
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LEMMA 3.13. Let v be a real annihilating measure of R(X) on 3X. 
Then 
(i) P, is continuous on A ; 
(ii) if A is an analytic arc, then P, ) int X can be continued 
harmonically across A; 
(iii) if A is an analytic arc, then V, can be continued anaZyticaZZy 
across A, and v is given along A by the formula 
dv(z) = & V,(z) dz. 
Assertion (i) follows from Lemmas 3.11 and 3.12. Assertion (ii) 
follows from (i) and the reflection principle. The first part of assertion 
(iii) follows from (ii) and the equality V, = 2aP, . Formula (4) 
expresses a well-known result from the theory of distributions 
[19, p. 491. 
Exactly the same reasoning proves 
LEMMA 3.14. (i) The Green’s function G is continuous on A. 
(ii) If A is an analytic arc, then G / int X can be continued 
harmonically across A. 
(iii) If A is an analytic arc, then V can be continued analytically 
across A, and m is given along A by the formula 
dm(z) = & V(z) dx. 
Lemma 3.14 (iii) implies that if A is not contained in 8U, then m 
vanishes identically on A. When this happens, the argument used in 
the proof of Theorem 3 shows immediately that A is contained in 
the resolvent set of T. Accordingly, we assume henceforth that A C a U. 
Let N1 denote the annihilator in L1 of R(X) + R(X) (the bar 
denotes complex conjugation). Note that NZ C N1 C K1. 
LEMMA 3.15. Assume that A is an analytic arc. Let f be a function 
in N1. Then the meromorphic extension off into U (dejked by Eq. (2)) 
can be continued meromorphically across A. This continuation agrees on A 
with the original function f. 
Since N’ is closed under complex conjugation, we may assume that f 
is real. Let dv = f dm. Then v is a real annihilating measure of R(X). 
A routine calculation shows that the meromorphic extension of f 
into U is equal to V,/V. The meromorphic continuability of this 
function across A follows by Lemmas 3.13 and 3.14. To prove that 
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this continuation agrees on A with f, it is enough to show that 
( VV(z)/V(z)) &z(z) = C&(Z) along A. The latter follows from formulas 
(4) and (5), so the lemma is proved. 
Our final lemma establishes Theorem 4 for the case of an analytic 
arc. 
LEMMA 3.16. Assume that A is an analytic arc. Then A is contained 
in the resolvent set of T. 
Let h be a point on A. By Theorem 3, h is not an eigenvalue of T; 
i.e., T - X is one-to-one. Hence, by the open mapping theorem, we 
need only show that T - X has full range. This amounts to showing 
that for each function f in N2 there is a function g in K2 such that 
(x-A)g-fisinH2. 
Let the function f in N2 be given. Assume first that V(h) f 0. 
Then by Lemma 3.15 and its proof, f is holomorphic at X. Define g 
by g(z) = [f(z) -f(h)]/(z - h). A simple limit argument shows 
that g is in K2, and obviously (z - h) g - f is in HZ, as desired. 
Assume now that V(h) = 0, so that f is merely meromorphic at h. 
It is clear that if f,, is the principal part of the Laurent series off at h, 
then each term off0 is in L 2. Therefore, by Lemma 3.9, f. is in H2. 
Let fi = f - f. . Then fi is holomorphic at h, so we can define g(x) = 
[fd4 - f1(41/(~ - 9 As b e ore, f a simple limit argument shows 
that g is in K 2. We have (z - X)g - f = -f. -f,(h), and, as the 
last function is in H2, the proof of the lemma is complete. 
We now prove Theorem 4 in the general case, using the conformal 
map y introduced above. The set X is a spectral set for T in the sense 
of von Neumann [ 161. The function y belongs to R(X), and hence the 
operator v(T) is defined by the von Neumann operational calculus 
(and is simply the projection onto N2 of the operator on L2 of multi- 
plication by p)). The spectral mapping theorem holds, i.e., sp(v( T)) = 
&P(T)) 16, P. 3691. Hence it will suffice to show that y(A) is contained 
in the resolvent set of q(T). By Lemma 3.10, q(T) is the analog of the 
operator T for the measure m 0 y-l (which represents evaluation at 
da) on Nd-9)). s ince v(A) is an analytic arc, the desired conclusion 
follows by Lemma 3.16. 
4. FINITELY CONNECTED JORDAN DOMAINS 
For the remainder of this paper, except for a brief excursion in 
Section 5, we suppose X = 0 where U is a bounded domain whose 
boundary consists of N + 1 nonintersecting analytic Jordan curves. 
GREEN'S FUNCTIONS 373 
We give aX the usual positive orientation relative to U. As before, 
a denotes a fixed point in U. 
In this section, we first obtain certain results on the structure of the 
representing measures and the real annihilating measures of R(X). 
Although these results are known (see for example [l]), it seems 
appropriate that we include at least indications of proofs. At the end 
of the section we shall use what we have learned to gain some insight 
into the geometry of the convex set M, . 
We retain the notations introduced in Section 3, but with appen- 
dages, where appropriate, to indicate the representing measure m 
under consideration. Thus, the Green’s function of m will be denoted 
bYG,Y the corresponding function V by V, , and the corresponding 
spaces Lp, HP, Kp by Lp(m), HP(~), P(m). The harmonic measure 
on aX evaluated at a will be denoted by m,, . Instead of writing GrnO 
and Vm, , we write G, and V,, , 
Because 8X consists entirely of analytic free arcs, Lemmas 3.13 and 
3.14 can be applied immediately. Application of Lemma 3.14 yields 
the following conclusions: Let m be a measure in M, . Then the 
function G, 1 U can be continued harmonically across 8X. The 
function V, can be continued analytically across ax, and the measure 
m is given by dm(z) = l/2772( V,(z)) dx. 
A standard application of the argument principle now gives the 
following: 
LEMMA 4.1. Let m be a measure in M, . Then V, hasprecisely N zeros 
in X, provided zeros on aX are counted with one half their multiplicities. 
In fact, because the measure iv,(z) dz on aX is real, the increment 
in arg V,(z) as z traverses aX once in the positive direction is 
27r(N - 1). The function V, has one pole in X, a pole of order 1 at a. 
Hence, by the argument principle, V, has N zeros in X. 
COROLLARY. If m is in M,, then G, has at most N critical points, 
counting multiplicities. 
The function V, corresponding to the harmonic measure m,, has 
no zeros on ax. (We omit the elementary proof.) Hence the classical 
Green’s function GO has N critical points. Moreover, if m is in M, , 
then V,/V, is bounded on 8X, so that m is boundedly absolutely 
continuous with respect to m, . 
Note that if m is in M, , then every zero of V, on aX has an even 
order. This follows from the positivity of the measure 1/2A( V,(z)) dz 
on ax. 
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Let Q be the space of real annihilating measures on 8X of R(X). 
Lemma 3.13 gives the following conclusions: Let v be a measure in Q. 
Then the function P, / U can be continued harmonically across ax. 
The function V, can be continued analytically across 3X, and v is 
given by dv(z) = l/27$ VV(z)) dz. 
The reasoning used to prove Lemma 4.1 gives also the following: 
LEMMA 4.2. If v is a nonzero measure in Q, then V, has precisely 
N - 1 zeros in X, provided zeros on aX are counted with one half their 
multiplicities. 
Note that V, must have an even number of zeros on each component 
of 8X. This follows because l/2&( V”(z)) dz is a real measure on ax. 
If v is in Q, then P, is continuous on X, harmonic in int X, constant 
on each component of ax, and zero on the boundary of the unbounded 
component of C - X. Suppose that u is any real-valued function on X 
with all of the preceding properties. Then u can be continued har- 
monically across 8X, and the measure dv(z) = l/+(&(z)) dx on aX 
is easily seen to be real. By Cauchy’s theorem, v is in Q. So we have 
&4(x) = &V”(X) = 3P”( x on aX and hence also in U. Thus P, - u ) 
is antiholomorphic in U. Since P, - u is real it must be constant. 
Because P, - u vanishes on one component of 8X it is, therefore, 
identically zero. This shows that every u with the described properties 
is equal to P, for some v in Q. The space of such functions u obviously 
has dimension N. Hence Q has dimension N. 
If v is in Q, then VJV, is bounded on 8X, so v is boundedly abso- 
lutely continuous with respect to m, . Hence, if E is a sufficiently small 
real number, then the measure m + EV is positive and therefore 
belongs to Ma . It follows that the convex set Mr, is an N-dimensional 
convex body. 
The above observations provide some information on the geometry 
ofMa. 
THEOREM 5. (i) If th e measure m is an extreme point of M, , then 
G, has at most N/2 critical points, counting multiplicities. 
(ii) If m is a measure in M, such that G, has no critical points, 
then m is an extreme point of M, . 
Elementary reasoning shows that a measure m in M, fails to be an 
extreme point of M, if and only if there is a nonzero measure v in Q 
such that each zero of V, on 8X is a zero of V, of at least as high an 
order. If G, has no critical points, then, by Lemma 4.1, V, has a total 
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of 2N zeros on ax; while if v is in Q, then, by Lemma 4.2, V, has at 
most 2N - 2 zeros on 8X. Assertion (ii) is now immediate. 
If G, has more than N/2 critical points, then, again by Lemma 4.1, 
V, has fewer than N zeros on ax. Assertion (ii) will, therefore, be 
immediate once the following lemma has been proved. 
LEMMA 4.3. Let z1 ,..., .zk be distinct points on 8X, and let q1 , . . . , qk 
be positive integers whose sum is less than N. Then there is a nonxero 
measure v in Q such that V, has a zero at zi of order at least qj, j = 1,. . ., k. 
We prove this under the assumption that q1 = a*- = qk = 1. The 
general case can be obtained from this special one by allowing zeros 
to coalesce. 
Note first that if z is a point on ax, then the set of values (V”(z) : 
v E Q} is a submanifold of C of real dimension 1. This follows from 
the reality of the measures iv”(z) dx. 
Now choose a basis vi ,..., vN for Q, and consider the k-tuples 
xi = (K,W,..., q%>), j = l,..., N. 
Because k < N, it follows from the preceding observation that 
xi ,..., x,,, are linearly dependent over the reals; i.e., some nontrivial 
real linear combination of xi ,..., xN vanishes. The corresponding 
linear combination of vi ,..., vN has the properties required by Lemma 
4.3. 
In Section 7 we shall discuss the relation between Theorem 5 and 
Forelli’s theorem on extreme points. 
To conclude this section we give two examples to illustrate Theo- 
rem 5. These examples are for the case N = 2, so that M, is two 
dimensional. We include no proofs; the latter, while in some instances 
tedious, are all elementary. 
EXAMPLE 1. Let aX consist of the unit circle and two circles both 
of radius r < l/2 with centers at the points l/2 and - l/2 on the real 
axis. Let a = 0. The following properties hold. 
(a) If m is in M, , then V, has a zero on each of the segments 
[& + r, I] and [- 1, -4 - r] and has no other zeros in X. 
(b) If x0 is a point in the intersection of 8X with the real axis, 
then there is a measure v in Q such that V, has a zero of order 2 at z,, . 
(c) A measure m in M, is an extreme point of M, if and only 
if G, has no critical points. 
(d) M, has precisely four extreme points. 
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EXAMPLE 2. Let w be a cube root of unity. Let r,, I’, , r, be 
nonintersecting circles of the same radius with centers at 1, W, ~2. 
Let Y be the set of points in the extended plane that are on one of 
the circles rj or exterior to all of them. Let p) be a linear fractional 
transformation such that ~(1) = co, and such that v preserves the 
real axis. Let X = F(Y) and a = p?( co). Finally, let r be the image 
under g, of the circle centered at the origin that meets each ri at right 
angles. 
Considerations of symmetry show that the classical Green’s 
function G, has a critical point of multiplicity 2 at y(O). The following 
additional properties hold. 
(a) If v is in Q and V, has a zero in U, then this zero lies on I’. 
If V, has a zero of order 2 on ax, then this zero lies on r. 
(b) If m is in M, , and V, has a zero on 3X - r, then m is an 
extreme point of Ma . 
(c) There is an m in Ma such that V, has a real zero of order 2 
on aX and a real zero of order 1 in U. This m is an extreme point of 
Ma , as are all points in aM, sufficiently close to it. (This gives an 
example of an extreme point m such that G, has a critical point.) 
Further study of the geometry of Ma might be interesting. For 
example, the following questions suggest themselves. 
(1) In Example 2 above, are all points on aM, extreme points? 
(2) Is it possible for V, to have a zero on aX of order greater 
than 2 ? 
(3) Is it possible, when U is triply connected, for Ma to be a 
triangle ? 
We remark that Ahern [l] has studied the geometry of the unit ball 
in Q. 
5. EXAMPLES 
In this section we return briefly to the general situation in order to 
give a few examples. The examples are all variations of the well-known 
“string of beads” [8, p. 1461. Proofs will only be sketched. 
For the sets X of the preceding section, the spectrum of the operator 
T is always contained in int X. In the general case, if N2 is infinite 
dimensional, then the spectrum of T must meet 8X. It is natural to ask 
whether the spectrum of T can ever be contained in 8X. The following 
example shows that this is possible. 
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EXAMPLE 3. Let C be a Cantor set of positive linear measure on 
the interval [0, 11. Let X be the set obtained by removing from the 
closed unit disk the open disks having as diameters the components of 
[0, l] - C. The interior of X is then a simply connected domain. 
Let a be any point in int X and let m be the harmonic measure on 8X 
evaluated at a. By considering a conformal map of int X onto the 
unit disk, one can show that Hz(m) has an infinite codimension in 
P(m). Hence T is an infinite dimensional operator. Since int X is 
simply connected, the Green’s function G, has no critical points. 
Therefore, by Theorem 2, sp T C ax. 
Note that aX - C is a union of free arcs. Therefore, by Theorem 4, 
sp T C C. As Davie [4] has shown, it is possible to choose C so that 
every point of 8X is a peak point of R(X). If this is done, then we are 
sure, by Theorem 3, that T has no eigenvalues. 
On the basis of the results of Section 4 one might conjecture that 
in a component of int X of connectivity N + 1, a Green’s function 
can never have more than N critical points. The next example shows 
that this is not the case. 
EXAMPLE 4. Let C be a Cantor set on the interval [l/2, 11. Let X 
be the set obtained by removing from the closed annulus X,, = 
{z : l/2 < / z 1 < l> the open disks having as diameters the com- 
ponents of [l/2, I] - C. Let a = -3i/4. We shall show that if C is 
suitably chosen, there is a measure m in Ma such that G, has a critical 
point in int X (even though int X is simply connected). 
Let m. be the harmonic measure on 8X, evaluated at a. The Green’s 
function Gm, has a single critical point b in int X0; the point b lies 
on the segment (i/2, i). Let D be an open disk centered at b whose 
closure is contained in int X0 . 
We shall specify C by defining the component intervals of 
[l/2, l] - C inductively. Let (xn - r, , x, + r,) be the n-th com- 
ponent interval of [ l/2, l] - C. For each n we let X, be the set obtained 
by removing from X,, the open disks 1 z - xk / < rk , K = l,..., n, 
and we let m, be the harmonic measure on 8X, evaluated at a. 
Assume that xk and rk have been defined for k = l,..., n - 1 in 
such a way that GmnT1 has a critical point in D. Choose a component 
interval of [I /2, l] - 0;:: (xk - rk , xk + rk) of maximum length, 
and let x, be its midpoint. For small positive r, let 
x,*, = q-1 - {z : I z - x, 1 < r}, 
and let G,. be the classical Green’s function for int X, r with singularity 
at a. Then G, + Gm,-, uniformly on compact subsets of X,-i - {u} 
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as r -+ 0. Hence G, will have a critical point in D if r is small enough. 
We choose rrr to be such an r. In this way, we are assured that G,,, 
has a critical point in D for every n. 
One can show that the sequence {m,} converges weak-star to a 
measure m on 8X [9, pp. 24-251. It is clear that m is in &I, . Moreover 
Gm, -+ G, uniformly on compact subsets of X - {a>, and so G, has 
a critical point in D, which is the desired conclusion. 
By a modification of the preceding construction one can produce, 
for any positive integer N, an example where G, has at least N critical 
points in a simply connected component of int X. With more effort 
one can construct an example where G, has infinitely many critical 
points in a simply connected component of int X. 
Finally, we describe an example in which the set U has two com- 
ponents. 
EXAMPLE 5. Let C, be a Cantor set on the interval [l/2, 11. Let C, 
be the reflection of C, about the imaginary axis, and let C = C, u C, . 
Let X be the set obtained by removing from the closed unit disk the 
open disks having as diameters the components of [- 1, l] - C. Let 
a = -3i/4. By a modification of the reasoning used in the preceding 
example one can show that if C is suitably chosen, there will be a 
measure m in ii!?, such that G, is not identically constant in the upper 
component of int X. One can also arrange for G, to have a critical 
point in the upper component of int X. 
6. INVARIANT SUBSPACES 
We return to the situation of Section 4, where X is the closure of 
a finitely connected Jordan domain whose boundary curves are 
analytic, All notations introduced in Section 4 will be retained. 
For m in i’E, , let Z, denote the operator on L2(m) of multiplication 
by x. A subspace of L2(m) is called invariant if it is invariant under 
f(Z,) for all f in R(X). An invariant subspace 5’ of L2(m) is called 
simply invariant if (Z, - a)S # S, and doubly invariant if 
(Z, - a)S = S. 
THEOREM 6. Let m be a measure in M, . 
(i) The doubly invariant subspaces of L2(m) are precisely those 
of the form xeL2(m) with E a measurable subset of 8X. 
(ii) The simply invariant subspaces of L2(m) are precisely those 
of the form uH2(m) with u an invertible function in L”(m). 
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The literature contains several proofs of this result (see [2, p. 1251). 
These proofs, however, are all quite involved. We give here a very 
simple proof based on some of the above results. The previous proofs 
all pertain to the case where m is the harmonic measure m, . The 
simplicity of the present proof is made possible by our refusal to place 
m, in a priviledged position. 
Theorem 6 was first known for the case where X is the closed unit 
disk. That result originated with Beurling and has a long history 
(see [12; 13, Chap. 71). A n extremely simple proof of Beurling’s 
theorem has been provided by Srinivasan [12, p. 81. The proof below 
is the natural adaptation of Srinivasan’s proof to the present more 
complicated situation. 
We remark that the extension of Theorem 6 to finite Riemann 
-surfaces can be obtained by techniques similar to the ones employed 
here [15]. 
The argument for part (i) of Theorem 6 is standard and we only 
sketch it. Let S be a doubly invariant subspace of L2(m). Since 
(2, - a)S = S, we have (2, - u)-~S’ = S, and hence (2, - u)-~S = S 
for all positive integers n. It follows that S is invariant under f(2,) 
for all f in R(BX). But R(aX) = C(aX) (see, e.g., [S, p. 47]), and a 
simple argument [12, pp. 7-81 shows that a subspace of L2(m) which 
is invariant under multiplication by all functions in C(aX) must have 
the form xEL2(m) for some measurable subset E of 8X. 
To prove part (ii), we need two lemmas and another bit of notation. 
Let m belong to M, . Let x1 ,..., xk be the zeros of V, on aX and let 
291 ,a**, 2q, be their multiplicities. We define the rational function d, 
bY 
d,(z) = (z - zp *.. (z - ,q-**. 
If V, has no zeros on aX we let d, = 1. The measures 1 d, I2 dm 
and m,, are thus mutually boundedly absolutely continuous, so that 
multiplication by d, gives a bounded invertible linear transformation 
of L2(m,) onto L2(m). If TV is another measure in Ma , then multiplica- 
tion by d,/d, gives a bounded invertible linear transformation of 
L”(p) onto L2(m). 
LEMMA 6.1. If m is in Ma , then I-P(m) = d,H2(m,). 
Suppose {fn} is a sequence in R(X) that converges in the norm of 
L2(m) to a functionf. Then the functions O;‘flz are in ii(X) and, by 
the remarks above, they converge to d$j in the norm of L2(m,). 
Therefore, d;lH2(m) C H2(m,), in other words, H2(m) C d,H2(m,). 
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On the other hand, by Lemma 3.9, the function d, belongs to 
H2W Suppose if2 is a sequence in R(X) that converges in the norm 
of L2(m,) to a function J Then the functions A,& are in H*(m), and 
they converge in the norm of L2(m) to A,$ Thus Hz(m) 3 d,H2(m,), 
and the lemma is proved. 
LEMMA 6.2. Let m belong to M, , and let S be an invariant subspace 
of L2(m) such that H2(m) C S C K2(m). Then S = pH2(m), where p 
is a rational function whose poles lie in U. Each pole of p is a critical 
point of G, , and its order as a pole is no larger than its multiplicity as 
a critical point. 
We consider the subspace S/H2(m) of the (finite dimensional) space 
K2(m)/H2(m). Th is subspace is invariant under the operator T, . 
The structure of T, is determined by Theorems 2 and 3. Namely, 
let A r ,..., A, be the critical points of G, , and let q1 ,..., qk be their 
multiplicities. Then T, is a cyclic operator whose minimum poly- 
nomial is 
The invariant subspaces of this operator are easily determined; they 
are the subspaces kerp( T,) with p a polynomial which divides the 
minimum polynomial of T, . If p denotes the particular polynomial 
corresponding to. the invariant subspace S/H2(m) and if p = l/p, 
then (see Lemma 3.7) S = pH2(m), as desired, 
We now complete the proof of Theorem 6. Let m be in M, and 
let S be a simply invariant subspace of L2(m). Then, since (2, - a)S 
is closed and properly contained in S, there is a function h of unit 
norm in S 0 (2, - a)S. Iff is any function in R(X), then [f - f (a)]h 
is in (2, - a)S, so that 
0 = j [f -f(u)] hh dm 
= i f 1 h I2 dm -f(a). 
It follows that the measure dp 7 1 h 12 dm is in M, . 
Consider the isometry of L2(m) onto LB(p) of multiplication by h-l. 
This map sends S onto a certain invariant subspace S’ of L2(p). 
It also sends the invariant subspace of D(m) generated by h onto 
GREEN’S FUNCTIONS 381 
H2(p). Thus H2(p) C 5”. We assert that also S’ C K2(p), i.e., 
J& dp = 0 whenever g is in S’ and f is in R,(X). This is so because 
ShTfdP = f cfhgw m, and f hg belongs to (2, - a)S when g is in S’ 
and f is in R,(X). 
It now follows by Lemma 6.2 that S’ = pH2(p) where p is a rational 
function whose poles lie in U. Thus S = phH”(p), which together 
with Lemma 6.1 gives S = uH2(m) where u = phd,/d, . The mea- 
sures / h I2 dm and / Am/AU I2 d m are mutually boundedly absolutely 
continuous, and hence hA,/d, is an invertible function in L”(m). 
Therefore, u is also an invertible function in L”(m), and the proof is 
complete. 
With a little extra effort (which we shall not exert here), Theorem 6 
can be made more precise. Let m be in M, and let L” denote L”(m). 
(Since the measures in A!, are mutually absolutely continuous, their 
Loo-spaces coincide.) Let H” be the weak-star closure of R(X) in L”. 
The space H” is a subalgebra of L”, and one can show that it is in 
natural one-to-one correspondence with the space of bounded holo- 
morphic functions in U. It turns out that if ur and u2 are invertible 
functions in L”, then u,H2(m) = u2H2(m) if and only if uJu2 is an 
invertible function in H”. Hence the simply invariant subspaces of 
L2(m) are in one-to-one correspondence with the elements of the 
quotient group (L”)-l/(H”)-l. Th ere are ways of selecting canonical 
representatives of the cosets in this quotient group. For example, one 
can show that each coset contains a function which has constant 
modulus on each component of ax. 
We conclude this section by proving a simple lemma which is 
needed in the next section. 
LEMMA 6.3. Let m be in M, . Then every nontrivial invariant 
subspace of H2(m) is simply invariant. 
We first note that if f is in H2(m) and f vanishes identically in U, 
then f is the zero function. For the vanishing off in U implies, via 
a simple calculation, that the Cauchy transform of the measure fdm 
vanishes on C - ax, and that in turn implies that fdm is the zero 
measure [8, p. 471. (Th e same argument applies when f is merely 
in K2(m).) 
Now let S be a nontrivial invariant subspace of H2(m). By the 
observation of the preceding paragraph, there is a nonnegative integer 
k such that some function in S, say f, has a zero of order k at a, but no 
function in S has a zero of order less than k at a. Then f is not in 
(2, - a)S; so S is simply invariant. 
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7. EXTREME POINTS 
In this section we shall work almost exclusively with the harmonic 
measure m, . Accordingly, we denote L~(rn,), ZP(nz,), and D(m,,) by 
LP, HP, and Kp. Our concern is the following theorem of Forelli [7]. 
THEOREM 7. Let f be a function in H1 of unit norm and let S be the 
invariant subspace generated by f. 
(i) If f is an extreme point of the unit ball in H1, then the co- 
dimension of S in H1 does not exceed N/2. 
(ii) If S = H1, then f is an extreme point of the unit ball in HI. 
As we shall see, part (ii) can be proved very simply; we have 
included it in the theorem mainly to facilitate a comparison with 
Theorem 5. We shall be concerned chiefly with (i). Forelli’s proof of 
this, while of considerable interest in its own right, is quite indirect. 
It involves working with a uniformizer of U and with the correspond- 
ing group of covering transformations. We present here a more 
“intrinsic” proof, which involves a reduction of (i) to a statement 
about invariant subspaces in L 2. This proof can be employed also on 
finite Riemann surfaces, which is the context in which Forelli worked. 
We remark that additional results on extreme points in H1 have 
been obtained by Gamelin and Voichick [l 11. 
To carry out the reduction of (i) mentioned above, we need a 
simple result about invariant subspaces of H1. Actually, the invariant 
subspaces of L1, and, in fact, of any Lp, have the same structure as 
those of L2. This can be proved from Theorem 6 by the methods 
employed in [20]. The proof we need is short, and so we present it here. 
LEMMA 7.1. Every nontrivial invariant subspace of H’ has the 
form uH1 with u an invertible function in L”. 
Let S be a nontrivial invariant subspace of H1. We assert that 
S n L2 is L1-dense in S. To prove this, let f be any function in S. 
There is a factorization f = f,f2 , where fi and f2 are in L2. Let S, 
be the invariant subspace of L2 generated by fi . Then, by Theorem 6, 
S, n L” is L2-dense in S, . Hence f is in the L1-closure of fi(Sl n L”). 
Since f2(S1 n L”) C S n L2, the assertion is proved. 
Now it is very easy to see that H1 n L2 = H2. In fact, the inclusion 
H2 C Hl n L2 is trivial. On the other hand, a function in H1 n H2 
is orthogonal, with respect to the L2 inner product, to N2 and to 
R,(X). The orthogonal complement in L2 of N2 + R,(X) is H2, 
so we have the reverse inclusion H1 n L2 C H2: 
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We may therefore conclude that S n H2 is L1-dense in S. Obvious- 
ly S n H2 is an invariant subspace of H2, so by Lemma 6.3 it is 
simply invariant. Thus, by Theorem 6, S n H2 = uH2, where u 
is an invertible function in L”. Therefore S = uH1, and the lemma 
is proved. 
We shall say that a nonzero function f in H1 is extremal iff/llfili is 
an extreme point of the unit ball of HI. De Leeuw and Rudin [5] 
have obtained the following criterion: A nonxerofunction f in H1 is not 
extremal if and only if there is a nonconstant real function a, in L” such 
that p7fis in H1. This criterion is the starting point of the investigations 
in Ref. [5, 7, and 111. 
Part (ii) of Theorem 7 is a simple consequence of the de Leeuw- 
Rudin criterion. In fact, letfbe a function in H1 such that the invariant 
subspace generated by f is all of H’. Let 4p be a real function in L” such 
that qf is in H1. Then, obviously, yH1 C H1, so v is in H1. It is easily 
seen that m, is multiplicative on H1 n L”, and therefore 
s [p - ye]” dm, = 0. 
Hence v is constant. The de Leeuw-Rudin criterion thus implies 
that f is extremal, and (ii) is proved. 
The de Leeuw-Rudin criterion also applies in Ki, and this enabIes 
one to relate Theorem 5 to Theorem 7. Let m be a measure in M, . 
Then dm/dm, is an element of K1 of unit norm, and it is trivial to verify 
that m is an extreme point of M, if and only if dmldm, is an extreme 
point of the unit ball of K1. Since dmjdm, = V,/V, , and since 
K1 = (z - a)-lV;lHl (by results in Section 3), the de Leeuw-Rudin 
criterion implies that m is an extreme point of M, if and only if 
(z - a)V, is extremal in H1. Knowing this, one can easily deduce 
Theorem 5 from Theorem 7. The former theorem, of course, lies 
much nearer the surface. 
We now give the proof of part (i) of Theorem 7. By the de Leeuw- 
Rudin criterion, if two functions in H1 generate the same invariant 
subspace, then one is extremal if and only if the other is. Therefore, 
by Lemma 7.1, it is enough to prove (i) for functions in H1 n (L”)-l. 
If f is such a function, then elementary reasoning gives the following 
conclusions: 
(a) If g, is in L”, then cpf is in H1 if and only if q is orthogonal 
to f K02 (where K,,2 is the space of functions in K2 that are annihilated 
bY “oh 
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(b) The codimension of fH2 in Hz is at least as large as the 
codimension off H1 in H1; 
(c) The codimension of f K,,2 in K,,” equals the codimension 
offH2 in Hz. 
Part (i) of Theorem 7 will therefore be established once the 
following lemma has been proved. 
LEMMA 7.2. Let S be an invariant subspace of K02 whose codimension 
in K02 exceeds N/2. Then there is a nonconstant bounded realfunction 
orthogonal to S. 
The proof of this depends on another lemma. 
LEMMA 7.3. Let S be an invariant subspace of K,,2 and let J = 
K02 0 S. Then J n L” is L2-dense in J. 
The following proof of Lemma 7.3 was suggested by P. R. Ahern, 
to whom I wish to express my thanks. 
For each h in U that is not a critical point of G, , let hA be the kernel 
function for the functional on K,,2 of evaluation at h. Thus hA is the 
unique function in K,,2 such that f(h) = Jf h,, dm, for all f in K,,2. 
Let hA’ be the projection of h, onto S and h; the projection of h,, onto J. 
The functions h: span J. For if f is in J and f is orthogonal to every hi , 
then f vanishes identically in U, and this implies that f is the zero 
function (see the proof of Lemma 6.3). 
It will therefore s&ice to show that the functions h: are bounded. 
For this it will suffice to show that the functions h, and h,+’ are bounded. 
If f is any function in R(X), then fh, belongs to K02 and takes the 
value f (A) h,(X) at X. Hence, 
It follows that the measure h,(h)-l 1 hA j2 dm, belongs to Mh . But all 
the measures in Mh are boundedly absolutely continuous with respect 
to m, , and so h, is bounded. The same reasoning shows that h,’ is 
bounded; so Lemma 7.3 is proved. 
We now prove Lemma 7.2. Let S satisfy the conditions specified in 
the statement of the lemma, and let J = K,,2 0 S. Let n be the 
orthogonal projection in L2 with range N2. We suppose, first, that 
dim llJ > N/2. Then, because dim N2 = N and N2 = m2, the 
subspace (17J) n (LlJ) is nontrivial; i.e., there is a nonzero real 
function in 17J. Hence, by Lemma 7.3, there is a bounded function g 
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in J such that IIg is real and nonzero. Since 17g is bounded, the func- 
tion g, = g - IIg is bounded. The function gr is in Ro2, so it is 
orthogonal to S. Thus g + gi is a nonconstant bounded real function 
orthogonal to S. 
It remains to consider the case where dim fl] ,< N/Z. In that case, 
since dim J > N/2, the subspace n-l(O) n J = Ha2 n J is nontrivial. 
Since the linear manifold J n L” is dense in J, it is dense in any 
subspace of J whose codimension in J is finite. Hence there is a 
nonzero bounded function g in H,,2 A J. Then g + g is a nonconstant 
bounded real function orthogonal to S. The proof is complete. 
REFERENCES 
1. P. R. AHERN, On the geometry of the unit ball in the space of real annihilating 
measures, Paczj’ic J. Math. 28 (1969), l-7. 
2. P. R. AHERN AND D. SARASON, The Hp spaces of a class of function algebras, 
Acta Math. 117 (1967), 123-163. 
3. M. BRELOT, Elements de la Theorie Classique du Potentiel, Centre de Documenta- 
tion Universitaire, Paris, 1965. 
4. A. M. DAVIE, Ph.D. Thesis, University of Dundee, 1970. 
5. K. DE LEEUW AND W. RUDIN, Extreme points and extremum problems in H’, 
Pacific J. Math. 8 (1958), 467-485. 
6. C. FOIAS, Unele aplicatti ale multimilor spectrale I, Studii si Cert. Mat. 10 (1959), 
365-401. 
7. F. FORELLI, Extreme points in HI(R), C anad. 1. Math. 19 (1967), 3 12-320. 
8. T. W. GAMELIN, “Uniform Algebras,” Prentice-Hall, Englewood Cliffs, N. J., 
1969. 
9. T. W. GAMELIN AND H. Ross~, Jensen measures and algebras of analytic functions 
in “Function Algebras,” (F. Birtel, Ed.), pp. 15-35, Scott, Foresman, Glenview, 
Ill., 1966. 
10. T. W. GAMELIN AND G. LUMER, Theory of abstract Hardy spaces and the universal 
Hardy class, Advances in Math. 2 (1968), 118-174. 
11. T. W. GAMELIN AND M. VOICHICK, Extreme points in spaces of analytic functions, 
Canad. J. Math. 20 (1968), 919-928. 
12. H. HELSON, “Lectures on Invariant Subspaces,” Academic Press, New York/ 
London, 1964. 
13. K. HOFFMAN, “Banach Spaces of Analytic Functions,” Prentice-Hall, Englewood 
Cliffs, N. J., 1962. 
14. T. A. MCCULLOUGH, Rational approximation on certain plane sets, Pacific J. 
Math. 23 (1969), 631-640. 
15. D. NASH, Ph.D. Thesis, University of California, Berkeley, Cal., 1970. 
16. F. RIFSZ AND B. SZ.-NAGY, “Functional Analysis,” Ungar, New York, 1955. 
17. W. RUDIN, Analytic functions of class H, , Tram. Amer. Math. Sot. 78 (1953, 
46-66. 
18. D. SARASON, Weak-star density of polynomials, to appear. 
19. L. SCHWARTZ, “Theorie des Distributions,” Vol. I, Hermann, Paris, 1957. 
20. T. P. SRINIV~~AN AND J.-K. WANG, Weak*-Dirichlet algebras, in “Function 
Algebras” (F. Birtel, Ed.), pp. 216-149, Scott, Foresman, Co., Glenview, Ill., 1966. 
