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 要  旨 
近年，インターネットの普及と発展にともない，無線 LAN技術の向上や機器の価格が低下し，
IEEE 802.11規格に基づいた無線 LANが広く利用されている．無線 LANでも，様々なトラヒッ
クを収容するようになり，課題の一つとして通信状況に合わせた送信機会の確保がある．無線
LANの規格の一つである IEEE 802.11e EDCAは，従来の CSMA/CA 方式で送信を行うときに
送信フレームの優先度に基づき優先制御を行えるように拡張したアクセス制御方式である．対応
するアクセスポイント(AP)と端末は，送信フレームの優先度に基づき，バックオフ期間に差を設
けることで優先制御が行われる．しかし，不適切に設定された EDCAの高優先度端末（違反端末）
と適切に設定された端末（提案端末）が混在している環境では，違反端末のみが送信機会を多く
得てしまい，提案端末が送信機会を得られなくなる問題がある． 
そこで先行研究において，RTS/CTS交換の際に設定されるNAV期間を延長することでコンテ
ンション期間を，AP と端末が協調して違反端末と競合しない期間に移動させてキャリアセンス
を始められる方式が提案されている．延長されたNAV期間を Fake期間とし，違反端末のみ Fake
期間が終わるまでキャリアセンスを開始することができないようにするため，AP と提案端末が
優先的に通信機会を得ることができる．しかし，違反端末が UDP 通信を行った場合，上下スル
ープット間に差が生じてしまうという問題がまだ解決できていない． 
本論文では，先行研究における延長されたNAV期間を 2種類設定し，違反端末と提案端末へ
それぞれ適用することで，提案端末，違反端末のコンテンション期間をそれぞれ移動させ，優先
度が高い順に AP，提案端末，違反端末となる優先制御を行う．さらに，APの     の値を小さ
くすることで，優先的に下り通信の通信機会を与え，上下スループット間の公平性を確保する制
御を行う．ネットワークシミュレータを用いて評価実験を行い，提案方式の有効性を示す． 
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概要 
近年，インターネットの普及と発展にともない，無線 LAN 技術の向上や機器の価格が低下
し，IEEE 802.11 規格に基づいた無線 LAN が広く利用されている．無線 LAN でも，様々な
トラヒックを収容するようになり，課題の一つとして通信状況に合わせた送信機会の確保が
ある．無線 LAN の規格の一つである IEEE 802.11e EDCA は，従来の CSMA/CA 方式で送
信を行うときに送信フレームの優先度に基づき優先制御を行えるように拡張したアクセス制
御方式である．対応するアクセスポイント(AP)と端末は，送信フレームの優先度の基づき，
バックオフ期間に差を設けることで優先制御が行われる．しかし，不適切に設定された EDCA
の高優先度端末（違反端末）と適切に設定された端末（提案端末）が混在している環境では，
違反端末のみが送信機会を多く得てしまい，提案端末が送信機会を得られなくなる問題があ
る．また，IEEE 802.11 のインフラストラクチャモードでは，上下通信が混在した場合，端
末と AP が DCF により平等に送信機会が与えられることが原因で，上り通信に比べて下り通
信の通信機会を全く得ることができない問題がある． 
そこで先行研究において，RTS/CTS 交換の際に設定される NAV 期間を延長することでコ
ンテンション期間を，AP と端末が協調して違反端末と競合しない期間に移動させてキャリア
センスを始められる方式が提案されている．延長された NAV 期間を Fake 期間とし，違反端
末のみ Fake 期間が終わるまでキャリアセンスを回することができないようにするため，AP
と提案端末が優先的に通信機会を得ることができる．しかし，違反端末が UDP 通信を行った
場合，上下スループット間に差が生じてしまうという問題がまだ解決できていない． 
本論文では，先行研究における延長された NAV 期間を 2 種類設定し，違反端末と提案端末
へそれぞれ適用することで，提案端末，違反端末のコンテンション期間をそれぞれ移動させ，
優先度が高い順に，AP，提案端末，違反端末となる優先制御を行う．さらに，AP の     の
値を小さくすることで，優先的に下り通信の通信機会を与え，上下スループット間の公平性
を確保する制御を行う．ネットワークシミュレータを用いて評価実験を行い，提案方式の有
効性を示す． 
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第1章 序論 
1.1 研究背景 
近年，インターネットの普及と発展にともない，無線 LAN 技術の向上や機器の価格が低下
し，IEEE 802.11 規格に基づいた無線 LAN が広く利用されている．無線 LAN でも様々なト
ラヒックを収容するようになり，課題の一つとして通信状況に合わせた送信機会の確保があ
る．無線 LAN 規格の一つに IEEE 802.11e EDCA(Enhanced Distributed Channel Access)[1]
がある．EDCA は，従来の CSMA/CA(Carrier Sense Multiple Access with Collision 
Avoidance)方式で送信を行うときに送信フレームの優先度に基づき優先制御を行えるように
拡張したアクセス制御方式である．対応するアクセスポイント(AP)と端末は，送信フレーム
の優先度に基づき 4 種類のアクセスカテゴリ(AC: Access Category)に対応付けする．各 AC
には，アクセス制御で使用するパラメータが AC の優先度に応じて設定されている．高い優先
度の AC はバックオフ期間が小さく設定されており，低い優先度の AC はバックオフ期間が大
きく設定されている．この対応付けに従って CSMA/CA を実行することにより，フレームが
送信される頻度に統計的な差をつけることができ，優先度の高い AC のフレームを多く送信す
ることが可能である．また文献[2]では，EDCA において，DIFS(DCF Inter Frame Space)
に代えて用いられる待ち時間である AIFS(Arbitration Inter Frame Space)をランダムかつ動
的に決定することで端末毎にデータフレームの送信間隔を調整し，衝突を緩和する方式が提
案されている．しかし，IEEE 802.11e の高優先度で大量のトラヒックを生成する端末（以下，
違反端末）は，送信機会確保のために，これらの調整を無視するため，バックオフ期間を小
さくして送信機会を得ようとしても衝突を増やすだけで送信機会を得ることができない． 
そこで先行研究[3]で，RTS(Request To Send)/CTS(Clear To Send)交換の際に設定される
NAV 期間を延長することで，コンテンション期間を AP と端末が協調して違反端末と競合し
ない期間に移動させてキャリアセンスを始められる方式が提案されている．延長された
NAV(Network Allocation Vector)期間を Fake 期間とし，違反端末のみ Fake 期間が終わるま
でキャリアセンスを開始することができないようにするため，AP と提案方式を用いた端末
（以下，提案端末）が優先的に通信機会を得ることができる．しかし，違反端末が UDP(User 
Datagram Protocol)通信を行った場合，上下スループット間に差が出てしまうという問題が
ある． 
 2 
 
 
1.2 本研究の目的 
本論文では，不適切に設定された IEEE 802.11e の Vo カテゴリのような高優先度端末が混
在した場合でも提案方式を用いている端末の通信の送信機会確保を基地局主導で実現する制
御方式を提案する．具体的には次のアプローチで制御を行う． 
 先行研究[3]で問題となっていた Backoff 期間の増大に対して，     (Contention 
Window)を制御することで Backoff の増大を抑制し，AP と提案端末の送信機会を増加
させる． 
 違反端末と提案端末が混在している環境で提案端末が送信機会を確保できない問題に
対しては，先行研究における Fake 期間を改良し，さらなる優先制御を実現し，上下ス
ループット間の公平性を確保する． 
以上のアプローチを行い，違反端末が UDP 通信を用いた場合に，まず提案端末の通信機会
を確保し，さらに提案端末の下りの通信の通信機会を増やし，上下スループット間の公平性
を確保する制御を実現する．提案方式の有効性はネットワークシミュレータを用いて評価す
る． 
 
1.3 本研究の貢献 
本論文の提案方式では，Backoff 制御，NAV 期間の動的変更の更なる改良，AP の     制
御を行う．これらによって，次のような結果を得られる． 
 NAV期間の動的変更を改良したうえで，Backoffの増大を抑制し，さらにAPの     を
制御することで，不適切に設定された IEEE 802.11e の Vo カテゴリのような高優先度
端末が UDP 通信を用いた場合においても，違反端末の通信量を抑制し，上下スループ
ット間の公平性を確保することを実現した． 
 違反端末が TCP 通信または UDP 通信を用いたいずれの場合においても，同一のパラ
メータ設定を行うことで，制御が可能であることを示した． 
 
 3 
 
 
1.4 本論文の構成 
第 2 章では，IEEE 802.11 の通信方式及び送信機会制御について述べる．第 3 章では本論
文で提案する，Backoff 制御，NAV の動的変更の改良，AP の     制御，の 3 つの方式につ
いて述べる．第 4 章では，提案方式をシミュレータを用いて得られた実験結果とそれに関す
る考察を述べる．最後に，第 5 章で，まとめと今後の課題について述べる． 
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第2章 IEEE 802.11における通信品質制御と関連技術 
2.1 IEEE 802.11 
IEEE 802.11 は，OSI 基本参照モデルの第 2 層のデータリンク層（LLC 層と MAC 層で構
成される）のうち，通信の分散制御や集中制御を行う MAC(Medium Access Control)で用い
られるプロトコルである． 
MAC 層は，無線端末がどのようなタイミングでネットワークの媒体にデータ信号を送出す
れば良いかを制御するプロトコルである．MAC 層の基本機能は，中央集中制御，自律分散制
御に対してポーリング方式，CSMA/CA 方式がある．ポーリング方式は，PCF(Point 
Coordination Function)方式と呼ばれ，AP，基地局などがネットワーク内の無線端末のアク
セス制御を管理することにより，電波干渉や伝播衝突を回避する．CSMA/CA は，
DCF(Distributed Coordination Function)方式と呼ばれ，それぞれの端末が自律分散的に電波
干渉や電波衝突を回避してアクセス制御を行う． 
 ポーリング方式 
ポーリング方式は，AP が無線 LAN 内の端末に通信をしたいかどうかを順次問い合わ
せ，応答のあった端末には送信権を与える方式である．送信権を与えられた端末だけが
通信を行うため，電波干渉や伝播衝突を防ぐことができる．しかし，周辺に同一チャネ
ルを利用する無線セルなどが存在する場合，電波衝突や電波干渉が発生してしまい，ス
ループットが低下することがある．また，PCF 方式であるため非競争アクセス制御で
ある． 
 CSMA/CA 
次節で紹介する． 
 
2.2 IEEE 802.11 DCF 
IEEE 802.11 DCF[2]では，CSMA/CA によるランダムアクセス方式を採用している．DCF
を用いた通信の例を図 1 に示す．端末 1～端末 3 から AP へデータを送信する手順は次の通
りである． 
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図 1 DCF を用いた通信手順 
 
1. 端末 1～端末 3 では，DIFS 時間に信号が検出されなかった場合，チャネルがアイドル
状態と判断し，衝突回避手順であるバックオフ制御を実行する． 
2. バックオフ時間が経過するまでキャリアセンスを行い，チャネルがアイドル状態だと判
断するとフレームの送信を開始する．（図 1 の動作①）では，端末 1 のバックオフ時間
が短いためフレームの送信を開始する． 
3. 端末 1 で送信したフレームが衝突しなければ，AP がフレーム受信後，SIFS(Short Inter 
Frame Space)時間空けて ACK フレームを送信し，端末 1 の通信が完了する． 
4. 端末 1 で送信したフレームで衝突が発生した場合，バックオフ時間を設定し直し再送を
行う．（図 1 の動作②では端末 2 と端末 3 が衝突） 
5. 端末 2 と端末 3 は，再送時にバックオフ期間を増やしてから再びバックオフ制御を行
い，2.に戻って処理を繰り返す．（図 1 の動作③では，端末 2 のバックオフ時間が端末
3 よりも短いためフレームを送信することができ，AP から ACK フレームを受信する
ことで通信を完了する．） 
CSMA/CA では，無線端末がデータフレームの送信開始前に，他の端末が送信中であるかを
調べるために一定時間（DIFS 時間）キャリアセンスを行う．DIFS 時間中に他の端末による
信号の送信が検知されれば，再びチャネルがアイドル状態になるまで送信を延期する．DIFS
時間内に他の端末の送信が検知されなければ，チャネルがアイドル状態になったと判断し，
DIFS 時間後にフレーム送信が可能になる．しかし，DIFS 時間後すぐに送信を開始するとフ
ACK
DATA
DATA DATA
DATA
ACKAP
端末2
端末1
t
DIFS SIFS DIFS DIFS SIFS
端末3
バックオフ
持ち越す
バックオフ
動作① 動作② 動作③
衝突
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レーム衝突が発生する可能性がある．したがって，CSMA/CA では，衝突回避手段であるバッ
クオフ制御を実行し，バックオフ期間と呼ばれるさらなる送信待機時間をランダムに決定す
る．バックオフ期間中に各端末はキャリアセンスを続行し，端末自身が決定したバックオフ
期間が経過するまでチャネルがアイドル状態だった場合のみ，フレームの送信を開始する． 
フレーム送信において，端末は受信者からの ACK を正常に受信した場合，衝突，ビットエ
ラーがなく通信が成功した事を知り，通信を終了する．衝突が発生等のために正常な受信が
できなかった場合，受信者からの ACK 返信がないため，送信側は再度バックオフを試みて再
送を行う．このバックオフ期間は      の範囲からランダムに選ばれた値にスロットタイム
を乗じた値で与えられる．  は，最小値が     で，最大値が     の値の範囲内の整数で決
まり，              となる．フレームの衝突などによる再送毎に， 
              
      は再送回数  (1)  
の指数関数で  の範囲を増加させる． 
     に達した場合，  サイズは設定された最大再送回数まで     の値となる．無線
LAN ではフレームサイズによって再送回数が 2 種類に分けられている．1 つ目は，ロングフ
レーム再送回数と呼ばれ，RTS しきい値よりも長いフレームに対して適用され，標準では 4
回に設定されている．2 つ目は，ショートフレーム再送回数と呼ばれ，RTS しきい値よりも
短いフレームに対して適用され，標準では 7 回に設定されている．したがって，RTS/CTS を
必要とするフレームはこれらの回数だけ再送を行っても送信が成功しない場合にフレームが
破棄される．次のフレームは初期状態で通信を行う．アイドル状態であれば，バックオフ期
間をスロットタイム毎に減算していき，最後に 0 となった端末が送信を行う． 
図 1 の動作②では，端末 2 と端末 3 は DIFS 時間後，動作①で持ち越された残りのバック
オフ期間だけバックオフ制御を行っている．バックオフに用いられているランダム値が同じ
であったため，データフレームを同時に送信してしまい，衝突が発生している．衝突後には
AP からの ACK フレームを受信できないため，端末 2 と端末 3 は再送手順を行う．上記の再
送手順を行いバックオフの期間を設定し直す．図 1 の動作③では，端末 2 が端末 3 よりもバ
ックオフ期間が短かったため，バックオフ期間後に端末 2 がデータフレームを送信し，ACK
フレームを受信して通信を完了する．キャリアセンスをランダム時間だけ行うことにより，
各端末は平等な送信機会が与えられることになる． 
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2.3 NAV 
NAV(Network Allocation Vector)は RTS(Request To Send)/CTS(Clear To Send)交換の際
に設定されるパケットの送信禁止期間である．RTS/CTS の動作は図 2 に示す．端末 2 では，
データフレーム送信前に，DIFS 時間後のバックオフ期間中にキャリアセンスを行い，RTS
をデータフレームの宛先である AP に送信する．端末 1 と端末 2 は伝播環境下にあるため，
端末 1 が送信した RTS を端末 2 も受信することができる．RTS と CTS のフレームにチャネ
ルを使用する予定期間が記載されているデュレーション・フィールドがあり，宛先以外の RTS
フレームを受け取った端末は RTS フレームに記載されている NAV 期間だけ送信を禁止する
ことにより衝突を回避している．次に，RTS を受け取った AP は，RTS 受信後に SIFS 時間
空けてから端末 2 に CTS を返信し，再び SIFS 時間空けてから端末 1 と AP がデータ通信を
開始する．短い時間の SIFS 時間を使って送信優先権を持たせることで，一度 RTS が正常に
受信されると以降の手順中のフレーム送信は妨害されることなく交換される．データフレー
ム受信完了後，AP は ACK フレームを端末 1 に返して通信を終了する．また，端末 1 が送信
した RTS を端末 2 が受け取れなかった場合，AP が全端末に向けて送信した CTS を受け取る
ことができるため，CTS フレームのデュレーション・フィールドに記載されている NAV 期間
だけ送信を禁止することにより衝突を回避する． 
 
図 2 RTS/CTS の動作 
 
2.4 IEEE 802.11e 
IEEE 802.11 では，通信機会における優先制御が可能な IEEE 802.11e[1]が規定されている．
IEEE 802.11e では，アクセス制御手順として，従来の自律分散的なアクセス手順である IEEE 
802.11 DCF を改良するために分散チャネルアクセス (EDCA: Enhanced Distributed 
Channel Access)が導入されている．また，IEEE 802.11e では，いくつかのオプション機能
が検討され，無線チャネルの利用効率を高めるための技術として，複数のフレームに対する
応答をまとめて返すブロック ACK と呼ばれる手順などが規定されている． 
・・・・・・
・・・・・・
・・・・・・
DIFS
NAV
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DATA
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端末2
端末1
t
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2.4.1 EDCA 
EDCA は従来の CSMA/CA(Carrier Sense Multiple Access with Collision Avoidance)方式
で送信を行うときに送信フレームの優先度に基づき優先制御を行えるように拡張したアクセ
ス制御方式である．対応する AP と端末は，送信フレームの優先度に基づき 4 種類のアクセス
カテゴリ(AC: Access Category)に対応付けする．各 AC には，アクセス制御で使用するパラ
メータが AC の優先度に応じて設定されている．高い優先度の AC は，バックオフ期間が小さ
く設定されており，低い優先度の AC は，バックオフ期間が大きく設定されている．この対応
付けに従って CSMA/CA を実行することにより，フレーム送信される頻度に統計的な差をつ
けることができ，優先度の高い AC のフレームを多く送信することが可能となる． 
また，文献[2]では，EDCA において，DIFS に代えて用いられる待ち時間である AIFS を
ランダムかつ動的に決定することで端末毎にデータフレームの送信間隔を調整し，衝突を緩
和する方式が提案されている．EDCA では，優先度の高い AIFS(Arbitration Inter Frame 
Space)を用いることでアクセス制御を行い，AC 間の優先制御を実現している．EDCA のバッ
クオフ・アルゴリズムは，従来から用いられている 2 進指数バックオフ・アルゴリズムであ
り，発生させるランダム値の範囲を AC によって変えている．優先度の高い AC ほど発生させ
るランダム値の範囲を小さくすることで，短い待機時間でデータの送信を行えるようになっ
ている．これにより，AC に応じた AC 優先制御を実現している．EDCA のアクセス・パラメ
ータとしては，     の値と     の値がそれぞれの AC に対応して規定されている（表 1）．
     の     の値は      �        ，     の値は             となっており，最
も優先度が高くなっている．     の     の値は             ，     の値は     と
なっており，二番目に優先度が高くなっている．     ，     は同じ値をとっており，  サ
イズの優先度は同じになっている．AIFS 時間，バックオフ・アルゴリズムを単独で用いた場
合でも優先制御を行うことができるが，両方を併用することによって，高いチャネル利用効
率を得ることができる． 
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表 1 EDCA アクセス・パラメータのデフォルト値 
 
 
2.4.2 TXOP 
また IEEE 802.11e では，MAC メカニズムに TXOP(Transmission Opportunity)が導入さ
れている．TXOP は，ある端末が EDCA による競合制御によりチャネルへのアクセス権を取
得した後での，排他的にチャネルの使用が認められている時間を表すパラメータである．こ
のパラメータは優先度だけでなく，アプリケーションが生成するパケットの長さも考慮して
決められる．つまり，TXOP は複数のデータフレームを送信するために端末がチャネルにア
クセスする時間を定めている．TXOP 中に端末はバックオフを入れずに複数のデータフレー
ムを送信できる．当該 AC に対する TXOP が 0 とされていた場合は，アクセス権を獲得後に
送信できるフレーム数は一つだけになる． 
TXOP中にブロックACKを用いることでさらにチャネル利用の効率を良くすることができ
る．ブロック ACK では，複数のデータフレームが送信された場合，各フレームに従来の ACK
を使用する代わりにそれらすべてのフレームに対して一つのブロックACKを使用することが
できる（図 3） 
 
図 3 TXOP とブロック ACK の概要 
 
AC CW AIFS
最小値 最大値
AC_BK CWmin CWmax 7
AC_BE CWmin CWmax 3
AC_VI (CWmin+1)/2-1 CWmax 2
AC_VO (CWmin+1)/4-1 (CWmin+1)/2-1 2
DATA DATA
Block
ACK
DATA
ACK
DATA
ACK
DATA
AP
端末
t
SIFS SIFS SIFS SIFS SIFS SIFSSIFS
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2.5 無線 LANにおける通信機会制御 
無線 LAN 環境における TCP フローのスループットの公平性の問題とは，同じ条件で通信
を行っているにも関わらず，上下フロー間，端末間でスループットの不公平な問題が生じて
しまうことである．無線 LAN の TCP 通信では，端末からサーバへの上り方向のフローが大
きな通信量を得て，サーバから端末へのフローがほとんどできない．このため，上下フロー
間において不公平な問題が生じてしまう．さらに，上下フロー間だけでなく，端末間におい
ても不公平な問題が生じてしまう．それぞれの場合について次の節で述べる． 
 
2.5.1 上下フロー間における不公平性 
無線 LAN 環境でのデータの送信は，上りフローの場合，各端末が AP に対してデータ送信
を行う．一方，下りフローの場合，AP が各端末に対してデータ送信を行っている．CSMA/CA
では，AP と端末の送信機会が一定であるため，下りフローの送信機会は，上りフローの送信
機会に比べ（1/下りフロー数）になる．このため，AP がボトルネックとなり輻輳が発生して
しまう．この結果，上りフローのスループットが大きくなり，下りフローのスループットが
小さくなってしまい，上下フロー間の不公平が生じてしまう．この問題を解決する方法とし
て，AP の送信量を増加させる手段がある．AP の送信量を増加させるために  サイズの制御
が提案されている[4]． 
 
2.5.2 端末間における不公平性 
下りフローの送信機会が少ないため，AP で輻輳が生じてしまう．AP で輻輳が生じてしま
うと AP のバッファにおいて，上りフローの ACK パケット，下りフローのデータパケットが
破棄される．TCP では，データパケットが一つでも損失すると TCP の輻輳制御が働き輻輳ウ
ィンドウが減少してしまう．しかし，ACK パケットが損失した場合は輻輳制御が行われない．
そのため，TCP フローは再送タイムアウトが発生しない限り，輻輳ウィンドウサイズを増加
し続ける．再送タイムアウトが発生した場合，TCP フローは輻輳ウィンドウサイズを減少さ
せる．送信が成功した場合，再び輻輳ウィンドウを増加させる．また，輻輳ウィンドウが小
さいほど ACK パケットが廃棄されやすい．AP の輻輳が改善されていない場合，一度輻輳ウ
ィンドウサイズが低下してしまった TCPフローは輻輳ウィンドウを増加させるのが困難にな
ってしまう．このため，輻輳ウィンドウが大きい TCP フローはスループットを増加させるこ
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とができるが，輻輳ウィンドウが小さい TCP フローはスループットを増加させることができ
ない．この結果，端末間においてスループットを増加させる端末とスループットを増加させ
ることができない端末が発生し，端末間で不公平が生じてしまう．この問題を解決するため
にキューイング(Modified DRR)，動的に     の値を変更する方法が提案されている[5]． 
 
2.6 関連研究 
本節では関連研究について述べる．表 2 は本節における各方式がどのような働きを行うか
まとめたものである． 
表 2 関連研究の各方式における制御内容 
方式 制御内容 
DRR フロー数を考慮した端末間の通信機会公平性確保 
ROC 優先度の高いフローの送信機会制御 
上下フローを考慮した
動的     の変更 
フロー数を考慮した上下フロー間の公平性確保 
ACKS DCF 端末の混在環境での EDCA 端末の通信機会確保 
DCF と EDCA が混在す
る環境への ROC 適用
による QoS 制御 
DCF 端末の混在環境での EDCA 端末の通信機会確保 
NZ-ACK DCF 端末の混在環境での EDCA 端末の通信機会確保 
CDH-CSMA DCF 端末の混在環境での EDCA 端末の通信機会確保 
 
2.6.1 IEEE 802.11eにおける EDCAパラメータ動的更新技術 
IEEE 802.11e によって送信機会の優先付けが可能になったが，IEEE 802.11e のデフォル
トパラメータはあらゆる状況で最適というわけではない．AV_CO，AC_VI の     および
     が小さく設定されているために音声や映像を送信する端末が多数存在した場合のパケ
ットの衝突率が増加してしまう問題がある．この問題を解決するために EDCA パラメータの
     および     を動的に更新する方法が提案されている[6]．基地局は過去一定期間の
AC_VO での平均送信量が一定値以上の端末をアクティブな端末と認識する．その台数が増加
するに従い，全 AC の     および     を増加させる．増加させる度合いは二のべき乗とな
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っている．また，チャネル使用率が増加した場合においても値を変化させることで，混雑時
のフレーム衝突率を下げることができる（図 4）． 
IEEE 802.11e の端末だけでなく，従来の DCF で通信を行う端末がある場合は     の増
加を行わず     のみ増加させる．これにより，     の値が DCF よりも大きくなることに
よる優先順位の逆転を防ぐことができる．パラメータの更新は一定周期ごとに行う．トラヒ
ックの統計情報からパラメータを再計算し，EDCA パラメータを更新する． 
動的にパラメータを更新することにより，従来方式である DCF と比較しても物理伝送速度
が高い場合で 20 %程度の増加を実現している．しかし，隣接して同じチャネルを使用する基
地局が存在する場合，その配下の端末のアクセスパラメータとの優先度の差が生じることに
より，低い優先度で送信することになってしまう可能性がある． 
 
図 4 EDCA パラメータの動的更新 
 
2.6.2 キューイング 
複数の入力フローを 1 本の出力リンクで送出するルータ等の場合，出力リンク上で各時刻
において 1 個のパケットしか処理することができない．そのため，入力フローをキューに待
機させる必要がある．そして，キューから各フローのパケットを一定の順番で取り出すアル
ゴリズムが必要になる．これをキューイングと呼ぶ．通信機会の確保において，キューイン
グでは各フローに割り当てられた出力レートに合わせて送出パケットを多重化して，順次出
力リンクに乗せていく必要がある．代表的なキューイングとして FIFO(First In First Out)，
RR(Round Robin)，CBQ(Class Based Queuing)，DRR(Deficit Round Robin)がある． 
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 DRR 
DRR(Deficit Round Robin)[7]について述べる．DRR はフロー毎に通信量を制御するキ
ューイング方式である．DRR では，送信端末毎にキューを保持し，キュー毎にパラメ
ータを持っている．DeficitCounter は，キューのパケットキューからパケットを出力
するか判断するための値である．DRR の手順は次のとおりである（図 5）． 
 
図 5 Deficit Round Robin の例 
 
1. キューを参照した場合，DeficitCounter に Quantum size の値が追加される．図 5
上部では，端末 1 のキューが参照され，端末 1 の DeficitCounter が通知される． 
2. DeficitCounter がキューの先頭パケットサイズよりも大きい場合，キューからパ
ケットが出力され，DeficitCounter から出力したパケットサイズ分を減少させる．
（図 5 では，                           となる） 
3. DeficitCounter がキューの先頭パケットサイズよりも小さい場合，次の端末に移
動する．（図 5 では，                       のため次の端末に移動する） 
4. 1.に戻って処理を繰り返す． 
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本論文では，文献[5]で用いられている改良された DRR を用いる．これを AP で用いて，
AP から端末へのパケットの送信量を制御することにより，端末ごとに通信量の制御を行える
ようになり端末間の通信機会を制御することができる． 
端末間の通信機会の公平性を確保するためにキューイング(Modified DRR)，動的に     
の値を変更する方法がある[5]．文献[5]では，無線の利用可能帯域を考慮し，各端末の上りト
ラヒック情報を考慮に入れて重みをつける DRR の改良方式，動的に AP の     を調整する
方式を組み合わせたクロスレイヤ制御方式が提案されている．この提案方式は，トランスポ
ート層の情報を使用せずに複数の UDP，TCP のフローを持つ端末ごとに対して公平性を実現
している．改良された DRR では，合計トラヒックの中で，各端末の上りトラヒックが占める
割合を計算し，各キューに重みを付けている．その重みを用いて各端末に DeficitCounter に
追加する値に差をつけ端末間の通信機会公平性を実現している．また，上りトラヒックの割
合が，各端末に割り当てられた上下のチャネル利用時間の割合（チャネル占有率）を上回っ
た場合に対して行われる．チャネル占有を計算するために NAV の情報を使用している．これ
により，上り方向の通信量を抑制し，十分な下りの通信量を確保できるようになる． 
 
2.6.3 ROC 
MAC 層での通信機会確保を目指す方式として，ROC(Receive Opportunity Control in 
MAC Frame)[8]がある．ROC は，CSMA/CA の ACK 制御とバックオフ再送制御を利用して，
フロー単位にフレーム送信レート，送信遅延，フレーム破棄の発生を制御する．このような
制御を優先度が低いフローにかけ送信機会を減少させ，優先度の高いフローの送信機会を増
加させることができる． 
ROC には，ACK を受信しないようにする ACK プリベンション方式と擬似 ACK 送信方法
がある．ACK プリベンション方式は，フレームの再送を用いる方法である．CSMA/CA は，
ACK を受信しない限り送信が失敗したと判断し，再送を行う．これを利用し，優先度が高い
フローは ACK を必ず返信し，優先度が低いフローはある確率で ACK を返信せず送信を失敗
させ再送させる．再送時には，バックオフ制御により遅延が大きくなる．これにより，遅延，
スループットの制御が可能となる．擬似 ACK 送信制御方法は，フレームを破棄する方法であ
る．CSMA/CA は，ACK を受信した場合，送信が成功したと判断し，再送を行わない．これ
を利用し，受信側が正常に受信できなかった場合でも送信側に ACK を送信し，送信が成功し
たと判断して再送を行わないようにする．これにより，フレームを廃棄した結果と同じにな
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り，廃棄の制御が可能になる． 
これらの制御方法は，既存端末のプロトコルを変更せずに AP の機能変更のみで優先制御を
実現することができる．しかし，優先度が低いフローに対して強制的に再送を行わせている
ため，その分，再送に帯域を取られてしまい，システム全体のスループットが低下してしま
う問題がある． 
 
2.6.4 上下フローを考慮した動的     の変更 
上下フローにおける不公平性を解決するために，上下フロー数を考慮し，AP の     サイ
ズを動的に変更する方法が提案されている[4]．MAC 層の  サイズはランダムバックオフタ
イムを決定する重要なパラメータである．     サイズは  サイズの初期値となるため
     サイズが小さくなれば，送信機会を増加させることができる．しかし，AP の     サ
イズを小さくし過ぎると下りトラヒックが多くなりすぎてしまい不公平性が生じてしまう．
そのため，上下フロー間のスループットが公平となるような最適な AP の     サイズを決定
する必要がある．この方式では，単位時間に成功した送信の平均数をパケットレートとして
定義している，その場合，上下パケットレートの比率にしたがって動的に     を調整するこ
とによって上下フロー間の公平性を達成している．しかし，公平性のパフォーマンスに影響
を与えるチャネル状況の動的な変化等に対応していない． 
 
2.6.5 ACKS 
ACKS(The ACK Skipping)[9]では，IEEE 802.11 EDCA と DCF 端末の混在による各 AC
とのスループットの低下を，DCF 端末にのみ確率的に ACK を返信しない制御を用いて防止
する．この方式は，AP に実装され EDCA 端末と DCF 端末が混在した場合の EDCA 端末の
通信機会を確保する．また，EDCA 端末，DCF 端末ともに変更する必要がないため導入が比
較的簡単に行える．この方式では，DCF 端末が低い優先度の場合と AP に収容されている端
末数が多い場合に有効に働く．しかし，ACK フレームを確率的に返信しないために再送が多
くなってしまい，再送のために帯域幅を浪費してしまう．また，現実のメディア間の優先度
を反映する制御になっておらず，雑音がある環境だと有効な制御を行うことができない． 
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2.6.6 DCFと EDCAが混在する環境への ROC適用による QoS制御 
文献[10]では，DCF 端末と EDCA 端末が混在する環境で ROC を適用することにより通信
機会を制御している．ROC の動作として ACK プリベンション方式のみを使用している．DCF
端末を AC_BE と同一の優先度が低いデータを扱うものとして，混在環境において優先端末の
通信機会を維持したうえで，DCF 端末と AC_BE 間のスループットを公平に保っている．
EDCA と DCF 端末が混在すると，優先度が低い DCF 端末と AC_BE により優先端末の通信
機会の公平性を確保できない場合がある．DCF 端末が優先端末の帯域を圧迫している場合は，
DCF 端末のみへ ROC を適用する．DCF 端末と AC_BE が帯域を圧迫している場合は DCF
端末と AC_BC へ ROC を適用する．この二つの場合に分類し，優先端末の通信機会制御を行
っていく． 
EDCA と DCF 端末が混在することで，4 つの AC に加えて，DCF 端末が AC_BK，AC_BE
の上のクラスとなる．この結果，各端末の通信機会の公平性が確保できなくなる問題がある．
この問題に対し，DCF 端末にのみ ACK を確率的に返信しないことで，DCF 端末の送信頻度
を下げ，AC_BE と同等の送信頻度を与える．この結果，DCF 端末は，AC_BE と同じ優先度
になり，EDCA 端末の通信機会確保と DCF 端末と AC_BE の端末間の優先度における公平性
も確保できる． 
端末数が多い場合，DCF 端末と AC_BE の公平性の確保だけでは，EDCA 端末の通信機会
を確保ができない場合がある．この場合，DCF 端末だけでなく AC_BE に対しても ROC を
適用し，EDCA 端末意義がいの全ての送信頻度を下げ，EDCA の帯域を確保し，混在環境に
おける EDCA の通信機会を確保できる． 
文献[9]と同様にこの方式ではACKを確率的に返信しない制御を用いている．文献[9]では，
DCF端末への制御のみでEDCA端末には制御を行っていない．DCF端末のみの制御でEDCA
端末の通信機会を必ず保証するとは限らない．一方，文献[8]，文献[10]ではフロー単位で制
御を行うことができ，文献[10]では，DCF 端末のみだけでなく，EDCA の端末にも制御を行
うことで通信機会を確保している． 
 
2.6.7 NZ-ACK 
文献[11]では，DCF 端末と EDCA 端末が混在する環境で，EDCA のパフォーマンスが低下
してしまう影響を緩和する方法が提案されている．AP に対するデータ送信の際に，AP から
最終的に返信される ACK フレームに NZ-ACK フレームと呼ばれる ACK フレームを用いる．
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NA-ACK フレームは DCF 端末が多い場合，送信される確率が高くなり，DCF 端末が少ない
場合，NZ-ACK フレームが用いられず通常の ACK が用いられる．NZ-ACK フレームを用い
ることによって，DCF 端末に対してのみ NAV 期間を設定し，DCF 端末への過剰な送信権を
防ぐことができる．NZ-ACK は，AP に実装され，DCF 端末に変更を加えることなく導入す
ることができる．また，DCF 端末に許容可能な通信量を提供することも可能となっている．
しかし，この手法を実装する場合，NZ-ACK であるのか従来の ACK であるのかを見分けるた
めに IEEE 802.11e に対応した端末への変更が必要となる．このため，すでに利用されている
IEEE 802.11e 端末への導入が困難になる．また，チャネルエラーが存在する環境を考慮され
ていないため，エラーが入ってきた場合，有効に制御を行うことができないと考えられる． 
 
2.6.8 CDH-CSMA 
文献[12]では，提案端末と DCF 端末が混在する環境でユーザ指向の QoS(Quality of 
Service)を提供する方式を提案し，IEEE 802.11e では QoS 制御を提供している．しかし，
EDCA では特定の端末ではなくアプリケーションのカテゴライズでフローに優先度を付けて
いる．このため，EDCA では特定の端末を目標にユーザ指向の QoS を保証することができな
い．そのため，各端末のユーザ指向の QoS 制御を行うために従来のランダムバックオフの代
わりとして，初期バックオフ値(IBV)とサイクルバックオフ値(CBV)二種類の固定バックオフ
を採用した方式を提案している．IBV は，各端末で異なる値を使用し，CBV は AP から通知
された全ての端末で共通の値を使用する．このため，提案端末間において衝突を回避し，通
信を行うことができる．しかし，提案方式を用いていないDCF端末が衝突する可能性がある．
DCF 端末が衝突してしまった場合，全ての提案端末では，IBV が初期バックオフリセットフ
レーム(IBRF)を使用してバックオフ値をリセットする．また，新しい端末が AP に収容され
たときも IBRF を使用して IBV を初期化する．IBV の値は，CBV よりも小さい値に設定し，
CBV の値は AP に収容されている端末台数以上の値に設定する．IBV の値を調整することに
より，提案端末の優先度を調整することができる．しかし，提案端末と EDCA 端末が混在す
る環境での検証が行われていない．そのため，EDCA 端末が混在した環境の場合，提案され
ている固定バックオフの制御だけでは提案端末の QoS が確保できないと考えられる． 
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第3章 先行研究[3] 
3.1 先行研究の概要 
IEEE 802.11eの高優先度のカテゴリで多量のトラヒックを生成する違反端末と提案端末が
混在する環境で，提案端末が通信を行うには，提案端末，および，AP が送信機会を確保する
制御が必要である．しかし，AP，および，提案端末のバックオフ期間を小さくするだけでは
違反端末との間で衝突が起きてしまい，AP，および，提案端末が送信機会を確保することが
できない．これは，IEEE 802.11 では送信側の主導で送信機会の調整を行うため，違反端末
が過剰に送信機会を得ることが可能なためである．そこで，AP と端末が協調することで，AP
と提案端末のコンテンション期間を，違反端末と重複しない期間に移動させる．そのために，
RTS/CTS で用いられている NAV 期間に新たな Fake 期間を含めて，NAV 期間として扱う． 
なお，本研究で想定している違反端末とは，データトラヒック送信において，Vo カテゴリ
で送信するような端末を想定する．     と     を小さく設定して大量のトラヒックを生成
する端末である．他は，IEEE 802.11 の通信方式に従うとし，CSMA/CA 方式における
RTS/CTS によって通知された NAV 期間に従うこととする．AP が通信状況との間で共有する
ことで，Fake 期間の最初からキャリアセンスする．これにより，Fake 期間の間は提案端末
の送信機会を抑制し，AP と提案端末の送信機会を確保することができる．さらに，この制御
により，コンテンション期間での違反端末の影響を制限できる． 
次に，提案端末間でどのように帯域幅を分けるのかという議題がある．そこで，キューイ
ング手法として改良を加えた DRR(Modified DRR)を利用する[5]．AP では各端末の上りスル
ープットを元に，各端末に割り振る下りのスループットの割合を見積もる．そして，見積も
られた下りスループットの割合で帯域の割当を行う． 
下りトラヒックは上りトラヒックに比べ帯域を確保しにくい．そのため，下りトラヒック
の帯域を確保するために各上りトラヒックのスループットと全体の平均スループットの比に
応じて AP の     を動的に変更する．しかし，AP は送信機会を確保するために     を小
さくしても，  が Fake 期間よりも大きくなった場合に Fake 期間の制御による送信機会の
確保が十分でなくなってしまうため，違反端末の上りの送信機会を与えるには，提案端末と
違反端末のコンテンション期間を重ねる必要がある．しかし，衝突が起きるため，提案端末
のバックオフタイムが長くなり，コンテンション期間の重複が大きくなる．この問題を解決
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するためにフレーム損失後の  の値を定めるアルゴリズムを変更する． 
先行研究[3]における提案方式を実現するための制御方針は次の通りである． 
 
図 6 Fake 期間を追加した動作 
 
方針1: AP と端末が協調して，AP と端末のコンテンション期間を，違反端末と重複しな
い期間に移動させる．そのために，RTS/CTS で用いられている NAV 期間に新た
に Fake 期間を加え，NAV 期間として扱う（図 6）．AP が通信状況に応じて Fake
期間の変更を動的に行い，提案端末との間で共有することで，Fake 期間の最初か
らキャリアセンスする．これにより，Fake 期間の間は提案端末と AP が優先的に
送信権を得るため，違反端末の送信機会を抑え，AP と提案端末の送信機会を確
保することができる． 
方針2: 方針 1 により，コンテンション期間での違反端末の影響を制限できるので，次に
提案端末間でどのように帯域幅を分けるのかという課題がある．先行研究[3]では，
端末毎に上下合わせたトラヒック量の制御を実現する．AP では各端末の上りの
スループットを元に，各端末に割り振る下りのスループットの割合を見積もる．
キューイング手法として改良を加えた DRR(Deficit Round Robin)[5]を利用し，
見積もられた下りスループットの割合で帯域の割り当てを行う．下りトラヒクは
上りトラヒックに比べ帯域を確保しにくい．そのため，下りトラヒックの帯域を
確保するために各上りトラヒックのスループットと全体の平均スループットの比
に応じて AP の     を動的に変更する． 
方針3: 違反端末にも帯域幅を割り当てるには，提案端末と違反端末のコンテンション期
間を重ねる必要がある．しかし，衝突が起きるため，提案端末のバックオフタイ
ムが長くなり，コンテンション期間の重複が大きくなる．この問題を解決するた
めにフレーム損失後の  の値を定めるアルゴリズムを変更する． 
・・・・・・
DIFS
（Fake）
NAV Fake
ACK
RTS
CTS
DATA
AP
違反
提案
t
・・・・・・
SIFS SIFS SIFS
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提案方式は，制御方針 1～3 に従い，NAV 期間の動的変更(2.7.2 項)，キューイング手法
(Modified DRR，2.7.3 項)，動的な     の制御(2.7.4 項)，フレーム損失後の  の制御の変
更(2.7.5 項)の 4 つを組み合わせた制御を行う．まず，図 7 に AP での制御を示し，以下に手
順を説明する． 
 
図 7 AP における先行研究での送信機会制御 
 
(1) AP の MAC 層で，各端末の上り，下り方向のスループットを計測する． 
(2) 提案方式とそれ以外の端末のスループットに応じて Fake の値を増減させ，NAV の値
を更新する．（AP はアソシエーションの際に，提案方式に対応した端末を把握してい
るとする．） 
(3) 各端末毎の上り方向のスループットを元に，各端末に割り振る下り方向のスループット
の割合を見積もる 
(4) DRR キューイングを利用して，見積もった下り方向のスループットの割合で帯域幅を
割り当てる． 
(5) AP の     を AP の上下スループットの状況に応じて変更する． 
次に，AP および端末側で RTS/CTS により，NAV を受け取った場合の制御とバックオフの
Queue Interface
（4）Modified DRR
（5）動的なCWmin制御
（3）端末毎の下りの
スループットの割合を計算
（2）スループットを計算
Fake制御
（1）MAC
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制御を図 8 に示す． 
 
図 8 先行研究での Fake 受け取り時の動作（AP，端末） 
 
(1) 送信の際，AP および提案端末では，正規の NAV 期間に Fake 期間を加えたものを NAV
期間としてフレームに記述するため，NAV 期間から Fake 期間を減らした期間待った
後にキャリアセンスを行う．一方，提案方式に対応していない違反端末が受け取った場
合，Fake 期間により延長された NAV 期間分待機し，キャリアセンスを行う．これに
よって，AP および提案端末は，送信機会を確保することができる． 
(2) フレーム損失が起きた場合，変更した  の制御で AP および提案端末はバックオフす
る． 
以下の項でそれぞれの動作について説明する． 
 
3.2 NAVの変更 
AP，および，提案端末で RTS/CTS 交換の際に設定される NAV 期間に通信状況で動的に変
更する値（Fake 期間）を通常の NAV 期間に追加し NAV 期間を延長させ，コンテンション期
間を移動させる（図 6）．違反端末では，Fake 期間だけ提案端末よりも余分に待機し，その
後にキャリアセンスを行う．しかし，提案端末では，延長した NAV 期間から Fake 期間を引
いた従来通りの NAV 期間待機し，キャリアセンスを行う．これによって，違反端末の送信機
会を抑えることができ，AP と提案端末が送信機会を得るための期間が新たに生まれる． 
Fake 期間の通知は，定期的に AP から端末へ行う．通知方法は，AP のビーコンに Fake
期間の値を追加し，100 ms 毎に端末側にビーコンを送信することで行う．Fake 値の制御方
法をアルゴリズム 1 に示す．提案端末以外の端末の平均スループットが提案端末の平均スル
（1）Fakeを考慮した制御
（2）バックオフ制御 MAC
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ープットよりも大きかった場合，Fake 期間を増やし，提案端末以外の平均スループットが提
案端末の平均スループットよりも少なかった場合，Fake 値を減らす制御を行う． 
        ℎ  は提案端末以外の平均スループットであり，          は提案端末の平均スルー
プット，     は新しい Fake，       は現在の Fake を示している．この処理は定期的に行
われる． 
 
アルゴリズム 1 Fake の計算 
if                            then 
                 
else if                            then 
                 
end if 
 
3.3 Modified Deficit Round Robin 
提案方式では，端末間の公平性を確保するために文献[5]で用いられている Modified DRR
を用いる．提案方式における Modified DRR の役割は AP から各端末へのパケットの送信量の
制御である．通常の DRR はフロー毎に通信量を制御する方式であるが，通常の DRR を用い
た場合，上下トラヒックの合計量を考慮した端末間の公平性を実現することができない．そ
のため，端末間の公平性を確保するために DRR を改良して用いる． 
Modified DRR は，各キューに重みを付け割り振ることで，端末毎のパケット送信量を制御
することができる．これによって，端末毎の上下合わせたトラヒック送信量を制御し，端末
間の公平性を実現する．Modified DRR は，重みとして        を用意し，DRR によって，
各キューに割り振られる．Modified DRR の制御の手順を図 9 を用いて述べる． 
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図 9 Modified DRR の例 
 
1. 新しいキューを参照した場合，DeficitCounter に                      の値を加
算する．図 9 の上部では，Pointer が端末 1 のキューを参照し，端末 1 のDeficitCounter
には          により    が入る． 
2. 加算した DeficitCounter がキューの先頭パケットサイズよりも大きい場合
                         ，キューからパケットが出力され，DeficitCounter から
出力したパケットサイズ分を減少させる．（図 9 の下部では，                    
       ） 
3. DeficitCounter がキューの先頭パケットサイズよりも小さい場合，次の端末に移動す
る．（図 9 の下部では                       のために次の端末に移動） 
4. 1.に戻って処理を繰り返す．（図 9 の下部では                             と
なる．） 
次に，Modified DRR での上りのトラヒック量を考慮した下りのパケット送信量の制御につ
いて述べる．まず，MAC 層から各端末の上り方向（端末→AP）のスループットの値を取得
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する．そして，各端末の上りトラヒックのスループットを用いて，DRR の各端末へのキュー
毎の重み           を計算する．このときの重みの設定方法は，通信を行っている端末数を
 ，各端末の上りスループットを   ，端末全体の合計スループットを     としたとき，次
の計算式で求める． 
          
                (2)  
                    
           
 
 
   
  (3)  
 
また，式(2)で，               の場合は，         を 0 として設定する． 
各キューは        に従って，各端末へパケットを送信することで，端末間の上下スルー
プットの合計を公平にする．上りトラヒックのスループットを用いて端末毎の各キューに重
みを付けることにより，送信量が多い端末の下りトラヒックの送信量を減らし，送信量が少
ない端末の下りトラヒックの送信量を増やすことができる．端末毎の各キューの重みは，端
末毎のスループットにより，定期的に求める． 
Modified DRR で，キューがいっぱいになったときのパケット破棄の戦略は，端末毎に用意
されているキューの中で最も長い端末のキューの最後尾のパケットが破棄される．このパケ
ット破棄の方式によっても，端末毎にトラヒック量が制御されることになる． 
 
3.4 APの     の動的変更 
Modified DRRを用いることによってAPから端末へのスループットを制御することができ
る．しかし，各端末に割り当てられたスループットを上りスループットの値が超過する場合，
Modified DRR を用いて下りのスループットを制御しても端末毎のスループットを確保する
ことができない．そのため，AP の     を動的に変更し，AP の優先度を上げることで上り
トラヒックが帯域を占有することを防ぐ． 
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アルゴリズム 2 動的     の変更 
if                 then 
                       
else if                then 
                     
else 
            
end if 
 
APでの     の制御方法をアルゴリズム2に示す．   は各端末の上りスループット，     
は端末全体の合計スループット， は AP を介して通信を行っている端末数，       は新しい
     サイズ，         は現在の     サイズを示している．     の初期値は 802.11a の場
合，15 に設定し，     の最大値は 15 とする．各端末の上りスループットを端末全体のスル
ープットで割った値のうち 1 つでも，AP に収容されている通信中の端末台数分の 1 よりも大
きい場合，AP の     を減少させる．これは，各端末の下りスループットの割合が少ないこ
とを意味しているためである．それ以外でかつ AP の         が 15 よりも小さかった場合に
AP の     を増やす．上記のどれにも当てはまらなかった場合，AP の       を 15 に設定
する．この処理は，NAV の更新と同じく定期的に行われる． 
     の増減のアルゴリズムは単純に，定数を足したり，引いたりすることが考えられる．
     を大きくする場合は，     の値が 1023 と大きいため，この方式でも大きな影響はな
いが，     を小さくする場合は，     が変化する範囲は，1 から 15 の間と小さいため，
現在の     の値，つまり，現在の帯域の利用状況に即した制御が望ましいと考える．よって，
単純な定数の引き算を用いず，除算を用いることで，     が 0 に近づくときには，より細や
かな制御ができるヒューリスティックなアルゴリズムを用いている． 
 
3.5 フレーム損失後の CWの変更 
先行研究[3]における提案方式では，違反端末にも帯域を割り当てるために，提案端末と違
反端末のコンテンション期間を重ねることで，違反端末にも送信機会を与えている．  の変
更の目的は，バックオフ制御を変更することによりフレーム損失後の  の値を調整し，提案
端末と AP のバックオフタイムを長くなり過ぎないように制御するためである．CSMA/CA の
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バックオフタイムは，          の間でランダムに決定されるため，  の値が大きくなる
とバックオフタイムが長くなる．従来のバックオフ制御では，衝突が起きた場合  の値を式
(4)のように指数関数的に増加させている．   は新しい  サイズ，     は現在の  サイズ
である． 
               (4)  
しかし，違反端末は     が小さいため，フレーム損失後も  を大きくしない．よって，衝
突によるフレーム損失が多発した場合，  が大きくなる端末は送信機会を得ることができない．
そこで，提案方式では，バックオフ制御を変更することにより提案端末と AP のバックオフタイム
の長さを調整する．衝突後のバックオフ制御を式(5)に変更した． 
             (5)  
 は通信中の端末数を表し，端末は定期的なビーコンにより，Fake とともに入手する．そして，
フレームの送信が成功した場合は，  を初期値に戻す． 
式(5)で を用いているが，これは，理想的には          の間がコンテンションに参加して
いる端末台数分あれば，各スロットで各端末が送信機会を得られることになり，衝突が発生
しないためである．よって，コンテンションに参加しようとしている端末 を用いて，CW の
値の制御を行うことで，この期間が極端に大きくなることを防いでいる． 
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第4章 提案方式 
4.1 提案方式の概要 
先行研究[3]では，違反端末が UDP 通信を行った場合に提案端末の下りトラヒックが減少し
てしまうことで，上下スループット間に差が生じる問題がまだ解決できていない．さらに，
AP の     を動的に変更させることで下りスループットを向上させようとしたが，Fake 期
間内でも AP と提案端末，また，提案端末間で衝突が頻繁に発生してしまうことで  が増大
し，違反端末とコンテンション期間が重なってしまうことで通信機会が得られなかった．さ
らに，一度，違反端末が通信機会を得ると，その次のコンテンションでは Fake が適用されな
いために違反端末以外が通信機会を得ることが難しかった． 
そこで，本論文では，AP と提案端末の間にもコンテンションの競合が起こりにくいように
新たな Fake 期間を設け，AP が最も優先的にキャリアセンスを開始できるように先行研究の
方式を改良する．さらに，そのコンテンション期間を有効的に利用するため，AP の     の
値を小さくすることで下り通信の通信機会を確保する． 
 
4.2 NAV期間の変更 
新たに設ける Fake 期間を Fake2 と呼ぶことにする．Fake1 は違反端末のみに適用するこ
とで，違反端末のコンテンション期間を移動させていた．こうして確保された AP と提案端末
のみのコンテンション期間の中で，さらに新しく Fake 期間を設ける．Fake2 を提案端末のみ
に適用することで，AP だけがキャリアセンスを行うことが可能になる（図 10）．AP の送信
機会を確保することで，下りスループットを向上させる． 
Fake2 の通知は既存の Fake 期間（Fake1）と同様に，定期的に AP から端末へ行う．AP
のビーコンに Fake1 期間の値を追加し，100 ms 毎に端末側にビーコンを送信することで行う．
Fake2 の値の制御方法をアルゴリズム 3 に示す．なお，Fake1 の制御方法はアルゴリズム 1
と同じ． 
はじめに，提案端末の平均スループットに定数     を掛けた値が提案端末以外のスルー
プットよりも大きかった場合，Fake2 を 0 にする．そうでない場合は，提案端末の平均上り
スループットと平均下りスループットを比較する．上りの方が大きかった場合，Fake2 を増
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加させる．このときの Fake2 の値は Fake1 に依存する       ．上りの方が小さかった場
合は，Fake2 を 0 にする制御を行う．まず，提案端末以外のスループットが提案端末のスル
ープットよりも大きいときに Fake2 を適用する理由として，Fake1 が小さいと Fake2 も小さ
くなってしまい，コンテンション期間が重なることで衝突が増えるためである．また，定数 の
値が大きい場合，提案端末のスループットに比べて提案端末以外のスループットが大きく差
が開いていると Fake1 が大きくなり，Fake2 も大きくなってしまいコンテンションが正しく
制御できず衝突が発生してしまう．一方で，定数 の値が 0 以上 1 未満の場合，提案端末のス
ループットが提案端末以外のスループットよりも十分にスループットが得られている状態を
想定することになってしまい，本論文ではそのような状況は想定していない． 
           は提案端末以外の平均スループット，          は提案端末の平均スループット，
            は提案端末の平均スループット，            は提案端末の平均の下りスループッ
トを示している， は定数で，0 以上 1 未満の値とする． 
 
 
図 10 Fake2 適用時の動作 
 
アルゴリズム 3 Fake2 の計算 
if                                then 
         
else if                               then 
                  
else 
         
end if 
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4.3 CW(Contention Window)制御 
本論文では，提案端末と AP の  の制御を行う．NAV 期間の動的変更を行うことで，違反端
末と提案端末，提案端末と AP のコンテンション期間を移動させてきた．提案端末の     の値を
制御することで違反端末と提案端末の衝突を減らすことができる．また，AP の     の値を制御
することで提案端末と AP の衝突を減らすことができる． 
4.3.1 提案端末と AP の CW制御 
提案端末と AP の     の値を IEEE 802.11a のデフォルト値である 15 で固定することで
     の増大を防ぐ．これによって，IEEE 802.11e の Vo カテゴリのような高優先度で多量
のトラヒックを生成する違反端末とのキャリアセンス期間の重なりを減らすことで衝突を回
避し，送信機会を増加させることができるため全体のスループットの向上につながる．本論
文では，バックオフ時間の再定義を行い，式(6)で表す． 
 バックオフ               (6)  
ただし，既存方式における Fake を Fake1 と呼び，式(6)の CW は CW=15 とする．再定義
したバックオフは図 11 の「Fake1+CW」部分である．文献[3]で，Fake1 とバックオフがそ
れぞれ個別に増大することで全体のスループットが低下していた問題に対し，制御を統一的
に行うため，バックオフの制御を一つにまとめる．再定義されたバックオフにおいて，各端
末のスループットを考慮した Fake 期間のみの動的制御を行うことで，違反端末の過剰トラヒ
ックを抑制し，全端末のスループットを向上させる． 
 
図 11 CW 制御適用時の動作 
 
4.3.2 AP の     制御 
4.2 節で提案した Fake2 の制御を有効に活用するために，4.3.1 項での制御に改良を加え，
AP の     制御（図 12）を行う．本提案方式では，AP の             とすることで
バックオフが増大してしまう問題を解決する．提案端末においては，     に        とい
Fake1+CW ・・・・・・NAV
NAV Fake1違反
提案
t
・・・・・・
DIFS
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う値を用いることで違反端末とのコンテンション期間を重ねる目的がある．AP においては，
Fake2 が与えられたとき，     の値を 15 と固定することにより提案端末と AP の衝突を減
らし，最優先で通信することができるため，下りスループットを改善することができる． 
 
図 12 AP の     制御適用時の動作 
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第5章 評価実験 
5.1 実験目的 
提案方式の有効性を示すために，提案端末が TCP 通信を，違反端末が TCP または UDP 通
信を行った場合についてネットワークシミュレータを用いて実験を行う． 
評価指標として，各端末毎の平均スループット，合計スループット，端末間の公平性，チ
ャネル上での衝突回数と送信成功回数，Fake 値を用いた．公平性の指標として Jain's 
Fairness Index[13]を用いた．Fairness Index は 0~1 の値を取り，1 に近いほど平等であるこ
とを示す．端末 の上下合わせたスループットを ℎ
 
とし，端末数を とした場合，Fairness 
Index は式(6)により得られる． 
                  
     
 
    
 
        
 
   
 (7)  
 
5.2 実験環境 
ネットワークシミュレータとして，NS-2[14]を用いた．シミュレーションにおける基本的
なパラメータは表 3 に示す．ネットワークのトポロジは図 13 で，それぞれのリンクの通信
速度は 100 Mbps である．NAV の更新は 100 ms 毎に設定して実験を行う．Fake1，Fake2
の初期値は 0 に設定する．提案方式の評価では，提案端末が TCP フローを，違反端末が TCP
または UDP フローを，それぞれ上下 1 本ずつ流した場合を想定した実験を行う． 
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表 3 実験パラメータ 
 
 
図 13 ネットワークトポロジ 
  
パラメータ 提案端末 違反端末
MAC IEEE 802.11a
TCP/UDP TCP TCP/UDP
帯域幅 54 Mbps
パケットサイズ 1500 Bytes
CWmin 15 3
CWmax Fake+δ 7
端末数 9 1
シミュレーション時間 200 s
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5.3 提案端末と APの CW制御のみを適用した場合 
図 14～図 19 に違反端末が 1 台，提案端末が 9 台で，違反端末が UDP フローを，提案端
末が TCP フローを上下に 1 本ずつ発生させた場合の既存方式[3]に，提案端末と AP の CW 制
御のみを適用した場合の結果を示す．提案端末と AP の     を             とし， の
値を           と変えて実験を行った．図 14 に端末毎のスループットを示す．      の
とき，提案端末 1 のスループットが他の提案端末に比べて低くなってはいるが，いずれの条
件においても違反端末のスループットは提案端末と同程度であり，違反端末を抑制できてい
ると言える．また，いずれの条件でも上りと下りのスループットに差が生じていることがわ
かる．図 15 に合計スループットを示す．提案端末の上下合計スループットは 13.7－14.6 
Mbps，全端末の合計スループットは 14.9－15.8 Mbps と，   の場合に提案端末のスルー
プットがやや低くなっているが，他の条件ではあまり差はない．図 16 に端末間の公平性を示
す．   のときを除いていずれも高い公平性を得ている．図 17 に衝突回数を示す．AP の衝
突は    のときに少なくなっていて，提案端末間の衝突回数は他方式に比べて減少している．
図 18 に送信成功回数を示す．いずれの条件においても同程度の送信回数であることがわかる．
図 19 に Fake 値を示す．シミュレーション開始から 20 秒経過したあたりから 180 前後の値
を安定的に取っている．いずれの場合においても，先行研究と同程度の結果を得ることがで
きた．したがって，本節以降もバックオフの制御を行いやすくするために Fake1 と CW を統
一的に行っていく． 
 
図 14 端末毎の平均スループット 
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図 15 合計スループット 
 
 
図 16 端末間の公平性 
 
 
図 17 衝突回数 
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図 18 送信成功回数 
 
 
図 19 Fake 値 
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5.4 CW制御と NAV期間の変更のみを適用した場合 
図 20～図 25 に違反端末が 1 台，提案端末が 9 台で，違反端末が UDP フローを，提案端
末が TCP フローを上下に 1 本ずつ発生させた場合の既存方式[3]に，CW 制御と NAV 期間の
変更のみを適用した場合の結果を示す．表 3 における の値は 15 とする．まず，4.5.1 項では，
Fake2 を適用した場合のアルゴリズム 3 において， の値を 0.8 に固定し，提案端末と違反端
末のスループットを比較しなかった場合，提案端末と違反端末のスループットを比較し，そ
の際の提案端末のスループットの割合を決める の値を                  と変えた場合につ
いて示す．次に，4.5.2 項では， の値を 1.2 に固定し， の値を                      と変
えた場合について示す．シミュレーション時間は 200 s とし，スループットの値は定常状態に
達した，開始 100 s 後からの値を用いている． 
 
5.4.1 Fake2の の値のみを変更した場合 
本項では，提案端末と AP の CW 制御と違反端末に Fake1，提案端末に Fake2 を適用した
場合の評価を行う．提案方式のアルゴリズム 3 で の値を 0.8 で固定し，違反端末と提案端末
を比較しない場合と，アルゴリズム 3 の の値を                  と変更した場合の結果を
示す．図 20 では端末毎の平均スループットを示す．いずれの場合も違反端末を抑制すること
ができていない．また，上りスループットの方が多く得られており，下りスループットが比
較的小さいという結果になった．違反端末と提案端末が比較されない場合においては特に違
反端末の抑制ができてないので，これ以降はアルゴリズム内で比較した場合のみについて述
べる．図 21 に合計スループットを示す．提案端末の上りスループットと下りスループットの
差が約 47 %あり， の値に関わらず同等のスループットを得られている．提案端末の上下合
計スループットは 13.3－13.8 Mbps，全端末におけるスループットの合計は 14.9－15.3 Mbps
得られていて，こちらも の値に関わらず同等のスループットを得られている．図 22 に端末
間のスループット公平性を示す．0.957－0.996 と の値により差が開いているが，これは提案
端末1のスループットが の値によって様々であることによるもので，傾向などは見られない．
     のとき，最も公平性が高くなっている．図 23 に端末間の衝突回数を示す．AP と提案
端末，提案端末間の衝突にあまり差がないことがわかる．図 18 に送信成功回数を示す．衝突
回数と同じく，AP と提案端末の送信成功回数がほぼ同じ値を取っているのが分かる．しかし，
提案端末の上りスループットと下りスループットに差が生じているということは AP におけ
る衝突以外の送信失敗の可能性が頻発していると考えられる．図 25 に Fake 値を示す．Fake1
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の値は 200 前後を安定して推移している．Fake2 の値は約 40 秒ごとに周期的な値を取ってい
ることがわかる． 
既存方式に比べて，違反端末のスループットを抑制することはできなかった．図 23 より，
AP の衝突回数が，既存方式に比べて増加し，提案端末の衝突回数が減少していることがわか
る．また，図 24 より，AP と提案端末の送信成功回数が減少し，違反端末の送信成功回数が
増加していることがわかる．これらの結果から，提案端末の送信機会が減少した分，AP の送
信機会が増加していることがわかる．したがって，Fake2 を適用することによって AP の送
信機会を増加させることができたと言える． 
以上の結果より，     のとき，最も良い結果が得られると判断し，本項以降ではアルゴ
リズム 3 の の値は 1.2 を用いることにする． 
 
 
図 20 端末毎の平均スループット 
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図 21 合計スループット 
 
 
図 22 端末間の公平性 
 
 
図 23 衝突回数 
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図 24 送信成功回数 
 
 
図 25 Fake 値 
 
5.4.2 Fake2の の値のみを変更した場合 
本項では，提案方式のアルゴリズム 3 で   の値を      で固定し，  の値を
                      と変更した場合の結果を示す．図 26 に端末毎の平均スループットを
示す．提案方式ではいずれの場合も違反端末のスループットが大きくなってしまい，抑制す
ることができなかった．また，上下スループット間に大きな差が生じている．この結果から，
Fake2 によって確保された AP のみのキャリアセンス期間を有効に利用できていないことが
考えられる．図 27 に各条件における合計スループットを示す． の値に関わらず，全端末合
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計スループットは 15 Mbps 程度得られているが，提案端末のみの上下スループット間には約
47 %の差がある．図 28 に，各条件における端末間のスループット公平性を示す．既存方式
の 0.988 に比べて提案方式では 0.995－0.997 と僅かに向上している．これは Fairness Index
は各端末の上下スループットの合計で計算しているため高くなっている．図 29 に衝突回数を
示す． の値が小さくなるにつれ，つまり，Fake2 の割合が大きくなるほど提案端末間の衝突
回数が僅かではあるが減少していることがわかる．図 30 に送信成功回数を示す．AP と提案
端末は同程度の送信成功回数を得られていることがわかる．図 31 に Fake1 と Fake2 の値に
ついて示す．Fake1 は約 200 前後で安定した値を取り続けている．Fake2 の値は約 40 秒周
期で値が変化していることが分かる． 
既存方式に比べて，違反端末のスループットは抑制することができていない．また，5.4.1
項のときと同様に，AP の送信機会を増加させることができている． 
 
 
図 26 端末毎の平均スループット 
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図 27 合計スループット 
 
 
図 28 端末間の公平性 
 
 
図 29 衝突回数 
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図 30 送信成功回数 
 
 
図 31 Fake 値 
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5.5 CW 制御と NAV 期間の変更と AP の     制御を適用した場合
（違反端末が UDP通信） 
図 32～図 37 に違反端末が 1 台，提案端末が 9 台で，違反端末が UDP フローを，提案端
末が TCP フローを上下に 1 本ずつ発生させた場合において，CW 制御と NAV 期間の変更と
AP の     �制御を適用した場合の結果を示す．このときの     は提案端末が      
        ，AP は        とする．また，アルゴリズム 3 における の値は 1.2 とする．
 の値は             と変更した結果を示す．シミュレーション時間は 200 s とし，スルー
プットは定常状態に達した，開始 100 s 後からの値を用いている． 
4.5 節の結果から，Fake2 の適用だけでは違反端末を抑制しつつ，上下スループット間の差をな
くすことはできなかった．そこで，それらを改善するためにさらに改良を加えた方式が AP の
     制御である．図 32 に，端末毎の平均スループットを示す．提案方式では， の値が 0.9, 0.7
のときは違反端末のスループットを抑制できていないが， の値が 0.8 のときは違反端末のスルー
プは提案端末と同程度のスループットとなっており，違反端末のスループットを抑制できている
と言える．また， の値に関わらず，提案端末の上下スループット間に差はほとんどないことがわ
かる．図 33 に，各条件における合計スループットを示す． の値に関わらず，提案端末のみの上
下スループット間に差はない．しかし，全端末の合計スループットでは，既存方式に比べて約 12 %
のスループット低下が見られた．図 34 に端末間の公平性を示す． の値が小さくなるほど，つま
り，Fake2 の値が大きくなるほど端末間の公平性が確保されていることが分かる．図 35 に各端
末の衝突回数を示す．僅かではあるが， の値が小さくなると AP と提案端末の衝突が増えている
ことがわかる．図 36 に送信成功回数を示す．AP と提案端末の送信成功回数がほぼ同じ値を取っ
ていることがわかる．これより，既存方式に比べて全端末の送信回数は増加しているが，端末間
での衝突が頻繁に発生し，送信成功回数が低下しているためにスループットが低下していること
がわかる．図 37 に Fake1 と Fake2 の値について示す．Fake1 では， の値が小さくなるに
つれ Fake1 の値が小さくなっていく．     のとき，Fake 値が 150 前後のときは一時的に
安定するが，大きく変動を繰り返し，最大で約 600 まで近づく．     のとき，シミュレー
ション開始時は     と同様の値をとって挙動するが，シミュレーション時間が 40 s から
120 s のときは大きく上昇し，最大で約 450 程度である．その後は，多少変動はあるものの，
200 以下で安定する．     のとき，他の条件に比べて Fake1 の値はあまり大きくならず，
最大でも約 350 程度である．Fake2 は継続的に与えられているのではなく，断続的に与えら
れていることがわかる．また，周期性などは見られなかった． 
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図 32 端末毎の平均スループット 
 
 
図 33 合計スループット 
 
 
図 34 端末間の公平性 
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図 35 衝突回数 
 
 
図 36 送信成功回数 
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図 37 Fake 値 
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5.6 CW 制御と NAV 期間の変更と AP の     制御を適用した場合
（違反端末が TCP通信） 
図 38～図 43 に違反端末が 1 台，提案端末が 9 台で，違反端末が TCP フローを，提案端
末が TCP フローを上下に 1 本ずつ発生させた場合において，CW 制御と NAV 期間の変更と
AP の     制御を適用した場合の結果を示す．このときの     は提案端末が      
        ，AP は        とする．また，アルゴリズム 3 における の値は 1.2 とする．
 の値は             と変更した結果を示す．シミュレーション時間は 200 s とし，スルー
プットは定常状態に達した，開始 100 s 後からの値を用いている． 
図 38 に端末毎の平均スループットを示す．提案方式では， の値に関わらず，違反端末の
スループットを提案端末とほぼ同等まで抑制できていることがわかる．さらに，各提案端末
は既存方式と同等のスループットを得られていることがわかる．図 39 に合計スループットを
示す．提案方式は，既存方式と同等のスループットが得られていることがわかる．図 40 に端
末間の公平性を示す．端末間にわずかなスループットのばらつきがあるが，提案方式は既存
方式と同等の公平性を得られていることがわかる．図 41 に衝突回数を示す．既存方式に比べ，
提案方式では AP と提案端末の衝突回数が約 7.5 %減少していることがわかる．これは，Fake2
によって AP と提案端末のコンテンション期間をずらすことによるものである．図 42 に送信
成功回数を示す．提案方式では既存方式とほぼ同じ回数だけ各端末が送信に成功しているこ
とがわかる．図 43 に Fake 値を示す．既存方式に比べて，提案方式では全体的に Fake 値が
大きくなる傾向が見られた． 
 
 
図 38 端末毎の平均スループット 
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図 39 合計スループット 
 
 
図 40 端末間の公平性 
 
 
図 41 衝突回数 
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図 42 送信成功回数 
 
 
図 43 Fake 値 
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第6章 結論 
本論文では，IEEE 802.11e のような高優先度の端末と提案端末が混在した環境において，
AP と端末の協調による CW 制御と NAV 期間の動的制御，AP の     制御を組み合わせる
ことによって，違反端末から，AP 主導で送信機会を確保する方式を提案した． 
本提案方式で，違反端末が UDP 通信または TCP 通信を用いた場合において，違反端末の
通信量を抑制しつつ，上下スループット間の公平性を確保する必要があった．そこで，一つ
目に，先行研究[3]で課題となっていたバックオフの増大を防ぐために，バックオフの再定義
を行った．これによって，Fake1 とバックオフが個別に変動していた問題に対し，制御を統
一した．二つ目に，先行研究で用いられていた NAV 期間の動的変更を更に改良し，Fake 期
間を新たに提案端末にも適用することで，提案端末のコンテンション期間を移動させ，AP だ
けがキャリアセンスを行うことを可能にした．これによって，AP の送信機会を確保した．し
かし，CW の増大によってバックオフ期間が長くなり，チャネルを有効に利用することができ
なかった．そこで，三つ目に，Fake2 の適用によって得られた AP のみのコンテンション期
間を効率的に利用するために，AP の     制御を行った．AP の CW の値を小さく設定する
ことで，下り通信の通信機会を確保することができ，下りスループットの向上と上下スルー
プット間の公平性を確保できることを，違反端末が UDP 通信または TCP 通信に関わらず，
ネットワークシミュレータを用いて示した． 
今後の課題として，違反端末台数が増えた場合や，実験パラメータに依存しないパラメー
タ設定が必要だと考えられる．本提案方式では，違反端末が UDP 通信を用いた場合において，
先行研究に比べ，通信機会は向上させることができたが，システム全体のスループットが低
下してしまった．したがって，システム全体のスループットを向上させるため，衝突を減ら
すような適切な  の制御方式の検討が挙げられる． 
無線通信におけるパケットエラーが発生した場合や，端末毎に通信速度が異なる場合に適
切なパラメータ設定ができるようなアルゴリズムを検討する必要がある． 
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