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AVANT-PROPOS
Les travaux qui vont être présentés dans cette thèse constituent une suite directe à
l’analyse proposée par Williams Paquier dans sa thèse intitulée "Apprentissage ouvert
de représentations et de fonctionnalités en robotique : analyse, modèle et implémenta-
tion" [Paquier 04]. Dans ce manuscrit est décrit un modèle d’architecture de contrôle
permettant à un robot d’extraire ses propres représentations de l’environnement et
d’activer ses effecteurs afin d’agir sur celui-ci et d’atteindre un état subjectif sans cesse
amélioré. Nos travaux de thèse entrent dans le cadre de cette architecture tout en pro-
posant une approche plus systématique et détaillé afin de l’appliquer à l’apprentissage
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1.1 Considérations générales
I. Apprentissage, mémoire et subjectivité
Le monde est structuré et dynamique. Son évolution est régie par des lois que l’in-
telligence humaine est capable d’identifier et d’exploiter pour atteindre ses objectifs
dans un processus d’interaction. Les propriétés physiques de l’environnement ne sont,
chez l’homme, pas connues a priori, bien que l’évolution de l’espèce ait permis dans
une large mesure l’adaptation au milieu. L’apprentissage phylogénétique1, peut dans
certains cas suffire à certaines espèces évoluant dans des milieux simples et se conten-
tant d’actes réflexes mais à l’échelle qui nous intéresse, celle de l’homme, le caractère
imprévisible de l’environnement nécessite des capacités d’adaptation qui, dans le cadre
de la robotique, constitueront notre sujet d’étude. L’apprentissage est donc un moyen
1apprentissage de l’espèce, opposé à l’apprentissage epigénétique ou ontogénétique qui est celui de
l’individu nécessitant une expérience personnelle.
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d’acquérir des connaissances et permet donc d’adapter le comportement de chaque in-
dividu au milieu dans lequel il évolue. La mémoire, dont l’existence est indispensable
à toute forme d’apprentissage, nous permet d’une part de stocker l’information pour
une utilisation ultérieure mais elle permet d’autre part de prévoir des événements et de
créer des relations entre concepts. C’est donc d’une mémoire active dont il s’agit, active
par opposition à la mémoire morte d’un ordinateur. D’autre part, la mémoire n’est pas
uniquement chez l’homme, un modèle de la dynamique de l’environnement, c’est la
mémorisation des conséquences des actions qu’il est capable de produire sur celui-ci ou
encore d’une fonctionnalité associée à un but. Or, tandis que l’état du monde tel qu’il
apparaît à nos sens est perçu d’une façon comparable d’un individu à l’autre, les buts
sont propres à chaque individu. Il existe donc une composante subjective (lié au sujet)









Fig. 1.1 – Le système de représentation est au croisement des composantes objectives
et subjectives. Dans le cadre d’un apprentissage ouvert, les représentations construites
par le système sont génératrices des actions et des buts.
Nous considérerons dans cette thèse un système qui devra explicitement prendre en
compte ces deux composantes objectives et subjectives. On trouvera dans [Paquier 04]
une analyse complète et une justification d’un tel système. Nous présenterons ici ses
caractéristiques et son fonctionnement. Toutefois, lorsque nécessaire, nous reprendrons
l’analyse en certains points.
II. Représentations distribuées
Notre système de représentations est constitué d’un réseau de neurones formels à
impulsions. Le modéle de neurone tel qu’il sera décrit dans le Chapitre 3 hérite de
diverses caractéristiques issues du domaine des neurosciences computationnelles telles
que l’utilisation d’un modèle de neurone de type "intègre et tire" [Lapicque 07, Tu-
ckwell 88], l’emploi d’une règle locale d’apprentissage s’inspirant de la règle de Hebb
[Hebb 49] et d’un modèle de propagation de l’information de type "event-driven" per-
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mettant d’économiser le temps de calcul. Notre système de représentation est distribué
et hiérarchique. À la différence des approches symboliques, les objets du monde ne
sont pas représentés par des symboles mais par un ensemble d’unités de traitement
actives au même instant. C’est un code, une signature binaire dont le support est l’en-
semble des unités de traitement du système. Plusieurs objets peuvent par conséquent
partager une partie de leur signature et des relations d’inclusion peuvent exister entre
différentes représentations. Ce code binaire peut bien-sûr représenter un nombre, donc
en quelque sorte un symbole. Cependant, la capacité expressive du codage distribué
permet d’appréhender un nombre illimité de concepts sans en modifier ses règles in-
ternes. En effet, dans un système purement symbolique, chaque symbole étant unique
et atomique, apprendre un nouveau concept revient à créer un nouveau symbole et
explicitement définir ses relations avec les autres. Cette tâche serait donc dévolue au
concepteur et non, comme nous le souhaitons, au système lui-même. Nous utilisons
un système de codage par position où "l’infinité des sens est ... rejetée dans l’infinité
des lieux" [Paquier 04]. Notre système de représentation dispose par ailleurs de liens
réunissant les unités de traitement en graphe. C’est grâce à ce graphe qu’il est possible
de représenter les liens de dépendance qui relient les représentations entre elles. La
représentation d’un objet en un ensemble de composantes est par exemple un moyen
efficace de décomposition permettant 1) le partage de composantes entre différentes
représentations et 2) une reconnaissance robuste grâce à un niveau d’abstraction accru
[Biederman 87].
1.2 Présentation générale du modèle
Cette section est consacrée à une présentation générale du modèle proposé dans
[Paquier 04]. Ce bref panorama sera suivi dans les prochains chapitres d’une présen-
tation plus détaillée des diverses composantes fonctionnelles du système ainsi que des
contributions qui ont été apportées par nos travaux. La Figure 1.2 représentant une
vue simplifiée de la boucle sensori-motrice globale permettra au lecteur d’accéder di-
rectement aux chapitres présentant chaque sous-ensemble fonctionnel.
I. La boucle sensori-motrice
Comme le montre la Figure 1.2, nous représentons l’activité globale du système
au sein d’une boucle perception-action très classique en robotique. Le robot est en
constante interaction avec l’environnement par l’intermédiaire de capteurs et d’effec-
teurs de natures diverses. Caméras, capteurs à ultra-sons ou même laser sont les outils
classiques permettant de recueillir l’information distante tandis que des détecteurs de
contact ou des écrans tactiles sont capables de collecter des informations issues d’in-
teractions plus directes. Il est nécessaire d’ajouter à ce bestiaire de capteurs un flux
entrant supplémentaire : les capteurs proprioceptifs. Ils permettront d’extraire les infor-
mations reflétant la configuration du robot. Ces capteurs particuliers procèdent d’une
mise à disposition de valeurs (variables) reflétant la configuration des différents degrés



















Fig. 1.2 – Vue globale du système sous la forme d’une boucle sensori-motrice. Les
associations sensori-motrices jouent un rôle central : elles sont au carrefour des re-
présentations activées par les capteurs (représentations objectives) et des signaux de
récompenses (représentations subjectives) afin d’offrir une prise de décision pour la
synthèse d’actions.
fication de la configuration du robot dans son environnement et constituent le moyen
de mettre en œuvre les actions disponibles du robot. Les mécanismes d’apprentissage
sont représentés dans la Figure 1.2 par des flèches en pointillés.
II. Apprentissage des représentations
Dans une première phase, le robot doit être capable d’apprendre des représentations
pertinentes de son environnement ou de ses propres configurations par l’exploitation
des données de ses capteurs. Ce mécanisme appelé la décomposition du contexte est
basé sur la recherche d’invariants perceptifs spatiaux ou temporels. D’une façon sy-
métrique, le robot doit apprendre les représentations des actions qu’il est capable de
produire, ces données n’étant pas disponibles a priori. La décomposition du contexte
et la synthèse d’action sont mis en œuve par le biais de réseaux de neurones à impul-
sions dont l’apprentissage est non-supervisé grâce notamment à une compétition entre
neurones et à un apprentissage hebbien. Une large part de nos travaux de recherche
a été dédiée à l’amélioration du modèle de neurones afin de produire des représenta-
tions plus stables à partir de données visuelles. Nous avons par exemple proposé une
méthode dynamique de redimensionnement des matrices de poids synaptiques dont les
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dimensions était jusqu’à présent figées. Cette méthode a montré son efficacité pour
l’apprentissage de vue d’objets en temps réel et de façon non-supervisée. La deuxième
étape de ce travail fut de permettre au système d’apprentissage d’associer différentes
vues d’un même objet par l’utilisation d’une mémoire à court terme mettant à profit la
cohérence spatio-temporelle reliant ces différentes vues. Ces différents apports se sont
accompagnés d’une révision profonde du modèle de neurone : le passage à un modèle
stochastique et à une fonction de transfert adaptative a permis d’une part la diminution
du temps nécessaire à l’apprentissage et d’autre part une plus grande robustesse de la
reconnaissance.
L’apprentissage des représentations de positions et d’actions nous a permis d’in-
troduire un nouveau type d’organisation neuronale sous la forme de cartes neuronales
temporisées. Ces cartes ont pour but de conserver en mémoire l’état d’activation d’un
ensemble de neurones et de permettre ainsi l’apprentissage de séquences d’activations.
Les représentations de positions et d’action n’étant pas connues a priori, elles sont ap-
prises par l’observation des données proprioceptives sous la forme de cartes temporisées
et séparées en deux canaux distincts : la position des caméras (pan et tilt) ainsi que
la distance de l’objet obtenue par une mesure de stéréo-disparité définissent les entrées
d’apprentissage des cartes de positions tandis que la vitesse de chaque moteur du robot
constituent les entrées pour d’apprentissage des représentations d’actions.
La dissociation de ces trois types de représentations : représentations visuelles
(Quoi), représentations de positions (Où) et représentations d’actions (Comment) ainsi
que l’introduction explicite de la notion de temps par les cartes temporisées sont à l’ori-
gine d’une simplification importante des mécanismes associatifs menant à la prise de
décision. Cette dissociation a en effet permis d’éviter de recourir à une interconnexion
complète et systématique de l’ensemble des représentations apprises telles que proposé
dans le modèle originel de mémoire associative.
III. Représentations initiales et récompense globale
Au centre de la Figure 1.2 se situe la composante subjective du système. Des repré-
sentations initiales permettent d’associer, avant tout apprentissage, des récompenses
positives ou négatives (punitions) aux données capteurs. Le robot peut par exemple
recevoir une punition lors de l’activation d’un capteur de contact ou une récompense
si ses capteurs proprioceptifs mesurent le rechargement de sa batterie. Ces différentes
données sont par la suite utilisées afin de générer une valeur globale de récompense
symbolisant l’état subjectif courant du système. Les représentations apprises lors de la
phase de décomposition du contexte sont dans un second temps associées au niveau de
récompense globale perçu au moment de leur détection. Toute représentation apprise
par le système sera donc, à terme, valuée par un niveau de récompense reflétant la valeur
de récompense globale mesurée en moyenne lors de son activation. C’est par ce biais que
le système est capable d’accroître l’ensemble des représentations subjectives à partir de
l’ensemble initial donné lors de la conception. A la différence d’un apprentissage par
renforcement classique, notre système est donc en mesure d’évaluer le contexte courant
sans la présence explicite de signaux de récompense offerts par l’environnement.
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IV. Associations et choix de l’action
L’association d’une valeur de récompense à une représentation apprise qu’elle soit
visuelle, de position ou d’action ne suffit pas à la prise de décision. Il n’existe en effet à un
instant donné qu’un sous-ensemble d’états atteignables et d’actions envisageables. De
plus, étant donné le contexte courant, atteindre un état à fort niveau de récompense
peut mener en des états intermédiaires subjectivement moins intéressants, pouvant
même entraîner un solde de récompense négatif pour la série d’actions envisagée. C’est
pourquoi, nous proposons d’apprendre grâce aux cartes neuronales temporisées citées
plus haut, les ensembles de transitions d’états (pour les représentations visuelles et de
positions) ainsi que les préconditions d’actions indispensables à la prise de décision
et à la création de l’horizon des états atteignables. A l’image des représentations, ces
associations sont donc de trois types :
– les transformations : qui à une vue, une position et une action, associent une
nouvelle vue,
– les déplacements : qui à une position et une action associent une nouvelle action,
– les réflexes : qui à une vue et une position associent une action.
Ainsi, grâce à ces trois types d’associations obtenue incrémentalement par appren-
tissage et par l’interconnexion des cartes neuronales temporisées les constituant nous
proposons de construire un réseaux associatif directement exploitable pour la prise
de décision. Nous montrerons en effet comment l’emploi systématique de schémas de
connexions simples permet de construire un réseau associatif au sein duquel la diffusion
passive des informations capteurs permet la mise à jour des valeurs d’utilité exploitées
par l’apprentissage par renforcement. Nous souhaitons ainsi favoriser des algorithmes
de calcul locaux afin d’exploiter au maximum le parallélisme des calculs et des flux
d’informations.
1.3 Organisation du manuscrit
Suite à cette discussion très générale qui nous a permis d’introduire les éléments clés
de notre approche nous proposons dans le prochain chapitre un panorama des principes
et méthodes utilisés couramment dans le domaine de la robotique suivant trois axes
distincts. Tout d’abord nous présenterons trois types d’approches qui ont encadré le
domaine de la reconnaissance d’objet : l’approche vue-centrée, l’approche objet-centrée
et l’approche écologique. Dans un second temps nous examinerons les techniques de
représentations spatiales du point de vue de la robotique, de la biologie ainsi que les
modèles biologiquement inspirés. La troisième et dernière partie de ce chapitre sera
consacrée aux méthodes de sélection d’action par renforcement dont notre modèle est
fortement inspiré. Cet état de l’art nous permettra de positionner notre approche avant
de poursuivre par une présentation détaillée de nos travaux.
Le Chapitre 3 aura pour objet la présentation du modèle de neurone qui constitue le
coeur des capacités d’apprentissage de notre système. Nous présenterons également dans
ce chapitre les trois types de représentations mentionnées plus haut : les représentations
visuelles d’objet, les représentations de positions et les représentations d’actions.
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L’acquisition de représentations permettant la décomposition du contexte perceptif
n’a de sens qu’à l’issue de la création d’un réseau associatif exploitable. Nous montrerons
dans le chapitre 4 comment notre système est en mesure d’acquérir un ensemble d’as-
sociations sensori-motrices en s’appuyant sur les représentations de vues, de position
et d’actions apprises en parallèle. Nous préciserons également le mécanisme d’appren-
tissage subjectif reliant la valeur de récompense globale aux éléments de la mémoire
associative.
Le Chapitre 5 plus richement illustré, permettra de présenter la propagation des
activations au sein des associations et plus globalement, la construction de la prévision
pour la décision. Nous introduirons notamment la notion de carte temporisée étendue
qui constitue le support neuronal de la prévision. Chaque type d’association (trans-
formation, déplacement et réflexe) sera associé à un schéma de connexion particulier
pouvant être reproduit de façon incrémentale et sytématique en garantissant la cohé-
rence de l’ensemble des états prédits.
Le Chapitre 6 sera dédié aux conclusions et perspectives.
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Ce chapitre qui est est essentiellement bibliographique, a pour objectif de position-
ner notre approche selon trois points de vue distincts : la représentation des objets, la
représentation de l’espace et la sélection de l’action. Pour chacun de ces points, nous
mettons à la disposition du lecteur une brève présentation de différentes techniques exis-
tant dans la littérature pour offrir un éclairage suffisant lors de la description détaillée
de notre système qui aura lieu dans les prochains chapitres.
2.1 La représentation des objets
La question du type de représentation utilisé par notre système visuel pour la re-
connaissance des objets a constitué une large polémique au sein de la communauté des
sciences cognitives. Deux approches se sont frontalement opposées. Nous proposons au



















Fig. 2.1 – Décomposition d’objets simples en géons (Inspiré de [Biederman 87]) Se-
lon l’approche par composantes, les objets (à droite) peuvent être décomposés en un
ensemble de primitives géométriques simples : les géons (à gauche).
Tout d’abord l’approche objet-centrée, soutenue par Irving Biederman suppose
l’existence de primitives géométriques (ou géons) permettant aux représentations de
décrire la structure tri-dimensionnelle des objets [Biederman 87, Biederman 93, Bie-
derman 00]. Ces représentations nécessitent donc d’extraire des images les primitives
géométriques ainsi que leurs configurations dans l’espace (Figure 2.1). La Reconnais-
sance par Composante (en anglais RBC : Recognition-by-components) est soutenue par
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des experiences montrant la capacité de notre système visuel à reconnaître les objets
quelle que soit leur orientation dans l’espace (reconnaissance vue-invariante). Ce type
de représentations, très utile en robotique pour la planification de mouvement et la
manipulation d’objets, demeure complexe à mettre en œuve pour un apprentissage en
temps réel basé sur les seules données visuelles.
II. Approche vue-centrée
NON-CANONICALCANONICAL
Fig. 2.2 – Des expériences de reconnaissance d’objet menées chez l’homme mettent en
évidence des temps de reconnaissance différents selon la vue de l’objet présentée au
sujet. La vue produisant un temps de reconnaissance le plus faible est qualifiée de vue
canonique [Bülthoff 94].
Un deuxième type de représentations défendu par Heinrich H. Bulthoff et Michael J.
Tarr notamment, inspiré des techniques de reconnaissance de formes, propose d’encoder
les objets tels qu’ils apparaissent selon différents points de vues (approche vue-centrée).
Cette approche s’appuie également sur des données expérimentales montrant l’influence
du point de vue sur le temps de reconnaissance et de discrimination des objets [Bül-
thoff 94, Tarr 95] et introduit la notion de vue canonique produisant la reconnaissance
la plus rapide (Figure 2.2). Cette influence du point de vue sur le temps de reconnais-
sance a été un argument d’importance pour les défenseurs de l’approche vue-centrée.
Cette approche doit néanmoins faire face à de nombreuses limitations telles que la
quantité importante de mémoire nécessaire à l’apprentissage des vues, la sensibilité de
la reconnaissance ou le problème de l’apprentissage de classes d’objets par généralisa-
tion. Nous renvoyons le lecteur à [Tarr 98] pour une discussion plus approfondie. Bien
que l’approche vue-centrée soit désormais privilégiée pour la modélisation de la recon-
naissance des objets chez l’homme, il est aujourd’hui également admis qu’un tel type
de représentations ne saurait se priver d’une composante vue-invariante de l’objet. Le
travaux de M. Riesenhuber, T. Poggio et G. Wallis ont tenté de réconcilier ces deux
approches tout en proposant de réduire le nombre de vues nécessaires à l’apprentissage
par l’utilisation de réseaux de fonction à base radiale (Radial Basis Function Networks)
[Poggio 90, Riesenhuber 99, Riesenhuber 00].
28 2 REPRÉSENTATIONS ET ACTIONS
1200 nature neuroscience supplement •  volume 3  •  november 2000
example. The weighted outputs of all units are then added. If
the sum is above a threshold, then the system’s output is 1;
otherwise it is 0. During learning, weights and threshold are
adjusted to optimize correct classification of examples. One
of the earliest versions of this scheme was a model5 for iden-
tification of an individual object irrespective of viewpoint.
Note that this approach is feedforward and view-based in the
sense that there is no 3D model of the object that is mentally
rotated for recognition, but rather novel views are recognized
by interpolation between (a small number of) stored views
(Fig 1b).
More elaborate schemes have been developed, especially for
the problem of object categorization in complex real-world
scenes. They focus on classifying an image region for a partic-
ular viewpoint and then combine classifiers trained on differ-
ent viewpoints. The main difference between the approaches
lies in the features with which the examples are represented.
Typically, a set of n measurements or filters are applied to the
image, resulting in an n-dimensional feature vector. Various
measures have been proposed as features, from the raw pixel
values themselves6–8 to overcomplete measurements (see
below), such as the ones obtained through a set of overcom-
plete wavelet filters9. Wavelets can be regarded as localized
Fourier filters, with the shape of the simplest two-dimension-
al wavelets being suggestive of receptive fields in primary visu-
al cortex.
The use of overcomplete dictionaries of features is an inter-
esting new trend in signal processing10. Instead of represent-
ing a signal in terms of a traditional complete representation,
such as Fourier components, one uses a redundant basis, such
as the combination of several complete bases. It is then possi-
ble to find sparse representations of a given signal in this large
dictionary, that is, representations that are very compact
because any given signal can be represented as the com-
bination of a small number of features. Mallat makes the
point by analogy: a complete representation is like a small
English dictionary of just a few thousand words. Any con-
cept can be described using the vocabulary but at the
expense of long sentences. With a very large dictionary—
say 100,000 words—concepts can be described with much
shorter sentences, sometimes with a single word. In a sim-
ilar way, overcomplete dictionaries of visual features allow
for compact representations. Single neurons in the
macaque posterior inferotemporal cortex may be tuned
to such a dictionary of thousands of complex shapes11.
Newer algorithms add a hierarchical approach in
which non-overlapping12,13 or overlapping compo-
nents8,14 are first detected and then combined to repre-
sent a full view. As we discuss below, in models for object
recognition in the brain, hierarchies arise naturally
because of the need to obtain both specificity and invari-
ance of position and scale in a biologically plausible way.
The performance of these computer vision algorithms
is now very impressive in tasks such as detecting faces,
people and cars in real-world images8,13. In addition,
there is convincing evidence from computer vision15 that
faces—and other objects—can be reliably detected in a
view-invariant fashion over 180° of rotation in depth by
combining just three detectors (Fig. 1b), one trained with
and tuned to frontal faces, one to left profiles, and one to
right profiles.
All these computer vision schemes lack a natural
implementation in terms of plausible neural mecha-
nisms. Some of the basic ideas, however, are relevant for bio-
logical models.
Object recognition in cortex
View-based models have also been proposed to explain object
recognition in cortex. As described above, in this class of mod-
els, objects are represented as collections of view-specific fea-
tures, leading to recognition performance that is a function of
previously seen object views, in contrast to so-called ‘object-
centered’ or ‘structural description’ models, which propose
that objects are represented as descriptions of spatial arrange-
ments among parts in a three-dimensional coordinate system
that is centered on the object itself16. One of the most promi-
nent models of this type is the ‘recognition by components’
(RBC) theory17,18, in which the recognition process consists of
extracting a view-invariant structural description of the object
in terms of spatial relationships among volumetric primitives,
‘geons’, that is then matched to stored object descriptions. RBC
predicts that recognition of objects should be viewpoint-invari-
ant as long as the same structural description can be extract-
ed from the different object views.
The question of whether the visual system uses a view-based
or an object-centered representation has been the subject of
much controversy19,20 (for reviews, see refs. 2, 21). Psy-
chophysical22,23 and physiological data24,25 support a view-
based approach, and we will not discuss these data further here.
In this paper, we focus on view-based models of object recog-
nition and show how they provide a common framework for
identification and categorization.
Based on physiological experiments in monkeys2,11, object
recognition in cortex is thought to be mediated by the ventral










Fig. 1. Learning module schematics. (a) The general learning module. (b) A spe-
cific learning module: a classifier, trained to respond in a view-invariant manner
to a certain object.
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ig. 2.3 – L’approche vue-centrée proposée par M. Riesenhuber et T. Poggio [Riesen-
huber 00] propose d’utiliser un ensemble de détecteurs de vue associés à u module de
sortie dont l’activité est invariante à la vue présentée en entrée. Le signal de détection
sortant est binaire. Celui-ci vaut 1 si la somme pondérée de l’activité des détecteurs
de vue dépasse un seuil prédéterminé. La valeur des poids associés aux connexions est
ajustée durant l’apprentissage pour obtenir un taux de reconnaissance satisfaisant.
III. L’approche écologique
Les approches présentées pré édemmen suppos nt une séparation stricte en re la
perception et l’action. La représentation des objets est en effet co struite dans le but
de fournir une reco naissance stable (invariante à l’objet) afin de mettre en œuvre par
la suite un mécanisme décisionnel symbolique. Cette approche cognitiviste qui semble
très "naturelle" du point de vue du roboticien n’est pas pour autant universellement
admise. James J. Gibson, psychologue américain, qui a joué un rôle majeur dans le do-
maine de la perception visuelle, a proposé une approche radicalement opposée, qualifiée
d’approche écologique [Gibson 79]. Il suggère de replacer l’animal au centre de son en-
vironnement et de considérer la perception du point de vue de leurs interactions. Cette
théorie s’articule selon deux concepts principaux : le champ optique ambiant et les "af-
fordances". Le champ optique ambiant, à ne pas confondre avec le champ de vision est
constitué d l’ensemble des rayons lumineux qui parviennent à la rétine. Pour Gibson,
c’est la strucure du champ ptique ambiant qui fournit l’i formation perceptive, par
la dét ction d’invariants et non la simple lumière. La notion d’affordance, néologisme
issu de l’anglais to afford (permettre, donner la possibilité de), traduit les interactions
possibles entre l’animal et son environnement. Pour Gibson, les affordances ne sont pas
des abstractions d’un processus mental de haut niveau mais sont au contraire perçues
directement. Ces affordances existent d’ailleurs d’elles-mêmes qu’elles soient perçues
ou non. L’état, les possibilités physiques de l’animal vis-à-vis de l’environnement les
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définissent de fait, d’où le nom d’approche écologique.
IV. Positionnement de notre approche
Notre choix s’est rapidement porté sur une représentation d’objets formée par un
ensemble de détecteurs de vues (vue-centrée). Ce type de représentation est en effet bien
adapté a l’apprentissage par réseau de neurones et l’utilisation d’une décomposition hié-
rarchique de l’image d’entrée par des détecteurs locaux de contrastes et d’orientations.
Nous montrerons cependant qu’un détecteur invariant au changement de point de vue
(objet-centrée) a également été introduit pour faciliter la construction incrémentale de
la collection de détecteurs de vues de chaque objet. Notre approche est donc très simi-
laire aux travaux de M. Riesenhuber et T. Poggio [Riesenhuber 00] dont l’architecture
est illustrée par la figure 2.3. De plus, nous montrerons comment l’apprentissage d’as-
sociations permet d’étendre la représentation par vues en reliant des vues proches et
les actions permettant de transiter entre ces vues.
2.2 La représentation de l’espace
I. Les représentations spatiales en robotique
Dans le cadre de la navigation robotique autonome, de nombreuses méthodes ont
été proposées pour représenter l’espace de manière efficace et sous une forme la plus
compacte possible. Des représentations métriques basées sur les données brutes des
capteurs, aux représentations topologiques mettant en jeu un symbolisme spatial, ces
approches sont le résultat d’un intérêt toujours grandissant pour la localisation et la
navigation autonome ou SLAM (Simultaneous Localization and Mapping). Sebastian
Thrun, qui est un actif contributeur du domaine, énonce dans [Thrun 98] une liste de
facteurs limitant la capacité du robot à apprendre un modèle de l’environnement :
– Les capteurs ne mesurent pas directement l’information utile à la localisation.
– Les perceptions sont limitées autour du robot, celui-ci doit explorer son en-
vironnement.
– Les capteurs sont bruités et la distribution de ce bruit est souvent inconnue.
– Le glissement du robot sur le sol rend les mesures odométriques génératrices
d’erreurs importantes.
– L’environnement est complexe et dynamique, il est donc impossible de
maintenir un modèle exact et difficile de prédire de façon efficace.
– Les contraintes "temps-réel" nécessitent un modèle simple et facilement ac-
cessible.
Nous proposons ici un bref rappel des différentes approches et les représentations
spatiales sous-jacentes.
A. Représentations métriques
Les représentations métriques sont basées sur une représentation de l’espace sous
la forme d’une grille d’occupation [Moravec 88, Elfes 89, Elfes 87, Moravec 85], de
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Figure 2: The Probability Profilcs corrcsponding to the probably Empty 
and somewhere Occupied rcgionc in the sonar beam. 
l h e  profiles represent a horizontal cross scctinn of 
the beam 
The operations performed on thc empty and occupied probabilities 
are not symmetrical. The probability distribution for empty areas 
represents a solid volume whose totality is probably empty but the 
occupied probability distribution for a single reading represents a lack 
of knowledge we have about the location of a single reflecting point 
somewhere in the range of the distribution. Empty regions are simply 
addcd using a probabilistic addition formula. The occupied probabilities 
for a single reading, on the other hand, are reduced in thc areas that the 
other data suggests is empty, then normalizcd to make their sum unity. 
Only aftcr this narrowing proccss are the occupied probabilities from 
each reading combined using the addition formula. 
One range measurement contains only a small amount of 
information. By combining the evidence from many readings as the 
robot movcs in its cnvironmcnt, the area known  to  be empty is 
expanded. The number of regions somewhere containing an occupied 
cell increases, while the rangc of uncertainty in each such region 
decreases. The overall effcct  as more readings arc addcd is a gradually 
increasing coverage along with an increasing precision in the object 
locations. Typically after a few hundred readings (and less than a 
sccond of computer time) our process is able to "condense out" a 
comprehensive map covering a thousand squarc fcct with better than 
one foot position accuracy of the objects dctcctcd. Note that such a 
result does not violate infomation thcorctic or degree of frccdom 
constraints, since the dctcctcd boundarics of objects are linear, not 
quadratic in the dimensions of the map. A thousand square foot map 
may contain only a  hundrcd lincar feet of boundary. 
3. SUI'I:RI'OSITION or: OCCLI'II:I) .AIU:AS: For c x h  rc;tding k, 
s!lift the occupicd probxbilitcs arour~d i n  rcsponsc to the 
c.ombincci cnlptyncss map using: 
CANCEL.: occk(X'Y): = OCCk(X,Y) ' (1 - D,7p(X,Y)) 
NORMALIZE: Occ,(X,u): = O c c k ( X , Y ) / x  occk(X,Y) 
EKIIASCE: ocdX,Y):= 
Occ{X,Y) + occk(x.Y)- OCC(X,Y)XOCCk(X,Y) 
4. ~~I~I<I:S~IOL,DIWG: Thc final occupation value attributcd to a 
cell is given by a thrcsholding method: 
TI1RESIlOLD: Map(X,Y): = 
Occ(X,Y) if Occ(X,Y) 2 Emp(X.Y) 
- Emp(X,Y) if Occ(X,Y) < Emp(X,Y) 
3.5. Maps 
A typical map cbtaincd through this method is shown  in  Fig. 3, and 
the corresponding certainty factor distributions are shown in Figs.  Fig. 
4 and 5 .  lhese are the maps obtained bcforc the thrcshoiding step. 
The final maps obtained after thresholding are shown in Figs. 6, 7 
and 8. 
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Figure 3: A Two-Dimensional Sonar Map. Each symbol represents a 
square arca six inches on  a side in the  room pictured 
in Figure 1. The right edge of this diagram 
corrcsponds to the far wall in thc picture. Empty 
areas with a high certainty factor  are rcprcsented by 
white space; lower certainty factors by " f " 
symbols of increasing thickness. Occupied areas are 
represented by X 'I symbols, and Utlknown areas by 
, The robot positions where  scans  were taken are 
shown by circles and the outline of  the room and of 
the major objects by solid lines. 
.,,,, 
Formally the evidence combination process proceeds along the 
following steps: 
1. RESET: The whole  Map is set to UNKNOWN by making 4. Matching 
Emp(X,Y): = O  and Occ(X,Y): = 0. 
Sonar navigation would benefit from a procedure that can match  two 
maps and report the displacement and rotation that best takes one into 
2. SUPERPOSITION OF EMPTY AREAS: For evcry sonar reading k 
modify the cmptyucss information over i:s projection by: 
Our most succcssfd programs begin with  the thrcsholded maps 
MITANCE: h p ( x , Y ) :  = described above, with cell values that are negative if the Cell  is empty, 
Emp(X,Vj+ /:itrpk(X,Y)- / ~ t ) 7 P ( X , Y ) x ~ ~ n p ~ ~ X . Y )  positive if occupied and zcro if unknown. 
the other. 
1 I9 
Fig. 2.4 – Grille d’occupation obt u à l’aide de capteur à ultra-sons [Moravec 85]. Les
positions du robot lors des mesures sont représentées par des cercles et les obstacles et
murs de l’e vironnement par des traits pleins. Chaque case de la grille peut recevoir les
symboles suivant : (vide) forte c rtitude d’espace libre, (+) inc r itude sur la nature de
la zone, (x) zone occupée, (.) zone inconnue.
points, de segments ou de plans extraits des données des capteurs (laser, vision...).
Dans le cas des grilles d’occupation, chaque cellule de la grille représente la présence
(ou la probabilité de présence) d’un obstacle (Figure 2.4). Ce type de représentation
s’avère très facile à mettre en œuvre notamment par l’utilisation de capteurs laser ou
infrarouge et rend la localisation aisée car elle dépend uniquement de la géométrie de
l’environnement immédiat du robot. Le principal inconvénient de cette méthode repose
sur la taille de la grille qui, pour obtenir un niveau de détail suffisant, peut atteindre
un taille très grande. La taille de cette grille, qui est indépendante de la complexité
de l’environnement, a un impact direct sur le temps nécessaire à la planification. Les
représentations métriques peuvent égaleme t être basées sur l’extraction de primitives
géométriques telles que des droites, segments ou des plans.
B. Représentations topologiques
Les approches topologiques, représentent l’environnement sous la forme d’un graphe
dont les cellules correspondent à des lieux et les arcs représentent l’existence de che-
mins entre ces lieux [Kuipers 78, Kuipers 91, Kortenkamp 94, Yamauchi 96]. Les lieux
sont identifiés par le biais d’amers perceptifs, chaque cellule de lieu est donc associée
à un modèle permettant la localisation du robot. Il se pose alors le problème de la
discrimination des lieux ayant des caractéristiques perceptives proches pouvant être
faussement identifiées : l’aliasing perceptif. La représentation graphique est cependant
bien plus compacte que les grilles d’occupation et sa complexité varie avec celle de
l’environnement. Les représentations topologiques sont directement exploitables par les
systèmes symboliques de planification et plus accessibles pour l’utilisateur humain.
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Figure 6
Figure 8
Fig. 2.5 – Carte topologique dans un environnement structuré [Yamauchi 96]. Ce type
de carte est particulièrement utile à la navigation cependant, la simplification du graphe
par la sélection de noeuds n’est pas une tâche triviale à accomplir.
(a) Voronoi diagram (b) Critical lines
(c) Regions (d) Topological graph
(e) Pruned regions (f) Pruned topological graph
Fig. 14. Extracting the topological graph from the map depicted in Figure 9: (a) Voronoi
diagram, (b) Critical points and lines, (c) regions, and (d) the final graph. (e) and (f) show
a pruned version (see text).
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Fig. 2.6 – Représentation hybride de l’espace [Thrun 98]. Un résultat majeur du SLAM
accompli grâce à l’utilisation simultanée des représentations métriques et topologiques.
C. Représentations hybrides
Les représentations métriques et topologiques de l’espace ont des caractéristiques
très différentes. Leurs avantages et inconvénients respectifs, qu’ils soient liés au temps
d’apprentissage, à la facilité d’exploitation ou à la compacité des représentations, les
rendent très complémentaires lorsque elles sont réunies en des représentations hybrides
de l’espace [Chatila 85, Thrun 98, Arleo 99]. Un des problèmes majeurs du SLAM
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consistant a contrecarrer les erreurs odométriques lors de parcours dans des environne-
ments circulaires a été résolu par ce type de méthodes (Figure 2.6).












Fig. 2.7 – Anatomie de l’hippocampe [y Cajal 11]. L’information y est transmise au
sein d’une boucle unidirectionnelle.
Il est communément admis que l’hippocampe joue un rôle majeur dans la conso-
lidation de la mémoire, la mémoire spatiale et la navigation. L’hippocampe est une
structure du cerveau bilatéralisée et symétrique qui fait partie du système limbique.
C’est une formation corticale appartenant à l’archicortex : l’hippocampe est une struc-
ture ancienne qui se retrouve chez les mammifères mais aussi chez les espèces primitives
telles que les cyclostomes (lamproie). La stabilité des structures neuroanatomiques de
l’hippocampe parmi les différentes espèces suggère que cette structure a un rôle ma-
jeur dans le fonctionnement du système nerveux central. La formation hippocampique
est divisée en trois parties : le gyrus denté, la corne d’Ammon (à cause de sa ressem-
blance avec la forme des cornes de bélier du dieu Ammon de la mythologie) elle-même
subdivisée en 3 sous-parties (CA1, CA2, CA3) et le subiculum. L’hippocampe est ca-
ractérisé par un circuit neuronal tri-synapstique (Figure 2.7). L’entrée de l’information
dans cette boucle unidirectionnelle se fait par les axones du cortex entorhinal nommés
fibres perforantes qui forment les premières connexions avec le gyrus denté. Les cellules
granulaires du gyrus denté projettent massivement leurs axones (fibres moussues) vers
les cellules pyramidales de CA3 (deuxième connexion). Ces cellules se projettent alors
vers les dendrites des cellules pyramidales de CA1, formant la troisième partie de la
boucle : les collatérales de Schaffer. Celles ci projettent à leur tour leurs axones vers
le subiculum et produisent une voie sortante vers le cingulum. Le subiculum constitue
l’étape finale du circuit hippocampique et produit une voie sortante vers le Formix.
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Fig. 2.8 – Champ de lieu chez le rat : l’activation des cellules de lieu chez le rat
est étroitement liée à sa position par rapport à celles d’indices visuels présents lors
d’une phase d’apprentissage. L’enregistrement des fréquences d’activation de cellules
prises individuellement met en évidence des zones de l’environnement pour lesquelles
ces cellules sont actives, ces zones définissent les champs de lieu des cellules.
L’identification des cellules de lieu dans l’hippocampe du rat [O’Keefe 71] a eu une
incidence fondamentale dans la compréhension de la formation des représentations de
l’espace chez les animaux et chez l’homme. Les cellules de lieu sont des neurones dont
l’activation est en étroite corrélation avec la position de l’animal dans son environne-
ment, chaque cellule de lieu ne s’active que lorsque l’animal est situé dans une zone spé-
cifique de l’environnement [O’Keefe 96]. Ce type de représentations est allocentrique :
elle est relative à l’environnement et non à l’animal. Cette découverte est à l’origine de
l’hypothèse selon laquelle le rôle de l’hippocampe serait de constituer une carte cog-
nitive de l’environnement [O’Keefe 78]. La position des champs de lieu, c’est à dire
la zone produisant l’activation d’une cellule particulière n’est néanmoins pas absolue
mais relative à la détection d’indices visuels. Les cellules de lieu peuvent aussi montrer
une activation dépendante de l’orientation de l’animal dans certains environnements ou
lorsque la direction est un facteur générant la récompense lors de l’apprentissage. Bien
que la vision ait une influence majeure sur la localisation, d’autres modalités telles que
l’olfaction ou la proprioception ont montré leur influence sur l’apprentissage ou l’acti-
vation des champs de lieu. L’intégration de chemin à l’aide de données proprioceptives
permettrait en outre la discrimination de lieux visuellement semblables et la navigation
dans l’obscurité.
C. L’hippocampe des primates, les cellules de vue
Les expériences qui ont permis la découverte des cellules de lieu chez le rat ont
naturellement encouragé la recherche de telles cellules chez les espèces plus proches de
l’homme, les primates. A la différence du rat, les expériences menées sur les primates ont
montré l’existence de cellules dépendantes de la zone de l’espace observée par l’animal
et non celle où il se situe [Rolls 95] : les cellules de vue. Cette différence notable est
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FIGURE 3. Examples of the firing of another hippocampal cell
(av216)when themonkey was at different positions in the room,with
different head directions, looking at wall 1 of the room. The details of
the spatial view field are shown by the different firing rates indicated
as gray scale levels. The firing rate of the cell in spikes/s as a function
of horizontal and vertical eye position is indicated by the blackness of
the diagram on the left (with the calibration bar in spikes/s shown
below). (Positive values of eye position represent right in the
horizontal plane and up in the vertical plane.) The hatched box in the
diagram on the right represents the approximate position of the
spatial view field. a–c: Experiments with the monkey in different
places, and with different head directions. (Reproduced with permis-
sion from Georges-Francois et al. [1999] and Oxford University
Press; Cerebral Cortex 9:197–212, 1999.)
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Fig. 2.9 – Activations des cellules de vue chez le primate [Rolls 99]. L’enregistrement
des fréquences d’activation de certaines cellules de l’hippocampe montre l’existence de
cellules dont l’activation est associée à la position dans un repère global de l’objet
observé, indépendamment de la position et de l’orientation du sujet.
illustrée par la Figure 2.9. A l’image des cellules de lieu, les cellules de vue forment
une présentation allocentrique de l’espace dans la mesure ou ni la position des yeux
ni l’orientation de l’animal n’ont d’influence sur leur activation [Georges-François 99].
De récentes publications montrent en outre l’existence dans l’hippocampe de neurones
s’activant lors de la reconnaissance d’objets indépendamment de leurs positions et de
neurones s’activant lors de la combinaison d’un objet et d’une position particulière
[Rolls 04, Rolls 05, Rolls 06]. Ces constatations offrent une meilleure compréhension du
rôle de l’hippocampe dans la formation de la mémoire spatiale.
III. Les modélisations des cartes cognitives
Depuis la mise en évidence des cellules de lieu de l’hippocampe, différents modèles
ont été proposés afin d’en reproduire les mécanismes et vérifier les hypothèses concer-
nant l’apprentissage et l’exploitation des représentions spatiales pour des tâches de
localisation et de navigation. Nous allons présenter différents modèles en distinguant
les modèles simulés, utilisant un système visuel abstrait, des modèles intégrés à des sys-
tème robotiques, ces dernier étant bien sûr d’un intérêt particulier pou nos travaux.
La liste des modèles présentés n’est pas exhaustive, leur présentation ayant pour but
de définir quelques principes clés dans ces domaines.
A. Modèle simulés
Parmi ces modèles citons tout d’abord celui proposé par Sharp [Sharp 91] où une
architecture neuronale à trois étages permet l’apprentissage de cellules de lieu par
l’exploitation d’indices visuels, leur distance à l’agent ainsi que l’orientation de l’agent
vis-à-vis de l’indice observé. L’apprentissage des neurones est de type hebbien (voir
Chapitre 3) et des connexions latérales inhibitrices supportent un mécanisme de type
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"Winner-take-All". Le système visuel est ici abstrait, les expériences étant menées en
simulation.
Le modèle proposé par Wan, Redishand et Touretzky [Wan 94, Touretzky 96, Re-
dish 97a, Redish 97b] est composé de quatre ensembles fonctionnels : les représentations
de vues locales, les représentations des directions de la tête, l’intégrateur de chemin et
les représentations de lieux. Le système visuel fournit les informations de détection
d’indices visuels, leurs distances à l’agent et l’angle selon lequel ils sont détectés. Grâce
à ces informations et en accord avec la direction courante de la tête, une valeur globale
d’orientation de l’agent peut être calculée. Cette valeur d’orientation est maintenue
cohérente avec la dynamique de l’agent, sa vitesse angulaire fournit par le système
vestibulaire et son action courante. L’intégrateur de chemin a pour but de maintenir
une estimée de position en sommant les actions que produit l’agent. Cette sommation
produisant inévitablement une dérive, le quatrième ensemble est chargé d’extraire une
représentation stable de position à l’aide de l’intégrateur et des vues locales. Dans cet
ensemble le recrutement de nouvelles cellules de lieu est incrémental. Il n’existe pas
d’implantation neuronale de ce modèle.
B. Modèles intégrés
Le modèle proposé par Gaussier [Leprêtre 00, Gaussier 02, Cuperlier 06] s’appuie
sur la détection d’indices visuels au sein d’images panoramiques recomposées. La re-
présentation de l’espace est basée sur l’apprentissage de transitions entre différentes
positions du robot. La reconnaissance de la position locale du robot est basée sur la
configuration des amers visuels. Les cellules de lieu sont apprises par un mécanisme de
compétition de type Winner-Take-All, et leur activité lors du déplacement du robot
définit un champ de lieu pour chaque cellule. Le recrutement d’une nouvelle cellule de
lieu est amorcé lorsque l’activité des cellules de lieu courantes ne dépasse pas un seuil
de reconnaissance. Des cellules de transition permettent d’associer l’action générant les
activités consécutives de deux cellules de lieu distinctes et sont obtenues par appren-
tissage hebbien. Le choix de la prochaine action est le résultat d’un double mécanisme
de propagation des transitions avant et arrière. La propagation arrière des transitions
à partir d’une cellule but (goal planning) permet d’obtenir le plus court chemin vers le
but lorsque cette propagation rencontre les cellules représentant les prochaines transi-
tions accessibles depuis le lieu courant, biaisant ainsi le mécanisme de compétition et
générant l’action correspondante.
Le modèle proposé par Arleo et Gerstner [Arleo 00a, Arleo 00b, Arleo 01, Arleo 04]
présente l’intérêt d’associer l’utilisation d’informations visuelles d’une part, et la mise
en œuvre d’un intégrateur de chemin pour la création des cellules de lieu d’autre part.
L’apprentissage de ces représentations spatiales est non supervisé et basé sur un appren-
tissage hebbien durant une phase d’exploration de l’environnement. La scène visuelle
est traitée par un ensemble de filtres de Gabor pour en extraire une représentation
stable. Les représentations allothétiques (issues des entrées visuelles) et idiothétiques
(issues de la proprioception) se combinent par un nouvel apprentissage hebbien à un
niveau supérieur de l’architecture modélisant les cellules de lieu de l’hippocampe. C’est
la combinaison de ces deux modalités qui permet de répondre au problème de l’aliasing
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perceptif.
IV. Positionnement de notre approche
Nos travaux se sont focalisés sur l’apprentissage des positions d’objets dans un re-
père centré sur le robot. De ce fait, il n’existe pas, dans notre système de représentation
allocentrique de l’espace. Notre approche est cependant à relier à la modélisation des
cellules de vues chez les primates : l’activité de ces neurones sera dépendante de l’orien-
tation du robot. Nous définirons ainsi des détecteurs neuronaux sensibles à des positions
particulières d’un objet par rapport au robot, ainsi que les champs de position asso-
ciés. L’apprentissage associatif permettra également d’apprendre des transitions entre
différentes positions par l’intermédiaire des actions produites par le système.
2.3 La sélection de l’action par renforcement
I. Origines
Fig. 2.10 – La boîte de Skinner est un dispositif expérimental qui fut inventé par
Burrhus Frederic Skinner (1904-1990) pour tester la capacité des rongeurs à subir un
conditionnement opérant. Le comportement de l’animal est renforcé par deux types de
stimuli : la prise de nourriture pour un renforcement positif, un choc électrique pour
un renforcement négatif.
L’objectif de l’apprentissage par renforcement est d’apprendre les actions que doit
produire un agent dans son environnement, étant donné un état perçu, afin de maxi-
miser un signal de gain [Sutton 98]. Le problème de la représentation de l’environ-
nement est donc écarté dans la mesure ou les capacités perceptives sont supposées
acquises. L’apprentissage par renforcement est un domaine dont les fondements sont
multiples. Tout d’abord, les théories behavioristes de l’apprentissage et plus précisément
le conditionnement opérant ou apprentissage skinnerien est basé sur la loi de l’effet de
Thorndike : un comportement suivi d’une récompense sera associé à la situtation qui
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l’a déclenché. Le conditionnement opérant tente d’expliquer les comportements appris
lors de l’ontogénèse1 de l’organisme. Il repose sur deux éléments : le renforcement et
la punition. Ceux-ci peuvent être positifs ou négatifs. Les renforçateurs peuvent être
primaires : répondant à un besoin essentiel de l’individu (nourriture, douleur...) ou
secondaires : nécessitant un apprentissage préalable (jouet, argent...). Cette branche de
la psychologie demeure sujette à controverses dès lors qu’elle considère l’agent comme
une "boîte noire" et n’envisage pas la construction des connaissances ou les phéno-
mènes de l’inconscient. Elle est cependant utilisée dans les thérapies comportementales
et cognitives afin de traiter les troubles anxieux et la dépression. L’apprentissage par
renforcement est également largement inspiré des travaux réalisés dans le domaine du
contrôle optimal et plus précisément de la programmation dynamique inventée par le
professeur Richard Bellman [Bellman 57]. Les algorithmes associés permettent le cal-
cul d’une politique optimale étant donné un modèle de l’environnement parfaitement
modélisé dans le cadre d’un Processus Décisionnel Markovien (MDP). Bien que ces
techniques soient de peu d’utilité dans le cadre de la robotique mobile étant donnée
l’hypothèse du modèle parfait et l’ampleur des calculs à réaliser rendant difficile une
utilisation temps-réel, l’équation de Bellman demeure un des fondements de l’appren-
tissage par renforcement dont les principes seront exposés plus loin. Plus largement,
l’intelligence artificielle a contribué au développement de ces techniques par la plani-
fication dans l’espace d’état notamment. Ces domaines partagent une représentation
commune des interactions entre l’agent et l’environnement sous la forme d’états et
d’actions et l’utilisation d’un signal de gain et/ou d’utilité. Cette partie de l’exposé est
consacrée à la présentation des principes et méthodes de l’apprentissage par renforce-
ment permettant de mettre en évidence les mécanismes similaires employés dans notre

















Fig. 2.11 – Interaction entre agent et environnement dans l’apprentissage par renfor-
cement. Traduit de [Sutton 98].
Dans le cadre de l’apprentissage par renforcement, l’agent est en interaction constante
1L’ontogenèse (ou ontogénie) décrit le développement progressif d’un organisme depuis sa conception
jusqu’à sa forme mature, voire jusqu’à sa mort.
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avec l’environnement. Le temps est discrétisé, t = 1, 2, 3.... A chaque pas de temps t,
l’agent reçoit de l’environnement une information concernant son état st ∈ S, où S
représente l’ensemble des états possibles et sélectionne une action at ∈ A(st) avec
A(st), l’ensemble des actions possibles à partir de l’état st. A l’issue de son action at,
l’agent reçoit une valeur de récompense rt+1 ainsi que le nouvel état courant st+1. Ce
mécanisme est illustré par la Figure 2.11. A chaque instant t l’agent met en œuvre une
politique pit : S × A → IR qui associe à chaque état s et à chaque action a possible
dans s la probabilité pit(a, s) de choisir a dans s. Si l’agent est déterministe, la politique
désigne une fonction de S dans A qui à tout état associe l’action à entreprendre. On a
alors pi(s) ∈ A(s). La dynamique de l’environnement peut se résumer en la réalisation
de deux fonctions dans S : (st, at)→ st+1 et dans IR : (st, at)→ rt+1 définissant d’une
part l’interaction physique (composante objective) de l’agent avec l’environnement et
d’autre part le gain associé à cette interaction (composante subjective). La notion de
gain est donc ici incluse dans la dynamique de l’environnement. L’agent doit donc à
chaque instant t choisir une séquence d’actions maximisant un gain cumulé Rt définit
à horizon fini par :




Lorsque l’horizon est infini, le calcul du gain cumulé avec intérêt devient :




Avec γ un taux d’intérêt fixé tel que 0 ≤ γ ≤ 1. Ce taux permet de donner la priorité
aux gains les plus proches dans le temps.
La notion d’utilité permet d’envisager les potentialités de gain d’une politique étant
donné un état ou un couple (état, action) par l’intermédiaire de deux fonctions V pi(s)
et Qpi(s, a) et de l’espérance de gain Epi en suivant cette politique :
V pi(s) = Epi {Rt|st = s} (2.3)
Qpi(s, a) = Epi {Rt|st = s, at = a} (2.4)
Si l’horizon est infini, ces fonctions d’utilité deviennent :






Qpi(s, a) = Epi
{ ∞∑
k=0
γkrt+k+1|st = s, at = a
}
(2.6)
Grâce à ces fonctions il est alors possible de définir une relation d’ordre sur les
politiques :
pi ≥ pi′ ⇔ V pi(s) ≥ V pi′(s),∀s ∈ S (2.7)
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Une politique optimale pi∗ est alors supérieure ou égale à toute autre politique. Les
fonctions d’utilité associées à une politique optimale sont les suivantes :
V ∗(s) = max
pi
V pi(s),∀s ∈ S (2.8)
Q∗(s, a) = max
pi
Qpi(s, a),∀s ∈ S et ∀a ∈ A (2.9)
Nous venons de présenter brièvement sous quelle forme sont représentées, dans le
cadre de l’apprentissage par renforcement, les interactions entre l’agent et l’environ-
nement. L’objectif d’un tel apprentissage est de permettre à cet agent d’accumuler
l’information nécessaire à une décision immédiate maximisant l’espérance de gain dans
un horizon fini ou non. Cette information locale est représentée par le biais des fonc-
tions d’utilité V pi(s) et Qpi(s, a) que le système doit construire tout en améliorant sa
politique pi.
III. Méthodes d’évaluation des politiques
A. Apprentissage en environnement connu :
La Programmation Dynamique
Dans cette section nous allons donc considérer un agent possédant une connaissance
locale de la dynamique de l’environnement sous la forme de probabilités de transition
entre états Pass′ ainsi que les renforcements associés Rass′ . Etant donnée une politique pi,
une première phase vise le calcul des fonctions d’utilité. Nous considérerons l’évaluation
de la fonction V pi(s) sachant que la fonctionQpi(s, a) peut être évaluée de façon similaire.
La deuxième phase devra permettre l’amélioration de la politique courante grâce au
calcul des valeurs locales d’utilité.
V pi(s) = Epi
{
Rt





































Rass′ + γV pi(s′)
]
(2.10)
L’équation 2.10 montre le développement de la fonction d’utilité sous la forme d’une
accumulation de gains suivant les trajectoires fixées par la politique pi. La dernière ligne
traduit la dépendance existant entre l’espérance de gain à l’état s et l’espérance de gain
des états successeurs de s : c’est l’équation de Bellman pour V pi [Bellman 57]. A partir
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de cette formulation, il est relativement aisé de mettre en place une procédure itérative
















On montre facilement que Vk = Vpi est un point fixe de cette règle itérative et que
la séquence {Vk} converge vers Vpi si γ < 1 ou si l’horizon est fini.
L’évaluation d’une politique est donc un processus réalisable en ligne en utilisant
les informations locales de gain. Nous allons à présent nous intéresser à l’amélioration
d’une politique existante. L’amélioration de politique se base sur un théorème essentiel
reliant une amélioration locale de l’espérance de gain à l’amélioration globale d’une
politique. Ce théorème est ici énoncé dans le cas de politiques déterministes mais peut
être étendu au cas des politiques non-déterministes.
Théorème 2.1. Soient pi et pi′ deux politiques déterministes, telles que, pout tout état
s ∈ S :
Qpi(s,pi′(s)) ≥ V pi(s) (2.12)
Alors la politique pi′ doit être au moins aussi bonne que la politique pi, ce qui signifie
que, pour tout état s ∈ S :
V pi
′
(s) ≥ V pi(s) (2.13)
Ce théorème ouvre la voie aux processus itératifs d’amélioration de politique dans la
mesure où une amélioration locale à quelques états permet une amélioration globale de
la politique. Les processus itératifs d’amélioration de politique que nous allons envisager
s’appuient sur une alternance entre phase d’évaluation et phase d’amélioration. De plus
on montre qu’il n’est pas nécessaire d’attendre la convergence de la phase d’évaluation.
Si l’on alterne une seule itération de la phase d’évaluation de politique entre chaque
















Les méthodes de programmation dynamique sont, comme nous l’avons vu, basées sur
une connaissance parfaite de l’environnement. Ces méthodes présentent donc un intérêt
limité dans le cadre de l’apprentissage ouvert en robotique. Toutefois, elles introduisent
l’idée de mise à jour incrémentale de la politique courante qui est également exploitée
dans les méthodes prenant en compte une connaissance partielle de l’environnement
qui vont à présent nous intéresser.
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B. Méthode de Monte-Carlo
Les probabilités de transition entre état Pass′ et la valeur des renforcements Rass′
n’étant pas disponibles, cette méthode va consister en une mesure empirique des es-
pérances de gain de chaque état ou couple (état, action) (équations 2.3 et 2.4). Cette
mesure sera obtenue en moyennant les gains amassés à partir de ces états au cours
d’épisodes ou séquences d’états et d’actions se terminant dans des états terminaux. Les
méthodes de Monte-Carlo s’appliquent donc à des tâches épisodiques pour lesquelles
sont caractérisés des états terminaux. Cette caractéristique ne nous permettra donc
pas de les appliquer au problème de l’apprentissage ouvert. L’apprentissage par renfor-
cement est cependant à l’origine de méthodes hybrides prenant en compte des tâches
continues. Ces méthodes constitueront la suite de notre exposé.
C. Méthode des différences temporelles
Les méthodes des différences temporelles sont un croisement entre la méthode de la
programmation dynamique et la méthode de Monte-Carlo. Tout comme la programma-
tion dynamique, cette méthode utilise la corrélation entre les états pour mettre à jour
l’évaluation de l’espérance de gain sans recourir à un modèle de l’environnement. Lors
de la phase d’évaluation, la méthode de Monte-Carlo effectue une mesure empirique de
l’accumulation de gain durant un épisode donné afin d’approcher l’espérance de gain
(équation 2.15) par le biais du calcul de la moyenne des gains sur de multiples épisodes.
V (st)← V (st) + α
[
Rt − V (st)
]
(2.15)
La programmation dynamique, pour sa part, évalue l’espérance de gain en s’ap-












La méthode des différences temporelles utilise une mise à jour locale de cette esti-
mation :
V pit (s)← V pit (s) + α
[
rt+1 + γV pit (st+1)− V pit (st)
]
(2.17)
Cette méthode permet donc une mise à jour en ligne de l’estimation des espérances
de gains. Elle semble donc être un bon candidat pour un apprentissage ouvert lorsque
le modèle de l’environnement est incomplet, voir inconnu.
IV. Positionnement de notre approche
Etant donné que notre système d’apprentissage doit construire ses propres repré-
sentations de l’environnement celui-ci ne dispose, à un instant donné que d’un modèle
incomplet des transitions entre états et des valeurs de récompense associés aux états.
Cette limitation mise à part, il serait tout du moins possible de mettre à jour à chaque
instant l’ensemble des valeurs d’utilité, parmi le modèle courant, par les méthodes de
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la programmation dynamique. Nous avons cependant choisi d’écarter cette première
solution car celle-ci produirait un grand nombre d’itérations à chaque mise à jour du
modèle, ce qui rendrait impossible un calcul en temps réel. Nous nous sommes donc
focalisé sur les méthodes de mise à jour incrémentales des fonction d’utilité tout en
tirant avantage de l’existence d’un modèle en construction. Nous souhaitons en effet
exploiter les temps d’attente disponibles durant la réalisation d’une action, pour mettre
en œuvre une mise à jour partielle des fonctions d’utilité lors d’une phase de prédiction
à horizon fini. Dans le cas d’un temps d’attente nul, une mise à jour semblable à celle
des différences temporelles aura lieu, sinon cette mise à jour sera précédée d’une rééva-
luation de l’utilité des états successeurs dans un horizon de prédiction proportionnel au
temps d’attente. L’implémentation de ce mécanisme au sein de la mémoire associative
sera présentée dans le Chapitre 5.
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3.1 Problématique
L’état du monde n’est pas directement accessible. Seule la mesure, l’observation
par l’intermédiaire de capteurs permet de mettre en lumière la structure de l’environ-
nement. Les capteurs selon leur nature, ne fournissent qu’un reflet incomplet et plus ou
moins dégradé de la réalité : l’image enregistrée par une caméra ne rendra pas compte
de l’information de profondeur dans la scène observée, un capteur laser sera incapable
de mesurer la couleur d’un objet... Il semble donc à première vue difficile de concevoir
un système capable de construire de manière autonome une représentation fidèle de
l’environnent dans lequel il évolue. Le robot dispose en plus de ses capteurs d’une mé-
moire capable de conserver la trace des observations passées. Cette mémoire est un outil
essentiel pour détecter des structures stables au cours du temps et lors du changement
de point de vue et ainsi identifier des classes d’objets perceptifs. Mesure et mémoire
sont les deux fonctions essentielles de nos unités de traitement, les neurones. Nous pré-
senterons dans ce chapitre le modèle de réseau de neurones artificiel implanté dans le
simulateur appelé NeuSter, qui a servi à la fois d’outil et de plate-forme d’expérimen-
tation durant toute la durée de nos travaux. Dans un premier temps, nous présenterons
les principes de l’apprentissage en ligne non supervisé ainsi que les solutions proposées
dans la littérature. Dans un deuxième temps, nous décrirons le modèle de neurone et les
schémas de connexion qui sont exploités pour la tâche de décomposition du contexte
perceptif dans la boucle sensori-motrice présentée au Chapitre 1. Cette présentation
sera précédée d’un bref panorama de trois différentes familles de modèles de neurones
proposées dans la littérature. Enfin, la dernière partie de ce chapitre sera consacrée à
l’exploitation de notre modèle de neurone pour la tâche de décomposition du contexte
perceptif selon trois axes : l’apprentissage des représentations d’objet, l’apprentissage
de motifs de position et l’apprentissage de motifs d’actions.
I. Apprentissage en ligne
Notre système doit permettre un apprentissage en ligne (on-line learning) de données
perçues en temps réel. Ce type d’apprentissage est à opposer aux méthodes d’appren-
tissage hors-ligne (batch learning) pour lesquelles toutes les données d’apprentissage
sont fournies au système durant une phase d’apprentissage indépendante de la phase
d’exploitation sur des données réelles. Il est donc primordial de limiter au maximum le
temps de calcul global qui, dans le cadre des réseaux de neurones formels, inclut à la
fois le temps de traitement unitaire du neurone et le temps de propagation de l’infor-
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mation au sein du réseau. Notre objectif étant d’autre part un apprentissage ouvert,
donc une acquisition incrémentale de connaissances, nous devons limiter l’incidence de
l’augmentation des connaissances sur la performance du réseau.
Le simulateur NeuSter a été conçu afin de permettre la distribution des calculs sur
de multiples machines connectées au sein d’un réseau local. Il est ainsi bien adapté au
calcul de réseaux de grandes tailles. Cependant, pour que le parallélisme du calcul soit
vraiment efficace, il est nécessaire d’y adjoindre une forme compacte de transmission
de l’information. Une solution à ce problème est d’utiliser un modèle de propagation
"event driven" où seules les informations de décharge des neurones sont propagées. Le
nombre de neurones actifs à un instant donné étant limité, la quantité d’information
véhiculée est donc de taille relativement faible et celle-ci varie selon l’activité du réseau.
II. Apprentissage non-supervisé
Notre système doit être capable d’apprendre sur la base d’informations perçues au
cours de son expérience. Nous considérons qu’il existe une structure, une cohérence
liant cette information et générant des données perceptives stables et reproductibles.
Aucun oracle (ou expert) ne doit renseigner le système sur les structures, les catégories
ou plus généralement les données cachées à l’observation. Il existe dans la littérature
divers modèles répondant à ces attentes. Tout d’abord, dans le domaine de la fouille de
données (data mining) divers algorithmes on été proposés dans le but d’extraire d’un
ensemble de données une classification (ou partitionnement) pouvant prendre divers
aspects. D’une part les classifications hiérarchiques très utilisées dans le domaine de la
biostatistique visent à construire une hiérarchie de classes d’objets sous forme d’arbres,
où les classes doivent être les plus homogènes possible et les plus différentes les unes
des autres. Cependant, ces approches sont itératives et ne sont donc pas adaptées à un
apprentissage en ligne de catégories. Des algorithmes de classification non hiérarchique
ont d’autre part été proposés afin de partitionner des ensembles de données numé-
riques issues d’observations. Nous renvoyons le lecteur à la méthode des k-moyennes
et à l’algorithme espérance-maximisation (en anglais "Expectation-maximisation algo-
rithm", souvent abrégé "EM") qui est par exemple utilisé dans le domaine des modèles
de Markov cachés (HMM) pour l’évaluation des paramètres du modèle. Le principal
désavantage de ce type d’algorithmes est qu’ils nécessitent une connaissance a priori du
nombre de classes pour le partitionnement. Ces méthodes ne sont donc pas adaptées
à un apprentissage ouvert de représentations. Dans le domaine des réseaux de neu-
rone artificiels, les cartes auto-organisatrice (en anglais "Self Organizing Maps", SOM)
proposées par Teuvo Kohonen [Kohonen 89] constituent une approche intéressante de
catégorisation non-supervisée permettant par ailleurs de représenter des relations topo-
logiques entre les catégories. La règle d’apprentissage que nous allons présenter utilise,
à l’image des SOMs, une compétition entre les neurones pour sélectionner le meilleur
candidat lors d’une phase d’apprentissage (principe "Winner-Take-All"). En revanche,
le mécanisme de compétition ne sera pas confié à un algorithme global d’évaluation
mais sera intégré localement au fonctionnement de chaque neurone.
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3.2 Neurone et modèles
Depuis la découverte de l’effet transistor en 1947 par les américains John Bardeen,
William Shockley et Walter Brattain et l’invention du premier microprocesseur, l’Intel
4004 en 1971, la puissance de calcul des ordinateurs n’a cessée de croître à un rythme
exponentiel (Figure 3.1). Capables d’effectuer des opérations en des temps inférieurs à
la nanoseconde et bénéficiant d’une quantité de mémoire considérable, les ordinateurs
modernes sont devenus les outils indispensables à la réalisation de calculs complexes.
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Fig. 3.1 – Evolution du nombre de transistors dans les processeurs Intel. Cette aug-
mentation exponentielle fut rapidement nommée Loi de Moore du nom d’un ingénieur
de Fairchild Semiconductor, un des trois fondateurs d’Intel, qui fut le premier à décrire
ce phénomène.
Comparé à un ordinateur, le cerveau humain est incapable d’atteindre de telles per-
formances en termes de précision, de vitesse de calcul et dans la capacité de restituer
de façon fidèle une grande quantité d’informations mémorisées. Notre cerveau est ce-
pendant capable de traiter des informations imprécises capturées par nos sens à une
vitesse considérable. Nos capacités d’apprendre et de reconnaître la parole, les gestes,
les visages ainsi que de généraliser durant l’expérience n’ont pu être atteintes à l’heure
actuelle par les ordinateurs modernes.
Pour comprendre les différences importantes de performances caractérisant ces deux
systèmes, il est utile de comparer leurs architectures (Tableau 3.1). A la différence de
l’ordinateur, le cerveau est assez lent (la durée de traitement de l’information par le
neurone est de l’ordre de la milliseconde) mais ce défaut est largement compensé par
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Ordinateur Von Neumann Système biologique
Processeur complexe simple
rapide (ns) lent (ms)
un/quelques-un un très grand nombre
Mémoire séparée du processeur intégrée au processeur
localisée distribuée





Tab. 3.1 – Comparaison entre ordinateur et système biologique.
le parallélisme de son architecture. Le cerveau bénéficie en effet de capacités de calculs
et d’une mémoire totalement distribués. De ce fait, la perte d’une unité de traitement
n’est pas fatale à l’intégrité du système, contrairement aux ordinateurs pour lesquels
la destruction d’un seul transistor peut être critique. Cette grande robustesse, associée
aux capacités de généralisation du cerveau, ont donc été naturellement à l’origine de
travaux désireux de s’inspirer du fonctionnement massivement parallèle des réseaux de
neurones.
I. Le neurone biologique
C’est il y a plus de cent ans que l’histologue espagnol Santiago Ramón y Cajal dé-
crivit pour la première fois le neurone comme une cellule polarisée véhiculant un signal
électrique de son arbre dendritique, le long de son axone vers ses synapses (Figure 3.2).
Le cerveau humain est constitué de près de 1011 neurones, chacun connecté à un en-
semble composé de 103 à 104 autres neurones. Bien que la forme des neurones soit très
variable, ils partagent, pour leur grande majorité, le même principe de fonctionnement.
Des impulsions électriques appelées potentiels d’action sont véhiculées par chaque cel-
lule grâce à une série d’échanges ioniques ayant lieu au niveau de la membrane (Figure
3.4). A la terminaison de l’axone, la synapse, l’arrivée d’un potentiel d’action entraîne
une libération de neurotransmetteurs chimiques dans la fente synaptique séparant les
éléments présynaptiques et postsynaptiques (Figure 3.3). Les neurotransmetteurs ainsi
libérés sont captés par des récepteurs situés au niveau de la membrane du neurone
postsynaptique. Des récepteurs particuliers dits ionotropiques participent à la création
de courant ioniques à l’origine d’un potentiel postsynaptique qui peut être soit excita-
teur soit inhibiteur. Si la membrane dépasse un seuil de dépolarisation, un potentiel
d’action est alors produit. Les milliers de synapses connectées à chaque neurone sont à
l’origine d’une sommation à la fois spatiale et temporelle grâce à la capacité électrique
de la membrane.













Fig. 3.3 – Schéma d’une synapse


















Fig. 3.4 – Evolution au cours du temps du potentiel d’action et des modifications de
la perméabilité au sodium et au potassium
II. Les modèles du neurone, décrire c’est choisir
Il existe dans la littérature de nombreux modèles ayant pour objet de décrire le
fonctionnement des neurones. Selon que l’on envisage le neurone dans son fonction-
nement électro-chimique ou que l’on étudie les phénomènes d’apprentissage à l’échelle
du réseau, les variables du modèle peuvent être très différentes. Les différents niveaux
d’abstraction sont également liés à la nature de l’information qui doit être transmise
entre les neurones au sein du modèle. Il est dès lors possible de distinguer les modèles
biophysiques des modèles computationnels. Les premiers ont pour but l’étude des mé-
canismes internes et des échanges transmembranaires qui sont à l’origine du potentiel
d’action et de sa propagation. Ces modèles sont complexes par nature, car ils mettent
en jeu de nombreuses équations différentielles et ne sont pas, de ce fait, utilisés dans la
simulation de réseaux de grande taille. Un deuxième type de modèles que nous quali-
fions de modèles computationnels étudient le neurone en tant qu’unité de traitement de
l’information. Dès lors, se pose la question de la nature de cette information. Nous allons
décrire brièvement trois types de modèles computationnels. Tout d’abord, les modèles
impulsionnels, dont la célèbre famille des modèles "intègre-et-tire", étudie la formation
de trains d’impulsions à l’aide d’une représentation du temps explicite. Les modèles fré-
quentiels, qui se situent à un niveau d’abstraction supérieur, ont une représentation de
l’activité du neurone sous la forme des fréquences d’activation et négligent donc l’aspect
impulsionnel de cette activité. Nous présenterons enfin une troisième classe de modèle,
les modèles stochastiques, qui introduisent la notion de probabilité de décharge, qui
peut être reliée à la notion de fréquence instantanée de décharge, tout en conservant le
caractère impulsionnel de l’information échangée entre les neurones.
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Fig. 3.5 – Schéma du modèle de Lapicque
Un premier type de modélisation consiste à considérer le neurone dans son fonc-
tionnement électro-chimique. Les échanges ioniques ainsi que l’évolution du potentiel
de membrane sont simulés afin de créer artificiellement les potentiels d’action. La mem-
brane du neurone peut-être modélisée par un circuit électrique dans lequel une résis-
tance Rm est associée en parallèle à une capacité Cm (Figure 3.5). Ce modèle introduit
par Lapicque [Lapicque 07] dès 1907 permet de décrire l’évolution du potentiel de




= −gl(V − V0) + I (3.1)
Où V est le potentiel de membrane, I le courant entrant et gl la conductance de fuite.
Bien qu’il ne fût pas en mesure de formuler les lois régissant la création du potentiel
d’action, ce modèle d’intégration avec fuite fut à l’origine de nombreux modèles dont
le célèbre "intègre-et-tire" dont nos travaux sont inspirés.
Il faut attendre 1952 et les travaux de Hodgkin et Huxley pour mettre en lumière
les mécanismes générateurs du potentiel d’action par le biais des canaux ioniques cellu-
laires. L’étude de l’axone géant de calamar par l’utilisation de techniques du potentiel
stabilisé a en effet mis en évidence l’influence de la polarisation de l’axone sur la per-
méabilité ionique de la membrane vis à vis des ions sodium et potassium. La Figure 3.6
montre le schéma électrique prenant en compte ces deux types de canaux. Pour chaque
ion x, un courant Ix est induit d’une part par la conductance membranaire relative à
cet ion gx et d’autre part par une force électromotrice (Ex − V ) où Ex est le potentiel
d’équilibre de l’ion calculé grâce à l’équation de Nernst. Si l’on note Px la proportion
des canaux ouverts, on obtient l’équation suivante :
Ix = gxPx(Ex − V ) (3.2)
Ce modèle permet donc de simuler la génération d’un potentiel d’action pour un
neurone soumis à un courant électrique (Figure 3.6). Les modèles biophysiques ont








Fig. 3.6 – Schéma du modèle de Hodgkin et Huxley
offert une meilleure compréhension des phénomènes d’intégration et de transmission de
l’information par les neurones, ouvrant ainsi la voie aux modèles computationnels.
IV. L’approche fréquentielle
L’histoire des modèles computationnels du neurone a débuté grâce aux travaux
de quatre chercheurs : Warren McCulloch, Walter Pitts, Donald O. Hebb et Frank
Rosenblatt. Les deux premiers sont à l’origine de travaux fondateurs poursuivis pendant
les années 40. D.O. Hebb, psychologue canadien proposa une règle d’apprentissage
synaptique qui subsiste aujourd’hui dans de nombreux modèles, dont celui décrit dans
ce manuscrit [Hebb 49]. F. Rosenblatt a étendu le modèle de McCulloch et Pitts en
développant le célèbre perceptron.
Le modèle de McCulloch et Pitts [McCulloch 43] décrit un neurone formel binaire
à temps discret. La sortie du neurone y(t) vaut 1 si un potentiel d’action est émis, 0
sinon. Chaque connexion est associée à un poids qui peut prendre 2 valeurs : 1 s’il s’agit
d’une entrée excitatrice, -1 si c’est une entrée inhibitrice. Un potentiel d’action est émis










où xi(t) est la ième entrée et wi le ième poids de connexion également appelé poids sy-
naptique. Ce type de neurone est capable de reproduire des opérations logiques simples
comme le montre la Figure 3.7.
Le perceptron de F. Rosenblatt [Rosenblatt 62] est une extension de ce modèle par
l’utilisation de valeurs réelles de poids au lieu des simples connexions excitatrices et
inhibitrices et la généralisation de la notion de seuil avec l’apparition d’une fonction





















Fig. 3.7 – Fonctions logiques réalisées par le perceptron. Les valeurs des poids synap-
tiques sont indiquées près de chaque connexion, les valeurs de seuil sont inscrites à
l’intérieur des cercles.
Les fonctions d’activation les plus communément utilisées sont linéaires, sigmoïdes
et gaussiennes (Figure 3.8). Ce type de modèle est largement utilisé en neurosciences
computationnelles [Rolls 98]. Différentes règles d’apprentissage peuvent leur être asso-
ciées comme la règle du perceptron [Rosenblatt 62], la rétropropagation [Rumelhart 86],







1 + e−(bx−c)y = mx
y y y
xxx
Fig. 3.8 – Fonctions d’activation couramment utilisées : linéaires, sigmoïdes et gaus-
siennes
Le perceptron, bien que prometteur ne pouvait pas être entraîné à reconnaître
toutes les formes de motifs. Ce constat a entraîné un désintérêt pour ce champ de re-
cherche pendant de nombreuses années avant l’avènement du perceptron multicouche.
Le perceptron était en effet incapable d’apprendre des motifs non-linéairement sépa-
rables comme l’ont montrés Marvin Minsky et Seymour Papert dans un ouvrage nommé
"Perceptrons" [Minsky 69]. Ils affirmèrent même faussement que cette incapacité ne se-
rait pas levée par l’apport de couches supplémentaires. C’est Stephen Grossberg, trois
ans plus tard qui contredit cette affirmation en présentant un réseau capable, entre
autres, d’apprendre un OU-exclusif (XOR). Cette démonstration ne suffit pas à lever le
doute sur les capacités du neurone formel, si bien que l’engouement pour la discipline
ne réapparu que bien plus tard, durant les années 801.
1Minsky et Papert publièrent en 1987 une version corrigée de leur ouvrage appelé "Perceptrons -
Expanded Edition".
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V. L’approche impulsionnelle
Pour présenter cette approche nous allons nous placer dans le formalisme SRM
(Spike Response Model) [Gerstner 95]. L’état d’un neurone i est décrit par une variable
d’état ui qui vaut 0 lorsque le neurone est au repos. On dit que le neurone "décharge"
lorsque la valeur ui dépasse un seuil noté ϑ. L’instant de cette décharge est noté t
(f)
i .
L’ensemble de tous les instants de décharge du neurone i est défini par :
Fi = {t(f)i ; 1 ≤ f ≤ n} = {t|ui(t) = ϑ} (3.5)
La valeur de la variable d’état ui est affectée par deux phénomènes. D’une part,
après chaque décharge ayant lieu à un instant t(f)i , la valeur de ui est réinitialisée en
lui soustrayant une composante de réfraction noté ηi(t − t(f)i ). Cette réinitialisation a
pour but de simuler la période réfractaire, mesurée chez les neurones réels, qui succède
à chaque potentiel d’action et durant laquelle le neurone devient moins sensible aux
signaux d’excitation entrants. ηi(s) est une fonction croissante négative qui vaut −ϑ
pour s ≤ 0 et tend vers 0 pour s → ∞. La valeur de ui est d’autre part affectée
par les décharges provenant des neurones présynaptiques j ∈ Γi, où Γi est l’ensemble
des neurones présynaptiques du neurone i. Selon la valeur du poids wij associé à la
connexion ij, une décharge présynaptique t(f)j peut augmenter ou diminuer la valeur
de ui par une quantité wij'ij(t − t(f)j ). La fonction 'ij permet de définir un temps
de transmission affectant la connexion ainsi que la durée d’influence d’une décharge













wij'ij(t− t(f)i ) (3.6)
Nous retrouvons, à droite de l’expression, la combinaison linéaire des deux types
de contribution mentionnées plus haut. La prise en compte explicite du temps dans
l’évolution de l’état du neurone et la génération des décharges a ouvert la voie à l’étude
du codage temporel de l’information et notamment le codage par phase [Maass 96] et
l’étude des synchronies et corrélations dans des groupes de neurones [Ritz 97].
VI. L’approche stochastique
Le calcul stochastique, qui a vu le jour dans les années 1960, est basé sur la ma-
nipulation de flux de données binaires représentant des valeurs réelles sous une forme
fréquentielle. A la différence du codage par impulsion, le temps n’est pas explicitement
exploité dans les calculs. Ce type de modèle sera, de ce fait, beaucoup plus simple
à mettre en œuvre. D’un point de vue biologique, Srinivasan et Bernard furent les
premiers à proposer l’existence d’un calcul de cette nature dans le neurone [Sriniva-
san 76], cette idée fut par la suite reprise par Koch et Poggio [Koch 92]. Du point de
vue des neurosciences computationnelles, le modèle que nous allons présenter est celui
qui constitue la première réalisation concrète de cette approche [Shawe-Taylor 91].
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Une séquence de Bernouilli de paramètre p (appelée aussi séquence de Bernouilli p)
est un flux de données binaires obtenu par des épreuves de Bernouilli indépendantes de
paramètre p. Chaque bit de la séquence a donc une probabilité p d’être égal à 1. Notons
p ◦ q la séquence de Bernouilli obtenue en appliquant bit à bit l’opération binaire ◦ aux
séquences p et q, par exemple :
p AND q = pq (3.7)
p XNOR q = pq + (1− p)(1− q) (3.8)
La représentation stochastique d’un nombre réel x ∈ [a, b] est une application S :
[a, b] → [0, 1] qui à ce nombre réel associe une séquence de Bernouilli de paramètre
S(x). Deux représentations stochastiques sont principalement utilisées :
SAnd : [0, 1]→ [0, 1], SAnd(x) = x (3.9)
SXnor : [−1, 1]→ [0, 1], SXnor(x) = (x+ 1)/2 (3.10)
Chacune de ces représentations permet la multiplication de nombre réels par l’uti-
lisation d’opérations binaires bit-à-bit :
SAnd(x) AND SAnd(y) = SAnd(xy) (3.11)
SXnor(x) XNOR SXnor(y) = SXnor(xy) (3.12)
Ainsi, la multiplication des séquences d’entrée du neurone par la valeur de poids
associée aux connexions peut être obtenue en utilisant chacune de ces représentations.
Pour produire la séquence de sortie du neurone, les bits de même indice des séquences
postsynaptiques sont additionnés et le résultat est comparé à une valeur de seuil. Si le
seuil est dépassé, le bit de sortie situé à cet indice sera affecté à la valeur 1. La valeur
du seuil n’est pas fixe, celle-ci est associée à une distribution de probabilité. Dans le
cas d’une distribution uniforme de la valeur de seuil, le neurone réagit comme s’il était
soumis à une fonction d’activation linéaire. En revanche, si la distribution est concen-
trée en un point, la fonction d’activation du neurone sera comparable à une fonction
sigmoïde. L’approche stochastique, par l’utilisation d’opération binaires simples, est la
source de réalisations matérielles basées sur des circuits logiques programmables tels
que les FPGA (field-programmable gate array). Un apprentissage stochastique super-
visé dérivé de l’apprentissage par rétropropagation a également été proposé. Cependant,
la simplicité de cette approche est obtenue au prix d’une plus faible précision dans les
calculs, comparée aux approches fréquentielles classiques.
VII. Positionnement de notre approche
Le modèle que nous allons présenter, qui est dérivé de celui proposé dans [Pa-
quier 04], est principalement inspiré des approches fréquentielles et stochastiques. En
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effet, il n’existe pas dans ce modèle de représentation explicite du temps. Nous exploi-
tons cependant un intégrateur de potentiel à temps discret associé à un coefficient de
fuite. La fonction d’activation exploitée pendant la phase de tir est pour sa part dé-
rivée des techniques stochastiques par l’utilisation d’un seuil probabiliste et d’un flux
binaire de sortie. L’apprentissage non-supervisé est rendu possible par un processus de
compétition et une mise à jour des poids synaptiques dérivée de la loi de Hebb. Ces
différentes caractéristiques sont le sujet des prochaines sections.
3.3 Neurones, cartes et connectivité
Nous allons dans cette section présenter notre modèle, en plaçant dans un premier
temps le neurone au sein d’une structure qui jouera un rôle majeur dans notre sys-
tème : la carte neuronale. Nous présenterons par la suite le modèle de neurone en tant
que tel, les phases d’intégration, de tir et d’apprentissage ainsi que les mécanismes de
compétition qui sont indispensables à l’apprentissage non-supervisé.


















Fig. 3.9 – Schéma d’une carte neuronale. Une carte est un ensemble de neurones par-
tageant les mêmes poids synaptiques. L’organisation des neurones dans les cartes est
rétinotopique.
Nous introduisons dans cette section un concept fondamental de notre architecture :
la carte neuronale. Une carte est un ensemble de neurones partageant le même ensemble
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de poids synaptiques. La position d’un neurone dans sa carte correspond à la position
de son champ récepteur dans le/les carte(s) afférente(s). Cette organisation qualifiée
de rétinotopique est illustrée par la Figure 3.9. L’activité d’un neurone dans une carte
traduit la détection au sein de/des carte(s) afférente(s) d’un motif mémorisé par la
mise à jour des poids synaptiques. Ainsi, une carte neuronale permet la détection d’un
motif quelle que soit sa position : c’est une reconnaissance invariante à la translation.
Bien que biologiquement peu réaliste, cette technique à permis l’utilisation de réseaux
de neurones multi-couches de grande taille de façon efficace pour notamment la recon-
naissance de caractères manuscrits [Fukushima 03]. Comme le montre la Figure 3.9,
chaque neurone est constitué de trois modules fonctionnels. Le premier module a pour
but l’intégration des signaux d’entrée et la génération du signal de sortie. Le second
module reçoit les signaux inhibiteurs de compétition et transmet la valeur maximale
d’inhibition au troisième module d’apprentissage. Ce dernier module est à l’origine de la
mise à jour des poids synaptiques dans le cas où le neurone a remporté la compétition.
Ces trois fonctions seront présentées dans les prochaines sections (3.4 et 3.5).
II. Hiérarchie et compétition
Les Figures 3.10 et 3.11 illustrent les connexions reliant des cartes neuronales dans
le cadre d’un réseau simple à trois couches. Chaque carte est connectée à un ensemble de
cartes afférentes. Ainsi chaque neurone est associé à un ou plusieurs champs récepteurs
qui définissent ses neurones afférents dans les cartes afférentes. Les poids synaptiques de
chaque neurone peuvent eux-mêmes être regroupés en matrices de poids indépendantes
pour chaque champ récepteur. Le but d’une telle hiérarchie de cartes est de permettre
la réutilisation des informations extraites à chaque niveau (ou couche). Dans l’exemple
présenté ici, le premier niveau correspond à l’image brute tandis que le deuxième niveau
permet l’extraction d’orientations locales exploitée dans un troisième niveau afin de
détecter la présence des lettres "L" et "T". La Figure 3.11 montre en outre la présence
de signaux latéraux d’inhibitions nécessaires à l’apprentissage non-superpervisé comme
nous le présenterons dans la Section 3.5.
3.4 Le modèle "intègre et tire"
I. Intégration
Etant donné un neurone Ni, soit βi(t) ∈ {0, 1} la valeur binaire représentant la
présence ou l’absence de décharge mesurée à sa sortie à l’instant t. Nous notons Ωi(t)
l’ensemble des neurones afférents au neurone Ni. Soit wij(t) ∈ Wi(t), Nj ∈ Ωi(t) le
poids synaptique associé à la connexion reliant le neurone Nj au neurone Ni ainsi que
le sous-ensemble Ω+i (t) de Ωi(t) définis par :
Wi(t) = {wij(t), Nj ∈ Ωi} (3.13)
Ω+i (t) = {Nj ∈ Ωi,βj(t) = 0} (3.14)









Fig. 3.10 – Hierarchie de cartes neuronales. Le signal d’entrée (couche 0), est décomposé
par deux cartes d’orientation (couche 1). La carte située sur la dernière couche (couche
2) détecte la cooccurence des deux orientations extraites dans la couche de niveau
inférieur.
Les sous-ensembles W+i (t) et W
−
i (t) des poids positifs et négatifs à l’instant t sont
alors :
W+i (t) = {wij(t) > 0, Nj ∈ Ωi} (3.15)





i (t) et S
−
i (t) respectivement la somme des poids synaptiques acti-
vés, la somme des poids synaptiques positifs et la somme des poids synaptiques négatifs















Nous appelons Pi(t) le potentiel postsynaptique. Cette valeur, résultat de l’intégra-
tion, représente en un sens le niveau de reconnaissance du motif mémorisé au sein des
poids synaptiques. La valeur du potentiel est donnée par la formule suivante :


















Fig. 3.11 – Compétition entre cartes neuronales. La détection d’un motif par une carte
neuronale est à l’origine de signaux inhibiteurs pour bloquer l’apprentissage du même
motif par les cartes de la même couche.





Où αP ∈ [0, 1] est une valeur de fuite prédéfinie. Ainsi, le potentiel attendra sa
valeur maximale si seuls les poids synaptiques positifs sont activés : cette activation
correspondant au motif idéal. En présence d’une entrée stable et si les poids synaptiques







Le rôle de la phase de tir est de décider de l’état d’activation du neurone étant
donné le potentiel calculé pendant la phase d’intégration. Durant cette phase, seuls
les potentiels positifs sont considérés, les potentiels négatifs interdisant la décharge. La
fonction d’activation de la phase de tir prend donc en entrée une valeur comprise entre 0
et 1. La détermination du niveau de potentiel "suffisant" pour générer une décharge est
dans une grande mesure liée au type d’information à catégoriser. En effet, suivant que
l’on souhaite autoriser une forte variation du motif d’activation autour du motif idéal, ou
au contraire obtenir une catégorisation plus stricte, la fonction d’activation devra avoir
des formes très différentes. Or, du fait de l’apprentissage, ce motif idéal défini par les
poids synaptiques est en évolution constante et l’apprentissage, comme nous le verrons
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par la suite, n’a lieu que lorsque le neurone a déchargé (apprentissage hebbien). De plus,
il n’est pas trivial de connaître par avance le niveau de spécialisation nécessaire pour un
neurone donné lorsque l’on ne dispose que des seuls valeurs caractérisant ce neurone.
C’est pour ces raisons que nous proposons une fonction de transfert qui devra s’adapter
au cours de l’apprentissage tout en analysant l’activité du neurone pour en extraire un
niveau de spécialisation convenable. La sortie de chaque neurone étant binaire, leur
fonction d’activation aura pour but de définir une probabilité de décharge. Ce modèle
stochastique d’activation impulsionnelle partage donc avec les modèles fréquentiels le
fait que la fonction d’activation traduise aussi la fréquence de décharge du neurone :
une probabilité égale à 1 correspond à la fréquence maximale, celle du programme de
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DES NIVEAUX DE POTENTIEL
Nivea x de potentiel
Fig. 3.12 – Distributions d’échantillonnage obtenues lors de l’apprentissage d’un neu-
rone. 3 distributions sont représentés pour t = 0, t = 500 et t = 1500.
En observant les valeurs du potentiel d’un neurone particulier soumis à des dé-
charges entrantes et dont les poids synaptiques ont amorcé leur apprentissage, il est
possible de construire une distribution des niveaux de potentiel ψi par échantillonnage
lorsque le neurone a déchargé (Figure 3.12). La valeur du potentiel est discrétisée en
64 niveaux :




< Pi(t) <= k + 164
∣∣∣∣βi(t) = 1) avec k ∈ [0, 63] ∩ N (3.21)
Cette distribution ψi est mise à jour de la façon suivante :
si βi(t) = 1 alors ∀k ∈ [0, 63] ∩ N :
ψi(k, t+ 1)←
{
(1− αψ)ψi(k, t) + αψ si k64 < Pi(t) <= k+164 ,
(1− αψ)ψi(k, t) sinon.
(3.22)
Avec αψ un coefficient d’apprentissage choisi dans l’intervalle [0, 1]. On obtient ainsi
une distribution dont la forme gaussienne traduit la présence de bruit en entrée. Ce bruit





















Fig. 3.13 – Distributions cumulées calculées à partir des distributions d’échantillonnage
illustrées par la figure 3.12.
est dû soit directement aux capteurs soit à l’activation stochastique des neurones affé-
rents. Dans un cas comme dans l’autre, cette distribution nous informe sur les niveaux
de potentiel pour lesquels l’activation, donc l’apprentissage est nécessaire. En tant que
première approche, il serait possible de placer un seuil "au pied de la gaussienne" en
construisant une fonction de transfert de type fonction-seuil permettant l’activation à
partir de cette valeur. Cette approche simpliste, bien qu’efficace durant les premiers
pas d’apprentissage entraîne rapidement un sur-apprentissage. En effet, au cours de
l’apprentissage, la somme des poids positifs S+i augmente or, selon l’équation 3.20 une
plus grande ressemblance au motif idéal Sβ
+
i est nécessaire afin d’obtenir une même
valeur de potentiel. Le neurone aura donc tendance à décharger de moins en moins,
tout en apprenant de plus en plus : c’est le sur-apprentissage. Cette première approche
montre la nécessité d’une catégorisation plus souple pour contrôler la spécialisation.
Nous proposons d’utiliser une valeur de seuil Ti régie par une distribution de proba-
bilité φ(t) évoluant au cours du temps. Comment construire cette fonction φ en prenant
en compte l’histoire des activations du neurone ? Nous souhaitons en effet que celui-ci
conserve une trace du niveau de spécialisation courant de sorte que :
P (βi(t) = 1|Pi(t) = x) = P (Pi(t) <= x|βi(t) = 1) (3.23)
or, étant donnée un niveau de potentiel x, le tir n’a lieu que si Ti <= x :
P (βi(t) = 1|Pi(t) = x) = P (Ti(t) <= x) (3.24)
on obtient alors l’équation suivante :
P (Ti(t) <= x) = P (Pi(t) <= x|βi(t) = 1) (3.25)
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on en déduit donc que :
P (Ti(t) = x) = P (Pi(t) = x|βi(t) = 1) (3.26)
nous utiliserons en pratique la distribution ψi(k, t) construite par échantillonnage





< Ti(t) <= k + 164
)
, ψi(k, t), k ∈ [0, 63] ∩ N (3.27)










De façon pratique, étant donné un niveau de potentiel, nous effectuons un tirage
aléatoire de répartition uniforme dans l’intervalle [0, 1]. La valeur binaire de sortie du
neurone Ni à l’instant t, notée oi(t), vaut donc 1 si le tirage est inférieur à la probabilité
donnée par l’équation 3.28, 0 sinon.
3.5 Apprentissage et compétition
I. La règle de Hebb
D’après Donald O. Hebb [Hebb 49], les poids synaptiques sont renforcés lorsque les
activités présynaptiques et postsynaptiques coïncident durant une courte période de
temps. Cette règle d’apprentissage est d’un grand intérêt pour l’apprentissage non-
supervisé par le fait que seules les coïncidences sont à l’origine de l’apprentissage.
Il est à présent admis que ce mode d’apprentissage joue un rôle important dans de
nombreuses fonctions cognitives et sensori-motrices telles que la mémoire [Bliss 93],
la vision [Fregnac 88] [Soodak 91] et les fonctions motrices [Ito 93] mais aussi dans
certaines formes de développement du système nerveux [Yuille 89]. Cette règle montre
néanmoins ses limites car elle provoque notamment l’instabilité des poids lorsque les
activités présynaptiques et postsynaptiques sont totalement non-corrélées. Pour palier
ce type de limitation, on remplace l’apprentissage de la cooccurrence par celui de la
covariance, cet aspect sera abordé dans les prochaines lignes.
II. La compétition par inhibitions latérales
La compétition entre neurones intervient dès lors que des motifs définis dans les
mêmes domaines doivent être appris. Les neurones en compétition ont donc en com-
mun les mêmes neurones afférents. Ils sont en outre connectés les uns aux autres par le
biais de connexions inhibitrices latérales. A la différence des connexions excitatrices, ces
connexions véhiculent directement le niveau de potentiel et non l’information binaire
de décharge. Ces connexions sont dites "latérales" car leurs directions sont orthogonales
à celles des connexions excitatrices. La compétition consiste à comparer le potentiel de


















Fig. 3.14 – Ce schéma met en évidence les connexions inhibitrices existant entre trois
neurones appartenant à trois cartes neuronales distinctes en compétition. Ces neurones
sont situés en des coordonnées identiques dans leurs cartes respectives. Le module "Max"
de chaque neurone fournit au module d’apprentissage la valeur maximale de potentiel
mesurée parmi l’ensemble des neurones inhibiteurs. L’apprentissage a lieu lorsque la
valeur du potentiel local est supérieure à celles des potentiels distants.
chaque neurone à ceux des neurones inhibiteurs. Ainsi, seul le neurone dont le niveau
de reconnaissance est le plus élevé pourra apprendre. Ce processus est illustré par la
Figure 3.14. Dans cette figure sont représentés trois neurones interconnectés par des
connexions inhibitrices. La cellule "Max" correspond au comparateur de chaque neu-
rone. Celui-ci reçoit de chaque neurone inhibiteur sa valeur de potentiel et transmet
à la cellule d’"Apprentissage" la valeur maximale reçue. Le processus d’apprentissage
est alors en mesure de comparer le potentiel local à la valeur maximale d’inhibition
et déclencher l’apprentissage si le neurone à gagné la compétition. Ce processus est
qualifié de "Winner Take All" car seul le neurone ayant gagné la compétition est auto-
risé à apprendre le motif à l’origine de l’intégration. Ce mécanisme exclut donc toute
notion d’apprentissage induit par voisinage qui est utilisé dans les cadre des carte auto-
organisatrices (SOM) de Kohonen [Kohonen 89]. Du point de vue des cartes neuronales
(Figure 3.11), la compétition intervient entre des neurones appartenant à des cartes
différentes mais dont les positions au sein de leur carte sont les mêmes. La localisa-
tion de la compétition permet ainsi d’apprendre des motifs présents, au même instant
mais à des positions différentes, dans la carte d’entrée. Nous notons Ω!i , l’ensemble des
neurones en compétition avec le neurone Ni.
3 APPRENDRE ET RECONNAÎTRE 67




















[0, 1] [−1, 1] [0, 1]
Fig. 3.15 – Le processus de compétition à l’activation permet de convertir les valeurs
βj(t) ∈ [0, 1] en valeurs γj(t) ∈ [−1, 1]. Ces dernières seront les cibles de l’apprentissage
hebbien.
βc(t) = 0 βc(t) = 1
βb(t) = 0 βb(t) = 1 βb(t) = 0 βb(t) = 1
βa(t) = 0 γia(t) = 0 γia(t) = −1 γia(t) = −1 γia(t) = −1
γib(t) = 0 γib(t) = 1 γib(t) = −1 γib(t) = 1
γic(t) = 0 γic(t) = −1 γic(t) = 1 γic(t) = 1
βa(t) = 1 γia(t) = 1 γia(t) = 1 γia(t) = 1 γia(t) = 1
γib(t) = −1 γib(t) = 1 γib(t) = −1 γib(t) = 1
γic(t) = −1 γic(t) = −1 γic(t) = 1 γic(t) = 1
Tab. 3.2 – Tableau des valeurs γij pour 3 neurones afférents en compétition (Figure
3.15).
L’information d’activation transmise par les neurones est binaire et la probabilité
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de tir traduit la détection plus ou moins certaine d’un motif. Lorsque une valeur binaire
de décharge est transmise à un neurone, celle-ci a la capacité d’exciter ou au contraire
d’inhiber le neurone cible en fonction de la valeur de poids associée à la connexion
(valeur positive ou négative respectivement). Le rôle de la compétition à l’activation
est étroitement lié à l’apprentissage de poids synaptiques négatifs. La présence d’un
poids négatif signifie que la composante d’entrée, associée à la connexion, est absente
du motif idéal. Mais quelle est alors la différence entre un poids nul, qui peut être
comparé à l’absence de connexion et un poids négatif ? Dans le premier cas, la présence
de la composante d’entrée n’a aucune influence sur la détection du motif appris. Or,
dans le cas d’un poids négatif, la composante associée doit être absente pour atteindre
une probabilité maximale d’activation. Si les composantes d’entrée sont issues d’une
compétition dans leur couche, la présence d’une composante signifie également l’absence
d’autres composantes en compétition avec celle-ci (étant donnée la règle "Winner-take-
all" ayant lieu lors de l’apprentissage). A l’inverse, si une composante est absente en
entrée mais qu’à cette même position une autre composante s’active, alors l’absence
de la première devra être à l’origine de l’apprentissage d’un poids synaptique négatif
(cette composante doit être absente du motif). Enfin, si toutes les composantes d’entrée
sont inactives en une même coordonnée, alors les poids associés à leurs connexions
respectives devront converger vers 0 (ces connexions n’auront à terme pas d’influence
sur la détection du motif). Si un neurone Ni est connecté à des neurones en compétition
(Na, Nb, Nc dans la Figure 3.14), ces neurones ayant donc les mêmes positions sur des
cartes différentes, alors les valeurs d’activation perçues par le neuroneNi seront données
par :
∀Nj ∈ Ωi, γij(t) =

1 si βj(t) = 1
−1 si βj(t) = 0 et ∃Nk ∈ Ωi ∩ Ω!j ,βk(t) = 1
0 sinon.
(3.29)
La Figure 3.15 et le Tableau 3.2 illustrent le principe de compétition à l’activation
générant le signe des activations γij(t) mesurées à l’entrée du neurone Ni.
En revanche si les cartes afférentes d’un neurone Ni ne sont pas en compétition, par
exemple dans le cas de cartes issues de modalités perceptives différentes, le calcul de
γij(t) devient :
∀Nj ∈ Ωi, γij(t) =
{
1 si βj(t) = 1
−1 sinon. (3.30)
IV. Loi d’apprentissage
L’apprentissage a lieu lorsque un neurone s’est activé et qu’il a remporté la com-
pétition : si βi(t) = 1 et Pi(t) > Pj(t),∀Nj ∈ Ω!i . Lorsque ces deux conditions sont
respectées, le processus d’apprentissage met à jour trois valeurs notées µij , σij et wij ,
respectivement la moyenne, l’écart-type des valeurs d’activation et le poids synaptique
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de la connexion entre le neurone Nj au neurone Ni tels que :
µij(t+ 1) = (1− αW )µij(t) + αW | γij(t) | (3.31)
σij(t+ 1)2 = (1− αW )σij(t) + αW [µij(t+ 1)− γij(t+ 1)]2 (3.32)
wij(t+ 1) = (1− αW )wij(t) + αW [1− 2σij(t+ 1)]γij(t+ 1) (3.33)
avec αW ∈ [0, 1] un taux d’apprentissage fixé. Cette mise à jour des poids synap-
tiques permet de filtrer les entrées dont l’activité présente un écart-type élevé et donc
d’éviter l’instabilité de la valeur des poids observée lors d’un apprentissage hebbien
classique (équation 3.31). Afin de stabiliser l’apprentissage nous ajoutons au taux d’ap-
prentissage un coefficient de fuite, fixé expérimentalement à une valeur proche de 1
(0.99 pour la plupart des applications).
V. Matrices de poids adaptatives
Les matrices de poids, à savoir les sous-ensembles de poids associés aux connexions
entrantes provenant d’une même carte afférente ont été jusqu’à présent supposées de
taille fixe. Cette limitation constitue un obstacle important à l’apprentissage ouvert
de motifs perceptifs comme la reconnaissance de motifs visuels. Nous proposons une
méthode simple permettant d’adapter la taille des champs récepteurs du neurone tout
en conservant leur forme rectangulaire d’origine. Cette première approche adaptative
sera bien sûr réalisée en ligne en analysant des données locales : la valeur des poids
synaptiques. Nous avons défini jusqu’à présent l’apprentissage neuronal comme la dé-
tection d’invariants locaux. Les motifs visuels que nous souhaitons apprendre sont en
effet localisés et forment des zones d’activité connexes. Partant de ce constat, nous
allons étudier les conditions d’expansion ou de rétraction des matrices de poids lors de
l’apprentissage. La taille des champs récepteurs doit être identique pour chaque carte
afférente et cela pour deux raisons. Tout d’abord, il est impératif de maintenir la com-
pétition lors de l’activation pour chaque neurone afférent. D’autre part, l’expansion
d’un champ récepteur doit pouvoir profiter à toute carte afférente afin d’enrichir le
motif courant.
Pour pouvoir décider de l’expansion ou de la rétraction d’un champ récepteur, nous
fixons un seuil pour la valeur absolue des poids synaptiques au delà duquel un poids
sera considéré comme intéressant pour la détection du motif mémorisé. De plus, nous
attribuons à chaque poids une valeur entière comptabilisant le nombre de voisins ayant
dépassés ce seuil. Ainsi, en observant les poids situés au bord de leur matrice nous
décidons de l’expansion ou de la rétraction de la façon suivante : l’expansion a lieu sur
un bord des matrices si un poids dépasse le seuil d’intérêt sur ce bord sur une des ma-
trices (Figure 3.16) ; la rétraction a lieu sur un bord des matrices si tous les compteurs
de voisinage sont égaux à 0 pour tous les poids situés sur ce bord sur toutes les ma-
trices(Figure 3.17). Cette méthode exploite donc la stabilité du motif lors de l’expansion
et l’instabilité des zones situées au bord de l’objet (sur l’image) lors de la rétraction.
Dans le cadre de l’approche écologique de la perception visuelle de Gibson et lors du
déplacement d’un objet, ces zones sont nommées des zones de délétion (lorsque l’image
de fond passe derrière l’objet) ou d’accrétion (lorsque l’image de fond est découverte
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Fig. 3.16 – Expansion des matrices de poids. Chaque case correspond à un poids où est
inscrit la valeur du compteur de voisinage. Les cases colorées en vert correspondent aux
poids ayant dépassé le seuil d’intérêt. A gauche : matrices de poids initiales associées à
deux cartes afférentes. Au centre : lorsqu’une valeur de poids dépasse le seuil d’intérêt,
les valeurs de voisinage sont mises à jour. A droite : expansion des matrices de poids
due à la présence sur le bord d’une matrice d’un poids ayant dépassé le seuil d’intérêt.
0 2 2 11
210 2 1
1 10 11


















3 2 3 0
2 033
011 1
1 3 2 12
210 2 1
1 10 11










Fig. 3.17 – Rétraction des matrices de poids. A gauche : matrices de poids initiales
associées à deux cartes afférentes. Au centre : lorsque la valeur d’un poids devient infé-
rieure au seuil d’intérêt, les valeurs de voisinage sont modifiées. A droite : la rétraction
des matrices de poids a lieu lorsqu’un bord contient dans toutes les matrices des valeurs
de voisinage égales à 0 (ici le bord de gauche).
lors du déplacement de l’objet). Cette méthode de redimensionnement des matrices de
poids trouve son efficacité maximale lorsqu’elle est appliquée à des images acquises par
3 APPRENDRE ET RECONNAÎTRE 71
stéréovision où les flux d’images gauches et droites sont entrelacés. Par cette méthode,
qui simule le déplacement rapide de l’observateur, les zones d’accrétion et de délétion
apparaissent distinctement sans recourir au déplacement de l’objet. L’utilisation de
cette méthode est illustrée dans les prochaines sections.




des consignes de vitesse 
aux moteurs 
capteurs proprioceptifs (pan, tilt)
 + disparité binoculaire (profondeur)
Fig. 3.18 – Plateforme expérimentale. Notre robot dispose de trois types de capteurs :
deux caméras, des capteurs proprioceptifs mesurant la position des caméras et la dis-
tance à l’objet, des capteurs proprioceptifs mesurant les consignes de vitesse données
aux moteurs.
Notre plate-forme expérimentale est un robot à deux roues motrices différentielles
de type SuperScout 2 équipé de deux caméras montées sur une platine motorisée (Fi-
gure 3.18). Nous souhaitons étudier l’apprentissage en ligne de représentations sensori-
motrices lors de l’interaction entre le robot et un objet présent dans son environnement.
L’objet considéré sera supposé de taille réduite afin qu’il puisse être entièrement perçu
dans une seule image acquise par les caméras. Le comportement du robot devra être
autonome. L’exécution du programme de traitement ne sera pas uniquement située
dans l’unité de calcul embarquée mais distribuée parmi différentes machines apparte-
nant au réseau local et ce, afin de permettre une simulation en temps réel du réseau de
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neurones.
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Fig. 3.19 – La phase de décomposition du contexte perceptif produit trois groupes de
représentations. ’Quoi’ : représentations visuelles des objets. "Où" : représentations de
la position des objets. "Comment" : représentations des actions du robot.
Lors de la décomposition du contexte perceptif, nous distinguons trois classes de
représentations (Figure 3.19) :
– ’Quoi’ : classe des représentations visuelles des objets
– ’Où’ : classe des représentations de la position des objets
– ’Comment’ : classe des représentations des actions du robot
Ces trois classes de représentation sont caractérisées par l’utilisation de données
issues de capteurs spécifiques :
– ’Quoi’ : caméras (stéréovision)
– ’Où’ : capteurs proprioceptifs mesurant la position de la platine et la disparité
binoculaire
– ’Comment’ : capteurs proprioceptifs mesurant les consignes de vitesse des moteurs
Cette décomposition nous permettra d’identifier et de construire de façon systéma-
tique des associations sensori-motrices dans la mémoire associative.
3.7 La représentation des objets
I. Représentation par vues, structure du réseau
Nous avons fait le choix d’une représentation des objets par vues, car celle-ci est
la mieux adaptée aux capacités d’apprentissage des neurones. Nous associons à chaque
vue une carte neuronale dont la matrice d’apprentissage sera redimensionnée suivant la























Excitation du tracker 
par les cartes de vues
Fig. 3.20 – Schéma d’un réseau utilisé pour l’apprentissage de vues d’objet. Les
connexions entre cartes sont représentées par les flèches en trait plein et les interactions
entre le tracker et les cartes de vues par des flèches en pointillés.
taille de l’objet. Les cartes neuronales ne sont pas directement connectées aux données
brutes provenants des caméras. Il est nécessaire de convertir l’information de luminance
de l’image composée d’un ensemble de valeurs réelles comprises entre 0 et 1, en une
information compatible avec le processus d’intégration efférent. Cette fonction est rem-
plie par des cartes particulières appelées "converteurs". La fonction de ces cartes peut
être comparée à celle des cellules de la rétine : l’information de luminance est traitée
pour en extraire des contrastes locaux. Nous utilisons deux cartes de conversion afin
d’extraire des contrastes locaux "positifs" (pixel lumineux sur zone sombre) et "néga-
tifs" (pixel sombre sur zone lumineuse). La phase de tir est réalisée en utilisant une
fonction de transfert sigmoïde et une activation stochastique semblable à celle des neu-
rones classiques. La sortie des cartes de conversion est donc binaire et exploitable pour
le traitement des neurones efférents. Une deuxième couche de cartes est alors utilisée
pour extraire des orientations locales de l’image. Bien que le nombre de cartes d’orien-
tation ne soit pas limité par cette architecture, huit cartes donnent expérimentalement
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des résultats satisfaisants. Chaque carte d’orientation est connectée aux deux cartes de
conversion par le biais de deux matrices de poids semblables à des filtres de Gabor.
L’activité d’un neurone dans chaque carte représente donc la position d’une orientation
particulière à cette position. Le troisième niveau est destiné à l’apprentissage. Dans ce
niveau, les cartes sont connectées à chaque carte d’orientation. L’apprentissage d’un
motif dans ces cartes correspond donc à la détection de huit motifs d’orientation cooc-
currents. Les matrices de poids de ces cartes de vue sont initialement de taille faible :
15x15 pour une image de taille 80x60 pixels. Les valeurs des poids synaptiques sont
tirées aléatoirement suivant une distribution gaussienne centrée : les poids situés au
centre de la matrice auront des valeurs plus élevés que les poids situés sur son contour.
Ainsi nous assurons que chaque carte sera en mesure d’amorcer son apprentissage sur
la zone des cartes afférentes produisant le maximum de décharges (zone saillante).
II. Association temporelle et spatiale de vues, invariance à l’objet
La structure en réseau hiérarchique offre la possibilité d’apprendre une vue parti-
culière d’un objet. L’association temporelle et spatiale est un moyen d’apprendre de
façon incrémentale ses différentes vues [Wallis 96a, Wallis 96b]. Pour suivre la position
d’un objet mais aussi construire une représentation vue-indépendante nous utilisons
une carte d’apprentissage particulière : le tracker. Un tracker est une carte dont le
coefficient d’apprentissage est élevé et constant (αW = 0.2) lui procurant ainsi une mé-
moire à court terme. Le motif appris sera en effet mis à jour en grande partie, à chaque
pas de temps du simulateur. Un tracker est utilisé pour chaque objet et connecté à
chaque carte de vue par une connexion latérale excitatrice. Lorsqu’une carte de vue est
activée le tracker est excité à la position de cette activation, entraînant l’apprentissage
du motif situé a cette position, à savoir une vue particulière de l’objet. La fonction des
connexions excitatrices latérales peut être comparée à celle de l’opérateur MAX pro-
posé par Riesenhuber et Poggio dans le modèle hierarchique de reconnaissance d’objet
HMAX [Riesenhuber 99]. Les mémoires à long terme des cartes de vue sont donc "priori-
taires" sur la mémoire à court-terme lors de la reconnaissance. Il est cependant possible
que le tracker ne reçoive aucune impulsion excitatrice latérale si une vue inconnue de
l’objet est présentée en entrée, lors de la rotation de l’objet par exemple. C’est alors
que la plasticité de la mémoire à court terme trouve tout son intérêt. Lors de la rotation
de l’objet, à partir d’une vue apprise et à la différence d’une mémoire à long terme,
le tracker peut suivre la "déformation" du motif : la mémoire à court terme exploite
la cohérence temporelle et spatiale de cette déformation. Si le tracker ne reçoit aucun
signal d’excitation latéral (le tracker est la seule carte active), durant une période fixée
à 30 pas de temps (entre 1 et 2 secondes), alors une nouvelle carte de vue est créée,
connectée et excitée à la position d’intérêt (la position de la nouvelle vue dans l’image)
pour amorcer son apprentissage.
Cette méthode permet de construire de façon incrémentale un ensemble de cartes
neuronales spécialisées pour la détection de vues spécifiques d’un objet. Le tracker a
la double fonction de fournir une détection vue-invariante et de recruter de nouvelles
cartes lorsqu’une nouvelle vue est présentée. Le nombre de cartes de vues nécessaires
















Fig. 3.21 – Schéma des champs de vue d’un objet.
à l’apprentissage d’un objet est très dépendante du champ de vue de chacune de ces
cartes. Le champ de vue est défini par la zone de l’espace dans laquelle le robot est
capable de reconnaître une vue particulière (Figure 3.21). La taille de cetfte zone dépend
de plusieurs facteurs comme les symétries de l’objet ou le nombre d’orientations locales
utilisées pour l’apprentissage. En effet, plus le nombre de cartes d’orientations est grand
plus le motif appris par la carte de vue sera contraint ce qui réduira la taille du champ de
vue correspondant. Il est important de noter que selon les symétries de l’objet, certains
champs de vue peuvent être représentés comme l’union de zones non connexes. C’est le
cas par exemple lors de l’apprentissage d’objets ayant deux faces visuellement identiques
et opposées. Le chevauchement des champs de vue voisins semble en contradiction avec
le mécanisme "Winner-Take-All" de l’apprentissage. Ce chevauchement s’explique par
le fait que la compétition n’intervient que pour sélectionner la carte qui sera autorisée
à apprendre, alors que lors de la phase de tir toute carte ayant accumulé un potentiel
suffisant pourra s’activer.
3.8 La représentation des positions et des actions
I. Cartes temporisées
Afin de présenter l’apprentissage des motifs de position et d’action nous introduisons
la notion de cartes neuronales temporisées (Figures 3.24, 3.25 et 3.26), ce type de repré-
sentation étant largement exploité par la suite. Ces cartes sont constituées de neurones
organisés en tableaux à deux dimensions. L’axe vertical est utilisé pour la mesure d’une










Diagramme d'activation des cartes de vues
Fig. 3.22 – Diagramme des activations des cartes de vues mesurées après un appren-
tissage non supervisé lors de la rotation d’un objet. Pour chaque carte, le domaine







































Matrices de poids synaptiques
des cartes de vues
Fig. 3.23 – Matrices de poids des cartes de vues obtenues après apprentissage. Se référer
à la figure 3.20 pour le schéma des connexions.
valeur perceptive particulière comme la position d’un degré de liberté, ou la vitesse de
rotation d’un moteur. L’axe horizontal permet quant à lui de représenter l’évolution de
cette valeur au cours du temps. La propagation des activations s’effectue de gauche à
droite et la valeur mesurée au temps présent est représentée par la colonne de neurones
située à l’extrême gauche de chaque carte. Les cartes temporisées ont été utilisées pour
apprendre des séquences d’activation comme pour la reconnaissance de phonème à base
de spectrogrammes présentée par W. Paquier [Paquier 04]. Notre but est ici d’apprendre
des motifs de transitions impliquant les trois classes de repésentations présentées plus
haut : "Quoi", "Où’ et "Comment". Un tel apprentissage ne nécessite donc pas d’enre-
gistrer l’historique complet des activations et seul l’état précédent semblerait suffire.
L’algorithme d’apprentissage présenté plus haut nous contraint cependant à maintenir
les motifs perceptifs durant un temps suffisant afin de permettre aux poids et surtout à
la fonction de transfert de se stabiliser. La propagation temporelle des activations n’est
3 APPRENDRE ET RECONNAÎTRE 77
(t) (t-1) (t-2) (t-3) (t-4) (t-5){matrice de poidssynaptiques partagées
: activation : propagation de l'activation

















































Fig. 3.25 – Schéma de connexions d’une carte de conversion temporisée vers deux cartes
en compétition.
nécessaire que pour les cartes de conversion car l’effet de propagation est diffusé au
travers du réseau par le schéma de connexion. Nous introduisons dans la figure 3.26 la
représentation simplifiée d’un réseau de cartes temporisées, c’est cette représentation
qui sera utilisée par la suite.
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Fig. 3.26 – Schéma de connexions simplifié d’une carte de conversion temporisée vers
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Fig. 3.27 – Mesure de disparité binoculaire et carte de conversion de profondeur. La
carte de conversion temporisée de profondeur fournit une mesure de disparité binocu-
laire lorsqu’un objet est détecté.






























Fig. 3.28 – Schéma d’un réseau utilisé pour l’apprentissage des motifs de positions.
II. La représentation égocentrique de l’espace
A la différence de la navigation, les interactions d’un robot avec un objet ne né-
cessitent pas une représentation allothétique de l’espace. C’est la représentation de la
position relative entre le robot et l’objet qui sera prise en compte à partir de don-
nées proprioceptives de l’orientation de la caméra et de la profondeur du motif perçu.
La position d’un objet est encodée séparément de sa représentation visuelle, bien que
celle-ci soit nécessaire pour le calcul de disparité binoculaire. Une représentation de
position pourra donc être successivement activée par des objets de nature différente.
La séparation du "où" et du "quoi" permet également d’apprendre des actions géné-
ralisables à tout type d’objet comme par exemple s’approcher, contourner, etc... Nous
utilisons trois types de cartes de conversion temporisées pour l’apprentissage des motifs
de position :
– une carte mesurant l’azimut de la platine (pan)
– une carte mesurant l’élévation de la platine (tilt)
– une carte mesurant la profondeur par disparité binoculaire (profondeur)
Le dernier type de carte de conversion mesure la distance entre deux activations
d’une carte tracker à partir des images gauches et droites issues des caméras. La Figure
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3.27 montre les images obtenues par stéréovision, l’activation d’une carte de vue et la
carte de conversion de profondeur produite après avoir mesuré la disparité binoculaire
de la paire de détections. Le réseau de cartes utilisé pour l’apprentissage de motifs
de positions ne contient qu’une seule couche de cartes en compétition (Figure 3.28).
Chacune de ces cartes possède trois matrices de poids connectées aux trois cartes de
conversion. L’initialisation des poids est obtenue par un tirage aléatoire de distribution
uniforme. Il n’existe pas ici de compétition à l’activation entre les cartes de conversion
car elles ne sont pas issues de la même modalité, les poids négatifs sont donc engendrés
par l’absence d’activation à l’entrée du neurone (voir III.). L’apprentissage ainsi que
la compétition interviennent durant toute la durée de la propagation de l’activation













Fig. 3.29 – Schéma des champs de position.
Contrairement aux champs de vue, les champs de position dépendent de l’orientation
de la platine du robot (pan) et il n’existe pas de chevauchement entre champs voisins. Ce
dernier point est dû à la discrétisation des signaux de proprioception là où la transition
entre vue est continue.
III. La représentation proprioceptive des actions
L’apprentissage de motifs d’action est très semblable à celui des motifs de position.
L’entrée mesure ici l’information proprioceptive des commandes en vitesse sur chaque
roue. Ce réseau est donc composé de deux cartes de conversions temporisées et chaque
carte d’action est associée à deux matrices de poids synaptiques. Les champs d’action
constituent un pavage uniforme dans l’espace des commandes de vitesse sur les roues.
IV. L’apprentissage incrémental de motifs de position et d’action
Contrairement à l’apprentissage des vues d’objet, les motifs d’actions et de positions
pourraient être intégrés dès la conception. Mais un nombre trop important de ces cartes
serait alors un handicap au traitement en temps réel du simulateur. C’est pourquoi
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Fig. 3.30 – Schéma d’un réseau utilisé pour l’apprentissage des motifs d’actions.
nous avons opté pour un apprentissage incrémental de ce type de représentations. Le
système doit donc décider quelles représentations sont utiles à l’apprentissage sensori-
moteur. C’est la composante subjective, le niveau global de récompense perçu lors
des interactions, qui doit guider l’apprentissage. Une variation d’effet enregistrée à
un instant donné doit informer le système de la présence d’un événement favorable ou
non, et celui-ci doit extraire l’information pertinente dans le but de favoriser ou d’éviter
cette variation dans le futur. A chaque pas de temps, nous mesurons la variation de
récompense globale et nous la rendons disponible à toutes les cartes du réseaux. Tous
les neurones d’une carte temporisée, situés au rang (t) enregistrent cette variation
et n’autorisent l’apprentissage que si celle-ci dépasse un seuil de récompense. Il est
également nécessaire de favoriser l’apprentissage des représentations qui ont précédées la
variation d’effet, le mécanisme décrit précédemment s’applique donc aussi aux neurones
situés au rang (t− 1) des cartes temporisées.
3.9 Récompense perçue, récompense induite
Nous avons montré l’utilisation de techniques d’apprentissage non-supervisé dans le
but de permettre au système l’acquisition de représentations du monde sous la forme
de cartes neuronales. Chaque représentation objective ainsi formée est stockée au sein
d’un ensemble de poids synaptiques et d’une fonction de transfert adaptative. Ce pre-
mier type d’apprentissage permet de catégoriser les informations enregistrées par les
capteurs du robot et de définir des représentations stables de haut niveau. Cependant,
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les caméras ou les capteurs proprioceptifs, encodant la position des différents degrés de
liberté, ne sont pas les uniques sources d’informations disponibles. Comme nous l’avons
mentionné en introduction, notre système est également sensible à une valeur de ré-
compense globale R(t) (0 ≤ R(t) ≤ 1) qui peut être à la fois perçue (représentations
initiales) ou induite par le système lui-même (représentations apprises). La valeur de
récompense globale est obtenue en calculant la moyenne des contributions locales de
récompense, à la fois initiales et apprises. Cette valeur est donc un nombre réel compris
dans l’intervalle [−1, 1] pour lequel les valeurs négatives représentes les situations que
le système devra éviter (punitions) et les valeurs positives, les situations que le système
aura pour but de reproduire (récompenses). Il est à noter que seules les représentations
actives à un instant donné participent au calcul de la valeur de récompense globale.
Les représentations apprises par le système ont donc un double rôle de descripteur
du monde (aspect objectif) et de capteur de récompense (aspect subjectif). Les re-
présentations initiales peuvent être comparées à des capteurs de récompense primitifs
donnés au système au moment de sa conception. Par exemple, un niveau négatif de
récompense (punition) peut être associé aux consignes de vitesse sur les moteurs sui-
vant une valeur proportionnelle à l’énergie consommée, de sorte que les trajectoires de
déplacement directes soient privilégiées, car maximisant le niveau de récompense total
perçu (en minimisant la punition). Ainsi, le choix de l’ensemble des représentations
initiales aura une forte influence sur le comportement du robot, il incombe cependant
au système d’apprendre à générer les séquences d’actions menant dans des états asso-
ciés à des niveaux de récompense élevées. La valeur de récompense perçue au travers
des représentations subjectives initiales ne nécessite aucun apprentissage. De plus, les
représentations initiales ne sont pour le robot rattachées à aucune représentation ob-
jective de l’environnement (vue, position ou action). En d’autres termes le système est
initialement incapable de discerner les situations qui pourraient lui fournir une récom-
pense ou une punition. Cette information n’a aucune "incarnation physique" perceptible
par le robot. C’est pourquoi il lui est nécessaire d’apprendre à associer à chaque instant
le niveau de récompense perçue aux représentations susceptibles d’être en rapport avec
cette récompense. C’est une nouvelle fois la présence simultanée de ces deux informa-
tions (niveau global de récompense et activation d’une représentation) qui est la clé du
mécanisme associatif : à chaque instant tout neurone actif est en mesure d’apprendre
le niveau de récompense ri(t) coïncidant avec son activation selon l’équation :
ri(t+ 1) = αrR(t) + (1− αr)ri(t) (3.34)
où R(t) est le niveau de récompense global à l’instant t et αr (0 ≤ αr ≤ 1) le
coefficient d’apprentissage de la récompense.
La valeur de récompense est donc au centre d’un mécanisme d’apprentissage dédié
(Figure 3.31). Les représentations initiales permettent d’amorcer cet apprentissage en
fournissant une mesure primitive du niveau de récompense. Puis, parallèlement à l’ap-
prentissage des représentations objectives de haut-niveau (vues, positions, actions), la
valeur instantanée de récompense globale est associée à chacune de ces représentations
lors de leurs activations (diffusion de la récompense dans le réseau). Finalement, chaque
représentation active contribue au calcul du niveau de récompense globale (récompense













Fig. 3.31 – Schéma du cycle de la récompense.
induite).
3.10 Conclusion
Nous venons de présenter dans ce chapitre le modèle de neurone qui a été déve-
loppé pour permettre l’apprentissage non-supervisé de motifs perceptifs. Ce modèle est
caractérisé par l’utilisation d’une fonction de transfert capable d’adapter le niveau de
spécialisation du neurone en mémorisant les niveaux d’activations passés. La taille de
l’information transmise entre les neurones a également été fortement réduite par l’intro-
duction d’une phase de tir probabiliste inspirée des modèles de neurones stochastiques.
Ce dernier point a également permis de limiter les phénomènes de sur-apprentissage
car un neurone est à présent capable de décharger, malgré un niveau de potentiel bas,
et ainsi remettre en cause son motif idéal en explorant les motifs voisins. Nous avons
présenté dans un second temps les trois classes de motifs perceptifs qui vont servir de
base à la création d’association puis à la prise de décision. Ces deux points vont être
développés au sein des prochains chapitres.
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4.1 De la statique à la dynamique
Les méthodes d’apprentissage présentées dans le précédent chapitre ont pour but
d’extraire de façon non supervisée des motifs visuels ou proprioceptifs. Ces motifs sont
statiques, ils forment la représentation d’un état perceptif à un instant donné et ne
rendent compte ni de l’évolution de la perception ni de l’évolution des actions du
robot. L’aspect temporel n’est cependant pas écarté lors de l’apprentissage des vues
d’un objet, mais il n’est qu’un indice utile à la classification et n’a aucun pouvoir
structurant. Nous allons présenter dans ce chapitre les méthodes employées afin de
relier, par la création incrémentale d’associations, les trois classes de représentations
nées de l’interaction entre le robot et l’objet : "Quoi", "Où", "Comment". Ces associations
seront elles-mêmes divisées en trois classes. Une première classe aura pour objectif
l’apprentissage de transitions entre deux positions successives d’un objet engendrées
par une action du robot (classe déplacement). Ces transitions ne seront pas liées à
la nature de l’objet et seront donc généralisables aux interactions entre le robot et
des objets différents. La seconde classe d’associations devra capturer les transitions
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entre les vues d’un objet pendant le déplacement du robot (classe transformation). Ces
transitions permettront de structurer la représentation de l’objet en associant aux cartes
de vues des cartes de positions et d’actions. La dernière classe d’associations permettra
au robot d’associer des contextes perceptifs (vue,position) aux actions sous la forme de
préconditions (classe réflexe). Plus qu’une représentation statique de l’environnement,
ces associations tendent à identifier des invariances dans la dynamique des interactions
entre le robot et l’objet.

















Fig. 4.1 – La mémoire associative est formée de trois classes d’associations : les trans-
formations, les déplacements et les réflexes. A chacune de ces classes correspond un
schéma de connexion particulier.
La mémoire associative reçoit en entrée les activations issues des cartes neuronales
construites lors de la phase de catégorisation perceptive. Les connexions vers les cartes
associatives sont donc elles-mêmes créées de façon incrémentale. Conformément à la
règle de Hebb, les neurones associatifs (neurones cibles) ont le pouvoir de renforcer
leurs connexions entrantes lorsqu’ils sont activés. Ces neurones doivent donc bénéficier
lors de l’apprentissage d’un ensemble de connexions entrantes de taille maximale afin
de détecter dans cet ensemble la cooccurrence d’activations. Le choix d’un schéma de
connexion complet (de l’ensemble des représentations vers les associations) n’est cepen-
dant pas envisageable car il serait trop gourmand en temps de calcul. C’est pourquoi
nous avons décidé d’interdire certaines connexions non pertinentes et de procéder à un
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élagage des connexions inutiles (poids synaptique nul) après l’apprentissage. La Figure
4.1 montre le schéma simplifié de connexions qui a été utilisé.
II. Cartes référentes et groupes associatifs
Le rôle d’une association est d’anticiper l’activation d’une carte neuronale de vue
("Quoi") de position ("Où") ou d’action ("Action"). Ainsi, chacune de ces cartes se
voit associer un ensemble de cartes associatives qui anticiperont son activation dans
différents contextes. Cet ensemble est appelé un groupe associatif. Tout comme leurs
cartes cibles, les cartes associatives sont temporisées : elles gardent en mémoire une
séquence d’activation passée. Chaque carte cible d’un groupe associatif est qualifiée de
carte référente. Un groupe associatif peut donc être composé d’un ensemble d’associa-
tions de déplacement, de transformation ou de réflexe selon que la carte référente est
respectivement une position, une vue ou une action. Pour assurer l’apprentissage non
supervisé des associations, toutes les cartes d’un groupe associatif sont reliées par des
connexions latérales inhibitrices. De plus, la carte référente est en mesure de signaler
sont activation au groupe associatif lorsqu’une transition vient d’avoir lieu pour activer
l’apprentissage. En retour, chaque association est connectée à sa carte référente pour
reporter dans celle-ci le résultat d’une prévision (cette fonction sera développée au pro-
chain chapitre). La construction des groupes associatifs est incrémentale. Lorsqu’une
carte de vue, de position ou d’action a atteint un niveau de spécialisation suffisant,
un nouveau groupe ne contenant qu’une carte associative est créé pour permettre l’ap-
prentissage d’association pour cette nouvelle carte. Par la suite, de nouvelles cartes
associatives seront ajoutées et connectées au groupe dès qu’une carte associative aura
terminé son apprentissage.
4.3 Association sensori-motrice de motifs de position : déplacements
Dans le cas des déplacements, les cartes associatives reçoivent en entrée les flux
d’activation de l’ensemble des cartes d’actions et de positions, à l’exception de ceux
provenant de la carte de position référente. Chacune de ces connexions se voit attri-
buer un poids synaptique unique (matrice 1x1) qui, en fin d’apprentissage vaudra 1 si
l’activité de la carte afférente a précédé celle de la carte référente, -1 sinon. À terme,
seules deux connexions auront conservé des poids égaux à 1 définissant ainsi un couple
(position,action) à l’origine du déplacement (Figure 4.2). Les autres connexions sont
effacées du réseau au terme de l’apprentissage (voir 4.7). Chaque carte référente doit
piloter l’apprentissage de toutes les cartes de déplacement qui lui sont associées en gé-
nérant des signaux d’excitation lorsqu’une transition est détectée. C’est l’identification
de fronts montants d’activation qui est à l’origine des signaux excitateurs (Figure 4.3).
Lorsque le robot pénètre un champ de lieu, la carte de position associée devient active,
un front montant est alors détecté et un signal d’excitation transmis par connexion
latérale vers toutes les cartes de déplacement du groupe associatif. Cette excitation en-
gendre un signal autorisant l’apprentissage pour tous les neurones du groupe associatif
situés au rang inférieur à celui du front montant détecté (pas de temps précédent).
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Le rôle de la carte référente est donc de permettre l’apprentissage d’associations au
rang précis où ont lieu les transitions vers l’état référent. C’est alors qu’intervient la




















Fig. 4.2 – Déplacements et champs de lieu : les associations de déplacement d’un même
groupe associatif permettent d’identifier des couples (position,action) menant à la même
position référente.
4.4 Association de vues d’objets
À la différence des représentations de positions, les cartes de vues d’objet ne sont
pas temporisées, or cette caractéristique est nécessaire à l’apprentissage de motifs de
transition. Il faut donc convertir l’activation rétinotopique des cartes de vue (voir 3.7)
en une activation temporisée. Cette conversion est obtenue en connectant chacun des
neurones d’une carte de vue rétinotopique au premier neurone d’une carte temporisée. A
l’instar des cartes de conversion temporisées, ces cartes propagent à chaque pas de temps
l’activation des représentations de vue fournies en entrée (Figure 4.4). L’apprentissage
de transitions entre vues nécessite en outre de définir des limites de détection strictes.
Lorsque le robot se déplace à la frontière d’un champ de vue, le potentiel de la carte de
vue active réduit progressivement, entraînant une réduction simultanée de la probabilité
de décharge et donc l’instabilité du signal de sortie. Cette instabilité est un obstacle à
l’utilisation des détections de fronts montant s’il n’existe pas de filtrage préalable du
signal de détection. En effet, si le robot quitte un champ de vue lors d’un déplacement,
l’instabilité de la détection donnerait lieu à de nombreux front montant que le système
pourrait interpréter comme le signe d’une transition menant vers cette vue, alors qui
s’agit en fait de la manifestation d’une reconnaissance approximative. Pour atteindre




















Fig. 4.3 – Schéma de connexion d’une association de déplacement : chaque carte de
déplacement reçoit en entrée les activations de l’ensembles de cartes d’action et de
position. Lorsqu’un front montant est détecté dans sa carte référente, l’apprentissage
est activé dans le groupe associatif (ici seule la carte de déplacement ayant remporté la
compétition est représentée).
(t) (t-1) (t-2) (t-3) (t-4) (t-5)
VUE X
Carte de vue temporisée
Carte de vue rétinotopique
connexions excitatrices
Fig. 4.4 – Conversion d’une carte de vue rétinotopique vers une carte de vue tempo-
risée : le premier neurone de la carte de vue temporisée mesure la valeur maximale
de potentiel provenant des neurones de la carte rétinotopique. Les activations de ce
premier neurone sont ensuite propagées d’un rang (vers la droite) à chaque pas de
temps.
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sur la valeur maximale de détection obtenue en sortie des cartes rétinotopiques : le
niveau de détection nécessaire au passage de l’état inactif à l’état actif est supérieur à
celui nécessaire au passage de l’état actif à l’état inactif. Ce comparateur est réalisé en
utilisant une connexion récurrente et un seuil fixe au niveau du premier neurone de la







Cycle d'hystérésis et connexion 
récurrente équivalente 
Fig. 4.5 – Un neurone (à droite) pourvu d’une connexion récurrente de poids h et de
seuil T équivaut à un filtre à hystérésis dont le cycle est donné à gauche.
Les associations de transformation menant à une représentation de vue référente
(carte ’Quoi’) sont obtenues par l’apprentissage de contextes perceptifs comprenant
une vue, une position ainsi que l’action menant à la vue référente. Comme le montre
la Figure 4.6, les seuls paramètres (vue initiale, action) ne permettent pas de faire la
distinction ente deux transitions différentes car une partie de l’information relative à
la direction du mouvement par rapport à l’objet est contenue dans les représentations
de position. Le schéma des connexions des cartes associatives de transformation est
similaire à celui des carte déplacement : la détection de front montant, obtenue après
filtrage, dans la carte de vue référente permet d’activé l’apprentissage d’un ensemble






























Fig. 4.6 – Ce schéma illustre deux transformations : T1 à gauche et T2 à droite dont












































































































































































































































































































4.5 Actions, préconditions et réflexes
Le troisième type d’associations que nous allons à présent envisager se distingue des
précédents par l’introduction de la valeur de récompense dans le pilotage de l’appren-
tissage. Le rôle de ces associations, qualifiées d’associations réflexe, est d’associer à un
couple (position,vue), les actions engendrant une variation significative de récompense
pour, par la suite, faciliter ou d’inhiber leur activation. Or en règle générale, cette va-
riation de récompense n’a pas lieu au moment où débute l’action mais plus tard, lorsque
les modifications sur l’environnement apportées par l’action seront perçues et induiront
de fait une variation de récompense. Le signal d’apprentissage ne peut donc être obtenu
en exploitant les fronts montant d’activation de la carte référente, mais en observant
une variation de récompense ayant lieu pendant le déroulement l’action. Si une carte
d’action est active lors d’une variation significative de la valeur globale de récompense,
un signal excitateur est propagé en direction des cartes d’association réflexe du groupe
associatif de l’action courante. Ainsi, chaque carte associative pourra mémoriser et par
la suite reconnaître les préconditions de l’action référente à laquelle elle est associée. Le
schéma des connexions utilisé pour l’apprentissage des cartes d’association réflexe est










Fig. 4.8 – Schéma de connexion d’une association réflexe : chaque carte réflexe reçoit en
entrée les activations de l’ensemble des cartes de vue et de position. Lorsqu’une variation
de récompense est détectée, l’apprentissage est activé dans le groupe associatif.
4.6 Associations et récompense : évaluation des gains
Nous avons présenté, lors du chapitre précédent, une première forme d’apprentissage


















des valeurs de gain
Fig. 4.9 – L’apprentissage des valeurs de gain par les associations
Cet apprentissage doit permettre au système d’évaluer le contexte courant en lui asso-
ciant une valeur de récompense globale (voir 3.9). Dans cette phase, il s’agit donc de
construire un modèle statique de l’environnement dans ses composantes objectives et
subjectives. Nous souhaitons à présent apprendre la dynamique des interactions entre
le robot et l’environnement et donc, du point de vue de la récompense, apprendre les
gains associés aux transitions entre états.
La valeur de récompense perçue par le système à un instant donné est le résultat
d’une récompense mesurée par un ensemble de capteurs primitifs de récompense : les
représentations initiales et l’expression des récompenses locales induites par l’activa-
tion de représentations apprises : les représentations de vues, de positions et d’actions.
Chaque carte associative doit pour sa part apprendre la variation de récompense mesu-
rée lorsque se produit la transition qu’elle représente (déplacement, transformation ou
réflexe). L’apprentissage d’une variation de récompense (le gain) entre deux instants
consécutifs permettra par la suite de calculer une valeur de gain espéré (l’utilité) pour
chaque action envisagée par le système. La variation de récompense engendrée par une
association ne peut-être mesurée qu’à l’instant où ces effets sont réellement perçus. Cela
correspond au moment où la carte référente de cette association (le résultat prédit de
la transition) devient active et que les préconditions ont été activées à l’instant précé-
dent (observation simultanée des causes et des effets). Alors, la valeur de gain induit
G(X) par l’association X est calculée en soustrayant à la récompense globale perçue la
récompense perçue à l’instant précédent l’apprentissage très semblable à celui présenté
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dans 3.9 est donné par l’équation suivante :
GX(t+ 1) = αr(R(t)−R(t− 1)) + (1− αr)GX(t) (4.1)
où R(t) est le niveau de récompense global à l’instant t et αr (0 ≤ αr ≤ 1) le
coefficient d’apprentissage de la récompense. À la différence des représentations de
vues, de position ou d’action, les associations ne participe pas au calcul de la valeur
globale de récompense. La valeur relative de récompense associée n’aura pas pour but
de décrire l’état subjectif présent du système mais servira de base au choix des futures
actions du robot par l’exploration des gains possibles dans un horizon de prédiction
et l’apprentissage des valeurs d’utilité. Ce dernier mécanisme sera le sujet du prochain
chapitre.
4.7 Complexité du réseau, élagage
La création de cartes associative nécessite un grand nombre de connexions qui, du
point de vue du simulateur, représente un important handicap pour le traitement en
temps réel de l’information. Plusieurs techniques ont toutefois été mises en œuvre pour
réduire le temps de traitement inhérent à l’échange de donnée dans la mémoire associa-
tive. Une première technique intégrée au cœur même du simulateur consiste à propa-
ger les activations des neurones uniquement lorsque ceux-ci ont déchargés (traitement
event-driven) réduisant ainsi considérablement la quantité d’information échangée. Le
nombre de neurones actifs à un instant donné est en effet très petit comparé au nombre
total de neurones simulés (représentations creuses). Il est également possible d’obtenir
une amélioration notable des performances en procédant à une simplification du réseau
associatif par la suppression de connexions inutiles. L’intérêt d’une connexion ne peut
cependant être déterminée qu’à l’issue de la convergence de l’apprentissage, lorsque son
poids synaptique associé se retrouve sensiblement égal à 0. Nous considérons qu’une
carte associative a atteint un seuil de spécialisation autorisant l’élagage des connexions
lorsqu’elle exhibe une fonction de transfert caractéristique d’un comportement binaire.
4.8 Conclusion
Nous venons de décrire dans ce chapitre l’apprentissage incrémental d’associations
sensori-motrices. Ces associations constituent un modèle de la dynamique des interac-
tions entre le robot et l’environnement et permettent d’anticiper l’activation de trois
types de représentations : les vues, les positions et les actions. Les cartes temporisées
fournissent un support à l’apprentissage non supervisé en conservant en mémoire la
trace des séquences d’activation passés tout en autorisant la compétition au sein des
groupes associatifs. Nous avons en outre présenté l’apprentissage des variations de ré-
compense ayant lieu lors des transitions d’états. Ces valeurs de gains seront exploitées
par la suite pour évaluer l’espérance de gain associée à chaque action (valeur d’utilité).
Nous montrerons dans le prochain chapitre comment exploiter l’ensemble des associa-
tions pour construire en ligne l’horizon des états atteignables par le robot et évaluer
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Nous allons présenter dans ce chapitre l’utilisation des associations de déplacement,
de transformation de vue ainsi que les associations réflexes dans le but de construire
un horizon de prévision pour l’évaluation des valeurs d’utilité et la prise de décision.
L’idée générale de ces travaux consiste à considérer la prévision comme une diffusion
d’activation dans la mémoire associative. La représentation classique en arbre d’état
et de transition ne sera pas adoptée en tant que telle pour définir la structure de
donnée et l’algorithme de décision bien qu’il soit possible de représenter l’activité du
réseau par ce biais. La création incrémentale des connexions associatives doit donc se
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substituer aux algorithmes d’inférence utilisés dans des systèmes classiques. Ainsi, nous
souhaitons exploiter pleinement les caractéristiques des neurones formels ainsi que celles
du simulateur comme l’utilisation d’algorithmes locaux et l’aspect event-driven.
5.1 Neurones et connexions pour la prévision
I. Cartes temporisées étendues







t-1 t-2 t-3 t-4 t-5tt+4 t+3 t+2 t+1
Fig. 5.1 – Les cartes temporisées étendues sont des cartes temporisées auxquelles sont
ajouté des neurones dédiés à la prévision d’activation
Les cartes temporisées utilisées jusqu’à présent permettent de mémoriser une sé-
quence d’activation. Nous avons montré comment cette mémoire du passé peut servir
de support aux cartes associatives pour l’apprentissage de transitions ou d’actions ré-
flexes. Nous proposons à présent d’étendre les cartes temporisées afin de représenter un
horizon fini de prévision pour chaque représentation. À chaque neurone de prévision
est associé un rang (de t+1 à t+4 dans la Figure 5.1) symbolisant le nombre d’ac-
tions consécutives nécessaire à la réalisation de cette prévision. Ainsi, l’activation d’un
neurone au rang t+2 d’une carte de position P1 signifie que le système est en mesure
d’atteindre la position P1 par l’intermédiaire de deux actions consécutives. Nous in-
sistons sur le fait que le rang d’un neurone reflète un nombre de transition et non un
nombre de pas de temps du simulateur. Cet aspect est indispensable pour permettre la
diffusion des signaux de prévision dans le réseau.
II. Stabilité perceptive et diffusion de la prévision
L’état courant perçu par le robot est défini par un couple (vue, position) matérialisé
par l’activation de deux neurones situées dans des cartes de positions et de vue au rang
t. Chacun de ces neurones est de plus associé à un champ d’activation (respectivement
un champ de vue ou un champ de lieu) au sein duquel l’activation est maintenue malgré
le déplacement du robot. Il existe donc, pendant le déplacement du robot, une période
de temps durant laquelle le contexte perceptif demeure stable. Cette durée dépend bien
sûr de la surface des champs d’activation et de la vitesse de déplacement du robot,
du terrain, mais son ordre de grandeur peut toutefois être évalué à quelques secondes.
Étant donnée l’implémentation actuelle du simulateur, nous obtenons une vitesse de
traitement de l’ordre de 15 phases d’intégration et de tir par seconde. Ainsi, plusieurs
dizaines de phases d’intégrations et de tir peuvent avoir lieu lors du déplacement du
robot en zone de stabilité perceptive. La vitesse de propagation de l’information de
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prévision dans la mémoire associative est donc nettement supérieure à la vitesse de
"consommation" des prévisions par la prise de décision.











Carte de position P2
(carte référente)
Carte de déplacement D2
Carte de position P1
Carte d'action A1
Vx Toute carte de vue
+ =
t-1 t-2 t-3 t-4 t-5tt+4 t+3 t+2 t+1
Connexion afférente d'une carte associative
Propagation de la prévion d'une carte associative vers sa carte référente
Signal de maintien
Fig. 5.2 – Représentation plane des connexions pour la prévision d’un déplacement.
La propagation des activations neuronales de prévision est obtenue par la création
de connexions reliant toutes les cartes d’un groupe associatif à leur carte référente.
Ces connexions sont décalées d’un rang de telle sorte que l’activation d’une associa-
tion à l’instant t provoque l’excitation d’un neurone dans la carte référente au rang
t+1(Figures 5.2 et 5.3). Ces connexions sont construites lors de la création de chaque
carte associative autorisant par la suite une propagation passive des activations sans
que le parcours d’une base de règle ne soit nécessaire. Ces connexions sont représentées
dans les Figures 5.2 et 5.3 par les flèches reliants respectivement les neurones des cartes
D2 et P2 d’une part et T2 et V2 d’autre part. Les flèches en trait plein symbolisent les
connections subsistantes à l’issue de la phase de simplification du réseau présenté dans
la section 4.7.
B. Réflexes
À la différence des associations de déplacement et de transformation, les associations
réflexes ne nécessitent pas la mise en place d’un décalage de rang pour les connexions à
destination des cartes référentes (Figure 5.4). L’activation induite par une carte réflexe
dans une carte d’action référente doit en effet se situer au même rang que les activations
des neurones des cartes de vue et de positions ayant engendré l’activation du réflexe
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Connexion afférente d'une carte associative
Propagation de la prévion d'une carte associative vers sa carte référente
Signal de maintien
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Fig. 5.3 – Représentation plane des connexions pour la prévision d’une transformation.
de sorte que les associations de transformation et de déplacement puissent par la suite
s’appliquer. Les Figures 5.2 et 5.3 illustrent cette absence de décalage de rang pour
les connexions reliant les neurones associatifs D2 et T2 et l’ensemble de leurs neurones
afférents.
III. Connexions de maintien d’activation
Pour qu’une association réflexe puisse être activée, il est nécessaire que les précon-
ditions de l’action correspondante soient actives simultanément au même rang. Lors-
qu’il s’agit des perceptions (rang t), il suffit que ces préconditions soient effectivement
perçues à l’instant présent, activant ainsi l’association réflexe correspondante et, par
propagation, l’action associée au rang t. Cette co-activation n’est cependant pas aussi
directe pour les rangs supérieurs. Prenons l’exemple de la prévision d’une transition
de position au rang t+1 (Figure 5.5). L’activation d’une carte de position à ce rang
signifie que le système prévoit que le déplacement du robot est sur le point d’engendrer
une transition dans les champs de position. Or cette transition ne concernera, si elle se
révèle exacte, que la position, la vue actuelle de l’objet restant inchangée. Il est donc
nécessaire de reporter la vue qui restera inchangée (ou la position dans le cas d’une
transformation). Pour les neurones de la carte de vue, cela revient à maintenir l’ac-
tivation d’un rang donné à un rang supérieur par le biais de connexions de maintien
d’activation. Ces connexions sont de deux types : un premier type relie les cartes de vue
ou de position aux cartes susceptibles de nécessiter un maintien d’activation, les cartes
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Fig. 5.5 – Maintien de l’activation d’une carte de vue V1 par la prévision d’un dépla-
cement D2 vers une position P2
de position seront donc connectées à toutes les cartes de vue existantes et les cartes de
vue à toutes les cartes de positions. Un deuxième type de connexions relie dans chaque
carte de position ou de vue à partir du rang t chaque neurone au neurone de rang
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immédiatement supérieur afin de propager d’un rang l’activation si une connexion du
premier type a été activée. Nous montrons dans la Figure 5.5 le maintien d’activation
d’une carte de vue V1 au rang t+ 1 par l’activation simultanée de cette vue au rang t
(connexion de type 2) et l’activation de la carte de position P2 au rang t+1 (connexion
de type 1).
IV. Cohérence de l’activation
La représentation distribuée de l’horizon de prévision sous la forme de cartes tem-
porisées étendues ne permet pas de représenter les relations de dépendance entre états
et actions comme le pourrait un arbre de décision classique. En effet, l’activation simul-
tanée d’une représentation de lieu et d’une représentation de vue aux mêmes rangs dans
leurs cartes temporisées respectives ne signifie pas que ces deux états perceptifs peuvent
être atteints simultanément par une même séquence d’action mais que ces deux états
peuvent êtres atteints de façon indépendante en un même nombre d’actions, celles-ci
pouvant être différentes. Or, pour qu’une action puisse s’appliquer il est nécessaire de
vérifier avant toute propagation, la cohérence des préconditions, c’est-à-dire vérifier que
le couple (position,vue) est le résultat d’une même séquence d’action. Le maintien de
la cohérence est obtenu en mémorisant la liste des états et des actions successives ayant
mené à l’activation d’un neurone associatif. Il s’agit donc de mémoriser le chemin suivi
par les signaux de prévision dans la mémoire associative pour, dans un second temps
comparer ces chemins afin de respecter la cohérence des états prédits. La liste état-
action est construite incrémentalement à partir d’une liste initialement vide au rang t
et selon le type de carte de la façon suivante :
– cartes de position, de vue ou d’action : diffusion passive de la liste entrante.
– cartes réflexes : ajout de l’Action référente et diffusion de la liste.
– cartes de déplacement : ajout de la Position référente et diffusion de la liste.
– cartes de transformation : ajout de la Vue référente et diffusion de la liste.
Chaque vue, position ou action pouvant être activée par de multiples cartes asso-
ciatives, c’est un ensemble de listes et non pas une liste unique qu’un neurone peut
être amené à construire et/ou propager. Lors de l’activation d’une carte associative de
réflexe, de transformation ou de déplacement, le maintien de la cohérence est obtenu
en comparant les ensembles de listes de chaque neurone présynaptique au sein de deux
phases distinctes de contrôle de la cohérence et de construction de l’ensemble des listes
sortantes Lx.
Nous allons à présent détailler la construction et la propagation des ensembles
de listes état-action pour chaque type de carte associative en introduisant quelques
définitions et notations :
– M : ensembles des cartes du réseau
– I : ensemble des identifiants de cartes
– l : ensemble des listes li
– Id : M →I : opérateur permettant d’obtenir l’identifiant d’une carte (avec
∀(A,B) ∈M ×M,A = B ⇔ Id(A) = Id(B))
– add : I × l→ l : opérateur d’ajout d’un identifiant à une liste







Lc Lc ⊂ Ld
Condition d’activation
∃(li, lj) ∈ La × Lb, li = lj (5.1)
Construction des ensembles de liste d’activation
∀(li, lj) ∈ La × Lb, li = lj ⇔ add(Id(Ad), li) ∈ Lc (5.2)
B. Déplacement






Lc Lc ⊂ Ld Lc ⊂ Le
Condition d’activation
∃(li, lj) ∈ La × Lb, lj = add(Id(Ab), li) (5.3)
Construction des ensembles de liste d’activation










Ld Ld ⊂ Le Ld ⊂ Lf
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Condition d’activation
∃(li, lj , lk) ∈ La × Lb × Lc, lk = add(Id(Ac), li) = add(Id(Ac), lj) (5.5)
Construction des ensembles de liste d’activation
∀(li, lj , lk) ∈ La×Lb×Lc, lk = add(Id(Ac), li) = add(Id(Ac), lj)⇔ add(Id(Ve), lk) ∈ Ld
(5.6)
5.2 Propagation des gains et valeur d’utilité des association réflexes
À l’image de l’apprentissage des représentations, la construction de l’horizon de
prévision est constituée d’une phase de propagation objective : la propagation des états
et actions possibles, et d’une phase de propagation subjective : celle des valeurs de gain
le long des chemins état-action prédits. Cette deuxième phase est rendue possible grâce
au calcul des gains relatifs présentés lors du chapitre précédent. Nous avons en effet
montré comment chaque association est capable d’apprendre la récompense induite
lors de son activation. Nous souhaitons à présent exploiter ces valeurs de gain pour
évaluer les valeurs d’utilité des associations réflexes. Soit QX la valeur d’utilité associée
à l’association réflexe X qui, lors de la création de cette association est initialisée à la
valeur 0. Nous notons GX la valeur de gain associée à l’association X et Gl(l) la valeur
de gain cumulé associée à la liste d’activation l. A l’image de la méthode des différences
temporelles les valeurs QX seront évaluées par une mise à jour locale. Toutefois nous
allons exploiter pour cette mise à jour, la valeur des gains cumulés sur l’ensemble de la
séquence prédite et non pas sur le seul état successeur :
QX(t+ 1)← QX(t) + αQ[Gl(lf ) +QF (t)−QX(t)] (5.7)
où αQ est le coefficient d’apprentissage de la valeur d’utilité, lf est une liste d’ac-
tivation initiée par l’association réflexe X et F la dernière association réflexe prédite.
La valeur de gain cumulé pour chaque chemin construit lors de la phase de propaga-
tion objective est donc égal à la somme de tous les gains relatifs de chaque association
rencontrée lors de la prévision. Le calcul des gains cumulés est incrémental et a lieu
pendant la construction des listes d’activation par les neurones associatifs réflexes, de
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Calcul du gain de la liste d’activation Lc
∀li ∈ Lc×Lb, li = lj , add(Id(Ad), li) ∈ Lc ⇒ Gl(add(Id(Ad), li)) = G(Rc)+Gl(li) (5.8)
E. Déplacement






Lc Lc ⊂ Ld Lc ⊂ Le
Calcul du gain de la liste d’activation Lc










Ld Ld ⊂ Le Ld ⊂ Lf
Calcul du gain de la liste d’activation Ld
∀(li, lj , lk) ∈ La × Lb × Lc, add(Id(Ve), lk) ∈ Ld ⇒ Gl(add(Id(Ve), lk)) = G(Td) + Gl(lk)
(5.10)
5.3 Propagation de la prévision : représentation perspective
Afin de permettre une meilleure compréhension des principes de propagation de
la prévision au sein du réseau associatif, nous proposons de modifier le type de re-
présentation graphique utilisée jusqu’à présent. Une représentation plane des cartes
temporisées et de leurs connexions aboutit en effet à une représentation graphique dif-
ficilement compréhensible. C’est pourquoi nous avons choisi d’utiliser pour la suite de
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Connexion afférente d'une carte associative
Propagation de la prévion d'une carte associative vers sa carte référente
Signal de maintien
Représentation perspective des connexions
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Connexion afférente d'une carte associative
Propagation de la prévion d'une carte associative vers sa carte référente
Signal de maintien
Représentation perspective des connexions















Connexion afférente d'une carte associative
Propagation de la prévion d'une carte associative vers sa carte référente
Représentation perspective des connexions
pour la prévision d'un réflexe
Fig. 5.6 – Représentation perspective des cartes temporisée étendues.
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cet exposé une représentation perspective permettant de mieux distinguer les différents
rangs de prévision ainsi que les connexions entre cartes. De plus, cette représentation
ne rendra compte que de l’activité des neurones dédiés à la prévision c’est-à-dire ceux
dont les rangs sont supérieurs ou égaux à t, les neurones restants n’étant utilisés que
pendant l’apprentissage. La propagation de la prévision dans sa dimension temporelle
est rendue possible grâce aux décalages de rangs des connexions entre les cartes de
transformation et de déplacement et leur carte référente (Figure 5.3 et 5.2). Ce dé-
calage temporel qui aura un rôle décisif lors de la propagation est symbolisé dans la
représentation perspective par un décalage des connexions dans le sens de la profondeur
(Figure 5.6). Dans cette représentation, les neurones sont en effet organisés en plans
parallèles de profondeurs différentes symbolisant les différents rangs de prévision. Dans
le cas des connexions entre une carte référente et une carte associative ou d’une carte
réflexe vers son action référente les neurones présynaptiques et postsynaptiques sont
situés à une même profondeur (neurones de même rang). Dans le cas des connexions
entre une carte de déplacement ou de transformation vers une carte réflexe, l’activa-
tion sera propagée vers le plan de profondeur supérieure. De plus, chaque connexion de
maintien d’activation (voir III.) reliant des neurones de même rang, sera supportée par
un plan situé sur ce rang.
5.4 Le réseau associatif résultat de l’apprentissage
Nous allons considérer dans cette section un réseau associatif obtenu à l’issue de
l’apprentissage d’un ensemble de représentations de vues, de position et d’action ainsi
qu’un ensemble d’associations formées à l’aide de ces représentations. Nous notons :
– V 1 et V 2 : deux représentations de vues.
– P1, P2 et P3 : trois représentations de positions.
– A1 et A2 : deux représentations d’actions.
– T2 : une association de transformation de vue référente V 2.
– D2 et D3 : deux association de déplacement de position référente respectives P2
et P3.
– R1 et R2 : deux associations réflexe d’actions référentes respectives A2 et A2.
La Figure 5.7 illustre les cinq schémas d’associations apprises ainsi que le réseau
associatif complet. Afin d’alléger la représentation graphique nous avons choisi de re-
présenter les connexions de maintien d’activation dans une représentation perspective
séparée.
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5.5 Choix de l’action, cohérence de la prévision
Au moment de la prise de décision et grâce aux listes d’activations propagées par le
réseau associatif, le système est capable de choisir l’action dont l’utilité est maximale
après une phase de mise-à-jour s’appuyant sur le champ de prévision actuel. La propaga-
tion des activations dans la mémoire associative offre en effet une estimation de gain qui
apparaît dans la mise à jour de la valeur d’utilité de l’action considérée : Gl(lf )+QF (t)
dans l’équation 5.7. Ce gain correspond à la valeur de récompense cumulée maximale
parmi les états prédit ayant atteint le rang le plus élevé à laquelle est ajouté l’utilité
de la dernière association réflexe rencontrée. Notons que la profondeur du champ de
prévision peut varier et dépend de différents facteurs qui seront décrits dans 5.7. Au
moment où l’action courante a produit une transition, c’est-à-dire au moment de la
prise de décision, toutes les associations réflexes candidates (celles qui sont actives au
rang t) effectuent une mise à jour de leur valeur d’utilité QX selon l’équation 5.7 en ex-
ploitant les valeurs de gains des listes d’activation. Puis, l’association réflexe candidate
ayant la plus forte valeur d’utilité est choisie et son action référente exécutée. Lorsque
l’action est choisie, deux types d’opération doivent modifier la mémoire associative.
Dans un premier temps, celle-ci doit extraire de l’horizon de prévision toute activité
incohérente avec l’action choisie et ainsi conserver une partie de l’horizon actuel pour la
prochaine phase de prévision. Cette étape est rendue possible par la simple lecture des
listes d’activation de chaque neurone actif en ne conservant que les neurones dont les
chemins états-actions commencent par l’action envisagée. Dans une deuxième phase,
toutes les activations qui ont été conservées sont décalé d’un rang (vers la droite), ce
qui traduit la consommation par le processus décisionnel d’un rang de prévision. Ainsi,
toute prévision de rang supérieur à t+1 sera préservée et la construction de l’horizon
de prévision pourra se poursuivre. Ce décalage de rang est associé à une modification
des listes d’activations de sorte que l’action choisie est effacée de la première position
de ces listes et que la valeur de gain associé à cette action soit soustraite de l’ensemble
des gains cumulés.
5.6 Résolution d’une action, validité de la prévision
Dès lors qu’une action a été choisie, le système est en attente d’une transition d’état
symbolisée par le déplacement du robot d’un champ perceptif (position ou vue) à un
autre. Pendant ce temps d’attente, la mémoire associative est en mesure de poursuivre
la construction de l’horizon de prévision sur la base de l’ensemble des neurones as-
sociatifs activés ou préservés lors de la phase d’action précédente. Cette construction
incrémentale n’est possible que si 1) la fréquence de production de la prévision des
actions est supérieure à celle de la décision et 2) si l’état prédit au moment de la réso-
lution de l’action courante correspond à l’état perçu. Le premier point sera discuté par
la suite. Quant à la vérification des données de la prévision, elle a lieu dès lors qu’une
transition d’état est détectée (rang 0). Il est alors possible de comparer l’activation
prévue (rang t+1) à l’activation présente parmi les cartes de position et de vues. Ainsi,
si la prévision se révèle exacte une phase de décision classique (5.5) peut s’appliquer
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Connexion afférente d'une carte associative
Propagation de la prévion d'une carte associative vers sa carte référente
Diffusion
Fig. 5.7 – Réseau associatif complet issu de l’apprentissage de cinq associations.





























































Fig. 5.8 – Propagation de la prévision dans la mémoire associative. Cette propagation
utilise le réseau associatif illustré par la figure 5.7. Les neurones ainsi que les connexions
affectées par la propagation à chaque pas de temps sont représentés en rouge. Les
connexions de maintien d’activation sont représentées par des flèches en pointillés.



























Fig. 5.9 – Propagation de la prévision dans la mémoire associative (suite).
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sinon, l’ensemble des activations de la mémoire associative est invalidé ce qui se traduit
par la désactivation de tous les neurones prédictifs. Cette situation peut être due par
exemple à une association erronée par manque d’apprentissage ou bien à l’action de
facteurs externes sur l’environnement (objets mobiles...).
5.7 Aspects temporels
Afin de rendre la prise de décision efficace, il est nécessaire de disposer de prévisions
suffisamment riches lorsque l’action courante arrive à son terme. Du point de vue du
système, l’activation d’une action à pour objectif de modifier le contexte perceptif
courant en générant la transition entre deux champs de positions et/ou de vue voisins.
Or, il existe un intervalle de temps durant lequel l’action demeure active et le contexte
perceptif reste inchangé (5.6). Ce temps "d’attente" est le résultat de la formation
de catégories perceptives stables et sa durée dépend de la taille des champs de lieu
et de vues appris par le système ainsi que de la vitesse de déplacement du robot au
sein de ces champs (ici la vitesse réelle de déplacement du robot). C’est en fait grâce à
l’existence de ce temps d’attente que la mémoire associative est en mesure de construire
un horizon de prévision suffisamment riche au moment du choix de la prochaine action.
Le temps d’attente observé lors d’expérience étant de l’ordre de la seconde, et notre
simulateur disposant d’une fréquence de traitement d’environ 20 cycles d’intégration et
de tir par seconde, il se produit en moyenne une vingtaine de propagation par seconde
au sein du réseau associatif. Étant donnée l’implémentation actuelle du simulateur,
la prévision d’une transition nécessite l’activation séquentielle d’un neurone associatif
suivi de l’activation du neurone référent (de rang supérieur pour les associations de
déplacement et de transformations et de même rang pour les associations réflexes)
suivi si besoin (déplacements et transformations) de l’activation de la connexion de
maintien permettant la "recopie" de la partie du contexte perceptif resté inchangé. Il
en résulte que le nombre de cycles nécessaires à la prévision d’un nouveau contexte
à partir d’un contexte initial est égal à 2 (association réflexe) + 3 (déplacement ou
transformation) = 5 cycles d’intégration et de tir. Si l’on considère que la fréquence
de traitement demeure constante quel que soit le nombre d’activations simultanées, le
système peut donc en moyenne disposer à l’issue du temps d’attente d’un horizon de
prévision dont la profondeur aura été augmentée de 4 niveaux en moyenne. Dans le
cas où la prévision se sera révélée exacte, le système est en mesure de conserver les
prévisions construites pendant le déroulement de l’action précédente permettant ainsi
une construction incrémentale de l’horizon de prévision.
5.8 Conclusion
Nous avons vu comment sont exploitées, dans notre système, les associations sensori-
motrices pour créer de façon incrémentale un réseau capable, par diffusion, d’anticiper
les états accessibles par le robot. Cette diffusion exploite l’ensemble des algorithmes
locaux de nos unités de traitement d’une part mais elle est d’autre part à l’origine du
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calcul des valeurs d’utilité associée à chaque association réflexes. En effet, l’objectif
n’est pas ici d’explorer l’horizon des états possibles pour en extraire un but mais de
mettre à jour les valeurs d’utilité pour fournir au processus décisionnel les moyens d’un
choix rapide de la meilleure action à accomplir. L’originalité de notre approche est
donc de mêler l’évaluation subjective (des gains et des utilités) à l’apprentissage des
représentations qui, dans le cadre d’un apprentissage par renforcement classique, font
partie des données du problème.
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CHAPITRE 6
CONCLUSION ET PERSPECTIVES
Les travaux menés durant cette thèse ont eu pour objectif de faire évoluer un sys-
tème d’apprentissage essentiellement perceptif vers un système de contrôle global du
comportement d’un robot mobile. Pour mener à bien ces travaux nous nous sommes
donc dans un premier temps plongés dans les travaux préalablement entrepris par
William Paquier dans sa thèse intitulée "Apprentissage ouvert de représentations et de
fonctionnalités en robotique : analyse, modèles et implémentation" [Paquier 04]. Ces
travaux constituent d’une part une analyse des composantes nécessaires à un appren-
tissage ouvert ainsi qu’une version initiale du simulateur de réseaux de neurones appelé
NeuSter, ayant conduit aux premiers résultats de reconnaissance de motifs visuels. Ce
manuscrit décrit d’autre part l’utilisation des techniques d’apprentissage par renforce-
ment au sein d’une boucle sensori-motrice dans laquelle la mémoire associative occupe
une place centrale. Tout en faisant évoluer le système existant, nous nous sommes donc
attachés à développer puis à mettre en œuvre les mécanismes associatifs et décisionnels
de ce système en l’intégrant à la plate-forme robotique.
Le premier développement apporté au simulateur, situé au cœur du fonctionnement
des neurones, à consisté au passage d’une phase de tir déterministe à une phase de
tir stochastique où la valeur de seuil suit une distribution de probabilités qui évolue
dynamiquement lors de l’apprentissage. Cette modification a permis de réduire les phé-
nomènes de sur-apprentissage en permettant à l’apprentissage d’avoir lieu en présence
de motifs plus éloigné du motif idéal que dans le cas déterministe.
Lors de l’intégration du système à la plate-forme robotique, nos travaux se sont
portés sur la reconnaissance de formes au sein d’images naturelles. Les expériences
menées dans ce domaine ont montré la nécessité d’adapter la taille des matrices de poids
synaptiques à celles des motifs observés. Nous avons ainsi développé les mécanismes
d’expansion et de rétraction de ces matrices en exploitant la stéréovision pour identifier
les contours des objets.
Ces premières modifications du modèle ont été par la suite exploitées pour permettre
un apprentissage autonome de représentations d’objets. Ces travaux présentés dans
[Do Huu 05], introduisent les notions de cartes de vues et de carte tracker ainsi que les
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mécanismes d’interaction les reliant afin de permettre un apprentissage non-supervisé
et le regroupement des vues par cohérence spatio-temporelle : deux vues voisines d’un
objet tendent à apparaître proche dans l’espace et dans le temps.
Afin de permettre l’apprentissage des motifs de position et d’action, nous avons
introduit la notion de cartes neuronales temporisées. Ces cartes, qui conservent la trace
des activations passées en les propageant à chaque pas du simulateur, sont devenues
dans un second temps le support de l’apprentissage de séquences d’activations pour
l’apprentissage associatif. La mémoire associative, telle que nous l’avons développée est
constituée de trois types d’associations : les déplacements, les transformations et les
réflexes. L’apprentissage de chaque association est piloté par l’activité de sa carte réfé-
rente de position, de vue ou d’action. Au terme de l’apprentissage associatif, le système
possède une représentation de la dynamique de ses interactions avec l’environnement
sous la forme d’un réseau associatif construit de façon incrémental.
Enfin, l’apprentissage de la composante subjective, c’est-à-dire l’association d’une
variation de récompense avec chaque association, couplé à la propagation de la prévision
au sein des cartes temporisées étendues, constitue une méthode originale d’évaluation
des valeurs d’utilité pour les actions du robot. Cette approche, largement inspirée des
techniques d’apprentissage par renforcement, offre la possibilité d’une prise de décision
rapide sur la base de l’évaluation d’un gain cumulé espéré.
Les principales perspectives de recherche qui apparaissent à l’issue de cette thèse
concernent tout d’abord l’amélioration de la phase de décomposition des images pour
la reconnaissance d’objets. Afin de fournir une représentation plus riche des motifs
visuels, il serait intéressant d’adjoindre à la détection d’orientation locales celle d’angles
orientés, de terminaisons de traits et de contrastes de couleur.
La prise en compte de multiples objets dans la scène visuelle grâce à un moteur de
saccades permettrait en outre de construire une représentation plus évoluée de l’espace
sous la forme de cellule de lieux sensibles à un environnement d’objets particuliers.
Cette approche nécessiterait cependant de conserver en mémoire les associations entre
un objet et sa position dans la scène. Une piste de réflexion déjà proposée dans la thèse
de W. Paquier serait d’adjoindre au fonctionnement du neurone une valeur supplémen-
taire : la phase, qui permettrait de relier l’objet et la position grâce au partage d’une
valeur commune.
L’apprentissage des représentations d’actions tel que nous l’avons envisagé est di-
rectement issu de l’observation de données proprioceptives. Grâce à l’utilisation des
cartes neuronales temporisées, il serait envisageable d’apprendre des représentations
de séquences d’actions élémentaires exhibant des valeurs d’utilité satisfaisantes. Cette
démarche permettrait en outre de limiter le nombre de neurones nécessaires à la pré-
diction et d’accélérer l’évaluation des valeurs d’utilité en propageant en un seul pas de
temps un ensemble d’action et les valeurs de gains cumulés correspondants.
Pour conclure, nous avons souhaité dans cette thèse montrer que l’apprentissage,
plus qu’une fonction isolée de l’architecture robotique, peut être exploité pour former
des représentations mais aussi construire et structurer le processus de contrôle.
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ANNEXE
ASSEMBLÉE : CRÉATION ET MONITORING DE
RÉSEAUX
L’objectif de cette application est de permettre à l’expérimentateur de bénéficier
d’un outil de construction et de monitoring de réseaux de neurones efficace, basés sur
une représentation graphiques simplifiée. Lors de la phase de construction, une biblio-
thèque de blocs préconstruits permet à l’utilisateur de glisser dans l’espace de travail
un ensemble d’éléments du réseaux. L’utilisateur peut alors connecter dans l’espace de
travail ces différents éléments tandis que la structure réelle du réseau est mémorisée
en arrière plan. Pour faciliter le déploiement du réseau ainsi construit parmi les cal-
culateurs du réseaux local, nous nous appuyons sur la technologie nommée "Zeroconf".
Celle-ci désigne un ensemble de protocole réseaux permettant la découverte automa-
tique de services, sans configuration préalable ni information centralisée au sein d’un
réseau local. Les machines proposant le service de simulation neuronale sont ainsi vi-
sibles dans une fenêtre dédiée de sorte que l’utilisateur n’ait plus qu’a glisser-déposer
une machine particulière sur un bloc afin de simuler sur celle-ci le réseau de neurone
sous-jacent. Pendant le déroulement de la simulation, une fenêtre d’information permet
de configurer localement les paramêtres des cartes neuronales et des matrices de poids
tout en visualisant l’ensemble des paramètres du modèle. Enfin, chaque réseau et l’en-
semble de ses paramètres peuvent-être sauvegardés sous forme de document pour être
réutilisé et/ou complété par la suite.
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Fig. 1 – Assemblée : création et monitoring de réseaux.
ANNEXE
NEUSTER : SIMULATION DE RÉSEAUX DE NEURONES
ET CALCULS DISTRIBUÉS
Le simulateur NeuSter (NEUron-ClusTER), offre un ensemble de composants lo-
giciels élaborés pour simuler l’activité d’un réseau de neurones à impulsion au sein
d’un ensemble de calculateurs d’architecture hétérogène (POSIX) dans un réseau lo-
cal. L’ensemble des informations de construction et de configuration du réseau simulé
transite par une machine particulière (le serveur) à destination des machines de cal-
cul (les esclaves). Chaque machine esclave prend en charge le calcul d’un ensemble de
cartes neuronales et communique directement avec les autres esclaves si les cartes ef-
férentes sont distantes. Pour limiter la quantité d’information transmise sur le réseau,
des données sont transmises uniquement lorsqu’un événement se produit (propagation
event-driven). L’acquisition des données issues des capteurs ainsi que la réalisation des
actions sont prises en charge par une machine esclave embarquée sur le robot et munie
d’une connexion sans-fil.
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Fig. 2 – NeuSter : simulation de réseaux de neurones et calculs distribués.
ANNEXE
RÉSUMÉ
Depuis plusieurs années, la robotique mobile tente de s’extraire de l’espace amnio-
tique des laboratoires de recherche afin d’explorer l’univers imprévisible, voire hostile,
de nos lieux de vie, de travail, pour nous servir ou nous divertir. Or, les méthodes
classiques, symboliques et logiques de l’intelligence artificielle nécessitent des modèles
du robot, de ses actions et de ses perceptions, conçus a priori. Elles demeurent de ce
fait peu adaptées vis-à-vis de l’inattendu et de la nouveauté. D’autre part, les systèmes
d’apprentissage artificiel, souvent d’inspiration biologique, semblent à présent en voie
de fournir les capacités d’adaptation manquantes à ces premières approches tout en
affrontant des environnements de plus en plus riches et complexes.
Nous envisageons dans cette thèse l’apprentissage comme un mécanisme central et
constitutif de l’architecture robotique. Cette architecture peut être représentée sous les
traits d’une boucle sensori-motrice où actions et perceptions se rejoignent au sein d’une
structure associative. Dans cette architecture l’apprentissage permet, bien sûr, l’acqui-
sition de connaissances nouvelles sur l’environnement. Se pose alors la question du type
de représentation à mettre en œuvre afin d’identifier, de façon efficace et robuste, les
données mémorisées dans le flux d’information provenant des capteurs. L’apprentissage
intervient également dans la modélisation des actions du robot : sous une forme directe,
en associant des combinaisons de consignes simples sur les moteurs, et sous une forme
indirecte en mémorisant les effets de ces actions sur l’environnement ou sur le robot
lui-même. Dans l’architecture étudiée, cette forme d’apprentissage (l’apprentissage ob-
jectif) a pour support un réseau de neurones à impulsions permettant un apprentissage
en ligne non supervisé. L’architecture que nous étudions permet également d’exprimer
les motivations et les objectifs du robot par le biais d’un second système d’apprentissage
(l’apprentissage subjectif), en associant une valeur de récompense aux représentations
des actions ou des perceptions, par un mécanisme d’apprentissage par renforcement.
C’est donc l’utilité de chaque action, son espérance de gain, qui permettra finalement
à un processus décisionnel d’avoir lieu.
Cette architecture conceptuelle, mais également son pendant algorithmique et lo-
giciel, constitue le point de départ, la base de réflexion qui nous a été offerte afin de
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permettre son intégration au sein d’une plateforme robotique. Nos contributions se si-
tuent d’une part dans l’amélioration du modèle de neurone formel qui est à la base de
l’apprentissage, d’autre part au niveau de l’apprentissage de la représentation des objets
et enfin dans une étude approfondie des mécanismes associatifs et décisionnels. Dans un
premier temps, nous proposons de remplacer le modèle d’intégrateur à seuil adaptatif
par un modèle utilisant une fonction d’activation stochastique. Ce modèle permet à
la fois une plus grande robustesse de la reconnaissance et une simplification des com-
munications entre neurones. Nous proposons d’autre part de représenter chaque objet
par un ensemble de détecteurs sensibles aux images perçues selon différents points de
vue. Cette représentation par vue (view-based) peut-être construite en exploitant une
cohérence spatiale et temporelle qui assure que si cette perception est continue, alors
les différentes vues de l’objet apparaîtront proches spatialement et temporellement et
pourront donc être associées. La troisième partie de nos travaux est dédiée à l’étude
des associations permettant de lier les représentations issues de la perception. Nous
proposons de distinguer trois classes de représentations : d’une part les représentations
mentionnées plus haut qui permettent l’identification des objets dans la scène (classe
"Quoi"). D’autre part, des représentations issues de données proprioceptives permettant
la localisation d’un objet dans la scène (classe "Où"). Finalement, les représentations
des actions du robot sont obtenues par l’apprentissage de consignes aux moteurs (classe
"Action"). Ces trois classes ainsi identifiées, nous proposons d’associer leurs éléments
suivant trois schémas particuliers. Dans un premier temps, l’association sensori-motrice
des éléments des classes Where et How aura pour but de produire une représentation
des modifications de la position des objets, observées lors du déplacement du robot.
Dans un second temps, le système devra associer les transitions entre les différentes
vues d’un objet particulier ("Quoi") étant donnés sa position ("Où") et l’action ("Ac-
tion") ayant généré le déplacement. Enfin, nous associerons à chaque action ("Action"),
l’ensemble des contextes perceptifs ("Quoi" et/ou "Où") rendant cette action applicable,
en d’autres termes les préconditions de l’action considérée. Ces associations ont pour
objectif de construire un horizon de prédiction permettant de sélectionner l’action la
mieux appropriée dans un contexte donné. Replacée dans un cadre connexionniste,
la conception de cette structure adaptative à pour but une construction incrémentale
du réseau mettant à profit les capacités adaptative des neurones tout en conservant
l’uniformité des algorithmes de traitement locaux.
L’exposé de ces travaux sera précédé d’une présentation des concepts clés de l’ap-
prentissage ouvert, tels qu’ils sont débattus dans la littérature. Nous joindrons à cette
introduction, une présentation des principes de l’apprentissage par renforcement et une
introduction aux réseaux de neurones formels qui permettront au lecteur de positionner
nos travaux dans le cadre plus global de l’apprentissage artificiel.
