I. INTRODUCTION
The concept of component-based systems, especially component-based software, is a philosophy or way of thinking to deal with the complexity in designing large scale computing systems [1] , [2] . One of the main goals of this approach is to compose reusable components by some glue code. The model or the way in which these components are composed is called coordination model. Thus, a component-based system has two main parts: a set of components and a coordinating subsystem. We define a component as an entity that can be used (or composed with the other components) by means of its interface only. Such an interface describes the input, output, and the observable behavior of the component. However, how this is implemented in the component is hidden from the outside world, i.e., a component is viewed as a black box. Besides components, a system also needs connections among them. Coordination languages, models, and systems constitute a field of study in programming and software systems, with the goal of finding solutions to the problem of managing the interaction among concurrent programs.
There are some formal specification or modeling languages for coordination, such as, Reo [2] , [3] and its operational semantics, namely Constraint Automata [4] , I/O Automata [6] , and CommUnity [7] . Reo is one of the most recent proposed coordination models. Reo is a channel based exogenous coordination language in which complex coordinators are compositionally built out of simpler ones [2] . It is a data driven channel based coordination model, in which, the glue code is provided by a network of channels obtained through a series of operations that create channel instances from a set of primitive channels and link them in the network nodes [2] . Constraint automaton was proposed as the operational semantics of Reo [4] . By Reo specifications or Constraint automata one can specify or model the coordinating subsystem in a compositional and hierarchal way. If the coordinating subsystem of a component-based system is modeled by Reo or Constraint automata, both the whole system and the coordinating part of it are compositional and hierarchal. Such as the other modeling formalisms, Reo and Constraint automata need ways for expressing and verifying desired properties of the actual system modeled by them.
In verification methods, we try to ascertain that an actual system or program satisfies its requirements. If the correctness requirements of a formally modeled computing system are given in a mathematical notation, such as linear or branching time temporal logics, an algorithmic model-theoretic process called model checking [8] can be used to check if the system respects its correctness requirements. However, there is a major drawback in using exhaustive model checking: the model of the system tends to be extremely large. In literature this problem is often referred as state explosion problem.
The main goal of this doctoral thesis is to prepare a model checking based verification environment for component-based systems, whose components are modeled by labeled transition systems or Kripke structures and whose connectors and coordinating subsystems are modeled by Reo networks. We also, want to show how theories of behavioral equivalences with a compositional state space generation help us to verify component based models and alleviate the state space explosion in the context of model checking of component based systems.
II. REO: A COORDINATION LANGUAGE
Reo is an exogenous coordination language which is based on a calculus of channels [2] , [3] , [4] . By using Reo specifications, complex component connectors can be organized in a network of channels and build in a compositional manner. Reo relies on a very liberal and simple notion of channels and can model any kind of peer-to-peer communication. The only requirements for the channels used in Reo networks are that channels should have two channel ends, declared to be sink or source ends, and a user-defined semantics. At source ends data items enter the channel by performing corresponding write operations. Data items are received from a channel at its sink end by performing corresponding read operations. Although Reo allows for an open ended set of channel types with user defined semantics, for our purpose in this paper, we restrict Exclusive router (a) and shift-lossy (b) channels designed by primitive channels of Reo [3] ourselves to the channel-types shown in Figure 1 by their graphical representations. For the semantics of these channels see [2] . A complex connector has a graphical representation, called Reo circuit or network. The nodes of a Reo network represent sets of channel ends. They arise through Reo's join operator and can be classified into source, sink and mixed nodes, depending on whether all channel ends that coincide on a node A are source ends (then A is a source node), sink ends (then A is a sink node) or whether A combines sink and source ends (then A is a mixed node). Source and sink nodes represent input and output ports where components might connect to the network. The mixed nodes serves as routers where data items can be transmitted through the network. As examples of Reo networks, Figure 2 shows the an implementation of an exclusive router and a shift-lossy FIFO1 composed out of our more primitive channels.
III. CONSTRAINT AUTOMATA
Constraint automaton is a formalism presented as the operational semantics of Reo [4] . Constraint automata can be viewed as acceptors for tuples of timed data streams [4] that are observed at certain ports A 1 , ..., A n . The rough idea is that such an automaton observes the data occurring at A 1 , ..., A n and either changes its state according to the observed data or rejects the data if there is no corresponding transition in the automaton. Further, Constraint automata are augmented with the names of their ports A 1 , ..., A n , where A i stands for the ith TDS. Each transition in a Constraint automata is labeled with a pair N, g such that N is a non-empty subset of Names = {A 1 , ..., A n }, and g is a guard which, constrains data in the TDS of ports referenced in N . Thus, for formalization of these intuitive ideas, we need to formally define the set of all TDS-tuples, TDS languages and Constraint automata as TDS languages acceptors.
Definition 1: A Constraint automaton is a quadruple C = (Q, N ames, T, Q 0 ) where Q is a finite set of states, Names is a finite set of names,
Names × DC × Q is a finite set of transitions, DC is the set of all possible data constraints and Q 0 ⊆ Q is the set of initial states. The intuitive operational behavior of a Constraint automaton is as follows. If the current state is q, then C waits until data items occur at some of its ports A 1 , ..., A n . This triggers the automaton to check the data constraints of the outgoing transitions of state q to choose a transition t.
IV. COMPOSITIONAL MODEL CHECKING
Compositional model checking is one of the main proposed methods for dealing with the problem of state explosion [8] , [9] . In the compositional verification of a system, one seeks to verify properties of the system from properties of its constituent modules. In general, compositional verification may be exploited more effectively when the model is naturally decomposable. In particular, a model consisting of inherently independent modules is suitable for compositional verification. A special case of compositional verification is the method of equivalence based compositional reduction. In this method components of a system are reduced with respect to an equivalence relation before building the complete system [10] , [8] , [11] , [12] . Because of their compositional nature, componentbased systems [1] and their formal specification formalisms, such as Reo [2] or Constraint automata [4] , are very natural for applying the methods of compositional verification. If the modeling formalism saves the property of being compositional in all levels of hierarchal construction of a large scale system, this method can be applied in all levels and modules of the system. Fortunately Reo and its operational semantics, i.e. Constraint automata, completely save this compositionality in all steps of the process of modeling coordinating systems.
A. Compositional Reduction
In the field of the semantics of concurrency and process algebra, there are two equivalence relations, called CFFD and NDFD equivalences [14] , which have two interesting properties: First that both are congruences with respect to all the CSP-like composition operators. Second that CFFD and NDFD-equivalences preserve properties specified in LT L ω and LT L −X respectively. It was shown that a CFFD is the minimal equivalence relation in which LT L ω temporal logic properties are preserved [14] . With a straightforward and highly similar proof it can be shown that NDFD is the minimal preserving equivalence relation for temporal logic LT L −X . (LT L −X is the standard temporal logic LT L without the next operator X and LT L ω is an extension of LT L −X which has an extra operator ω F for distinguishing deadlock (finite) traces from infinite traces (for details see [13] , [14] )). We use these equivalences for compositional reduction and then model checking of component based systems.
Let A = (S, s, ∆, AP, L) be a labeled transition system (lts) whose nodes are augmented with the subsets of the set of propositions AP . The algorithms of reducing A as an lts or in general as a Constraint automaton, corresponding CFFD and NDFD-equivalences have three main steps: 1-Converting A into an acceptance graph ag, which relies on the process of converting an finite automaton to its deterministic counterpart. 2-Labeling of the nodes (states) of the acceptance graph (deterministic automaton) with the information about stability, divergences, stable failures and non-divergent failures (see [13] and its references for the details of this part of labeling process). We also label each node of the acceptance graph with the set of propositions which are true in that node. 3-Reducing the acceptance graph (labeled deterministic automaton) using traditional algorithms for reducing the size of finite automata. In the first phase of this step, one should partition the set of all states (nodes). This first level partitioning is done by considering the requirements of the intended equivalence. For the CFFD-equivalence, all states whose set of propositions, stability, divergent traces and stable failures are equal, will be in the same class. For the NDFD-equivalence, all states whose set of propositions, stability, divergent traces and non-divergent failures are equal, will be in the same class
B. Compositional Model Checking Algorithm
For verifying the desired properties of a component-based system, we can simply model any component by a labeled transition system (lts) and the coordinating system by a compositional Constraint automaton. The equivalence relations CFFD and NDFD work both for ltss in general and Constraint automata. Thus the main steps of model checking a component based system will be: 1-Modeling every component by a labeled transition system. 2-Augmenting each labeled transition system by the set of propositions true in it. 3-Expressing the desired property by a formula in one of the subsystems of the linear temporal logic. 4-According to the type of the desired property formula, using an equivalence relation for reducing the sizes of all lts models. 5-Modeling the coordination subsystem as a set of component connectors by a set of Constraint automata. 6-Augmenting the set of Constraint automata by the set of propositions true in their states. 7-According to the property that we want to verify, using an equivalence relation for reducing the sizes of Constraint automata models of component connectors. 8-Combining the reduced ltss and the Constraint automata using the composition operators and reducing it. 9-Using one of the algorithms of model checking for linear time temporal logics on the reduced model.
V. CONCLUSION
The main features of our work, outlined in this paper, are: 1-We present a new definition of Constraint automata, by which, we can interpret each Constraint automaton as a special case of the labeled transition systems and compose them with each-other. 2-In the literature of Constraint automata there are only two composition operators: product and hiding. We introduce a set of composition operators for composing Constraint automata and general labeled transition systems with each-other. 3-This is the first attempt on model checking the linear temporal logic of Reo networks and Constraint automata. All other works on verifying Reo networks and Constraint automata are based on CTL-like branching time temporal logics. Note that according to known complexity results, the problem of LTL model checking is more complex than CTL model checking and from expressive power view point the expressive powers of LTL and CTL are not comparable [8] . 4-In this work, we suppose that the components of a system can be modeled by Constrain automata or general labeled transition systems.
This work is in progress, especially in the way of applying its ideas on some realistic and large scale software and preparing a more efficient tool. We also have some new results in using the method of abstraction in model checking of component connectors instead of compositional reduction.
