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channels
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Abstract
In this paper, we study the problem of control of discrete-time nonlinear systems in Lure form over erasure
channels at the input and output. The input and output channel uncertainties are modeled as Bernoulli random
variables. The main results of this paper provide sufficient condition for the mean square exponential stability of
the closed loop system expressed in terms of statistics of channel uncertainty and plant characteristics. We also
provide synthesis method for the design of observer-based controller that is robust to channel uncertainty. To prove
the main results of this paper, we discover a stochastic variant of the well known Positive Real Lemma and principle
of separation for stochastic nonlinear system. Application of the results for the stabilization of system in Lure form
over packet-drop network is discussed. Finally a result for state feedback control of a Lure system with a general
multiplicative uncertainty at actuation is discussed.
Index Terms
Uncertain Lure systems, Positive Real Lemma, Mean Square Stability
I. INTRODUCTION
The problem of control and estimation over stochastic input and output channels is of importance in control
of systems over networks [1]. Specifically systems with packet drop communication channels at input and output,
modeled as Bernoulli erasure channels has garnered much attention [2], [3], [4], [5], [6], [7]. These communication
channels are modeled as a multiplicative uncertainty with Bernoulli random variable. Majority of the research
regarding control and estimation over erasure communication channels has been done for linear time invariant
(LTI) systems. Control and estimation over fading channels was studied by modeling the problem in the robust
control framework [5]. An LMI formulation was provided for packet-erasure channels and a necessary and sufficient
condition was provided for single input single output (SISO) systems. The sufficient conditions relates a tradeoff
between packet-erasure probability and product of unstable eigenvalues of the system matrix, which give the volume
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expansion rate of the system. linear quadratic regulator control is studied for LTI systems with erasure communication
channels for both Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) [3]. Kalman filtering
over lossy communication channels modeled as packet-drop channels for LTI systems has also been studied for
bounded variance stability conditioned upon the channel probabilities [4], [7]. A necessary and sufficient condition
is derived for the channel communication probability based on the maximum rate of expansion of the linear systems
as given by the maximum eigenvalue of the system. The stability condition has also been relaxed to stability in
probability for packet-erasure communication channels [6]. These results were first extended for nonlinear systems
for the problems of observation and state feedback control for linear time varying (LTV) systems and ultimately
for nonlinear systems [8], [9], [10]. The framework based on the theory of random dynamical system was adapted
in [11], [8] to prove necessary and sufficient conditions for scalar systems. The design problem of a mean square
stable state feedback control for nonlinear systems [8] provides a necessary and sufficient condition that mimics
the conditions for mean square stable state feedback control of LTI systems [5]. Similar random dynamical system
framework was utilized in [9], [10] to develop necessary conditions for mean square stabilization and observation of
general nonlinear and linear time varying systems over uncertain channels. It is shown that global nonequilibrium
dynamics of the nonlinear system play an important role in determining the minimum Quality of Service (QoS) of
the erasure channel. The necessary condition for stabilization and observation of nonlinear systems were expressed
in terms of the positive Lyapunov exponents of the nonlinear systems capturing the nonequilibrium dynamics and
the statistics of channel uncertainty.
In this paper, we continue this line of research to provide a sufficient condition for mean square stabilization for
a class of nonlinear systems in Lure form. Deriving non-trivial sufficient condition for the stabilization of general
nonlinear system over uncertain channels is a challenging problem. Hence, we focus on a particular class of nonlinear
systems namely nonlinear systems in Lure form. A system in Lure form consist of feedback interconnection of
LTI system and static nonlinearity. Systems in Lure form are widely studied in control system community because
several systems in engineering application can be modeled as feedback interconnection of LTI system and static
nonlinearity. Systematic analysis tools in the form of Positive Real Lemma (PRL) and Kalman-Yakubovich-Popov
(KYP) Lemma exist for the synthesis and design of system in Lure form [12], [13], [14], [15]. We make use of
these powerful analysis methods in the development of the main results of this paper. The main contributions of
the results derived in this paper are as follows. First, we discover a stochastic variant of PRL for Lure systems
with multiplicative parametric uncertainty in the system matrices. This stochastic PRL is then used to provide a
synthesis method for the design of observer based controller for the stabilization of nonlinear systems in Lure form
over uncertain channels at input and outputs. We prove that the design of an observer-based controller for a general
nonlinear systems satisfying some conditions on the state feedback stabilization and observer design, interacting
with the controller over packet-drop channels, enjoys the separation property i.e., the stabilizing controller and the
observer can be designed independent of each other. The main result of this paper on the sufficiency condition has
a interesting interpretation and helps us understand how the passivity property of the system can be traded off to
account for channel uncertainty in feedback loop.
This paper is an extended version of the paper that appeared in the proceedings of American Control Conference,
2012 [16]. The paper includes important new additions compared to [16]. In particular, the separation principle for
the design of observer-based controller for general nonlinear systems in the presence of channel uncertainty is new
to this paper. This new result has allowed us to provide simpler and improved sufficient conditions for stability as
compared to [16].
The organization of the paper is as follows. In section II, we provide some preliminaries and the stability definition
used in this paper. The main results of this paper are proved in section III. Simulation results are provided in section
IV followed by conclusions in section V.
II. PRELIMINARIES
Consider the nonlinear system in Lur’e form with channel uncertainty at the inputs and outputs (refer to Fig. 1),
described by following equations
xt+1 = Axt −Bφ(yt)+Bu˜t , yt =Cxt (1)
u˜t = γtut , y˜t = ξtyt , (2)
where, xt ∈ RN , u˜t ∈ RM , and yt ∈ RM are the state, control input, and output vector respectively. The matrices B
and C are assumed to have full column rank and full row rank respectively. The random variables γt and ξt model
the uncertainty at the input and output channels respectively.
We make the following assumptions on the system dynamics, channel uncertainties, and information structure
between the input and output channels.
Assumption 1: The nonlinearity φ(y) ∈ RM is globally Lipschitz, at least C1 and monotonic non-decreasing
function of y ∈ RM . Furthermore, this nonlinearity satisfies the following sector conditions
φ(y)′ (y−D1φ(y))> 0 (3)
(φ(y1)−φ(y2))′ ((y1− y2)−D2 (φ(y1)−φ(y2)))> 0 (4)
where D1+D′1 > 0 and D2+D
′
2 > 0.
Remark 2: With no stability assumption on the system matrix A it is possible to transform a nonlinearity in the
feedback loop to satisfy the above conditions after appropriate loop transformation [17] provided the nonlinearity is
globally Lipschitz and C1. The matrices D1 and D2 are required to be positive definite to ensure that the nonlinearities
remain in the positive quadrant to guarantee that the nonlinearity is passive in nature. This can be seen by rewriting
(3), for D′1+D1 > 0 as follows,
2φ(y)′y = φ(y)′y+ y′φ(y)> φ(y)′D1φ(y)+φ(y)′D′1φ(y) = φ(y)
′(D′1+D1)φ(y)> 0
Thus the nonlinearity is strictly passive in nature if and only if there exists D1 positive definite that satisfies (3).
The argument for (4) is identical.
Assumption 3: We assume that the input channel uncertainty γt ∈{0,1} and output channel uncertainty ξt ∈{0,1}.
Both the channel uncertainties are assumed to be independent identically distributed (i.i.d) random variables with
following statistics
Prob{γt = 1}= p, ∀t, Prob{ξt = 1}= q, ∀t. (5)
To make the problem interesting, we assume that 0 < p,q < 1.
Fig. 1: Observer based controller for Lur’e system over uncertain channels
Assumption 4: We assume that the observer receives the acknowledgment about the input channel state with
one-step delay (refer to Fig. 1). This acknowledgement structure is called as Transmission Control Protocol (TCP)
[7], [3].
Remark 5: We give a brief explanation for the Assumption 4. The wireless communication channel at the sensor
and actuator channels is modeled as a packet erasure channel with an acknowledgement structure, which provides
the sender with a binary acknowledgement of whether the packet was received or lost. The acknowledgement
communication is assumed to be lossless. As the communication channels are of the binary erasure type and the
ackenowledgement structure is binary, the communication channel has been modelled using a Bernoulli random
variable. Such packet erasure channel models with an acknowledgement structure are utilized in modelling commu-
nication channels following the TCP protocol, and have been previously used in literature [3]. We outline the process
of communication over the erasure channels in the feedback loop over one time step. Suppose at any given instant
we have the observed state for xt given by xˆt . Using xˆt the controller generates the input to be used ut =K(xˆt), which
is further multiplied by γt as the control is applied over the erasure channel. As the system generates xt+1 using
γt and ut , we obtain the output yt . The output is communicated to the observer through an uncertain channel with
multiplicative uncertainty ξt . Along with the output he channel also relays an acknowledgement (ξack) for receipt
of signal where ξack = 1 indicates signal was received while ξack = 0 indicates signal was lost. If the uncertain
channel is a Bernoulli channel ξt = 1⇔ ξack = 1 and ξt = 0⇔ ξack = 0. Thus henceforth, with abuse of notation
we will denote the acknowledgement (for both input and output channels) as the uncertainties γt and ξt themselves.
Using the output yt , uncertainty ξt , the control ut and the control channel uncertainty value γt from the previous
step, the observer generates the observation for xt+1 given by the observed state xˆt+1. This is then used by the
controller to generate the next control output ut+1 which will be used to generate the next state xt+2. Thus the TCP
acknowledgement structure allows us to use the control uncertainty to generate the observed state in the following
step.
We next provide the definition of Quality of Service (QoS) for a channel.
Definition 6: [QoS] For the channel with multiplicative stochastic uncertainty ζ ∈W ⊆ R with finite mean µ
and finite variance σ2, the quality of service of the channel is defined as
Q =
µ2
σ2
.
Remark 7: The definition of QoS is related to other performance measure in statistics as coefficient of variation
or in signal processing to popular signal to noise ratio (SNR). The signal to noise ratio is defined as SNR = µσ
(sometime defined as SNR = µ
2
σ2 to ensure positivity). Thus the QoS as defined above is a practical useful measure
of performance. For input erasure channel (5) with non-erasure probability p, the QoS Qγ =
p
1−p and for output
erasure channel (5) QoS is given by Qξ =
q
1−q .
The notion of stability we adapt to analyze the feedback control system (1) is mean square exponential (MSE)
stability. We define this stability in the context of a random dynamical system of the form
xt+1 = S(xt ,ςt), (6)
where, xt ∈ X ⊆ RN , ςt ∈W ⊆ R for t ≥ 0, are i.i.d random variables with finite mean and second moment. The
system mapping S : X ×W → X is assumed to be at least C1 with respect to xt ∈ X and measurable w.r.t ςt . We
assume that x = 0 is an equilibrium point i.e., S(0,ςt) = 0. The following notion of stability can be defined for
random dynamical systems(RDS) [18], [19].
Definition 8 ( Mean Square Exponential (MSE) Stable): The solution x = 0 is said to be MSE stable for xt+1 =
S(xt ,ςt) if there exists a positive constants M < ∞ and β < 1 such that
Eς t0
[‖ xt+1 ‖2]≤Mβ t‖x0‖2, ∀t ≥ 0
for almost all w.r.t. Lebesgue measure initial condition x0 ∈X where Eς t0 [·] is the expectation taken over the sequence
{ς(0), . . . ,ςt}.
III. MAIN RESULTS
The first main result of this paper provides sufficient condition for the stabilization of Lure system expressed in
terms of statistics of channel uncertainties and the solution of Riccati equation. The result also provides synthesis
method for the design of observer-based controller robust to channels uncertainties.
Theorem 9: Consider the observer-based controller design problem for the system in Lure form (1) (refer to Fig.
1 for the schematic) satisfying Assumptions 1 3, and 4. The feedback control system is mean square exponentially
stable if there exists P∗ > 0, Q∗ > 0 such that following conditions are satisfied
Σ1−B′P∗B >
(
1
1+Qγ
)(
Σ1+B′P∗B
)
(7)
Σ2−CQ∗C′ >
(
1
1+Qξ
)(
Σ2+CQ∗C′
)
, (8)
where, Qγ =
p
1−p is the QoS of the input channel and Qξ =
q
1−q is the QoS of the output channel. The matrix P
∗
and Q∗ satisfy following Riccati equations
P∗ = A′1P
∗A1−A1P∗B
(
Σ1+B′P∗B
)−1 B′PA1+C′Σ−11 C
Q∗ = A2Q∗A′2−A2Q∗C′
(
Σ2+CQ∗C′
)−1 CQ∗A′2+BΣ−12 B′,
where, Σ1 = D1 +D′1, Σ2 = D2 +D
′
2, A1 = A−BΣ−11 C, A2 = A−BΣ−12 C. Furthermore, the controller gain K∗ and
observer gain L∗ are given by following expressions
K∗ =−(B′P∗B)−1B′P∗A1
L∗ = A2Q∗C′(CQ∗C′)−1.
We postpone the proof of this theorem till the end of this section and now provide some intuition behind the
sufficiency condition for mean square exponential stability.
The conditions (7) and (8) can be interpreted as generalizations of the positivity conditions from deterministic PRL
(i.e., Σ1−B′P∗B > 0 and Σ2−CQ∗C′ > 0). Thus for the uncertain system we require Σ1−B′P∗B and Σ2−CQ∗C′ to
be strictly bounded below and this lower bound is a function of channel uncertainty. The closer these lower bounds
are to zero the the amount of tolerable uncertainty decreases. We notice from Eqs. (7) and (8) that the sufficient
conditions involving input and output channels uncertainty are decoupled. This implies that the separation principle
applies for the design of observer-based controller for the system in Lure form with input and output channels
uncertainties. The observer-based controller problem can be decomposed into two separate problems of design of
full state feedback controller and observer design problems. The separation property is in fact the consequence of
assumed TCP like acknowledgment structure (Assumption 4) [3], [7]. Equations (7) and (8) then provides sufficient
conditions for the mean square stabilization of Lure system with full state feedback control and for the observer
error dynamics respectively. We now outline the various steps involved in the proof of Theorem 9.
1) In Theorem 12, we prove results for the design of observer for system in Lure form. Theorem 12 pro-
vides bound on the minimum allowable erasure probability of the output channel to maintain mean square
exponential stability of the observer error dynamics.
2) We provide the solution to the full state feedback stabilization problem with channel uncertainty at the input
in Theorem 13.
3) Finally using Assumption 4, we prove in Theorem 18 that the observer-based controller design problem for
the Lure system over uncertain channel enjoys the separation property.
Lemma 10 provides sufficiency condition for the mean square exponential stability of general stochastic dynamical
systems.
Lemma 10: The stochastic dynamical system (6) is exponentially mean square stable as given in Definition 8 if
there exists a Lyapunov function VS(xt) = x′tPxt for some matrix P = P′ > 0 and positive constants c1, c2 and c3
such that
c1 ‖ xt ‖2≤VS(xt)≤ c2 ‖ xt ‖2 (9)
Eζt [VS(xt+1)]−VS(xt)<−c3 ‖ xt ‖2;∀t ≥ 0. (10)
Proof: From (10) we get
Eζt [VS(xt+1)]<VS(xt)− c3 ‖ xt ‖2, ∀t ≥ 0. (11)
Substituting VS(xt) for ‖ xt ‖2 from (9) into (11) we get
Eζt [VS(xt+1)]<
(
1− c3
c2
)
VS(xt). (12)
Let 1− c3c2 := β1 < 1, since c2 can be chosen greater than c3. Taking expectation over ζ t0 in the above equation we
get
Eζ t0 [VS(xt+1)]< β1Eζ t−10 [VS(xt)]< β
2
1 Eζ t−10
[VS(xt−1)]< β t+11 VS(x0).
Finally using the bounds on VS(x) from (9) in the above equation we get the desired result.
We propose a observer design with linear gain and is similar to the circle criteria-based observer design proposed
in [14], [13]. The observer dynamics is assumed to be of the form:
xˆt+1 = Axˆt −Bφ (yˆt)+ γtBut +L
(
y˜t − ˜ˆyt
)
(13)
yˆt =Cxˆt , ˜ˆyt = ξt yˆt . (14)
This gives the error dynamics, et := xt − xˆt , to be
et+1 = (A−ξtLC)et −B(φ(yt)−φ(yˆt)) , wt =Cet , (15)
where, wt := yt − yˆt .
Remark 11: It is important to notice that because of the erasure channel uncertainty at the output channel it
is possible to assume that the observer has access to channel erasure state, ξt . In particular, whenever the system
output, y˜t , is zero (non-zero) the channel erasure state can be assumed to be equal to zero (one).
Writing ψ(t,wt) := (φ(yt)−φ(yˆt)) we can write the error dynamics as
et+1 = (A−ξtLC)et −Bψ(t,wt), wt =Cet , (16)
where it is clear that ψ(t,wt) satisfies the sector condition ψ(t,wt)′ (wt −D2ψ(t,wt))> 0 as given by (4). Theorem
12 is the main result on observer design for system in Lure form (1).
Theorem 12: Consider a nonlinear system in Lure form (1) satisfying Assumptions 1, 3, and 4 and the observer
dynamics as given in (13). Then the error dynamics (16) is mean square exponentially stable if(
Σ2−CQ∗C′
)
>
(
1
1+Qξ
)(
Σ2+CQ∗C′
)
, (17)
where, Σ2 = D2+D′2 > 0 and Q
∗ = (Q∗)′ > 0 satisfies the Riccati equation
Q∗ = A2Q∗A′2−A2Q∗C′(Σ2+CQ∗C′)−1CQ∗A′2+BΣ−12 B′,
with A2 := A−BΣ−12 C. Furthermore, the observer gain L is given by,
L = A2Q∗C′(CQ∗C′)−1.
Proof: Consider the candidate Lyapunov function Vt = e′tPoet , where Po satisfies following equation.
Po = Ro+Eξt
[
Ao(ξt)′PoAo(ξt)+
(
Ao(ξt)′PoB−C′
)
(Σ2−B′PoB)−1
(
B′PoAo(ξt)−C
)]
, (18)
where, Ao(ξt) := A−ξtLC and Ro > 0. Equation 18 can be viewed as a stochastic variant of positive real Lemma
Riccati equation [12]. Using (18) and writing ∆Vt := Eξt [Vt+1]−Vt we get
∆Vt =− e′tRoet −Eξ
[
e′t
(
Ao(ξ )′PoB−C′
)(
Σ2−B′PoB
)−1 (B′PoAo(ξ )−C)et]
−Eξ
[
e′tAo(ξ )
′PoBψ(t,wt)
]−Eξ [ψ(t,wt)′B′PoAo(ξ )et]+Eξ [ψ(t,wt)′B′PoBψ(t,wt)] . (19)
Add and subtract ψ(t,wt)′Σ2ψ(t,wt) and 2ψ(t,wt)′wt to (19) to get
∆Vt =− e′tRoet −Eξ
[
e′t
(
Ao(ξ )′PoB−C′
)(
Σ2−B′PoB
)−1 (B′PoAo(ξ )−C)et]
−Eξ
[
e′t
(
Ao(ξ )′PoB−C′
)
ψ(t,wt)
]−Eξ [ψ(t,wt)′ (C−B′PoAo(ξ ))et]
−Eξ
[
ψ(t,wt)′
(
Σ2−B′PoB
)
ψ(t,wt)
]−2ψ(t,wt)′ (wt −D2ψ(t,wt)) . (20)
Using the algebraic manipulation given in [12], we express the above expression as a combination of negative
definite functions as following,
∆Vt =−e′tRoet −Eξ
[
ν(ξ )′ν(ξ )
]−2ψ(t,wt)′ (wt −D2ψ(t,wt)) , (21)
where, ν(ξ ) = (Σ2−B′PoB)−1/2 (B′PoAo(ξ )−C)et + (Σ2 − B′PoB)1/2ψ(t,wt). Thus using the fact that ψ(t,wt)
satisfies the sector condition we get
Eξt [Vt+1]−Vt <−e′tRoet .
Hence the asymptotic observer with erasure in sensor measurement is mean square exponentially stable. From ([20]
Proposition 12.1.1) and the transformation A2o :=Ao−BΣ−12 C, the equation (18) can be written as
Po > Eξ
[
A2o(ξ )′PoA2o(ξ )+A2o(ξ )′PoB(Σ2−B′PoB)−1B′PoA2o(ξ )
]
+C′Σ−12 C.
This may then be written as
I > Eξ
[ ˜A2(ξ )′ ˜A2(ξ )] , (22)
where, ˜A2(ξ ) = (P−1o −BΣ−12 B′)−
1
2
(
A2o(ξ )−BΣ−12 C
)
(Po−C′Σ−12 C)−
1
2 . We know that (22) is true if and only if
I > Eξ
[ ˜A2(ξ ) ˜A2(ξ )′] . (23)
Now defining Qo := P−1o and expanding (23) we get
Qo−BΣ−12 B′ > Eξ
[
A2o(ξ )(Q−1o −C′Σ−12 C)−1A2o(ξ )′
]
. (24)
Minimizing trace of the right hand side (RHS) in above equation, with respect to L we get
L = A2(Q−1o −C′Σ−12 C)−1C′
(
C(Q−1o −C′Σ−1C)−1C′
)−1
,
where, A2 = A−BΣ−12 C. Simple matrix computation gives us A2(Q−1o −C′Σ−12 C)−1C′ = A2QoC′(Σ2−CQoC′)−1Σ2
and C(Q−1o −C′Σ−12 C)−1C′ =CQoC′(Σ2−CQoC′)−1Σ2. Applying these matrix simplifications to the gain L we get
L = A2QoC′(CQoC′)−1.
Substituting this structure of L in (24) we get
Qo > A2QoA′2−A2QoC′
[
q(CQoC′)−1− (1−q)(Σ2−CQoC′)−1
]
CQoA′2+BΣ
−1B′. (25)
We now wish to design Qo = Q∗ that will satisfy the above equation. Now suppose Q∗ satisfies the minimum
covariance like Riccati equation given by
Q∗ = A2Q∗A′2−A2Q∗C′(Σ2+CQ∗C′)−1CQ∗A′2+BΣ−12 B′,
then Q∗ satisfies (25) if
q(CQ∗C′)−1− (1−q)(Σ2−CQ∗C′)−1 > (Σ2+CQ∗C′)−1.
Thus the observer error dynamics (16) is exponentially mean square stable if
Σ2−CQ∗C′ > (1−q)
(
Σ2+CQ∗C′
)
. (26)
Substituting Qξ =
q
1−q proves the result.
Theorem 13, provide results for the design of full state feedback controller, ut =Kxt for system (1) in Lure form.
Theorem 13: Consider the system (1) in Lure form satisfying Assumptions 1, 3, and 4. Let ut =Kxt be the linear
full state feedback controller, then the state dynamics is mean square exponentially stable if(
Σ1−B′P∗B
)
>
(
1
1+Q
)(
Σ1+B′P∗B
)
, (27)
where, Σ1 = D1+D′1 > 0. The matrix P
∗ = (P∗)′ > 0 satisfies the Riccati equation
P∗ = A′1P
∗A1−A′1P∗B(Σ1+B′P∗B)−1B′P∗A1+C′Σ−11 C,
where, A1 := A−BΣ−11 C. Furthermore, the controller gain is given by
K =−(B′P∗B)−1B′P∗A1.
Proof: Consider the candidate Lyapunov function Vt = x′tPcxt . Then, following the proof of Theorem 12, the
state feedback controller with erasure in actuator is mean square exponentially stable if Pc satisfies
Pc = Rc+Eγt
[
Ac(γt)′PcAc(γt)+
(
Ac(γt)′PcB−C′
)
(Σ1−B′PcB)−1
(
B′PcAc(γt)−C
)]
, (28)
where, Ac(γt) := A+ γtBK and Rc > 0. From [20] and the transformation A1c := Ac−BΣ−11 C, the equation (18)
can be written as
Pc > Eγ
[
A1c(γ)′PcA1c(γ)+A1c(γ)′PcB(Σ1−B′PcB)−1B′PcA1c(γ)
]
+C′Σ−11 C. (29)
Minimizing trace of RHS in above equation, with respect to K we get
K =−(B′(P−1c −BΣ−11 B′)−1B)−1 B′(P−1c −BΣ−11 B′)−1A1,
where, A1 = A−BΣ−11 C. Simple matrix computation gives us A1(P−1c −BΣ−11 B′)−1B= A1PcB(Σ1−B′PcB)−1Σ1 and
B′(P−1c −BΣ−11 B′)−1B = B′PcB(Σ1−B′PcB)−1Σ1. Applying these matrix simplifications to the gain K we get
K =−(B′PcB)−1B′PcA1.
Substituting this structure of K in (29), we get
Pc > A′1PcA1−A′1PcB
[
p(B′PcB)−1− (1− p)(Σ1−B′PcB)−1
]
B′PcA1+C′Σ−11 C. (30)
We now wish to design Pc = P∗ that will satisfy the above equation. Now suppose P∗ satisfies the minimum
covariance like Riccati equation given by
P∗ = A1P∗A′1−A1P∗B(Σ1+B′P∗B)−1B′P∗A1+C′Σ−11 C,
then P∗ satisfies (30) if
p(B′P∗B)−1− (1− p)(Σ1−B′P∗B)−1 > (Σ1+B′P∗B)−1.
Thus the controller dynamics (1) is exponentially mean square stable if
Σ1−B′P∗B > (1− p)
(
Σ1+B′P∗B
)
. (31)
Substituting Qγ =
p
1−p proves the result.
Our next theorem in on separation principle. We prove that the problem of observer-based controller design for
nonlinear systems with uncertainties at the input and output channels can be decomposed into two separate problems
of designing a full state feedback controller and a observer design problem. We prove the theorem on separation
principle for more general nonlinear systems with channel uncertainties at the input and output.
xt+1 = f (xt ,γt ,ut), yt = h(xt), y˜t = ξtyt
xˆt+1 = g(xˆt ,γt ,ut ,ξt ,h(xt)), (32)
where, xt ∈ X ⊆ RN , yt ∈ Y ⊆ RM and ut ∈U ⊆ RM are the state, output and input respectively. xˆt ∈ RN is the
observer state. γt ∈W ⊆ R and ξt ∈ {0,1} are assumed to be i.i.d random variables modeling the uncertainty at
the input and output channels respectively. We notice that the observer dynamics g in (32) is assumed to be the
function of function of input channel erasure state γt . This is because of the assumed acknowledgement structure in
the form of TCP (Assumption 4). We have already provided Lyapunov based conditions for mean square stability
of the observer error dynamics and the stability under full state feedback for the system in Lure form (Theorem
13 and 12). We will now prove the separation theorem for a general nonlinear system with uncertainty in control
and observation. We will make the following assumptions regarding the nonlinear system and its Lyapunov based
control and observation. It should be noted that these assumptions (Assumptions 14 and 15) are satisfied by the
Lure system. We now make following assumption on system (32).
Assumption 14: For system (32), let ut = k(xt) be the full state feedback control input, we assume that there
exist Lyapunov functions V1(xt) and V2(et), with et := xt − xˆt , and positive constants c¯1, c¯2, c¯3, d1, d2 and d3 such
that following conditions are satisfied.
c¯1||xt ||2 ≤V1(xt)≤ c¯2||xt ||2, Eγt [V1(xt+1)]−V1(xt)≤−c¯3||xt ||2, (33)
d1||et ||2 ≤V2(et)≤ d2||et ||2, Eγt ,ξt [V2(et+1)]−V2(et)≤−d3||et ||2. (34)
Assumption 15: We assume that there exists positive constants L3, L4, L5, L6, and L7 such that || ∂ f∂x || ≤ L3,
|| ∂ f∂u || ≤ L4, ||k(xt)− k(xˆt)|| ≤ L5||et ||, || ∂V1∂x (x)|| ≤ L6||x||, and || ∂V2∂e (e)|| ≤ L7||e|| .
Remark 16: The results on separation principle for deterministic nonlinear systems exist [21]. Our results in
Theorem 18 extends these results for nonlinear systems with input and output channel uncertainty. The results in
Theorem 18 can be considered as one of the contribution of this paper. Furthermore, separation theorem is proved
for more general uncertainty and this will allow us to use the results of Theorem 18 in the proof of second main
result of this paper (Theorem 18).
Remark 17: The existence of Lyapunov functions satisfying conditions (33) and (34) in Assumption 14 combined
with the results from Lyapunov based Theorem 10 ensure that state dynamics and observer error dynamics for system
(32) is mean square exponentially stable. In particular, it follows that state dynamics, with full state feedback, and
observer error dynamics for (32) satisfies following stability conditions.
Eγt0 [||xt+1||
2]≤M1β¯ t+11 ||x0||2, Eγt0,ξ t0 [||et+1||
2]≤M2β¯ t+12 ||e0||2,
for some positive constants M1 < ∞, M2 < ∞, β¯1 := 1− c¯3c¯2 < 1, and β¯2 := 1−
d3
d2
< 1.
Theorem 18 is our main result on principle of separation.
Theorem 18: Consider the observer-based controller design problem for system (32) satisfying Assumptions 14
and 15. Then the state dynamics of system (32) using estimated state, xˆt , for the feedback control input (i.e.,
ut = k(xˆt)) is mean square exponentially stable.
Proof: For ut = k(xˆt) we obtain
Eγt ,ξt [V1( f (xt ,γt ,k(xˆt)))]−V1(xt)
= Eγt [V1( f (xt ,γt ,k(xt)))]−V1(xt)+Eγt ,ξt [V1( f (xt ,γt ,k(xˆt)))]−Eγt [V1( f (xt ,γt ,k(xt)))]
= Eγt [V1( f (xt ,γt ,k(xt)))]−V1(xt)+Eγt ,ξt [V1( f (xt ,γt ,k(xˆt)))−V1( f (xt ,γt ,k(xt)))] (35)
Applying Mean Value Theorem and equation (33) to (35) and using Assumption 15 we obtain
Eγt ,ξt [V1( f (xt ,γt ,k(xˆt)))]−V1(xt)≤−c3||xt ||2
+Eγt ,ξt
[∥∥∥∥∂V1∂ f ( f (xt ,γt ,r))
∥∥∥∥∥∥∥∥∂ f∂k (xt ,γt ,r)
∥∥∥∥∥∥k(xˆt)− k(xt)∥∥]
≤−c3||xt ||2+Eγt ,ξt
[
L4L5L6
∥∥ f (xt ,γt ,r)∥∥||xˆt − xt ||] , (36)
where, r = sk(xt)+(1− s)k(xˆt) for some 0≤ s≤ 1. Thus, writing c4 := L4L5L6, and β1 := 1− c3c2 ,
Eγt ,ξt [V1( f (xt ,γt ,k(xˆt)))]≤ β1V1(xt)
+ c4Eγt ,ξt [|| f (xt ,γt ,r)− f (xt ,γt ,k(xt))+ f (xt ,γt ,k(xt))||] ||xt − xˆt ||
≤ β¯1V1(xt)+ c4Eγt ,ξt [|| f (xt ,γt ,r)− f (xt ,γt ,k(xt))||] ||xt − xˆt ||
+ c4Eγt ,ξt [|| f (xt ,γt ,k(xt))||] ||xt − xˆt ||
≤ β¯1V1(xt)+ c4L4L5||xt − xˆt ||2+ c4Eγt ,ξt
[|| f (xt ,γt ,k(xt))||2] 12 ||xt − xˆt ||
≤ β¯1V1(xt)+ c4L4L5||xt − xˆt ||2+ c4√c¯1
(
β¯1V1(xt)
) 1
2 ||xt − xˆt ||. (37)
Define c5 := c4L4L5 and c6 :=
c4√
c¯1
. Since β¯1 < 1 there exists δ1 > 0 such that β3 := (1+ δ1)β¯1 < 1. Then if
(β¯1V1(xt))
1
2 ≥ c6δ1 ||xt − xˆt ||, we obtain
Eγt ,ξt [V1( f (xt ,γt ,k(xˆt)))]≤ β3V1(xt)+ c5||xt − xˆt ||2. (38)
In case (β¯1V1(xt))
1
2 ≤ c6δ1 ||xt − xˆt ||, we obtain
Eγt ,ξt [V1( f (xt ,γt ,k(xˆt)))]≤ β¯1V1(xt)+ c7||xt − xˆt ||2, (39)
where c7 := c5+
c26
δ1
. Thus taking the supremum over both conditions (38) (39) we obtain
Eγt ,ξt [V1( f (xt ,γt ,k(xˆt)))]≤ β3V1(xt)+ c7||xt − xˆt ||2. (40)
Taking expectation over the uncertainty sequences {ξ0, . . . ,ξt}, and {γ0, . . . ,γt}, and recursively applying Eq. (40)
we obtain
Eγt0,ξ t0 [V1( f (xt ,γt ,k(xˆt)))]≤ β
t+1
3 V1(x0)+ c7
t
∑
i=1
Eξ i−10
[||xi− xˆi||2]β t−i3 + c7||x0− xˆ0||2β t3
≤ β t+13 V1(x0)+ c7
t
∑
i=0
β¯ i2β
t−i
3 ||x0− xˆ0||2
≤ β t+13 V1(x0)+ c8β t+14 ||x0− xˆ0||2, (41)
where, β4 = max(β3,β2), c8 := c7β4β4−min(β2,β3) . Applying (33) we get
Eγt0,ξ t0
[||xt+1||2]≤ c¯2c¯1 β t+13 ||x0||2+ c8c¯1 β t+14 ||x0− xˆ0||2, (42)
We can now use the inequality ||x0− xˆ0||2 ≤ 2(||x0||2 + ||xˆ0||2), along with (34) to get the desired result that the
coupled system (32) is mean square exponentially stable.
We are now ready to provide the proof of Theorem 9.
Proof of Theorem 9: It is easy to verify that the system in Lure form (1) satisfies the Assumption 15.
Furthermore, using the results from Theorems 12 and 13 it follows that there exist quadratic Lyapunov functions
satisfying Assumption 14. Hence, results of Theorem 18 are applicable to the observer based controller problem
for (1) given controller and observer as designed in Theorems 13 and 12. The proof then follows by combining the
results of Theorems 12, 13, and 18.
A. Control of Lure system over uncertain channels
In the main result of this paper we restricted the uncertain communication channels to packet-erasure channel
with acknowledgement, modeled as Bernoulli random variables. We now provide results for state feedback control
under general uncertainty model at the actuator. Consider system given by equation (1) satisfying Assumptions 1
with full state observation and state feedback control. Suppose the uncertainty γt is such that
Assumption 19: The random variables γt are i.i.d. with statistics given by
E [γt ] = µ, E
[
(γt −µ)2
]
= σ2 (43)
We can then obtain the following theorem
Theorem 20: Consider the system (1) in Lure form with full state observation and state feedbck control. Suppose
it satisfies Assumptions 1 and 19. Let ut = Kxt be the linear full state feedback controller, then the state dynamics
is mean square exponentially stable if(
Σ1−B′P∗B
)
>
(
1
1+Q
)(
Σ1+B′P∗B
)
, (44)
where, Σ1 = D1+D′1 > 0. The matrix P
∗ = (P∗)′ > 0 satisfies the Riccati equation
P∗ = A′1P
∗A1−A′1P∗B(Σ1+B′P∗B)−1B′P∗A1+C′Σ−11 C,
where, A1 := A−BΣ−11 C. Furthermore, the controller gain is given by
K =− µ
µ2+σ2
(B′P∗B)−1B′P∗A1.
Proof: Consider the candidate Lyapunov function Vt = x′tPcxt .Then, following the proof of Theorem 13, the
state feedback controller with erasure in actuator is mean square exponentially stable if Pc satisfies
Pc > Eγ
[
A1c(γ)′PcA1c(γ)+A1c(γ)′PcB(Σ1−B′PcB)−1B′PcA1c(γ)
]
+C′Σ−11 C. (45)
where, Ac(γt) := A+γtBK−BΣ−11 C. Minimizing trace of RHS in above equation, with respect to K and simplyfying
the expression as in Theorem 13 we obtain
K =− µ
µ2+σ2
(B′PcB)−1B′PcA1, (46)
where, A1 = A−BΣ−11 C. Substituting structure of K from (46) in (45), we obtain,
Pc > A′1PcA1−A′1PcB
[
µ2
µ2+σ2
(B′PcB)−1− σ
2
µ2+σ2
(Σ1−B′PcB)−1
]
B′PcA1+C′Σ−11 C. (47)
We now wish to give design a P∗ that will satisfy the above equation. Now suppose P∗ satisfies the minimum
covariance like Riccati equation given by
P∗ = A1P∗A′1−A1P∗B(Σ1+B′P∗B)−1B′P∗A1+C′Σ−11 C,
then P∗ satisfies (47) if
µ2
µ2+σ2
(B′P∗B)−1− σ
2
µ2+σ2
(Σ1−B′P∗B)−1 > (Σ1+B′P∗B)−1.
Thus the state feedback controlled dynamics (1) with general uncertainty in actuation is exponentially mean square
stable if
Σ1−B′P∗B >
(
σ2
µ2+σ2
)(
Σ1+B′P∗B
)
. (48)
Substituting Qγ =
µ2
σ2 proves the result.
IV. SIMULATION
For simulation, we consider a discrete time system given by,
xt+1 =

0 1 0
0 0 1
4.6 −3.5 −1
xt −

1
0
0
φ(yt)+

1
0
0
 u˜t ; yt = [ 1 0 0 ]xt . (49)
The nonlinearity φI(y) is given by
φ(y) =

0.1y, ||y||< 1
13.6y−13.5sgn(y), 1 < ||y|| ≤ 3
4.6y+13.5sgn(y), 3 < ||y||
. (50)
This discrete time system demonstrates chaotic dynamics as shown in Figure (2). We now implement our observer-
based controller design on the above discrete time system. The uncertainty at the input and output are assumed
to be Bernoulli random variable. From our sufficiency condition we get pc = 0.3441 and qc = 0.3441. We choose
the probability of erasure for our simulation to be p = 0.35 and q = 0.35. In Figs. (3a) and (3b) we plot the
observer-based controlled state and observer error dynamics. We see that they both decay to zero thereby verifying
the sufficient condition of the main result. The state and observer error plots represent the outcome of average
values of states and observer error over 50 independent realizations of random variables ξ and γ .
The system state and observer error decay to zero for almost all initial conditions and almost all sequences
of the uncertainties γ and ξ . In Fig. (4a) we plot in blue the region of control and measurement non-erasure
probabilities that guarantee mean square stable controlled system and observer dynamics. To observe the effect of
high erasure probability on the system we plot the average time required by the system to converge to zero over
100 realizations of the uncertainty sequence in Fig. (4b). Shown in red (blue) is average time to decay for the
observer error (controlled state) plotted against the non-erasure probability. We observe that the sharp drop in time
of decay occurs below the critical non-erasure probability indicating that the system spends significant time away
Fig. 2: State dynamics in 3 dimensions
(a) (b)
Fig. 3: (a) Dynamics of controlled state, (b) Dynamics of observer error
from the origin for probabilities less than the critical probability that guarantees mean square stability. Thus during
the time the system is away from the origin, roughly speaking the trajectories move along the chaotic attractor of
the uncontrolled system. We believe that this behavior is sensitive to the addition of small amount of additive noise
to the system. As any small amount of additive noise will prevent the system from converging to the origin. In Fig.
(5), we show the phase space dynamics of the system with small amount of additive Gaussian noise with zero mean
and 0.1 variance for two different values of non-erasure probabilities and averaged over 20 different realizations.
Comparing Figs. (5a) and (5b), we see that the phase space dynamics clearly reveals the attractor of the system for
p = 0.15 whereas the dynamics for p = 0.35 is predominantly settled around the origin.
(a) (b)
Fig. 4: (a) Region of acceptable erasure in control and observation - given in blue, (b) Average decay time of controlled state
(blue) and observer error (red) vs non-erasure probability
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Fig. 5: Phase space dynamics for non-erasure probability of (a) p = 0.15, (b) p = 0.35
V. CONCLUSION
We studied the problem of observer-based controller design for nonlinear systems in Lure form over uncertain
channels. We derived sufficient condition for the mean square stability of the closed loop system. The results provide
for the synthesis method for the design of controller and observer robust to channel uncertainty. The main results of
this paper are made possible using the stochastic variant of the Positive Real Lemma and the separation principle
for stochastic nonlinear systems. The main result of the paper on mean square stability provide insight as to how
the passivity property of the system can be traded off to account for uncertainty in the feedback loop.
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