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Abstract
We revisit the Dynkin game problem in a general framework and relax some assumptions.
The payoffs and the criterion are expressed in terms of families of random variables indexed
by stopping times. We construct two nonnegative supermartingales families J and J ′ whose
finitness is equivalent to the Mokobodski’s condition. Under some weak right-regularity
assumption on the payoff families, the game is shown to be fair and J−J ′ is shown to be the
common value function. Existence of saddle points is derived under some weak additional
assumptions. All the results are written in terms of random variables and are proven by
using only classical results of probability theory.
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Introduction
In this paper, the Dynkin game problem is revisited in the general framework of families of
random variables indexed by stopping times. The criterion is given for each pair of stopping
times (τ, σ) by the random variable
I0 (τ, σ) := E[ξ(τ)1{τ6σ} + ζ(σ)1{σ<τ}].
In full generality, ξ(τ) and ζ(σ) are random variables, respectively Fτ -measurable and Fσ -
measurable. Studying the Dynkin game problem consists in proving that, under suitable condi-
tions, the game is fair that is,
inf
σ
sup
τ
I0 (τ, σ) = sup
τ
inf
σ
I0 (τ, σ) ,
in characterizing this common value function, and finally in proving the existence of saddle
points.
The Dynkin game problem has been largely studied in the literature in the framework of
processes. The first results (cf. [2], [3], [1]) were obtained under the Mokobodski condition,
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which stipulates that the payoffs are separated by the difference of two nonegative a.s. finite
supermartingales. Existence of a value for the game is then obtained by supposing only right-
upper semi continuity on (ξt) and (−ζt) (cf. [1]). Yet, checking Mokobodski’s condition appears
as a difficult question. We stress on that this approach relies on sophisticated results of the
General Theory of Processes and Optimal Stopping Theory.
Note that, in the literature, there are other works related to Dynkin Games, for instance [4],
[8]. We refer to section 5 for details.
Recently, Kobylanski and Quenez in [10] have revisited the optimal stopping problem in the
case of a reward given by a family of random variables indexed by stopping times. This notion
is very general and includes the case of processes as a particular case. This setup has appeared
as relevant and appropriate as it allows, from the one hand, to release some hypotheses made
on the reward, and on the second hand, to make simpler proofs using simpler tools.
In the present work, the setup of families of random variables indexed by stopping times
allows to solve the Dynkin game problem under very weak assumptions by using only classical
tools of Probability Theory.
The paper is organised as follows. In section 1, we introduce the Dynkin game problem. In
our set up, the payoffs (or rewards) ξ := (ξ(θ), θ ∈ T ) and ζ := (ζ(θ), θ ∈ T ) are given by families
of integrable random variables indexed by stopping times, which satisfy some natural compati-
bility conditions. In section 2, from ξ and ζ, we construct two [0,+∞]-valued supermartingale
families J = (J(θ), θ ∈ T ) and J ′ = (J ′(θ), θ ∈ T ). These two families satisfy J = R(J ′ + ξ)
and J ′ = R(J − ζ) where R is the Snell envelope operator. In the case of processes, this con-
struction is classical (see for example [1]) and is done under Mokobodski’s condition. In the
present work, we do not need any condition of this type in order to define J and J ′. When J
is a.s. finite (or equivalently J ′ is a.s. finite), the difference J − J ′ is well defined and is proven
to satisfy ξ ≤ J − J ′ ≤ ζ. In section 3, under the previous assumption, we prove that J − J ′
is the value of the game, first when optimal stopping times do exist, and second when ξ and
−ζ are right-upper semicontinuous along stopping times in expectation. In section 4, under
some additional assumptions, we derive the existence of saddle points. In section 5, we show
that condition J a.s. finite not only implies but is also equivalent to Mokobodski’s condition,
and some complementary results are provided. At last, comes the Appendix. In Appendix A,
we first briefly recall some results of Kobylanski and Quenez (2012) [10] which are used in this
paper. Second, we provide two lemmas used to prove the existence result. Finally, in Appendix
B, we apply our results to the case of processes.
We point out that, whereas in the previous works, the proof of the existence of saddle points
relies on some highly sophisticated tools of the General Theory of Processes, the one given in
this paper does not require any over prerequisite than those given in the Appendix and is only
done by using classical probability results. Also, condition J(0) < +∞ may be seen as easier
to check than Mokobodski’s condition. Finally, some conditions on the payoffs are relaxed in
comparison with previous results (cf. [1]).
We introduce some notation. Let F = (Ω,F , (Ft)0≤t≤T , P ) be a probability space equipped
with a filtration (Ft)0≤t≤T satisfying the usual conditions of right continuity and augmentation
by the null sets of F = FT . We suppose that F0 contains only sets of probability 0 or 1. The
time horizon is a fixed constant T in ]0,∞[. We denote by T the collection of stopping times of
F with values in [0, T ]. More generally, for any stopping time S, we denote by TS (resp. TS+)
the class of stopping times θ ∈ T with θ > S a.s. (resp. θ > S a.s. on {S < T} and θ = T a.s.
on {S = T}).
We also define T[S,S′ ] the set of θ ∈ T with S 6 θ 6 S
′ a.s.
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We use the following notation: for real valued random variables X and Xn, n ∈ N, “Xn ↑ X”
stands for “the sequence (Xn)n∈N is nondecreasing and converges to X a.s.”.
1 Dynkin games
In this section, we present the Dynkin game problem in the framework of families of random
variables indexed by stopping times. We first introduce some notation and definitions.
1.1 Definitions and notation
Definition 1.1 – A family of R¯-valued random variables (φ(θ), θ ∈ T ) is said to be admissible
if it satisfies the following conditions
1) for all θ ∈ T , φ(θ) is an Fθ-measurable random variable (r.v.),
2) for all θ, θ′ ∈ T , φ(θ) = φ(θ′) a.s. on {θ = θ′}.
In the sequel, such a family (φ(θ), θ ∈ T ) is identified with the map φ : θ 7→ φ(θ) from T
into the set of random variables.
Remark 1.2 – The notion of admissible families includes the case of processes as a particular
case. Indeed, if (φt)t∈R+ is a progressive process, the family of random variables φ¯ = (φ¯(θ), θ ∈
T ) defined by φ¯(θ) = φθ is admissible.
Let us introduce some notation and definitions.
Notation 1.3 – The set of admissible families is denoted by A.
The relation ≥ is defined on A in the following way.
For φ, φ′ ∈ A, φ > φ′ if, for each θ ∈ T , φ(θ) > φ′(θ) a.s.
The relations 6 and = on A are defined in the same way.
We denote by 0, the family φ in A such that φ(θ) = 0 a.s. for each θ ∈ T .
A family φ ∈ A is non negative if φ ≥ 0.
A sequence (φn)n∈N in A is non decreasing if φn ≤ φn+1 for each n ∈ N.
For x ∈ R, x+ = max(x, 0) and x− = −min(x, 0).
For φ ∈ A, φ+ denotes the family
(
(φ(θ))+, θ ∈ T
)
, and φ− denotes the family
(
(φ(θ))−, θ ∈ T ).
A family φ ∈ A is said to be integrable if, for each θ ∈ T , φ(θ) is integrable.
We define the following subsets of A:
S =
{
φ ∈ A, E
[
ess sup
θ∈T
|φ(θ)|
]
< +∞
}
S+ =
{
φ ∈ A, φ+ ∈ S
}
, S− = {φ ∈ A, φ− ∈ S} .
Definition 1.4 – An admissible family φ = (φ(θ), θ ∈ T ), such that φ− is integrable, is said
to be a supermartingale family (resp. a martingale family) if for any θ, θ′ ∈ T such that θ > θ′
a.s.,
E[φ(θ) | Fθ′ ] 6 φ(θ′) a.s., (resp. E[φ(θ) | Fθ′ ] = φ(θ′) a.s.).
Remark 1.5 – Let τ , σ ∈ T such that τ 6 σ a.s. and φ ∈ A. One can easily show that
the family φ restricted to T[τ,σ] , that is
(
φ(θ), θ ∈ T[τ,σ]
)
, is a martingale family if and only if(
φ
(
(θ ∨ τ) ∧ σ), θ ∈ T ) is a martingale family.
3
Let us now recall some notation and definitions related to the optimal control problem in
the framework of admissible families, studied in [10]. Let φ = (φ(θ), θ ∈ T ) be an admissible
family in S−, called reward family. For each θ ∈ T , the value function at time θ is defined by
v(θ) := ess sup
τ∈Tθ
E[φ(τ) | Fθ].
The family of random variables v = (v(θ), θ ∈ T ), called value function family, is clearly
admissible.
We now introduce the Snell envelope operator R, defined in the framework of admissible
families.
Definition 1.6 – For each family φ ∈ A, the smallest supermartingale family greater or equal
to φ, is called, when it exists, the Snell envelope family of φ, and is denoted by R(φ).
For each φ ∈ S−, the value function family v associated to φ can be shown to be equal to
the Snell envelope family of φ, that is v = R(φ). The Snell envelope operator R is thus well
defined on S−, and valued in the set of supermartingale families.
Note that in [10], the optimal stopping problem is solved for a nonnegative φ ∈ A. Yet,
by translation, all the results do apply to φ ∈ S−. This translation argument is detailed in
Appendix A.1, as well as the main results of [10].
We now introduce the Dynkin game problem.
1.2 The Dynkin game problem
Throughout the paper, ξ = (ξ(θ), θ ∈ T ) and ζ = (ζ(θ), θ ∈ T ) are two integrable admissible
families such that ξ ∈ S− and ζ ∈ S+. We suppose that ξ(T ) = ζ(T ) = 0 a.s. Actually, this last
condition is not a restriction (see Remark 1.9 below).
We consider the classical Dynkin game with two players. The rule of the game is as follows.
Each of the players has to choose a stopping time, denoted by τ for the first player and σ for
the second one. The game stops at τ ∧ σ. On {τ 6 σ}, the second player pays the amount ξ(τ)
to the first one and, on {σ < τ}, the first player pays the amount −ζ(σ) to the second one. In
other words, at time τ ∧ σ, the first player receives the amount X = ξ(τ)1{τ6σ} + ζ(σ)1{σ<τ}
and the second one receives −X. The criterion at time 0 for the strategy (τ, σ) is defined by the
expectation at time 0 of X, namely,
I0 (τ, σ) := E[ξ(τ)1{τ6σ} + ζ(σ)1{σ<τ}].
At time 0, the goal of the first (resp. second player) is to maximize (resp. minimize)
this criterion. Now, the players are unwilling to risk. Thus, the first one wants to find a
strategy τ which maximizes the quantity infσ I0 (τ, σ). His value function at time 0 is given by
¯
V (0) := sup
τ∈T
inf
σ∈T
I0 (τ, σ).
The second one wants to find a strategy σ which minimizes the quantity supτ I0 (τ, σ). His
value function at time 0 is given by V¯ (0) := inf
σ∈T0
sup
τ∈T
I0 (τ, σ) .
We now make the problem dynamic. For each θ ∈ T , the criterion at time θ for a strategy
(τ, σ) ∈ T 2θ is defined by
Iθ (τ, σ) := E
[
ξ(τ)1{τ6σ} + ζ(σ)1{σ<τ} | Fθ
]
, (1)
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the first or lower value function at time θ is given by
¯
V (θ) := ess sup
τ∈Tθ
ess inf
σ∈Tθ
Iθ (τ, σ) , (2)
and, the second or upper value function at time θ is given by
V¯ (θ) := ess inf
σ∈Tθ
ess sup
τ∈Tθ
Iθ (τ, σ) . (3)
For each θ ∈ T , inequality
¯
V (θ) 6 V¯ (θ) a.s. clearly holds.
The game is considered to be fair if
¯
V (θ) = V¯ (θ) a.s. and this quantity is then refered as the
common value function, or the value of the game at time θ.
We now introduce the following definition.
Definition 1.7 – Let θ ∈ T . A pair (τˆ, σˆ) ∈ T 2θ is called a θ-saddle point if, for each
(τ, σ) ∈ T 2θ :
Iθ (τ, σˆ) 6 Iθ (τˆ, σˆ) 6 Iθ(τˆ, σ) a.s. (4)
In the study of the Dynkin game problem, the first aim is to provide some sufficient conditions
under which the game is fair and, in this case, to characterize the common value function. The
second aim is to address the question of the existence of saddle points.
Remark 1.8 – By classical results on game problems, for each θ ∈ T , a pair (τˆ, σˆ) is a θ-
saddle point if and only if
¯
V (θ) = V¯ (θ) a.s. and the essential infimum in (3) and the essential
supremum in (2) are respectively attained at σˆ and τˆ . Hence, if, at initial time θ, (τˆ, σˆ) is a
θ-saddle point, then τˆ is an optimal strategy for the first player and σˆ is an optimal strategy for
the second one.
Remark 1.9 – One could ask if the condition ξ(T ) = ζ(T ) = 0 is restrictive?
First, as the criterion does not depend on the terminal reward ζ(T ), the assumption ξ(T ) = ζ(T )
is clearly not restrictive.
Second, the additional assumption that ξ(T ) = ζ(T ) = 0 is no more restrictive. Let us show
this assertion. Let ξ and ζ be two general integrable families such that ξ(T ) = ζ(T ), but not
necessarily equal to 0. Let us define the integrable families ξ′ and ζ ′ in A by
∀θ ∈ T , ξ′(θ) := ξ(θ)− E [ξ(T ) | Fθ] and ζ ′(θ) := ζ(θ)− E [ξ(T ) | Fθ] .
We clearly have ξ′ (T ) = ζ ′ (T ) = 0 a.s. For every θ ∈ T and every (τ, σ) ∈ T 2θ , the criterion
Iθ (τ, σ) associated to ξ and ζ can be written:
Iθ (τ, σ) = E
[
ξ′ (τ)1{τ6σ} + ζ ′ (σ)1{σ<τ} | Fθ
]
+ E [ξ(T ) | Fθ] .
As E [ξ(T ) | Fθ] does not depend of the strategies (τ, σ), solving the game problem associated
with payoffs ξ and ζ reduces to solving the game associated to the integrable payoffs families ξ′
and ζ ′.
Of course, in order to have ξ′ ∈ S− and ζ ′ ∈ S+, we must suppose that ξ, ζ satisfy
E
[
ess sup
θ∈T
(
ξ(θ)− E [ξ(T ) | Fθ]
)−]
< +∞ and E
[
ess sup
θ∈T
(
ζ(θ)− E [ξ(T ) | Fθ]
)+]
< +∞.
Note that this condition is satisfied when ξ ∈ S−, ζ ∈ S+ and ξ(T ) ∈ Lp with p > 1, which is a
classical assumption made in the literature (see [4], among others).
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2 Preliminary results
In this section, we first provide the construction of two [0,+∞]-valued supermartingale families
J and J ′ such that J = R(J ′+ ξ) and J ′ = R(J − ζ). In the case of processes, this construction
is classical (see for example [1]) and is done under Mokobodski’s condition on ξ and ζ, which
stipulates that there exists two a.s. finite nonnegative supermartingale families H and H ′ such
that ξ ≤ H −H ′ ≤ ζ. In the present work, we do not need any condition of this type in order
to define J and J ′. We show that when J is a.s. finite, or equivalently, J ′ is a.s. finite, J − J ′
is a well defined admissible family that satisfies ξ ≤ J − J ′ ≤ ζ.
Construction of J and J ′
For each θ ∈ T , set
J0(θ) := 0 and J ′0(θ) := 0
and, let us introduce for each n ∈ N ,
Jn+1(θ) := ess sup
τ∈Tθ
E
[
J ′n (τ) + ξ(τ) | Fθ
]
, (5)
J ′n+1(θ) := ess sup
σ∈Tθ
E [Jn (σ)− ζ(σ) | Fθ] , (6)
which are well defined by the following lemma.
Lemma 2.1 – For each n ∈ N and each θ ∈ T , the random variables Jn(θ) and J ′n(θ) are well
defined and nonnegative, namely [0,+∞]-valued. Moreover, the families Jn = (Jn(θ), θ ∈ T )
and J ′n = (J ′n(θ), θ ∈ T ) are admissible and satisfy
Jn+1 = R(J ′n + ξ) and J ′n+1 = R(Jn − ζ).
In other words, the families Jn+1 and J ′n+1 are the smallest supermartingale families greater
(almost surely) than J ′n + ξ and respectively Jn − ζ.
Proof. Let us show this property by induction. First, it clearly holds for J0 and J ′0 since they
are equal to 0. Let us suppose that for a fixed n ∈ N, for each θ ∈ T , Jn(θ) and J ′n(θ) are
well-defined R¯+-valued random variables. We then show that this property still holds for n+ 1.
Let θ ∈ T . Since, for every τ ∈ Tθ, J ′n(τ) > 0 a.s. and, since by ξ ∈ S−, that is
E
[
ess sup
θ∈T
(
ξ(θ)−
)]
< +∞,
the random variable Jn+1(θ) is well defined by (5). Using (5), the induction hypothesis (non-
negativity of J ′n) and the equality ξ(T ) = 0 a.s., we derive that
Jn+1(θ) > E
[
J ′n (T ) + ξ(T ) | Fθ
]
> 0 a.s.
By similar arguments and since ζ ∈ S+, we also have that J ′n+1(θ) is well defined and nonnega-
tive. Moreover, by Proposition A.1, Jn+1 and J ′n+1 are the Snell envelopes of J ′n + ξ and Jn − ζ
respectively. The proof is thus complete.
Lemma 2.2 – The sequences of families (Jn)n∈N and (J ′n)n∈N are non decreasing sequences of
nonnegative supermartingale families.
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Proof. The property can be proven by induction. By the previous lemma, we have J1 > 0 = J0
and J ′1 > 0 = J ′0. Let us now suppose that, for a fixed n ∈ N∗(= N \ {0}), we have Jn > Jn−1
and J ′n > J ′n−1. We then have
R (J ′n + ξ) > R (J ′n−1 + ξ) and R (Jn − ζ) > R (Jn−1 − ζ) ,
which leads to Jn+1 > Jn and J ′n+1 > J ′n. This concludes the proof.
For each θ ∈ T , let us define J(θ) := lim sup
n→+∞
Jn(θ) and J ′(θ) = lim sup
n→+∞
J ′n(θ). We clearly
have:
J(θ) = lim ↑
n→+∞
Jn(θ) a.s. and J ′(θ) = lim ↑
n→+∞
J ′n(θ) a.s.
Note that the families J = (J(θ), θ ∈ T ) and J ′ = (J ′(θ), θ ∈ T ) are clearly admissible and
nonnegative (since, for each n ∈ N , Jn and J ′n are themselves nonnegative).
Theorem 2.3 – The families J and J ′ are nonnegative supermartingale families which satisfy
J = R (J ′ + ξ) and J ′ = R (J − ζ) that is, for each θ ∈ T ,
J(θ) = ess sup
τ∈Tθ
E
[
J ′ (τ) + ξ(τ) | Fθ
]
a.s., (7)
J ′(θ) = ess sup
σ∈Tθ
E [J (σ)− ζ(σ) | Fθ] a.s. (8)
Moreover, J and J ′ are minimal in the following sense: if J¯ and J¯ ′ are two nonnegative super-
martingale families satisfying the above system, that is, J¯ = R
(
J¯ ′ + ξ
)
and J¯ ′ = R
(
J¯ − ζ
)
,
then we have J 6 J¯ and J ′ 6 J¯ ′.
Before giving the proof of the above theorem, we first show that the limit of a non decreasing
sequence of nonnegative supermartingale families is a supermartingale family. More precisely,
the following lemma holds.
Lemma 2.4 – Suppose that (φn)n∈N is a non decreasing sequence of nonnegative supermartin-
gale families. The family φ =
(
φ(θ), θ ∈ T ) defined by φ(θ) = lim
n→∞ ↑ φn(θ) a.s. , for each θ ∈
T , is then a nonnegative supermartingale family.
Note that φ(θ)(ω) is here only defined for P -almost all ω ∈ Ω. Classicaly, to define it for all
ω, it suffices to set φ(θ)(ω) := lim sup
n→∞
φn(θ)(ω).
Proof. One can easily prove that φ is an admissible family. Let us prove that it is a supermartin-
gale family. Let θ, θ′ ∈ T be such that θ 6 θ′ a.s. By the monotone convergence theorem for
the conditional expectation, we get
E[φ(θ′) | Fθ] = lim
n→∞ ↑ E[φn(θ
′) | Fθ] 6 lim
n→∞ ↑ φn(θ) = φ(θ) a.s.,
where the inequality follows from the supermartingale family property of φn, for each n.
Proof of Theorem 2.3. By Lemma 2.2 and Lemma 2.4, J and J ′ are nonnegative supermartingale
families. Moreover as the Snell enveloppe operator R is nondecreasing (see Proposition A.2),
for each n ∈ N , we have Jn+1 = R (J ′n + ξ) 6 R (J ′ + ξ). By letting n tend to +∞, we get that
J 6 R (J ′ + ξ) . (9)
Now, for each n ∈ N , Jn+1 = R(J ′n + ξ), hence by Proposition A.2, Jn+1 ≥ J ′n + ξ. By letting
n tend to +∞, we derive that J > J ′ + ξ. By the supermartingale property of J and the
characterization of R (J ′ + ξ) as the smallest supermartingale greater than J ′+ξ, it follows that
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J > R (J ′ + ξ). This with (9) yields that J = R (J ′ + ξ). By similar arguments, one can easily
derive that J ′ = R (J − ζ).
It remains to show the second assertion. Let J¯ and J¯ ′ be two nonnegative supermartingale
families satisfying the above system, that is, J¯ = R
(
J¯ ′ + ξ
)
and J¯ ′ = R
(
J¯ − ζ
)
. Let us first
show by induction that, for each n ∈ N , the following property
Jn 6 J¯ and J ′n 6 J¯ ′ (10)
holds. First, we have J0 = 0 6 J¯ and J ′0 = 0 6 J¯ ′. Suppose now that, for some fixed
n ∈ N, Property (10) holds at rank n. Then, Jn − ζ 6 J¯ − ζ and J ′n + ξ 6 J¯ ′ + ξ. As R
is a non decreasing operator (see Proposition A.1), J ′n+1 = R(Jn − ζ) 6 R(J¯ − ζ) = J¯ ′ and
Jn+1 = R(J ′n + ξ) 6 R(J¯ ′ + ξ) = J¯ . Thus, Property (10) holds at rank n+ 1.
By letting n tend to +∞ in (10), we get J 6 J¯ and J ′ 6 J¯ ′, which ends the proof of
Theorem 2.3.
Note now that since J > J ′ + ξ and J ′ > J − ζ, we have
Proposition 2.5 – The condition J(0) < +∞ is equivalent to the condition J ′(0) < +∞.
Moreover, if J(0) < +∞, the family of random variables Y given by
Y := J − J ′,
is then well defined and satisfies
ξ 6 Y 6 ζ. (11)
Note that this proposition ensures that, if J(0) < +∞, then ξ 6 ζ. In other words, if there
exists ν ∈ T such that P (ξ(ν) > ζ(ν)) > 0, then J(0) = J ′(0) = +∞.
Remark 2.6 – Note that the existence of two nonnegative a.s. finite supermartingales H and
H ′ such that ξ ≤ H −H ′ ≤ ζ is known as Mokobodski’s condition. Thus Proposition 2.5 shows
that condition J(0) < +∞ implies that Mokobodski’s condition holds. In section 5, we prove
that these conditions are actually equivalent.
3 Existence and characterization of the value of the game
When J(0) < +∞, the family Y = J − J ′ appears as a quite natural candidate to be the value
of the game.
3.1 Case when there exists optimal stopping times for J and J ′
We provide a first result involving Y = J − J ′ as the common value function.
Proposition 3.1 – Suppose that J(0) < +∞. Let θ ∈ T and let (τˆ, σˆ) ∈ T 2θ be such that τˆ is
optimal for J(θ), that is
J(θ) = ess sup
τ∈Tθ
E
[
J ′ (τ) + ξ(τ) | Fθ
]
= E
[
J ′(τˆ) + ξ(τˆ) | Fθ
]
a.s.,
and σˆ is optimal for J ′(θ), that is
J ′(θ) = ess sup
σ∈Tθ
E [J (σ)− ζ(σ) | Fθ] = E [J(σˆ)− ζ(σˆ) | Fθ] a.s..
Then, the game is fair, the common value function is equal to Y (θ)(= J(θ) − J ′(θ)) and (τˆ, σˆ)
is a θ-saddle point. We thus have
Y (θ) =
¯
V (θ) = V¯ (θ) = Iθ (τˆ, σˆ) a.s. (12)
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Example 3.2 – Note that if ξ is a supermartingale family, then for each θ ∈ T , (θ, T ) is a
θ-saddle point. Indeed, for each (τ, σ) ∈ T 2θ ,
Iθ(θ, T ) = Iθ(θ, σ) = E[ξ(θ) | Fθ] = ξ(θ) a.s.
and Iθ(τ, T ) = E[ξ(τ) | Fθ] 6 ξ(θ) a.s. and the common value function is equal to ξ (without
any condition on ζ). Hence, if additionally, there exists ν ∈ T such that P (ξ(ν) > ζ(ν)) > 0,
then J(0) = +∞ (by (11)) even if for each θ , a θ-saddle point does exist.
This example shows that condition ξ 6 ζ is not a necessary condition to have the existence
of saddle points. In particular Mokobodski’s condition is not necessary.
Proof. Let θ ∈ T . By the optimality criterion (see Proposition A.3),
(
J(τ), τ ∈ T[θ,τˆ ]
)
is a
martingale family and J(τˆ) = J ′(τˆ)+ξ(τˆ) a.s. , that is Y (τˆ) = ξ(τˆ) a.s. Also,
(
J ′(σ), σ ∈ T[θ,σˆ]
)
is a martingale family and J ′(σˆ) = J(σˆ)− ζ(σˆ) a.s. that is Y (σˆ) = ζ(σˆ) a.s. Since Y = J − J ′,
it follows that
(
Y (α), α ∈ T[θ,τˆ∧σˆ]
)
is a martingale family and hence that
Y (θ) = E [Y (τˆ ∧ σˆ) | Fθ] = E
[
Y (τˆ)1{τˆ6σˆ} + Y (σˆ)1{σˆ<τˆ} | Fθ
]
a.s.
= E
[
ξ(τˆ)1{τˆ6σˆ} + ζ(σˆ)1{σˆ<τˆ} | Fθ
]
= Iθ (τˆ, σˆ) a.s..
Let us now show that, for each σ ∈ Tθ , Y (θ) 6 Iθ (τˆ, σ) a.s.. Let σ ∈ Tθ. Since
(
J(τ), τ ∈ T[θ,τˆ ]
)
is a martingale family and J ′ is a supermartingale family, it follows that Y = J − J ′ is a
submartingale family on [θ, τˆ ∧ σ], which ensures that:
Y (θ) 6 E [Y (τˆ ∧ σ) | Fθ] 6 E
[
ξ(τˆ)1{τˆ6σ} + ζ(σ)1{σ<τˆ} | Fθ
]
= Iθ (τˆ, σ) a.s.,
where the second inequality follows from the fact that Y (τˆ) = ξ(τˆ) a.s. and Y (σ) 6 ζ(σ) a.s. By
similar arguments, one can show that, for each τ ∈ Tθ , Iθ (τ, σˆ) 6 Y (θ) a.s. We have thus
proved that (τˆ, σˆ) is a θ-saddle point for the game and that equalities (12) hold.
Remark 3.3 – Let J¯ and J¯ ′ be two nonnegative supermartingale families in S−, and such that
J¯ = R
(
J¯ ′ + ξ
)
and J¯ ′ = R
(
J¯ − ζ
)
. The same proof shows that the above property still holds
for J¯ and J¯ ′.
More precisely, if J¯(0) < +∞ and if, for some θ ∈ T and (τˆ, σˆ) ∈ T 2θ , τˆ is optimal for J¯(θ)
and σˆ is optimal for J¯ ′(θ), then (τˆ, σˆ) is a θ-saddle point and we have:
J¯(θ)− J¯ ′(θ) = Y (θ) =
¯
V (θ) = V¯ (θ) a.s.
In particular, we have J¯(θ)− J¯ ′(θ) = J(θ)− J ′(θ) a.s.
We will see in the next section that it is not necessary to suppose the existence of saddle
points so that the game is fair.
3.2 Existence and characterization of the value of the game under right reg-
ularity assumptions on ξ and ζ
Let us now introduce the following definition.
Definition 3.4 – A family φ = (φ(θ), θ ∈ T ) ∈ S− is said to be right-(resp. left-)upper
semicontinuous in expectation along stopping times (right- (resp. left-) USCE) if for all θ ∈ T
and for all sequences of stopping times (θn)n∈N such that θn ↓ θ (resp. θn ↑ θ)
E[φ(θ)] > lim sup
n→∞
E[φ(θn)].
Moreover, φ is said to be USCE if it is both right and left-USCE.
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Remark 3.5 – A non negative supermartingale family is right-USCE.
Theorem 3.6 – Suppose that J(0) < +∞ and that the families (ξ(θ), θ ∈ T ) and (−ζ(θ), θ ∈ T )
are right-USCE. Then, the game is fair and the common value function is equal to Y (= J − J ′)
that is, for each θ ∈ T ,
Y (θ) = V (θ) = V (θ) a.s. (13)
Proof. Let θ ∈ T . For each λ ∈]0, 1[ , we introduce
τλ(θ) := ess inf{ τ ∈ Tθ , λJ(τ) 6 J ′(τ) + ξ(τ) a.s. }.
and
σλ(θ) := ess inf{σ ∈ Tθ , λJ ′(σ) 6 J(σ)− ζ(σ) a.s. }.
By Theorem A.4, τλ(θ) (resp. σλ(θ)) is (1 − λ)-optimal for J(θ) (resp. J ′(θ)). In order to
simplify notation, in the sequel, τλ(θ) (resp. σλ(θ)) will be denoted by τλ (resp. σλ). Now, the
following lemma holds.
Lemma 3.7 – For each λ ∈ ]0, 1[ and each (σ, τ) ∈ T 2θ , we have
Iθ(τ, σλ)− (1− λ)J ′(θ) 6 Y (θ) 6 Iθ(τλ, σ) + (1− λ)J(θ) a.s.
We postpone for a while the proof of this lemma and complete the proof of Theorem 3.6.
We clearly have that V (θ) 6 V (θ) a.s. Hence, it is sufficient to prove that
V (θ) 6 Y (θ) 6 V (θ) a.s. (14)
Now, the previous lemma yields that for each λ ∈ ]0, 1[ ,
ess sup
τ∈Tθ
Iθ(τ, σλ)− (1− λ)J ′(θ) 6 Y (θ) 6 ess inf
σ∈Tθ
Iθ(τλ, σ) + (1− λ)J(θ) a.s. ,
which implies that
V (θ)− (1− λ)J ′(θ) 6 Y (θ) 6 V (θ) + (1− λ)J(θ) a.s.
By letting λ tend to 1, we get inequalities (14). It follows that V (θ) = Y (θ) = V (θ) a.s. , and
completes the proof of Theorem 3.6.
It remains to prove Lemma 3.7 which actually shows that (σλ, τλ) is an (1−λ)-saddle point.
Proof of Lemma 3.7. First, one can easily show that each supermatingale family is right-USCE.
Hence, since J and J ′ are supermartingale families, they are right-USCE and so are J − ζ and
J ′ + ξ because ξ and −ζ are right-USCE.
By Remark 3.5, since J and J ′ are supermartingale families, they are right-USCE and so are
J − ζ and J ′ + ξ because ξ and −ζ are right-USCE.
Now, by Theorem A.4,
(
J ′(σ), σ ∈ T[θ,σλ]
)
is a martingale family. Hence, since J is a su-
permartingale family, it follows that
(
Y (σ), σ ∈ T[θ,σλ]
)
is a supermartingale family, because
Y = J − J ′. We thus have
Y (θ) > E[Y (σλ ∧ τ) | Fθ] = E[Y (τ)1{τ6σλ} + Y (σλ)1{σλ<τ} | Fθ] a.s. (15)
Recall now that Y > ξ. Moreover, thanks to inequality (25) in the Appendix, we have the
following inequality λJ ′(σλ) 6 J(σλ)− ζ(σλ) a.s. , which can be written
Y (σλ) > ζ(σλ)− (1− λ)J ′(σλ) a.s.
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This with inequality (15) leads to
Y (θ) > E[ξ(τ)1{τ6σλ} + ζ(σλ)1{σλ<τ} | Fθ]− (1− λ)E[J ′(σλ)1{σλ<τ} | Fθ] a.s.
The supermatingale property of J ′ yields that
E[J ′(σλ)1{σλ<τ} | Fθ] 6 E[J ′(σλ) | Fθ] 6 J ′(θ) a.s.
This with the previous inequality and the definition of Iθ(τ, σλ) leads to
Y (θ) > Iθ(τ, σλ)− (1− λ)J ′(θ) a.s.
By the same arguments, one can show the following inequality:
Y (θ) 6 Iθ(τλ, σ) + (1− λ)J(θ) a.s.
The proof of Lemma 3.7 is thus complete.
Remark 3.8 – Let J¯ , J¯ ′ be two nonnegative supermartingale families such that J¯ = R
(
J¯ ′ + ξ
)
and J¯ ′ = R
(
J¯ − ζ
)
. The same proof shows that the above property still holds for J¯ and J¯ ′.
More precisely, if J¯(0) < +∞ and if ξ and −ζ are right-USCE, then Y (θ) = J¯(θ) − J¯ ′(θ) a.s.
and equalities (13) hold.
4 Existence of saddle points
By Theorem 2.3, J and J ′ are the value functions associated with the optimal stopping problems
with rewards J ′ + ξ and J − ζ respectively. By Proposition 3.1, if these two optimal stopping
problems admit optimal stopping times, respectively τˆ and σˆ, the pair (τˆ, σˆ) is then a saddle
point for the game problem. Now, Theorem A.7 ensures that, if a reward is USCE, then there
exists an optimal stopping time for the associated optimal stopping problem. Thus, the natural
question arises: under which conditions on ξ and ζ, the families J ′ + ξ and J − ζ are USCE?
By Remark 3.5, since J and J ′ are supermartingale families, they are right-USCE. Hence, if
ξ and −ζ are right-USCE, so are J − ζ and J ′ + ξ.
We now introduce the following definition.
Definition 4.1 – A uniformly integrable family (φ(θ), θ ∈ T ) in S− is said to be strongly left-
upper semicontinuous along stopping times in expectation (strong left-USCE) if for all θ ∈ T ,
for all F ∈ Fθ−, and for all non decreasing sequences of stopping times (θn)n∈N such that θn ↑ θ,
lim sup
n→∞
E[φ(θn)1F ] 6 E[φ(θ)1F ]. (16)
Remark 4.2 – Note that in this definition, no condition is required at a totally inaccessible
stopping time (such as, for example, a jump of a Poisson process). Indeed, suppose that θ is
a totally inaccessible stopping time. Then, if (θn)n∈N is a non decreasing sequence of stopping
times converging to θ, it is necessarily a.s. constant equal to θ from a certain rank. Using the
integrability conditions and Fatou’s lemma, we get
lim sup
n→∞
E[φ(θn)1F ] 6 E[lim sup
n→∞
φ(θn)1F ] = E[φ(θ)1F ].
Hence, inequality (16) is always satisfied for any F ∈ Fθ− .
In the particular case of an optional process (φt), the strong left-USCE property of the family(
φθ, θ ∈ T
)
is thus weaker than the usual left-upper semicontinuity property of the process (φt).
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We provide the following regularity result.
Theorem 4.3 – Suppose the families J and J ′ are uniformly integrable. Suppose also that, for
each predictable stopping time τ ∈ T , on {τ < T},
{ξ(τ) = ζ(τ)} = ∅ a.s. (17)
and that ξ and ζ are left-limited along stopping times at T with {ξ(T−) = ζ(T−)} = ∅ a.s.
If ξ and −ζ are right-USCE and strong left-USCE, then the families J and J ′ are USCE
(that is right- and left-USCE).
This theorem together with Proposition 3.1 and the existence of optimal stopping time for
USCE (see Theorem A.7) provides the following general existence result.
Corollary 4.4 – (Saddle-point existence result) Suppose that the assumptions of the above
theorem hold. For each θ ∈ T , the stopping time
τ∗(θ) := ess inf{ τ ∈ Tθ , J(τ) = J ′(τ) + ξ(τ) a.s. }. (18)
is an optimal stopping time for J(θ) and
σ∗(θ) := ess inf{σ ∈ Tθ , J ′(σ) = J(σ)− ζ(σ) a.s. }. (19)
is an optimal stopping time for J ′(θ). Moreover, the pair (τ∗(θ), σ∗(θ)) is a θ-saddle point for
the criterion Iθ and
Y (θ) =
¯
V (θ) = V¯ (θ) = Iθ (τ∗(θ), σ∗(θ)) a.s..
Remark 4.5 – Let us consider the particular case where the families ξ = (ξ(τ), τ ∈ T ) and
ζ = (ζ(τ), τ ∈ T ) are defined via given predictable processes (ξ′t) and (ζ ′t) by ξ(τ) := ξ′τ and
ζ(τ) := ζ ′τ . Then, by classical results on processes (see Dellacherie and Meyer (1977)), condition
(17) is equivalent to the fact that P (ξ′t < ζ ′t, 0 < t < T ) = 1. Of course, this equivalence does
not hold if (ξ′t) and (ζ ′t) are only supposed to be optional.
Moreover, Theorem 4.3 still holds under slightly different assumptions (see Proposition C.1).
Note also that the assumptions of the above existence result are weaker than those made
by Alario-Nazaret, Lepeltier and Marchal in [1] (see section 2 p.30). Moreover, their proof of
the left-upper semicontinuity property of the processes (Jt) and (J ′t), where (Jt) and (J ′t) are
the processes which aggregate the families J and J ′, requires highly sophisticated results of the
General Theory of Processes as the so called Mertens decomposition of supermartingales and the
existence of a left-upper semicontinuous envelope process (
¯
Xt) for a given optional process (Xt)
(see Lemma 4-2 p.30 in [1]). On the contrary, the proof given below is only based on classical
properties of Probability Theory.
Before showing Theorem 4.3, we provide the following lemma.
Lemma 4.6 – Suppose that for each predictable stopping time τ ∈ T , on {τ < T},
{ξ(τ) = ζ(τ)} = ∅ a.s.
Then, for each θ ∈ T and for each non decreasing sequence of stopping times (θn)n∈N such that
θn ↑ θ, we have {
ξ(θ) = ζ(θ)
}
∩
{
θn < θ < T, for all n
}
= ∅ a.s.
Proof of Lemma 4.6. Let us introduce the set A :=
{
θn < θ < T, for all n
}
.
Let us first show that θ coincides on A with a predictable stopping time. Let
τn := (θn1{θn<θ} + T1{θn>θ}) ∧ (T −
1
n
),
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for each n. The sequence (τn)n∈N announces its limit τ everywhere on Ω. Hence, τ is predictable.
Also, τ = θ a.s. on A. Hence, we get
{ξ(θ) = ζ(θ)} ∩A = {ξ(τ) = ζ(τ)} ∩A ⊂ {ξ(τ) = ζ(τ)} = ∅ a.s. ,
which provides the desired result.
Proof of Theorem 4.3. Since J and J ′ are supermartingale families, one can easily prove that
they are right-USCE. It thus remains to prove the left-USCE property. Let θ be a given stopping
time and let (θn)n∈N be a non decreasing sequence of stopping times such that θn ↑ θ. Let us
show that lim supn→+∞E[J(θn)] 6 E[J(θ)].
Let us define A := {θn < θ, for all n }. Since for almost every ω ∈ Ac, the sequence
(θn(ω))n∈N is constant from a certain rank, it follows that the sequence (J(θn)(ω))n∈N is also
constant from a certain rank. Indeed, note first that Ac := ∪p ∩l>p {θl = θ}. Let p ∈ N.
By the admissibility property of J , for each n > p , J(θn) = J(θ) a.s. on ∩l>p{θl = θ}. Hence,
limn→∞ J(θn) = J(θ) a.s. on ∩l>p{θl = θ} and this holds for each p. Hence, limn→∞ J(θn) = J(θ)
a.s. on Ac.
Since (J(θn)) is uniformly integrable, we have limn→+∞E[J(θn)1Ac ] = E[J(θ)1Ac ]. It is
thus sufficient to show that
lim sup
n→+∞
E[J(θn)1A] 6 E[J(θ)1A].
Since (θn) announces θ on A, by the convergence theorem for nonnegative discrete supermartin-
gales, the sequence (J(θn))n∈N converges a.s. to a nonnegative random variable we denote by
J(θ−). Also, the random variable J(θ−)1A is Fθ−-measurable and, if (θ′n)n∈N is a non decreasing
sequence of stopping times such that θ′n ↑ θ, then limn→∞ J(θ′n) = limn→∞ J(θn) = J(θ−) a.s. on
A ∩A′, where A′ := {θ′n < θ, for all n }, as precised in Lemma A.9 in the Appendix.
Similarly, there exists a nonnegative random variable which we denote J ′(θ−) such that
limn→∞ J ′(θn) = J ′(θ−) a.s. This random J ′(θ−) satisfies similar properties as J(θ−).
Since (J(θn)) is uniformly integrable, we have limn→+∞E[J(θn)1A] = E[J(θ−)1A]. The
problem thus reduces to prove that
E[
(
J(θ)− J(θ−))1A] > 0. (20)
Let B := {E[J(θ) | Fθ− ] < J(θ−) } ∩ A. Since J is a supermartingale family, we have
E[J(θ) | Fθ− ] 6 J(θ−) a.s. on A. It follows that E[J(θ) | Fθ− ] = J(θ−) a.s. on A \ B. We
thus have
E
[(
J(θ)− J(θ−))1A] = E [(E[J(θ) | Fθ− ]− J(θ−))1A]
= E
[(
E[J(θ) | Fθ− ]− J(θ−)
)
1B
]
= E
[(
J(θ)− J(θ−))1B]
For each p and for each λ ∈]0, 1[ , let us define
τλ(θp) := ess inf{ τ ∈ Tθp , λJ(τ) 6 J ′(τ) + ξ(τ) a.s. }
By Lemma A.11, the sequence of stopping times (τλ(θp))p∈N announces θ on B.
Moreover, by Lemmas A.12 and A.9, and since J ′ is uniformly integrable,
E[J(θ−)1B] = sup
λ∈]0,1[
lim sup
p→∞
E[(J ′ + ξ)(τλ(θp))1B]
= E[J ′(θ−)1B] + sup
λ∈]0,1[
lim sup
p→∞
E[ξ(τλ(θp))1B]
6 E[J ′(θ−)1B] + E[ξ(θ)1B],
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where the last inequality follows from the inequality
lim sup
p→∞
E[ξ(τλ(θp))1B] = lim sup
p→∞
E[ξ(τλ(θp) ∧ θ)1B] 6 E[ξ(θ)1B],
due to the strong left-USCE property of ξ (see (16)). It follows that
E
[(
J(θ)− J(θ−))1B] > E [(J(θ)− J ′(θ−)− ξ(θ))1B] .
Let B′ := {E[J ′(θ) | Fθ− ] < J ′(θ−) } ∩A. Suppose now that we have shown that
B ∩B′ = ∅ a.s. (21)
This yields that B ⊂ (B′)c a.s. , which implies that
E
[
J ′(θ) | Fθ−
]
= J ′(θ−) a.s. on B.
Hence,
E
[(
J(θ)− J(θ−))1B] > E [(J(θ)− J ′(θ−)− ξ(θ))1B]
= E
[(
J(θ)− J ′(θ)− ξ(θ))1B] > 0 a.s. ,
since J(θ) > J ′(θ) + ξ(θ) a.s. Hence, J is left-USCE. By similar arguments, we have that J ′ is
also left-USCE.
It remains to prove (21). Let C := B ∩ B′ . By Lemma A.12, since ξ and −ζ are strong
left-USCE, we have
E[J(θ−)1C ] = E[J ′(θ−)1C ] + sup
λ∈]0,1[
lim sup
p→∞
E[ξ(τλ(θp))1C ]
6 E[J ′(θ−)1C ] + E[ξ(θ)1C∩{θ<T}] + E[ξ(T−)1C∩{θ=T}];
E[J ′(θ−)1C ] = E[J(θ−)1C ]− inf
λ∈]0,1[
lim inf
p→∞ E[ζ(σ
λ(θp))1C ]
6 E[J(θ−)1C ]− E[ζ(θ)1C∩{θ<T}]− E[ζ(T−)1C∩{θ=T}].
By adding the two above inequalities, we get
0 6 E[(ξ(θ)− ζ(θ))1C∩{θ<T}] + E[(ξ(T−)− ζ(T−))1C∩{θ=T}],
which, with the inequality ζ > ξ , leads to ξ(θ) = ζ(θ) a.s. on C ∩ {θ < T} and ξ(T−) = ζ(T−)
a.s. on C ∩ {θ = T}. Since ξ(T−) < ζ(T−) a.s. and since, by Lemma 4.6, {ξ(θ) = ζ(θ), θ <
T} ∩A = ∅ a.s. , it follows that P (C) = 0.
Remark 4.7 – Note that, by similar arguments as those used in the proof of Proposition 5.2
and since 0 6 J ′ 6 J + ξ− and 0 6 J 6 J ′ − ζ+, the following property holds: when ξ ∈ S−
and ζ ∈ S+ are integrable, the family J is uniformly integrable if and only if the family J ′ is
uniformly integrable. An additional property is provided in the next section.
5 Complementary results
5.1 About Mokobodski’s condition
Proposition 2.5 shows that condition J(0) < +∞ implies that Mokobodski’s condition holds.
Indeed J and J ′ are then two nonnegative a.s. finite supermartingales such that ξ ≤ J −J ′ ≤ ζ.
In the present section, we prove that these conditions are in fact equivalent.
We first show that the families J and J ′ can be characterized as follows.
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Proposition 5.1 – The families J and J ′ are minimal in the following sense: if H and H ′
are two nonnegative supermartingale families such that H > H ′ + ξ and H ′ > H − ζ, then we
have J 6 H and J ′ 6 H ′.
Proof. Let H and H ′ be two nonnegative supermartingale families such that H > H ′ + ξ and
H ′ > H − ζ. Let us first show that for each n ∈ N ,
Jn 6 H and J ′n 6 H ′. (22)
by induction. It clearly holds for J0 and J ′0. Let us suppose that, for some fixed n ∈ N,
inequalities (22) hold. Using the inequality H ′ + ξ 6 H, we thus derive that J ′n + ξ 6 H ′ + ξ
6 H . Since the operator R is non decreasing, we get Jn+1 = R(J ′n + ξ) 6 R(H). Now, since
H is a supermartingale, by the second assertion of Proposition A.2, we have R(H) = H, and
hence Jn+1 6 H. By similar arguments, we also have J ′n+1 6 H ′, which ensures that Property
(22) holds at rank n+ 1.
By letting n tend to +∞ in (22), we get that J 6 H and J ′ 6 H ′, which ends the proof.
This proposition, together with Proposition 2.5, yields the following equivalence property.
Proposition 5.2 – The condition J(0) < +∞ (or equivalently J ′(0) < +∞) is equivalent
to the Mokobodski’s condition, that is, there exist two nonnegative a.s. finite supermartingale
families H and H ′ such that
ξ 6 H −H ′ 6 ζ.
We also provide the following property, which completes Remark 4.7.
Proposition 5.3 – The following conditions are equivalent
• The family J is uniformly integrable.
• The family J ′ is uniformly integrable.
• The strong Mokobodski condition holds that is, there exist two nonnegative supermartin-
gale families H and H ′ uniformly integrable such that
ξ 6 H −H ′ 6 ζ.
Remark 5.4 – Let us note that a weak point of the Mokobodski condition, is that it is quite
difficult to check. Our approach is more constructive, since J and J ′ are always well defined as
the nondecreasing limits of nonnegative supermartingale families.
5.2 The right-continuous in expectation case
Let us now introduce the following definition.
Definition 5.5 – An admissible family (φ(θ), θ ∈ T ) is said to be right-continuous in expec-
tation along stopping times (right-CE) if for all θ ∈ T and for all sequences of stopping times
(θn)n∈N such that θn ↓ θ, E[φ(θ)] = limn→∞E[φ(θn)].
We first show that the limit of a non decreasing sequence of right-CE supermartingale families
is also a right-CE supermartingale family. More precisely, the following property holds.
Lemma 5.6 – Let (φn)n∈N be a non decreasing sequence of right-CE nonnegative supermartin-
gale families. The family φ defined for each θ ∈ T by φ(θ) = limn→∞ φn(θ) a.s. is then a
right-CE supermartingale family.
Note that in order to define φ(θ)(ω) for each ω, it suffices to set φ(θ)(ω) := lim supn→∞ φn(θ)(ω)
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Proof. By Lemma 2.4, we already know that the family φ is a supermartingale family. It remains
to show that it is right-CE. Let θ ∈ T and let (θp)p∈N be a sequence of stopping times such that
θp ↓ θ. By the monotone convergence theorem and the right-CE property of φn, we have
lim
p→∞ ↑ E[φ(θp)] = limp→∞ ↑ E[ limn→∞ ↑ φn(θp)]
= lim
p→∞ ↑ limn→∞ ↑ E[φn(θp)] = limn→∞ ↑ limp→∞ ↑ E[φn(θp)]
= lim
n→∞ ↑ E[ limp→∞ ↑ φn(θp)] = E[φ(θ)].
The proof is thus complete.
Remark 5.7 – Note also that, using the above lemma together with the well-known result of
aggregation of right-CE supermartingales (see Th. 3.13 in Karatzas and Shreve (1994)), one can
easily derive the analogous result for processes (see Th. 18 ch. VI in Dellacherie Meyer (1980)
and its quite technical proof).
Proposition 5.8 – Suppose that J(0) < +∞ and that the families ξ and −ζ are right-CE.
Then, the families J and J ′ are right-CE. Also, Y (= J − J ′) is the common value function of
the game problem and is right-CE.
Proof. Recall that by a classical result of optimal stopping theory (see Lemma 2.13 in El Karoui
(1981)), the value function associated with a right-CE reward family is right-CE. This ensures
that by induction, for each n, Jn and J ′n are right-CE. Since J = limn→∞ ↑ Jn and J ′ =
limn→∞ ↑ J ′n, by Lemma 5.6, J and J ′ are right-CE.
Moreover, by Theorem 3.6, since ξ and −ζ are right-CE and hence right-USCE, it follows that
Y = V = V that is, Y is the common value function of the game problem. Also, since Y = J−J ′,
it is right-CE.
5.3 Remarks about some works related to Dynkin Games
In [11], Lepeltier and Maingueneau do not suppose that Mokobodski’s condition holds. However,
the game is proven to have a value under the stronger regularity hypothese that (ξt) and (ζt) are
right-continuous. Note also that their approach does not provide a construction of the common
value function. Let us underline that this approach relies on very sophisticated results of the
General Theory of Processes and Optimal Stopping Theory, even stronger than in [1].
The Dynkin game problem and its links with reflected backward stochastic differential equa-
tions (RBSDEs) has also received much attention (see for example [4], [8] in the case of a
Brownian filtration). These authors suppose that ξ < ζ but do not suppose that Mokobodski’s
condition holds; they provide an existence result for the RBSDE, via a penalization method.
When the coefficient of the RBSDE is equal to zero, this result ensures that Mokobodski’s con-
dition holds.
In order to complete this brief review, note that in [13], Touzi and Vieille study a Dynkin
Game of a different nature, as the set of controls is larger than the set of stopping times. Indeed,
one can easily find some examples of games that are fair in their case, but which are not in the
case when the controls are given by stopping times.
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A Appendix
A.1 Some results on optimal stopping in the framework of admissible families
Let φ = (φ(θ), θ ∈ T ) be an admissible family called reward in S−, that is, satisfying the
following integrability condition:
E[ess sup
θ∈T
(φ(θ))−] < +∞. (23)
For θ ∈ T , the value function at time θ is given by
v(θ) = ess sup
τ∈Tθ
E[φ(τ) | Fθ].
This optimal stopping problem clearly reduces to the case of a nonnegative reward, which
has been studied by Kobylanski and Quenez (2011) in the framework of families of random
variables.
More precisely, define X(θ) := E[ess supτ∈T (φ(τ))− | Fθ] and φ¯(θ) := φ(θ)+X(θ). Note that
X = (X(θ), θ ∈ T ) is a martingale family. The new reward family φ¯ is nonnegative and the
associated new value function v¯ satisfies v¯(θ) = v(θ) +X(θ) a.s. The optimal stopping problem
associated with the reward φ¯ can be thus solved by translation.
Proposition A.1 – Let φ ∈ S−. The value function family v associated to φ is equal to the
Snell envelope of φ, that is v = R(φ).
The following proposition gives some useful properties of the Snell envelope operator.
Proposition A.2 – The Snell envelope operator R is non decreasing on S−.
For each X ∈ S− , R(X) ≥ X, and equality holds if and only if X is a supermartingale family.
If the family X is uniformly integrable, then R(X) is uniformly integrable.
The following property, known as the optimality criterion holds true.
Proposition A.3 – Let θ ∈ T and let τˆ ∈ Tθ be such that E[φ(τˆ)] <∞.
The stopping time τˆ is θ-optimal, that is, v(θ) = E[φ(τˆ) | Fθ] a.s. , if and only if
v(τˆ) = φ(τˆ) a.s. and (v(τ), τ ∈ T[θ,τˆ ]) is a martingale family.
The existence of ε-stopping time is provided under a right regularity condition. Let us
introduce, for each θ ∈ T and λ ∈ ]0, 1[, the stopping time τλ(θ) defined by
τλ(θ) := ess inf{ τ ∈ Tθ , λv(τ) 6 φ(τ) a.s. } (24)
Note that, by definition, τλ(θ) is non decreasing with respect to λ. Moreover, it is also non
decreasing with respect to θ, that is, for all θ, θ′ ∈ T , we have τλ(θ) > τλ(θ′) a.s. on {θ > θ′}.
Theorem A.4 – Suppose the reward family φ is right-USCE, v is non negative and v(0) <∞.
For each θ ∈ T and λ ∈ ]0, 1[, the stopping time τλ(θ) satisfies
λv(τλ(θ)) 6 φ(τλ(θ)) a.s. (25)
Also,
(
v(τ), τ ∈ T[θ,τλ(θ)]
)
is a martingale family.
In particular, τλ(θ) is (1− λ)-optimal for v(θ), that is, λv(θ) 6 E[φ
(
τλ(θ)
)
| Fθ] a.s.
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Proof. Let us introduce the strict value function at time θ associated with φ, defined by
v+(θ) := ess sup
τ∈Tθ+
E[φ(τ) | Fθ] . (26)
where Tθ+ is the class of stopping times τ ∈ T0 with τ > θ a.s. on {θ < T} and τ = T a.s.
on {θ = T}. Also, we denote by v¯+(θ) the strict value function at time θ associated with φ¯.
First, by Proposition 1.9 in [10], we have v¯ = v¯+ ∨ φ¯. Also, v¯+ = v+ + X and v = v+ ∨ φ.
By Proposition 1.12 in [10], v¯+ is right-CE. Now, X is clearly right-CE since it is a martingale
family. Hence, as v+ = v¯+ −X, it follows that v+ is right-CE. These properties, together with
the same arguments as those used in the proof of Lemma 2.5 in [10], lead to inequality (25).
Moreover, since v > 0, the same proof as that of Lemma 2.7 in [10] shows that
v(θ) = E[v(τλ(θ)) | Fθ] a.s.,
which ensures the second assertion of the theorem. The last assertion follows from the two
previous ones, by taking the conditional expectation given Fθ in inequality (25).
Remark A.5 – When v is not necessarily non negative, the above theorem does not hold.
However, by Theorem 2.1 in [10] applied to the non negative reward family φ¯ = φ+X and its
associated value function v¯ = v +X, the stopping time τ¯λ(θ) defined, for each λ ∈]0, 1[, by
τ¯λ(θ) := ess inf{ τ ∈ Tθ , λv¯(τ) 6 φ¯(τ) a.s. } (27)
satisfies the inequality λv¯(τ¯λ(θ)) 6 φ¯(τ¯λ(θ)) a.s. Also, the inequality λv¯(θ) 6 E[φ¯
(
τ¯λ(θ)
)
| Fθ]
holds a.s. , which yields that λv(θ) 6 E[φ
(
τ¯λ(θ)
)
| Fθ] + (1 − λ)X(θ) a.s. The stopping times
τ¯λ(θ), λ ∈]0, 1[, can thus be also interpreted as -stopping times, but they appear less tracktable
than the stopping times τλ(θ), λ ∈]0, 1[.
Remark A.6 – The above theorem can be applied, in the Dynkin game problem, to the value
functions J and J ′ because they are non negative.
The existence of θ-optimal stopping times is proven under additional left regularity. More
precisely
Theorem A.7 – If the reward φ is USCE (that is right- and left-USCE) and v = R(φ) satisfies
v(0) <∞, then, for each θ ∈ T , the stopping time τ∗(θ) defined by
τ∗(θ) := ess inf{τ ∈ Tθ , v(τ) = φ(τ) a.s. } (28)
is the minimal optimal stopping time for v(θ).
Proof. By the same arguments as those used in the proof of Theorem 2.9 in [10], applied here to
the optimal stopping problem associated to reward φ¯, and since τ∗(θ) = ess inf{τ ∈ Tθ , v¯(τ) =
φ¯(τ) a.s. }, we derive that τ∗(θ) is θ-optimal for v¯(θ), and hence for v(θ).
Remark A.8 – We also have τ∗(θ) = limλ↑1 ↑ τ¯λ(θ) a.s. , where τ¯λ(θ) is defined by (27). If
v > 0, then τ∗(θ) = limλ↑1 ↑ τλ(θ) a.s. where τλ(θ) is defined by (24).
At last, recall some regularity results of supermartingale families, which are used in the proof
of Theorem 4.3. First, one can easily show that a supermartingale family is right-USCE.
Let now θ in T . Recall that a non decreasing sequence of stopping times (θn)n∈N such that
for each n , θn 6 θ a.s. , is said to announce θ on A ⊂ Ω if
θn ↑ θ a.s. on A and θn < θ a.s. on A.
The following lemma, which is used in the proof of Theorem 4.3, holds.
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Lemma A.9 – Let
(
u(θ), θ ∈ T ) be a supermartingale family in S−.
Let θ in T . Suppose that θ is accessible on a subset A of Ω.
There exists an Fθ−-measurable random variable u(θ−), unique on A (up to the equality a.s. ),
such that, for any non decreasing sequence (θn)n∈N announcing θ on A, one has
u(θ−) = lim
n→∞u(θn) a.s. on A.
If u(0) < +∞, then u(θ−)1A is integrable.
Proof. This lemma corresponds to Lemma 4.8 in Kobylanski and Quenez (2011). For the conve-
nience of the reader, we give the sketch of the proof. Without loss of generality, we can suppose
that u is nonnegative. Let (θn)n∈N be a non decreasing sequence announcing θ on A. It is clear
that (u(θn))n∈N is a discrete nonnegative supermartingale relatively to the filtration (Fθn)n∈N.
By the well-known convergence theorem for discrete supermartingales, there exists a random
variable Z such that (u(θn))n∈N converges a.s. to Z. If u(0) < +∞, then Z1A is integrable. We
then set u(θ−) := Z. It remains to show that this limit u(θ−), restricted to A, does not depend
on the sequence (θn)n∈N. For this proof, one is refered to Kobylanski and Quenez (2011).
We now complete the properties of u(θ−). Let θ in T . Let us precisely define A(θ), the
union of the sets on which θ is accessible, called the set of accessibility of θ (see [6]).
More precisely, for each non decreasing sequence of stopping times (θn)n∈N, also denoted by
(θn), we set A[(θn)] := {θn ↑ θ and θn < θ for all n }. Let Aθ be the set of sequences (θn)n∈N
such that A[(θn)] is non empty. If Aθ is empty, we set A(θ) := ∅. Otherwise, we introduce the
following random variable
X := ess sup
(θn)∈Aθ
1A[(θn)].
By classical results on the essential supremum (see Proposition VI.1.1 p121 in [12] ), there exists
a sequence of elements of Aθ, denoted by {(θkn)n∈N , k ∈ N}, such that X = supk∈N 1A[(θkn)] a.s.
The set A(θ) can then be clearly defined by A(θ) := ∪k∈NA[(θkn)] and belongs to Fθ− . This
together with the above lemma leads to the following result, which corresponds to Theorem 4.3
in [10].
Theorem A.10 – A supermartingale system (u(θ), θ ∈ T ) in S− is left-limited along stopping
times at each stopping time θ ∈ T0+, that is, there exists an Fθ−-measurable random variable
u(θ−) such that, for any non decreasing sequence of stopping times (θn)n∈N,
φ(θ−) = lim
n→∞φ(θn) a.s. on A[(θn)].
If u(0) < +∞, then u(θ−)1A(θ) is integrable.
A.2 Two useful lemmas
We now provide two lemmas which are used in the proof of Theorem 4.3.
Let φ = (φ(θ), θ ∈ T ) be a right-USCE in S−, set v = R(φ), and suppose v(0) <∞.
Let θ ∈ T and let (θp)p∈N in T such that θp ↑ θ.
Suppose that the event A := {θp < θ, for all p } is non empty and define the event B by
B := {E[v(θ) | Fθ− ] < v(θ−)} ∩A. Now, the following lemma holds.
Lemma A.11 – The sequence of stopping times (τλ(θp))p∈N announces θ on B.
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Proof. This argument is detailed inside the proof of Theorem 4.16 in [10]. For the reader’s
comfort we provide it in full extension. Let us first show that for each p and for each λ ∈]0, 1[,
τλ(θp) < θ a.s. on B, or equivalently that B ∩ {τλ(θp) > θ} = ∅ a.s.
Note first that {τλ(θp) > θ} = ∩q{τλ(θp) > θq}. Hence, {τλ(θp) > θ} ∈ Fθ− ∩ ∨nFθn .
Now, since
(
v(τ), τ ∈ T[θp,τλ(θp)]
)
is a martingale family, it follows that for each q > p ,
E[v(τλ(θp)) | Fθq ] = v(θq) a.s. on {τλ(θp) > θq} and hence on {τλ(θp) > θ}. Therefore, by
letting q tend to ∞,
E[v(τλ(θp)) | ∨n Fθn ] = v(θ−) a.s. on {τλ(θp) > θ} ∩A.
Now, as (θp) announces θ on A, by a classical measurability property (see Lemma A1 in [10]),
we have
E[v(τλ(θp)) | ∨n Fθn ] = E[v(τλ(θp)) | Fθ− ] a.s. on A.
It follows that, on the one hand,
E[v(τλ(θp)) | Fθ− ] = v(θ−) a.s. on {τλ(θp) > θ} ∩A. (29)
On the other hand, since
(
v(τ), τ ∈ T[θp,τλ(θp)]
)
is a martingale, we have E[v(τλ(θp)) | Fθ] = v(θ)
a.s. on {τλ(θp) > θ}. By taking the condidional expectation with respect to Fθ− , we derive that
E[v(τλ(θp)) | Fθ− ] = E[v(θ) | Fθ− ] < v(θ−) a.s. on B ∩ {τλ(θp) > θ},
which, with equality (29), yields that B ∩ {τλ(θp) > θ} = ∅ a.s.
It follows that for each p, θp 6 τλ(θp) < θ a.s. on B. Hence, τλ(θp) ↑ θ a.s. on B as p tends
to +∞. In other words, the sequence (τλ(θp))p∈N announces θ on B.
Lemma A.12 – If the family φ is uniformly integrable, we have
E[v(θ−)1B] = sup
λ∈]0,1[
lim sup
p→∞
E[φ(τλ(θp))1B].
Also, for each D ∈ Fθ− , this equality holds with B replaced by B ∩D.
Proof. Let λ ∈]0, 1[ and let p ∈ N. By (25), we have λv(τλ(θp)) 6 φ(τλ(θp)) a.s. It follows that
λE[v(τλ(θp))1B] 6 E[φ(τλ(θp))1B].
By letting p tend to +∞, we derive that
λ lim sup
p→∞
E[v(τλ(θp))1B] 6 lim sup
p→∞
E[φ(τλ(θp))1B].
Now, by the above lemma, the sequence (τλ(θp))p∈N announces θ on B. Hence, by Lemma A.9,
it follows that limp→∞ v(τλ(θp)) = v(θ−) a.s. on B. Using Fatou’s lemma, we get
E[v(θ−)1B] 6 lim inf
p→∞ E[v(τ
λ(θp))1B] 6 lim sup
p→∞
E[v(τλ(θp))1B].
The two above inequalities yield that
λE[v(θ−)1B] 6 lim sup
p→∞
E[φ(τλ(θp))1B],
and this holds for each λ ∈]0, 1[. Hence, by taking the supremum over λ ∈]0, 1[, we get
E[v(θ−)1B] 6 sup
λ∈]0,1[
lim sup
p→∞
E[φ(τλ(θp))1B].
The same arguments show that for each D ∈ Fθ− , this inequality holds with B replaced by
B ∩D.
At last, by using the inequality v > φ and the fact that v is uniformly integrable, we derive that
the inequality is an equality.
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B Case of payoffs given by processes
In this section, by using the results provided in this paper, we derive the corresponding results
in the case of processes. We underline that if a progressive process (φt) gives naturally way to an
admissible family (φθ, θ ∈ T ), the converse is not always possible. Indeed for a given admissible
family (φ(θ), θ ∈ T ), there does not always exist a progressive process (φt) which aggregates
(φ(θ), θ ∈ T ), that is, such that φθ = φ(θ) a.s. for all θ ∈ T . The main point is thus to prove
the existence of progressive processes (Jt) and (J ′t) that aggregate the families (J(θ), θ ∈ T ) and
(J ′(θ), θ ∈ T ).
Let (ξt) and (ζt) be progressive processes such that ξT = ζT = 0 and such that
E
[
ess sup
t∈[0,T ]
ξ−t
]
< +∞ and E
[
ess sup
t∈[0,T ]
ζ+t
]
< +∞.
As above, we can define the families (Jn(θ), θ ∈ T ) and (J ′n(θ), θ ∈ T ) as well as (J(θ), θ ∈ T )
and (J ′(θ), θ ∈ T ), associated to the admissible families (ξθ, θ ∈ T ) and (ζθ, θ ∈ T ). Suppose
now that J(0) < +∞. Using Proposition B.1. in [10], one can show by induction that, for each
n, there exist supermartingale processes (Jn,t) and (J ′n,t) such that, for all θ ∈ T , Jn,θ = Jn(θ)
and J ′n,θ = J ′n(θ) a.s. We can then define the processes (Jt) and (J ′t) by Jt := limn→∞ ↑ Jn,t and
J ′t := limn→∞ ↑ J ′n,t. Clearly, for each θ ∈ T , Jθ = limn→∞ ↑ Jn,θ = limn→∞ ↑ Jn(θ) = J(θ)
a.s., and similarly J ′θ = J ′(θ) a.s. We thus have proven the following result.
Proposition B.1 – Suppose that J(0) < +∞. There exists two nonnegative supermartingale
processes (Jt) and (J ′t) such that for all θ ∈ T , Jθ = J(θ) and J ′θ = J ′(θ) a.s. Moreover,
Jθ = ess sup
τ∈Tθ
E
[
J ′τ + ξτ | Fθ
]
a.s. and J ′θ = ess sup
σ∈Tθ
E [Jσ − ζσ | Fθ] a.s. (30)
This property together with Theorem 3.6 gives the following result.
Theorem B.2 – Suppose that J0 < +∞ and that the processes (ξθ, θ ∈ T ) and (−ζθ, θ ∈ T )
are right-USCE. Then, the game is fair and the common value function process is equal to
Yt := Jt − J ′t.
Remark B.3 – Note that if a process (φt) is right-upper semicontinuous (that is, for almost
every ω, the function t 7→ φt(ω) is right-upper semicontinuous), then (φθ, θ ∈ T ) is right-USC
(along stopping times). If, moreover, the process (φt) is of class D (or equivalently the family
(φτ , τ ∈ T ) is uniformly integrable), then (φθ, θ ∈ T ) is right-USCE.
Recall that a progressive process (φt) is said to be of class D if the associated family of
random variables (φθ, θ ∈ T ) is uniformly integrable. The following existence result holds.
Theorem B.4 – Suppose that (Jt) and (J ′t) are of class D and that the families (ξθ, θ ∈ T )
and (−ζθ, θ ∈ T ) are right-USCE and strong left-USCE. Suppose also that for each predictable
stopping time τ ∈ T , we have {ξτ = ζτ} = ∅ a.s. on {τ < T} and that (ξt) and (ζt) are
left-limited at T , with {ξT− = ζT−} = ∅ a.s. Then, the game is fair and, for each θ ∈ T , the
pair of stopping times (τ∗(θ), σ∗(θ)), defined by (18) and (19), satisfies
τ∗(θ) = inf{ t ≥ θ , Jt = J ′t + ξt } and σ∗(θ) = inf{ t ≥ θ , J ′t = Jt − ζt } (31)
and is a θ-saddle point for the criterion Iθ. In particular ¯
Vθ = V¯θ = Iθ (τ∗(θ), σ∗(θ)) a.s.
Proof. Equalities (31) follow from Propositions B.5 and B.6 in [10]. The result clearly follows
from Corollary 4.4.
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Remark B.5 – The result still holds if instead of the assumption : (ξt) and (ζt) are left-limited
at T , with {ξT− = ζT−} = ∅ a.s. , we only suppose that {lim supt→T− ξt = lim inft→T− ζt} = ∅
a.s. Note that if a process (φt) is upper semicontinuous and of class D, then (φθ, θ ∈ T ) is
right-USCE and strong left-USCE.
We stress on that Theorem B.4 follows from Corollary 4.4, whose proof requires no sophis-
ticated mathematical tools, contrary to that given in the previous literature (cf. [1] Theorem
4-3 p.31). Actually, the only result of the General Theory of Processes used above is that each
right-CE supermartingale family can be aggregated by an RCLL supermartingale process.
Note that equalities (30) can be expressed in terms of processes, by using Rˆ, the Snell
envelope operator acting on progressive processes, often used in the literature on Dynkin games
problems. We recall below the definition of Rˆ, which is not as simple as that of R, the Snell
envelope operator acting on admissible families. It requires to introduce some supermartingale
families, and then to aggregate them so that the operator Rˆ acts on processes.
First, a progressive process (φt) is said to be a strong supermartingale if the associated family
(φθ, θ ∈ T ) is a supermartingale family.
For each progressive process (φt), the smallest strong supermartingale process greater or
equal to (φt), when it exists, is called the Snell envelope process of (φt) and is denoted by
Rˆ[(φt)]. By using Proposition A.1, one can show that, for each progressive process (φt) satisfying
E
[
ess supt∈[0,T ] φ−t
]
< +∞ and supθ∈T E[φθ] < ∞, the associated value function process (vt)
aggregating the family (v(θ), θ ∈ T ) (defined as in Proposition B.1. in [10]), is equal to the
Snell envelope process of (φt), that is, (vt) = Rˆ[(φt)]. Equalities (30) thus lead to the equalities
(Jt) = Rˆ[(J ′t + ξt)] and (J ′t) = Rˆ[(Jt− ζt)], which are well-known in the literature on the Dynkin
game problem.
The above points underline again the relevance of the framework of admissible families to
study the Dynkin game problem.
C Complementary result
Proposition C.1 – Suppose the families J and J ′ are uniformly integrable. Suppose also that
the families ξ and ζ are left-limited along stopping times with {ξ(τ−) = ζ(τ−)} = ∅ a.s. , for each
predictable stopping time τ ∈ T . If ξ and −ζ are right-USCE and strong left-USCE, then the
families J and J ′ are USCE and consequently, for each θ ∈ T , the pair (τ∗(θ), σ∗(θ)), defined
by (18) and (19), is a θ-saddle point .
Proof. The proof is the same as that of Theorem 4.3 except the proof of equality (21) for a given
stopping time θ ∈ T , which is slightly different. This equality actually follows from the same
arguments as those used at the end of Theorem 4.3 on C ∩ {θ = T}.
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