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A 1D totally asymmetric exclusion process consisting of classical particles with next-nearest-
neighbor interactions has been considered on a discrete lattice with a ring geometry. Using large
deviation techniques, we have investigated fluctuations of particle current in the system. In the two-
particle sector, we have obtained the large deviation function of the particle current. In this sector,
we have also found the effective potential that the particles experience when an atypical particle
current is generated. Numerical results in the three-particle sector have also been presented.
PACS numbers: 05.40.-a, 02.50.Ey, 82.20.-w
I. INTRODUCTION
In mathematical modeling of traffic flow one often
considers a system of particles which move along a
one-dimensional discrete lattice under certain dynamical
rules [1]. If the average speed of all cars are assumed to
be the same, the simplest model is the asymmetric simple
exclusion process (ASEP) [2, 3]; however, a more detailed
modeling is required to investigate the effects of different
speeds which is more realistic in the traffic flows [4–8].
One of the most related models to the traffic flow,
which was investigated by Katz et al. [9] in 1984, is a
stochastic lattice gas model under the influence of a uni-
form external biasing field. The model is defined as fol-
lows
0100 −→ 0010 with rate 1 + δ
1100 −→ 1010 with rate 1 + 
0101 −→ 0011 with rate 1− 
1101 −→ 1011 with rate 1− δ
in which 1 (0) stands for an occupied (vacant) lattice
site. This model will be simplified to a toy model for the
traffic flow if one considers δ = . This simplified model
can show the slowing down of a car when encountering
another car in a short distance. The dynamical rules are
given by
100 −→ 010 with rate r
101 −→ 011 with rate q . (1)
The model has been studied in [10] where the authors
have found the stationary probability of the system
for both open and periodic boundary conditions. The
stationary current-density relation of this model under
periodic boundary conditions has also been obtained
in [10, 11]. In the repulsive case q < r the current-
density relation becomes asymmetric which is more re-
alistic according to the traffic data. This corresponds to
anti-ferromagnetism. In the symmetric case q = r the
∗ Corresponding author: farhad@ipm.ir
totally ASEP is recovered and the current-density shows
a symmetric relation. For q > r a traffic interpretation
can not be obtained and the model can be assumed to
describe the attractive short-range interaction between
hard-core particles that are driven by an external field.
Recently, much attention has been focused on the
study of fluctuations of dynamical observables in stochas-
tic processes with conditioned dynamics [12–16]. From
one hand, it is of quite interest to find the spatio-
temporal patterns that generate an atypical value of the
dynamical observable over a long period of time and for
which effective hopping rates, arising from some extrin-
sic applied force, would generate such a state as a typical
stationary state. On the other hand, the occurrence of
dynamical phase transitions in classical systems has at-
tracted much attention [17–31].
In [32] the authors have shown that in the ASEP on
a ring, conditioned on carrying a large flux, the parti-
cle experiences an effective long-range potential which
has a simple form similar to the effective potential be-
tween the eigenvalues of the circular unitary ensemble in
random matrices. A variety of studies on finding such
unconditional effective dynamics which turns an atypi-
cal value of a given dynamical observable into a typical
value in the stationary state, have been performed rang-
ing from driven-diffusive models of classical particles to
the stochastic models of gene expression [33–36].
In this paper, we consider the process defined by (1)
and study the fluctuations of the particle current. We
would like to understand how the particle system or-
ganizes itself microscopically when it generates atypical
currents. In other words, we are interested in effective in-
teractions between particles when a rare particle current
is observed. Most of our analytical results are done in
a two-particle sector. For a system with more than two
particles we have done numerical calculations. Our cal-
culations show that the model undergoes second-order
dynamical phase transitions. While the model in the
stationary-state does not show long-range correlation,
the particles interact through a long-rang effective po-
tential when an atypical current is produced. At q = r
this model becomes identical to the totally ASEP where
the particles move only in preferred direction and our re-
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2sults converge to those obtained in [32] in the limit of
high flux of particles.
This paper is organized as follows: In section II we
start with the stochastic generator of the process and
then explain how the stochastic generator of the effective
Markov process can be obtained by solving the largest
eigenvalue problem of a tilted generator. In section III
we diagonalize the modified generator in a two-particle
sector. We will also discuss those cases where the exact
analytical results can be obtained. The effective potential
between the two particles in the limit of high particle
current will be discussed in section IV. In section V we
will briefly discuss the three-particle sector. Concluding
remarks are brought in section VI.
II. EFFECTIVE STOCHASTIC GENERATOR
OF A MARKOV PROCESS
Recent developments in non-equilibrium statistical me-
chanics using large deviation theory provide a frame-
work for studying rare events [37, 38]. In particular,
considerable interest has focused on deriving uncondi-
tional Markov processes, known as effective processes,
whose statistics reproduce the fluctuations of the original
Markov process conditioned on the occurrence of a rare
event. In this paper we would like to study the fluctua-
tions of the particle current, as a dynamical observable,
in the system defined by the dynamical rules in (1). By
applying external forces to the original process one can
enhance the probability of observing an atypical particle
current in the system. However, we are not interested in
arbitrary forces that would make rare fluctuations of our
physical observable typical. Instead we are looking for
those very specific forces that retain the spatio-temporal
patterns of the original unforced process that generates
these rare fluctuations by its own intrinsic random dy-
namics.
It has been shown that an unconditional effective gen-
erator with the above mentioned properties, can be con-
structed as follows: Let us start with the time evolution
of the probability vector of our Markov process. This is
given by a Master equation which can be written, using
the quantum Hamiltonian formalism, as [11]
d
dt
|P (t)〉 = H|P (t)〉
in which the stochastic generator H for the process de-
fined by (1) on a lattice of length L with periodic bound-
ary conditions is given by
H = H1 +H2 −H0 . (2)
H1 = r
∑
k s
−
k s
+
k+1vk+2 and H2 = q
∑
k s
−
k s
+
k+1nk+2
correspond to the diffusion of particles and H0 =∑
k r(nkvk+1vk+2) + q(nkvk+1nk+2) gives the diagonal
part of the stochastic generator H. Here nk is the par-
ticle number operator and that vk = 1− nk. s+k and s−k
correspond to creation and annihilation of particles re-
spectively and are the SU(2) spin-1/2 ladder operators
acting on the lattice site k. These operators have the
following properties
〈s|s+k = 〈s|vk and 〈s|s−k = 〈s|nk (3)
where 〈s| is defined as 〈s| ≡ (1 1) .
It turns out that the effective stochastic generator
Heff(s) which generates an atypical value of particle cur-
rent in its steady-state is given by [13]
Heff(s) = UH(s)U−1 − Λ∗(s) (4)
in which Λ∗(s) is the largest eigenvalue of an associated
tilted generator H(s). Since there is no backward jump,
the increment of the particle current is +1 for every par-
ticle jump, hence the non-conservative tilted generator
H(s) is given by
H(s) = es(H1 +H2)−H0 . (5)
with 〈Λ˜∗(s)|H(s) = Λ∗(s)〈Λ˜∗(s)| and H(s)|Λ∗(s)〉 =
Λ∗(s)|Λ∗(s)〉. U in (4) is a diagonal matrix and its
diagonal matrix elements are equal to the elements of
〈Λ˜∗(s)|. Assuming that the particle current distribu-
tion has asymptotically a large deviation form as e−tI(j),
where t is the observation time and j is the time-averaged
current, the rate function I(j) is related to Λ∗(s) through
a Legendre-Fenchel transform defined as [37]
I(j) = sup
s∈R
{sj − Λ∗(s)} . (6)
The intensive filed s connects the average particle current
j to Λ∗(s) through
j =
d
ds
Λ∗(s) . (7)
j is a monotonically increasing function of s and it co-
incides at the point s = 0 with the stationary current
of the process. On the other hand, a positive (negative)
value of s corresponds to an atypical current enhanced
(reduced) with respect to the typical stationary current.
In the following section we will discuss the effective dy-
namics of the process (1) in a two-particle sector where
only two particles exist on the lattice. In this regard, we
need to diagonalize its corresponding modified genera-
tor (5). This can be achieved using the coordinate Bethe
ansatz.
III. TWO-PARTICLE SECTOR
As we have explained before, in order to find the effec-
tive dynamics of the process, including the effective po-
tential between the particles, one needs to find the largest
eigenvalue and the corresponding left eigenvector of the
modified generator (5). It turns out that the eigenvalue
3problem 〈Λ˜(s)|H(s) = Λ(s)〈Λ˜(s)| can be solved in the
two-particle sector using the standard coordinate Bethe
ansatz [11, 39, 40]. However, because of the translational
symmetry, everything depends on the distance of the par-
ticles l (l = 1 means that the particles are at two consec-
utive lattice sites and so on.). Without losing generality,
L is assumed to be an even number in this section. In
terms of the distance between the particles the elements
of the left eigenvector Xl satisfy the following recursion
relations
X2 = AX1 ,
X3 = BX1 ,
Xl = CXl−1 −Xl−2 for L ≥ 8 and l = 4, ..., L
2
, (8)
XL
2 −l = XL2 +l for l = 1, ...,
L
2
− 1
in which
A =
Λ(s) + r
res
,
B = −q
r
+A
q
res
+A2, (9)
C = A+ e−s.
X1 in (8) is a free parameter and has to be obtained
from normalization. Being in the two-particle sector, we
assume
Xl = z
l +Dz−l for l = 2, . . . , L/2 (10)
and we find the corresponding eigenvalue as
Λ(s) = res(z + z−1)− 2r, (11)
where z satisfies
zL−4 = − Az −B
Az−1 −B (12)
= − (z + z
−1 − e−s)(e−s(1− qr )− z−1) + qr
(z + z−1 − e−s)(e−s(1− qr )− z) + qr
.
Furthermore, we find the Bethe amplitude D = zL;
therefore, Xl takes the following form
Xl = z
l + zL−l . (13)
One, in principle, should solve (12) and find the z∗ which
maximizes (11). From there the left eigenvector associ-
ated with the largest eigenvalue can be obtained using (8)
and (13).
We have found that in the large systems size limit the
largest eigenvalue of the modified generator is given by
three different expressions depending on α ≡ q/r. The
second order derivative of the largest eigenvalue with re-
spect to s changes discontinuously at the boundaries of
these three phases. In FIG. (1) we have plotted the phase
diagram of the model in s−α plane. Different phases are
shown as areas with different shades of gray. The bound-
aries of different phases are determined by two lines s = 0
and s = ln(α−1)/(α−2). In what follows we will discuss
these phases by considering two different cases.
Phase I
Phase II Phase III
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FIG. 1. Phase diagram of the model in the s− α plane. The
thick lines are s = 0 and s = ln(α− 1)/(α− 2).
1. The case 0 ≤ α < 2
We have found that in the large system size limit the
largest eigenvalue is given by
r(e2s − 1) with z∗ = es for s ≤ 0 ,
2r(es − 1) with z∗ = e ipiL for s ≥ 0
. (14)
In FIG. 2 we have plotted Λ∗(s) and its first and second
derivatives as a function of s. These regions are denoted
by Phase I and Phase II. As can be seen while both the
largest eigenvalue and its first derivative at s = 0 are con-
tinuous, its second derivative with respect to s changes
discontinuously at that point. This is a sign for a second-
order dynamical phase transition at s = 0.
Using (6) one can easily calculate the large deviation
function for the particle current in this case. Straightfor-
ward calculations give I(j) as
 r −
j
2 +
j
2 ln(
j
2r ) for 0 ≤ j ≤ 2r ,
2r − j + j ln( j2r ) for j ≥ 2r
.
2. The case α ≥ 2
In this case we have found, in the large system size
limit, that the largest eigenvalue of the modified genera-
tor (5) has the following behavior
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FIG. 2. Plot of (14) (left) and its first and second derivatives as a function of s for q = 1.5 and r = 1. Note that for s ≥ 0 both
the first and the second derivatives lie on each other. Plot of (15) (right) and its first and second derivatives as a function of s
for q = 3.3 and r = 1. Note that for 0 ≤ s ≤ ln(α−1
α−2 ) both the first and the second derivatives lie on each other.

r(e2s − 1) with z∗ = es for s ≤ 0 ,
2r(es − 1) with z∗ = e ipiL for 0 ≤ s ≤ ln(α−1α−2 ) ,
r
2 (−2− α+ α
√
α−1+4e2s
α−1 ) with z
∗ = 12e
s(1 +
√
α−1+4e2s
α−1 ) for s ≥ ln(α−1α−2 )
. (15)
In FIG. 2 we have plotted Λ∗(s) and its first and sec-
ond derivative with respect to s in this case. The above
regions are denoted by Phase I, Phase II and Phase III
respectively. As in the previous case, one can see that
while both the largest eigenvalue and its first derivative
at s = 0 and s = ln(α − 1)/(α − 2) is continuous, its
second derivative with respect to s changes discontinu-
ously at these points. Having z∗ for each case, one can
calculate the left eigenvector of the modified generator
corresponding to its largest eigenvalue.
Similar to the previous case, the large deviation func-
tion for the particle current can be calculated exactly and
the result is given by

r − j2 + j2 ln( j2r ) for 0 ≤ j ≤ 2r ,
2r − j + j ln( j2r ) for 2r ≤ j ≤ 2r(α−1α−2 ) ,
1
2 (2 + α− j −
√
α2 + j2 + j ln
j(α−1)(j+
√
α2+j2)
2α2 ) for j ≥ 2r(α−1α−2 )
.
Using the largest eigenvalue of the modified generator
besides its corresponding left eigenvector in each phase,
one can calculate the effective generator (4) whose matrix
elements are the effective rates associated with a given s.
As we will see in the next section, the effective interaction
is long-range.
IV. LARGE-s LIMIT
In what follows we discuss some interesting limiting
cases. Let us consider the limit of very large s, corre-
sponding to high particle current, for different values of
q and r. At α = 1 we have
z∗ = e
ipi
L (16)
and the elements of the left eigenvector (13) become
Xl = sin(
lpi
L
) . (17)
This result coincides with the one that has already been
obtained in [32]. For α ≥ 2 we find
z∗ =
1√
α− 1 (18)
5hence, at α = 2 we find z∗ = 1 and subsequently one
finds from (13)
Xl = 2X1 . (19)
In this limit for arbitrary α the equation (12) becomes
zL−4 = −1 + z
−2 − α
1 + z2 − α (20)
and the recursion relations for Xl’s (8) simplify to
X2 = (z + z
−1)X1,
X3 = (z
2 + z−2 − (α− 2))X1, (21)
Xl = −Xl−2 + X2
X1
Xl−1 for L ≥ 8 and l = 4, ..., L
2
XL
2 −l = XL2 +l for l = 1, ...,
L
2
− 1 .
The general solution for the above equations which is
valid for 2 ≤ l ≤ L/2 is given by
Xl =
(
zl−1 + z−l+1 (22)
+ (α− 2)
d l+22 e∑
i=3
(−1)i
(
l − i
i− 3
)
(z + z−1)l−2i+3
)
X1 .
In FIG. 3 we have plotted the effective potential be-
tween the particles, defined as U(l) = −2 lnXl [10, 13],
as a function of l (1 ≤ l ≤ L/2) for different values of
α. Using XL/2−l = XL/2+l for l = 1, ..., L/2− 1 one can
calculate U(l) for l = L/2 + 1, L− 1. As can be seen the
effective potential has two different behaviors for α < 2
and α > 2. This comes from the fact that the largest
eigenvalue of the modified generator (5) is given by two
different functions at large s as we explained before. At
α = 1 the effective potential is exactly the same as the
one obtained in [32]. This is not surprising since the dy-
namical rules of this model and those of the totally ASEP
(p = 1 and q = 0 in [32]) become identical at this point.
At α = 1 the particles should be at the farthest possible
distance from each other in order to produce high parti-
cle current in the system. For 1 < α < 2 we have found
that the effective potential has still a single minimum;
however, as α increases the minimum of the effective po-
tential broadens so that at α = 2 the effective potential
shows a plateau. At α = 2 the probability of creating
high particle current is quite low when the particles are
at two consecutive lattice sites, while other configurations
have equal probability to produce high particle current.
For α > 2 the effective potential has two minima at l = 2
and l = L/2−2 corresponding to the configurations when
the particles are one site apart from each other. These
configurations generate high particle current while the
probability of generating high particle current by other
particle configurations is low.
The relation (22) shows strong dependency of Xl’s to
l. This means that even if the dynamical rules in (1)
are local, the matrix elements of (4) depend on l, which
implies that the effective dynamical is long-range.
*
* * * * * * * * * * * * * * * * * * *
q=0.1,r=1q=r=1
q=2,r=1q=2.4,r=1
* Popkov et al.
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FIG. 3. Plot of the effective potential U(l) versus l using (20)
and (22) for a system of length L = 40 and various values of
q and r. At q = r our results coincide with those obtained
in [32].
V. THREE-PARTICLE SECTOR
In this sector the effective potential is calculated nu-
merically. Let us denote the position of the particles on
the lattice by xi with i = 1, 2, 3. Because of the trans-
lational symmetry we only need two labels to fully de-
termine the positions of the particles. These labels are
called l1 = |x2 − x1| and l2 = |x3 − x2|. We have found
that if less than half of the system is filled with the par-
ticles then the same scenario similar to the two-particle
sector can be observed as α is varied.
For α < 2, for instance α = 1 when the dynamical rules
turn the model to the totally ASEP with p = 1 and q = 0
in [32], the most probable configuration which generates
high particle current is the one in which the particles try
to stay far from each other (maximum distance). In a
system of length L = 9 high particle current is highly
probable to be generated by l1 = l2 = 3. This can be
seen in FIG. 4 in which U(l1, l2) is plotted as a function
of l1 and l2 for α = 0.1.
At α = 2, similar to the two-particle sector, the ef-
fective potential U(l1, l2) has a broad minimum. This
can also be seen in FIG. 4 where the effective potential
has a broad minimum and high particle current can be
generated equally likely by any configurations of particles
except those in which the particles are at two consecutive
lattice sites (l1 = 1, l2 = 1), (l1 = 7, l2 = 1) or (l1 = 1,
l2 = 7).
Finally, as α increases beyond α = 2 the high parti-
cle current is generated by those configurations in which
the particles form a cluster and are a single site apart
from each other. This can be seen in FIG. 4 for α = 5
where the most probable configurations which generate
high particle current are (l1 = 2, l2 = 2), (l1 = 5, l2 = 2)
or (l1 = 2, l2 = 5).
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FIG. 4. Density plot of U(l1, l2) for a system of length L = 9 for α = 0.1, α = 2 and α = 5 from left to right respectively.
VI. CONCLUDING REMARKS
In this paper we have studied the fluctuations of the
particle current in a driven-diffusive system of classical
particles with three-site interactions. We have been able
to calculate the large deviation function for the proba-
bility distribution of particle current besides the effective
potential between the particles in the two-particle sector.
We have found that the phase diagram of the process has
three different phases. The largest eigenvalue of the mod-
ified generator or equivalently the dynamical free energy
of the system (also called the scaled cumulant generating
function) behaves differently in each dynamical phase.
Moreover, the second derivative of the dynamical free en-
ergy changes discontinuously at the boundaries of differ-
ent phases. Calculating the effective potential for a given
configuration allows us to find the prosperity of that con-
figuration to exhibit flux in the future. We have been able
to find those configurations which generate high particle
current in each phase. In the three-particle sector our
results are numerical. We have calculated the effective
potential by numerical diagonalization of the modified
generator of the process. It turns out that, in three-
particle sector, the way that the particles organize them-
selves to generate high current is similar to that in the
two-particle sector in the sense that the particles should
be either a single site apart or completely far from each
other depending on α. We have found that the same is
true as long as the density of the particles is less than
one-half. However, it would be of great interest to see
how the system behaves, when it generates rare values of
the particle current, as the number of particles increases.
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