Introduction {#Sec1}
============

Global forced displacement has reached record levels. In 2017, 65.6 million people were forcibly displaced worldwide, a number which includes 22.5 million refugees^[@CR1]^. Common causes of forced migration include push and pull characteristics, such as the present social, political, and economic conditions of migrants' origin and potential destination, as well as intervening characteristics between these two locations^[@CR2],[@CR3]^. Migration is a complex phenomenon and the push-pull characteristics can be insufficient to explain forced migration^[@CR4]^. Several groups identified sets of other causal factors that lead to forced displacement, including conflicts, ethnic or religious differences, and existential obstacles such as severe ecological decline^[@CR5],[@CR6]^.

Previous studies have shown that the influence of these causal factors can be determined using migration flow models. For instance, Shellman and Stewart^[@CR7]^ investigated Haitian migration to the United States using an early warning model of forced migration and predicted risk factors, such as civil violence, economic conditions and external interventions, that forced people to migrate. Similarly, Martineau^[@CR8]^ used an early warning model to predict which countries have the potential to create refugees. However, existing early warning models of forced migration focus on understanding the causes^[@CR9]^ and are not as successful in predicting refugee movements as in predicting natural disasters^[@CR10]--[@CR12]^. Moreover, they lack the accuracy and flexibility to accommodate the context changes that lead to large-scale refugee movements^[@CR13]^. As a result, there are relatively few appropriate models for predicting refugee movements^[@CR14],[@CR15]^.

Computational models have been widely applied to study migration processes^[@CR16]^. Moreover, they have the potential to contribute to a better understanding of refugee movement patterns, and to inform, predict and fulfil gaps within forced migration estimations^[@CR17]^. In particular, computational models could be applied interactively to assist governments and organisations in estimating where and when refugees are likely to arrive^[@CR18]^, and which camps are most likely to become full in the short term. Simulating refugee movements also has potential due to its reduced ethical burden, which normally impedes empirical analysis, and the possibility to derive causal relations^[@CR17]^.

Agent-based modelling (ABM) is a popular simulation approach that can explicitly model social interactions and networks emerging from it. Hence, ABM is becoming a prominent method for population and migration studies (e.g.,^[@CR17],[@CR19]--[@CR21]^). In addition, it is popular due to its decentralized approach^[@CR22]^, which allows a heterogeneous mix of many agents to act and interact autonomously, leading to emergent behaviours in the system at higher levels^[@CR22]--[@CR24]^. ABM is especially suitable for modelling active objects, such as individuals, animals or products, in relation to time, events or behaviour^[@CR25]^, and it has been applied to model problems ranging from small-scale behavioural dynamics to large scale migration simulations^[@CR26],[@CR27]^.

However, a few important challenges have been identified within the ABM community. For instance, there is an ongoing debate on whether prediction should be a major purpose for ABMs^[@CR28]^, or whether explaining and illuminating problems should be a priority^[@CR29]^. Specifically for migration studies, Klabunde and Willekens^[@CR22]^ identify major challenges in both the definition of decision-making theories and the selection of empirical evidence for model validation.

ABMs are already used in a wide range of refugee-related settings, such as disaster-driven migration which incorporate changes in climate and demographics^[@CR30]^. For example, Hassani-Mahmooei and Parris^[@CR31]^ analysed the influence of climate change on migration in Bangladesh while Kniveton *et al*.^[@CR19],[@CR32]^ developed an ABM to simulate climate migration in Burkina Faso between 1970--2000 and to predict future migration flows to 2060. Additionally, Anderson *et al*.^[@CR33],[@CR34]^ suggested an ABM for refugee communities to inform policy decisions for governments and other organisations. The German armed forces developed an ABM to understand interactions and behaviour of refugees with military groups in a refugee camp environments^[@CR20]^. In the context of predicting and forecasting refugee movements, Sokolowski and Banks^[@CR35]^ developed an ABM Environment Matrix that can be used to accurately represent irregular migration movements using simulation. Similarly, Latek *et al*.^[@CR36]^ build a multi-agent model that predicts the Syrian conflict characteristics and investigated potential conditions and outcomes of the conflict. Hattle *et al*.^[@CR37]^ examined the Syrian refugee flows to European countries using ABM and discussed possible policy recommendations on distributing humanitarian resources amongst potential refugee hosting countries. Several groups also applied ABM to capture local aspects, such as networks, group formation and travel distance in the refugee crisis and stress the importance of computational modelling for migration predictions^[@CR21],[@CR38],[@CR39]^.

In this work, we present a generalized simulation development approach (SDA) to predict the distribution of refugee arrivals across camps, given a particular conflict situation. Our SDA has six phases, and is partially based on the notion of the Simplified Simulation Development Process, presented by Heath *et al*.^[@CR40]^. It encompasses the formulation of the problem (phase 1), the translation into a computer model (phase 2,3 and 4) and the operational validation (phase 5 and 6). The conceptual validation does not pertain a specific phase, as we present a conceptual model that can be readily adopted as part of the SDA.

Our main reason to develop a full SDA, in contrast with merely proposing a simulation model design, is the need for organizations to facilitate rapid simulation *development* when a conflict occurs. In conflict situations, a model design alone would contain too little information to facilitate rapid development, as such development activities inevitably involve the selection of data sources, the extraction and conversion of data, as well as the validation of simulation predictions against empirical data. We provide a diagrammatic overview of our SDA, and its six phases, in Fig. [1](#Fig1){ref-type="fig"}.Figure 1Simulation development approach for predicting the distribution of refugee arrivals across camps.

Here, in the first phase, we select a country and time period of a specific conflict which resulted in large scale forced migration. In the second phase, we obtain relevant data to the conflict from three data sources: the Armed Conflict Location and Events Database (ACLED, <http://www.acleddata.com/data/acled-version-7-1997-2016/acleddata.com>)^[@CR41]^, the UNHCR database (http://data2.unhcr.org/en/situationsdata2.unhcr.org), and the Bing Maps platform (<https://www.bing.com/mapsbing.com/maps>). We use ACLED to obtain the locations and dates of battles that have taken place in the conflict, and the UNHCR database to obtain the number of refugees in the conflict, as well as the camp locations and capacities. We rely on the Bing Maps platform to obtain locations of major settlements and routing information between the various camps, conflict zones and other settlements. We provide a detailed description of the data collection procedure in the Methods section.

In the third phase, we construct our initial simulation model using these data sets, and create among other things a network-based ABM model. We present the three network-based ABM models, one for each conflict we seek to model, in Fig. [2](#Fig2){ref-type="fig"}, while we present our detailed assumptions in the Methods section and provide our source data as part of Supplementary Note 2. Once we have constructed the initial mode, we refine it as part of the fourth phase. Here, we manually extract population data to help determine where refugees flee from (see Methods section for details), as well as information on border closures and forced redirections of refugees (see Supplementary Note [2](#MOESM1){ref-type="media"}).Figure 2Overview of geographic network models for (**a**) Burundi, (**b**) Central African Republic and (**c**) Mali. Models contain conflict zones (red circles), refugee camps (dark green circles), forwarding hubs (light green circles) and other major settlements (yellow circles). Interconnecting roads are given in a simplified straight-line representation, with adjacent blue numbers used to indicate their length in kilometres. Background maps are courtesy of https://carto.comcarto.com created using OpenStreetMap data that is further modified with the use of <https://inkscape.org/en/release/0.91Inkscape0.91>.

The fifth phase involves the main simulation, which we run to predict, given a total number of refugees in the conflict, the distribution of refugees across the individual camps. We run our simulations using the FLEE simulation code. FLEE is optimised for simplicity and flexibility and provides a range of scripts to handle and convert refugee data from the UNHCR database. As part of this work, we publicly release the FLEE code, as well as all our input and output data sets, under a BSD 3-clause license (see the subsections on Code Availability and Data Availability in the Methods section). Once the simulations have completed, we analyse and validate the results against the full UNHCR refugee numbers as part of the sixth phase (see Results section for several examples).

To showcase the added value, and generalized nature, of our SDA, we apply it to model three refugee crises in African countries. These crises include the 2015--2016 civil war in Burundi and the 2013--2016 conflict in the Central African Republic (CAR), both which to our knowledge have never been modelled before. We also model the Northern Mali conflict in 2012--2013^[@CR42],[@CR43]^, which we have previously modelled in rudimentary form (see Supplementary Note [5](#MOESM1){ref-type="media"}).

These three African countries demonstrate different conflict initiation scenarios, but they all have common drivers forcing people to flee, such as political instabilities, violence and civil war. According to Turchin^[@CR44]^, when countries experience long-term pressures they result in civil wars, social and political instabilities. By understanding historical data of these socio-political instabilities and political violence events, it is possible to find patterns that explain their cause and time of occurrence^[@CR45]--[@CR47]^. Though a full historical analysis of the three conflicts of interest is well beyond the scope of this work, we do provide a brief summary of each conflict in Supplementary Note [1](#MOESM1){ref-type="media"}. The Burundian crisis was triggered by the third-term election of President Pierre Nkurunziza in April 2015. His election triggered protests, coups and eventually a refugee crisis^[@CR48],[@CR49]^. We choose to simulate this conflict from the start of the refugee crisis, around the 1st of May 2015, until the 31st of May 2016, for a period of 396 days. In CAR, the Seleka group (Muslim population) overthrew the central government, in March 2013^[@CR50]^. Not long after, anti-Balaka (Christian militia groups) took over the power. Muslim and Christian communities started a long string of conflicts and violent attacks^[@CR51]^. The crisis continued for several years and to capture it simulation period is 820 days from 1 December 2013 to 29 February 2016. In the case of Mali, the crisis was due to insurgent groups, who began a campaign to fight for the independence of the Azawad region. The conflict started on the 16th January 2012, when Touareg rebels began conquering settlements in Northern Mali^[@CR17]^. In this case, we selected a simulation period of 300 days, from the 29th of February 2012, when the first camp registrations were recorded, until 25th December 2012, when the vast majority of refugees had been registered in the camps.

Results {#Sec2}
=======

We present results from our SDA, which we applied to predict the distribution of refugees across camps in three African conflicts. For each conflict, we compare our prediction results with the UNHCR refugee camp registration data. We provide a list of the refugee camps in each conflict in Table [1](#Tab1){ref-type="table"}.Table 1List of existing camps used in simulations.CountryNeighbouring countryCampsBurundiTanzaniaNyarugusu and NdutaRwandaMahamaUgandaNakivaleDemocratic Republic of the Congo (DRC)LusendaCARCameroonEast and AdamaouaChadBelom, Dosseye, Amboko,Gondje and MoyoDRCInke, Mole, Bili,Mboti and BoyabuRepublic of the Congo (RC)Betou and BrazavilleMaliMauritaniaMberaBurkina FasoMentao and Bobo-DioulassoNigerAbala, Mangaize, Niamey and Tabareybarey

We also present several error measures in Fig. [3](#Fig3){ref-type="fig"}, including an overview of the number of refugees in camps according to the simulation and the UNHCR data in (Fig. [3a,c and e](#Fig3){ref-type="fig"}) and the averaged relative difference between the simulation results and the UNHCR data (explained in the Methods Section) in Fig. [3b,d and f](#Fig3){ref-type="fig"}. The averaged relative difference is less than 0.5 after the first few days, indicating that our simulations accurately predict more than 75% of the refugee movements in absolute terms. In all our runs, the averaged relative difference is lower at later stages of the simulations, with relative differences of 0.1--0.3 or towards the end of all runs.Figure 3Comparison of number of refugees in camps between the simulation and the data (left column), and overview of the averaged relative difference between simulation and data (right column). The averaged relative difference across camps between simulation and data is given by the red line. We provide these comparisons respectively for (**a,b**) the Burundi simulations (top row), (**c,d**) the CAR simulations (middle row) and (**e,f**) the Mali simulations (bottom row).

Burundi {#Sec3}
-------

We present our simulation predictions and the UNHCR refugee counts for the Burundi conflict in Fig. [4](#Fig4){ref-type="fig"}. Within the camps in Nyarugusu, Mahama and Nakivale, our simulation results accurately capture the key growth trends in refugees. Our approach does underpredict the refugee population growth in Mahama, as there is a delay in refugee arrival due to the many non-conflict settlements between Mahama and the conflict zones.Figure 4Number of refugees as predicted by our simulation and obtained from the UNHCR data for the Burundi conflict. (**a**--**e**) Graphs are ordered by camp population size, with the most populous camp on the top to the smallest one on the bottom.

Both the Nduta and Lusenda camps opened only after the start of the period of simulation. Nduta was only established as a refugee camp on the 10th of August 2015 (day 101), after Nyarugusu became overpopulated. In the case of Nduta, our simulation shows a small population of travelling refugees at the start (when the location was not yet a camp), and a steep population increase to 30,000 during the 90 days after the camp is opened. Lusenda, which opened on day 90, quickly fills to capacity in the simulation, whereas a more gradual increase can be observed in the data. Here, the mismatch could be due to delays in the UNHCR registration process, as virtually no refugees were properly registered in the whole of DRC prior to the 30th of October 2015 (day 182).

For Burundi (Fig. [3a](#Fig3){ref-type="fig"}), our simulations contain substantially fewer refugees in camps than the UNHCR measurements for the same day. This difference is larger than in other cases and affects the averaged relative difference (Fig. [3b](#Fig3){ref-type="fig"}), primarily because Burundi is a densely populated country with a large number of settlements in the network graph. However, the difference decreases after Day 5 once substantial numbers of refugees arrive in camps in the simulation, and only increases to a peak around 0.48 on Day 151, due to a coincidence of peak mismatches in both Nyarugusu and Nduta.

Central African Republic {#Sec4}
------------------------

In Fig. [5](#Fig5){ref-type="fig"} we present the number of refugees in camps for the CAR conflict simulation. Our simulation predictions closely follow the trends observed in the data for the two largest camps, East Congo and Adamaoua. Here our simulation underpredicts the total refugee population in East Congo by about 35,000 (\~20%), and overpredicts the population in Adamaoua by about 23,000 (\~30%).Figure 5Number of refugees as predicted by our simulation and obtained from the UNHCR data for the CAR conflict. (**a**--**h**) Graphs are ordered by camp population size, with the most populous camp on the top to the smallest one on the bottom (see remaining six camps in Fig. [S1](#MOESM1){ref-type="media"}).

The camps in DRC (Inke, Mole, Boyabu and Mboti) were subject to border closures between CAR and DRC from the 5th of December 2013 (simulation day 4), until the 30th of June 2014 (day 211, see Supplementary Note [2](#MOESM1){ref-type="media"} for details). This is reflected by a period of relatively stable refugee populations both in the simulation and in the data. Bili also is located within DRC, but was established only after the border was reopened.

The predicted refugee counts in the Chad camps (Amboko, Belom, Dosseye and Gondje) are in close agreement with the data, except that large fluctuations occur during the simulation after the border closure on the 12th of May 2014 (day 163). At this time all the camps are close to full occupancy, which results in refugees moving from between the camps and the city of Gore, a city in Chad which lies in close proximity to the camps.

The Betou camp in Congo is an another example of a camp close to the conflict areas, and it also fills up quickly in the simulation. The Brazaville location is far removed from the conflict zone, and here our simulation underpredicts the refugee population. It could be that the size of the city of Brazaville may increase its attractiveness as a refugee destination. We did not incorporate this factor in the runs presented here, but we do wish to examine it in future simulation studies.

In the CAR situation (Fig. [3c and d](#Fig3){ref-type="fig"}) the mismatch in the number of refugees remains relatively small, while the averaged relative difference fluctuates around 0.3. The jump in error around Day 300 is largely due to a sudden large increase in refugees in East Cameroon at that time, according to the UNHCR data.

Mali {#Sec5}
----

In Fig. [6](#Fig6){ref-type="fig"} we present the number of refugees in camps around Mali over the 300 day simulation period. Our simulation results are in close agreement with the data for the two largest camps. The maximum differences here are an underprediction of 7,000 (\~18%) for Mbera around day 135, and an overprediction of about 4,500 (\~60%) for Abala around day 160. Tabareybarey, Niamey, Mentao and Bobo-Dioulasso were established once the conflict was already underway. Tabareybarey and Niamey camps have refugees for simulation and data from day 30, whereas the camps in Burkina Faso, Mentao and Bobo-Dioulasso, reopened their previously closed borders on the 1st of April 2012 (day 32).Figure 6Number of refugees as predicted by our simulation and obtained from the UNHCR data for the Mali conflict. (**a**--**g**) Graphs are ordered by camp population size, with the most populous camp on the top to the smallest one on the bottom.

The simulation predicts a fast-paced growth of refugee population for both Mentao and Bobo-Dioulasso, while the data features a sudden spike in refugee arrivals around day 30 in these camps. The simulation predictions for Mangaize in Niger are in line with the data, though slightly higher. The large inflow early in the simulation is primarily due to the close proximity of Mangaize to one of the early conflict zones (Menaka). Our simulation results do not accurately match the data for Tabareybarey and Niamey. Niamey is not directly connected to regions in Mali, due to two other refugee camps being located along the way. However, Niamey is a large capital city (like Brazaville in the CAR simulation) which may be the reason why more refugees choose that destination than our simulation predicts. In general, our predictions overestimate the refugee inflow into the three border camps in Niger. An important cause here may be the presence of partial restrictions for crossing the Niger border during the conflict^[@CR17]^.

In the Mali situation (Fig. [3e and f](#Fig3){ref-type="fig"}) we see a large but decreasing mismatch at the very start of the simulation. This is because the Fassala camp is technically not defined as a camp within our simulation, as refugees were already redirected from Fassala to Mbera from the start of the simulation period. However, Fassala is considered to be a camp according to the data. After Day 30, the number of refugees in camps in the simulation is relatively close to the reported number, and the averaged relative difference remains relatively constant.

Comparison with naive prediction models {#Sec6}
---------------------------------------

To our knowledge, there are no other prediction techniques that have been previously applied in this setting. However, it is possible to perform naive predictions, extrapolating future behaviour from historical data, after a conflict has started.

To measure the added value of our prediction approach, we here present a comparison of our method against a set of naive prediction models. We compare the accuracy of our method by obtaining the Mean Absolute Scaled Error (MASE) relative to the six other techniques (see methods section for definition). The MASE was first proposed by Hyndman *et al*.^[@CR52]^, and is well suited to quantify simulation accuracy due to its scale invariant nature and the fact that it symmetrically penalizes overestimations and underestimations. In addition, the MASE is straightforward to interpret: in our case its value is less than one if our prediction approach has a smaller error, while its value is more than one if the selected naive technique as a smaller error.

For comparison purposes, we have created three different types of naive models, all of which rely on some section of historical data to extrapolate values in the future. While our simulation approach can be used from Day 1 to provide a prediction of camp refugee populations, we can only apply naive models after a number of days have elapsed. This is because naive models extrapolate from past data; and such data can only be acquired after the conflict has started and refugees have departed.

In this section we compare our approach, as described in the main paper, against naive model predictions that take place respectively 7 days, and 30 days after the starting date of the respective simulation periods. We argue that a week is required to obtain sufficient data to apply any kind of meaningful extrapolation. However, naive models that require more than a month before they can be applied are arguably of little use, as many of the initial refugee movements have already taken place by then (particularly in the case of the Burundi conflict). It should be noted that the collection of refugee registrations is by no means an instantaneous process, and any time overhead in obtaining such would further delay the application of these naive models.

For each refugee camp location in each conflict, we have applied the following three types of naive prediction:$\documentclass[12pt]{minimal}
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                \begin{document}$${1}^{st}$$\end{document}$ **order (sloped) extrapolation**: Here we take the refugee count on either day 7 or day 30, as well as the registration count on day 0. We then linearly extrapolate future values in time from these two registration counts.**Extrapolation by ratio (fraction)**: Here we take the refugee fraction in a given camp, which we calculate by dividing the refugee count in a given camp, on either day 7 or day 30, by the total number of refugees across all camps on that same day. We then forecast refugee counts in each camp by assuming that this refugee fraction remains constant over time, and predict future value by taking that fixed fraction of the total refugee population (which is a known quantity in our setting) over time.

We present the results from our comparison in Table [2](#Tab2){ref-type="table"}. In all cases, our prediction approach results in a lower averaged relative difference than the naive prediction models. We obtained MASE scores of 0.0639-0.942 (Burundi), 0.0367-0.705 (Central African Republic), and 0.116-0.513 (Mali).Table 2Comparison of our prediction approach against six naive models for each of our three conflict simulations.**Run name**MASE 7 DayMASE 30 DayflatslopefractionflatslopefractionBurundi0.2790.1440.9420.4430.06390.791CAR0.5850.7050.4520.6390.03670.341Mali0.230.1270.5030.3140.1160.513Weighted average0.4530.4730.5980.5420.05440.491Simulations were run with the same settings as those presented in the main paper. We report on the Mean Averaged Scaled Error for each of the naive models in columns 2 to 7. Here values below 1 indicate that forecasts using our prediction approach resulted in a smaller averaged relative difference than those relying on that specific naive model. In the bottom row we provide a weighted average of the MASE score across the three conflict simulations, with the weightings based on the maximum number of refugees in each conflict (205445 for Burundi, 424496 for CAR, and 89991 for Mali). Please refer to the Methods Section for details on the six naive models.

Discussion {#Sec7}
==========

We have presented a generalized simulation development approach (SDA) for predicting the distribution of incoming refugees across destination camps. Accurate predictions can help save refugee lives, as it helps governments and NGOs to correctly allocate humanitarian resources to refugee camps before the (often malnourished or injured) refugees themselves have arrived. To our knowledge, we are the first to attempt such predictions across multiple major conflicts using a single simulation approach.

Using our approach, we have reproduced the key refugee movement patterns in each of the three conflicts and correctly predicted at least 75% of the refugee movement destinations in all these conflicts after the first 12 days. In the Burundi conflict, our approach correctly predicts the largest inflows in Nyarugusu, Mahama and Nakivale during the early stages of the conflict. In CAR, our prediction approach correctly reproduces the growth pattern in East Congo, as well as the stagnation of refugee influx in the Chad camps. In the case of Mali, our predictions accurately capture the trends in the data for both Mbera and Abala, which together already account for \~75% of the refugee population. Our results are insensitive to most simulation parameter changes, with the notable exception that increasing the probability for refugee agents in non-conflict/non-camp locations actually results in a further reduced error (see Methods section for a summary and Supplementary Note 4 for a detailed discussion regarding this).

As a result of conducting this study, we discovered several important issues and limitations. For example, our model omits a range of factors which are considered important according to the empirical literature, but for which we could not find accurate and tractable means to convert empirical conclusions to simulation parameters. In some cases such as GDP and presence of existing conflicts, the significance of these factors has been confirmed on a country-by-country level but not on a city-by-city level^[@CR3],[@CR53]^. In other cases, such as religion and ethnicity, we simply did not find reliable statistical information on a local level for these conflicts. Some parameters, such as the level of knowledge of refugee agents about the surrounding region, were found to have little effect on the simulation results beyond being aware of adjacent locations (see Table [S5](#MOESM1){ref-type="media"}). The obtained averaged relative difference also changes little when we adjust maximum movement speed of refugees to values less or more than 200 kilometres per day (see Table [S4](#MOESM1){ref-type="media"}).

In general, empirical data collection during these conflicts is very challenging, in part due to the nature of the environment and in part due to the severe and structural funding shortages of UNHCR emergency response missions. Both CAR and Burundi are among the most underfunded UNHCR refugee response operations, with funding shortages of respectively 76 and 62%^[@CR54]^. More funding for these operations are bound to save human lives, have the side benefit of providing more comprehensive empirical data, and thereby enable the validation of more detailed prediction models.

An additional important element that is absent in all our data sources is indications of the level of data-related uncertainty. Knowledge of this level of uncertainty would allow us to accurately quantify how uncertainty from the source data affects the overall outcome of our simulations, the quality of our validation tests, and the performance of our approach versus that of naive models.

Yet, important steps have been made in recent years, as the combination of a conflicts database^[@CR41]^, a public UNHCR refugee data repository and a sophisticated mapping platform enabled us to do this work. And given the increasing effort in collecting refugee data, and increasing recognition for data science, we are confident that future research efforts on modelling refugee movements will be accelerated by ongoing advances in data collection.

Methods {#Sec8}
=======

Processing input and validation refugee data {#Sec9}
--------------------------------------------

To obtain our input data, we took the following steps. First, we selected three conflicts that featured on data2.unhcr.org (accessed June 2016) and manually obtained the refugee registration data for each camp from the website in comma separated value (CSV) format. We refined the data by interpolating linearly between data points and calculated the total refugee count by aggregating the (interpolated) registrations for each of the camps. The source data includes level 1 refugee registrations and, after certain dates, level 2 registrations. As level 1 registrations are known to result in overestimations of refugee count, we scaled down these values such that the last data point using level 1 refugee registrations matches the first data point using level 2 registrations. We exclude Internally Displaced People from the model, as there is a lack of systematic data providing their exact destinations in our scenarios.

We obtain conflict locations from the ACLED database, omitting settlements with less than 10,000 inhabitants, and noted the start date of any event labelled as "battle" during the simulation period. Locations are labelled as a conflict zone as soon as such an event has occurred. All conflict locations are assigned a population based on the latest census data.

Constructing the network graphs {#Sec10}
-------------------------------

We provide detailed network graphs in Fig. [2](#Fig2){ref-type="fig"}. We selected locations by combining our ACLED conflict locations and UNHCR camp locations with major settlements that reside en-route between these locations. Locations are interconnected with links in cases where we noticed the presence of roads in Bing Maps, the length of the link (in km) was then estimated using the Bing route planner for cars. In cases where obvious shorter routes were visible, we dragged the Bing marker to force the software to calculate this shorter route. To retain the simplicity of our model, and to reflect the frequent occurrence of direct redirections of refugees to camps, we directly connected refugee camps to the nearest location in the country of conflict. In some cases, we added "forwarding" locations, where refugees are automatically rerouted to a camp, or opened camps after the start of the simulation, following descriptions in UNHCR reports (see Supplementary Note [2](#MOESM1){ref-type="media"} for details). We also removed links when border closures were reported by the UNHCR, and added a link after the start of the simulation when a border opening was reported (see Supplementary Note [2](#MOESM1){ref-type="media"} for details).

Choosing simulation parameters and assumptions {#Sec11}
----------------------------------------------

We provide a flowchart of the key elements in our simulation algorithm in Supplementary Note [6](#MOESM1){ref-type="media"}. Each step of the simulation represents one day. During each step, we insert a number of refugees into the simulation based on the daily increase in the total refugee registration count from the UNHCR data. These refugees are inserted in their location of origin, which is one of the conflict locations (as obtained from the ACLED database, see section "Processing input and validation refugee data"). The exact location is picked among all conflict zones, where the likelihood of each conflict zone being selected is proportional to its population. The population of a location is decremented by one each time a refugee agent is created. Because we insert refugees in conflict zones on the day of camp registration and refugee travel is non-instantaneous, our simulation approach normally results in an under-prediction of the number of refugees. To correct for this, we multiply the refugee populations in each of the camps by *N* ~*data*~,~*all*~/*N* ~*sim*~,~*all*~, where *N* ~*data*~,~*all*~ is the total refugee count for the conflict on a given day according to the UNHCR data. In our setting, this is a known quantity, as we are predicting the distribution of refugees across camps, given this total refugee count. *N* ~*sim*~, ~*all*~ is the total number of refugees in camps according to the simulation on that same day. We discuss and measure the effect of using this correction in Supplementary Note [3](#MOESM1){ref-type="media"}. We did not rescale our output when comparing the number of agents in the simulation and the data (see Fig. [3a,c and e](#Fig3){ref-type="fig"}). Decreases in UNHCR refugee registrations increment a "refugee debt" variable, which first needs to be compensated by subsequent registration increases before additional agents are again inserted in the simulation (i.e., we do not delete agents).

During each step, a refugee agent can traverse zero, one or more links. The probability of traversing a link is determined by the move chance, which we initially set at 1.0 for refugees in transit between locations, 1.0 for refugees in conflict locations, 0.001 for those in refugee camps, and 0.3 for those in all other locations. As we could not find empirical evidence supporting these parameters, we initially chose these parameters based on our intuitions, and performed our main simulations using these initial choices (i.e., we did not optimize our parameter choices to minimize the error, as we believe such parameter fitting could reduce the applicability of our approach to other conflict situations). After the main run was performed, we analyzed the sensitivity of each of these parameters (see Supplementary Note [4](#MOESM1){ref-type="media"} for details). To summarize this analysis, we found that our results are insensitive to the conflict location move chance parameter across the full tested range, and insensitive to the refugee camp move chance for values ≤0.01 (which implies the assumption that refugees remain in a refugee camp, on average, for 100 days or more). However, our simulations results did show sensitivity to the move chance for all other locations, with higher move chances resulting in smaller validation errors, and lower move chances resulting in larger validation errors. We reflect on the implications of this parameter sensitivity in detail in Supplementary Note [4](#MOESM1){ref-type="media"}.

When an agent traverses a link (with the probability determined by the aforementioned move chance) it needs to choose one of the available paths. Path selection is done using a weighted probability function, the weight of each link being equal to the attractiveness value of the destination divided by the length of the link in kilometres. The attractiveness value of the destinations equals 0.25 for conflict zones, 1.0 for other locations in the country of conflict, and 2.0 for locations abroad. Again, these values were initially chosen based on our own intuition, with the sensitivity being analyzed after the main run was performed (see Supplementary Note [4](#MOESM1){ref-type="media"}). In the case of these two parameters (attractiveness value for camps, and for conflict zones), we found that none of these parameters had a signification effect on the accuracy of our simulation. We also assumed that refugees travel no more than 200 km/day, and likewise found our simulation has low sensitivity to higher travel limits (see Supplementary Note [4](#MOESM1){ref-type="media"}), though our error increases if we choose much lower travel limits. If a refugee reaches the end of a link but has travelled less than 200 km on that day, then a new move chance calculation (and possible move) is performed. In traversing between locations, refugees take major roads, which are shortest journey paths identified using route planners from <https://www.bing.com/mapsbing.com/maps> and <https://www.google.co.uk/mapsgoogle.co.uk/maps>

Processing simulation output data {#Sec12}
---------------------------------

We calculate an averaged relative difference using the following equation:$$\documentclass[12pt]{minimal}
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                \begin{document}$$E(t)=\frac{\sum _{x\in S}(|{n}_{sim,x,t}-{n}_{data,x,t}|)}{{N}_{data,all}}$$\end{document}$$

Thus, the number of refugees found in each camp $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
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                \begin{document}$$x$$\end{document}$ of the set of all camps *S* at time *t* is given by *N* ~*sim*~,~*x*~,~*t*~ based on the simulation predictions, and by *n* ~*data*~,~*x*~,~*t*~ based on the UNHCR data. The total number of refugees reported in the UNHCR data is given by *N* ~*data*~,~*all*~. We also present comparisons to naive models using the Mean Absolute Scaled Error (MASE). We calculate the MASE score using the aforementioned averaged relative difference at each time step, as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$MASE=\frac{1}{T}\frac{\sum _{t=0}^{T}E(t)}{\frac{1}{T-w}\sum _{t=w}^{T}{E}_{naive}(t)}$$\end{document}$$

Here, *T* is the full duration of the simulation, *w* is the warmup period required for the naive model to make its predictions (in our case either 7 or 30 days, depending on the model type). The averaged relative difference using the naive model compared to the validation data is given by *E* ~*naive*~(*t*).

Code Availability {#Sec13}
-----------------

We use the FLEE^[@CR17]^ for our simulations, which is an agent-based modelling code written in Python with a limited feature set that is optimised for simplicity and flexibility. It is able to support simulations with 100,000 s of agents on a single desktop, and provides users with the ability to define and use their own models through a relatively straightforward API. We provide a range of functional tests to allow users to verify the consistency of the code results. FLEE also features a range of scripts to handle and convert refugee data from [data2.unhcr.org](http://data2.unhcr.org), as well as an automated plotting tool for output generated by the simulation. To use the code, one requires a Python 3 interpreter, as well as the numpy, scipy and pandas Python modules. As part of this publication, we provide the version of FLEE we used to run these simulations. This version can be found at <http://www.github.com/djgroen/flee-release>, and is distributed under a BSD 3-clause license.

Data Availability {#Sec14}
-----------------

All input and output data publicly available on Figshare with DOI <https://doi.org/10.17633/rd.brunel.5446813.v1>, under a CC-By 4.0 license.
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