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Abstract
Coarse graining of equations for flow in porous media is an important aspect in mod-
elling permeable subsurface geological systems. In the study of hydrocarbon reservoirs
as well as in hydrology, there is a need for reducing the size of the numerical models
to make them computationally efficient, while preserving all the relevant information
which is given at different scales.
In the first part, a new renormalization method for upscaling permeability in Darcy’s
equation based on Haar wavelets is presented, which differs from other wavelet based
methods. The pressure field is expressed as a set of averages and differences, using a
one level Haar wavelet transform matrix. Applying this transform to the finite differ-
ence discretized form of Darcy’s law, one can deduce which permeability values on the
coarse scale would give rise to the average pressure field. Numerical simulations were
performed to test this technique on homogeneous and heterogeneous systems.
A generalization of the above method was developed designing a hierarchical trans-
form matrix inspired by a full Haar wavelet transform, which allows us to describe
pressure as an average and a set of progressively smaller scale differences. Using this
transform the pressure solution can be performed at the required level of detail, allow-
ing for different resolutions to be kept in different parts of the system.
A natural extension of the methods is the application to two-phase flow. Upscaling
mobility allows the saturation profile to be calculated on the fine or coarse scale while
based on coarse pressure values.
To conclude, an alternative approach to upscaling in multi-phase flow is to upscale
the saturation equation itself. Taking its Laplace transform, this equation can be reduced
to a simple eigenvalue problem. The wavelet upscaling method can now be applied to
calculate the upscaled saturation profile, starting with fine scale velocity data.
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Chapter 1
Introduction
The study of flow in porous media has been an area of constant expansion in the cur-
rent and last centuries. From Darcy’s studies on hydrology (Darcy, 1856) to numerous
modern applications in many fields of science, efforts have been made to model the be-
haviour of porous materials and to understand their transport properties. This is not
a trivial task since all the systems considered are complex, that is, many physical phe-
nomena, acting on different time and length scales, are taking place at once.
Ideally we would like to understand the behaviour of these systems at the macro
scale at which we can observe their behaviour easily, which is usually much larger than
the fine scale at which the underlying physical phenomena take place. The common
approach is to derive equations at coarser and coarser scales, trying to preserve enough
information from the fine scale description to avoid an oversimplification of the physics.
The creation of a mathematical model is a first step of “averaging” of the real sys-
tems. However, further coarse graining is often necessary. Recently, upscaling has
been applied to climate science (Daly et al., 2004), models of fuel cells (Mihailovici and
Scheizer, 2006) and in biology (Chennubhotla and Bahar, 2007), just to mention a few.
In this thesis we will consider equations of flow in the subsurface. All the equations
we will analyze apply in the case of flow of fluids in hydrocarbon reservoirs or of move-
ment of contaminants in water resources. However, accurate models of a similar kind
are required for the study of leakage from nuclear waste deposits and for designing ef-
ficient schemes for CO2 sequestration. For all these problems, a correct understanding
of the flow paths within porous geological formations is of utmost relevance. Although
fractures are important in governing flow in geological reservoirs (Berkowitz, 2002), we
will ignore the issue, concentrating on the cases where the flow can only occur through
a matrix of porous rock of varying permeability.
The traditional approach to understanding and predicting the behaviour of these
systems is to create a model and to write simplified equations governing the flow. The
models can then be used to gain understanding about the real system. Unfortunately,
in most cases, the model equations are not amenable to solution by analytical tools,
leading to the need for numerical approaches.
20 1. Introduction
Figure 1.1: A schematic of the length scales involved in geological reservoirs (units of metres).
Adapted from http://petroleum.berkeley.edu/patzek/e241/lengthscales.jpg
1.1 The geological fine scale model
Before dealing with the dynamic properties of the system, such as flow equations, a
static geological model must be created, starting from the information which is available
from different sources. For example, seismic surveys can be used to obtain a descrip-
tion of the geological structure of the reservoir at a resolution of metres (Al-Sadi, 1982).
Exploratory wells can be drilled to collect further data at specific locations. These data
can be of different types and at different scales. Cores on the order of a few centime-
tres can be extracted and analyzed to give permeability measures. Well logs can also
give information about porosity and permeability at different depths. The data gath-
ered are combined in the so called “fine scale” or geological model during a first step of
upscaling. At this stage, the microscopic physics of flow in pores is already “upscaled”
into values for the rock properties which are measured by an instrument. Moreover,
the size of grid blocks used at this stage in the numerical model is on the orders of tens
of metres, implying that not even the meter scale variations in rock properties such as
porosity and permeability are resolved.
This type of upscaling from the microscopic scale of pore structure to the definition
of porosity and permeability on a geological model will not be dealt with within this
thesis. Our starting assumption will be that Darcy’s law applies at the scales that we
consider. Writing equations requires the designing of a model, which we intend here as
a simplified representation of the real system. This imposes a filter on the level of detail
that can be taken into account.
Numerical models can contain of the order of 105 − 106 grid blocks. If we consider
the volume of a typical core plug to be of order (10−1)3 meters cubed and the entire
reservoir to be of order (103)3 meters cubed, we see that a reservoir contains around
1012 core plug volumes.
Compared to the reservoir scale, the data available at the centimetre to metre scale
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can only constitute sporadic data points in an almost unknown medium. The usual
solution to this problem is the interpolation of the data through geostatistical methods
(Chile´s and Delfiner, 1999). After this process, we have full coverage of the reservoir,
with data points almost at any required level of resolution. However, most of the infor-
mation which is contained in these data is of a statistical kind and should be treated as
such. To account for the uncertainty in our knowledge of the reservoir, multiple models
should be produced (Farmer, 2004).
1.2 The upscaled flow model
Unfortunately, even after this averaging has taken place, fluid dynamics simulations
on the numerical models we have are still too large to deal with in a reasonable time,
say a few hours, with the typically available computational power. An exception must
be made for streamline based methods (Thiele et al., 1995) which approximates the flow
problem into a set of one-dimensional problems that can be solved easily on streamlines,
reducing the computational time required.
Although computational speed and power are increasing, thanks to a constant im-
provement in the technology and in the algorithms, it is still unlikely that it will be
possible to run entire reservoir simulations at the scale at which all of the details can be
included. Moreover, the aim should be to perform as many realizations as possible of a
single model, to obtain statistically significant results that account for uncertainty.
A second step of upscaling is therefore required. This process leading from the fine
scale geological model to a coarser one on which flow can be efficiently simulated is the
focus of this thesis.
Within the theory of homogenization (Hornung, 1997), effective values of non ad-
ditive properties, such as permeability, can be found and used to coarsen fine scale
models. This has led to many traditional upscaling methods, which will be briefly dis-
cussed in Chapter 2. Considering the uncertainty present in the fine scale data, the aim
of a successful upscaling technique should be to reproduce the statistics of the system,
over multiple realizations.
In 2001, the Comparative Solution Project organized by the Society of Petroleum
Engineers provided data sets on which to compare different coarse-graining techniques,
drawing contributions from industry and academia (Christie and Blunt, 2001). Most of
the upscaling methods were seen to give similar results in agreement with the fine scale
solutions, showing that upscaling can successfully reduce the model size.
The main drawback associated with upscaling is related to the loss of information
which is inherent in the process. For equations which have to be solved numerically,
such as is the case in reservoir simulation, it is necessary to define the resolution of
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the model. As upscaling is performed, the resolution is decreased as the grid-cell size
increases. This leads to a higher cut-off in space and time below which features cannot
be represented, creating artificial numerical dispersion.
Although the numerical dispersion due to the discretization of the equations can be
dealt with and even eliminated with the use of clever numerical schemes, the dispersion
introduced by upscaling is of a different kind. The loss of information is an unavoidable
consequence of the reduction of the model size.
An approach which is gaining popularity is to use adaptive grids, which can capture
details of the flow by saving on resolution in areas where the fine scale details do not
contribute to the global behaviour. The criteria for establishing the regions that should
be refined and the refining algorithms are still very much topic for discussion (Gerritsen
and Lambers, 2007; Durlofsky et al., 1997; Aarnes and Efendiev, 2006).
Recently, a new approach to the coarsening of differential equations has been sug-
gested, in terms of coarsening of the operators themselves (Hou et al., 2001). The point
raised is that when solving differential equations by discretization, which the authors
refer to with the term uniform sampling, a lot of information is obtained about small
scales which might not even be relevant to the phenomena we are interested in. A more
useful approach would be to represent the small scale dynamics as a stochastic term
acting on the large scale degrees of freedom. Once the equation is coarse-grained in
space, a large scale operator should be found to represent the dynamics, as a substi-
tute for the discretized differential equation. This new operator is found to be non-local
and non-Markovian, in the sense that memory effects arise in the system. Some exam-
ples of upscaling applied to stochastic equations are presented in Noetinger et al. (2005)
and will be reviewed in Chapter 2. The ultimate aim is to obtain a “perfect operator”
defined as the form of the differential operator at the fixed point of a renormalization
transformation, and characterized by no discretization errors.
1.2.1 Aims and objectives
The aim of this work is to explore applications of Haar wavelets to the problem of up-
scaling. Unlike previous work where the emphasis has been on filtering the permeabil-
ity field (Razei and Sahimi, 2007; Marquez and Araujo, 2006), we focus on the equations
themselves and their solution. Solving Darcy’s law in a transformed space, we are able
to constrain the upscaled solution in relation to the fine scale solution, without solving
for the fine scale system. What we obtain is a coarse operator which substitutes Darcy’s
law in the upscaled system. Similar ideas were brought forward by Espedal and Sae-
vareid (1994) and Dorobantu and Engquist (1998) amongst others.
Depending on the choice of wavelet transform, we obtain different coarse operators.
The simplest case to be considered is the operator required when the pressure is trans-
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formed into its spatial average. In this case, with some approximation, the structure of
Darcy’s law is preserved and only the parameters change, that is, we find coarse values
for the permeabilities. An attempt to mitigate the errors introduced by the approxima-
tion is made by upscaling within a renormalization framework, where the system is
coarsened progressively.
What we intend by real-space renormalization is a method for successive coarse
graining of the details in a system, in this case the flow field generated by a pressure
gradient imposed across a variable permeability field. A renormalization procedure
is thus composed of the successive application of a renormalization rule and rescaling
operations to obtain a coarser and coarser picture of the initial fine scale system. This
meaning is related to the use of block-spins in statistical physics, described by Kadanoff
(1966). It is also discussed in Christensen and Moloney (2005) as applied to the Ising
Model and percolation theory. It is finally at the origin of the resistor analogy renormal-
ization method proposed by King (1989). Indeed, the method proposed in Chapter 3
can be seen as an alternative renormalization scheme to that proposed by King (1989).
Whereas the resistor analogy renormalization exploits the rules of combination of resis-
tors, see section 2.2.3, the new contributed method derives the rules of combination of
permeabilities by imposing that the upscaled pressure be the average of the fine scale
one.
A second approach is to transform the pressure to highlight its hierarchical struc-
ture, consisting of an average value combined with fluctuations at different scales. In
this case, the transformed Darcy operator does not retain its fine scale structure. Never-
theless, having expressed the flow problem in this hierarchical form, we can choose the
level of detail that we want to preserve during the upscaling process at each location.
Some proof of concept flow simulations are used to validate the methods on sim-
ple problems. The emphasis will be mostly on the upscaling procedure rather than on
the numerical solution of the flow problem. Of the many available options for mod-
elling the flow, the finite difference formalism was chosen, mainly for its simplicity. It
should be noted, however, that the methods described could in principle be applied to
other discretizations of the flow equations and to other equations altogether. Indeed,
the hope is that the methods suggested can be of use in other fields, wherever a coarse
representation of a physical system is sought.
1.2.2 Thesis outline
This thesis is divided into two parts. The first, Chapter 2, presents a brief overview of
the literature in the field of upscaling flow in porous media, followed by some basic re-
sults in percolation theory, renormalization and wavelet theory, that are the foundations
for the upscaling approach described.
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The remaining chapters present a new upscaling method applied in different situa-
tions. Chapter 3 introduces the basic formalism that will be used throughout, presenting
a method for upscaling Darcy’s equation in the case of single phase flow. Concentrat-
ing on the average pressure and discarding the fluctuations in a zeroth order approx-
imation, a simple local upscaling scheme is derived. The transform performed here is
the simple Haar wavelet transform, where the structure of the operator is unchanged
through the scales and the only changes in the flow equations are in the values of per-
meability. A brief account of the techniques used in the generation of the synthetic data
is given. Extensive numerical simulations performed in two and three dimensions are
intended as proof of concept for the basic algorithm and show that the method is at least
as successful as more traditional renormalization schemes in two dimensions.
Chapter 4 presents a different upscaling strategy, where a hierarchical description
of pressure is used to achieve nonuniform coarse graining. The starting point is a full
hierarchical decomposition of the pressure field, which leads to a generalization of the
results of Chapter 3, allowing us to calculate the pressure at the level of detail desired.
The formulation suggested enables us to analyze the fluctuations away from the average
pressure at different locations and on different length scales. This is the starting point
to generate a non-uniformly coarsened pressure solution. A description of the method
will be given, followed by validation through numerical simulations. A few variations
of the method will be described and compared and possible future developments will
also be discussed.
Chapter 5 aims to describe how the techniques are extended to simple cases of two-
phase flow in one- and two-dimensional systems including capillary pressure for vari-
ous mobility ratios. Preliminary simulations suggest that the Haar wavelet based renor-
malization method can be applied in this context, as well as the hierarchical formalism
of Chapter 4.
In Chapter 6, we will show the application of the Haar wavelet renormalization
method to a different problem, the advection equation. As well as representing the
saturation equation in tracer flow problems, the advection equation governs a multitude
of physical transport phenomena. Applying the upscaling method in this case provides
an upscaling rule for the flow velocity which leads to an upscaled saturation profile.
In Chapter 7, conclusions will be drawn, summarising the main findings and analysing
the advantages and drawbacks of the methods described. Future work will also be sug-
gested.
Chapter 2
Upscaling Flow in Porous Media
The present chapter will be a brief overview of the literature and results on which our
approach is based. First, a brief account of the physics and equations for flow in porous
media will be provided in Section 2.1, followed by an overview of the literature on up-
scaling, Section 2.2. Then, some results of percolation theory will be described, with the
purpose of introducing the concept of real-space renormalization, Section 2.4. Finally,
in Section 2.5, the basic definition and properties of wavelets will be discussed, this be-
ing the last ingredient in the upscaling method which will be described in the following
chapters.
2.1 Flow in porous media
2.1.1 Darcy’s law
Darcy’s law originates from experiments conducted by Henry Darcy in 1856 with the
flow of water in vertical sand beds (Darcy, 1856). He observed that the rate of flow
Q was proportional to the cross-sectional area A, the difference in hydraulic head at
different points ∆h, and inversely proportional to the distance between the two points,
L: Q = KA∆h/L, where the constant of proportionality K is hydraulic conductivity
(Bear, 1972).
A brief discussion of the definition of the variables appearing in Darcy’s law for an
incompressible fluid will be given.
Hydraulic head is defined as the sum of pressure head and elevation: h = p/ρg + z.
Generalizing, the hydraulic gradient is found by multiplying all the terms by g and dif-
ferentiating with respect to the distance: J = −∇ϕ′, where the potential ϕ′ = p/ρ + gz
has dimensions of energy per unit mass. Hence we can express Darcy’s law in the gen-
eral three-dimensional case as q = −k/µ(∇p + ρgz), where q is the flow per unit area,
k is permeability with dimensions of length squared and µ is viscosity. This law can be
generalised to anisotropic media in which case permeability is a tensor. However, this
linear relation between flow and pressure gradient is only valid when viscous forces
dominate inertial ones and the flow is laminar (Bear, 1972). The relation between hy-
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draulic conductivity and permeability is given by K = kρg/µ. In the following we will
simplify by assuming unit density and unit viscosity.
By combining Darcy’s law with conservation of flow for an incompressible fluid
with no gravity and constant viscosity, we get ∇ · (K∇p) = 0. In the case of a homo-
geneous medium, where conductivity is a constant, this reduces to Laplace’s equation
and a solution can be found just by specifying the required boundary conditions. In
the general case, however, approximate numerical methods can be employed to find a
solution, such as finite volume or finite element schemes. The emphasis here is mainly
going to be on how to upscale permeability rather than how to solve for pressure once
permeability values are known.
2.1.2 Multiphase flow
So far permeability has been assumed to be a rock property, independent of the fluids
present. This is only true in the case where the rock is completely saturated with a
specific fluid. In the case where two fluids are present, it is necessary to define phase
specific permeabilities which are defined as the product of the absolute permeability of
the rock and a function of saturation of the phase considered:
kl = kkrl (Sl) , (2.1)
where the subscript l stands for one of three possible phases, oil water or gas, and kl
is the specific permeability of phase l, k is the rock permeability that was defined for
single-phase, and krl (Sl) is relative permeability of phase l. Relative permeabilities are
functions of saturation, implying that in the presence of more than one phase in the
rock, an equation for saturation will also be needed.
If the phases present in the rock are immiscible, for example oil and water, there
will be an interface formed between them and consequently interfacial tension. The
curvature of this interface due to the grains in the porous medium imposes a difference
between the pressures on either side of the interface, which is referred to as capillary
pressure.
The Laplace equation expresses capillary pressure as a function of interfacial tension
and the principal radii of curvature of the interface:
Pc = σ
(
1
r1
+
1
r2
)
. (2.2)
The radii of curvature depend on the saturation of the two phases, providing us with
another way to define capillary pressure simply as a function of saturation. The de-
pendence of capillary pressure on saturation can be determined experimentally. Many
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papers have been dedicated to studying its properties, especially to understand its hys-
teretic character, see for example the work by Beliaev and Hassanizadeh (2001).
Contrary to the case of single-phase flow, the physics of multi-phase flow is not
entirely understood. A common way of approaching the problem is to simply assume
that a generalization of Darcy’s law to multi-phase flow is valid (Bear, 1972). We thus
need to formulate equations for the flow of each phase using relative permeabilities. Let
us now consider the flow of only two immiscible phases:
q1 = −kkr1 (S1)
µ1
∇p1, (2.3a)
q2 = −kkr2 (S2)
µ2
∇p2, (2.3b)
where we consider phases 1 and 2 and kr1 and kr2 are the phases relative permeabilities.
Applying flux conservation means imposing the divergence of the sum of the two
fluxes to be zero leading to:
∇ · qtot = ∇ · (q1 + q2) = 0 (2.4)
and hence
−∇ · (λ1∇p1 + λ2∇p2) = 0, (2.5)
where we have defined mobility as λl = kkrl/µl.
The two unknown phase pressures can be further related by the capillary pressure
equation:
Pc = p1 − p2. (2.6)
The equation of mass conservation for a single phase in one dimension is:
− ∂
∂x
(ρqx) =
∂
∂t
(ρφ) +Q, (2.7)
where ρqx is mass flow per unit area per unit time, ρφ is the accumulation of mass per
volume due to compressibility, and Q is a source or sink term. Following Aziz and
Settari (1979), we generalize to more than one phase and three dimensions by writing:
−∇ · m˙l = ∂ml
∂t
+Ql, (2.8)
where ml is the mass of component l in the unit volume and m˙l is the corresponding
mass flux. We will limit the discussion to “black-oil” models where the system has
two phases, one volatile and one not, but where both components are assumed to be
immiscible and do not change phase or exchange mass. Also constant temperature and
thermodynamic equilibrium are assumed throughout the system and formation volume
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factors and gas oil ratios are set to unity for simplicity. Saturation Sl is defined as the
fraction of the pore volume occupied by phase l. The volume conservation equations
for oil, water and gas phases are then given by (Aziz and Settari, 1979):
−∇ · qw = ∂
∂t
[φSw] +Qw, (2.9a)
−∇ · qo = ∂
∂t
[φSo] +Qo, (2.9b)
−∇ · [qo + qg] = ∂
∂t
[φSo + φSg] +Qfg +Qo, (2.9c)
where the subscript fg in the first source term of Equation 2.9c stands for free gas.
Considering only oil and water, expressions of the following form can be obtained
by substituting Darcy’s law for each phase in Equation (2.9b):
−∇ · [λo(∇po)] = ∂
∂t
[φSo] +Qo. (2.10)
Unlike for the single-phase case, the fluid flow equations are not sufficient and we need
additional relationships:
So + Sw + Sg = 1, (2.11a)
Pcow = po − pw = f(Sw, Sg), (2.11b)
Pcog = pg − po = f(Sw, Sg). (2.11c)
It is useful to introduce the concept of fractional flow, defined as the ratio of the water
flux to the total flux, f = fw (Sw) = qw/qt. In the case of two-phase flow, using this
definition and the definition of capillary pressure, Equation (2.6), combined with the
expressions for flux of the two phases, we find for the fractional flow:
fw =
(
1 +
∂Pc
∂x
kkro
µoqt
)
/
(
1 +
µwkro
µokrw
)
. (2.12)
Buckley-Leverett: 1D displacement
In one dimension and with the assumption of no capillary pressure we can solve these
equations using the Buckley-Leverett equations, which will tell us the velocity of a plane
of constant water saturation traveling through the system.
Starting from the one-dimensional equation for mass conservation of water, assum-
ing constant density, unit porosity and unit cross-sectional area:
∂qw
∂x
= −∂Sw
∂t
, (2.13)
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considering constant saturation, such that
∂Sw
∂t
= −∂Sw
∂x
dx
dt
, (2.14)
and
∂qw
∂x
=
∂qw
∂Sw
∂Sw
∂x
, (2.15)
we can rewrite Equation (2.13) as:
∂qw
∂Sw
=
dx
dt
, (2.16)
which gives us an expression for the velocity of the constant saturation front. Using
fractional flow we can write:
VSw =
dx
dt
= qt
∂fw
∂Sw
. (2.17)
In the case of zero capillary pressure, the fractional flow is a function only of satura-
tion such that the last term should have a total derivative. The position of a specific
saturation front can also be calculated and is given by:
xSw =
df
dSw
∫ t
0
qtdt = Wi
df
dSw
, (2.18)
where Wi is the cumulative water injected. The fractional flow curve presents a point
of inflection which creates a maximum in its derivative. If we plot saturation versus
position, where position is proportional to the derivative, we find two values of satu-
ration at a single location. This is unphysical and is due to the fact that the planes of
highest velocities tend to overtake the slower low saturation ones with the formation of
a shock front. The assumptions of continuity and differentiability of saturation made
in the Buckley-Leverett derivation are therefore not valid at the front itself. Behind the
front, however, the derived velocity and position of the saturation front can be used
and the capillary pressure is usually negligible, such that the form of the fractional flow
reduces to:
fw = 1/
(
1 +
µwkro
µokrw
)
. (2.19)
To find the value of saturation at the front, the Welge tangent method can be used
(Dake, 2001).
If we consider a water-flood where water is injected to displace oil, what determines
the type of flow is the ratio of the relative mobilities, where the relative mobility of each
phase is defined as krl/µl. Behind the saturation front the oil relative permeability will
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be its end point value, only residual oil is present. Ahead of the front, the oil permeabil-
ity will also be at its end point value, since only connate water is present. The end point
mobility ratio, M , can then be defined as the ratio of the end point relative mobilities. If
M ≤ 1 the oil can travel at the same speed as the water, or faster, such that the interface
is sharp and the displacement is optimal. The more common situation, unfortunately, is
M > 1, where the water will travel faster than the oil and consequently bypass some of
it, leaving it behind.
If capillary pressure had been included, it seems like the fractional flow would be
higher and therefore the displacement would be less efficient. However, the presence of
a sharp front is a consequence of neglecting capillary pressure, which causes capillary
dispersion at the front.
2.2 A Review of Upscaling Methods
2.2.1 Upscaling for single-phase flow
As discussed in the introduction, upscaling is necessary to render the numerical solution
of fluid dynamics problems tractable within the available computational power and
time. Often the number of grid blocks in a reservoir model must be reduced by one or
two orders of magnitude from the fine to the coarse scale.
The major issue in upscaling is the determination of values of permeability that can
be assigned to subsets of the porous medium such as to coarsen the grid with which the
system is described. Accordingly, the fine grid is usually subdivided into blocks and a
single value of permeability is obtained for each block.
The main problems encountered in doing this are to do with heterogeneity. The
coarsening process averages out features that are important for capturing the flow paths,
thus a correct upscaling method must be able to preserve the connectivity of the reser-
voir even when the number of grid blocks is drastically reduced. The trend in upscaling
methods is to develop adaptive grids which are based on the streamlines and ensure
that the coarse blocks are as homogeneous as possible, avoiding the excessive smooth-
ing out of relevant features, which is a typical problem of traditional orthogonal grids
(Wen and Gomez-Hernandez, 1996).
In the following a brief account of the most common upscaling techniques will be
given. Reviews on upscaling single-phase flow can be found for example in Farmer
(2002), Renard and deMarsily (1997), Wen and Gomez-Hernandez (1996), and Sa´nchez Vila
et al. (1995).
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Equivalent and effective permeability
A variety of methods have been proposed to deal with the determination of block per-
meability once the fine scale values are known. Following Renard and deMarsily (1997),
it is necessary to clarify what is meant with the terms equivalent and effective perme-
ability. The term equivalent permeability is defined as the permeability that a block
should have if it had to match the flow patterns or the energy dissipation generated by
the group of fine cells that it contains. Effective permeability is instead defined as the
homogeneous permeability needed in Darcy’s law to relate the mathematical expecta-
tion of the flow to the mathematical expectation of the head gradient and is therefore
independent of the boundary conditions (Renard and deMarsily, 1997).
Darcy’s law in terms of the head gradient is written as :
u = −K∇h, (2.20)
where u is now the velocity and K is the hydraulic conductivity tensor, or permeability
tensor for specific cases.
In practical terms, obtaining a statistically homogeneous effective permeability in-
side a coarse block is not possible, due to the limited size of the block itself, so blocks
are assigned equivalent permeabilities. These will tend to the effective values for large
block sizes, but carry a dependence on boundary conditions. A common expression for
the block equivalent permeability related to the average flow rate was given by Rubin
and Gomez-Hernandez (1990):
1
V
∫
V
u(x)dv = Kb
1
V
∫
V
∇hdv. (2.21)
Strictly speaking, permeability is a tensor and many methods account for this fact by
providing tensor equivalent permeabilities. However, in some cases the it is assumed to
be diagonal, so that only permeability in a given direction is calculated at any one time.
Usually, rotating the boundary conditions provides the other components of the tensor.
Upper and lower bounds for equivalent permeability
The main appeal of finding bounds and averaging schemes for upscaled permeability is
evident when one considers the ease with which these methods can be implemented in
the software packages used in industry. Although not particularly sophisticated, these
methods can be an improvement on the sampling procedure which arbitrarily assigns
the value at the centre of a block to the entire block.
The most general result is that the equivalent permeability is always bigger than
the harmonic average and smaller than the arithmetic average (Renard and deMarsily,
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1997). This relation has been proved on many occasions (Matheron, 1967) and can also
be justified in terms of the laws that regulate meshes of resistors. Should we have the
special case of the medium being approximated by resistors in series, the equivalent
resistance would be given by the arithmetic mean and in the case of resistors in parallel
by the harmonic mean. Once we identify permeability with conductance, that is, the
reciprocal of resistance, we can justify that the two averages represent the solutions for
two extreme special cases of permeability configurations.
Another more restrictive set of bounds was suggested by Cardwell and Parsons
(1945) and Renard et al. (2000) which sets the lower bound of permeability in a certain
direction to be the arithmetic mean of the harmonic means of permeabilities parallel to
that directions and the upper bound to the harmonic mean of the arithmetic means of
permeabilities perpendicular to that direction.
Matheron (1967) finds bounds to the equivalent permeability of an isotropic two-
dimensional random binary medium in terms of the quantity of each phase present.
In the special case where the two phases are present in equal proportion, equivalent
permeability is given by the geometric average. In more general situations, some kind
of averaging of two bounds proves to give good estimates.
Although the geometric average was found to be the best choice to represent equiv-
alent permeability of heterogeneous media (Warren and Price, 1961), it is widely rec-
ognized that simple averaging techniques cannot be taken to be universally valid, es-
pecially in the case of correlated heterogeneous data. For example, the often used ge-
ometric average fails and predicts a zero equivalent permeability as soon as any of the
permeabilities is zero, which is clearly incorrect for dimension d > 1.
Exact results and special cases
An exact formula for two-dimensional isotropic statistically homogeneous media is ob-
tained by combining arithmetic and harmonic averages as follows:
Keff = µ
α
aµ
1−α
h , (2.22)
where the exponent α ∈ [0, 1]. This corresponds to the Landau Lifshitz conjecture that
was first proposed in terms of electromagnetic fields (Landau and Lifshitz, 1960).
Matheron (1967) noticed that if permeability and its inverse have the same probabil-
ity distribution, as is the case for the random log-normal distribution and chess-board
configuration, the effective property is given by the geometric average. This fact, how-
ever, depends strongly on the dimensionality of the system. According to Matheron’s
argument, in one dimension the flow is constrained to go from once cell to the next with-
out any chance of changing direction and the resulting effective permeability is given
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by the harmonic mean. In the case of increasing dimension, an approximation given by
Schwydler states that the value will tend to the arithmetic average.
When generalised to three-dimensional systems, the new formula is:
Keff = µg exp
[
σ2lnk
(
1
2
− 1
d
)]
, (2.23)
where µg is the geometric average, σ2lnk is the variance of the permeability logarithm,
and d is the dimension of the system. This expression represents only a conjecture, as
there is no exact analytical derivation for the general case. However, many perturbative
expansions referenced by Renard and deMarsily (1997) have shown that the formula
holds in this case as well.There is no final word on whether this result is exact analyti-
cally, but the perturbative approaches seem to be suggesting that it can be used in most
cases (King, 1987; Noetinger, 1994).
Journel et al. (1986) proposes a power average expression which simplifies to the
harmonic, arithmetic and geometric means in the specific cases:
µp = 〈kp〉
1
p =
(
1
V
∫
V
k(x)pdV
) 1
p
. (2.24)
This is very promising since the exponent p is related to the properties of the medium.
The exponent p depends on type of heterogeneity, block shape and size, and the flow
condition in the block. If the cell is anisotropic it will also depend on the direction. It
can be envisaged that if one were to perform an exact upscale in a specific system and
deduce the value of p in the particular case, it would be possible to use the formula with
the same value for p in a different case where the rock properties are expected to be
similar (Durlofsky, 2005).
Another way to obtain an exact result for equivalent permeability of a specific block
is by numerically solving Darcy’s equation on the block itself and matching the flow, the
so called pressure solver method. In this case, the boundary conditions are specified and
the numerical method is used to calculate the total flow rate over the block. Then the
block permeability can be deduced. Even a full tensor equivalent permeability can be
obtained with the correct choice of boundary conditions (Renard and deMarsily, 1997).
Equivalent permeability for low heterogeneity systems
As previously discussed, many methods are based on the stochastic character of per-
meability. In this case, the emphasis is on the statistics of the permeability distribution.
Under the assumption that the fluctuations in permeability are not substantial, there are
at least two approaches that can lead to the derivation of useful estimates of equivalent
permeability (King, 1989).
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The first is a perturbative treatment by which we can recover some of the above men-
tioned results. For example, by decomposing permeability and pressures into a mean
value and small perturbations, the generalised form of the Landau Lifshitz Matheron
conjecture can be recovered. The same result was confirmed by a more sophisticated
field theoretic treatment which obtains the result to higher orders, see Renard and de-
Marsily (1997) and references within.
Another starting point to find expressions for effective permeability is to consider
the entire inhomogeneous medium as an area of homogeneous permeability keff with an
inclusion of different unknown permeability. The boundaries are assumed far enough
to render the flow practically undisturbed by the inclusion, and hence constant around
it. By matching the pressure inside and outside the inclusion, an expression for the
effective permeability can be obtained iteratively.
Unfortunately, in physical systems permeability can vary across many orders of
magnitute and heterogeneities can be on the same scale as the system, often rendering
the assumptions underlying these methods inapplicable.
2.2.2 Stochastic methods
Uncertainty pervades all stages of reservoir simulation and it must be accounted for
in any successful upscaling method. Given the origin of the fine scale data, which is
often simply interpolated from a sparse set of spatially localized data points, the aim
in upscaling should be to reproduce the statistical distribution of the required property,
rather than its exact value on the coarse blocks. Information about the moments of the
permeability distribution, such as average and variance, can be more valuable than a
set of values which is subject to an undefined uncertainty. A useful practice, which is
gaining popularity in the industry, is to perform Monte Carlo simulations to generate
a distribution of possible scenarios and to obtain an estimate of the uncertainty associ-
ated with each variable. This is essential, especially at the development planning stage:
management decisions must be taken based on simple models of subsurface systems
and best and worst case scenarios are just as important as average predictions. Never-
theless, it should be noted that for Monte Carlo simulations to be representative, tens or
hundreds of realizations must be generated, more than is usually affordable.
In line with these ideas, a stochastic treatment of the flow equations can lead to
useful predictions of the probability distribution of the quantities of interest, reducing
the amount of computational time by avoiding Monte Carlo simulations.
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An alternative to Monte Carlo Simulations
A recent review by Noetinger et al. (2005) takes an unusual point of view on upscal-
ing. The ultimate aim in reservoir or aquifer simulation is to reduce the processing time
as much as possible. The total computational cost of a simulation can be expressed as
Ctot = C ×Nsens ×Ninv ×NMC , where C is the computational cost of a single fluid flow
simulation, Nsens is the number of such simulations that must be performed to explore
the sensitivity to control parameters, Ninv represents the number of inverse problems
that have to be solved to perform history matching and ensure consistency of predic-
tions with past performance, NMC is the number of Monte Carlo simulations necessary
to obtain statistically valid results.
Upscaling is a strategy to reduce C, by reducing the number of grid blocks. An-
other equally valid approach is to study the statistical distribution of permeability to
avoid costly Monte Carlo simulations. Due to the self averaging property of some dif-
fusive phenomena, it is possible to meaningfully perform coarse-graining on perme-
ability. That is, the effective equations obtained on a large scale are in part derived from
the small scale phenomenon and in part from the large scale heterogeneities, but it can
be assumed that effective equations will exist.
The specific problem treated by Noetinger et al. (2005) is pressure diffusion in a
random heterogeneous medium. Performing an ensemble average of the terms in the
equation leads to an expression with a memory kernel which depends on all the orders
of the permeability correlation function. An expression for this kernel can be obtained
and shown to have a Darcy structure corresponding to a new effective Darcy velocity
which is the local spatial average of the original. The interpretation of this is that the
ensemble average of the local flow rate is the weighted spatial average of the pressure
gradient in a region given by the correlation length. Thus the effect of correlation is to
transform the local Darcy’s law into a non-local formula. Although a single well test is
nothing like an infinite number of simulations, the self averaging property is such that
this is equivalent to numerous Monte Carlo runs. This result is consistent with findings
about coarse graining of differential operators (Hou et al., 2001).
Random walk methods
Another method that can be used to upscale permeability is to map the transport prob-
lem onto a random walk and use the analogy between permeability and diffusivity
(McCarthy, 1995). Starting from the equation of the probability density of a cloud of
random walkers and the well known relation for the mean square displacement at time
t:
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∂u
∂t
= D∇2u; (2.25a)〈
R2(t)
〉
= Dt, (2.25b)
we can calculate permeability just by monitoring the displacement of the walkers. A
suitable weight for establishing the probability of the steps is given by the transmis-
sibility, that is, the harmonic average of the initial and final site permeabilities, nor-
malised with the coordination number of the lattice. The effective permeability calcu-
lated with the random walk method was compared to estimates given by the resistor
analogy renormalization (McCarthy, 1995). Their performance is comparable although
random walks have problems with strong anisotropy and correlation . Random walks
can be used for problems with irregular boundary conditions.
Saturation probability distribution upscaling
Another example of upscaling performed directly on the probability distribution of
properties, in this case saturation, is presented in King and Neuweiler (2002). The
assumption that coarsening only changes the parameters and not the form of the op-
erators is relaxed. Building on previous work by Goldenfeld et al. (1998), the saturation
probability distribution and its evolution in time are upscaled using a path integral
formalism. The simple case of one-dimensional advective transport with a constant ve-
locity and random source of saturation is analysed and the discretized equation can be
written as:
∂tSi(t) + α∆ijSj(t) + Bi = ηi. (2.26)
After taking the Laplace transform with respect to time, the equation in matrix form is
MS = R+ h, (2.27)
where M is the fine scale operator acting on saturation S, R is a vector of boundary
conditions and h is a noise vector. By assuming the noise to have a correlated Gaus-
sian distribution, we can deduce the saturation distribution by a change of variables. If
we express the saturation variables in terms of their sums and differences, we can ex-
press the saturation distribution in these new variables. This involves the use of a Haar
wavelet transform that will be discussed in section 2.5.1. Then we can integrate over
the variable representing the differences to obtain the probability distribution of the av-
eraged saturation. The simplest step forward is to assume uncorrelated noise such that
the terms regarding the covariance can be dealt with. The result is a new coarse grained
operator of the form:
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∂2
∂x2
+O(∆x2). (2.28)
Hence by integrating out degrees of freedom the range of the coupling between
coarse grained sites has changed and so has the nature of the operator itself. In Chapter
6 an upscaling method for velocities within this framework will be presented.
2.2.3 Renormalization based upscaling
One of the most successful ideas which is at the origin of innumerable upscaling meth-
ods is the application of renormalization. As will be discussed in Section 2.4.2, renor-
malization is a procedure that allows a recursive coarsening of the system. Hetero-
geneities on progressively larger scales are smoothed out by substituting groups of cells
with blocks. Performing the coarsening transformation iteratively will ultimately lead
to a single value for permeability and the intermediate steps will allow a permeability
map to be generated at the required coarseness level.
Resistor analogy renormalization
The first application of real-space renormalization to permeability upscaling was sug-
gested by King (1989). A previous paper by Sahimi et al. (1983) treated percolation in
resistor networks in a similar fashion. The electrical analogy of a porous medium was
exploited together with results from the calculation of equivalent resistances of resistor
meshes to provide an analytical expression for block permeability.
The analogy can be easily explained once the equivalence of Darcy’s law to Ohm’s
law is recognized. The mapping between flow of current in resistors and flow in porous
media is exact and we can represent the medium with a mesh of resistors as in Figure
2.1.
In King (1989) only directional equivalent permeability is calculated with a left to
right pressure gradient and a no flow top and bottom boundary condition. For the
simple case of 2× 2 cells the expression for equivalent permeability, directly taken from
the rules of resistor combination is:
Keff =
4(K1 +K3)(K2 +K4)[K2K4(K1 +K3) +K1K3(K2 +K4)]
[K2K4(K1 +K3) +K1K3(K2 +K4)][K1 +K2 +K3 +K4] + 3(K1 +K2)(K3 +K4)(K1 +K3)(K2 +K4)
(2.29)
More complicated formulae can be obtained if a different type of boundary condi-
tion is chosen, implying a different resistor structure. As the coarsening is performed,
the mean value of permeability is preserved while the standard deviation of the per-
meability distribution shrinks proportionally to the number of cells contained in each
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Figure 2.1: The resistor analogy renormalization scheme from King (1989).
block, ultimately leading to a single value when only one block is left. Clearly, the ad-
vantage of these methods is their speed, since the processing time scales linearly with
the linear size of the system.
Renormalization can also be applied directly to the permeability probability distri-
bution. In King (1989) permeability is expressed as an average value plus an uncorre-
lated gaussian noise term. Defining Ki = Kn(1 + ∆i), and expanding Equation (2.29)
to first order in ∆i, the probability distribution at each step n of the renormalization is
written and related to the distribution at the previous and following step. Then the fixed
points of the transformation can be found, showing that the average of the permeability
is unchanged by the coarsening, while its variance is reduced by a factor of 2d, where d
is the dimension of the system.
An interesting approach which combines a stochastic treatment of permeability with
renormalization is given in by Hastings and Muggeridge (2001). The starting point is
a perturbative expansion of Equation (2.29), where each permeability is taken to be a
random variable with a known arithmetic mean and distribution function. Expressions
for the component of the effective permeability dependent on the mean can be calcu-
lated and the other terms containing the fluctuation terms and their correlations can be
used to rank the sources of uncertainty according to their importance. It is found that
effective permeability decreases as the variance of the initial distribution increases and
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the variance of the coarse permeability is less than the original one by a factor equal to
the number of fine cells the blocks contain, just like noted previously.
Other real-space renormalization schemes for permeability upscaling
Variations of the electrical analogy, based on a bond percolation model, were presented
by Kruel-Romeu (1994) and Aharony et al. (1991), where transmissibility is upscaled by
directly assigning values to the bonds.
Gautier and Noetinger (1997) have expanded the technique using periodic bound-
ary conditions and obtaining a tensorial expression for permeability in what they call a
simplified renormalization scheme. In this case, direct transmissibility upscaling is per-
formed, and these are log-normally distributed ensuring that their geometric average
is preserved during the upscale. The renormalization scheme is derived by equating
the fluxes at every node, solving Kirchhoff’s laws, and matching the global flux. The
difference between their scheme and the resistor analogy is only that there is no need to
calculate the inter-block transmissibilities and the use of periodic boundary conditions
enables the determination of a tensorial value for permeability.
Renard et al. (2000) suggests a different scheme for the averaging, that is taking
the geometric average of the two Cardwell and Parsons bounds. In this scheme, cells
are averaged in groups of 1 × 2 or 2 × 1 harmonically or arithmetically according to
the direction of flow and successively averaged in the other direction. The results ob-
tained by inverting the order of this procedure are then averaged geometrically. In an
extensive comparison between resistor analogy renormalization, simplified renormal-
ization, classical harmonic and arithmetic averaging and the method just described, it
was found that the simplified renormalization of Gautier and Noetinger (1997) and the
new technique outperforms the resistor analogy scheme both in accuracy and efficiency.
Moreover, the traditional averages are shown to be accurate only in particular kind of
media. Almost all techniques perform better with small blocks and all renormalization
based methods have difficulties with the estimation of vertical permeability (McCarthy,
1995).
Another renormalization scheme which was devised and extensively used in the
study of magnetic systems is the Migdal Kadanoff scheme (Burkhardt, 1982; Paredes
and Alvarado, 1998), see Figure 2.2. It consists of two steps starting from a mesh of
conductors: first parallel bonds are moved onto each other and combined according
to the rules for conductors in parallel; then the decimation takes place, whereby the
equivalent conductance is calculated for the series combinations. The final formula is
given by:
40 2. Upscaling Flow in Porous Media
Figure 2.2: Migdal-Kadanoff bond-moving renormalization scheme, from Paredes and Al-
varado (1998).
g =
(
1
g1 + g2
+
1
g3 + g4
)−1
, (2.30)
which makes this method fast. A comparison between Migdal-Kadanoff and King’s
renormalization schemes is given in Paredes and Alvarado (1998), where the latter is
found to perform better for Weibull and log-normal permeability distributions but not
for the power law case. The problem with both the schemes is that in the presence of
strong disorder, the coarsening will take the system to the wrong limiting value.
However, by keeping the information gained at the various renormalization stages
the velocity field and hence the preferential flow paths can be reconstructed. This is pos-
sible because knowledge of the flux at the coarse level and of the transmissibilities at the
finer level suffice to determine the fluxes at the fine level. A comparison was made in
Paredes and Alvarado (1998) between the streamlines generated with this method and
the results of a standard pressure solver. Although there are differences in the details
of the flow paths, the magnitude of the fluxes is generally well reproduced. The re-
construction of flow paths via renormalization is much faster, scaling linearly with the
system size, and can be used to precondition conjugate gradient techniques in classical
pressure solvers. Also the calculations can be sped up with the use of parallel proces-
sors.
Bond percolation has often been used to study the conductance of resistor meshes,
and their transport properties within the framework of effective medium theory Kirk-
patrick (1973). Here, instead of the sites being occupied with a certain probability, the
bonds between sites are present with a certain probability, suggesting a more immediate
interpretation in terms of transmissibility.
A similar bond renormalization scheme was suggested by Hinrichsen et al. (1993),
where a network of tubes is generated to model the porous medium and permeability is
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assigned to each tube, see Figure 2.3. The results of upscaling using this renormalization
scheme are within a 5% error from the exact numerical solutions and the spread of the
error is symmetric, indicating no bias. The authors claim that their technique is more
apt to systems where permeability is strongly correlated.
Figure 2.3: Bond renormalization from Hinrichsen et al. (1993).
Errors in resistor analogy renormalization
The fundamental problem that all local methods encounter is that precise assumptions
on pressure at the boundaries are needed to perform upscaling correctly and this is
often unrealistic. Unknown heterogeneities, such as shales, are mostly responsible for
the boundary conditions, imposing no flux regions. Any choice of artificial boundary
conditions risks contradicting these constraints. This is also true for the resistor analogy
and it is at the origin of its drawbacks. One way to improve the renormalization schemes
is to use a large cell scheme rather than a small cell one. This means that a large group of
cells are upscaled into multiple blocks. This aids in reducing the effects of the artificial
boundary effects which are inevitable when single blocks are considered in isolation
(Williams, 1992). When no flow top and bottom boundaries are chosen, this also implies
that the flow inside a block is in the same direction of the global flow, which is only true
for rather homogeneous blocks or for special cases.
Another problem with the method is the discretization scheme. By construction, di-
agonal flow is not allowed and this leads to big errors for example in the chess-board
case Yeo and Zimmerman (2001). In this case, where sites have alternating high and
low permeabilities, flow tends to follow diagonal paths joining the high permeability
areas. Renormalization predicts that the effective permeability is controlled by the low
permeability value while it can be proved that the exact result is given by the geometric
average. This behaviour cannot be captured by the 2d + 1 discretization scheme. What
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is worse is that the error caused by the renormalization increases with the contrast be-
tween the high and low permeability values. It can be argued, however, that the natural
occurrence of a chess-board configuration such as the one hypothesized is not proba-
ble due to the correlations which are present in physical systems. Also in systems with
large contrasts in permeability, such as in the presence of shales, the assumed boundary
conditions in the resistor analogy are unrealistic. For the method to work, each renor-
malization block should be bounded by isobars in the direction perpendicular to flow
and this is clearly not always the case when the fluctuations in pressure are on scales
comparable to the block size.
A step towards assessing the errors generated by the renormalization procedure in
a rigorous mathematical formulation was made in King (1996). The renormalization
procedure is shown to be an approximation scheme to the inversion of a matrix, more
precisely, the pressure differences which arise in upscaling are ignored in a mean-field
sense by eliminating the degrees of freedom internal to the coarse block. By finding
the equations for this pressure difference, an expression for the error introduced can
be obtained. This can be translated into an error in the estimation of the effective per-
meability. The corrected values are much closer to the numerical solutions than the
estimates obtained with simple renormalization.
Coarse graining and renormalization group in upscaling
Coarse graining of Darcy’s equation both in real and Fourier space was presented by At-
tinger (2003), where a scale specific equation can be obtained by imposing a cut-off and
integrating out some of the degrees of freedom. Once the required scale is determined,
fluctuations on smaller scales can be accounted for by a partially effective hydraulic
conductivity, while features on larger scales are retained explicitly. An expression for
the effective contribution can be calculated with perturbation theory and improved by
field-theoretic renormalization. The advantage of this approach, other than providing
a reduction in the grid block resolution, is that different kinds of information about
the reservoir can be integrated consistently once everything is expressed at a common
scale. Hristopulos and Christakos (1999) and Hristopulos (2003) highlight the impor-
tance of renormalization ideas in the treatment of correlated data. They also suggest
a full renormalization group derivation of effective permeability, which confirms the
Matheron Lifshitz conjecture.
From local to global methods
The assumption underlying all the methods presented so far is that the upscaling pro-
cess is local. The importance of non-local effects is evident when specifying boundary
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conditions for blocks on which upscaling is to be performed.
With the improvement in the processing power and memory of available computers,
new approaches to upscaling have been developed where the system is treated globally.
For example, in the review by Farmer (2002), the upscaling process is subdivided into
two phases: fine-grid experiment and coarse grid calibration. In the first phase, the fine-
grid pressure solution is calculated. This can happen within a local framework, where
the solution is found for small groups of grid blocks which will be incorporated into
a single block, or globally, where the solution is calculated over large portions of the
system. The second phase, coarse grid calibration can also happen in a local or global
fashion and it consists in finding values for the coarse-grained properties from the fine-
grid solution. Local and global treatments for each of the two steps give rise to a set of
different schemes. Having to perform a single-phase fine scale pressure solve prior to
defining the coarse grid seems to be defeating the purpose of upscaling. Nevertheless,
this becomes worthwhile when a two-phase flow simulation is necessary.
Generally local-local methods can only perform well in d = 1, where the flow pat-
terns are trivial. An improvement can be made with the use of “jackets”, also called
oversampling, that is, the value at one specific block is calculated based on an area sur-
rounding it.
Another strategy to improve the results of local-local methods is to upscale trans-
missibility rather than permeability itself and this can be combined with oversampling.
In the case of global-local methods, the solution is known for the entire fine grid
and this information can be used to solve an inverse problem and obtain values for the
coarsened permeability.
A suggested global-global method is based on the minimization of the difference be-
tween the fine and coarse scale solutions. This amounts to computations linear in the
system size and is affordable especially in the case in which a multiphase flow simula-
tion is performed.
A very interesting approach is suggested in the local-global method. Here upscaling
is performed from the fine grid only in a subregion of the system. The remaining coarse
grained values are interpolated. This seems sensible given that even the fine grid data
is in most cases interpolated, and it reduces processing times considerably.
Another more recent review by Durlofsky (2005) also presents an “extended local”
approach, which corresponds to the oversampling previously discussed, and suggests
it for use on systems where the coarse grid is not aligned with the fine one.
A different local-global method, here termed “quasi-global” can be defined (Durlof-
sky, 2005). First a local or extended local calculation of transmissibilities is performed
and an initial estimate of upscaled quantities is obtained. Then a global coarse pres-
sure field is found. These pressures are used to set boundary conditions on the new
extended local calculation and the process is repeated until consistency is reached. The
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coarse pressure is interpolated on the fine grid and this may generate negative trans-
missibilities. To avoid this, the iteration is performed only in areas of high flow rates.
A new approach is given by multi-scale methods, praised in a recent work by Ger-
ritsen and Durlofsky (2005). In the multi-scale framework coarse-scale solutions are
formed and solved numerically and the fine scale information can be used at different
stages of the calculation, allowing for different grids to be used for flow and transport
computations (Hou and Wu, 1997; Jenny et al., 2003; Aarnes and Efendiev, 2006).
Grid generation
It seems probable that in future the emphasis is going to be on the grid generation rather
than on upscaling of transport properties. This is because the use of standard regular
grids introduces errors which can be avoided if the grid lines are designed to follow the
streamlines or at least the regions of flow. Nevertheless, in the case where the correlation
of the permeability is aligned with the regular grid lines, local techniques can perform
well (Durlofsky, 2005).
At the origin of upscaling is the concept of homogenization, that is, the fact that
the equations for a system at different scales are the same but for a change in param-
eters, such as permeability. For this to be valid, however, it must be ensured that the
length scales present in the system are separated, that is, the averaging takes place on a
scale different from the scale of the features in the system, such that the coarse grained
property can be constant within a coarse block.
Accordingly, some methods have been developed to generate coarse grids which
ensure this feature, the so called adaptive grid methods. Common techniques are op-
timization algorithms which adjust the grid to ensure maximal agreement between
fine and coarse scale solutions, for example by minimizing the variance within blocks
(Farmer, 2002).
The review by Wen and Gomez-Hernandez (1996) presents a series of methods to op-
timize an initial Cartesian grid. For example, one could assign a coefficient of elasticity
to each cell edge depending on the permeability variance of adjacent cells. A potential
energy term is then defined and the cells vertexes are moved iteratively to minimize it.
Alternative methods constrain the variance within cells globally rather than locally. A
better approach, which has the added benefit of preserving areas of slow and fast flow,
is given by Tran and Journel where the potential energy term to be minimized is defined
in terms of the stream function (Wen and Gomez-Hernandez, 1996). The drawback is,
however, that it is necessary to solve for flow before defining the block geometry, lead-
ing to huge computational costs. Wen and Gomez-Hernandez (1996) improves on this
by solving for flow velocity on the coarse scale at each iteration.
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2.2.4 Wavelets and upscaling
A different upscaling method makes use of wavelet transforms as a filtering procedure
and was first suggested by Mehrabi and Sahimi (1997). The problem with porous media
is that, although percolation theory is very useful in this context, some systems are not
percolating systems and often they present highly correlated disorder (Mehrabi and
Sahimi, 1997). The main issue is to determine how much of the information contained in
the fine scale reservoir model is absolutely essential to recover the transport properties
of the system. By performing a wavelet transform on the permeability map, a threshold
can be set for the detail coefficient, within a recursive framework, which will coarsen the
grid non uniformly, retaining the fine scale data only where it is most necessary. At each
step, the number of nodes in the grid will be reduced until the minimal description of
the system is reached. The advantage in reducing the number of equations to be solved
is clear, given that the time required to solve equations scales with the square of the
system size and the time required for the calculation of the detail coefficients only scales
like n lnn. It was suggested that the number of equations to be solved can be reduced
by up to 98% (Sahimi and Heidarinasab, 2004).
Chui Wang wavelets were suggested by Marquez and Araujo (2006) to upscale a per-
meability field, in a fashion similar to image processing techniques. The advantages of
using wavelets to decompose and coarsen fields is that no information is lost, hence the
initial field can be reconstructed. Moreover, wavelet analysis allows a better handling
of permeability contrasts.
Another use of wavelet transforms is in de-noising data. In wavelet space it is easy
to determine which data are spurious and do not belong to a certain distribution, which
is usually an indication of noise. What is more, the transform can pick out the presence
of data from two different probability distributions, which can lead to the detection of
faults and fractures as discontinuities in permeability (Sahimi, 2001).
On a slightly different note, Sahni and Horne (2005) propose a use of wavelets in
history matching. In this step of reservoir modeling, the reservoir response data are
combined with the material properties recovered from core plugs and well logs. Al-
though it is common practice to impose the production data on the geological data, an
incorrect application of history match can lead to unnecessary loss of geological infor-
mation. It is useful instead to determine what part of the production data influences
the history matched model most, which can be done by finding which of the wavelet
coefficients are most important. The other coefficients should be then varied to optimize
the agreement with the geological data.
Finally, Espedal and Saevareid (1994) present an upscaling method based on Haar
wavelets introducing a formalism very similar to what will be used in this thesis. The
method is a multiresolution finite element formulation which is used to study the inter-
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action between different permeability scales.
2.2.5 Multiscale methods and wavelets
Multiscale methods are an alternative to performing upscaling, for problems that can-
not be solved within the available computational time. While the traditional methods
assume constant or at least linear variations of properties within the cell, more compli-
cated basis functions could be chosen, as is done in spectral methods. Whereas in finite
elements the basis functions are local polynomials of generally low and fixed degree,
spectral methods allow the use of global basis functions of higher degree (Boyd, 2000).
The accuracy of spectral methods is superior but it is obtained with a higher cost since
the matrices involved are not sparse as in the finite element case. A way to improve the
accuracy in the finite element methods is to refine the solution by increasing the degree
of the basis function polynomial. Alternatively, the basis functions can be constructed
to describe the fine scale structure that is smoothed out at the coarse scale. Jenny et al.
(2003) presents a finite volume multiscale method based on the multiscale finite element
method previously introduced by Hou and Wu (1997). Coarse scale transmissibilities
are calculated from conservation of mass at the fine scale. Aarnes and Efendiev (2006)
presents a mixed-finite element hierarchical multiscale method. This method also pro-
duces a conservative fine scale velocity field and considers nonuniform and unstruc-
tured grids with adaptivity. Weinan and Engquist (2003) suggests general principles for
the generation of heterogeneous multiscale methods. Dorobantu and Engquist (1998)
presents a numerical homogenization procedure based on the Haar wavelet, which is
very similar to the method that will be described in Chapter 3.
2.3 Two-phase flow upscaling
So far the upscaling process described has only been applied to absolute permeability in
a single-phase flow context. In reservoir simulations it is clearly important to ultimately
solve for the flow of more than one phase, which is affected by the heterogeneities that
are present at all scales. An option is to simply use the upscaled values for the ab-
solute permeability and use the same relative permeability curves from fine to coarse
scale. Although this entails the assumption that the functional form of the latter doesn’t
change with scale, this method is often chosen. Nevertheless, a more careful approach
is needed when the correlation length of the heterogeneities that are lost on the coarse
scale is comparable to the well spacing in the reservoir (Barker and Thibeau, 1997).
In these cases the most common strategy is the use of pseudo relative permeabili-
ties (pseudos). These are artificial functions constructed to ensure that the flow at the
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coarse scale reproduces the flow at the fine scale given a specific saturation distribution
inside the coarse grid block. Although this topic has been the focus of many papers, see
Christie (2001) for a comprehensive review, we will only briefly state the main results.
The simplest way of calculating such pseudofunctions is by assuming a constant
saturation in time. The result will be strictly applicable only behind and ahead of the
front and will not be correct at the front where the average saturation changes in time.
In two special cases this assumption can be made: either in the capillary equilibrium
limit or in the viscous dominated limit (Pickup et al., 2005). In the former case it is
assumed that, within a coarse grid block, capillary pressure and saturation are constant
in time and space. This is reasonable at low flow rates and on small scales. In the
latter case, capillary pressure is considered to be negligible, due to high flow rates, and
imposing steady state saturation implies a constant fractional flow. Unfortunately, even
for a Buckley-Leverett problem the returned pseudos correspond to the original fine
scale curves (Christie, 2001). The alternative is to use dynamic pseudofunctions, where
a simulation on the fine grid has to be performed, ideally for each coarse block and each
flow direction (Barker and Dupouy, 1999).
A disadvantage of some of these methods is that the functions generated are at times
unusable, for example negative or multivalued pseudopermeabilities are obtained. One
advantage is that, in some cases, redefining the capillary pressure and relative perme-
ability functions can be a way to reduce the numerical dispersion introduced with the
homogenization of the equations on the coarse scale. Another drawback of these meth-
ods is that they lead to highly process dependent functions.
An attempt to solve this problem was made in Durlofsky (1998), where a coarse
saturation equation is derived with a volume average of the fine scale equation keeping
higher moments of saturation as well as its average. The new relative permeability
curve becomes a function of saturation, a few of its higher moments and its covariance
with the fine scale velocity field.
To conclude, there are still many open issues in defining successful and practical
upscaling techniques for multi-phase flow. The remaining sections in this chapter will
be devoted to a summary of the main results in real-space renormalization and wavelet
theory, which will be used in the proposed upscaling approach.
2.4 Percolation theory and renormalization
2.4.1 Percolation theory
Flow in porous media can be usefully studied with the use of percolation theory, of
which a brief account will be given in the following (Sahimi, 1995). The reason for
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reviewing this topic is that it constitutes a natural setting in which to introduce the idea
of real-space renormalization. Percolation theory, first introduced by Broadbent and
Hammersley (1957), represents a system with a lattice of sites, or a network of bonds
in the case of bond percolation, which can be occupied or empty with probability p or
(1 − p) respectively, so that the occupied sites will form clusters of different sizes. The
system is said to percolate when there exists a path connecting two opposite sides of the
lattice. On an infinite system, which is assumed for most of the exact results within the
theory, this will correspond to the presence of an infinite percolating cluster. It is found
that this is only possible for p above a threshold pc, which depends on the geometry
and on the dimension of the lattice considered. In a porous medium, we can associate
the occupied sites to connected regions and empty ones to flow barriers. Once the finite
size of porous media is taken into account, these results can provide useful information
on the connectivity of reservoirs. A similar approach can also be designed considering
sand bodies or fractures as being the only connected regions of a reservoir (Belayneh
et al., 2006; Masihi et al., 2006).
A variation of percolation, termed invasion percolation, is also used to model two-
phase flow. Our attention here is not going to be on the details of percolation theory, for
which we refer the reader to Sahimi (1993).
Instead, percolation is also one of the best scenarios to introduce the concept of real
space renormalization in its simplest form, hence, a summary of the results useful in
this context will be given (Christensen and Moloney, 2005; Goldenfeld, 1991). At a low
value of p, below the critical threshold, only a few of the sites are occupied and only
small clusters are formed. Once the critical probability is reached, clusters of all sizes
appear including a percolating cluster which spans the system. This cluster is fractal,
that is the dimension of the structure it creates is non integer. One of the tell tale signs
of fractality is the absence of a characteristic length-scale. In simple terms, the blow-up
of a small detail would look statistically the same as the whole system viewed from
afar. For values of p larger than pc, the two sides of the system are connected by a
spanning percolating cluster. Once the probability is higher than the critical value, the
percolating cluster will occupy more and more sites until the lattice will tend to be
completely occupied as p→ 1.
At the critical probability pc the correlation length ξ tends to infinity while for values
smaller and bigger there exists a characteristic length-scale. Were we to plot the corre-
lation length as a function of p we would find that it diverges at pc with a power law
in the distance away from pc, ξ = |p − pc|−ν while it is zero at both extremes when the
system is empty or fully occupied.
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2.4.2 Real-space renormalization
If we consider the two trivial states given by p = 0 and p = 1, we can interpret the corre-
lation length as the scale of the largest fluctuation away from either of these self-similar
states. Self similarity is given by the absence of a characteristic length-scale. However,
also at the critical point, where p = pc and the correlation length is infinite, the system
is self-similar, although not in a trivial sense as in the case of the two extremes. These
three self-similar states can be related to the fixed points of a rescaling transformation
which divides all lengths by a factor b. A closer analysis shows that, by performing this
rescaling, a flow in p-space is generated which takes the system towards either of the
stable fixed points p = 0 or p = 1 and away from the non-trivial unstable fixed point
p = pc, see Figure 2.4.
Figure 2.4: (a) A sketch of the correlation length, ξ, versus the occupation probability, p. The
vertical dotted line shows the position of pc. For p → pc, the correlation length diverges as
a power law with exponent −ν in terms of |p− pc|, the distance of p from pc, that is, ξ(p) ∝
|pc − p|−ν . When applying the rescaling transformation, the correlation length is reduced by a
factor b. (b) The corresponding flow in parameter space. The fixed point p = pc is unstable. For
p < pc, applying the rescaling transformation will induce a flow towards the stable fixed point
p = 0. For p > pc, applying the rescaling transformation will induce a flow towards the stable
fixed point p = 1. Figure from Christensen and Moloney (2005).
In the case of a porous medium, the rescaling transformation averages out the details
leading to an either fully occupied or totally empty system. The real-space renormaliza-
tion transformation Rb(p) is a rescaling which coarse grains the system to eliminate fluc-
tuations smaller than the correlation length. The algorithm for performing real-space
renormalization on a 2D percolation lattice, a block-spin transformation first suggested
in Kadanoff (1966), is the following :
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• Subdivide the lattice into blocks of side b lattice units.
• Replace each block with a single site with p′ = Rb(p).
• Rescale all lengths by b to re-establish the original lattice spacing.
It is clear that this transformation will drive the system towards one of the trivial states
(p = 0, totally empty, or p = 1, totally occupied) unless the original lattice is poised
exactly at the critical point. In this last case the system is at a fixed point of the transfor-
mation and will stay as it is.
This procedure can be generalised to many different systems and it is the fundamen-
tal principle in renormalization schemes for permeability upscaling. The interesting
issue is how to define a sensible renormalization transformation Rb(p).
The simplest upscaling technique consists in taking the value of the cell at the centre
of the block and assigning it to the entire block. This in effect corresponds to a very
simple renormalization transformation rule.
Different renormalization schemes will be appropriate for different systems. For
example, in the case of bond percolation, an obvious choice is the spanning-cluster rule.
Here the new block is occupied if the cells in it allow a connection between the two
sides of the block. Another possibility is to use a majority rule. In this case, the block is
occupied if the majority of the cells in it are occupied. When the property on the lattice
is not binary but instead given by a continuum of values, it might be sensible to take as
block value the average of the cells contained in it.
Some of the renormalization techniques applied to uspscaling were described in Sec-
tion 2.2.3. The main advantage of renormalization type upscaling algorithms is that,
unlike perturbation type treatments, for example the ones described in Section 2.2.1,
the fluctuations in permeability are not assumed to be small. On the contrary, when the
transformation is performed iteratively, features of different scales are accounted for in
the progressively homogeneous permeability that results.
2.5 Wavelets
The second starting point for the development of the renormalization method that we
will suggest is the concept of wavelets. The term wavelet is the translation from the
French “ondelette”, a term coined by Morlet and Grossman in the 1980s to indicate a
localized wave. Introductions to the subject can be found in Daubechies (1992), Mallat
(1999), and Addison (2002).
The main idea behind wavelets is to represent a function in terms of a combination
of basis functions which are all scaled and translated versions of the so called mother
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wavelet. The first wavelet was introduced by Haar in his doctoral thesis in 1909 (Haar,
1909). The Haar wavelet is simply a step function, leading to a hierarchical decom-
position of functions into averages and differences. More sophisticated wavelets have
been suggested, for example compact support wavelets were introduced by Daubechies
(1992).
Decomposing functions into wavelets is very similar to a Fourier transform, but the
main advantage of wavelets is that they are localised both in time and frequency, or
equivalently real and reciprocal space. While a Fourier series needs innumerable terms
to represent a feature localized in space and can easily represent periodic components,
a wavelet can be used both for periodic functions and for localized features. The first
application of wavelets was suggested by Morlet in the 1980s in the field of seismol-
ogy. Since then, they have found wide applicability in signal processing, particularly in
medical data analysis, being an ideal method to compress information (Addison, 2002).
We can write down a wavelet Ψa,b as a scaled and translated version of the mother
wavelet Ψ where a represents the scale factor and b the translation:
Ψa,b(t) =
1√
a
Ψ
(
t− b
a
)
. (2.31)
The wavelet transform, similarly to the Fourier transform, is the function obtained
by projecting a function f(t) continuously onto the new wavelet basis:
F (a, b) =
1√
a
∫ ∞
−∞
f(t)Ψ
(
t− b
a
)
dt. (2.32)
Similarly to what is done in Fourier series, coefficients can be determined to express
functions in terms of the wavelet basis. Let us consider the discrete wavelet transform,
also called a filter bank. Like any transformation, we can represent this as a matrix W
acting on a vector u to give a new vector u′. The original object is thus decomposed
into two components, a scaling function and a wavelet function. Correspondingly, two
coefficients are obtained, the detail coefficient, which represents the differences between
two adjacent data points, and the scaling coefficient, which contains information on the
average of the two adjacent points. The interesting property of these two functions is
that the transform can be applied recursively to obtain an ever finer representation of
the original data. Moreover, theW matrix is unitary, that is its inverse is proportional to
its transpose. This is a very useful property since we can obtain the original data from
the transformed vector without performing a matrix inversion.
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2.5.1 Application of the wavelet transform to Hamiltonians
The Haar wavelet
The matrix form of the wavelet transform allows us to operate easily on Hamiltonians,
for example for the Ising model.
The Ising model was initially defined to represent the physics of ferromagnets but
it has found applications in a wide range of subjects where a system of particles is sub-
ject to some particle-particle interaction and to some external forcing (Christensen and
Moloney, 2005). The similarities between lattice models of this kind and the discretiza-
tion schemes of flow in porous media equations are striking. Permeability can be iden-
tified with the strength of the interaction between the two different sites for which a
pressure value is specified. The choice of a five point discretization scheme corresponds
to the assumption of nearest neighbour interactions. The vast amount of research re-
garding the Ising model constitutes a great resource for studying certain aspects of flow
in porous media.
In this section we will introduce an application of Haar wavelets to the coarse grain-
ing of the equations of an Ising model. Following the argument in Ismail et al. (2003),
we can write the Ising model Hamiltonian in presence of a position dependent external
field in matrix form:
−HΩ{S} =
∑
i
hiσi +
∑
〈ij〉
Jσiσj, (2.33)
−HΩ{S} = hTu+ uTJu. (2.34)
The vector u contains the set of lattice variables, σi, in this specific case correspond-
ing to spins. Another vector h is the set of interactions with the external field and the
matrix J contains all the spin-spin interactions. To perform the wavelet transform, we
need to find the Hamiltonian in terms of the new vector u′ =Wu. In this case, W is
such that WWT =WTW = I and we can insert this term in the equation without com-
promising its validity:
−HΩ{S} = (hTWT)(Wu) + (uTWT)(WJWT)(Wu). (2.35)
Using the matrix property according to which ATBT = (BA)T, we can rewrite this
in terms of new variables:
−HΩ{S} = h′Tu′ + u′TJ′u′, (2.36)
where Equation (2.36) has the same form as Equation (2.34) provided that we define
new variables:
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h′ =Wh; u′ =Wu; J′ =WJWT. (2.37)
Ismail et al. (2003) goes on to notice that the first elements in the new variable u′ can
be seen as the set of block spins, in the sense introduced by Kadanoff, already discussed
in Section 2.4.2. The remaining elements are the local differences in the spins. Clearly
u′ must contain all the information that was present in the original vector, so far no
approximations or filtering procedures have been applied. This coarsening of the Ising
Hamiltonian is at the origin of the upscaling method that will be discussed in Section
3.2.
Daubechies wavelets
A different application of wavelets to Hamiltonians, in this case to the Landau-Ginsburg
model, was suggested in Best (2000). In this case we express the Hamiltonian for a real
field in integral form and we then expand this field in a Daubechies wavelet basis. Thus
the field at each point is given by the overall magnetization and a term containing the
effects of fluctuations away from this values at different length scales.
We can assume that the fluctuations will be Gaussian and diagonal in wavelet space
to get an expression for the two point correlator that will only depend on the magnitude
of the fluctuations. This magnitude at each scale can then be obtained variationally by
minimizing the free energy. At this point, the fact that the wavelet basis is self similar
eliminates the scale and space dependence. The magnetization found by minimizing
the free energy is found to depend only on the fluctuation sum, a term given by the
sum over scale and time of the single fluctuation amplitudes. It is then possible to min-
imize the free energy with respect to the fluctuation amplitude, generating an implicit
equation that can be solved numerically for the fluctuation sum. The aim is now to use
a renormalization approach and to minimize the free energy at progressively coarser
scales. The fluctuation amplitude at a given scale will be dependent on all the coarser
scales and by using the expression for the free energy and Taylor expansions, a renor-
malization flow in coupling constant space can be generated. Thus it is possible to
derive the properties of the Landau-Ginsburg model.
2.6 Summary
In this chapter an overview of the main results in flow in porous media was given,
highlighting some of the existing upscaling techniques. A short account of results in
statistical physics related to percolation theory and real-space renormalization was also
presented and the application of wavelet transforms to Hamiltonians was discussed.
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The new upscaling method which will be described in the next chapter is inspired by
the work of Ismail et al. (2003) discussed in section 2.5.1.
Chapter 3
Upscaling Absolute Permeability:
A Haar Wavelet Method
In this chapter an upscaling method for absolute permeability, based on renormalization
and Haar wavelets, will be proposed. Results for numerical simulations in one, two and
three dimensions will be presented. The method draws on the application of the Haar
transform to Darcy’s equation for pressure in single-phase laminar flow in a porous
medium. The main idea is to use the Haar wavelet basis to separate the average pressure
from fluctuations away from it. To a zeroth order approximation, all fluctuations can
be neglected, giving a mean-field type result for the pressure average. In the formalism
introduced, this can be translated into a very simple upscaling rule for permeability that
is inserted into a renormalization scheme. Numerical results show a good performance
of the technique apart from cases of extremely severe heterogeneities where the method
suffers from the main drawbacks of traditional renormalization schemes.
First the theoretical results will be presented in Section 3.2 and then, before the nu-
merical results, a brief account of the generation of correlated permeability fields will be
given in section 3.2.4. The chapter will be concluded with a brief mention of a very sim-
ple although quite inaccurate method to calculate pressure during the renormalization
steps. This could be used for fast estimation of pressure on homogeneous systems.
3.1 The system: single-phase laminar flow
The simple problem analysed is single-phase laminar flow of a viscosity dominated
incompressible fluid through a porous medium. We will assume unit viscosity, ignore
the effect of gravity and use arbitrary units throughout. The basic equation is Darcy’s
law for flow, q = −k∇p, where k is permeability and ∇p is the gradient of pressure.
Combining this with the continuity equation, ∇ · q = 0, gives rise to a Laplace-like
differential equation: ∇ · (k∇p) = 0.
The discretization was performed by specifying the permeability values at the cell
centres and assuming pressure to be piece-wise linear across the cell. In the following
we will use transmissibility, which is equal to permeability in the case of unit size of the
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(a) (b) (c)
Figure 3.1: Structure of the transmissibility matrix T for N = 4 in (a) d = 1, (b) d = 2, and (c)
d = 3.
discretization grid cell: ti = ki/∆x, where ∆x = 1 is the size of the grid cell. Assuming
transmissibility ti to be piecewise constant with an interface between ti and tj at the cell
boundary and imposing flow conservation, the inter cell transmissibility, tij , is found to
be the harmonic mean of ti and tj . This constitutes a satisfactory approximation if the
properties do not change excessively between adjacent cells (Aziz and Settari, 1979).
Assuming permeability to be a diagonal tensor, mass balance equations for the sys-
tem give rise in two dimensions to a five-point scheme finite-difference equation, ex-
pressed in matrix form as:
TP = R. (3.1)
Here, for a one-dimensional system of linear size N , T is an N ×N matrix of transmis-
sibilities, P is an N × 1 pressure vector and R is an N × 1 boundary condition vector
(King, 1996; Aziz and Settari, 1979).
No-flow boundary conditions were imposed at the top and bottom of the grid which,
combined with a pressure gradient in the horizontal direction, allows the calculation of
horizontal permeability. To achieve no-flow boundaries, the cell permeabilities above
and below the system were set to zero, such that also the transmissibilities in this re-
gion would be zero. At the left and right boundaries, permeability was chosen equal to
the permeability in the system, such that the inter-cell transmissibility is equal to per-
meability. Clearly, the boundaries can be rotated to calculate vertical permeability. As
outlined by Durlofsky (2005), a different choice of boundary conditions, for instance
periodic, would not alter the result significantly, given the local nature of the upscaling
process. In a system of dimension d = 1, the matrix T has a tri-diagonal shape, arising
from the coupling of each cell with its two nearest neighbours and with itself, while in
d > 1 dimensions further couplings are introduced leading to a diagonally dominant
sparse matrix with 2d non-zero off-diagonals, see Figure 3.1.
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3.2 Renormalization based on Haar wavelet transforms
3.2.1 One-dimensional system
As mentioned in Chapter 2, wavelets can be used to decompose the behaviour of a
system into averages and fluctuations. For example, if we consider a one-dimensional
system consisting of two grid cells where pressure is defined, the pressure can be ex-
pressed with the two cell values or in terms of the average and semi-difference:
P′ =WP =
[
Σ
∆
]
, (3.2)
where the matrix W, the pressure vector P, the average Σ, and the semi-difference ∆
are given by:
W =
1
2
[
1 1
1 −1
]
; (3.3a)
P =
[
p1
p2
]
; (3.3b)
Σ =
p1 + p2
2
; (3.3c)
∆ =
p1 − p2
2
. (3.3d)
The matrix W relates the original pressure variable P to the new pressure variable
P′. Thus, if we operate on the pressure vector of Equation (3.1) with W, a new pres-
sure vector P′ can be obtained, where the first element is the average of the original
pressures, see Equations (3.3).
Let us consider a 1 × N system, with N = 4, that we want to coarsen by a factor
n = 2 by transforming a 1×4 group of cells into a 1×2 group of blocks. In the literature,
the term “block” is used to refer to what we call cells. In the following, a cell is the grid
block of the fine scale model and a block is the grid block of the coarse scale model. We
will have:
W =
1
2

1 1 0 0
0 0 1 1
1 −1 0 0
0 0 1 −1
 ; P =

p1
p2
p3
p4
 ; (3.4)
P′ =
[
Σ
∆
]
; (3.5)
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Σ =
 p1 + p22
p3 + p4
2
 ; ∆ =
 p1 − p22
p3 − p4
2
 . (3.6)
An important property ofW, as it is chosen here, is that the productWWT =WTW
is the identity matrix multiplied by a factor of 1/n. WTW can be therefore inserted
altering the equation only by a factor of n, see Section 2.5.1:
TP = R⇔ TWTWP = 1
n
R. (3.7)
To complete the equation transformation we multiply by W on both sides to obtain a
new transmissibility matrix and a new boundary condition vector applied to the trans-
formed pressure: (
WTWT
)
WP =
1
n
WR. (3.8)
Defining the transformed variables,
T′ = WTWT, (3.9a)
P′ = WP, (3.9b)
R′ = WR; (3.9c)
we have:
T′P′ =
1
n
R′. (3.10)
Up to this point, the transformation has been completely reversible; in fact, we have
simply changed the variables with which we represent the system. Now we approx-
imate Equation (3.10) by ignoring the fluctuations of the system to preserve the large
scale behaviour. To do this, we define new variables P and R , composed of the first
(N/2) = 2 elements of P′ and R′ respectively, and T as the (N/2) × (N/2) upper left
corner of T′.
T =

2k1 + t12 −t12 0 0
−t12 t12 + t23 −t23 0
0 −t23 t23 + t34 −t34
0 0 −t34 t34 + 2k4
 ,
T′ =

2k1 + t23 −t23 2k1 − t23 −t23
−t23 t23 + 2k4 t23 t23 − 2k4
2k1 − t23 t23 2k1 + t23 + 4t12 t23
−t23 t23 − 2k4 t23 4t34 + 2k4 + t23
 ,
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T′ =
[
A B
BT C
]
; (3.11a)
T = A =
[
2t1 + t23 −t23
−t23 t23 + 2t4
]
. (3.11b)
To determine the coarse pressure, we invert the renormalised transmissibility matrix
T solving for pressure and we multiply the resulting pressure by n = 2. This rescaling
is necessary to compensate for the change from cell values to block values, which has
doubled the size of ∆x. In the mean-field approximation we can write:
TP =
1
2
R , (3.12)
P =
1
2
T−1R , (3.13)
P coarse = 2P . (3.14)
Using T , P , and R corresponds to assuming that fluctuations of pressure ∆, are neg-
ligible. In other words, we represent the system in a mean-field approximation where
only the average behaviour is considered. Hence, exploiting the orthonormal property
of W, an expression for the coarse transmissibility can be derived operating on Darcy’s
equation on the fine scale, leading to a mean-field pressure solution. The general princi-
ple underlying this method can be applied in any dimension and to all problems which
require coarsening.
3.2.2 Beyond the mean-field approximation
It would be interesting to find what effect the terms that we have just discarded have
on the pressure solution. This can be attempted in one dimension.
T′P′ =
1
n
R′; (3.15)[
A B
BT C
] [
Σ
∆
]
=
[
r1
r2
]
, (3.16)
If we retain the full T′ matrix and we solve simultaneous equations in Σ and ∆,
eliminating ∆ leads to:
(
BT −CB−1A)Σ = (r2 −CB−1r1). (3.17)
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This looks like a new equation of the type T′′Σ = R′′ but with a slight complication:
both of the original boundary condition values are combined on the right hand side. It
is not trivial to interpret this result and the algebraic terms don’t seem to suggest a way
forward. In the following, only the mean-field approximation will be considered, where
B and C are set to zero.
3.2.3 Two- and three-dimensional systems
In d-dimensions a similar treatment can be applied, where the equivalent of a linear
arrangement of N cells is a d-hypercube of linear size N which we want to coarsen by a
factor of 2 in each direction. In this case, a convention for the ordering of the pressures in
the vector is needed, see Appendix A. The coefficient in the W matrix and the pressure
rescale factor is now 1/2d. Moreover, while it is easy to write down expressions for the
average and difference for two cell values, a complication arises when cells are averaged
in a dimension equal or higher than two. In this case, the pressures are averaged 4 at a
time and there is no unique way to define their difference. For example, the W matrix
and P′ for a 2× 2 system can be given by:
W =
1
4

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 ; P′ = 14

p1 + p2 + p3 + p4
p1 − p2 + p3 − p4
p1 + p2 − p3 − p4
p1 − p2 − p3 + p4
 , (3.18)
but this is by no means the only valid choice. The constraints on W are that the top row
should produce the pressures average, that WTW is proportional to the identity, and
that all rows are orthonormal to the top one.
While in one dimension the flow follows a forced path, already in two dimensions
we can recover many of the characteristics of transport phenomena, which are usually
the source of error in upscaling methods. When looking at the elements of the matrix
T for the two-dimensional system, it was noted that the block permeability can be ob-
tained by performing a specific average of the cell permeabilities.
For a 4× 4 system, the transmissibility matrix is 16× 16. When transformed with W
and WT, the matrix obtained is still 16× 16, but taking the first four rows and columns
only, we get a 4× 4 matrix.
This can be compared to the transmissibility matrix of a 2 × 2 system to deduce the
relation between the permeabilities at cell and block level. The matrices for the 8 × 8
system are shown in Figure 3.2.
Consider the transmissibility matrix T for a 4× 4 system with flow from left to right
and no flow top and bottom:
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Figure 3.2: Matrices for an 8 × 8 case. (a) Fine scale 8 × 8 transmissibility matrix T. (b) Trans-
formed matrix T′ = WTWT. (c) Zoom of the upper left corner of (b). (d) Fine scale 4 × 4
transmissibility matrix T4×4. Notice the block structure in (b) and (c): the structure of the upper
16× 16 block of T′ (red box in (c)) is the same as the structure of (d).
T =

2k1 + t12 + t15 −t12 0 0 −t15 0 ... 0
−t21 2k2 + t23 + t25 −t23 0 0 −t25 ... 0
. . . . . . . . . . . . . . . . . . . . . −t1516
0 0 0 0 0 . . . −t16,15 2k16 + t1615 + t1612
 ,
where tij is the transmissibility between cells i and j, defined as the harmonic mean of
the two permeabilities, and ki is the permeability of cell i, which is equivalent to the
transmissibility between the boundary (left or right) and cell i.
The upper corner T of the transformed matrix T′ = WTWT, where W is con-
structed like in Equation (3.18) is:
T =

k1+k2+
t23+t67
2
+ t59+t610
2
− t23+t67
2
− t59+t610
2
0
− t23+t67
2
k3+k4+
t23+t67
2
+ t711+t812
2
0 − t711+t812
2
− t59+t610
2
0 k13+k14+
t59+t610
2
+ t1011+t1415
2
− t1011+t1415
2
0 − t711+t812
2
− t1011+t1415
2
k15+k16+
t711+t812
2
+ t1011+t1415
2
 .
The transmissibility matrix for a 2× 2 system, T2×2 is:
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T2×2 =

2k′1 + t
′
12 + t
′
13 −t′12 −t′13 0
−t′21 2t′2 + t′21 + t′24 0 −t′24
−t′13 0 2t′3 + t′31 + t′34 −t′34
0 −t′24 −t′34 2k′4 + t′24 + t′34
 .
We can now compare the elements of the two matrices one by one, T2×2[i, j] and
T [i, j]. For example:
T2×2[1, 2] = −t′12, (3.19a)
T [1, 2] = −t23 + t67
2
, (3.19b)
T2×2[1, 3] = −t′13, (3.19c)
T [1, 3] = −t59 + t610
2
, (3.19d)
T2×2[1, 1] = 2k′1 + t
′
12 + t
′
13, (3.19e)
T [1, 1] = k1 + k2 +
t23 + t67
2
+
t59 + t610
2
, (3.19f)
and hence, for consistency:
t′12 =
t23 + t67
2
, (3.20a)
t′13 =
t59 + t610
2
, (3.20b)
k′1 =
k1 + k2
2
. (3.20c)
This identification of the correspondence of terms from fine scale to coarse scale is
only possible because the structure of the upper left block in the transform of the matrix
at the fine scale is the same as the structure of the matrix for the smaller system. This
means that, provided we discard the pressure fluctuations, the operator acting on the
coarse scale is still Darcy’s law but with different values for permeability.
The relationship between permeability and transmissibility in the upscaled system
(k′i, t′ij) and in the fine scale system (ki, tij) is shown in Figure 3.3. In words, for a 4 × 4
system, the block permeability is the average of the permeability of the cells which are in
direct contact with the boundary condition. The block transmissibilities are the average
of the cell transmissibilities across faces.
The dependence of the coarse values on the type of boundary condition is evident.
If this method were applied in this form to a large system most of the information apart
from the values at the boundaries would be lost. To avoid losing too much information
at each upscaling step the procedure is always performed on a 4× 4 subset of fine scale
cells.
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(a) (b)
Figure 3.3: A schematic representation of the relation between cell and block permeabilities and
transmissibilities. One step in the renormalization algorithm. (a) 32 × 32 permeability map.
(b) The 16 × 16 coarsened permeability map. Notice how a 4 × 4 group of cells is substituted
by a 2 × 2 group of blocks. (c) Blow-up of a group of cells. (d) Blow-up of a group of blocks.
Properties of cells are subscripted with numbers, properties of blocks with letters. Permeabilities
are indicated by k and transmissibilities with t. The relations between fine and coarse quantities
are: kA = (k1 + k2)/2, tAB = (t23 + t67)/2, tAC = (t59 + t610)/2. If we change the boundary
conditions to have flow in 2 directions new relations are established between coarse and fine
permeabilities: knewbcA = k1 + (k5 + k2)/2. For more details see Appendix A.
Accordingly, a renormalization algorithm was implemented whereby groups of 4×4
cells are progressively substituted by groups of 2 × 2 blocks, until the required degree
of coarsening in permeability is achieved. This procedure is fast and could be further
improved with the use of parallelization.
Once the permeability values are calculated on the coarse scale, we have a choice
between at least two methods to reconstruct the transmissibility matrix on the coarse
scale, Tcoarse.
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In the first case, we can calculate the coarse transmissibilities, given by the har-
monic average of the permeabilities of the two coarse blocks, and use these to write
the coarse transmissibility matrix. This corresponds to using the permeability upscaling
rule but ignoring the transmissibility upscaling rule, hence maintaining the relationship
between permeabilities and transmissibilities which guarantees mass conservation.
A second way is to upscale both the permeabilities and the transmissibilities, using
the rules described above. This means that the transmissibility between two blocks
will not be equal to the harmonic average of the two block permeabilities, implying a
possible problem with the discretization.
Both the methods were tried and they seem to produce similar upscaling errors as
can be seen in Figure 3.4. Here we plot the distribution of the upscaling error on pres-
sure for 1000 realizations of correlated log-normal permeability for the two methods.
The upscaling error is defined as the relative difference between fine and upscaled
pressures. The mean relative error for the first method is −0.00019 ± 0.0098, consid-
erably lower than the error of the second method, which was 0.0018 ± 0.017. The first
method was chosen, whereby coarse permeability is upscaled using the averaging rule
described, that is only the permeabilities on the left and right boundary are averaged
into the block permeabilities. When the system has been coarsened to the desired level,
new transmissibilities are calculated and the transmissibility matrix can be written. The
coarse pressure can then be obtained by inverting this matrix and multiplying by the
coarse scale boundary condition vector.
The algorithm in d-dimensions is as follows:
1. Start with a permeability map, linear size N , a power of 4.
2. Subdivide the system into groups of 4d cells. Substitute each group with a new
group of 2d blocks, calculating the new permeability according to the averaging
rule, see Figure 3.3 and Appendix A.
3. The new system has a factor of 2d less cells. Calculate the upscaled pressure by
inverting the new transmissibility matrix and rescale, Equation (3.13).
4. To validate the results, compare with the average of the fine scale pressure ob-
tained by inverting the fine scale transmissibility matrix and averaging the result
spatially 2× 2 cells at a time.
It should be stressed that this averaging scheme is not arbitrary and derives directly
from the representation of the problem in the mean-field approximation and from the
choice ofWmatrix. This result relates the elimination of permeability fluctuations to the
smoothing of fluctuations in pressure, revealing the basic principle underlying renor-
malization methods for upscaling. Importantly, it could represent the starting point for
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Figure 3.4: Frequency histogram of the upscaling error obtained with three methods for 1000
realizations of correlated log-normal permeability ( 16 × 16 systems with correlation length = 4
cells). The relative error is defined as the difference between fine and coarse pressures divided by
the fine pressure. The black area refers to only upscaling permeability values with the averaging
rule described and recalculating transmissibilities as harmonic averages (mean = −0.000245 ±
0.0067). The white area refers to using both the permeabilities and the transmissibilities obtained
with the upscaling algorithm for the coarse system (mean = 0.0021 ± 0.015). The grey area
refers to using resistor analogy renormalization (mean = 0.00020 ± 0.0098) The first method is
more accurate than the second one, probably due to the violation of conservation of mass which
takes place if the transmissibilities are not the harmonic averages of the permeabilities. Resistor
analogy renormalization has a lower error on average but a higher standard deviation.
devising a controlled method to include the effects of fluctuations in the coarsening pro-
cess. On a practical note, should the system have an arbitrary linear size, it would still
be possible to overlay regions of coarsened grid to cover the entire system.
3.2.4 Numerical Simulations and Heterogeneities
Stochastically generated correlated permeability
To emphasize the importance of maintaining the statistical properties of the permeabil-
ity distribution, various realizations were generated with the same moments. Perme-
ability was simulated as a random, log-normally distributed correlated variable on two-
and three-dimensional Cartesian regular grids with a moving average technique (Wall-
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Figure 3.5: Realization of 128 × 128 correlated log-normally distributed permeability map, cor-
relation length r = 40. (a) Uncorrelated Gaussian random field. (b) Correlated log-normal per-
meability. (c) Correlation function. (d) Frequency histogram of the uncorrelated random field.
(e) Frequency histogram of the correlated log-normal permeability. (f) Frequency histogram of
logarithm of the correlated log-normal permeability.
strom et al., 1999). It was deemed to be instructive to perform the simulation from first
principles without recurring to libraries such as GSLib 1. It must be emphasised that the
units used in this section are entirely arbitrary.
The starting point is an uncorrelated random field, that is normally or uniformly dis-
tributed random numbers are assigned to each cell. Then the correlation is introduced
by averaging these values with a moving circle technique (Wallstrom et al., 1999). A
new grid is generated, smaller than the original but overlapping, and the value of each
new cell is assigned by averaging the permeabilities within a certain radius from the
corresponding cell in the original grid. The closer two cells are, the bigger the overlap
between circles centred on them will be, and the more correlated the values. By the cen-
tral limit theorem, the new distribution is still normal, at least for sufficiently big circles,
independent of the statistics of the initial data. The correlation length is given by the
diameter of the circle used in the averaging process. Permeability is then taken to be the
exponential of this distribution, see Figure 3.5. A two-dimensional spherical correlation
model is obtained (Chile´s and Delfiner, 1999).
As can be seen in Figure 3.5, the correlation function should fall to zero at around
1http://www.gslib.com/
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Figure 3.6: (a) Correlation function for a 512 × 512 system, correlation length r = 20, averaged
over 10 runs. (b) Correlation length for a 1024×1024 system, correlation length r = 30. Different
curves represent successive steps of the upscaling process.
40, the value of the correlation length, given by the diameter of the circles used in the
moving circle algorithm. At this separation, the circles centred at the two points do not
overlap. However, it can be seen that the value of the correlation length is negative,
which is unphysical. This is due to fluctuations and can be avoided by using a system
which is big in terms of the correlation length or by averaging over many realizations,
see Figure 3.6(a).
Each step of the upscaling process halves the correlation length in physical units,
since the correlation length in terms of the system size must be preserved, see Figure
3.6(b).
Initially two-dimensional systems were analysed so the method described will refer
to this case. Results are also presented in three dimensions, where the procedure is
identical in concept. First an analysis was made on the permeability distribution at each
upscaling step, see Table 3.1. The probability distribution was generated by dividing the
number of entries within a certain bin by the total number of bins multiplied by the size
of the bin. This ensures normalization and an equal weight to all the data.
3.3 Results
3.3.1 Error calculation
Once the permeability maps had been generated, pressure boundary conditions were
set on the left and right boundaries of the system. These were taken to be fixed at 100
on the left and 50 on the right, in arbitrary units. The relative drop in pressure across
the system is a fundamental factor in determining the errors in the estimates. However,
the use of relative errors mitigates this effect and the same boundary conditions were
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4800 4850 4900 4950 50000
0.005
0.01
0.015
0.02
0.025
0.03
64
32
16
8
4
Cell size Mean Std
1 4902.9 11.9
2 4902.8 11.5
4 4902.9 11.1
8 4903.1 10.2
16 4903.9 8.4
Table 3.1: Statistics of permeability distribution at each coarsening step, for a 64 × 64 system,
with correlation length r = 10, averaged over 10 realizations. At each upscaling step the cell size
doubles. Notice how the renormalization preserves the mean and how the standard deviation
starts to decrease considerably only when the cell size is comparable to the correlation length.
used in all the simulations.
A pressure map was generated at each step of the coarsening process. The solution
to Darcy’s equation with the specified boundary conditions was found by inverting the
transmissibility matrix numerically with an LU decomposition algorithm. The averaged
pressure map was then created by averaging the fine pressure profile to the required
coarseness. This coarse pressure was compared to the solution of Darcy’s equation ob-
tained from the upscaled permeability map.
Errors were calculated as relative differences between the two pressure solutions at
the same coarsening level. An error map was generated, showing where the biggest
discrepancies were. Also the average and standard deviation of the error over the entire
system were calculated, as a means to estimate the spread of the error. In some cases
multiple runs were generated and both the mean and standard deviation of the error
were averaged again over the sample.
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k1= 2500, k2= 5000 kresistor kwavelet kexact
Perpendicular layering 3333 3333 3333
Parallel layering 3750 3750 3750
Chess-board 3429 3750 3535.5
Table 3.2: Comparison of effective permeability obtained by resistor and wavelet based renor-
malization for layered and chess-board systems with cells of low (k1) and high (k2) homoge-
neous permeability reduced to a single cell. Both methods predict the exact results correctly for
the layered cases while both are less accurate in the chess-board case.
Analysis of heterogeneity in permeability distribution
The simplest test cases to be analysed are two layered systems where exact analytical
solutions are known. More precisely, the equivalent permeability for flow parallel to
the strata is the arithmetic average of the different permeabilities, and for perpendic-
ular flow it is the harmonic average. In general, these two averages can be shown to
be respectively the lower and upper limit on the effective permeability of any system
(Farmer, 2002). As can be expected the new renormalization technique is just as good in
these cases as others of its kind. It must be noted that while renormalization according
to the resistor analogy produces a final number corresponding to the equivalent per-
meability, the last step of the wavelet method can only lead to a 2 × 2 cell. A number
can be obtained afterwards, but this is necessarily going to be an arbitrary average. For
example, in the case of vertical layering, while at the third coarsening step the renor-
malization method already has a homogeneous character, the wavelet method still has
a layered structure. The correct result, that is, the harmonic mean, can be recovered
by taking the harmonic mean of the two layers. In the case of a chess-board configu-
ration, where the resistor analogy renormalization overestimates permeability with an
error increasing with the difference between the two layer permeabilities (Yeo and Zim-
merman, 2001), the wavelet method overestimates it by an even larger amount. In both
methods the error could be reduced if the chess board pattern were drawn on a finer
grid. It is possible to show analytically that the exact result should be the geometric
mean (Farmer, 2002; Yeo and Zimmerman, 2001) while the wavelet method result is the
arithmetic mean, as is expected given the averaging which takes place in the algorithm.
This is not ideal but at least the error can be predicted and its source clearly identified,
see Table 3.2. The main problem with this case, common to five-point discretization
schemes, is that the numerical scheme does not allow diagonal flow.
Successively, 10 different realizations of correlated log-normal permeability maps
were produced to generate a distribution of results, see Figure 3.7.
When averaged over many realizations, the relative error between the averaged fine
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Figure 3.7: Wavelet transform based real-space renormalization of a permeability map from
32 × 32 to 16 × 16. (a1) Fine scale permeability. (a2) Fine scale pressure solution obtained from
fine scale permeability. (a3) Average of the fine scale pressure solution. (b1) Renormalized coarse
permeability. (b2) Coarse pressure solution obtained from coarse permeability. (b3) Modulus
of relative error, |a3-b2|/a3. In this case the relative difference between the averaged fine scale
pressure (a3) and the coarse pressure (b2) is within 2%. This procedure was repeated for systems
with varying permeability ranges and with different heterogeneities, simulating different rock
types.
scale pressure and the coarse pressure obtained from the wavelet upscaling was consis-
tently found to be of order 10−3. For this kind of systems, errors in a single realization
did not exceed 5%.
As expected, the error was found to be higher with higher standard deviation of the
permeability, but only for very heterogeneous systems, where the standard deviation is
an order of magnitude larger than the mean, see Table 3.3.
Next, a comparison between realizations with varying correlation length r, expressed
in terms of grid cells, and equal standard deviation in permeability was made. A dif-
ferent number of realizations were averaged depending on the correlation length of the
system, considering that each subsystem of linear size equal to the correlation length
constitutes a sample in statistical terms (number of realizations = 3r2). As can be seen
in Table 3.4, the more the field is correlated, that is, the larger the value of r, the bet-
ter the wavelet renormalization method approximates the fine scale pressure average.
However, even at a radius of correlation equal to one grid cell, the average standard
3.3. Results 71
σ/µ Mean relative error (10−3) Std of error (10−3)
0.1 −5.23 3.41
0.2 −0.74 3.47
0.4 −0.84 3.34
0.8 −1.46 3.15
1 0.58 3.64
2 1.82 3.52
10 0.79 4.71
Table 3.3: Comparison of mean and standard deviation of the relative error at different standard
deviation of permeability and same correlation length r = 3, µ = 10000, averaged over entire
system. All data averaged over 27 realizations of 32× 32 systems being upscaled to 16× 16.
Correlation length Mean relative error (10−3) Std of error (10−3)
1 −0.52 3.85
2 −0.49 3.51
3 0.67 3.46
4 0.64 3.45
5 0.66 3.43
Table 3.4: Comparison of error for different correlation lengths but same standard deviation,
σ = 1000, µ = 1000, (average of multiple realizations of 32 × 32 systems being upscaled to
16 × 16, see text for details about the number of realizations). Notice a very weak dependence
of the standard deviation of the error on the correlation length that seems to suggest that a more
correlated system can be upscaled more accurately. It is to be expected that problems arise as
the correlation length is comparable to the grid size.
deviation of the error is within 0.5%.
While the error averaged over the entire system can be misleadingly small, due to
cancelations, which occur between positively and negatively biased results at specific
locations, the standard deviation of the error over the system can be taken as a faithful
indicator of the performance of the method.
A comparison with the resistor renormalization performed according to King et al.
(1993) can be seen in Figure 3.8. It is possible to develop a more accurate resistor renor-
malization algorithm by considering the anisotropy generated by the upscaling process.
However, this algorithm is not as immediate as the wavelet renormalization algorithm
to implement, requiring the definition of two transmissibilities per cell. It must be noted
that, while the wavelet method is geared towards reproducing the average pressure, the
resistor method is based on flux conservation, thus it is not surprising that the results of
the two methods differ.
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Figure 3.8: Comparison of resistor and wavelet renormalization. (a1) Fine scale permeability.
(a2) Fine scale pressure solution obtained from fine scale permeability. (b) Coarse pressure solu-
tion obtained with wavelet method. (c) Coarse pressure solution obtained with resistor method.
(d) Modulus of relative error of pressure obtained with the wavelet method with respect to the
pressure average. (e) Modulus of relative error of pressure obtained with the resistor method
with respect to the pressure average. The error in the wavelet renormalization is of order 10−3
because the permeability field is fairly homogeneous. However, the resistor renormalization is
less effective even in this ideal case.
3.3.2 Shales
One of the major drawbacks of the renormalization approach proposed by King (1989)
is its imprecise treatment of shales. When the permeability contrast between adjacent
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Max width Max height Shale cells Mean error(10−3) Std of error(10−3)
2 2 33 18.29 16.2
2 2 342 113.85 100.8
16 5 168 9.1 25.3
16 5 342 6.73 27.1
16 5 590 3.1 24.9
5 16 193 48.7 46
5 16 369 26.8 47.9
5 16 535 20.3 60
Table 3.5: Error in upscaling a system with shales with different aspect ratio. Shale permeability
set to 10−13 . All values were averaged over 3 runs. Notice that vertical and small shales create
a bigger error.
cells is high, for example at the interface between permeable rock such as sandstone,
and impermeable elements such as shales, the analogy with resistors gives inaccurate
predictions. This results in a deformation of shales which can lead to misjudgment
of the reservoir connectivity. Typically, shales have a large aspect ratio and they are
distributed horizontally often constituting a barrier to flow in the vertical direction. A
successful alternative approach to shales is given by Begg and King (1985), where the
permeability is related to the length of the streamline going around the shale bodies.
Shales were implemented in the following way: some of the sites of the system were
chosen at random and shales of random size and aspect ratio were created by setting
the permeabilities in the area to a very small value (10−13). Another conventional way
of implementing shales into a model is to make the correlation very anisotropic. This
causes areas of low permeability to naturally emerge with the correct aspect ratio and
orientation. However, the chosen method provides a much greater difference between
the low permeability of the shales and the distribution of the permeability in the sand,
which is often characteristic of physical systems.
As can be seen in Figure 3.10, shales are correctly upscaled unless their size becomes
comparable to the size of the cells. While resistor analogy renormalization tends to
underestimate permeability around the shale bodies, enlarging them as a consequence,
the wavelet method often overestimates the permeability, reducing the size of the shale
bodies, see Fig. 3.9.
When either the shale fraction or the sand fraction approach the percolation thresh-
old, the error of the wavelet method calculated with respect to the average of the fine
pressure solution can be of order 10−1. In this case shales will either cover the entire sys-
tem or tend to disappear. Anisotropy also plays an important role. Shales perpendicular
to the flow seem to represent more of a problem, since they oppose the pressure gradi-
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Figure 3.9: A system with horizontal shales upscaled from 256×256 to 16×16, with the wavelet
method (1) and the resistor analogy method (2). (a) 256×256, (b) 32×32, (c) 16×16. ( Logarithm
of permeability).
ent, see Table 3.5, bottom three entries. For example, in Figure 3.10, the largest error
occurs in the lower central region where a vertical barrier disappears in the coarsening
process. However, in this situation, it is debatable that averaging the pressure profile
can be of any use. Visually, it is clear that the upscaled pressure profile reproduces the
fine scale pressure profile with reasonable accuracy. The resistor renormalization, as de-
fined in Section 3.3.1, produces very unsatisfactory results. It must be noted that, even
at the fine scale, pressure in very nearly zero permeability areas is poorly defined.
To further examine the accuracy of the method in a more realistic context, streamline
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Figure 3.10: Wavelet transform based real-space renormalization of a permeability map with
vertical shales from 32× 32 to 16× 16. (a1) Fine scale permeability. (a2) Fine scale pressure solu-
tion obtained from fine scale permeability. (a3) Average of the fine scale pressure solution (2× 2
cells averaged). (b1) Wavelet-renormalized coarse permeability. (b2) Coarse pressure solution
obtained from b1. (b3) Modulus of relative error, |a3-b2|/a3. (c1) Resistor-renormalized coarse
permeability. (c2) Coarse pressure solution obtained from c1. (c3) Modulus of relative error,
|c3-c2|/c3. The relative difference between the averaged fine scale pressure and the coarse pres-
sure from wavelet renormalization reaches 16% with an average of 6%. Resistor renormalization
clearly doesn’t produce the required result. The shale permeability is set to 10−13and also the
shales are distributed across the direction of flow, generating a worst case scenario.
simulations were performed with 3DSL and GOCAD.2
Only very preliminary runs have been done with this simulation software, with the
sole purpose of checking that the upscaling was approximately correct. More extensive
2http://www.streamsim.com, http://www.earthdecisionsciences.com
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flow simulations will be discussed once a two-phase flow upscale procedure has been
developed in Chapter 5. 3DSL is a streamline based simulator. Injector and producer
wells can be distributed and parameters such as their operating pressures can be set to
the desired values. Successively a Buckley-Leverett problem is solved with the entered
values of permeability, porosity and fluid properties. This can be used as a tracer par-
ticle experiment to observe the flow paths in the system. In addition, the time taken
from source to sink (injector/producer) along each of the streamlines, Time Of Flight
(TOF), can be visualized as flow lines take different colours according to this parameter.
In Figure 3.11, the streamlines and permeability are shown for a system being upscaled
from 256× 256 to 16× 16.
For a more quantitative comparison, the graph in Figure 3.12 shows the cumulative
oil production for systems at different steps of coarsening.
3.4 Three-dimensional systems
As already mentioned, the wavelet renormalization method for upscaling is easily ex-
tended to three-dimensional systems. In this case, no flow was assumed in two direc-
tions and pressures were specified on the boundaries of the third direction. The only
difference in the procedure between two- and three-dimensional systems is the struc-
ture and size of the matrix W. As for the two-dimensional case, by observing the struc-
ture of the transformed transmissibility matrix T’, an averaging scheme can be devised
to produce the coarse permeability avoiding the matrix multiplications. The algorithm
substitutes cubes of linear size 4 cells by cubes of half the linear size of the blocks. The
data confirms that the upscale procedure is as accurate as it is in the two dimensional
case, see Fig. 3.13.
3.5 A localised pressure solution
Although a lot of emphasis is put on upscaling methods, the real problem with reservoir
models is calculating the pressure. This is a simple inversion of a matrix but also very
time consuming when the model has millions of cells. Innumerable techniques have
been suggested to speed up the pressure solve stage. Nevertheless, in industry the sim-
ulations are still expected to run over night. The main problem is that unlike most kinds
of upscaling, calculating pressure is a non-local process and therefore not amenable to
parallelization, even though parallelization can be used in the matrix inversion.
To conclude this study, we will present a block-based pressure solution technique
which is found to work with reasonable accuracy in most homogeneous cases.
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(a)
(b) (c)
(d) (e)
Figure 3.11: Comparison of streamlines overlaid on permeability maps for a 256 × 256 system
upscaled down to 16 × 16. (a) System of linear size 256. (b,d) Upscaled with wavelet method,
64 × 64 and 16 × 16. (c,e) Upscaled with resistor analogy renormalization, 64 × 64 and 16 × 16.
Blue streamlines represent long TOF, red streamlines short TOF. The density of the streamlines
is proportional to the magnitude of the flow.
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Figure 3.12: Comparison of cumulative oil production for the different upscaling steps. (a)
Wavelet method. (b) Resistor analogy method. It can be noted that with the wavelet method,
curves of systems upscaled down to 32× 32 match the fine scale result very well.
The starting point is again Darcy’s equation combined with flux conservation: ∇ ·
(k∇p) = 0. It can be seen that, in the case of homogeneous permeability, this reduces
to Laplace’s equation, which can be easily solved given the boundary conditions. If the
boundary conditions are set to a constant inlet pressure on the left and outlet pressure
on the right of a one-dimensional system, the pressure profile will be a linear gradient.
If we extract each row of the two-dimensional homogeneous system and consider it a
one-dimensional array of cells with the specified inlet and outlet pressures as the Von
Neumann boundary conditions, we can calculate the pressure profile along this row.
By doing so in the entire two-dimensional system we obtain a pressure map. At the
moment this pressure is totally independent of the permeability values, which is highly
unrealistic. The next step can be carried out while performing the renormalization up-
scale. A pressure solve can be performed on each of the 4×4 blocks where the boundary
conditions used will be taken from the pressure map generated by the homogeneous ap-
proximation. This is certainly a very drastic approximation, but Figure 3.14 shows that
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Figure 3.13: Three dimensional system, fine and upscaled permeability and corresponding pres-
sure solutions. (a1) Fine scale permeability, 16 × 16 × 16. (a2) Fine scale pressure. (b1) Coarse
permeability obtained by wavelet renormalization, 8 × 8 × 8. (b2) Coarse pressure solution
obtained from coarse permeability. (c) Mean of error with respect to averaged fine pressure.
Average of error over entire volume is 0.0015 ±0.0043.
when permeability has a very low standard deviation, around 0.1, it produces accept-
able results, with an error around 10%. Different kind of problems, such as radial flow
around a well, could be solved by taking as initial guess Laplace’s equation with the
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Figure 3.14: The block pressure solve. r = 5, σ = 2, µ = 4. (a1) Fine scale permeability (a2)
Fine scale pressure solution. (a3) Averaged fine pressure. (b1) Coarse permeability obtained
by wavelet renormalization. (b2) Coarse scale pressure obtained by block pressure solve (b3)
Modulus of relative error, |a3-b2|/a3.
corresponding boundary conditions.
3.6 Work directions
3.6.1 Alternative choice of boundary conditions
An obvious characteristic of this upscaling method is its strong dependence on bound-
ary conditions. It is clear that the renormalization rule presented is directly determined
by the presence of flow only in the horizontal direction. Although this choice of bound-
ary conditions is adopted through out, it is interesting to investigate what the renormal-
ization scheme would be if we specified pressure on all four sides of our 4× 4 group of
cells.
As shown in the caption of Figure 3.3 and in Appendix A, the permeability of the
corner cell now has double the weight of the cells on a single boundary. In solving
for a general system where the flow is not in a single known direction orthogonal to
the grid, this second type of renormalization rule could prove more successful. One of
the aims in designing upscaling techniques is to achieve independency from boundary
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conditions, such that a single coarse scale permeability map can be used under changes
in the boundary conditions due to the time evolution of flow in the reservoir or even
due to a change in the well configuration. From this point of view, including flow in two
directions should be an improvement. This result also suggests that there is a certain
degree of flexibility for this method to be adapted with different choices of boundary
conditions.
3.6.2 Extension to irregular grids
As was highlighted in Chapter 2, the practice in the field of model generation and up-
scaling is to try and design grids that are adapted to the geological features. There are
two options to achieve this. In the first one, the grid is still cartesian but its coarseness
is determined adaptively depending on the flow patterns. This is very useful especially
if the grid can be generated quickly, such that changing some of the geological features
in the model does not require the entire grid to be regenerated. A way of producing
adaptively coarsened grid will be presented in Chapter 4.
The other method allows the grid cells to be only constrained at their corner points.
In this case, the cell centres can still be thought of as separated by cell faces. We can
think of the centres as the nodes of a network where the cell faces are the links. The
main point about these curvilinear grids is that the coordination number of the lattice
that originates is still constant and equal to 2d in d dimensions. This means that, pro-
vided the cell to cell transmissibility is redefined, the above described coarse graining
method could be applied even in these more complicated geometries. The Haar wavelet
transform of course could also be applied to any other equation which has the form of
an eigenvalue problem, and it is possible that new upscaling schemes could be discov-
ered by doing this.
3.7 Summary
In this chapter the formalism for the wavelet based renormalization method for upscal-
ing Darcy’s law was introduced. The method was tested in numerical simulations and
compared to the standard renormalization method based on the resistor analogy. Al-
though it suffers from the drawbacks of renormalization techniques, due mostly to the
slightly unrealistic choice of boundary conditions which is often made, the method was
shown to perform well in most cases analysed. It should also be noted that an error in
the value of pressure inside a shale is not going to affect the flow patterns considerably,
due to the very low permeability in the area which lowers the value of flux.
The interesting results obtained with the block pressure solve method are promising
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but are only valid in cases where permeability is very homogeneous. A possible ap-
plication would be as a fast upscaling method for regions where no significant flow is
expected to take place, combined with a more accurate method in other regions of the
systems. This might be applicable as part of an adaptive upscaling technique (Gerritsen
and Lambers, 2007). Another improvement would be to develop an iterative algorithm
that will repeat the process until consistency is reached.
The next chapters will deal with extensions and generalizations of the idea behind
this method.
One of the main issues about this technique is that so far the fluctuations away from
average pressure have been completely ignored. An attempt to overcome this problem
will be made in the next chapter, where a more general full wavelet transform will be
used to obtain a hierarchical description of the pressure field. The results presented in
this chapter will turn out to be a special case in the new framework.
In Chapter 5, the method will be extended to the two-phase flow equations. This
formalism is also the basis for the upscaling of the saturation equation, which will be
presented in Chapter 6.
Chapter 4
The Hierarchical Transform
In this chapter we will improve on the mean-field approximation that was suggested
in Chapter 3. A new transform will be defined, which expresses the pressure as an
average plus fluctuations at different scales. Once a hierarchical representation for the
pressure is obtained, a corresponding new transmissibility matrix is derived, following
the method described in Chapter 3. The new matrix transform does not generate a
block structure and therefore a simple upscaling scheme cannot be derived. However,
by inverting only parts of the transformed transmissibility matrix, we can control the
level of detail of the pressure solution. As we will see, this can be varied across the
system, generating non-uniformly upscaled systems.
In Section 4.1, an overview of the method will be given. Section 4.2 will be devoted
to examining different possible ways of obtaining coarsened pressure solutions, two
of which will be nonuniform. Finally in Section 4.3, an overview of possible further
developments of the method will be given.
4.1 Hierarchical upscaling
As was seen in Chapter 3, in cases where the permeability is fairly homogeneous and
doesn’t present extreme fluctuations, the mean-field approximation suggested can pro-
vide an efficient upscaling algorithm. However, heterogeneity, such as the presence of
shales, leads to considerable errors, up to 50%. Moreover, the upscaling method used so
far can only coarse grain uniformly through the system, preserving information where
it is not needed and missing out important details in other regions.
These limitations are due to the total neglect of the fluctuations. It could be argued
that it is actually these fluctuations away from the average pressure which are respon-
sible for the non-trivial flow patterns that can be observed in real geological systems.
As discussed in Chapter 2, one of the trends in reservoir simulations is towards
adaptive grids which are finer where detail in the permeability needs to be captured on
a smaller scale to preserve the flow paths correctly. Intuitively, regions where the flow
is high will likely have important details that will have a major influence on the flow
pattern (Durlofsky et al., 1997). Aarnes and Efendiev (2006) pointed out the importance
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of large scale features and barriers to guide the adaptivity of the grids. One of the im-
portant factors in assessing the quality of a grid is whether the properties within the
cells are sufficiently uniform. An adaptive grid refinement strategy in which the grid
is dynamically adapted to ensure convergence was discussed in Gerritsen and Lam-
bers (2007). The starting point is a cartesian grid with anisotropic refinement around
connected high permeability flow paths (Nilson et al., 2005)(Younis and Caers, 2002).
With this spirit, an attempt was made to exploit the hierarchical properties of wavelets
to obtain a description of the system on different scales.
The method was applied to single-phase flow equations. There are various pos-
sibilities to employ the hierarchical transform in obtaining a coarse grained pressure
solution. Either the coarsening can be done homogeneously on the whole system, or,
more interestingly, a varying degree of detail can be kept in different regions. The ma-
jor challenge is predicting from the permeability map where important features in the
pressure field are going to be. Various options for this will be presented and analyzed.
4.1.1 A hierarchical transform
Full wavelet transforms are hierarchical by nature, they express a specific signal as an
average and many fluctuations, or details, at smaller and smaller scales (Daubechies,
1992). In our own use of wavelets so far, however, only two scales have been consid-
ered: the initial fine scale and a specific coarse scale. Of course, further steps of coarse
graining can be carried out by repeating the upscaling procedure.
To account for the hierarchical aspects of the pressure field, we need something more
general than the wavelet transform used so far. This new transform is a generalization of
the previous one, such that all the results described so far can easily be reproduced. The
advantage of this new transform is that it allows us to achieve nonuniform coarsening.
As part of our method, we need to apply the transform to a pressure vector, which
represents a 2-d system arbitrarily vectorized columns first. Thus we require that the
transform be a simple matrix operation and that its order be equal to the square of the
linear system size. Writing the simple Haar wavelet matrix W for a two- or higher
dimensional system in this form was trivial. On the contrary, some difficulties arise
when we require the full hierarchical transform in the specific format that we require.
4.1.2 The H matrix and its properties
The aim of using this transformation is to represent each value of pressure as the sum
of a pressure average plus fluctuations at different scales. The Haar basis is still at the
heart of the transformation and this, in two dimensions, leads to three possible types of
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Figure 4.1: A schematic representation of the different levels. Level 0 is always given by a single
value for pressure. The highest level corresponds to the original fine scale system.
differences: horizontal, vertical and diagonal. A scheme of the different levels, repre-
senting the system at different scales can be seen in Figure 4.1. The H matrix for a 4× 4
system is:
H =

0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 −0.25 −0.25 −0.25 −0.25 −0.25 −0.25 −0.25 −0.25
0.25 0.25 −0.25 −0.25 0.25 0.25 −0.25 −0.25 0.25 0.25 −0.25 −0.25 0.25 0.25 −0.25 −0.25
0.25 0.25 −0.25 −0.25 0.25 0.25 −0.25 −0.25 −0.25 −0.25 0.25 0.25 −0.25 −0.25 0.25 0.25
0.5 0.5 0 0 −0.5 −0.5 0 0 0 0 0 0 0 0 0 0
0 0 0.5 0.5 0 0 −0.5 −0.5 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0.5 0.5 0 0 −0.5 −0.5 0 0
0 0 0 0 0 0 0 0 0 0 0.5 0.5 0 0 −0.5 −0.5
0.5 −0.5 0 0 0.5 −0.5 0 0 0 0 0 0 0 0 0 0
0 0 0.5 −0.5 0 0 0.5 −0.5 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0.5 −0.5 0 0 0.5 −0.5 0 0
0 0 0 0 0 0 0 0 0 0 0.5 −0.5 0 0 0.5 −0.5
0.5 −0.5 0 0 −0.5 0.5 0 0 0 0 0 0 0 0 0 0
0 0 0.5 −0.5 0 0 −0.5 0.5 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0.5 −0.5 0 0 −0.5 0.5 0 0
0 0 0 0 0 0 0 0 0 0 0.5 −0.5 0 0 −0.5 0.5

These differences are used to describe the type of fluctuations in different areas of the
system and at different scales. The system is thus described at different levels, where
we define a level for a system of linear size N in the following manner: level 0 will
correspond to a single value, an estimate of the spatial average of the pressure over the
whole system; at level 1 we will be able to distinguish 4 values of pressure, as in a 2× 2
system, level 2 will give us 16 values of pressures, as a 4 × 4 and in general level i will
have size 2i × 2i, see Figure 4.2.
Clearly the highest level will correspond to the fine scale and will vary in size de-
pending on the original system. All the values we can obtain are estimates with an error
due to the fact that the fluctuations in pressure are assumed to have no coupling.
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Figure 4.2: A pictorial representation of the hierarchical scheme underlying the structure of H.
Each row of this diagram is composed of squares of equal size. Each of the squares refers to a
single row in the H matrix. We will consider each row as acting independently on the pressure
vector. Each square contains the elements of the corresponding row, written as a matrix, see
Appendix B. The square in the top left corner contains the coefficients in the first row of H.
These are all ones. The result of multiplying this row by the pressure vector is the sum of all the
pressures. On level 1, the system is grouped into 2 × 2 blocks. The three types of differences
(horizontal, vertical and diagonal) are calculated for each subset of the system (weights: 1 =
black, −1 = white, 0 = grey ). For example, the level 1 horizontal difference is the difference
between the averages of the pressure on the left and right halves of the system, see Appendix B.
The number of rows assigned to level 2 is 22× 3 = 12, that is 4 subsystems multiplied by 3 types
of differences. Similarly at level 3, here only partially represented, there will be 48 rows,
(
23−1
)2
subsets multiplied by 3 types of differences. At level i there will be 3 × (2i−1)2 rows and the
total number of rows of the matrix for a 2d system of linear size N will be N2, exactly the size of
the pressure expressed as a vector. The matrix is then divided by N . Finally the rows must be
normalized such that they are all orthonormal to the first one.
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At level 0 there are no differences, the value of pressure is constant. At level 1, we can
either take the difference between the top two values and the bottom two, or between
the two values on the left and the two on the right. Finally we can take the difference
between the sum of the upper left and lower right blocks minus the sum of the lower
left and upper right ones. At level 2 we subdivide the 16 values into subgroups of
2 × 2 cells. For each of the subgroups we can calculate the three types of differences as
above. We can repeat the operation until the system is at the fine scale. The H matrix
has terms equal to 0, 1 or −1. On the largest scale, level 0, all the elements are 1. At
level 1 the elements will be either 1 or -1. For the higher levels, only one block in the
system will be considered at any one time. The numbering scheme is always from left
down first and then right, see Figure 4.2. Each row of the matrix thus obtained needs
to be ”normalized” with the sum of the squares of all the elements in it, such that it is
orthonormal to the top one. The three types of differences calculated at all the levels
produce a transform matrix of order N2 for a 2d system of linear size N , which matches
our requirement that it must multiply a vector of size N2 × 1, see Figure 4.3. One very
 
 
Figure 4.3: The hierarchical transform matrixH for an 8×8 system. The first row refers to level
1, the coefficients are 1 everywhere. The next three to level 2, horizontal, vertical and diagonal
differences in this order. The rows at level i are ordered by type of difference and by location,
down then right. The different colours indicate the different size of the elements due to the
normalization acting on the coefficients that are either 1 or −1 Green areas are zero elements.
important property of the H matrix is that it is a unitary matrix, that is, its transpose is
identical to its inverse. This will allow us to avoid its inversion. Moreover, the transform
is linear, so the transform of the sum of two pressure maps is the same as the sum of the
transforms.
Another useful property of this matrix is that its elements can be determined based
on the binary representation of the number of the cell to which they refer.
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By identifying each cell with its row and column indices and expressing these in
binary format, different digits determine to which subgroup it belongs to at the different
levels. The subgroup will be associated with value 1 or −1 depending on what type of
difference is being considered.
For example, let’s consider the indices for a 4× 4 system (starting the indexing from
0): 
1(0, 0) 5(0, 1) 9(0, 2) 13(0, 3)
2(1, 0) 6(1, 1) 10(1, 2) 14(1, 3)
3(2, 0) 7(2, 1) 11(2, 2) 15(2, 3)
4(3, 0) 8(3, 1) 12(3, 2) 16(3, 3)
 (4.1)
If we express the i, j indices in binary format we get:
(00, 00) (00, 01) (00, 10) (00, 11)
(01, 00) (01, 01) (01, 10) (01, 11)
(10, 00) (10, 01) (10, 10) (10, 11)
(11, 00) (11, 01) (11, 10) (11, 11)
 (4.2)
Looking at the digits in different positions of these indices we recover the different
levels of description. At each level the values of these digits can be used to determine
which elements should be 1, −1 or 0 to recover the desired difference (horizontal, verti-
cal or diagonal). The detailed algorithm for the creation of H for a 4× 4 system is given
in Appendix B. The algorithm was implemented to generate H matrices for systems of
the desired size, always a power of 2.
4.1.3 Transforming the transmissibility matrix
To summarize, the effect of this transform on our fine scale pressure vector is to identify
the average pressure, as a first element, followed by the fluctuations at successively
smaller scales. Just like we have done for the W transform in Chapter 3, we can apply
this transform to the matrix form of Darcy’s equation to see which permeabilities we
need to consider when we look at different scale descriptions of pressure, see Figure
4.4.
Unfortunately, no simple renormalization rule emerged from this new transform, so
we will not be able to derive a scheme to calculate an upscaled permeability. However,
we are able to choose how far we need to go in the inversion of the transmissibility
matrix to obtain a specific resolution in the pressure solution.
If T,P and R are the transmissibility matrix, the pressure vector and a boundary
condition, respectively, as described in Chapter 3, we obtain:
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Figure 4.4: (a) The fine scale transmissibility matrix for an 8 × 8 system of homogeneous unit
permeability, T. (b) The transformed transmissibility matrix, T′ = HTHT. Contrary to what
was observed in Chapter 3 for the W transform, no block structure appears in the transformed
matrix such that no simple upscaling rule can be deduced. We notice, however, that the matrix
is diagonally dominant, especially in the homogeneous case. A more accurate analysis of the
structure of these matrices for different permeability fields can be found in Section 4.3.
TP = R⇔ THTHP = 1
n
R. (4.3)
To complete the equation transformation, just like we did in Chapter 3, we multiply by
H on both sides to obtain a new transmissibility matrix and a new boundary condition
vector applied to the transformed pressure:(
HTHT
)
HP =
1
n
HR. (4.4)
Defining the transformed variables,
T′ = HTHT, (4.5a)
P′ = HP, (4.5b)
R′ = HR, (4.5c)
we have:
T′P′ =
1
n
R′. (4.6)
Looking at the pictorial representation of the matrices, see Figure 4.4, it is not immedi-
ately clear how this transform affects the transmissibility matrix. Unfortunately there
is no block structure as in the previous case and the structure of the part of the matrix
that refers to the large scale pressure is not the same as the transmissibility matrix for a
smaller system.
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4.2 Pressure solutions
4.2.1 Solving for pressure at different scales
While the effect of H on the transmissibility is not obvious, its effect on the pressure is
very clear and can be exploited. As we intended, we now have a hierarchical description
of the pressure solution. We are at freedom to recover the original pressure including
the desired level of detail. This is achieved simply by taking as our new transmissibility
matrix, the portion of T′ that corresponds to the finest level of detail that we want to
keep in the pressure. If all we are interested in is an estimate of the pressure average over
the whole system, we just need to divide the first element of the boundary condition
vector by the top left element of T′ (level 0). The estimate will be accurate only if the
pressure is approximately constant as the underlying assumption is that the pressure
fluctuations are negligible. This might not be of great use but we should remember that
this can be achieved without ever calculating the pressure on the fine scale.
More likely we are interested in some coarse but not single-valued representation of
pressure. Assume that we start with a fine scale system of size N × N . In this case we
would take the inverse of the 4× 4 upper left corner of T′ and the first four elements of
the boundary condition vector. What we obtain is the transformed pressure of a 2×2. To
obtain the actual pressure values we need to apply the inverse of the hierarchical trans-
form for a system of the original size to a vector containing the filtered transformed
pressure values and zeros in all the other elements. This is easily done using the trans-
pose of H. The result will be an N × N pressure map with only 4 different values of
pressure as in a 2 × 2 system (level 1). How does this approximation relate to the fine
scale pressure? It can be shown, and it is also expected given our experience with the
W transform in Chapter 3, that this 2 × 2 coarse pressure is an estimate of the average
of the N ×N fine scale one, averaged N/2×N/2 cells at a time.
As shown in Figure 4.5, there is a correspondence between the approximations that
can be obtained by inverting larger and larger portions of the transformed transmissi-
bility matrices and the pressure averages that can be obtained averaging less and less
cells at a time.
An interesting comparison can be made between the estimates of pressure at differ-
ent scales and the fine scale solution. To assess the relationship between the error in
the estimates and the level of the representation, an ensemble of 30 log-normally corre-
lated permeability realizations was generated for 5 separate cases. Starting from Case
1, Case 2 and Case 3 were obtained by increasing the average permeability keeping the
σ/µ ratio and the correlation length constant. Cases 4 and 5 are obtained by respec-
tively decreasing and increasing the average permeability as the correlation length is
respectively doubled or halved. Table 4.1 and Figure 4.7 show an analysis of the error
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Figure 4.5: Comparison between pressure estimates and averages at a specific level (levels 2,
3, and 4). (a) Logarithm of the permeability map, 32 × 32 subset of the SPE10 data set (Christie
and Blunt, 2001). (b) Fine scale pressure solution, flow from left to right. (c) Estimated pressures
at the specified resolution from inversion of the corresponding portion of the T′ matrix. (d)
Average of the fine scale pressure solutions. (e) Relative difference between the average and the
estimate.
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Figure 4.6: Differences between estimates of pressure at different scale and the fine scale solu-
tion. (a) Level CG = 2 (Level 4). (b) CG = 4 (Level 3). (c) CG = 8 (Level 2).
CG Case 1 Case 2 Case 3 Case 4 Case 5
mean std mean std mean std mean std mean std
16 0.0991 0.0777 0.0956 0.0665 0.0955 0.0645 0.0957 0.0696 0.1178 0.0924
8 0.0497 0.0422 0.0476 0.0338 0.0473 0.0327 0.0471 0.0360 0.0697 0.0637
4 0.0239 0.0205 0.0229 0.0160 0.0228 0.0155 0.0227 0.0171 0.0309 0.0317
2 0.0112 0.0078 0.0110 0.0045 0.0110 0.0045 0.0110 0.0056 0.0125 0.0351
Table 4.1: Relationship between coarse graining factor (CG) and discrepancy with fine scale
pressure solution. The coarse graining factor is defined as the ratio of the fine scale linear system
size and the linear system size at the specific level i, N/2i. Case 1: Original set of 30 realizations
(mean permeability = 218.47 ± 59.64, σ/µ = 0.273, correlation length ξ = 6). Case 2: Increased
average (mean permeability = 436.94 ± 119.29, σ/µ = 0.273, ξ = 6). Case 3: Further increased
average (mean permeability = 655.4 ± 178.94, σ/µ = 0.273, ξ = 6). Case 4: Decreased average
and increased correlation length (mean permeability = 169.97± 52.85, σ/µ = 0.31, ξ = 12). Case
5: Increased average and decreased correlation length (mean permeability = 772.93 ± 307.97,
σ/µ = 0.397, ξ = 3). See Figure 4.7 for a graphical representation of this data.
in the estimate as a function of coarse graining factor. Since our estimates of pressure
at all scales are expressed on a fine grid, we can compare them directly to the fine scale
solution, see Figure 4.6. We define the coarse graining factor (CG) as the initial linear
system size divided by the linear size at the specific level i: CG = N/2i.
In conclusion, the pressure can be calculated with any degree of detail, depending
on the computational power available or the specific requirements.
4.2.2 Nonuniform coarse graining
So far, the coarse graining of the pressure profile has been uniform in space. In hetero-
geneous systems it is expected that different areas will require different level of details
to achieve a satisfactory approximation of the pressure field. Ultimately, we would like
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Figure 4.7: Discrepancy in pressure estimate for different levels of coarse graining (a) Mean
relative error versus coarse graining factor. Notice how the linear relationship does not have a
strong dependence on the details of the permeability maps which differ in each case. An overall
linear fit to the data gives the equation y = 0.006x− 0.001. The only curve that does not fall on
this line is the one where we have halved the correlation length and where the σ/µ ratio was
consequently increased (Case 5). (b) Mean relative error versus the number of elements kept.
Again Case 5 is the only one not overlapping with the other curves.
to be able to reduce the size of the matrix to be inverted not simply by eliminating fine
scale detail everywhere, but being able to keep different scale coefficients in different
locations.
In the context of a full-field reservoir simulation, the obvious regions where a high
level of detail should be kept are around the wells, or at the location of geological fea-
tures of considerable importance. However, on a smaller scale, we might not have any-
thing but the permeability map to decide where to keep the details.
One possibility to provide a criterion for which areas should be preserved in more
detail is to perform a coarse pressure and flow calculation. Once the main flow paths
have been identified the nonuniform pressure solution can be calculated. Although
this is a fairly common technique in the adaptive mesh refinement literature (Durlof-
sky et al., 1997), an attempt will be made to avoid any flow simulations prior to the
nonuniform pressure solution.
To gain some insight, we can look at the size of the elements in the hierarchical
transform of the pressure, P′ = HP. Clearly this can only be done in the developing
stage of the method, where we are allowed to have the pressure on the fine scale and
hence its transform. Keeping only the elements inP′ above a certain arbitrary threshold,
we noticed how, even with very few elements, we can reproduce the pressure fairly
accurately, see Figure 4.8. The issue is identifying which elements should be kept to
preserve the important pressure features.
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Figure 4.8: Nonuniform coarse graining based on keeping only the largest elements in the trans-
form of pressureP′. (a) Logarithm of the fine scale permeability, 64×64 subset of SPE10 (Christie
and Blunt, 2001). (b) The fine scale pressure solution. (c) An estimate of pressure keeping only
442 out of the 4096 elements of P′. (d) Relative error between fine scale solution and estimate in
(c).
Assuming that we are allowed to perform the fine scale inversion or the inversion of
the transformed fine scale problem, which requires the same computational effort, we
can check up to what point our system can be coarse grained without losing important
features.
As it is rather idealistic to assume that we have access to the fine scale pressure
solution, we wish to find some criterion to relate the size of the elements in P′ directly
to the permeability field.
If we knew which elements of P′ were negligible we could “compress” the T′ ma-
trix by eliminating rows and columns corresponding to those elements. The solution
obtained for this smaller system can be inserted into a full size vector padded with ze-
ros. Taking the inverse H transform of this vector will give us a pressure map with
resolution varying across the system, see Figure 4.8(c).
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Figure 4.9: Analysis of the importance of diagonal differences (a) Fine scale permeability map,
32× 32, modified subset of the SPE10 data set (Christie and Blunt, 2001). (b) Fine scale pressure
solution. (c) Estimate of pressure by eliminating coefficients referring to diagonal differences
(keeping 683/1024 elements). (d) Relative error between the pressure estimate in (c) and the
fine scale solution. (e) Estimate of pressure by eliminating coefficients below a certain threshold
in the pressure transform (keeping 683/1024 elements). (f) Relative error between the pressure
estimate in (e) and the fine scale solutions In this case the diagonal differences can be neglected
without compromising the quality of the pressure estimate.
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Figure 4.10: Analysis of the importance of diagonal differences. (a) Fine scale synthetic per-
meability map, 32× 32. (b) Fine scale pressure solution. (c) Estimate of pressure by eliminating
coefficients referring to diagonal differences and all details at level 4 (keeping 171/1024 ele-
ments). (d) Relative error between the pressure estimate in (c) and the fine scale solution. (e)
Estimate of pressure by eliminating coefficients below a certain threshold in the pressure trans-
form (keeping 171/1024 elements). (f) Relative error between the pressure estimate in (e) and
the fine scale solution. In this case diagonal differences are important.
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4.2.3 Importance of different types of difference
Having decomposed the pressure into differences in the three directions (horizontal,
vertical and diagonal), in some cases the size of these differences can be inferred from
the permeability itself. For example, for a homogeneous or layered system we know
that imposing flow from left to right will generate no vertical variations in pressure.
This means the vertical and diagonal differences will be almost zero at all scales. Also, in
regions where there are no diagonal features in the pressure, we can ask what happens if
we assume that diagonal differences will not have importance, see Figure 4.9. In Figure
4.10 we see a case where keeping diagonal differences is important. The problem, once
again, is that, while we can identify these cases by looking at the pressure, we wish to
be able to do this only using the permeability map.
4.2.4 Selecting the coefficients to be retained: method 1
Allowing ourselves for this first stage to look at the hierarchical transform of the pres-
sure vector, we can look at which elements are below an arbitrary threshold. For ex-
ample, we can preserve only the 100 largest coefficients in the transform and see to
what region and to what scale these coefficients correspond. By looking at profiles of
heterogeneous permeability maps it was noticed that details are mostly kept where the
presence of impermeable areas forces a sharp drop in pressure across a small distance.
This could be caused by shales in a real geological system. Therefore, we can look
for regions where the pressure is approximately constant and ignore the corresponding
coefficients, to focus on the areas where the pressure drop is steep. To determine a crite-
rion for spotting these areas, the code was modified to visualize in which areas at every
specific scale the coefficients for a specific type of difference were below the imposed
threshold. Figure 4.12 shows the level and position of the 100 largest coefficients in P′
for a specific realization (Figure 4.11).
The first thing to notice in Figure 4.12 is that most of the coefficients that have high
values in the transform of P are referring to levels 1, 2 and 3. At level 1 all coefficients
are kept; there are only 4 of them. We also notice that the diagonal differences are only
preserved at level 2. The indicator maps of elements kept were compared with the ab-
solute value of permeability gradients along and across the flow direction. The regions
where the components were kept corresponded to regions of low absolute gradient in
permeability, see Figure 4.13.
The observations above have not been validated by statistical analysis but similar
results were obtained with other permeability maps. An algorithm was therefore im-
plemented, where the low values of absolute permeability gradient are associated with
steeply varying pressure. The corresponding elements in the transformed transmissi-
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Figure 4.11: Comparison between a pressure estimate based on thresholding the pressure trans-
form and one based on the permeability gradients. (a)Permeability map generated by position-
ing shale blocks of permeability 108 on a log-normally correlated background. (b) Fine scale
pressure, flow from left to right. (c) Estimate of pressure by keeping only the 150 largest coeffi-
cients in the pressure transform. (d) Pressure estimate based on keeping the coefficients only in
ares of low permeability gradient.
bility matrix are kept, while other elements are set to zero such that the elements in the
pressure transform are also zero. This implies that pressure values will only be calcu-
lated where permeability gradients are low, that is where pressure changes abruptly.
In Figure 4.11 a comparison can be made between the pressure estimate generated
by keeping only the 150 largest coefficients in the pressure transform and the estimate
provided by the method described above, based on identifying regions of low perme-
ability gradient. The parameter q determines how many of the coefficients will be kept
in the pressure transform. Consider the gradient ∆ixk of permeability in the horizontal
direction at level i : the corresponding element is retained in the transform if
∆ixk > min
(
∆ixk
)
+ qσ
(
∆ixk
)
, (4.7)
where σ is the standard deviation of ∆ixk. The range of q is from 0 to (max (∆ixk) −
min (∆ixk))/σ (∆
i
xk). Hence the higher q, the more elements will be kept and the better
the pressure estimate.
An analysis of the performance of this new thresholding criterion was performed on
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Figure 4.12: Indicators of where elements are kept (red) for specific type of differences at dif-
ferent scales. 32× 32 system (permeability map in Figure 4.11), level i = differences at scale with
2i cells per side.
the previous 30 different realizations. In Figure 4.14 some of the pressure maps obtained
with this new method on the previously used permeability maps are shown for different
values of q. In Figure 4.15 we can observe the number of elements kept as it increases
with an increasing q.
A relationship between number of elements kept, q and accuracy of the pressure
estimate was sought. In Figure 4.16(a) we plot the mean relative error between fine
scale and estimated pressure profiles averaged over 30 realisations as a function of q.
As expected the error decreases with increasing q tending to a constant error. However,
the q parameter characterizes the strength of the filter only at a specific scale. To achieve
a lower error a finer level should be considered.
Moreover, the relative error decreases with the increase of the number of elements
kept, see Figure 4.16(b). It should be noted that the error bars in this graph given by
the standard deviations of the mean relative errors (which are not included just for
clarity) are of the order of 0.002, and hence would hide the general trend of the data.
The general tendencies of the graphs, however, are evident even taken the error into
account, see Appendix B. It must be noted here that these graphs can be misleading.
It is clear that a number of elements kept less than 100 over 1024 will not be sufficient
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Figure 4.13: Gradients of permeability in horizontal and vertical directions at different scales,
(permeability map in Figure 4.11). Comparing with Figure 4.12, we see that the red areas (ele-
ments kept) correspond to areas of low gradients.
to obtain sensible results. Therefore, the tendencies highlighted can only be used as a
guide in predicting the performance of the method above a certain number of elements
kept. Below this, the error is unbounded.
The number of elements kept increases with q, see Figure 4.16(c). Figure 4.16 also
shows a comparison between the different cases described in Table 4.1. We can thus
identify a few relationships between the correlation length and the accuracy of the ap-
proximation. The cases used are the same sets of 30 realizations as described in section
4.2.1. In Figure 4.16(a), the plot of mean relative error versus strength of filtering q,
we notice that a change in the correlation length (Case 1 versus Case 4 and Case 5)
produces a change in the shape of the function. A change in the mean value of the av-
erage permeability with constant correlation length (Case 1 versus Case 2 and Case 3)
produces a combination of shift and magnification on the y axis. In Figure 4.16(b) we
can observe how the relation between the mean relative error and the number of ele-
ments kept changes for the different cases. While a change in correlation length (Case 1
versus Case 4 and Case 5) produces a magnification of the curves that remain parallel,
an increase in the mean permeability (Case 1 versus Case 2 and Case 3) simply shifts
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Figure 4.14: One realization from the sample of 30, estimates with different strength of filtering
(q=1.5, q=3.5, q=5.5). (a) Pressure estimate. (b) Relative error: (1) 0.029 ± 0.026; (2) 0.015 ±
0.0184; (3) 0.014± 0.0182. As expected, the estimates improve with increasing q.
1 6 11 16 21 26 30
120
140
160
180
200
220
240
Realisation
N
um
be
r o
f e
le
m
en
ts
 k
ep
t
 
 
q=1.5
q=2.5
q=3.5
q=4.5
q=5.5
Figure 4.15: Plot of number of elements kept for each realisation for different values of the
thresholding parameter q. An element is retained in the transform at level i if ∆ixk > min∆ixk+
qσ
(
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)
.
the curve on the x axis. Finally, in Figure 4.16(c) we can observe the relationship be-
tween the number of elements and the filtering parameter, q. Cases 1, 2 and 3, related
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Figure 4.16: Plots of relationship between mean relative error in the estimate of pressure com-
pared to the fine scale pressure as a function of the strength of the filtering, q, and the number
of elements kept. (a) Mean relative error versus strength of filtering q. All cases, described in
Table 4.1 show a drop at q = 3.5. (b) Mean relative error versus the number of elements kept, a
part from Case 5 a sharp drop occurs between 150 and 200 elements, that is less elements than
a level 2 uniform coarse graining. The level 2 uniform coarse graining produced an error of
0.11%. (c) Number of elements kept versus q, cases 1, 2 and 3 overlap. It can also be noted that
the difference tends to a fixed value as can be seen in Figure 4.15. A more accurate analysis can
be found in Appendix B.
by a change in mean permeability at constant correlation length and constant σ/µ ra-
tio, exactly overlap. Changing the correlation length (Case 1 versus Case 4 and Case
5) produces a magnification and a shift in the y direction. More data with an analysis
of the equations of the fits can be found in Appendix B. It should be noted that for all
cases the accuracy of this approximation is comparable to that which can be obtained
by coarsening uniformly as was done in Section 4.2.1 where the best accuracy of 0.011%
was obtained with 256 elements. For most cases though, all except Case 5, a similar ac-
curacy can be obtained with less than 200 elements. This is due to the sharp decay of the
curve between 64 and 260 elements kept, which cannot be probed by a uniform coarse
graining. In Case 5, for a smaller correlation length and higher σ/µ ratio, the adaptive
approach is less successful. Two reasons for this can be suggested. Firstly, Case 5 is the
most heterogeneous case, representing the hardest problem in terms of upscaling. The
correlation length is now equal to 3 fine scale cells, that is very similar in size to the grid
resolution. Secondly, it is possible that the statistics for Case 5 cannot be directly com-
pared with the other cases with larger correlation length. Effectively, if we consider the
sample size to be given by the number of correlation lengths contained in the system,
Case 5 produces more representative statistics than the others.
4.2.5 Selecting the coefficients to be retained: method 2
An alternative strategy focuses on identifying the areas in the permeability field where
the pressure will differ considerably from the linear profile obtained with uniform per-
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meability. One ideal property of an adaptive grid is that it can resolve areas of pressure
with non-trivial profiles with a finer resolution than areas where pressure is simply
linear. There is a clear relationship between localized permeability heterogeneity and
interesting features in the pressure profile but the pressure field is by definition not lo-
cally determined and the effects of a small region of heterogeneous permeability can
be seen on the whole pressure profile. Nevertheless, if the region of heterogeneity is
sufficiently small compared to the entire system, the pressure features induced should
be localized.
Let us consider the transformed pressure vector P′ that we would obtain for a ho-
mogeneous permeability map and a specific set of boundary conditions. These values
will be our “default” values for the transformed pressure vector of a heterogeneous case
with localized heterogeneity and those same boundary conditions. If we allow the as-
sumption that the pressure field will be mostly affected where the heterogeneities are
located, we can calculate the appropriate values of P′ in that region by solving a small
subset of the transformed Darcy’s equation.
Thanks to the linearity of the H transform, we can split the pressure into a homoge-
neous contribution and one due to the heterogeneity. Define P = Phom +Phet, where
Phom is the pressure for a homogeneous system and Phet is the effect on pressure of
the heterogeneity. Using the transformed version of Darcy’s law and the notation previ-
ously introduced in Equation (4.3), we can find an expression for the transform of Phet
and hence the values of Phet:
T′P′ = R′; (4.8a)
T′HPhom +T′HPhet = R′; (4.8b)
Phet = H
TT′−1(R′ −T′HPhom). (4.8c)
If the equations are solved on the entire system this is just as expensive as calculat-
ing the entire fine scale pressure solution. However, in the case where we can predict
where or at what scales the deviation of pressure from the homogeneous case will be
more severe, we can arbitrarily choose to keep only the corresponding elements in the
calculation of Phet, leading to savings in computational time. The linear size of the
matrix T′ that we need to invert is reduced as we delete the rows and columns corre-
sponding to elements in Phet that we do not wish to calculate. This solution is then
integrated with the previously determined “default” values to give an N × N system
which is non-uniformly coarse grained.
On the other hand, if we have the resources to calculateP andPhet at every location,
we can can compare them to automatically detect the regions where heterogeneity is
strongly affecting the pressure profile.
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Figure 4.17: Example of a permeability map with localized heterogeneity. The permeability map
was constructed by taking a 16 × 16 section of SPE10 data and substituting it in the upper left
quarter of a 32× 32 unit permeability system. (a) Logarithm of permeability. (b) Fine scale pres-
sure solution, flow from left to right. (c) Estimate of pressure obtained by keeping the 150 largest
elements in the transform of Phet. (d) Relative error between fine scale solution and estimate
in (c). (e) Estimate of pressure obtained by keeping the 95 largest elements in the transform of
Phet. (f) Relative error between fine scale solution and estimate in (e).
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In Figure 4.17 an example can be seen. The permeability map was constructed by
taking a 16 × 16 section of SPE10 data (Christie and Blunt, 2001) and substituting it in
the upper left quarter of a 32× 32 unit permeability system. One way of producing the
nonuniform coarse graining is by only keeping the coefficients in the regions where the
transform of Phet is large. This leads to a correct pressure solution where details are
only kept at the locations and scales needed.
More realistically we do not know the fine scale pressure solution a priori and we
require a criterion to select the elements to keep. Figure 4.18 shows the elements kept
in the thresholding of Phet. We notice how most of the elements kept at the high
Level 2 − horizontal Level 2 − vertical Level 2 − diagonal
Level 3 − horizontal Level 3 − vertical Level 3 − diagonal
Level 4 − horizontal Level 4 − vertical Level 4 − diagonal
Figure 4.18: A visualization of the elements kept at different scales in the estimate of Figure
4.17(c). At level 3 and 4 most of the elements kept are located in the same location as the hetero-
geneous permeability.
levels (3 and 4) correspond to the location of the heterogeneities. Moreover, the diagonal
coefficients are only kept in levels 2 and 3. For the automatization of this method we
need to detect the location of the heterogeneities. One indicator of heterogeneity is the
permeability gradient. In Figure 4.19 we can see the horizontal and vertical gradients of
permeability at the different levels.
We can arbitrarily decide to keep all elements up to level 3 and elements at levels 4
only where the permeability gradient of the corresponding direction is high, Figure 4.20.
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Figure 4.19: A plot of the horizontal and vertical gradients of permeability at different levels for
the map shown in Figure 4.17. Notice a correspondence between high gradients in the hetero-
geneous regions and the locations of the coefficients kept in Figure 4.18.
This is a criterion that we can use to generate pressure solutions that are non-uniformly
coarse grained starting only with a fine scale permeability map. It could be argued that
the example chosen is not representative as the heterogeneity is only present in a small
part of the system and, more importantly, this part is conveniently situated in one of the
blocks that we can recognize even at level 1.
Figure 4.21 refers to a less idealised case: the 16 × 16 heterogeneous SPE block has
been set at the center of a system with permeability normally distributed around the
mean of the SPE block.
The corresponding map of permeability gradients and coefficients kept can be found
in Figures and 4.22 and 4.23.
Finally, to perform a comparison between this method and the one described in sec-
tion 4.2.4, the new algorithm was applied to the previously mentioned sample of 30
permeability realizations. Plots of the mean relative error versus the thresholding pa-
rameter and the number of elements kept can be seen in Figure 4.24. Consider the
gradient ∆ixk of permeability in the horizontal direction at level i: the corresponding
element is retained in the transform if
∆ixk > max
(
∆ixk
)− qσ (∆ixk) . (4.9)
The higher q, the more elements will be kept and the better the pressure estimate. Notice
that this method preserves areas of high gradient and not of low gradient like method
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Figure 4.20: An estimate of pressure based on keeping elements where the gradients of perme-
ability are high. (a) Estimate of pressure obtained by keeping the 137 largest elements in the
transform of Phet. (b) Relative error between fine scale solution and estimate in (c). (c) Pressure
estimate having kept 137 out of 1024 coefficients where the permeability gradients are higher.
(d) Relative error between fine scale solution and estimate in (c). The error for case (c), where the
coefficients are chosen based on the gradient, is approximately twice as big as in (a) for the same
number of coefficients kept. The reason for this is that in case (c) only coefficients for horizontal
and vertical differences were allowed and only at scale 4.
1. The difference is due to the different vector on which the selection is acting. In
method 1 the aim was identifying areas of rapidly varying pressure. In method 2 the
aim is to find areas where the pressure is not “linear” (as would be given by uniform
permeability with the specified boundary conditions.)
This method performs worse than method 1 on the sample considered, see Figure
4.24(b). However, the error is only around 3.5% if keeping less than 100 of the 1024
elements available. The difference between the performances of the two methods is
probably due to the non-localized nature of the heterogeneity in the permeability maps
chosen. The sharp drop in the error that had been noticed with the previous method as
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Figure 4.21: A normally distributed permeability with a more heterogeneous inclusion, a 16×16
subset of SPE10 at its centre. (a) Logarithm of permeability. (b) Fine scale pressure solution,
flow from left to right. (c) Estimate of pressure obtained by keeping the 192 largest elements
in the transform of Phet. (d) Relative error between fine scale solution and estimate in (c).
(e) Estimate of pressure obtained by keeping only 192 coefficients referring to the locations of
high permeability gradients, as in Figure 4.20. (f) Relative error between fine scale solution and
estimate in (e).
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Figure 4.22: A plot of the horizontal and vertical gradients of permeability at different levels
for the map shown in Figure 4.21. Notice a correspondence between high gradients and the
heterogeneous regions and the locations of the coefficients kept in Figure 4.21.
the number of elements kept increased is not as pronounced. More analysis for different
kinds of systems would be needed to draw a definite conclusion about which one of
the methods is better. It is likely that the two options should be considered given the
permeability map at hand.
To summarize, one way of obtaining a non-uniformly coarse grained pressure solu-
tion is to express the pressure as a sum of a component due to a uniform permeability
under the specified boundary conditions and an extra term due to the heterogeneity.
By storing the solution for the homogeneous permeability and adding terms explicitly
calculated only in regions where the permeability gradients are high, we can obtain an
estimate of the pressure with limited computational cost.
4.2.6 Discussion
Two different methods were suggested to achieve an automatic nonuniform coarse
graining of the pressure profile. Both exploit the advantage of solving the pressure
equation only in areas where it is deemed necessary.
In the first case, the underlying pressure solution is constant, such that all the coeffi-
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Figure 4.23: A visualization of the elements kept at different scales for the permeability of Figure
4.21.
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Figure 4.24: Plots of relationship between mean relative error in the estimate of pressure com-
pared to the fine scale pressure as a function of the strength of the filtering, q, and the number of
elements kept. Notice the new criterion for thresholding: Consider the gradient of permeability
in the horizontal direction at level i∆ixk: the corresponding element is retained in the transform
if ∆ixk > min
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+ qσ
(
∆ixk
)
(a) Mean relative error versus strength of filtering q. (b) Mean
relative error versus the number of elements kept. (c) Number of elements kept versus q.
cients in the hierarchical transform of pressure are set to zero by default. In the regions
where pressure features are expected, for example based on analysing the permeability
gradients, the correct coefficients for the pressure transform are calculated. Inserting
the new coefficients at the correct location in the transformed pressure vector and using
the inverse transform, HT , an adaptive pressure solution can be obtained.
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In the second case, the focus is on the location of particularly heterogeneous per-
meability regions. The underlying pressure solution is taken to be a linear pressure
gradient or, more in general, the pressure solution that would be obtained with uniform
permeability and the specified boundary conditions. The correct pressure solution can
be expressed as the sum of this linear pressure and a contribution due to the hetero-
geneity. Using the formalism described in Equation (4.8c), we find an expression for the
transform of Phet, the contribution to the pressure given by the heterogeneity. We now
select the coefficients in Phet that we want to calculate, based on high permeability gra-
dients. These are related to the regions where the pressure is not linear. By combining
these coefficients with the linear solution we obtain, once again, a nonuniform pressure
solution.
In the case where we start by knowing P and Phet, both these methods can be re-
versed to locate regions of either constant pressure or linear pressure (in the sense im-
posed by the boundary conditions).
Although the second method could perform better than the first one in some specific
cases, it is expected that its very strong dependence on boundary conditions might be a
disadvantage. If, however, we consider this as a solution method rather than an upscal-
ing strategy, the boundary condition dependence might not create a problem. For each
specific case we would need to apply the known boundary conditions to a homoge-
neous system to calculate the homogeneous pressure component. Once this is known,
we could proceed to find the correct entire pressure solution at the level of detail re-
quired.
An improvement on both of the methods could be achieved by including also diag-
onal differences at some scales and it is likely that tuning the thresholding parameters
for the various types of differences at each scale would lead to a much better and more
optimized pressure estimate.
An advantage of this approach, common to both methods, is that, although the cal-
culation of pressure is done with a reduced number of elements, the final “coarse” pres-
sure is on the same grid as the fine one. This eliminates problems to do with the change
of coordination number of the permeability map on coarse regions that border finer
ones.
The errors encountered with the first method over 30 realisations of heterogeneous
permeability suggest that, unless there are specific requirements in the accuracy of the
estimate, this method can guarantee a satisfactory estimate of the pressure on an adap-
tive grid to within 10% or less of the original fine scale solution.
It could also be argued that possible inaccuracies in this stage of upscaling are a
smaller source of error than the inherent uncertainty of the fine scale model. In Section
4.3.2 this issue will be considered further.
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4.3 Future work
4.3.1 Special cases
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Figure 4.25: System with thin vertical layers. (a) Permeability map, 8×8. (b) Fine scale pressure
solution, flow from left to right. (c) Transmissibility matrix T. (d) Transformed transmissibility
matrix T′ = HTHT.
Another approach to establish a criterion for the thresholding of the transformed
pressure is the comparison of each “specific case” with a range of “special cases”. Let
us define a “specific case” as the given fine scale system that we wish to upscale and
a “special case” as a system for which we know the permeability and the fine scale
pressure together with its transform. If we were to store the T′ matrices corresponding
to systems with layering of different size and direction, we could compare our specific
cases to each one of the special cases and deduce which elements in P′ will be small by
comparison with the known transform. This could lead to a criterion for the selection
of the coefficients and hence of the elements in T′, see Figures 4.25, 4.26, and 4.27.
The problem is to understand how to automatize the comparison between two sys-
tems. One strategy could be to calculate the difference between the T′ matrices for the
two cases. If the comparison were made between one specific case and a number of spe-
cial cases, a ranking of the systems could be obtained. Similarities in the elements of two
T′ matrices correspond to similar elements in the pressure transforms of two systems,
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Figure 4.26: System with thick vertical layers. (a) Permeability map, 8×8. (b) Fine scale pressure
solution, flow from left to right. (c) Transmissibility matrix T. (d) Transformed transmissibility
matrix T′ = HTHT.
given equal boundary conditions. If we knew which coefficients of the pressure trans-
form of a special case are low, we could set them to zero in the transform of the specific
case. Different special cases will help us identify relevant coefficients in different parts
of the transform.
For upscaling of a single system this way of proceeding is probably too time con-
suming. However, choosing the elements to be kept stochastically might be beneficial.
4.3.2 Ensemble upscaling
As was mentioned in Chapter 2, given the great uncertainty present in the permeabil-
ity data available, it is often better to upscale the statistics of permeability rather than
permeability itself. So the solution to an upscaling problem does not necessarily have
to be a single coarse permeability map or pressure profile, it could well be an ensemble
of them, which should in some way preserve the statistics of the fine scale permeability.
A probabilistic approach to choosing the elements to be kept in the T′ matrix might be
a way to achieve this kind of upscaling. We could assign to each element in P′ a proba-
bility of being eliminated depending on whether the element is present or not in the P′
for one of the special cases.
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Figure 4.27: System with diagonal layers. (a) Permeability map, 8 × 8. (b) Fine scale pressure
solution, flow from left to right. (c) Transmissibility matrix T. (d) Transformed transmissibility
matrix T′ = HTHT.
From a single fine scale permeability map, multiple pressure solutions could be ob-
tained. Unfortunately it is unlikely that such a way of proceeding could be proved to
ensure preservation of the underlying permeability statistics. Nevertheless, generating
an ensemble of pressure solutions would probably mitigate both the uncertainty in the
fine scale permeability and upscaling errors.
4.4 Summary
In this chapter, a hierarchical transform was introduced to represent pressure solutions
as an average value plus some fluctuations at different scales and locations. With the
formalism introduced in Chapter 3, applying this new transform to Darcy’s law, a new
transformed transmissibility matrix was obtained. Two different methods were sug-
gested to select which parts of this matrix is to be retained to produce a non-uniformly
coarse grained pressure solution.
Looking at ensemble statistics, it can be said that nonuniform coarse graining can
produce more faithful estimates of the pressure solution compared to the uniform case
for the same number of elements kept, and hence the same computational cost.
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In the literature, many criteria have been used to guide the adaptivity of nonuni-
form grids (Durlofsky et al., 1997; Younis and Caers, 2002; Aarnes and Efendiev, 2006).
Mostly these methods are based on flow calculations performed to identify the areas of
high flow rate. The method suggested does not require any such prior information. A
more advanced localization of areas to be preserved in detail would certainly improve
the performance of the method, although at some computational efficiency cost.
Finally, the possibility of generating an ensemble of pressure solutions from a single
fine scale permeability was discussed.

Chapter 5
Two-phase Flow Upscaling
In this chapter the upscaling method described in Chapter 3 will be extended to solv-
ing for pressure in two-phase flow problems. As mentioned in Chapter 2, treating the
flow of two phases requires careful consideration of relative permeability and capillary
pressure. The method proposed here considers mobility as the variable to be upscaled,
avoiding the assumption that upscaling absolute permeability is sufficient. Using the
formalism previously described, the only change in the pressure equation from single
to two-phase is the appearance of extra terms referring to the capillary pressure in the
boundary condition.
Following the description of the application of the method to two-phase flow in
Sections 5.2-5.4, numerical results are presented for one- and two-dimensional homoge-
neous and heterogeneous two-phase immiscible displacement problems including cap-
illary pressure and Brooks-Corey type relative permeabilities, Sections 5.5 and 5.6. The
hierarchical upscaling method described in Chapter 4 is applied to the two-phase flow
equations in Section 5.7 and conclusions and future work will be discussed in Section
5.8 .
5.1 Two-phase flow upscaling
The main issue in upscaling multi-phase flow in porous media is identifying suitable
values for the phase relative permeabilities on the coarse scale as related to the fine
scale. A common approach is to use the same relative permeability functional form
combining it with the coarse grained absolute permeability values. An alternative is
the use of pseudo relative permeabilities, which are generated to match the fine scale
behaviour (Barker and Dupouy, 1999). This can lead to non-physical results in the case
where discretization effects such as numerical dispersion are artificially reduced (Barker
and Thibeau, 1997). Under certain assumptions, the two-phase flow upscaling problem
can be dealt with by upscaling total mobility in a similar fashion to the way absolute
permeability is upscaled (King et al., 1993).
This work will consider the last option by adapting the upscaling rule derived for
absolute permeability in Chapter 3 to upscaling total mobility in two-phase flow. The
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necessary step is to specify capillary pressure as a function of saturation that will allow
us to consider only one phase pressure. As the upscaling method for absolute perme-
ability aims at reproducing a coarse pressure which approximates the average of the fine
scale pressure, it is necessary to work with a single pressure. The main idea is to use
this method to perform the pressure solution on the coarse scale starting from fine scale
permeabilities. Subsequently, a linear interpolation produces values for pressure on the
fine scale and the saturation front can be propagated also at the fine scale (Audigane
and Blunt, 2004; Verdie`re and Vignal, 1998).
5.2 Two-phase flow equations
As we recall from Chapter 2, when dealing with two-phase flow, it is common practice
to use an extension of Darcy’s law for each phase :
q1 = −kkrel1
µ1
∇p1 = −λ1∇p1, (5.1a)
q2 = −kkrel2
µ2
∇p2 = −λ2∇p2, (5.1b)
where λ1,2 defined as shown are the mobilities of phases 1 and 2. We assume permeabil-
ity to be a diagonal tensor with equal x and y components being a function of space.
To impose flux conservation we now need to set the divergence of the total flux to
zero in the absence of a flux source:
∇ · qtot = ∇ · (q1 + q2) = 0, (5.2)
−∇ · (λ1∇p1 + λ2∇p2) = 0. (5.3)
In this formulation we have expressed the equations of the system using the two
phase pressures as our variables. However, we might have additional knowledge on
capillary pressure that will make a single equation sufficient to determine our system
completely, by relating the two phase pressures to each other. Capillary pressure will be
assumed to be a function of saturation dependent on residual saturation, with Sc = 0.05:
Pc =
1√
k
(
0.5− Sc
S − Sc
)1/3
. (5.4)
Formulation in terms of capillary pressure
It is possible to express Equation 5.3 in terms of one of the phase pressures and capillary
pressure, defined as Pc = p1 − p2 so that P2 = p1 − Pc. In this case we obtain:
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−∇ · (λ1∇p1 + λ2∇ (p1 − Pc)) = 0 (5.5)
and simple rearrangement yields:
−∇ · [(λ1 + λ2)∇p1 − λ2∇Pc] = 0 (5.6)
−∇ · λ∇p1 = −∇ · λ2∇Pc (5.7)
where λ = λ1 + λ2 is the total mobility, which is a combination of the absolute perme-
ability, relative permeability, and viscosity of the two phases.
The equation obtained has the same form of the single phase equation since the sec-
ond term inside the divergence only contains a dependence on Pc, which we take to be
a simple function of S not related to p1. Hence, the presence of capillary pressure sim-
ply constitutes a source term which will appear as terms containing Pc in the boundary
condition vector.
While in the single-phase case absolute permeability was upscaled, here we will
focus on the total mobility. The working variables will be the pressure of one of the
phases, p1, and capillary pressure, Pc, together with total mobility, λ, and the mobility
of the second phase, λ2.
A solution for the dynamics of the saturation front can be obtained by considering
the fractional flow formalism. Recalling from Chapter 2:
∂tS + ∂x (qtotf) = 0, (5.8)
where f = λ1/λ by definition and S is one of the two saturations here chosen as S1. Since
the saturations are related by the constraint that their sum is unity, the second saturation
can easily be derived from the first one. After calculating the pressure field for the first
phase, p1, and obtaining p2 from the capillary pressure equation, we can calculate both
qtot and f at each cell. We then discretize the saturation equation matching the change
of saturation in time with the change of fractional flow multiplied by the total flux in
space.
5.3 Upscaling method
The wavelet renormalization technique described in Chapter 3 was used to preserve the
average pressure of a chosen phase while coarse graining the system.
The structure of the equation is identical to the single-phase case, the only difference
being that instead of absolute permeability we now have mobility values for each cell.
In the following we will re-write the equations already presented in Chapter 3 where
more detailed descriptions and diagrams can be found, Section 3.2. Looking at Equation
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(5.7) in matrix form, we can define a new matrixΛwhich corresponds to the transmissi-
bility matrix in the one-phase case but is now calculated starting from the total mobility
instead of absolute permeability (More details can be found in Appendix C):
ΛP1 = C, (5.9)
where Λ is the mobility matrix originating from expressing Darcy’s equation in finite
differences, P1 is a vector containing all the pressures for phase 1 at each cell, and C
is a boundary condition term that now includes all the terms referring to the capillary
pressure (see Appendix C for elements of the C vector). To obtain an estimate of the
average pressure of the reference phase, we apply a Haar wavelet transform W to P1.
As in Chapter 3, the corresponding transformation for the Λ operator is used to derive
the upscaled pressure for the reference phase from the fine scale mobilities, without
calculating P1. Considering a 1 × N system with N = 4, the averages and fluctuations
of P1 can be separated by applying the Haar wavelet transform W:
P′1 =WP1 =
[
Σ
∆
]
, (5.10)
W =
1
2

1 1 0 0
0 0 1 1
1 −1 0 0
0 0 1 −1
, P1 =

p1
p2
p3
p4
, (5.11a)
Σ =
 p1 + p22
p3 + p4
2
, ∆ =
 p1 − p22
p3 − p4
2
. (5.11b)
Exploiting the fact that WWT =WTW = I/n, we can operate on Equation (5.9) to
coarsen the system by a factor n = 2 as follows:
ΛWTWP1 =
1
n
C⇔ (WΛWT)WP1 = 1
n
WC, (5.12)
defining the transformed variables:
Λ′ = WΛWT, (5.13a)
P1
′ = WP1, (5.13b)
C′ = WC, (5.13c)
Λ′P′1 =
1
n
C′, (5.13d)
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Looking at the block structure of the transformed transmissibility matrix (shown in
Chapter 3, Figure 3.2), we notice that each block is identical in form to the transmis-
sibility matrix for a fine scale description of a smaller system. This leads to an upscaling
rule for total mobility which is the same as the averaging scheme for absolute perme-
ability presented in Chapter 3. Using this rule we do not need to perform any matrix
operations to obtain the coarse scale mobility values. Once these values are known, the
pressure of the reference phase can be calculated on the coarse scale. The boundary con-
dition needed to obtain this solution, C′, contains values of capillary pressure at each
coarse cell. There are two ways to obtain an estimate of Pc on the coarse scale: either
we just take a spatial average of the capillary pressure on the fine scale, or we use the
upscaled saturation to recalculate the capillary pressure function. Capillary pressure on
the coarse scale is also used to calculate the pressure of the second phase.
This procedure can be easily extended to two and three dimensional systems, the
only change being in the structure of the Λ matrix and of the boundary condition, C.
5.4 Algorithm description
The following is a brief description of how the saturation profile is calculated on the fine
and coarse grids.
1. Set the initial saturation at a constant value in the whole system.
2. A source of phase 1 is set on the left boundary.
3. Calculate the initial relative permeabilities on each cell on the fine scale: krel1 = Sm,
krel2 = (1− S)m, where we take m = 1, 2.
4. Define the mobility for phase l as: λl = kkrl/µl.
5. Define total mobility as λ = λ1 + λ2.
6. Upscale the total mobilities with the wavelet renormalization method described
in Chapter 3.
7. Build theΛmatrix and the boundary conditionC on the coarse scale and calculate
the pressure P1.
8. Find the pressure of phase 2 as p2 = p1 − Pc.
9. Calculate the total flux from qtot = −λ∇p1 − λ2∇Pc.
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We have a choice of whether to keep the pressure and flux on the coarse scale or inter-
polate the pressure linearly to calculate flux on the fine scale. We choose to interpolate
the pressure back onto the fine scale.
The fractional flow is by definition the ratio of the mobility of the reference phase to
the total mobility: f = λ1/λ. We now have all the elements to propagate the upscaled
saturation on the fine grid and we can compare this to the original fine scale solution.
5.5 Results – One-dimensional system
5.5.1 Neglecting capillary pressure
If we consider a one-dimensional system, ignoring capillary pressure and taking a rel-
ative permeability linear in S, we can compare our simulations with exact solutions.
The viscosity of the two phases is chosen to be unitary. This very simple case is solved
exactly for the propagation of the initial conditions at the left boundary through the
system. Assuming a step function at the left boundary of a homogeneous system, we
should see a front propagating with velocity u = qtot (Buckley and Leverett, 1942). For
linear relative permeabilities, the fractional flow is equal to the saturation and the pres-
sure profile does not change in time (tracer flow). Due to the discretization, we will see
some numerical dispersion, causing the front to be smoothed out. The fact that both the
fine and upscaled solutions will be propagated on the fine grid will ensure that numer-
ical dispersion is the same in the two cases, such that its effect can be separated from
the upscaling error. A constant source of saturation is assumed at the left boundary, the
initial saturation in the fine scale system is constant at 0.1.
We expect to see a step function profile moving along the system. The fine scale
solution for the front movement is presented in Figure 5.1(a). We see the displacement
happening at a constant velocity of 1 (velocity is 0.05 grid cells per time step dt=0.05).
Numerical dispersion destroys the sharpness of the front. The asterisks on the graph
mark the mean-field approximation solution when fluxes are calculated on the fine grid.
The two curves match very well, as would be expected for such a simple homogeneous
system. Figure 5.1(b) refers to quadratic relative permeabilities. The numerical solution
does not overlap well with the analytical solution. This is probably due to the numer-
ical advection scheme. We see a reasonable agreement between the upscaled and the
original systems. The mismatch indicates that the upscaled front lags the fine scale one,
implying a loss of mass. This can be due to the approximation which is inherent in
the upscaling method, which involves the truncation of a spectral expansion. A possi-
ble reason for the loss of mass incurred in this simple system is probably the fact that,
as mentioned in Chapter 3, the chosen upscaling method does not produce the exact
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Figure 5.1: Saturation profile at different time steps on a one-dimensional homogeneous system
with no capillary pressure. (a) Original fine scale solution (continuous line) compared to mean-
field approximation on the fine grid (asterisk) and analytical Buckley-Leverett solution (dashed
line)(see Appendix C), for linear relative permeability: krel1 = S, krel2 = 1 − S. Apart from
numerical dispersion, which smoothes the front, the numerical solution matches the analytical
solution well. The analytical Buckley-Leverett solution is derived as described in Appendix C.
(b) Original fine scale solution (continuous line) compared to mean-field approximation on the
fine grid (asterisk) and analytical Buckley-Leverett solution (dashed line), for quadratic relative
permeability, Krel1 = S
2, Krel2 = (1−S)2. The spreading of the front is due to numerical disper-
sion. For quadratic relative permeabilities the numerical solution doesn’t match the analytical
solution well. This is probably due to the numerical advection scheme. Numerical dispersion
again smoothes out the sharp front. The mean-field saturation lags the fine scale. This can be
due to the approximation which is inherent in the upscaling method. The consequence is a loss
of mass from the original to the upscaled system
solution for one-dimensional systems.
Next, we consider two fluids with different viscosities which will reflect in a non-
unitary mobility ratio. In Figure 5.2 we can see systems with mobility ratio 5 and 0.2
and notice how this affects the sharpness of the saturation front. The upscaling seems
to work better for the unfavourable displacement, whereas in the favourable case the
saturation is slightly underestimated. This mismatch is probably due to the pressure
calculation being performed on the coarse scale. The lag is about one grid cell, although
it increases as the front proceeds.
5.5.2 Including capillary pressure
Capillary pressure was added taking a fixed form for the functional form in terms of
saturation, see Equation (C.2). The upscaled capillary pressure was calculated from the
upscaled saturation using the fixed functional form given above, see Figure 5.3. Cap-
illary pressure enters our calculations at two steps: first in the calculation of the phase
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Figure 5.2: Saturation profile at different time steps on a one-dimensional heterogeneous sys-
tem with no capillary pressure and quadratic relative permeability, krel1 = S
2, krel2 = (1− S)2.
Original fine scale solution (continuous line) compared to mean-field approximation on the fine
grid (asterisk) (a) µ1 = 5 and µ2 = 1, notice the sharpening of the front and the increasing lag
between the mean-field and the fine scale. (b): µ1 = 1 and µ2 = 5, here the front is more spread
out. The match between mean-field and fine scale is very good.
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Figure 5.3: The capillary pressure curve. The mean-field capillary pressure is obtained as a
function of the upscaled saturation.
pressures, Equation (5.7), and then in the transport equation where the new saturation
is calculated with:
∂tS = −qtot df
dS
· ∇S −∇ ·
(
λ¯
dPc
dS
∇S
)
, (5.14)
where λ¯ is λ1λ2/ (λ1 + λ2). Given that we calculate the pressures on the coarse scale but
we solve the transport on the fine scale, we will need to use upscaled capillary pressure
both on the fine and coarse grid. We take a simple average to calculate an upscaled
capillary pressure on the coarse grid, to be used in the pressure calculation. For the
transport equation, the upscaled capillary pressure is recalculated as a function of the
upscaled saturation, hence on the fine scale. Other ways of upscaling capillary pres-
sure might prove better suited and produce more accurate upscaled saturation profiles.
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Figure 5.4: Saturation profile at different time steps on a one-dimensional homogeneous system
with capillary pressure. (a) Original fine scale solution (continuous line) compared to mean-field
approximation on the fine grid (asterisk), for linear relative permeability: krel1 = S, krel2 = 1−S
. (b) Original fine scale solution (continuous line) compared to mean-field approximation on the
fine grid (asterisk), quadratic relative permeability, krel1 = S
2, krel2 = (1 − S)2. (c) Quadratic
relative permeability µ1 = 5 and µ2 = 1. (d) Quadratic relative permeability µ1 = 1 and µ2 = 5.
The capillary pressure is calculated as a function of saturation: Pc = 1√k
(
0.5−Sc
S−Sc
)1/3
using Sc =
0.05.
In Figure 5.4(a) we see that when capillary pressure is included there is a small error
even for passive tracer transport. For both linear and quadratic relative permeabilities
5.4(a,b) the mean-field leads the fine scale front. We expect capillary pressure to reduce
the numerical dispersion effect, given its function as a negative dispersion term. The
difference between fine scale and mean-field, however, is due to our choice of upscaling
for capillary pressure. We use two different curves, one for the pressure solution on the
coarse scale and one for the upscaled saturation propagation on the fine scale. Again,
we consider two fluids with different viscosities. In Figure 5.4(c,d) we can see systems
with mobility ratio 5 and 0.2 and compare to the results with no capillary pressure in
Figure 5.2. We notice an error in the unfavourable displacement case, 5.4(d), where the
mean-field is ahead of the fine scale front by about one grid block. Again this is probably
due to the upscaling of capillary pressure.
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5.6 Results – Two-dimensional systems
The same technique can be applied to two- and three-dimensional systems. In the fol-
lowing, only results for the two-dimensional case will be presented but the method is
easily generalizable, as was shown in Chapter 3 for the single-phase case. Fluxes are
now calculated in both directions and mass conservation is applied to calculate satura-
tion at the successive step.
Just like in one dimension, before we calculate the flux, we transfer the coarse pres-
sure solution onto the fine grid by way of linear weighted interpolation. This will allow
us to propagate the saturation on the original scale, eliminating problems that originate
from the change in grid size and still maintaining the computational advantages of per-
forming the pressure solution on the coarse scale. The reduction in computational time
is significant, given that the inversion required for the calculation of pressure is the most
time consuming part of the solution. The upscaled system is on a grid of the original
size, so we can compare the mean-field approximation directly with the fine scale solu-
tion. Moreover, keeping the upscaled pressure on the fine scale grid is useful in the case
of nonuniform coarse graining that will be discussed in Section 5.7.
To begin with, we look at a heterogeneous random uncorrelated permeability field.
We can compare the saturation maps at different time steps calculated from fine
and coarse pressure and look at the prediction of water break-through, see Figure 5.5.
Although the saturation profiles differ slightly in the two cases, the water-cut time is
estimated correctly. The largest errors in the mean-field approximation are incurred at
the front, as could be expected, where the saturation changes abruptly. It is likely that,
having calculated the pressure on the coarse scale and then interpolated it, the location
of the front is shifted in the upscaled system. The system is heterogeneous, however,
the lack of correlation in the values of permeability produces a pressure profile which
is close to linear. The shape of the front is consequently not very distorted from what
would be observed for a homogeneous system.
We note that in two-dimensional systems the match between upscaled and original
solutions is improved compared to the one-dimensional case.
A more challenging situation is given by correlated heterogeneities, as shown in
Figure 5.6 for a system with no capillary pressure and linear relative permeabilities.
The mean-field approximation is successful in reproducing the saturation profile and
the production curve very accurately for initial times.
Figure 5.7 examines the synthetic case of two connected high perm channels until
after breakthrough time. This case assumes zero capillary pressure. For linear relative
permeabilities, the relative upscaling error on saturation is of order 10−3. The fractional
flow curves overlap, apart from a short time immediately after break-through has oc-
curred. For quadratic relative permeabilities, the upscaling error is still quite small, of
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Figure 5.5: Immiscible displacement on a heterogeneous two-dimensional system with linear
relative permeabilities, krel1 = S, krel2 = (1 − S), and no capillary pressure. (a) Synthetic per-
meability map, uncorrelated Gaussian field with mean 100 and standard deviation 10. (b) Fine
scale pressure solution, flow from right to left. (c) Fine scale saturation. (d) Upscaled saturation,
obtained with the mean-field approximation. (e) Relative error between fine scale and upscaled
saturations at different time steps. (f) Fractional flow. The production curve comparison shows
that the fine scale mean-field approximation overlaps the original fine scale solution.
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Figure 5.6: Immiscible displacement on a heterogeneous two-dimensional system with linear
relative permeabilities, krel1 = S, krel2 = (1 − S), and no capillary pressure. (a) Synthetic per-
meability map, correlated log-normal distribution. (b) Fine scale pressure solution, flow from
right to left. (c) Fine scale saturation at different time steps. (d) Upscaled saturation, obtained
with the mean-field approximation, at different time steps. (e) Relative error between fine scale
and upscaled saturations. (e) Fractional flow. The production curve comparison shows that the
fine scale mean-field approximation overlaps the original fine scale solution and the error in the
upscaled saturation is very low, less than 1%.
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the order of 1%. The fractional flow curves match well, see Figure 5.8.
To summarize, the method performs very well for tracer flow cases, but even for
quadratic relative permeabilities the error is within a margin of 1%.
As was done in one dimension, we look at two fluids with different viscosity. The
first case is when the invading fluid has a higher viscosity than the displaced one, see
(a)
 
 
16
18
20
22
24
26
28
(b)
 
 
60
70
80
90
Time = 200
(c)
 
 
0.2
0.4
0.6
0.8
1
Time = 200
(d)
 
 
0.2
0.4
0.6
0.8
1
Time = 500
(e)
 
 
−3
−2
−1
0
1
2
x 10−3
0 100 200 300 400 500
0
0.2
0.4
0.6
0.8
1
(f)
Time
Fr
ac
tio
na
l f
lo
w
 
 
Fine scale
Mean−field
Figure 5.7: Immiscible displacement on a heterogeneous system with linear relative permeabil-
ities, krel1 = S, krel2 = (1 − S), and no capillary pressure. (a) Synthetic permeability map, two
connected high permeability channels. (b) Fine scale pressure solution, flow from right to left.
(c) Fine scale saturation. (d) Upscaled saturation, obtained with the mean-field approximation.
(e) Relative error between fine scale and upscaled saturations. (f) Fractional flow. The relative
upscaling error on saturation is of order 10−3. The fractional flow curves match well apart from
the region immediately after break-through.
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Figure 5.8: Immiscible displacement on a heterogeneous system with quadratic relative perme-
abilities, krel1 = S
2, krel2 = (1− S)2, and no capillary pressure. The synthetic permeability map
and pressure profile are as in Figure 5.7. (a) Fine scale saturation. (b) Upscaled saturation, ob-
tained with the mean-field approximation. (c) Relative error between fine scale and upscaled
saturations. (d) Fractional flow. The upscaling error is of the order of 1%. The fractional flow
curves match well.
Figure 5.9(a-d). The upscaling error reaches 60% at the front. The error is consistently
positive, indicating a delay in the arrival of the mean-field front. We can see this con-
firmed in the mismatch of the fractional flow curves, which is about 100 time steps, cor-
responding to approximately 3 grid blocks. Three grid blocks is also the region where
the error is high in the saturation error plot, Figure 5.9(a). Next, we consider the case
where we have an unfavourable mobility ratio, where µ1 = 1 and µ2 = 5, see Figure
5.9(e-h). Here the upscaling error is around 15% and only a small discrepancy in the
fractional flows can be seen after break-through. In this case, however, the error is not
a bias, as its mean lies close to zero. These results confirm the findings of Section 5.5
for one-dimensional systems, with a slightly larger error for the case of favourable dis-
placement.
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Figure 5.9: Immiscible displacement on a heterogeneous system with quadratic relative per-
meabilities, krel1 = S
2, krel2 = (1 − S)2, and no capillary pressure. The viscosities of the two
phases are: (a-d) µ1 = 5; µ2 = 1, (e-h) µ1 = 1; µ2 = 5 . Synthetic permeability map and pres-
sure profile as in Figure 5.7. (a,e) Fine scale saturation. (b,f) Upscaled saturation, obtained with
the mean-field approximation. (c,g) Relative error between fine scale and upscaled saturations.
(d,h) Fractional flow. For the favourable displacement (a-d), the upscaling error reaches 60% at
the front. The error is consistently positive, indicating a delay in the arrival of the mean-field
front. A mismatch of about 3 grid blocks can be seen in the fractional flow curves. For the un-
favourable displacement (e-h), the upscaling error is around 15% and a small discrepancy in the
fractional flows can be seen after break-through. In this case, however, the error is not a bias, as
its mean lies close to zero.
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Figure 5.10: Immiscible displacement on a heterogeneous system with quadratic relative per-
meabilities, krel1 = S
2, krel2 = (1 − S)2, and capillary pressure of the form Pc = 1√k
(
0.5−Sc
S−Sc
)1/3
with Sc = 0.05. The synthetic permeability map and pressure profile are as in Figure 5.7. (a)
Fine scale saturation. (b) Upscaled saturation, obtained with the mean-field approximation. (c)
Relative error between fine scale and upscaled saturations. (d) Fractional flow. The upscal-
ing error is within 2% and the fractional flows match apart from a slight discrepancy just after
break-through time.
5.6.1 Including capillary pressure
We now include the effects of capillary pressure. First, let us consider the channel sys-
tem of Figure 5.7 in the case of quadratic relative permeabilities, see Figure 5.10. Even
with the effects of capillary pressures, the relative error is contained within 2% and the
fractional flow curves match.
In Figure 5.11(a,b) we look at a case where the viscosity of the invading fluid is larger
than the viscosity of the displaced one. The relative error reaches 70%, similarly to what
was observed for the same case without capillary effects, Figure 5.9(a-d). Again the
fractional flow is wrongly estimated, with the mean-field lagging the fine scale front by
about 100 time steps, that is 3 grid blocks. The discrepancy between the two curves is
lower than for the case with no capillary pressure, probably due to the lower level of
dispersion. The last case to be examined has a mobility ratio of 0.2, where the viscosity
of the invading fluid is five times smaller than the viscosity of the invading one, see
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Figure 5.11: Immiscible displacement on a heterogeneous system with quadratic relative per-
meabilities, krel1 = S
2, krel2 = (1 − S)2, and capillary pressure of the form Pc = 1√k
(
0.5−Sc
S−Sc
)1/3
with Sc = 0.05. Synthetic permeability map and pressure profile as in Figure 5.7. The viscosities
of the two phases are: (a) µ1 = 5; µ2 = 1; (b) µ1 = 1; µ2 = 5. (1) Relative error between fine
scale and upscaled saturations. (2) Fractional flow. An error of about 70% can be seen for the
favourable displacement case (a,b). The bias in the upscaling error in this case could be due
to the wrong estimate of the front position due to the coarseness of the pressure solution. A
corresponding mismatch in the fractional flow curves is observed.
Figure 5.11(c,d). The results can be compared with Figure 5.9(e-h) where the same sys-
tem was analysed without including capillary effects. The upscaling error is about 20%,
slightly bigger than for the case with no capillary pressure. However, the fractional flow
curves match until late times.
5.7 Two-phase upscaling with the hierarchical transform
This section will present preliminary results obtained by applying the hierarchical trans-
form to two-phase flow equations. The algorithm is as described in Section 5.4 up to the
method of calculation of upscaled pressures. Instead of using the wavelet renormaliza-
tion to calculate upscaled mobilities, the hierarchical formalism is used.
The entire fine scale transmissibility matrix is written but the pressure values are
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Figure 5.12: Immiscible displacement on a heterogeneous system with quadratic relative per-
meabilities, krel1 = S
2, krel2 = (1 − S)2, and no capillary pressure. (a) Synthetic permeability
map. (b) Fine scale pressure solution, flow from right to left. (c) Hierarchically upscaled pres-
sure. (d) Fine scale saturation. (e) Upscaled saturation, obtained with the mean-field approxima-
tion. (f) Relative error between fine scale and upscaled saturations. (g) Relative error between
fine scale and upscaled pressures. (h) Fractional flow. The error on the pressure solution is very
small, around 5% at its maximum. The error in the saturation values is on average small but it
reaches 60%.
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calculated only where there are large pressure changes. The criterion used to identify
the regions that require fine scale detail to be kept is described in Chapter 4 (Section
4.2.4). Although the upscaled pressure is calculated correctly, there is quite a consider-
able error, about 60%, in the estimate of the upscaled saturation, see Figure 5.12. The
fractional flow curves, however, match well, the error being confined to a very small
region in space. The upscaled pressure obtained is still on a fine grid, rendering the
incorporation of the hierarchical upscale into the two-phase flow simulation relatively
easy. The same points that were raised at the end of Chapter 4 are relevant for this sys-
tem. Keeping a relatively low amount of detail in regions where there are no major flow
paths allows savings of computational time.
An aspect that could be improved in the application of the hierarchical method to
two-phase flow problems is the choice of refinement criteria. Given that at each time
step the fluid flow for the previous step is known, it would be useful to ensure that a
high degree of detail is kept in the vicinity of the front.
5.8 Discussion
For the case of tracer flow, where relative permeabilities are linear in saturation, and es-
pecially in the absence of capillary pressure, the method performs very well, leading to
errors of the order of 10−3 relative difference between original and upscaled saturation.
Using quadratic relative permeabilities increases this error. For the one-dimensional
case the mismatch between upscaled and original saturation profiles is evident and
due to the fact that the upscaling method is not exact. Also, even the fine scale does
not match the analytic solution well, indicating a possible problem with the advection
scheme. For two-dimensional cases the error is more contained. For unit mobility ratio
it is about 1%. The upscaled front lags the fine scale one, which might be also due to
the interpolation of the pressure solution back on to the fine grid from the coarse grid
on which it is calculated.
Capillary pressure can be included in different ways. The method chosen produces
an error of about 2% for unitary mobility ratio. Capillary effects reduce the dispersion,
due to the negative sign of the extra term which acts as negative dispersion. The largest
error was found for the case where the viscosity of the invading fluid was 5 times the
one of the displaced fluid, both with and without capillary pressure. Here, an error can
be seen in the location of the front. This error is about one to two grid blocks in one
dimension and about three grid blocks in two dimensions. In the opposite case, where
the viscosity of the invading fluid is lower, the errors are evenly distributed above and
below zero and do not exceed 15%, or 20% with capillary pressure. In general, the
fractional flow of the mean-field approximation is in good agreement with the original
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fine scale simulation.
Other strategies for dealing with the upscaling of capillary pressure might lead to
better results. So far we have assumed that its functional dependence on the saturation
is constant throughout the scales. This assumption is probably not justified. Moreover,
the capillary pressure used in the pressure calculation is not the same as the one used
for the transport equations solved on the fine scale upscaled system. Using a simple
spatial average to calculate upscaled capillary pressure on the coarse scale is just one
possibility.
5.9 Summary
We have shown that the method described in Chapter 3 for the upscaling of absolute
permeability can be applied to two-phase flow. The mean-field approximation repro-
duces fine scale saturation profiles starting from coarse values of pressure. Thus, a sav-
ing in computational time while calculating the pressure solution is accompanied by a
good resolution of the saturation profile. This saving is simply due to the fact that the
pressure is calculated on the coarse scale. The exact improvement in the execution time
will depend on the solution algorithm used for the pressure calculation. The systems
studied are of small size because no emphasis was put on improving the efficiency of
the pressure equation and advection solvers. The simulations should be considered as
proof of concept. Not enough runs where performed to obtain a statistically significant
estimate of the performance of the method. However, some preliminary results were
discussed. The major issue is the poor performance of the method for quadratic relative
permeabilities. Even the fine scale solutions show some mismatch with the analytical
Buckley-Leverett results. A part from this mismatch, the upscaled system has less mass
than the fine scale one. This could in principle be corrected by noting the amount which
is lost. The effect is a delay in the upscaled front. Another factor in this is in the inter-
polation of pressure from the coarse scale back to the fine scale. More work is needed
to improve and test the method further.
The data required for this upscaling technique are absolute permeabilities and func-
tions of saturation for relative permeability and capillary pressure. In this method, total
mobility is upscaled with no assumptions regarding the preservation of the functional
form of relative permeabilities through scales. An interesting analysis would be to ver-
ify how the relative permeability and capillary pressure functions change as the systems
is coarsened.
Finally, promising results have been obtained by applying the hierarchical upscaling
method described in Chapter 4 to the case of two-phase flow. Although so far the refine-
ment criteria used are the same as for the static case, some advantage should be taken of
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the fact that the flow paths are known from the previous time step. Within the dynamic
fluid flow simulation it should be therefore possible to track the front, by analyzing the
saturation values at the previous time step, and to keep the details on the fine scale in
that region.
More simulations would be required to assess whether viscous fingering can be ac-
curately reproduced with this coarsening method. So far the formalism was described
and simple cases were considered.

Chapter 6
Upscaling the Saturation Equation
Multi-phase flow in porous media is traditionally described by extending Darcy’s law
to the phases present and coupling them through the saturation equation.
Although an extension of the wavelet renormalization upscaling method to two-
phase flow was already suggested in Chapter 4, there is an alternative approach to the
problem which consists in upscaling the saturation equation itself.
This approach, already suggested in King and Neuweiler (2002) and similar in intent
to the work in Artus and Noetinger (2004) consists in considering the way in which a
change of scale will modify the saturation distribution in the system, under a stochastic
equation formalism, see Chapter 2, Section 2.2.2.
The aim is to present a very simple upscaling rule for the velocity field that will
allow us to calculate a coarse saturation map starting with only the velocity at the fine
scale. The method is applicable to the advection equation in general, which makes it
a promising approach for many more general physical problems in addition to flow
in porous media. The idea is to reduce the equation we would like to coarsegrain to
a matrix equation similar to the ones we have been using so far. The Haar wavelet
transform can easily be applied to these eigenvalue problems and leads to upscaling
rules.
The starting point will be to express the saturation equation as an advection operator
acting on a vector of saturations, as will be described in Section 6.2. Subsequently, the
application of the upscaling method to this problem will be explained in section 6.2.2.
Results will be presented in one and two dimensions for single systems and compared to
analytical solutions in one dimension. Ensemble statistics will also be analysed, to stress
the point that uncertainty inherent in the original fine scale data renders a statistical
approach necessary in most cases.
6.1 Multi-phase flow formalism
We consider a one-dimensional array of cells in which permeability is defined for each
cell and a pressure difference is imposed between the left and right boundaries. We
will make the same assumptions as before of horizontal, viscosity dominated, laminar
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flow of a single incompressible fluid. From these equations we can obtain a value for
the velocity field at each point in the system. We model an immiscible displacement
process, starting the system with a constant saturation of one phase and with a source
of the second phase on a specific region on the boundary, as in a point or line injection
boundary condition.
As mentioned in Chapter 2, a common way of describing multi-phase flow is to
write down generalized Darcy’s equations for each phase and couple them with an
equation describing the transport. In the simplest case, Buckley Leverett displacement
(Buckley and Leverett, 1942), a one dimensional system with zero capillary pressure is
considered. With these assumptions, using the method of characteristics, we can find an
expression for the velocity of a surface of constant saturation u = qtotdf/dS and hence
propagate the saturation front.
In the spirit of the Buckley Leverett formalism, we will ignore capillary pressure so
that the pressure is the same for both phases, which we refer to as 1 and 2 for simplicity.
Hence, the flow rates are given by:
q1 = −kkrel1
µ1
∇p, (6.1a)
q2 = −kkrel2
µ2
∇p, (6.1b)
where we impose
∇ · qtot = ∇ · (q1 + q2) = 0. (6.2)
Substituting Equations (6.1) into Equation (6.2) we obtain
−∇ ·
[
k
(
krel1
µ1
+
krel2
µ2
)
∇p
]
, (6.3)
and hence
−∇ · [λ(S)∇p] = 0, (6.4)
where
λ(S) = k
[
krel1(S)
µ1
+
krel2(S)
µ2
]
, (6.5)
where λ(S) is the total mobility (Aziz and Settari, 1979) and the advection equation is
now:
∂tS +∇ · (qtotf) = 0. (6.6)
We now restrict ourselves to passive tracer transport, that is we take a unit mobility
ratio, with krel1 = S, krel2 = 1− S and f(S) = S. In this scenario the saturation equation
reduces to a simple constant advection equation with speed u = qtot:
∂tS +∇ · (uS) = 0. (6.7)
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The analytical solution of the continuous problem for constant velocity u is given simply
by S(x, t) = S0(x−ut), that is the initial saturation profile is advected without dispersion
through the system. The discretized passive tracer transport problem with constant
velocity can be easily solved analytically in one dimension, see Appendix D, allowing
us to compare with numerical results.
6.2 Method - One dimension
6.2.1 The saturation equation
We consider a one dimensional homogeneous system with zero saturation and a source
of constant saturation S0 at the left boundary. The general solution is a step function
propagating in time and space. After King and Neuweiler (2002), we discretize Equation
(6.8a) in space to obtain Equation(6.8b) and then we perform a Laplace transform in time
to obtain a matrix representation of the saturation equation:
∂tS(x, t) + u∂xS(x, t) = 0, (6.8a)
∂tSi(t) + α∆ijSj(t) = 0, (6.8b)
pSi(p) + α∆ijSj(p)− Si(t = 0) = 0, (6.8c)
where p is the Laplace variable, ∆ij is the discretization of the spatial derivative, here
chosen to be in a backward scheme such that ∆ij = δi,j − δi,j−1, α = u/2∆x and Si(t =
0) = 0 for i > 0. Any other derivative discretization scheme would have served our
purpose but the choice was made for convenience given the kind of boundary condition.
Expressing this as a matrix equation, we can treat the problem with the same tools that
were used in Chapter 3 on the finite difference discretization of Darcy’s equation. The
correspondence with the absolute permeability upscaling method suggested previously
is that nowM is an advection operator, relating saturations at different cells, S is simply
a vector of saturations and R is a boundary condition:
MS = R; (6.9a)
M =

p+ α 0 0 · · · 0
−α p+ α 0 · · · 0
0 −α p+ α . . . ...
...
... . . . . . .
...
0 · · · · · · −α p
 , (6.9b)
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S =

S1
S2
S3
...
SN
, (6.9c)
where R is simply a boundary condition and Ri = δi,1αS0.
6.2.2 Upscaling
Our aim is to obtain values for the saturation on the coarse scale, deriving from fine
values of the velocity field. Once the saturation equation is expressed in Laplace space
as a linear equation for Si, we can apply the formalism described in Chapter 3. Although
the formalism is identical to the one described before, some of the equations will be re-
written for the new variables. The Haar wavelet will be used again to decompose a
function into averages and differences.In this case the idea is to separate the saturation
into averages and fluctuations. To do this we will use the W matrix which reproduces
the effect of a Haar wavelet transform from one scale to the following. Considering
a 1 × N saturation vector, with N = 4, the averages, Σ, and fluctuations, ∆, can be
separated by applying a W transform:
S′ =WS =
[
Σ
∆
]
, (6.10)
where
W =
1
2

1 1 0 0
0 0 1 1
1 −1 0 0
0 0 1 −1
 , (6.11a)
S =

s1
s2
s3
s4
 , (6.11b)
Σ =
 s1 + s22
s3 + s4
2
 , (6.11c)
∆ =
 s1 − s22
s3 − s4
2
 . (6.11d)
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Exploiting the fact that WWT =WTW = I/2, that is the identity divided by the factor
by which we want to reduce the linear size of the system, we can operate on Equation
(6.9a) to coarsen the system by a factor 2 as follows:
MWTWS =
1
2
R⇔ (WMWT) (WS) = 1
2
WR, (6.12)
defining the transformed variables
M′ =WMWT, (6.13a)
S′ =WS, (6.13b)
R′ =WR, (6.13c)
we have
M′S′ =
1
2
R′, (6.14)
and [
A B
BT C
] [
Σ
∆
]
=
1
2
[
R1
R2
]
. (6.15)
To obtain an exact solution for the average pressure in the coarse scale, the system of
equations in Equation 6.15 should be solved in its entirety, by eliminating the variables
corresponding to fluctuations,∆, to obtain an expression only involving Σ. However,
it is arguable that solving this system would require the same computational effort as
solving the fine scale problem and hence would not be a useful coarse graining strategy.
If the aim is to reduce the size of the computation, an approximation in the estimation of
the solution is to be expected and in the following we will make such an approximation
as was done before.
6.2.3 The mean-field approximation
While in one dimension it is possible to calculate an exact solution forΣ, solving a fairly
small system of equations, it is less trivial in higher dimensions, where the size of the
system clearly is increased.
A possible alternative, as described in Chapter 3, is to ignore the fluctuations ∆,
or equivalently to assume the matrix M′ to be block diagonal. To do this, we rename
S = Σ, R = R1 and M = A, see Appendix D.
As noted before, this approach corresponds to performing a mean-field approxima-
tion, where fluctuations are ignored to focus on the large scale behaviour of the system.
By comparing terms in M and in the original M for a smaller system, we obtain expres-
sions for the coarse velocities, which we expect will generate a saturation profile closely
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matching the average of the fine scale saturation. A rescale by a factor of 2d is necessary
in d-dimensions to compensate for the change from cell values to block values, which
has doubled the size of ∆x, the linear cell size.
A similar treatment can be applied to two- and three-dimensional systems, the only
differences being in the structure of the M and W matrix and in the rescaling factor.
For a homogeneous system, the upscaled advection operator looks as follows, (see
Appendix D for more details):
M =
 p+ α/2 0 0−α/2 p+ α/2 0
· · · · · · · · ·
 . (6.16)
In this mean-field approximation, the coarse system is found to exhibit advective
motion with half the original grid speed, which taking into account the rescaling of the
grid corresponds to the original physical speed. In principle, the method described can
be applied when α is position dependent. However, it is foreseeable that the mean-field
approximation will be less successful for highly inhomogeneous systems. In one di-
mension, the saturation profile on the coarse scale is seen to be driven only by velocities
in the odd-numbered cells. The M matrix for an inhomogeneous two-dimensional sys-
tem is included for reference in Appendix D, with a comparison to the M matrix for a
smaller system.
6.3 Results – one-dimensional case
Once the saturation equation is solved in Laplace space, a numerical inverse Laplace
transform can be performed to obtain the time evolution of the saturation profile. To
perform the Laplace inverse transform the Gaver-Stehfest algorithm was used (Villinger,
1985). Step functions and delta pulses were propagated in one-dimensional systems.
The results for a one dimensional homogeneous system, are presented in Figure 6.1,
where we plot the saturation profiles in time for different cells, and Appendix D.
We calculate the time evolution of saturation at the fine scale in the different cells
and this matches the analytic solution derived in Appendix D,
Sn = u
(ut)n−1e−ut
(n− 1)! , (6.17)
see Figure 6.1(a). Now we can compare the analytic solution for the average saturation
and the approximate average saturation obtained with the mean-field approximation,
see Figure 6.1(b). In Appendix D we fit the propagating pulse with a gaussian and ob-
serve that the standard deviation of this gaussian will increase proportionately to the
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Figure 6.1: One-dimensional homogeneous system, saturation profiles for different cells. The
analytical solution is derived in Appendix D and is given by Equation(6.17). (a) Fine scale an-
alytical solutions (solid lines) and numerical solutions (circles) for saturation profiles in time at
different cells. (b) Analytical solutions (solid line), numerical solutions (circles) for saturation
profiles in time at different cells and mean-field approximation (dashed line). The numerical so-
lutions are obtained by taking the numerical inverse Laplace transform of S =M−1R (Villinger,
1985).
time from the start of the simulation. Also in the appendix we have analytically derived
that the averaged pulse will have a standard deviation approximately proportional to
a quarter of the fine scale one. The corresponding numerical results are presented in
Table 6.1 and Figure 6.2.
System t=0.60 t=0.70 t=0.80 t=1 t=1.2 t=1.5 t=1.7 t=1.8 t=2
Fine scale 0.59 0.69 0.79 1.0 1.22 1.58 1.84 1.98 2.27
Average 0.15 0.18 0.2 0.26 0.31 0.40 0.46 0.5 0.57
Mean-field 0.29 0.34 0.39 0.49 0.59 0.74 0.83 0.88 0.96
Table 6.1: Estimate of the dispersion of the pulse at different times. According to the analyti-
cal solution, the dispersion for the fine scale system should be given by t. The average system
should scale approximately like t/4. See Figure 6.2 for a comparison between the obtained val-
ues for the dispersion with the analytic solution given in Appendix D.
It can be noted that if we measure the ratio between the original standard deviation
on the fine scale and on the mean-field approximation coarse system on our numerical
simulations we obtain a factor less than 4. The dispersion of the mean-field approxima-
tion is almost twice the dispersion of the average saturation.
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Figure 6.2: Homogeneous one-dimensional system. (a) Plot of the fine scale dispersion. The
numerical estimation (circles) matches the analytical solution of Dfine = αt with α = 1 for
short times (dots and line). (b) Plot of analytical solution (blue line), numerical values (circles)
and mean-field values (red dots and line) of dispersion for the coarse saturation profile. The
analytical solution found in Appendix D is Dfine = t, DAverage = t4 +
1
16 − te
−2t
2 − e
−4t
16 . The
mean-field solution has a larger dispersion compared to the average.
6.3.1 Ensemble of inhomogeneous systems
Clearly the interest for us lies in inhomogeneous systems, which more closely repre-
sent the permeability variations seen in real reservoirs. A test problem was therefore
designed with the aim of assessing the statistics of an ensemble of heterogeneous sys-
tems. 500 realizations of saturation profiles were generated, where a positive velocity
was assigned to each cell from a gaussian distribution. This corresponds to having ran-
dom sources of saturation at each point and should not be confused with a random
flow field, the difference being that this is not a conservative flux field. The saturation
profiles for a selection of the samples are shown in Figure 6.3.
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Figure 6.3: Plot of saturation of single cells in time from a sample of 500 realizations. (a) Fine
scale. (b) Mean-field approximation. (c) Average. Different colours represent different cells.
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Figure 6.4: Frequency histograms of the distribution of saturation values at cell number 5 (fine
scale) and time step 5 over 500 realizations. (a) Fine scale. (b) Mean-field approximation. (c)
Average.
The aim in upscaling the saturation equation is to maintain the information about
the front movement on a coarsened grid. So what we are actually interested in is the
statistical distribution of saturation in the system. Having generated multiple realiza-
tions, we plotted a frequency histogram of saturation at a specific point in time and
space, see Figure 6.4. In statistical terms, the mean-field approximation matches the
average saturation profile closely.
6.4 Results – two-dimensional systems
The formalism described above is easily applicable to two dimensions. The M matrix
and the M matrix for a smaller inhomogeneous two-dimensional system are included
for reference in Appendix D. In the case of position dependent velocity u, an algo-
rithm was implemented to calculate the coarse-grained velocity values by comparing
elements in the M and M matrices, always within the mean-field approximation. The
time dependent saturation equation was then solved by updating the initial saturation
values with the net influx into each cell, imposing mass conservation at each point. Care
must be taken in assigning the flux to the correct cells due to the fluxes being defined
on the cells edges while permeability is cell centred. The Laplace formalism could have
been used also in two dimensions, but the computational cost of inverting the Laplace
transform was excessive and the simulation in the time domain was more efficient.
Plots of the saturation profile were generated at different times. The fine scale sys-
tem, the average and the mean-field approximation can be seen in Figures 6.5 and 6.6 for
a homogeneous and a heterogeneous system. The permeability and pressure maps for
the heterogeneous case are also shown. It can be noted that the mean-field approxima-
tion gives more dispersion compared to the average of the fine scale saturation profile,
which is consistent with the findings in Section 6.3.
148 6. Upscaling the Saturation Equation
Time = 10
(a1)
 
 
0
0.1
0.2
0.3
0.4
Time = 300
(a2)
 
 
0
0.005
0.01
0.015
0.02
0.025
0.03
Time = 10
(b1)
 
 
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Time = 300
(b2)
 
 
0.005
0.01
0.015
0.02
0.025
0.03
Time = 10
(c1)
 
 
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
Time = 300
(c2)
 
 
0.005
0.01
0.015
0.02
0.025
0.03
Figure 6.5: Saturation maps for the spread of a delta pulse at a specific cell at two successive
time steps on a homogeneous permeability field. (a) Fine scale at different time steps. (b) Av-
erage of fine scale at different time steps. (c) Mean-field approximation at different time steps.
The asymmetry is due to the effect of the boundary condition, with which a diagonal pressure
gradient was introduced.
6.5 Summary
The upscaling method described in Chapter 3 for elliptic equations, such as Darcy’s law
for flow in a porous medium, was here applied to the saturation equation, to provide
a coarse graining method for velocities that leads to a mean-field approximation of the
saturation profile. Results were presented in one and two dimensions and compared
to analytical solutions for homogeneous one dimensional systems. The method can
easily be generalized to three dimensions. The statistics of the mean-field approxima-
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Figure 6.6: Saturation maps for flow in a heterogeneous system. (a) Permeability map, log-
arithm of a subset of a correlated log-normal synthetic field generated by Sequential Gaussian
Simulation, used in King et al. (1993). (b) Fine scale pressure profile, Pup = Pleft = 1000, Pdown =
Pright = 500. (c) Fine scale at different time steps. (d) Average of fine scale at different time steps.
(e) Mean-field approximation at different time steps. The mean-field approximation introduces
extra dispersion.
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tion saturation closely match the ones for the average of the original fine scale system.
For two dimensional heterogeneous systems, it can be seen that the mean-field approx-
imation introduces dispersion that acts in conjunction with the advection. This dis-
persion should be related to the underlying permeability field heterogeneity, implicitly
contained in the heterogeneity of the flow field.
As was concluded at the end of Chapter 3, a more accurate analysis of the fluc-
tuations that have here been discarded might shed light on ways to incorporate the
information contained within them to obtain a more accurate coarse saturation profile.
The framework described in Chapter 4, based on the hierarchical transform rather
than the simple one-step Haar transform, could also be applied to the saturation equa-
tion. In regions of fairly homogeneous permeability, considerable computational time
can be saved by performing calculations for coarse saturation. In the case where an
adaptive solution to the flow problem generates a pressure field which is more detailed
in certain parts of the system and coarser in others, it might be desirable to have a cor-
responding description of saturation which has values specified at the same location at
which pressure values are given. The formalism described in this chapter can be used
within this framework to provide such adaptive saturation field.
Chapter 7
Conclusions
In this thesis a few methods for coarse graining equations were analysed in the field of
flow in porous media.
After a brief overview of the literature in Chapter 2, Chapter 3 dealt with the de-
scription and validation of a simple renormalization upscaling scheme for absolute per-
meability. Applying Haar wavelets to Darcy’s law in matrix form, the upscaling rule
emerges to give a zeroth order mean-field pressure solution. A block structure appears
in the transform of the transmissibility matrix, where the first block can be interpreted
as the transmissibility matrix for a smaller system. We can thus decide to keep only
the average pressure terms, which are found in correspondence to the first block of
the transformed transmissibility matrix, as these constitute the pressure values at the
coarse scale. Notwithstanding the simplicity of the Haar wavelet basis and the very
restrictive assumption that pressure fluctuations away from the average are negligible,
the upscaling method derived is comparable both in efficiency and accuracy to other
renormalization schemes. The formalism introduced ensures that the coarse pressure
will closely approximate the average of the fine scale.
Applying the same transform to other matrix forms of Darcy’s equation might lead
to other upscaling algorithms (King, 1996). It is possible that the resistor analogy renor-
malization rule could be obtained within this formalism.
The main issue with this upscaling method is that it does not reproduce the well
known exact results for upscaling in one dimension. The reason for this is that in the
mean-field approximation simplifications are made which render the upscaling inex-
act for this simple case. However, in higher dimensions and within the step by step
upscaling, the approximation can be tolerated. Different rules can also be obtained by
changing the boundary conditions of the elementary group of cells. The dependence
of upscaling algorithms’ performance on boundary conditions is a problem, in that a
change in the constraints of the reservoir, such as well location for example, requires a
recalculation of the upscaled permeability. However, a change of the boundary condi-
tion would simply change the structure of the transmissibility matrix, still leading to an
upscaling rule.
Generally, upscaling by defining effective coarse properties will be useful provided
there is a separation between the scale of the heterogeneity and the scale of the process
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(Farmer, 2004). This is rarely the case in nature and so, if the coarse graining is done
uniformly, an error must be expected and taken into account.
In case of a lack of separation of scales, the fluctuations play a major role in gov-
erning the flow patterns. Although the approximation made by ignoring them leads
to satisfactory results, it would be interesting to explore ways of keeping some of the
fluctuation terms to achieve a more detailed pressure solution.
Chapter 4 presents a nonuniform coarse graining method, which focuses on a hier-
archical description of the pressure field. This can be seen as a spectral method whereby
the pressure is expressed with a set of basis functions and the expansion is truncated.
We describe the pressure value at each location as the sum of an average pressure plus a
series of fluctuations at different scales. The transform which we require to achieve this
description of the pressure field is a generalization of the Haar wavelet transform used
in Chapter 3. Instead of performing a single step of coarsening from fine to coarse scale,
we consider coarser and coarser scales in a single step. This new transform, H, can be
used like the Haar transform W to operate on Darcy’s law.
Unfortunately, no block structure is seen in the transform of the transmissibility ma-
trix so that no simple upscaling rule can be derived to relate permeabilities at different
scales. However, we invert only portions of this matrix to keep the required level of
detail in different parts of the pressure field. A uniform pressure solution at a spe-
cific scale or level can be obtained simply by inverting the corresponding subset of the
transformed transmissibility matrix. As we would expect, this is just a generalization
of the method presented in Chapter 3 and the resulting coarse pressures are close to the
averages of the fine scale.
More interestingly, a non-uniform solution is obtained by arbitrarily eliminating el-
ements of the transformed transmissibility matrix. A few methods to perform this were
suggested. The fluctuations away from either a constant pressure profile or a “linear”
one, as would be given by a homogenous permeability, can be taken as an indication of
the need for a fine grid. Looking at the gradients of permeability provides a criterion
to identify these regions of interest. Numerical simulations were performed to validate
the method.
Many more directions could be explored starting from this hierarchical transform
formalism. For instance, an accurate analysis of the structure of the transformed trans-
missibility matrix in different cases of heterogeneous permeability might lead to a better
understanding of the transform. Ultimately, the transformed transmissibility matrix is
the operator used in Darcy’s law, the divergence of a gradient, in a “hierarchical” space.
In Chapter 5, the formalism is extended to two-phase flow. The upscaling algorithm
is the same as Chapter 3 but now we need to consider the equations for the two phases.
Choosing to keep the first phase pressure and the capillary pressure as the variables in
the equations, Darcy’s equation for the first phase can be expressed in matrix form very
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similarly to the single-phase case. The only difference is the capillary pressure which
appears as extra terms added to the boundary condition vector. Capillary pressure is
taken to be a fixed function of saturation, allowing us to treat it as a known value at
each point. After having solved for the pressure of the first phase on the coarse scale,
a linear weighted interpolation can be used to express the solution on the fine scale.
Then the pressure of the second phase can be found and both can be used in the water
flood equation to propagate the saturation front. To perform the coarse scale solution,
the same upscaling rule described in Chapter 3 was used, but this time applied to the
total mobility, and not to absolute permeability. This means that we are not assuming
that the relative permeability is a fixed function of saturation through the scales. The
total mobility is upscaled as a single parameter, differently from cases where the up-
scaled absolute permeability is simply inserted into the two-phase flow equation. Proof
of concept simulations show the upscaling procedure is successful for tracer flow cases.
When quadratic relative permeabilities are used, the method is less successful, although
the upscaled saturation values are within 1% of the original fine scale solution in two-
dimensional systems. The numerical solution does not overlap well with the analytical
one, suggesting some problem with the advection. In the one-dimensional case, the
upscaled saturation is seen to be lagging the fine scale profile. This can be due to the
fact that the upscaling method is inexact for one-dimensional cases, because of the ap-
proximation performed which does not consent the reproduction of the exact upscaling
result.
The largest error is incurred when the viscosity of the invading fluid is higher than
the viscosity of the displaced one. There is evidence, however, that the error, which
reaches about 60% is due to an error in the position of the front. This is probably due to
the solution of the pressure equation which is performed on the coarse scale.
When capillary pressure is included, for fluids of equal viscosities the errors remain
of the order of a few percent. However, when non-unitary unfavourable mobility ra-
tios are considered, the errors are around 10% or 20% and there is a small error in the
estimation of break-through time. For the case of favourable displacements, when the
mobility of the invading fluid is larger than the mobility of the displaced one, the front
is sharper. In this case, the mean-field saturation front lags the original fine scale. The
amount of the lag, from 1 to 3 grid blocks, suggests that this effect is due to the pressure
being calculated on the coarse grid. When capillary effects are taken into account, a sim-
ilar error can be seen. The errors observed for the one dimensional case with capillary
pressure suggest that a more careful upscale of this function could lead to better results.
In fact, even for tracer flow, the upscaled saturation profile does not match the fine scale
exactly.
Nonuniform upscaling was also applied to the two-phase equations with the for-
malism described in Chapter 4. The algorithm is unchanged until the step where the
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coarse pressure is calculated, which is replaced by the non-uniform pressure solution.
The result is the upscaled pressure field still expressed on the fine grid. Errors within
5% in pressure and a good match between original and upscaled fractional flows were
obtained with this method, although the local error in saturation reaches 60%.
Chapter 6 presented a slightly different approach to upscaling two-phase flow equa-
tions. Starting from a simple advection equation, for example, the most simple form
of the saturation equation describing tracer flow in a porous medium, the upscaling
method is now applied to the flow velocity. Using the Haar wavelet transform leads
to a simple upscaling scheme. Saturation can thus be calculated on the coarse scale
starting just with the fine scale velocity profile. The numerical simulations show that
the coarse scale saturation closely approximates the average of the fine scale satura-
tion, as we expected. Additional dispersion appears on the coarse scale, compared to
the average, due to the zeroth order mean-field approximation. Although upscaling in
reservoir engineering is often aimed at avoiding the calculation of velocities on the fine
scale, it is interesting to see how the upscaling method can be applied to different types
of equations.
Ideally, the hierarchical transform could also be used to achieve non-uniformly coars-
ened saturation maps, within the formalism described in Chapter 4.
7.1 Future work
Within this thesis, the formalism and basic algorithm for a method for upscaling equa-
tions for flow in porous media was presented, together with a hierarchical method for
solving for flow at different levels of detail. The promising results obtained for the
single-phase case suggest that further work on the two-phase systems could improve
the methods’ performance. So far the method is successful for tracer flow cases, where
the relative permeabilities are linear in saturation. Problems arise when considering
quadratic relative permeabilities. Mass is not conserved which translates into a delay of
arrival of the upscaled front. Improvements could be obtained with better methods to
interpolate the pressure from the coarse scale on which it is calculated to the fine grid
where advection is computed. Moreover, understanding the extent of the mass loss
would allow for a correction to be applied restoring mass conservation. Regarding the
application of the hierarchical transform, better criteria for selecting the regions for re-
finement should be considered, exploiting the flow information which is available from
previous time steps in the calculation.
The methods should also be tested and validated in three-dimensional systems. The
formalism for the Haar wavelet renormalization is easily adaptable to this case, as was
shown in Chapter 3 with some preliminary results. An extension of the hierarchical
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transform is also possible, thanks to the general character of the algorithm.
Similarly, an extension from two-point to multi-point flux approximation could be
tried. The effect of this generalization on the transmissibility matrix is similar to increas-
ing the spatial dimension of the model. It is likely that an upscaling rule could still be
derived.
Moreover, we have so far ignored gravity. Adding a contribution due to gravity
to the two-phase flow equations should not undermine the success of the upscaling
method.
The major issue that remains to be explored is the possibility of constructing upscal-
ing methods based on other types of wavelets. So far, the most simple and intuitive
basis function was chosen, probably limiting the potential of the method.
In the case of the simple wavelet renormalization algorithm, some preliminary at-
tempts at using orthogonal or biorthogonal wavelets have led to the conclusion that the
simplicity of the wavelet is required for the method to work. The main problem is that
the block structure that emerges in the transform of the transmissibility matrix is only
obtained with a Haar basis.
When considering the hierarchical formalism, a different wavelet basis might lead
to an improvement. However, the simplicity of the method, and hence of the algorithm,
is likely to be lost with any other choice.
Applying the method to the flux equations in a finite volume formalism is probably
going to lead to interesting upscaling methods. Ultimately, it is the flux which we would
like to preserve through scales, as a combination of pressure, permeability and other
parameters in the case of multi-phase flow.
To be compatible with the state of the art gridding techniques used in reservoir sim-
ulation, an extension of the method to non-orthogonal and unstructured grids is desir-
able. In the case of non-orthogonal grids, the main requirement would be to calculate
the inter-cell transmissibilities correctly. Once these are found, provided that the co-
ordination number of the grid is constant throughout the system, the transmissibility
matrix has the same structure as for the cartesian grids. In the case of unstructured
grids, two possible approaches can be devised. In the first case, the equations for flow
should be rewritten in the finite element formalism. Then, it might be possible to de-
vise an upscaling method similar to the one described above. A second and preferable
approach consists in considering the porous medium as a network, rather than a lattice.
The strength of the bonds joining the nodes can substitute the transmissibility between
cells. In this new framework, coarsening procedures for networks could be applied to
obtain an equivalent network at the coarse scale.
Finally, the same formalism could be applied to other equations in other fields. The
requirements are mainly that the problem be expressed as a matrix eigenvalue problem
where the matrix plays the role of a coupling matrix, specifying the “interactions” be-
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tween the elements on a lattice. In the case of flow in porous media, the grid cells in the
numerical model are seen as lattice points and the transmissibility is seen as the strength
of the connection between two points. This brings us back to the paper by Ismail et al.
(2003), where the method is applied to the Ising model of a ferromagnetic material, one
of the most famous and widely used models in statistical physics. To conclude, the hope
remains that the above described techniques will be applied to at least a few of the many
problems that have been described with the Ising model, as well as to flow in porous
media.
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Appendix A: Single-phase Upscaling
Matrices structure
In the following we reproduce the structure of the matrices discussed in the text. We
consider a 4× 4 system with cell numbering as in Figure A.1.
Darcy’s equation can be written in matrix form as:
TP = R, (A.1)
where T is the transmissibility matrix, P is a vector containing all the pressures (num-
bered like permeability in Figure A.1) and R is a boundary condition vector.
The Haar wavelet transform matrix, as described in section 3.2.1, is given for a 4× 4
Figure A.1: Diagram representing the systems considered in this appendix. On the left we see a
left to right pressure gradient with no flow top and bottom. On the right we specify the pressure
on the four boundaries. This is a group of 4 × 4 cells which will be upscaled into a 2 × 2 group
of blocks in a renormalization step.
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system by:
W =
1
4

1 −1 0 0 1 −1 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0
0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 1
1 −1 0 0 1 −1 0 0 0 0 0 0 0 0 0 0
0 0 1 −1 0 0 1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 −1 0 0 1 −1 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1
1 −1 0 0 −1 1 0 0 0 0 0 0 0 0 0 0
0 0 1 −1 0 0 −1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 −1 0 0 −1 1 0 0
0 0 0 0 0 0 0 0 0 0 1 −1 0 0 −1 1

.
No flow top and bottom boundary condition
Let’s start by considering the system on the left of Figure A.1, with no flow top and
bottom and a permeability gradient left to right. We assume that the permeability of
the right and left boundaries is the same as the permeability of the cell in contact with
it. Considering unit size cells, transmissibility is the same as permeability. The one
exception is at the left and right boundaries: here, the distance between the cell centre of,
say, cell number 1 and the boundary is only half a grid cell. The value of transmissibility
is t1 = 2k1. We will denote the centre-cell permeabilities or transmissibilities with k and
the inter-cell transmissibilities on the cell faces with t. Assuming transmissibility ti to be
piecewise constant with an interface between ti and tj at the cell boundary and imposing
flow conservation, the inter cell transmissibility, tij , is found to be the harmonic mean of
ti and tj . For the cells on the left and right boundaries the harmonic mean of two equal
transmissibility is their value. We set the permeabilities above and below the system
to zero to impose no flux across the top and bottom boundaries. The structure of the
transmissibility matrix for a 4× 4 system:
T=
2k1 + t1,2 + t1,5 −t1,2 0 0 −t1,5 0 ... 0
−t2,1 2k2 + t2,3 + t2,5 −t2,3 0 0 −t2,5 ... 0
... ... ... ... ... ... ... −t15,16
0 0 0 0 0 ... −t16,15 2k16 + t16,15 + t16,12

The boundary condition vector is given by:
R =
[
2k1Pin 2k2Pin 2k3Pin 2k4Pin 0 0 0 . . . 0 0 2k13Pout 2k14Pout 2k15Pout 2k16Pout
]T
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The upper corner T of the transformed matrix T =WTWT
is given by:
T =

k1+k2+
t23+t67
2
+ t59+t610
2
− t23+t67
2
− t59+t610
2
0
− t23+t67
2
k3+k4+
t23+t67
2
+ t711+t812
2
0 − t711+t812
2
− t59+t610
2
0 k13+k14+
t59+t610
2
+ t1011+t1415
2
− t1011+t1415
2
0 − t711+t812
2
− t1011+t1415
2
k15+k16+
t711+t812
2
+ t1011+t1415
2
 .
The transmissibility matrix for a 2× 2 system, where the dash indicates that the proper-
ties refer to the 2× 2 system, is :
T2×2 =

2k′1 + t
′
1,2 + t
′
1,3 −t′1,2 −t′1,3 0
−t′2,1 2t′2 + t′2,1 + t′2,4 0 −t′2,4
−t′1,3 0 2t′3 + t′3,1 + t′3,4 −t′3,4
0 −t′2,4 −t′3,4 2k′4 + t′2,4 + t′3,4
 .
The relationship between permeability and transmissibility in the upscaled system
(k′i, t′ij) and in the fine scale system (ki, tij) is given by:
k′1 =
k1 + k2
2
, t′12 =
t23 + t67
2
, t′13 =
t59 + t610
2
etc.
Introducing flow in two directions
Looking at the system on the right of Figure A.1 we can devise an upscaling method
for a group of cells with flow in 2 directions. Although here we have considered per-
meability to be a scalar, within this scheme it would be possible to introduce different
permeabilities as componenents of a diagonal tensor.
In this case we have non-zero permeability above and below the system and so the
boundary elements in the transmissibility matrix will change slightly.
The structure of the transmissibility matrix for a 4× 4 system:
T =
4k1 + t1,2 + t1,5 −t1,2 0 0 −t1,5 0 ... 0
−t2,1 4k2 + t2,3 + t2,5 −t2,3 0 0 −t2,5 ... 0
... ... ... ... ... ... ... −t15,16
0 0 0 0 0 ... −t16,15 2k16 + t16,15 + t16,12

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The transmissibility for a 2× 2 system with these boundary conditions would be:
T2×2 =

4k′1 + t
′
1,2 + t
′
1,3 −t′1,2 −t′1,3 0
−t′2,1 4t′2 + t′2,1 + t′2,4 0 −t′2,4
−t′1,3 0 4t′3 + t′3,1 + t′3,4 −t′3,4
0 −t′2,4 −t′3,4 4k′4 + t′2,4 + t′3,4
 , (A.4)
implying new permeability upscaling rules:
k′1 =
4k1 + 2k2 + 2k5
4
, (A.5)
k′2 =
4k4 + 2k3 + 2k8
4
, (A.6)
k′3 =
4k13 + 2k9 + 2k14
4
, (A.7)
k′4 =
4k16 + 2k15 + 2k12
4
, (A.8)
confirming that the upscaling rule depends on the choice of boundary condition. The
upscaled permeabilities are the weighted averages of the cells in contact with the bound-
ary, where the weight is given by the number of boundaries the cell is bordered by.

Appendix B: The Hierarchical Transform
Writing the H matrix
A useful property of the H matrix is that its elements can be determined based on the
binary representation of the number of the cell to which they refer.
In the following, H for a 4× 4 system will be written starting from the cell indices.
By identifying each cell with its row and column indices and expressing these in
binary format, different digits determine to which subgroup it belongs to at the different
levels. The subgroup will be associated with value 1 or −1 depending on what type of
difference is being considered.
For example, let’s consider the indices for this 4 × 4 system (starting the indexing
from 0):

1(0, 0) 5(0, 1) 9(0, 2) 13(0, 3)
2(1, 0) 6(1, 1) 10(1, 2) 14(1, 3)
3(2, 0) 7(2, 1) 11(2, 2) 15(2, 3)
4(3, 0) 8(3, 1) 12(3, 2) 16(3, 3)
 . (B.1)
If we express the i, j indices in binary format we get:

(00, 00) (00, 01) (00, 10) (00, 11)
(01, 00) (01, 01) (01, 10) (01, 11)
(10, 00) (10, 01) (10, 10) (10, 11)
(11, 00) (11, 01) (11, 10) (11, 11)
 . (B.2)
If we look at the system at level 1 we need to concentrate on the left most digits in
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the i and j indices, which are:
(0, 0) (0, 0) (0, 1) (0, 1)
(0, 0) (0, 0) (0, 1) (0, 1)
(1, 0) (1, 0) (1, 1) (1, 1)
(1, 0) (1, 0) (1, 1) (1, 1)
 . (B.3)
Elements which belong to the same level 1 subgroups have equal i and j indices,
clearly showing the four corners.
Using these indices in binary format we can write the rows of the H matrix one by
one to reproduce the correct differences (horizontal, vertical and diagonal) at the right
levels.
Labeling the rows and columns of H with k and l, rows k = 2, 3, 4 refer to the level 1
description. The horizontal differences at this level are on row 2, row 3 is for vertical and
row 4 is for diagonal ones. All elements are either 1 or −1 according to the following
rule, see Equation (B.3):
For row k = 2, upper and lower left corners are 1 and the rest −1:
if i(l)= 0
element = 1
else
element = -1
For row k = 3, right and left upper corners are 1 and the rest −1:
if j(l) = 0
element = 1
else
element = -1
For row k = 4, right upper and left lower corners are 1 and the rest −1:
if j(l) = i(l)
element = 1
else
element = -1
To obtain the elements for level 2 we need to consider the second digits of the indices in
Equation (B.2): 
(0, 0) (0, 1) (0, 0) (0, 1)
(1, 0) (1, 1) (1, 0) (1, 1)
(0, 0) (0, 1) (0, 0) (0, 1)
(1, 0) (1, 1) (1, 0) (1, 1)
 . (B.4)
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Now the system is subdivided into 16 blocks (level 2), which we can combine into 4
groups, each of which we can described with the three types of differences.
In H rows 5 to 8 are reserved for horizontal differences in the four subgroups (num-
bered down and then right), 9 to 12 are for vertical, and finally 13 to 16 are for diagonal
differences. The elements which refer to subgroups which are not being considered are
simply 0.
The normalization is performed ensuring that that the sum of the squares of the
elements in each row sum to 1.
Figure 4.1, the scheme underlying H
The following explains Figure 4.1 in more detail. Consider a single row in H:
row1=
[
c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14 c15 c16
]
.
If we consider each row as independent, each element in the above vector multiplies
a single corresponding pressure value. The coefficients ci can be therefore seen as
“weights” in a weighted sum of all the pressure values. Figure 4.1 shows a matrix
representation of the weights for each column. Representing row1 as a matrix (columns
first) we get the level 0 weights as:
c1 c5 c9 c13
c2 c6 c10 c14
c3 c7 c11 c15
c4 c8 c12 c16
 =

1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
 .
This square is the square in the top left corner of Figure 4.1. This multiplies element by
element the pressure map: 
p1 p5 p9 p13
p2 p6 p10 p14
p3 p7 p11 p15
p4 p8 p12 p16
 ,
which gives a sum of all the pressures.
For level 1 vertical differences (row 2) are given by:
c1 c5 c9 c13
c2 c6 c10 c14
c3 c7 c11 c15
c4 c8 c12 c16
 =

1 1 −1 −1
1 1 −1 −1
1 1 −1 −1
1 1 −1 −1
 .
For level 2 vertical differences for subgroup 1 (row 5) are given by:
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
c1 c5 c9 c13
c2 c6 c10 c14
c3 c7 c11 c15
c4 c8 c12 c16
 =

1 1 1 1
1 1 1 1
−1 −1 −1 −1
−1 −1 −1 −1
 ,
and so on as shown pictorially in Figure 4.1.
Data for the comparison of 5 cases, hierarchical nonuniform upscale
The following is a more extensive set of data relating to Figure 4.15. Plotted are the
graphs with error bars and tentative fits, see Figure B.2. Although some relationships
could be inferred, we must remember that the entire data set is based on defining q as
the parameter indicating the “strength” of the filter. This is probably unjustified as this
parameter only considers horizontal and vertical differences and only at a specific scale.
Moreover, these fits can only be used above a minimum number of elements. Otherwise
it could be erroneously concluded that keeping no elements reduced the error, given
the quadratic form of the dependence of the error on the number of elements kept. The
curves can only be used to estimate the performance of the method in a specific range
of number of elements.
A comparison of the coefficients of the fits in the graphs can be found in Table B.1.
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y = − 0.24*x4 + 3.6*x3 − 21*x2 + 53*x + 1.9e+002
data 3
   4th degree
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y = − 0.00022*x + 0.083
y = − 1.2e−006*x2 + 0.00035*x + 0.018
data 2
   linear
   quadratic
Figure B.2: Fits to the data presented in Figure 4.15 in Chapter 4. Each data point is the result of
the average of 30 realizations, as described in section 4.2.1
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case c1 c2 c3
1 0.51 −5.3 29
2 0.65 −6.6 28
3 0.5 −6.2 29
4 0.32 −4.8 27
5 0.49 −4.4 37
case c1 c2 c3
1 −3.110−6 7.510−4 −0.02
2 −3.810−6 9.310−4 −0.033
3 −810−6 2.110−3 −0.12
4 −3.510−6 7.410−3 −0.013
5 −1.210−6 3.510−3 0.018
case c1 c2 c3 c4 c5
1 −0.3 4.8 −30 87 77
2 −0.3 4.8 −30 87 77
3 −0.3 4.8 −30 87 77
4 −0.4 5.8 −35 100 38
5 −0.24 3.6 −21 53 200
Table B.1: Comparison of the coefficients in the fits of the data in Figure B.2 . (a) Mean relative
error versus filtering parameter q, all values multiplied by 10−3. The equation of the fit is y =
c1x2+c2x+c3. (b) Mean relative error versus number of elements kept. The equation of the fit is
y = c1x2+c2x+c3. (c) Number of elements kept versus filtering parameter q The equation of the
fit is y = c1x4+ c2x3+ c3x2+ c4x+ c5. Cases 1, 2 and 3 are identical implying that changing the
mean of permeability does not influence the relationship between the number of elements kept
and the filtering parameter. Case 4 shows a general magnification on the y axis and a negative
shift in y. Case 5 shows a compression in the y axis and a positive shift in y. The shifts dominate
the behaviour of the functions so the number of elements kept for the same value of q increases
with the decrease of the correlation length.
Appendix C : Two-phase Flow Formalism
The upscaling method described in Chapter 3 and Appendix A was used on two-phase
flow problems.
The pressure equation
The pressure equation can be written in matrix form as:
ΛP1 = C, (C.1)
where Λ is a mobility matrix, similar to transmissibility for the single-phase case, P1 is
a vector containing the pressures of phase 1, with the same numbering as explained in
Appendix A, and finally C is a vector of boundary conditions.
Λ has the same structure as T in Appendix A but the values taken are those of total
mobility instead of absolute permeability. To obtain the phase mobilities, each value of
absolute permeability is multiplied by the value of the phase relative permeability for
that cell and divided by the phase viscosity. In the case of non-zero capillary pressure,
an extra term appears on the left hand side becoming part of the boundary condition.
This is given by: ∇ · λ2∇Pc, which is effectively the same operator that is acting on
pressure multiplied by the capillary pressure. As such, the term can be calculated as the
product between a transmissibility matrix, where λ2 substitutes absolute permeability,
and the vector of capillary pressures. This entire contribution can be considered as part
of the boundary condition because it is independent of the pressure of phase 1, which is
the variable for which we want to solve the equation. The values of capillary pressure
are calculated from the saturation using the function:
Pc =
1√
k
(
0.5− Sc
S − Sc
)1/3
, (C.2)
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where Sc = 0.05. Once the first pressure is known, the second one is determined from
the capillary pressure definition.
At this point, the total flux can be calculated at each cell using
qtot = ∇ · λ∇p1 −∇ · λ2∇Pc, (C.3)
and fractional flow is found as λ1/ (λ1 + λ2).
Upscaling is performed just like in Appendix A and new values for the phase mo-
bilities are found with the wavelet renormalization rule. The total mobility is calculated
as the sum of the two phase mobilities. The capillary pressure is usually calculated on
the fine scale, given that the upscaled saturation is expressed at the fine scale as well.
For the pressure solution we need to express the capillary pressure on a coarse scale. A
simple average of the upscaled capillary pressure was taken, this being just one of many
methods possible. Once the pressure is calculated on the coarse scale, a weighted linear
interpolation is performed to transfer the values back onto the fine grid.
Buckley-Leverett analytical solution
For one dimensional homogeneous systems we derive the analytical Buckley-Leverett
solution. The assumption is that dPc/dS = 0. The position of the front at time t is given
by Equation C.4 (also Equation 2.18 in Chapter 2).
xSw =
df
dSw
∫ t
0
qtdt = Wi
df
dSw
. (C.4)
For the case of linear relative permeabilities, df
dSw
= 1 and the position of the front is
simply the total amount of phase 1 injected.
For quadratic relative permeabilities, the position of planes of constant saturation
must be calculated using Equation C.4 and the required values for the derivative of the
fractional flow with respect to saturation. The curve obtained is shown in Figure C.3(b).
As was mentioned in Chapter 2, section 2.1.2, the solution obtained is unphysical in
that more than one value of saturation corresponds to the same position. This is due
to the formation of a shock front. The assumptions of continuity and differentiability
in the Buckley-Leverett derivation are not valid at the front itself. The Welge tangent
method can be used to find the value of saturation at the front and hence to deduce the
position of the front itself (Dake, 2001). This is performed in Figure C.3(a). The position
of the shock is obtained by truncating the curve of saturation as a function of position
at a point such that the areas shaded in Figure C.3(b) are equal. To find this point the
tangent to the fractional flow curve is drawn from the S = Swc point.
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Figure C.3: Analytical Buckley-Leverett solution. (a) Welge tangent method. The value of the
saturation at the front Swf at a specific time is found as the point at which a line drawn from the
connate water saturation Swc = 0.1 is tangent to the fractional flow curve. (b) Plot of saturation
versus position given by Equation C.4. The position of the shock is found by imposing the shock
saturation to be Swf as calculated from (a). The shaded areas are equal (Dake, 2001).
The transport equation
The saturation is updated with:
∂tS = −qtot df
dS1
· ∇S1 −∇ ·
(
λ¯
dPc
dS1
∇S1
)
, (C.5)
where λ¯ is λ1λ2/ (λ1 + λ2). Upstream weighting is used throughout but care must be
taken when dealing with the capillary pressure term. λ¯ must be calculated at the cell
interface where the saturation takes a value equal to the average of the two cells satura-
tions.

Appendix D: Upscaling the Saturation Equation
Matrix structure of operators
Figure D.4: Upscaling scheme for velocities. The numbers at the cell centres represent the cell
indices. The numbers on the arrows express the upscaling rule for velocities in the bulk of the
system. The extra terms that are due to boundary effects are not included in the diagram for
clarity.
In this appendix we will describe the matrices involved in the upscaling method
suggested for the saturation equation in section 6.2.2. We will look at two-dimensional
systems which are not as trivial as one-dimensional ones but can be more easily related
to higher dimensions.
For the exact structure of the matrix W please refer to Appendix A.
In Figure D.4, the upscaling scheme for velocities is shown. This upscaling rule
was derived by the following comparison, as described in Section 6.2. Start with the
advection operator M for a N ×N system with N = 4 and considering grid size ∆x = 1
so that α = u:
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M4×4system =

p+ v1 0 0 0 0 0 . . .
−u1 p+ u2 + v2 0 0 0 0 . . .
0 −u2 p+ u3 + v3 0 0 0 . . .
0 0 −u3 p+ u4 + v4 0 0 . . .
−v1 0 0 p+ v5 0 0 . . .
0 −v2 0 0 −u5 p+ u6 + v6 . . .
. . . . . . . . . . . . . . . . . . . . .

.
Defining M as the upper 4× 4 block of M′ =WMWT:
M 4×4system =
1
4

4p + (u2 + u6) + (v5 + v6)− (u1 + u5) 0 0 0
− (u2 + u6) 4p + (u4 + u8) + (v7 + v8) 0 0
− (v5 + v6) 0 4p + (u10 + u14) + (v13 + v14)− (u9 + u13) 0
0 − (v7 + v8) − (u10 + u14) 4p + (v15 + v16) + (u12 + u16)

and comparing its off-diagonal terms with the M matrix of a 2× 2 system,
M2×2system =

p+ v′1 0 0 0
−u′1 p+ u′2 + v′2 0 0
−v′1 0 p+ v′3 0
0 −v′2 −u′3 p+ u′4 + v′4
 (D.1)
we can identify v′1 with
1
4
(v5 + v6) and u′1 =
1
4
(u2 + u6), v′2 with
1
4
(v7 + v8) and u′2 =
1
4
(u4 + u8) and so on. This is also found comparing the terms on the diagonal, a part
from a few exceptions for boundary sites where extra terms appear. It is also clear that
for a homogeneous case these extra terms disappear and we get v′ = v
2
, u′ = u
2
.
Analytical solution in one dimension
In this appendix we will derive the analytic results in one dimension with which we can
compare our numerical simulations presented in section 6.3.
Consider a homogeneous one-dimensional system with all velocities set to 1:
∂tS + ∂xS = 0. (D.2)
On a 2x1 system discretizing in space:
∂tS1 = (S0 − S1); ∂tS2 = (S1 − S2), (D.3)
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and solve the equation for S1:∫
dS1
(S0 − S1) =
∫
u(S0 − S1)dt = Ce−t, (D.4)
S1 = S0 − Ce−t, (D.5)
at t = 0, S1 = 0→ C = S0
S1 = S0(1− e−t). (D.6)
Now solve for S2 in terms of S1 :(simple renaming if we now consider S2)
S2 = S1(1− e−ut),
∂S2
∂t
= S0(1− e−t)− S2,
et
∂S2
∂t
= S0e
t − S0 − S2et,
∂(S2e
t)
∂t
− S2et = S0et − S0 − S2et,
S2e
t = S0e
t − tS0 + C,
S2 = S0 − tS0e−t + Ce−t,
at t = 0 S2 = 0→ C = −S0
S2 = S0(1− (1 + t)e−t). (D.7)
For a general chain we get
Sn = S0
(
1−
(
n−1∑
j=0
(t)j
j!
)
e−t
)
. (D.8)
The general solution for a step function at inlet with S0 = 1 is:
Sn = 1− e−t
n−1∑
j=0
tj
j!
= 1− Γ(n, t)
Γ(n)
, (D.9)
where Γ(n) is the Gamma function and Γ(n, t) is the incomplete Gamma function. For a
delta function impulse as initial condition:
Sn =
tn−1e−t
Γ(n)
. (D.10)
The mean position of the peak is:
S =
∞∑
n=1
nSn = 1 + t, (D.11)
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with variance 1 + 3t+ t2 − (1 + t)2 = t, leading to a best fit gaussian of
Sn ≈ 1√
2pit
e−
(n−1−t)2
2t . (D.12)
To ensure that the definition of saturation is at the cell centre instead of the cell interface,
to be consistent with our numerical results, we introduce a shift of half a grid cell:
Sn ≈ 1√
2pit
e−
(n−1/2−t)2
2t . (D.13)
Hence, the homogeneous case has a dispersion coefficient of 1. Now take the average:
Σn =
1
2
(s2n−1 + s2n) =
e−tt2n−2
2(2n− 1)!(2n− 1 + t). (D.14)
The mean position of the peak is now (2t+3+e
−2t)
4
which for large t looks like t
2
+ 3/4 and
hence goes like 1+t
2
that is half the speed of the fine scale saturation plus a shift of 1/4
cells. The variance is defined as E(x2)− [E(x)]2 = t
4
+ 1
16
− te−2t
2
− e−4t
16
, which for large t
tends to t/4, that is a quarter of the original variance.
Notation
Chapter 2
Q = Rate of flow
K = Hydraulic conductivity (also K in tensorial form)
h = Hydraulic head
pl = Pressure
ρ = Density
g = Gravity constant
J = Hydraulic gradient
φ′ = Potential = p/ρ+ gz
µ = Viscosity
ql = Flow per unit area of phase l
qt = Total flow per unit area
k ,k = Permeability
kl = Specific permeability of phase l
krl = Relative permeability of phase l
Pc = Capillary pressure
Sl = Saturation of phase l
φ = Porosity
λl = Mobility of phase l
λ = Total mobility
ml = Mass of component l
fw , f = Water fractional flow
VSw = Velocity of the water front
Wi = Cumulative water injected
M = Mobility ratio
186
µa, µh = Arithemtic and harmonic means
d = Dimension
D = Diffusion coefficient
M = Advection operator acting on saturation
S = Vector of saturations
R = Vector of boundary conditions
h = Noise vector
∆i,j = Finite difference operator
p = Occupation probability in percolation theory
pc = Critical threshold for percolation theory
ξ = Correlation length
ν = Critical exponent
Rb(p) = Renormalization transformation
b = Rescaling factor
Ψ = Mother wavelet
a = Scale factor
b = Translation
HΩ = Ising model Hamiltonian
σ = Spins
u = Vector of spins hi = Interaction with external field
J = Coupling matrix
W = Wavelet transform
Chapter 3
ti = Transmissibility (permeability divided by cell size)
tij = Intercell transmissibility, given by the harmonic average of ti and tj
T = Transmissibility matrix, Darcy’s operator
P = Vector of pressures
Σ = Vector of pressure averages
∆ = Vector of pressure semi-differences
n = Rescaling factor
N = Linear system size
T′ = Transformed transmissibility matrix
A,B,C = Blocks of T′
P′ = Transformed vector of pressures
R′ = Transformed boundary condition
r1, r2 = Blocks of R′
187
T = Upper corner of T′
Tup = Coarse transmissibility matrix, in this case rewritten from coarse permeabilities
P = Upper portion of P′
R = Upper portion of R′
Chapter 4
H = Hierarchical transform
∆ixk = Gradient of permeability in the x direction at level i
q = Thresholding parameter
Phom = Pressure obtained with constant permeability
Phet = Pressure due to the heterogeneity
Chapter 5
Λ = Total mobility matrix, equivalent of T for two-phase flow
C = Boundary condition vector plus capillary pressure contribution
Σ = Vector of pressure averages
∆ = Vector of pressure semi-differences
Sc = Connate water saturation, for all cases = 0.05
Chapter 6
u = Velocity
α = u/2∆x
M = Advection operator
S = Vector of saturations
R = Vector of boundary conditions
Σ = Vector of saturation averages
∆ = Vector of saturation semi-differences
M = Upper corner of transformed M
S = Upper corner of transformed S
R = Upper corner of transformed R
S = Vector of saturations
R = Vector of boundary conditions
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