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Medical record review provides data with which to confirm subject eligibility, ascertain disease outcomes, or characterize disease severity, treatments received, or comorbid conditions (1) . Abstractors review medical records to collect requisite data using a standardized form accompanied by a code book to assure uniform coding decisions. With the advent of electronic medical record data, some data fields can be completed through direct linkage of electronic medical records with a data collection system (2) . Nonetheless, many data fields still require review of multiple data sources or free text to abstract the information.
Abstractors should receive uniform training (3, 4) , including an explanation of the data collection form (4) and its code book and pilot practice with a sample similar to the study sample (2) . These pilot reviews should be compared with a review completed by an experienced reviewer (2) to identify abstractors who require additional training and data collection items that require revision to assure quality data. Once data collection begins, abstractors should be blinded to information that might affect coding decisions (3, 4) , although separate reviews by two persons to ascertain outcomes and independent variables may be too costly. In this case, single reviewers who ascertain both should be blind to the study's hypotheses.
Resources should be allocated to collect reliability and validity data during the period of medical record review (3, 4) . Abstractors should reabstract a proportion of the medical records for measurement of intrarater reliability, and a proportion of the medical records should be abstracted by an experienced reviewer for measurement of interrater reliability (IRR). If medical record review occurs over an extended study period, more than one set of reliability studies ought to be conducted (1) . Conventionally, research articles present these measures of reliability and some measure of intraclass correlation (5) (e.g., the kappa statistic (6, 7)), along with an assurance that they reflect high-quality data, but investigators seldom conduct a quantitative assessment of the uncertainty in an effect estimate attributable to the observed inconsistencies.
We postulated that agreement between abstractors would correlate with the sensitivity and specificity of classification. We used results from an IRR study to inform a simulation study that quantified the bias and uncertainty introduced by classification errors.
MATERIALS AND METHODS
The parent study enrolled 1,859 women aged 65 years or older with early-stage breast cancer who received health care in one of six geographically dispersed community-based integrated health-care systems (8) . The study aims were to identify patient and tumor characteristics associated with receipt of treatment and adverse breast cancer outcomes. The study protocol was approved by institutional review boards at the coordinating center and the enrollment sites.
Population
We identified potentially eligible women diagnosed with American Joint Committee on Cancer (9) stage I, IIA, or IIB breast cancer in one of six health-care delivery systems participating in the National Cancer Institute-funded Cancer Research Network (Group Health Center for Health Studies, Seattle, Washington; Kaiser Permanente Southern California, Pasadena, California; Lovelace Health Systems, Albuquerque, New Mexico; Henry Ford Health System, Detroit, Michigan; HealthPartners, Minneapolis, Minnesota; and Fallon Community Health Plan, Worcester, Massachusetts). Eligible patients had a histologically confirmed first breast neoplasm diagnosed between 1990 and 1994 and had been enrolled in their health plan for at least 12 months before and after their diagnosis, unless they died within the first year after diagnosis. We excluded women with other malignancies, except nonmelanoma skin cancer, diagnosed within 5 years before or 30 days after the breast cancer diagnosis and women with bilateral breast cancer. For this analysis, we restricted the sample to women who received either breast-conserving surgery or mastectomy.
Data collection
We collected demographic, tumor, treatment, comorbidity, and follow-up data from medical records and electronic data sources, including cancer registry, administrative, and clinical databases. We initially populated the database with electronically available data and verified all preloaded data by medical record review, except cancer registry data elements reported to the National Cancer Institute's Surveillance, Epidemiology, and End Results registry (10) . One person used a standard procedure to train all medical record abstractors at all sites. Standardized medical record reviews were conducted on-site by the trained abstractors, and the data were entered directly into a computer-based data collection system.
Analytic variables
Breast cancer recurrence. We defined breast cancer recurrence as invasive cancer diagnosed in the same breast, in the lymph nodes, or at a distant site at least 120 days after the original diagnosis or after completion of the last surgery in the first course of treatment, whichever was later. We followed women to the first of the following: date of disenrollment, date of recurrence, date of death, or 10 years from the date of diagnosis.
Demographic data. We gathered information on each woman's date of birth from cancer registry databases for sites with cancer registries (Group Health, Kaiser Permanente, Lovelace, Henry Ford) and from the women's medical records at the sites without cancer registries (Fallon, HealthPartners). We classified women into age groups of 65-<70, 70-<80, and 80 years.
Comorbidity data. We collected information on comorbid conditions diagnosed at least 1 year before breast cancer diagnosis. We used this information to calculate the Charlson comorbidity index (CCI) (11) , which has been validated in a breast cancer cohort (12) and used in previous studies of older breast cancer patients (12, 13) .
Tumor data. At sites with electronic cancer registry records, we collected information on date of diagnosis, tumor size, node evaluation, histology, differentiation, and estrogen receptor status from the registry, unless it was missing, in which case we collected the information from the women's medical records. At sites without cancer registry records, we collected this information from the medical records.
Treatment data. We gathered information on surgical, radiation, and systemic therapies from electronic cancer registry files, when available, and supplemented these data with information from the women's medical records. We collected information about whether women had an axillary lymph node dissection or sentinel node biopsy, underwent breastconserving surgery or mastectomy, completed radiation therapy, completed chemotherapy, and initiated systemic hormonal therapy.
IRR data. We selected 125 records for reabstraction at random within enrollment sites from those completed in the first half of the data collection period. We chose a sample size of 125 as a number that would yield reasonably precise estimates of agreement at a reasonable cost for the resources required for reabstraction. For a similar reason, we selected 54 elements from a total of 658 to be reabstracted by an experienced reviewer at each site.
Statistical analysis
Conventional analysis. We calculated the frequency and proportion of the cohort in each category of each of the analytic variables, as well as the crude recurrence rate and hazard ratio associating breast cancer recurrence with the variable's categories. We used multivariable Cox proportional hazards modeling to model the hazard of recurrence as a function of age at diagnosis, baseline comorbidity, tumor size, node status, histology, histologic grade, receipt of axillary node evaluation, receipt of breast-conserving surgery, receipt of radiation therapy, receipt of tamoxifen therapy (within strata of estrogen receptor expression), and receipt of chemotherapy.
Analysis of IRR data. For each variable included in the IRR exercises, we calculated the proportion of concordant and discordant responses gathered by the exercise.
Monte Carlo simulation. We used Monte Carlo simulation to assess the bias and uncertainty introduced by classification errors. We have previously described our general strategy for modifying data sets by simulation to account for uncertain classification (14, 15) . We used the proportion of concordant responses to inform three estimates of the sensitivity of correct classification for each category of each variable.
Fixed scenario. Initially, we set the sensitivity equal to the IRR concordance in that category. For example, we set the sensitivity of classification of having had a CCI value of 0 equal to 94 percent, because 83 of 88 of the women originally classified as having a CCI value of 0 were also reported to have that value during the IRR abstraction. For dichotomous variables, we also set the specificity equal to the IRR concordance in the reference category.
Binomial scenario. We parameterized a binomial distribution for the sensitivity (and specificity, for dichotomous variables) by setting the probability of success equal to the fixed sensitivity (or specificity) and the number of trials equal to the number of women originally observed in the category. We then drew a random number from the binomial distribution and used this number in the numerator of the sensitivity or specificity for the iteration. For example, we set the probability of success equal to the observed 83 of 88 women initially classified as having a CCI value of 0 who were reported to have a CCI value of 0 during the IRR abstraction, and we set the number of trials equal to 88. Drawing from this binomial distribution can yield anywhere from 0 to 88 correctly classified subjects, resulting in sensitivity that ranges from 0 percent (0/88 ¼ 0 percent) to 100 percent (88/88 ¼ 100 percent) but is centered on the expectation of 94 percent (83/88 ¼ 94 percent).
Trapezoidal scenario. We parameterized a trapezoidal distribution for the sensitivity (and specificity, for dichotomous variables) by setting the maximum equal to 100 percent, the upper mode equal to the fixed sensitivity (or specificity), the lower mode equal to the upper mode minus the greater of 10 percent and twice the difference between the maximum and the upper mode, and the minimum equal to the lower mode minus the greater of 10 percent and twice the difference between the maximum and the upper mode. We required all four parameters of the trapezoidal distribution to exceed 50 percent; otherwise we assigned a value of 50 percent. For example, the maximum sensitivity for having a CCI value of 0 equaled 100 percent, the upper mode equaled the fixed sensitivity (94.4 percent), the lower mode equaled 83.1 percent (94.4 percent minus 11.3 percent), and the minimum equaled 71.8 percent (83.1 percent minus 11.3 percent). For variables with more than two levels, we induced a correlation of 0.8 between the trapezoidal distributions assigned to each level of the variable (15) .
These distributions describe the sensitivity (s) (or specificity, t) of classification. However, the simulation method requires an estimate of the predictive value, which is also a function of the prevalence of the value (p). The relation is depicted in the following equations used to calculate the positive predictive value (PPV) and negative predictive value (NPV) for a dichotomous (j ¼ 1 or 0) variable (indexed by i).
Given the dependence of predictive values on prevalence, we calculated predictive values within strata of another variable expected a priori to be strongly associated with the variable under consideration. For example, we expected the prevalence of a CCI value of 0 to be highest in the youngest age group and lowest in the oldest age group. Table 1 shows that this relation was observed and shows its effect on the 
* In this example, the prevalence of having no comorbid disease (C ¼ 0) declines as age increases. The positive predictive value (PPV) declines as age increases (PPV for C ¼ 0), and the negative predictive value (NPV) increases as age increases (NPV for C ¼ 0). predictive values. As the prevalence decreases, the positive predictive value decreases and the negative predictive value increases. We calculated predictive values for recurrence, receipt of chemotherapy, and tumor size within strata of node status. We also calculated predictive values for 1) receipt of tamoxifen therapy within strata of estrogen receptor expression, 2) receipt of radiation therapy within strata of breastconserving surgery, and 3) CCI value within strata of age.
After calculating the predictive values, we conducted a Bernoulli trial for every variable included in the IRR and for every record in the data set with the probability of success equal to the predictive value. When the Bernoulli trial returned a finding of ''true,'' we did not change the original value assigned to the variable in that record. When the Bernoulli trial returned a finding of ''false,'' we changed the original value assigned to the variable in that record. For dichotomous variables, we changed values of 1 to 0 and values of 0 to 1. For multilevel variables, we assigned a new value through imputation informed by the IRR results. For example, a person originally classified as having a CCI value of 3 or 4 whose Bernoulli trial returned a finding of ''false'' would have a 50 percent probability of reclassification to CCI ¼ 0 and a 50 percent probability of reclassification to CCI ¼ 1 or 2.
We then analyzed this modified data set to obtain an estimate of the associations, adjusted for the simulated misclassification errors, by reestimating the multivariable proportional hazards model. By repeating the method over 5,000 iterations, we accumulated a frequency distribution of the associations, from which we obtained a median as a point estimate and a simulation interval (the 2.5th and 97.5th percentiles) that reflected adjustment for the misclassification bias and additional uncertainty contributed by classification errors. To simultaneously incorporate random error, we subtracted the product of the proportional hazards model's covariance matrix and a vector of random normal deviates from the model's parameter vector. Accumulating these results generated a frequency distribution that simultaneously accounted for random error and uncertainty due to classification errors (14, 15) .
RESULTS
We enrolled 1,859 breast cancer patients, 1,836 of whom underwent either mastectomy or breast-conserving surgery and formed the sample for this substudy. Table 2 shows the descriptive characteristics of the cohort, crude breast cancer recurrence rates, crude hazard ratios, and mutually adjusted hazard ratios. These conventional results are similar to those from an analysis of receipt of guideline-appropriate therapy and recurrence in the full study sample (16) . Table 3 shows the results of the IRR substudy. For most variables, concordance between the initial abstracted value and the reabstracted value was quite good (90 percent). The IRR data (table 3) also provide face validity for the notion that the sensitivity and specificity of classification are proportional to the IRR concordance. For example, we expected tumor size to be easily and accurately abstracted because it was either populated from another data source or abstracted from the medical record, where it is readily found in the pathology report. Only two of the 125 reabstracted records contained a discordant tumor size. In contrast, the CCI always requires review of the medical record and is a composite variable constructed by abstracting reports of multiple diseases recorded in multiple and diverse records. Therefore, we expected that the reabstracted records would have poorer agreement with the original value, and we found that 15 of the 125 reabstracted records contained a discordant value. Figure 1 illustrates the four probability density distributions used to model the probability of correct classification, using the IRR data for the sensitivity of classification of a CCI equal to zero as an example. Figure 2 depicts the results of the Monte Carlo simulations using the four probability distributions. The characteristics expected a priori to be associated with recurrence hazard were, in fact, observed to be associated with recurrence. For example, women with larger tumors, more positive lymph nodes, or poorly differentiated tumors had a higher hazard of recurrence. Breast-conserving surgery conferred a higher hazard of recurrence than mastectomy, but radiation therapy-which ordinarily accompanies breast-conserving surgery but less often accompanies mastectomy-reduced the hazard of recurrence. In general, the trapezoidal scenario yielded the greatest uncertainty, as measured by the vertical length of the intervals, and the conventional model yielded the least uncertainty.
DISCUSSION
The IRR study showed that medical record review yielded high-quality data, since most values assigned to variables did not change upon reabstraction by an experienced reviewer. Most investigators would only report this characterization of the data quality, but we chose to quantify the additional uncertainty in the effect estimates contributed by the uncertainty in classification of the analytic variables. We implemented three models to quantify that uncertainty, none of which eradicated the ability to discern the associations strongly expected a priori.
Of the scenarios we implemented, the binomial scenario may provide an appropriate compromise between modeling the uncertainty due to classification errors and overstating that uncertainty. The conventional model assumes no errors in classification, which is unlikely given the results of the IRR substudy. The fixed scenario sets the classification error rates equal to the results observed in the IRR substudy. It is unlikely that the true classification error rates exactly equal those observed in the reliability substudy, both because we only expect them to be correlated and because of the potential for chance variation in the substudy sample. The binomial scenario accounts for the subsample variability but on average preserves the correlation. The trapezoidal scenario probably overstates the uncertainty in the classification error rates.
Monte Carlo simulation methods, such as the ones implemented here, extend conventional confidence intervals to account for the assigned distributions of bias parameters (17), such as abstractor agreement, and thereby account for sources of uncertainty beyond random error (18) . Alternative methods for addressing measurement error in Cox proportional hazards models have been proposed (19) (20) (21) (22) (23) .
Many rely on an additive error model (24, 25) or an assumption of perfect validity data (26) , neither of which restriction applies to our method. Others become computationally prohibitive as the number of covariates subject to classification errors grows large (20, 22) . The method of Zucker and Spiegelman (20) , which applies directly to misclassified discrete covariates such as those used in our analysis, would require specification of too large a matrix to analyze all of our variables simultaneously. However, our method should be considered with the following limitations in mind. First, substituting a measure of agreement for the classification error rate is questionable. Were a true gold standard available, an actual measure of classification error rates would be preferable. For example, errors in the medical record, such as an erroneous report of tumor size, would result in classification error because the abstracted tumor size would not equal the true tumor size. Nonetheless, since tumor size is easily abstracted, it is likely that the two abstractors would both record the same erroneous value, thereby underrepresenting the classification error rate. Despite this limitation, it does seem that measures of agreement are correlated with classification error rates (27, 28) , as suggested by the poorer agreement for items thought to be more difficult to abstract (e.g., the CCI).
Second, not all variables in the model of recurrence rate were included in the IRR substudy, so we could not model all of them simultaneously. We selected variables for the substudy based, in part, on an expectation for them to be susceptible to differences in agreement and for them to be strongly related to recurrence rate. Age group, for example, is likely to be easily and correctly abstracted, so it should have very high agreement. Age group is unlikely to be strongly related to recurrence rate. Therefore, we do not expect that our exclusion of age group or similar variables from the IRR substudy affected the results.
Third, the trapezoidal scenario introduced a positive correlation, so that classification error rates drawn from the tail of a distribution would be likely to also be drawn from the same tail in a different category of the same variable. For example, if abstractors were simulated as being good at y No. (with row % in parentheses). z Data were collected from electronic cancer registry records at sites with registries. FIGURE 1. Four probability density distributions used to model the probability of correct classification in a US cohort of stage I and II breast cancer patients diagnosed between 1990 and 1994, using interrater reliability data for the sensitivity of classification of a Charlson comorbidity index equal to zero (as an example). The probability densities have been scaled to the maximum height for the purpose of the illustration.
assessing comorbidity equal to 1, they were also probably simulated as being good at assessing comorbidity equal to 2. It is possible, though, that abstractors were good at assessing comorbidity equal to 0 but poor at assessing comorbidity greater than 0, simply because they were not skilled at identifying comorbid diseases represented in the medical record. In this circumstance, a negative correlation would better represent the data. Ultimately, the simulation model must represent the error-generating mechanisms (4, 27) and their interactions, not all of which may be well understood.
We calculated predictive values within strata of a second variable strongly related to the first. A full Bayesian model might simultaneously take account of all other variables, rather than just one, and thereby more completely model the data-generating mechanism. In addition, a more complete simulation study would evaluate a wider range of parameters, whereas findings reported in this study were based on parameters actually estimated in the cohort.
Despite these limitations, we contend that a quantitative estimate of the uncertainty contributed by classification errors is superior to a qualitative assessment of data quality based on the agreement between raters (29) . Each of the aforementioned limitations is amenable to alternative modeling strategies that might yield important differences in the results. If so, those differences should inspire investigators to collect additional validation data that better characterize the association between the variables and the outcome, taking account of the classification errors. A simple characterization of the agreement between raters, which almost always seems to find that agreement was ''good,'' is unlikely to inspire collection of additional validation data for better characterizing the true uncertainty in estimates of effect.
