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Time-changed spectrally positive Le´vy processes
starting from infinity
Cle´ment Foucart, Pei-Sen Li and Xiaowen Zhou
Abstract
Consider a spectrally positive Le´vy process Z with log-Laplace exponent Ψ and a
positive continuous function R on (0,∞). We investigate the entrance from∞ of the
process X obtained by changing time in Z with the inverse of the additive functional
η(t) =
∫ t
0
ds
R(Zs)
: Xt = Zη−1(t), for any t ≥ 0. This process can be viewed as a
continuous-state branching process with non-linear branching rate defined recently
in Li et al. [28]. We provide a necessary and sufficient condition for ∞ to be an
entrance boundary. Under this condition, the process can start from infinity and we
study its speed of coming down from infinity. When the Le´vy process has a negative
drift δ := −γ < 0, sufficient conditions over R and Ψ are found for the process to
come down from infinity along the deterministic function (xt, t ≥ 0) solution to
dxt = −γR(xt)dt, with x0 = ∞. When the Le´vy process oscillates, the process X
may come down from infinity for certain functions R. We find a renormalisation in
law of its running infimum at small times, when Ψ(λ) ∼ λα, as λ→ 0, for α ∈ (1, 2]
and R is regularly varying at ∞ with index θ > α.
Keywords. Coming down from infinity; entrance boundary; hitting times; non-linear
branching processes; regularly varying functions; spectrally positive Le´vy processes; time-
change; weighted occupation times.
1 Introduction
A classical question in the theoretical study of Markov processes is to know if a given
process can be started from its boundaries. In the framework of birth-death processes
and Markov processes with continuous paths (diffusions), Feller’s tests provide necessary
and sufficient conditions for a boundary to be an entrance. Namely, the boundary cannot
be reached but the process can start from it, see e.g. Anderson [1, Chapter 8] and Karlin
and Taylor [20, Chapter 15] for a comprehensive account on Feller’s tests. Many works
have then been devoted to establish such tests for other Markov processes with jumps.
A natural further study is to investigate the small-time asymptotics of the process when
it leaves an entrance boundary. Such studies have been carried out for instance for the
boundary∞ of birth-death processes, see Bansaye et al. [4], Sagitov and France [33], and
for Kolmogorov diffusions, see Bansaye et al. [3]. We also refer to the work of Bansaye [2]
for a general method of comparing stochastic processes with deterministic flows to study
the coming down from infinity. In these latter cited works, so-called speed functions
(xt, t ≥ 0) such that Xt/xt −→
t→0+
1 in probability or almost-surely are characterized.
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In the present work, we study a simple class of positive Markov processes obtained by
time-change of spectrally positive Le´vy processes. This class of Markov processes happens
to be of some interest since some arguments available for diffusions in natural scale, which
we recall are time-changed Brownian motions, will have counterparts in our more general
framework with jumps. Let Z be a Le´vy process with no negative jumps started from
x ≥ 0 and consider a function R continuous on [0,∞) and strictly positive on (0,∞).
Denote by τ−0 the first passage time below 0 of the process Z and set for any t ≥ 0,
Xt := Zη−1(t)∧τ−0 (1.1)
where η(t) :=
∫ t
0
ds
R(Zs)
and η−1(t) := inf{s ≥ 0 : η(s) > t}, with the convention inf ∅ :=∞,
denotes the inverse function. The process X is well-defined until the random time η(∞) ∈
(0,∞] and its law is characterized by R and Ψ where Ψ is the log-Laplace exponent of
(Zt, t ≥ 0), i.e. Ex[e−λZt ] = e−λx+tΨ(λ), and has the Le´vy-Khintchine form
Ψ(λ) := γλ+
σ2
2
λ2 +
∫
(0,∞)
(e−λu − 1 + λu)pi(du), λ ≥ 0
with γ ∈ R, σ ≥ 0 and ∫∞
0
(u ∧ u2)pi(du) <∞.
The second motivation for investigating such processes arising by time-change lies
in the fact that they are natural generalisations of continuous-state branching processes
(CSBPs for short). The process (Xt, t ≥ 0) defined in (1.1) started at x is the weak
solution to the stochastic differential equation of the form
Xt = x− γ
∫ t
0
R(Xs)ds+ σ
∫ t
0
√
R(Xs)dBs
+
∫ t
0
∫
(0,∞)
∫ R(Xs−)
0
zM˜(ds, dz, du) (1.2)
considered until the first hitting time of the boundaries at 0 and ∞, where M˜ denotes
a compensated Poisson random measure with intensity dspi(dz)du and (Bt, t ≥ 0) is an
independent Brownian motion. When the function R is linear, i.e. R(x) = x, the solution
X to (1.2) is the classical continuous-state branching process (CSBP) with branching
mechanism Ψ. We refer to Lamperti [24], Bingham [7] and Caballero et al. [11] for a
study of CSBPs by random time-change and to Dawson and Li [13], [14] for the study
of the SDE (1.2). For a general function R, the solution to (1.2) can be interpreted as
a non-linear branching process in continuous time and continuous-state space, see Li et
al. [28] and references therein for a general definition and previous work on discrete-state
nonlinear branching processes. Explosion and extinction for processes satisfying (1.2) are
studied in Li and Zhou [29] and we shall not consider this problem here.
From now on, we call a process of the form (1.1) a nonlinear CSBP with branching
mechanism Ψ and branching rate R. We also follow the terminology of branching pro-
cesses by saying that the process X is supercritical, critical or subcritical if respectively,
γ < 0, γ = 0 or γ > 0. Note that subcritical and critical processes do not explode.
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The following symbolic representation of a sample path of X under Px illustrates how
the time-change (1.1) shrinks time without changing jump sizes and starting levels of the
jumps of Z.
x
time
Z0 = X0 = x0 = x
Figure 1: The lighter line represents a Le´vy process Z with drift −γ < 0 and the heavier
one the (subcritical) nonlinear CSBP X obtained by time-change. Note that the jump
rate of X is greater where R takes large values.
Our main aim is to study the boundary ∞ of the nonlinear CSBP X. We adopt the
following definition of entrance boundary.
Definition 1.1. The boundary ∞ is said to be an instantaneous entrance boundary for
the process (Xt, t ≥ 0) if the process does not explode and
∀t > 0, lim
b→∞
lim inf
x→∞
Px(Tb ≤ t) = 1 (1.3)
where Tb := inf{t ≥ 0;Xt < b} for all b ≥ 0, with the convention inf ∅ :=∞.
Following a proof for diffusions due to Kallenberg [19], we will see how to define under
the assumption (1.3) a ca`dla`g strong Markov process X on [0,∞], with the same law as
(Xt, t ≥ 0) defined in (1.1) under Px for any x ∈ (0,∞), such that P∞(X0 =∞) = 1 and
P∞(Xt < ∞ for any t > 0) = 1. We shall say in the sequel that the process (Xt, t ≥ 0)
comes down from infinity.
We provide a necessary and sufficient condition in terms of Ψ and R for (1.3) to
be satisfied and study the speed of coming down from infinity of (Xt, t ≥ 0) under P∞
for certain branching rates and branching mechanisms. Under P∞, jumps may occur
immediately after time 0. However in view of Figure 1, between each jump, the subcritical
nonlinear CSBP (Xt, t ≥ 0) has heuristically the same dynamics as the deterministic flow
(xt, t ≥ 0) solution to
dxt = −γR(xt)dt. (1.4)
A natural candidate for a speed function is therefore (xt, t ≥ 0) starting from x0 = ∞.
In the subcritical case (γ > 0), we will see different conditions on Ψ and R under which
Xt/xt −→
t→0+
1 in probability or almost-surely. In the critical case (γ = 0), we find some
renormalisation in law of the running infimum under P∞ for specific branching mechanisms
and branching rates.
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Notation. We use in the sequel Landau’s notation: for any positive functions f and g,
we write f(z) ∼ g(z) as z goes to a real number a, if f(z)
g(z)
−→
z→a
1, f(z) = O(g(z)) as z
goes to ∞ if for a large enough z0, supz≥z0 f(z)g(z) <∞ and f(z) = o(g(z)) as z goes to ∞ if
f(z)
g(z)
−→
z→∞
0. The integrability of a function f in a neighborhood of ∞ (respectively 0) is
written for short as
∫∞
f(x)dx < ∞ (respectively ∫
0
f(x)dx < ∞) and ||f || denotes the
supremum norm of f . For any x ∈ [0,∞], Ex and Varx are respectively the expectation
and the variance under Px.
The paper is organized as follows. The main results and our approach are summarized
in Section 2. In Section 3, we explain how to define the process starting from ∞ when
condition (1.3) holds. We recall then the definition of the scale function of a spectrally
negative Le´vy process as well as some properties of weighted occupation times. In Section
4, we study the Laplace transform of Tb and its first two moments. In Section 5, the
asymptotics of Tb under P∞ when b goes to ∞ are investigated. In Section 6 we study
the small-time asymptotics of the process under P∞.
2 Main results
Our first result is the following necessary and sufficient condition for coming down from
infinity.
Theorem 2.1. The boundary ∞ is an instantaneous entrance boundary for the process
(Xt, t ≥ 0) if and only if
γ ≥ 0 and
∫ ∞ 1
xΨ(1/x)R(x)
dx <∞. (2.5)
We focus now only on critical or subcritical nonlinear CSBPs, i.e. γ ≥ 0. A closer
look at the integral test (2.5) leads to the following observation.
Corollary 2.2. If the process (Xt, t ≥ 0) is subcritical, then ∞ is an instantaneous
entrance boundary if and only if
∫∞ dx
R(x)
<∞. In the critical case, the condition ∫∞ dx
R(x)
<
∞ is only necessary.
Proof. In the subcritical case, since xΨ (1/x) −→
x→∞
Ψ′(0+) = γ with γ > 0, then (2.5)
holds if and only if
∫∞ dx
R(x)
<∞. In the critical case however, since xΨ (1/x) −→
x→∞
0, the
condition
∫∞ dx
R(x)
<∞ is only necessary and oscillations might prevent ∞ from being an
entrance boundary. 
It is worth noticing that the condition
∫∞ dx
R(x)
< ∞ is necessary and sufficient for the
deterministic flow (1.4) to be well-defined starting from ∞. In other words, ∞ is an
entrance boundary for the subcritical process as soon as it is the one for the corresponding
deterministic flow.
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From now on, we always assume (2.5) and without loss of generality
∫∞ dx
R(x)
< ∞.
Denote by (Xt, t ≥ 0) the process starting from ∞ and by P∞ its law.
When γ > 0, set
ϕ : z 7→ 1
γ
∫ ∞
z
du
R(u)
. (2.6)
The map ϕ is strictly decreasing and its inverse function ϕ−1 is solution to the Cauchy
problem (1.4). For any z > 0, ϕ(z) corresponds to the first passage time of (xt, t ≥ 0)
below the level z. The following two conditions over ϕ will play a role in the sequel.
H1 : lim sup
h→1+
lim inf
x→∞
ϕ(hx)
ϕ(x)
= 1 and H2 : for any h > 1, lim inf
x→∞
ϕ(x)
ϕ(hx)
> 1.
Functions satisfying H1 are sometimes called pseudo-regularly varying functions or func-
tions of class Kc. Functions satisfying H2 are called sufficiently quickly decreasing func-
tions or functions of class K?c ; see Buldygin et al. [10] and Matuszewska [30].
The next condition can be interpreted as requiring R to have no deep valleys near ∞.
H3: for all δ > 0
V (b, δ) := sup
x≥b
(
R(x)
R(x+ δb)
− 1
)
+
−→
b→∞
0 (2.7)
where (x)+ := max(x, 0) is the positive part of x. When R is non-decreasing, the function
V is identically zero and H3 is always satisfied.
Theorem 2.3. Assume γ > 0. If conditions H1, H2 and H3 are satisfied then in P∞-
probability,
Xt
ϕ−1(t)
−→
t→0+
1.
To exemplify Theorem 2.3, one can consider regularly varying function R at ∞ with
index θ > 1. The function ϕ is regularly varying at ∞ with (negative) index 1 − θ and
H1 and H2 are satisfied. This regularly varying setting will enable us to get almost-sure
small-time asymptotics for two important classes of branching mechanisms.
Theorem 2.4. Assume γ > 0, R regularly varying at ∞ with index θ > 1. In both of the
following cases (a) and (b)
(a) Ψ(λ) − γλ ∼ c0λ1+δ as λ → 0+ for some δ ∈ (0, 1), c0 > 0 and V (z, 1√z ) =
O(z−δ/2)
(b) lim
λ→∞
|Ψ(λ)|
λ
< ∞, there exists ν ∈ (0,∞) s.t. Ψ(−ν) = 0 and V (z, 2 ln ln z
νz
) =
O(ln(z)−2),
Xt
ϕ−1(t)
−→
t→0+
1 P∞-almost-surely.
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In the setting of Theorem 2.4, the speed function ϕ−1 is regularly varying at 0 with
negative index − 1
θ−1 .
Remark 2.5. The first condition in (b) is equivalent to
∫ 1
0
upi(du) <∞. Namely the Le´vy
process has paths with bounded variation. The second condition of existence of a root
of Ψ in (−∞, 0) is known as Crame´r condition, see e.g. Chapter 7 in Kyprianou [23]. It
requires in particular the existence of an exponential moment for the Le´vy measure pi.
In the following theorem, we study the critical processes starting at ∞ when Ψ is
stable-like and R is regularly varying at infinity. The process starting at ∞ widely oscil-
lates at small times and we find a renormalisation in law of its running infimum. Set
m : z 7→
∫ ∞
z
W (u− z)
R(u)
du, (2.8)
where W is the scale function associated to Ψ (see the forthcoming Lemma 3.6).
Theorem 2.6. Assume γ = 0. If R is regularly varying at ∞ with index θ > α, and
Ψ(λ) ∼ c0λα as λ goes to 0 for α ∈ (1, 2] and c0 > 0, then∞ is an instantaneous entrance
boundary and under P∞
lim sup
t→0+
Xt
X t
=∞ a.s and Xt
m−1(t)
L−→ S
1
θ−α
α,θ as t goes to 0,
where (Xt, t ≥ 0) is the running infimum, m−1 is the right-inverse function of m and Sα,θ
has Laplace transform
E[e−sSα,θ ] =
[ ∞∑
n=0
(
sΓ(θ)
Γ(θ − α)
)n n∏
i=1
Γ(iθ − iα)
Γ(iθ − (i− 1)α)
]−1
for any s ≥ 0.
In the setting of Theorem 2.6, the function m−1 is regularly varying at 0 with negative
index − 1
θ−α .
Theorem 2.6 naturally leads to the question whether the critical processes that come
down from infinity, always oscillate widely or not. In the next proposition, we find a class
of functions R for which H1 is not satisfied and the running infimum of the critical process
can be renormalized to converge in probability towards 1.
Proposition 2.7. Assume γ ≥ 0. If R(x) = g(x)eθx for some constant θ > 0 and
function g regularly varying at ∞. Then ∞ is an instantaneous entrance boundary and
in P∞-probability,
X t
m−1(t)
−→
t→0
1 in the critical case and
Xt
ϕ−1(t)
−→
t→0
1 in the subcritical case.
In the setting of Proposition 2.7, the speed functions t 7→ ϕ−1(t) and t 7→ m−1(t) are
slowly varying at 0 and the speed of coming down from infinity is faster than in the
previous cases. We also stress that in the subcritical case, m−1(t) ∼
t→0+
ϕ−1(t).
In the next example, we show ϕ−1 and m−1 in the sub-critical case and the critical
case, respectively.
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Example 2.8.
1) If γ > 0 and R(x) = xθ for θ > 1, then ϕ−1(t) = [γ(θ − 1)t] 11−θ .
2) If γ > 0 and R(x) = eax for a > 0, then ϕ−1(t) = − log(γat)/a.
3) If Ψ(λ) = λα for 1 < α ≤ 2 and R(x) = xθ for θ > α, then W (x) = xα−1/Γ(α),
x > 0 and m−1(t) = [tΓ(θ)/Γ(θ − α)]1/(α−θ).
4) If Ψ(λ) = λα for 1 < α ≤ 2 and R(x) = eax for a > 0, then W (x) = xα−1/Γ(α),
x > 0 and m−1(t) = − log(taα)/a.
In order to establish our main results, we will follow closely the approach developed
by Bansaye et al. in [3], [4], for Kolmogorov diffusions and birth-death processes. We
refer also to Buldygin et al. in [9] and [10]. The main difference with these works lies in
the fact that the process X may have arbitrarily large jumps with positive probability.
The process can therefore fluctuate widely when leaving∞ which makes its position more
involved to follow.
The approach consists to study the long-term behavior of the hitting times of b under
P∞ when b goes to ∞. Recall the hitting times Tb := inf{t ≥ 0 : Xt < b}. A simple
time-change argument provides that
Tb :=
∫ τ−b
0
1
R(Zs)
ds (2.9)
where τ−b := inf{t ≥ 0 : Zt < b} is the first passage time below b of the Le´vy process
(Zt, t ≥ 0). We start by studying its Laplace transform and its two first moments under
P∞. We shall first show that for any b ≥ 0,
E∞[Tb] = m(b)
where m is the function defined by (2.8).
Different regimes of convergence of the sequence (Tb/E∞(Tb), b ≥ 0) occur according
to different behaviours of R at ∞. In the setting of Theorem 2.3, condition H1 ensures
that m(b) ∼ ϕ(b) as b goes to infinity and for small h > 1, the mean time for the process
to go from hb to b is negligible in comparison to the mean time to go from∞ to b. Under
H1 and H3, the following weak law of large numbers occurs
Tb
E∞[Tb]
−→
b→∞
1 in P∞-probability. (2.10)
It is worth noticing that H1 and H3 require no assumption on the branching mechanism
Ψ. The strong law of large numbers however is more involved to establish. The method
chosen here will require rather explicit fluctuations identities, which are available for the
class of branching mechanisms in Theorem 2.4.
In the setting of Theorem 2.6 and Proposition 2.7, the convergence in probability
above will not occur. We shall however see that
(
Tb
E∞[Tb]
, b ≥ 0
)
converges in law as b goes
to ∞.
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Finally, assumption H2 will allow us to transfer our results on Tb as b goes to ∞ to
results on the running infimum (X t, t ≥ 0) as t goes to 0+ under P∞. In the subcritical
case, excursions of (Xt, t ≥ 0) above its running infimum are negligible and asymptotics
for (X t, t ≥ 0) will provide asymptotics on (Xt, t ≥ 0).
3 Preliminaries
We provide in this section some fundamental properties of the process (Xt ≥ 0) and
explain how it can be started from infinity when condition (1.3) holds. Some results on
spectrally positive Le´vy processes that we shall need later are stated.
3.1 Nonlinear CSBPs starting from infinity
We start by stating some basic properties of any nonlinear CSBP X. Recall that X is
defined at any time t, by Xt := Zη−1(t)∧τ−0 , where Z is a spectrally positive Le´vy process,
R is a continuous and positive function on (0,∞) and η is the functional η : t 7→ ∫ t
0
ds
R(Zs)
.
The random time η(τ−0 ) =
∫ τ−0
0
ds
R(Zs)
is the first time the process X reaches one of the
boundaries 0 or ∞.
Proposition 3.1. For any x > 0 and any 0 ≤ t < τ−0 , we have η(t) < ∞ Px-a.s. The
process (Xt, t ≥ 0) is well-defined, strong Markov and with ca`dla`g paths. Its semigroup
(Pt, t ≥ 0) satisfies
(i) for any function f bounded and continuous on [0,∞), Ptf is continuous on [0,∞),
(ii) for any function f bounded and continuous on [0,∞) and any x ∈ [0,∞),
Ptf(x) −→
t→0+
f(x).
Proof. Since R is continuous and positive, for any x > 0 and any t < τ−0 , Px-almost-surely
R(Zs) ≥ inf
u≤t
R(Zu) = inf
z∈[ inf
s≤t
Zs,sup
s≤t
Zs]
R(z) > 0
for any s ≤ t. This provides that η(t) < ∞ a.s. and entails that the process X is well-
defined. Time-changing a strong Markov process with ca`dla`g paths by the inverse of an
additive functional gives another ca`dla`g strong Markov process, see e.g. Volkonskii [34].
In particular, property (ii) is satisfied and it only remains to verify (i) on [0,∞).
The argument follows closely that of Lamperti [25] and is based on a continuity result
due to Whitt [35, Theorem 3.1] and Caballero et al. [12, Section 3]. Denote by D the
space of ca`dla`g paths from [0,∞) to [0,∞], with 0 and∞ as traps. For any x, y ∈ [0,∞],
set ρ(x, y) = |e−x − e−y| and
ρD∞(f, g) = sup
s∈[0,∞)
ρ(f(s), g(s)).
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Let Λ∞ be the set of increasing homeomorphisms of [0,∞) into itself and d∞ the metric
on D
d∞(f, g) := inf
λ∈Λ∞
ρD∞(f, g ◦ λ) ∨ ||λ− Id||.
Consider the canonical Le´vy process Z0, with Laplace exponent Ψ, started from 0 and
Zx := x + Z0 be the Le´vy process started from x ∈ [0,∞). Call (Xxt , t ≥ 0) the process
started from x ∈ [0,∞). Same arguments as in Proposition 5 in [12] readily apply and
entail that the time-change transformation in D mapping sample paths of Zx·∧τx0 to sample
paths of Xx is continuous with respect to the distance d∞. One can check, see the proof
of Theorem 1.2 in [27], that almost-surely
lim
x→y
d∞(Zx·∧τx0 , Z
y
·∧τy0 ) = limy→x
d∞(Z
y
·∧τy0 , Z
x
·∧τx0 ) = 0 (3.11)
with τ y0 := inf{t ≥ 0;Zyt ≤ 0}. Therefore, by continuity, (3.11) entails
lim
x→y
d∞(Xx· , X
y
· ) = lim
y→x
d∞(Xy· , X
x
· ) = 0 a.s. (3.12)
According to Billingsley’s book [6, Lemma 1, Section 16], convergence with d∞ implies
convergence in the usual Skorokhod distance. Recall also that for any t ∈ (0,∞), the
projection pit : x ∈ D 7→ x(t) is continuous on the set {x ∈ D; x(t) = x(t−)} for the
Skorokhod distance and thus for d∞. Moreover for any time t and any y, P(Xyt− = X
y
t ) = 1
and (3.12) ensures that for any continuous bounded function f , f(Xxt ) −→
x→y
f(Xyt ) almost-
surely. Lebesgue’s theorem finally entails Ptf(x) −→
x→y
Ptf(y). 
We now provide some fundamental results for general Feller Markov processes with no
negative jumps. The following lemma provides equivalent conditions for (1.3) to hold in
the absence of negative jumps. We refer to Proposition 2.12 in [28] for a proof.
Lemma 3.2. Consider a strong Markov process (Xt, t ≥ 0) with no negative jumps. The
following statements are equivalent:
(a) The boundary ∞ is an instantaneous entrance boundary, i.e. (1.3) holds.
(b) For large enough b, supx≥b Ex(Tb) <∞.
(c) lim
b→∞
lim
x→∞
Ex(Tb) = 0.
The next theorem is excerpt from Chapter 23 of Kallenberg’s book [19] where it is
stated for diffusions. This result is of independent interest as it holds for a general Feller
process with no negative jumps satisfying (1.3). For the sake of completeness, a detailed
proof of the two following results is provided in Sections A.1 and A.2.
Theorem 3.3 (Theorem 23.13 in [19]). Consider a process (Xt, t ≥ 0) on E := [0,∞)
with no negative jumps whose semigroup (Pt, t ≥ 0) satisfies (i) and (ii) of Proposition
3.1. If (1.3) holds, then (Xt, t ≥ 0) can be extended into a Feller process over [0,∞] such
that under P∞, it starts from ∞ and leaves it instantaneously.
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The following lemma will be crucial in the study of the speed of coming down from
infinity.
Lemma 3.4. Assume that (1.3) holds and denote by E∞ the corresponding expectation
under P∞. For any large enough b,
E∞(Tb) <∞ and Ex[Tb] −→
x→∞
E∞[Tb]. (3.13)
We wish to mention an alternative approach for defining a nonlinear CSBP from in-
finity under the condition (1.3). If we assume further R non-decreasing, one can show
by applying Theorems 2.1 and 2.2 in [14] that (1.2) admits a unique strong solution,
say (Xxt , t ≥ 0), when starting from x, and that on the same probability space, almost-
surely, Xxt ≤ Xyt for any x ≤ y and t ≥ 0. Following Li [27, Proposition 5.2, Lemma
5.3, Proposition 5.4], it can be established that under (1.3), (Xxt , t ≥ 0) converges as x
goes to ∞ almost-surely, uniformly on compact sets of (0,∞) (in time) towards a strong
Markov process (X∞t , t ≥ 0), starting from infinity, with the same dynamics as (Xt, t ≥ 0).
We end this section with the simple observation that supercritical processes cannot
have ∞ as entrance boundary.
Lemma 3.5. In the supercritical case (γ < 0), the boundary ∞ is not an entrance bound-
ary.
Proof. Assume Ψ′(0+) = γ < 0. Since the Le´vy process (Zt, t ≥ 0) drifts towards +∞,
under Px, (Zt, t ≥ 0) stays above any level b < x with positive probability. On this event,
the time-changed process (Xt, t ≥ 0) stays also above b. This entails Ex(Tb) = ∞ and
condition (b) in Lemma 3.2 is not fulfilled. 
3.2 Scale function and weighted occupation times
As fluctuations of the Le´vy process Z will play an important role, we recall the definition
of the scale function W and some of its basic properties. Notice that the dual process
Zˆ := −Z is a spectrally negative Le´vy process with Laplace exponent Ψ, i.e Ψ(λ) :=
1
t
logE0[eλZˆt ] for any λ ≥ 0. Denote Pˆx the law of Zˆ started at x. Set τˆ+y := inf{t ≥
0 : Zˆt ≥ y} and τˆ−y := inf{t ≥ 0 : Zˆt ≤ y}. For any y, set τ+y := inf{t ≥ 0 : Zt > y}
and τ−y := inf{t ≥ 0 : Zt < y}. Under Pˆx, τˆ−a and τˆ+b have respectively the same law as
τ+x−a and τ
−
x−b under P0. Classical results on exit problems for spectrally negative Le´vy
processes are summarized in the following lemma.
Lemma 3.6. There exists a strictly increasing continuous function W , called scale func-
tion, such that W (x) = 0 for any x < 0 and for any q > 0∫ ∞
0
e−qyW (y)dy =
1
Ψ(q)
. (3.14)
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For any x ∈ R, W (y)
W (x+y)
−→
y→∞
1, W (y) −→
y→∞
W (∞) := 1
γ
∈]0,∞], W (y) = o(epy) when
y →∞, for any p > 0. Moreover for any x, y ≥ 0
P0(τ+x <∞) =
W (∞)−W (x)
W (∞) and Px(τ
−
0 ≤ τ+x+y) = P0(τ−−x ≤ τ+y ) =
W (y)
W (x+ y)
(3.15)
and there exist c1, c2 > 0 such that for any x
c1
1
xΨ (1/x)
≤ W (x) ≤ c2 1
xΨ (1/x)
. (3.16)
We refer to Bertoin [5, Chapter VII] and Kyprianou [23, Chapter 8] for proofs. See
Propositions III.1 and VII.10 in [5] for (3.16). The following theorem about weighted
occupation times will allow us to study the Laplace transform of the first entrance times.
Its proof follows closely arguments of Li and Palmowski [26] and is postponed in Appendix,
see Section A.3.
Theorem 3.7. Given a locally bounded nonnegative function ω on (0,∞), let W (ω)n (x)
satisfy
W
(ω)
0 (x) = 1, W
(ω)
n+1(x) =
∫ ∞
x
W (z − x)ω(z)W (ω)n (z)dz for x ≥ 0, n ≥ 0. (3.17)
Given b ≥ 0, if
∞∑
n=0
W (ω)n (b) <∞,
then for all x ≥ b,
Ex
[
exp
(
−
∫ τ−b
0
ω(Zs)ds
)
; τ−b <∞
]
=
∑∞
n=0W
(ω)
n (x)∑∞
n=0W
(ω)
n (b)
.
4 First entrance times
We prove in this section Theorem 2.1 and provide a formula for the variance of the first
entrance time Tb under P∞. Recall (2.9), for any x ∈ (0,∞), almost-surely under Px
Tb =
∫ τ−b
0
1
R(Zs)
ds.
Lemma 4.1. For any x > b > 0 we have
Ex[Tb] =
∫ ∞
b
dy
R(y)
[W (y − b)−W (y − x)]
and
lim
x→∞
Ex[Tb] =
∫ ∞
b
W (y − b)
R(y)
dy. (4.18)
11
Proof. By the time change we have
Ex[Tb] = Ex
[ ∫ τ−b
0
ds
R(Zs)
]
=
∫ ∞
0
1
R(y)
∫ ∞
0
Px(Zs ∈ dy, s < τ−b )ds
=
∫ ∞
0
W (y − b)−W (y − x)
R(y)
dy,
where for the last equality, we apply Theorem 2.7 (ii) of Kuznetsov et al. [22] for an
expression of the potential measure. 
Proof of Theorem 1.1.
We have seen in Lemma 3.5 that supercritical processes (for which γ < 0) do not satisfy
(1.3). We treat now the case γ ≥ 0. From Lemma 3.2, ∞ is an entrance boundary
(namely, (1.3) holds) if and only if
lim
x→∞
Ex[Tb] =
∫ ∞
b
W (y − b)
R(y)
dy <∞
for some b ≥ 0. By Lemma 3.6, W (y−b)
W (y)
−→
y→∞
1. Therefore,
∫∞
b
W (y−b)
R(y)
dy < ∞ if and only
if
∫∞
b
W (y)
R(y)
dy <∞. Using the bounds (3.16), one sees that the last integral is finite if and
only if (2.5) holds: ∫ ∞
b
dx
xΨ(1/x)R(x)
<∞.
Notice that in the subcritical case, W is bounded and
∫∞
b
W (y)
R(y)
dy is finite as soon as∫∞
b
dy
R(y)
<∞. 
Theorem 3.3 ensures the existence of a process X starting from infinity, with the strong
Markov property and ca`dla`g paths. Recall from Lemma 3.13 that for any b ≥ 0,
E∞[Tb] = lim
x→∞
Ex[Tb].
Lemma 4.2. The function m : b 7→ E∞[Tb] is positive, continuous and strictly decreasing.
Proof. By the strong Markov property and the absence of negative jumps, for any b < a,
m(b)−m(a) = E∞[Tb − Ta] = Ea[Tb] > 0
and m is strictly decreasing. Let a > 0 such that x 7→ W (x)
R(x)
is integrable on (a,∞). For
any x > a, W (x−b)
R(x)
≤ W (x)
R(x)
. Since the map b 7→ W (x−b)
R(x)
is continuous, by continuity under
the integral sign, the map m is continuous on (a,∞). 
Example 4.3.
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1) If for any x ≥ 0, R(x) = xθ for some θ > 0, then a simple change of variable
ensures that ∞ is an entrance boundary if and only if∫
0
xθ−1
Ψ(x)
dx <∞.
This condition was established in Li [27, Theorem 1.11].
2) If for any x ≥ 0, Ψ(x) = c0xα for some c0 > 0 and α ∈ (1, 2], then∞ is an entrance
boundary if and only if ∫ ∞ xα−1
R(x)
dx <∞.
In this case, the process solution to (1.2) is also solution to the following stochastic
equation
dXt = R(Xt)
1
αdYt
where (Yt, t ≥ 0) is an α-stable spectrally positive Le´vy process. We recover the
integral test established in Do¨ring and Kyprianou [17, Theorem 2.2].
3) If for any x ≥ 0, R(x) = eθx for some θ > 0, then for any subcritical or critical
branching mechanism Ψ, by Lemma 3.6 we have
m(b) =
∫ ∞
0
W (y)
eθ(y+b)
dy = e−θb
1
Ψ(θ)
<∞.
In particular, ∞ is an entrance boundary.
We now study the Laplace transform of the first entrance time Tb.
Theorem 4.4. If there is b ≥ 0, such that m(b) < ∞, then for any x > b and 0 < λ <
1
m(b)
, we have
Ex
[
e−λTb
]
=
∑∞
n=0 λ
nWn(x)∑∞
n=0 λ
nWn(b)
, (4.19)
where (Wn, n ≥ 0) satisfies
W0(x) = 1, Wn+1(x) =
∫ ∞
x
W (z − x)
R(z)
Wn(z)dz, n ≥ 0. (4.20)
In addition,
E∞
[
e−λTb
]
=
1∑∞
n=0 λ
nWn(b)
.
Proof. Provided that
∑∞
n=0 λ
nWn(b) < ∞, by taking ω(x) = 1R(x) in Theorem 3.7 and
noticing that limx→∞Wn(x) = 0, n ≥ 1, we obtain the series representation (4.19). It
remains to show that
∑
n≥0 λ
nWn(b) < ∞ for 0 < λ < 1W1(b) . Notice that W ω,an (x) in
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Theorem 3.7 is decreasing in x and increasing in a. By induction we can show that for
any n, the function x ∈ [0,∞) 7→ Wn(x) is decreasing. Then
Wn+1(x) =
∫ ∞
x
W (z − x)
R(z)
Wn(z)dz ≤ Wn(x)W1(x)
so that Wn(x) ≤ W1(x)n for any x ≥ 0. Since W1(x) −→
x→∞
0, for any λ > 0, there exists
b > 0 such that λ < 1
W1(b)
. For any x ≥ b,∑
n≥0
λnWn(x) ≤
∑
n≥0
λnWn(b) ≤
∑
n≥0
(λW1(b))
n <∞.

The statement (4.19) holds true for any λ > 0 such that the series
∑
n≥1 λ
nWn(b)
converges. We see in the next proposition that in the subcritical case the series always
converges.
Proposition 4.5. Suppose that γ > 0. Then
∑∞
n=0 λ
nWn(b) <∞ for all λ > 0.
Proof. Recall ϕ, defined in (2.6), as ϕ(z) = 1
γ
∫∞
z
du
R(u)
. We show by induction and (4.20)
that for all n ≥ 1 and all large enough b
Wn(b) ≤ ϕ(b)
n
n!
.
Since for any x ≥ 0, W (x) ≤ W (∞) = 1
γ
, one clearly has
W1(b) =
∫ ∞
b
W (x− b)
R(x)
dx ≤ ϕ(b).
Assume that for any b > 0, Wn(b) ≤ ϕ(b)nn! . (4.20) entails
Wn+1(b) =
∫ ∞
b
W (z − b)
R(z)
Wn(z)dz ≤ 1
n!
∫ ∞
b
1
γR(z)
ϕ(z)ndz.
Since ϕ′(z) = − 1
γR(z)
, then ∫ ∞
b
ϕ(z)n
γR(z)
dz =
ϕ(b)n+1
n+ 1
and therefore,
Wn+1(b) ≤ ϕ(b)
n+1
(n+ 1)!
.
The desired result follows.

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Lemma 4.6. For any x > b > 0, the second moment of the hitting time is given by
Ex[T 2b ] = 2[W2(x)−W2(b) +W1(b)(W1(b)−W1(x))],
which can also be written as
Ex[T 2b ] = 2
∫ ∞
b
du
R(u)
∫ ∞
b
dz
R(z)
[W (z − b)−W (z − x)][W (u− b)−W (u− z)].
Proof. Recall that for any x, Wn(x) ≤ W1(x)n for all n ≥ 0. One can readily check
that
∑∞
n=2 n(n − 1)λn−2Wn(x) < ∞ when λ < 1m(b) . For any x and any λ, set fx(λ) :=∑∞
n=0 λ
nWn(x) and note that Ex[e−λTb ] = fx(λ)fb(λ) . The function fx is twice differentiable
and one has fx(0) = 1, f
′
x(0) = W1(x) and f
′′
x (0) = 2W2(x). Simple computations provide
d2
dλ2
Ex[e−λTb ] =(f ′′x (λ)fb(λ)− fx(λ)f ′′b (λ))fb(λ)−2
− 2(f ′x(λ)fb(λ)− fx(λ)f ′b(λ))fb(λ)−3f ′b(λ)
and we get with λ = 0,
Ex[T 2b ] = 2[W2(x)−W2(b) +W1(b)(W1(b)−W1(x))].
Let I1 := W2(x)−W2(b) and let I2 := W1(b)(W1(b)−W1(x)). By noticing the fact that
W (x) = 0 for x < 0, we see
I1 =
∫ ∞
b
W (z − x)
R(z)
∫ ∞
z
W (u− z)
R(u)
dudz −
∫ ∞
b
W (z − b)
R(z)
∫ ∞
z
W (u− z)
R(u)
dudz
=
∫ ∞
b
du
R(u)
∫ u
b
W (z − x)W (u− z)
R(z)
dz −
∫ ∞
b
du
R(u)
∫ u
b
W (z − b)W (u− z)
R(z)
dz
= −
∫ ∞
b
du
R(u)
∫ ∞
b
dz
R(z)
[W (z − b)−W (z − x)]W (u− z)
and
I2 =
∫ ∞
b
du
R(u)
W (u− b)
∫ ∞
b
dz
R(z)
[W (z − b)−W (z − x)].
Therefore,
Ex[T 2b ] = 2I1 + 2I2 = 2
∫ ∞
b
du
R(u)
∫ ∞
b
dz
R(z)
[W (z − b)−W (z − x)][W (u− b)−W (u− z)].

Corollary 4.7. Set Var∞(Tb) := E∞[T 2b ]− E∞[Tb]2. Then we have
Var∞(Tb) = W1(b)2 − 2W2(b) (4.21)
which can also be written as
Var∞(Tb) = 2
∫ ∞
b
1
R(x)
W (x− b)dx
∫ ∞
x
1
R(y)
[W (y − b)−W (y − x)]dy. (4.22)
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Proof. By Lemmas 4.1 and 4.6 ,
E∞[T 2b ]− (E∞Tb)2 =
∫ ∞
b
1
R(x)
dx
∫ ∞
b
1
R(y)
W (y − b)W (x− b)dy
−2
∫ ∞
b
1
R(x)
dx
∫ ∞
b
1
R(y)
W (y − b)W (x− y)dy
= 2
∫ ∞
b
1
R(x)
dx
∫ ∞
x
1
R(y)
W (y − b)W (x− b)dy
−2
∫ ∞
b
1
R(x)
dx
∫ x
b
1
R(y)
W (y − b)W (x− y)dy.
Changing the order of integrals we have
E∞[T 2b ]− (E∞Tb)2 = 2
∫ ∞
b
1
R(x)
dx
∫ ∞
x
1
R(y)
W (x− b)W (y − b)dy
−2
∫ ∞
b
1
R(x)
dx
∫ ∞
x
1
R(y)
W (x− b)W (y − x)dy
= 2
∫ ∞
b
1
R(x)
W (x− b)dx
∫ ∞
x
1
R(y)
[W (y − b)−W (y − x)]dy.

An application of Lemma 4.6 provides the moments of Tb in terms of the Laplace exponent
Ψ when the rate function R is a power function.
Proposition 4.8. Given R(x) = xθ for θ > 1, for any x > b > 0 we have
Ex[Tb] =
1
Γ(θ)
∫ ∞
0
(e−λb − e−λx)λθ−1
Ψ(λ)
dλ,
Ex[T 2b ] =
2
Γ(θ)2
∫
R2+
(e−(λ1+λ2)b − e−(λ1b+λ2x)
Ψ(λ1)Ψ(λ2)
− (e
−(λ1+λ2)b − e−(λ1+λ2)x)
Ψ(λ1)Ψ(λ1 + λ2)
)
λθ−11 λ
θ−1
2 dλ1dλ2
and
Var∞(Tb) =
1
Γ(θ)2
∫
R2+
e−(λ1+λ2)b
Ψ(λ1)
(
1
Ψ(λ2)
− 2
Ψ(λ1 + λ2)
)
λθ−11 λ
θ−1
2 dλ1dλ2.
When R(x) = eθx, we recover functions (Wn, n ≥ 1) known as Patie’s scale functions [32].
Proposition 4.9. Suppose that R(x) = eθx for a given θ > 0 and γ ≥ 0. Then for any
x > b ≥ 0 and λ ≥ 0, we have
Ex
[
e−λTb
]
=
∑∞
n=0 λ
nWn(x)∑∞
n=0 λ
nWn(b)
, (4.23)
where
W0(x) = 1, Wn(x) :=
e−nθx∏n
j=1 Ψ(jθ)
for n ≥ 1. (4.24)
Further,
E∞
[
e−λTb
]
=
1∑∞
n=0 λ
nWn(b)
.
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Proof. We are going to prove it by induction. We have already seen in Example 4.3, that
W1(x) =
e−θx
Ψ(θ)
. Suppose that (4.23) holds for n = m. Then for n = m+ 1 we have
Wm+1(x) =
∫ ∞
x
W (z − x)
eθz
Wm(z)dz
=
∫ ∞
0
W (z)
eθ(z+x)
Wm(z + x)dz
=
1∏m
j=1 Ψ(jθ)
∫ ∞
0
W (z)e−(m+1)θ(z+x)dz
=
e−(m+1)θx∏m+1
j=1 Ψ(jθ)
.
Then we can finish the proof by induction. One can readily check that for any x ≥ 0,
Wn+1(x)
Wn(x)
−→
n→∞
0. This ensures that the entire series with coefficients (4.24) has an infinite
radius of convergence. 
Remark 4.10. Patie’s scale functions arise in the study of the first passage times of positive
self-similar Markov processes (pSSMP for short). We refer for instance to Chapter 13 in
Kyprianou’s book [5] for an introduction to these processes. In the specific case of the
function R(x) = eθx, with θ > 0, the second Lamperti’s transformation, see e.g. Theorem
13.1 in [5], entails that the process (Yt, t ≥ 0) defined by Yt := e−Xt for any t, is a pSSMP
with index θ. Coming down from infinity for the process (Xt, t ≥ 0) is therefore related to
the possibility for some pSSMP to be started at 0. We refer for this topic to Caballero and
Chaumont [11] and the references therein. See also Barczy and Do¨ring [16] for an SDE
approach of positive self-similar Markov processes. Note that the pSSMPs corresponding
to the nonlinear CSBPs in case (3) of Example 4.3 were known to have 0 as an entrance
boundary.
5 Asymptotic behaviors of hitting times
In this section, we study the convergence of the sequence (Tb/E∞[Tb], b ≥ 0) as b goes to
∞. By applying Theorem 4.4, we first find conditions on R for a convergence in law to
hold.
5.1 Convergence in law
Corollary 5.1. Suppose that R(x) = eθ2xg(x) for some constant θ2 > 0 and function g
regularly varying at ∞. Then m(b) ∼ 1
Ψ(θ2)R(b)
as b goes to infinity and for any λ ≥ 0,
lim
b→∞
E∞
[
e−λ
Tb
m(b)
]
=
1
1 +
∑∞
n=1
Ψ(θ2)nλn∏n
j=1 Ψ(jθ2)
.
Proof. Assume that g is regularly varying with index θ1 ∈ R. Set `(x) := x−θ1g(x) for
any x. The function ` is slowly varying at ∞. Recall (4.20) and W1(x) = m(x). For any
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x > 0
W1(x) =
∫ ∞
0
W (z)
`(x+ z)(x+ z)θ1eθ2(x+z)
dz ≤ e
−θ2x
`(x)xθ1
∫ ∞
0
W (z)
eθ2z
`(x)
`(x+ z)
dz. (5.25)
The uniform convergence theorem for slowly varying function (Theorem 1.2.1 in [8]) entails
that for any fixed z, `(x)
`(x+z)
−→
x→∞
1. Moreover, by Potter’s theorem (Theorem 1.5.6 in [8]),
for some constant C > 1, and large enough x,
`(x)
`(x+ z)
≤ C
(
1 +
z
x
)
≤ C(1 + z). (5.26)
Fix  > 0. Since
∫∞
0
(1 + z)W (z)e−θ2zdz <∞, by Lebesgue’s theorem, for x large enough∫ ∞
0
W (z)
eθ2z
`(x)
`(x+ z)
dz ≤ 1 + 
Ψ(θ2)
(5.27)
and (5.25) entails W1(x) ≤ 1+R(x)Ψ(θ2) .
In order to find a lower bound, first note that for 0 < β < 1
W1(x) ≥
∫ xβ
0
W (z)
`(x+ z)(x+ z)θ1eθ2(x+z)
dz. (5.28)
Recalling
∫∞
0
W (z)
eθ2z
dz = 1
Ψ(θ2)
, for large enough x, we have
∫ xβ
0
W (z)
eθ2z
dz ≥ 1− 
Ψ(θ2)
. (5.29)
Thus,∫ xβ
0
W (z)
`(x+ z)(x+ z)θ1eθ2(x+z)
dz ≥ e
−θ2x
supy∈[x,x+xβ ] `(y)(x+ xβ)θ1
∫ xβ
0
W (z)
eθ2z
dz
≥ 1
R(x)
`(x)
supy∈[x,x+xβ ] `(y)
(
x
x+ xβ
)θ1 1− 
Ψ(θ2)
.
(5.30)
On the one hand, since β < 1, then
(
x
x+xβ
)θ1 −→
x→∞
1. Moreover, by the uniform
convergence theorem for slowly varying function,
`(x)
supy∈[x,x+xβ ] `(y)
−→
x→∞
1.
Therefore, for large enough x,
`(x)
supy∈[x,x+xβ ] `(y)
(
x
x+ xβ
)θ1
≥ 1−  (5.31)
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and thus,
(1− )2
R(x)Ψ(θ2)
≤ W1(x) ≤ 1 + 
R(x)Ψ(θ2)
. (5.32)
Recall that W1(x) = m(x). The inequalities above yield that m(x) ∼ 1Ψ(θ2)R(x) as x
goes to infinity.
We proceed to show by induction that for any n ≥ 1, there is mn ∈ N such that for
all large enough x,
(1− )mn
R(x)n
∏n
j=1 Ψ(jθ2)
≤ Wn(x) ≤ (1 + )
n
R(x)n
∏n
j=1 Ψ(jθ2)
. (5.33)
Assume that (5.33) holds for some n ≥ 1 and mn ≥ 1. To show (5.33) for n+ 1 we start
with the lower bound.
Wn+1(x) =
∫ ∞
0
W (z)Wn(x+ z)
R(x+ z)
dz
≥ (1− )
mn∏n
j=1 Ψ(jθ2)
∫ ∞
0
W (z)
R(x+ z)n+1
dz
≥ (1− )
mn∏n
j=1 Ψ(jθ2)
∫ xβ
0
W (z)
R(x+ z)n+1
dz
=
(1− )mn
R(x)n+1
∏n
j=1 Ψ(jθ2)
∫ xβ
0
W (z)
e(n+1)θ2z
(
x
x+ z
)(n+1)θ1 ( `(x)
`(x+ z)
)n+1
dx.
Applying (5.29) for (n+ 1)θ2 and (5.31), we obtain that
Wn+1(x) ≥ (1− )
mn
R(x)n+1
∏n
j=1 Ψ(jθ2)
1− 
Ψ((n+ 1)θ2)
(1− )n+1
=
(1− )mn+1
R(x)n+1
∏n+1
j=1 Ψ(jθ2)
with mn+1 := mn + n+ 2. We now look for the upper bound. One has
Wn+1(x) ≤ (1 + )
n∏n
j=1 Ψ(jθ2)
∫ ∞
0
W (z)
R(x+ z)n+1
dz
≤ (1 + )
n
R(x)n+1
∏n
j=1 Ψ(jθ2)
∫ ∞
0
W (z)
e(n+1)θ2z
(
`(x)
`(x+ z)
)n+1
dz.
By (5.26),
(
`(x)
`(x+z)
)n+1
≤ Cn+1(1+z)n+1 and since ∫∞
0
(1+z)n+1 W (z)
e(n+1)θ2z
dz <∞, Lebesgue’s
theorem entails ∫ ∞
0
W (z)
e(n+1)θ2z
(
`(x)
`(x+ z)
)n+1
dz −→
x→∞
1
Ψ((n+ 1)θ2)
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which allows us to conclude. Since the series in (4.23) converges for all λ ≥ 0, we deduce
from (5.33) that for large enough x, the series
∑
n≥1 λ
nWn(x) is convergent for any λ ≥ 0.
Moreover, for any fixed n,
lim
x→∞
Wn(x)
(E∞(Tx))n
=
n∏
j=1
Ψ(θ2)
Ψ(jθ2)
.
By Theorem 4.4, we get for all λ > 0
lim
b→∞
E∞[e−λ
Tb
m(b) ] =
1
1 +
∑∞
n=1
Ψ(θ2)nλn∏n
j=1 Ψ(jθ2)
.

Remark 5.2. Similar to the proof of Corollary 5.1, we can show by induction that for
R(x) = xθ1eθ2x with θ1, θ2 > 0, the sequence (Wn(x), n ≥ 1), x ≥ b defined in (4.20) can
be expressed as W0(x) = 1 and for n ≥ 1,
Wn(x) =
1
Γ(θ1)n
∫
(0,∞)n
exp(−∑ni=1(λi + θ2)x)(λ1 . . . λn)θ1−1
Ψ(λ1 + θ2) . . .Ψ(
∑n
i=1(λi + θ2))
dλ1 . . . dλn.
In particular, for any x ≥ 0,
m(x) =
e−θ2x
Γ(θ1)
∫ ∞
0
e−λx
Ψ(λ+ θ2)
dλ.
Corollary 5.3. Suppose that there exists 1 < α ≤ 2 such that for c0 > 0, Ψ(λ) ∼ c0λα
as λ → 0+. If R(x) = xθ`(x) for θ > α and ` is a slowly varying function at ∞, then
m(b) <∞ for large enough b and
lim
b→∞
E∞
[
e−λ
Tb
m(b)
]
= E[e−λSα,θ ] (5.34)
where
E[e−λSα,θ ] =
[ ∞∑
n=0
(
λΓ(θ)
Γ(θ − α)
)n n∏
i=1
Γ(iθ − iα)
Γ(iθ − (i− 1)α)
]−1
for any λ ≥ 0.
Proof. We first establish that the series
∑
n≥1 anλ
n with an :=
∏n
i=1
Γ(iθ−iα)
Γ(iθ−(i−1)α) converges
for all λ ≥ 0. Since α > 1, then
Γ(iθ − (i− 1)α) ≥ Γ(iθ − iα)(iθ − iα)
and plainly an ≤ 1(θ−α)nn! which ensures the convergence of the series for any λ.
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Notice that
W1(x) =
∫ ∞
x
W (z − x)
R(z)
dz
=
∫ ∞
0
W (z)
(x+ z)θ`(z + x)
dz
=
1
Γ(θ)
∫ ∞
0
W (z)
`(z + x)
dz
∫ ∞
0
λθ−1e−λ(z+x)dλ
=
1
Γ(θ)
∫ ∞
0
dλe−λxλθ−1
1
`(x)
∫ ∞
0
W (z)e−λz
`(x)
`(x+ z)
dz.
(5.35)
For any fixed z, `(x)
`(x+z)
−→
x→∞
1. By Potter’s theorem, for any C > 1 and x large enough,
`(x)
`(x+ z)
≤ C(1 + z/x) ≤ C(1 + z).
Since ∫ ∞
0
W (z)e−λz(1 + z)dz <∞,
by Lebesgue’s theorem we have∫ ∞
0
W (z)e−λz
`(x)
`(x+ z)
dz −→
x→∞
1
Ψ(λ)
. (5.36)
One thus concludes that
W1(x) ∼
x→∞
1
Γ(θ)`(x)
∫ ∞
0
dλe−λz
λθ−1
Ψ(λ)
∼
x→∞
Γ(θ − α)
Γ(θ)
1
xθ−α`(x)
. (5.37)
We are going to prove by induction that for any n ≥ 1
Wn(x) ∼ x
nα−nθ
`(x)n
n∏
i=1
Γ(iθ − iα)
Γ(iθ − (i− 1)α) as x→∞. (5.38)
If it holds for n = m, then
Wm+1(x) =
∫ ∞
x
W (z − x)
zθ`(z)
Wm(z)dz
∼ 1
`(x)m
m∏
i=1
Γ(iθ − iα)
Γ(iθ − (i− 1)α)
∫ ∞
x
W (z − x)
zθ`(z)
zmα−mθdz.
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Focussing on the integral term above, one has∫ ∞
x
W (z − x)
zθ`(z)
zmα−mθdz
=
1
`(x)
∫ ∞
0
`(x)
`(z + x)
W (z)
(z + x)(m+1)θ−mα
dz
=
1
`(x)
1
Γ((m+ 1)θ −mα)
∫ ∞
0
dλe−λxλ(m+1)θ−mα−1
∫ ∞
0
W (z)e−λz
`(x)
`(x+ z)
dz
∼ 1
`(x)
1
Γ((m+ 1)θ −mα)x
(m+1)(θ−α)
∫ ∞
0
e−λλ(m+1)(θ−α)−1dλ
=
1
`(x)
Γ((m+ 1)θ − (m+ 1)α)
Γ((m+ 1)θ −mα) x
(m+1)(θ−α),
where the equivalence above follows from (5.36). We then conclude that
Wm+1(x) ∼ x
(m+1)α−(m+1)θ
`(x)m+1
m+1∏
i=1
Γ(iθ − iα)
Γ(iθ − (i− 1)α) as x→∞
and (5.38) is true for any n ≥ 1. The equivalence (5.38) and the convergence of the series∑
n≥1 anλ
n for any λ ≥ 0 entail that for large enough x, ∑n≥1 λnWn(x) < ∞ for any
λ ≥ 0. Finally, we observe that
lim
x→∞
Wn(x)
(E∞(Tx))n
=
(
Γ(θ)
Γ(θ − α)
)n n∏
i=1
Γ(iθ − iα)
Γ(iθ − (i− 1)α) .
Applying Theorem 4.4 and letting x→∞ give the desired result. 
Remark 5.4. Similar calculations as in the proof of Corollary 5.3 yield that if Ψ(λ) = λα
and R(x) = xθ for 1 < α ≤ 2 and θ > α, then for all x > 0
W0(x) = 1 and Wn(x) = x
nα−nθ
n∏
i=1
Γ(iθ − iα)
Γ(iθ − (i− 1)α) for n ≥ 1.
It follows that for any x > b ≥ 0 and s > 0,
Ex
[
e−s
Tb
m(b)
]
=
∑∞
n=0
(
bθ−αΓ(θ)s
xθ−αΓ(θ−α)
)n∏n
i=1
Γ(iθ−iα)
Γ(iθ−(i−1)α)∑∞
n=0
(
Γ(θ)s
Γ(θ−α)
)n∏n
i=1
Γ(iθ−iα)
Γ(iθ−(i−1)α)
.
In particular, TbE∞Tb
L
= Sα,θ for all b > 0 under P∞.
Finding a more general condition over Ψ and R for
(
Tb
E∞[Tb]
, b ≥ 0
)
to converge in law
does not seem to follow directly from our approach. We now look for conditions entailing
convergence in probability.
22
5.2 Convergence in probability
According to Corollary 4.7, for any b > 0
Var∞(Tb)
E∞(Tb)2
= 1− 2W2(b)
W1(b)2
.
Recalling E∞(Tb) = m(b) = W1(b), we see that Tbm(b) converges towards 1 in L
2 as soon as
W1(b)
2 ∼
b→∞
2W2(b). We provide now more tractable conditions on the rate function R.
For the next two results we assume that γ > 0. Recall ϕ(b) :=
∫∞
b
dx
γR(x)
<∞ for all b
large enough.
Lemma 5.5. Assume H1, then E∞[Tb] ∼
b→∞
ϕ(b).
Proof. Recall H1
lim inf
h→1+
lim sup
x→∞
ϕ(x)
ϕ(hx)
= 1.
By Lemma 4.1,
E∞[Tb]
ϕ(b)
=
∫∞
b
W (x−b)
R(x)
dx∫∞
b
1
γ
dx
R(x)
= 1−
∫∞
b
W (∞)−W (x−b)
R(x)
dx∫∞
b
1
γ
dx
R(x)
and
0 ≤
∫∞
b
W (∞)−W (x−b)
R(x)
dx∫∞
b
1
γ
dx
R(x)
=
∫∞
bh
W (∞)−W (x−b)
R(x)
dx+
∫ bh
b
W (∞)−W (x−b)
R(x)
dx∫∞
b
1
γ
dx
R(x)
≤ γ(W (∞)−W ((h− 1)b))+ ϕ(b)− ϕ(bh)
ϕ(b)
.
Therefore,
lim sup
b→∞
∫∞
b
W (∞)−W (x−b)
R(x)
dx∫∞
b
1
γ
dx
R(x)
≤ 1− lim inf
b→∞
ϕ(bh)
ϕ(b)
.
By H1, we have lim sup
h→1+
lim inf
b→∞
ϕ(bh)
ϕ(b)
= 1, and we get
lim sup
b→∞
∫∞
b
W (∞)−W (x−b)
R(x)
dx∫∞
b
1
γ
dx
R(x)
= 0.

Proposition 5.6. Assume H1 and H3, we have
Tb
E∞[Tb]
−→ 1
b→∞
in P∞-probability.
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Proof. By Corollary 4.7, for any b large enough and h > 1
Var∞(Tb) = 2
∫ ∞
b
W (x− b)
R(x)
dx
∫ ∞
x
W (y − b)−W (y − x)
R(y)
dy
≤ 2
∫ ∞
b
dx
γR(x)
∫ ∞
x+(h−1)b
W (y − b)−W (y − x)
R(y)
dy
+ 2
∫ ∞
b
dx
γR(x)
∫ x+(h−1)b
x
W (y − b)−W (y − x)
R(y)
dy
=: I1 + I2,
where
I1 ≤ 2γ
∫ ∞
b
dx
γR(x)
∫ ∞
x+(h−1)b
dy
γR(y)
(W (∞)−W ((h− 1)b))
≤ 2γ(W (∞)−W ((h− 1)b))ϕ(b)ϕ(bh)
≤ 2γ(W (∞)−W ((h− 1)b))ϕ(b)2
and, since W (y − b)−W (y − x) ≤ W (∞) ≤ 1
γ
, then
I2 ≤2
∫ ∞
b
ϕ(x)− ϕ(x+ (h− 1)b)
γR(x)
dx
=2
[
− ϕ(x)(ϕ(x)− ϕ(x+ (h− 1)b))]x=∞
x=b
+2
∫ ∞
b
ϕ(x)
(
1
R(x+ (h− 1)b) −
1
R(x)
)
dx (5.39)
≤2ϕ(b)[ϕ(b)− ϕ(bh)] + γϕ(b)2V (b, h− 1),
where the last inequality holds since the integral (5.39) is bounded above by
2V (b, h− 1)
∫ ∞
b
ϕ(x)
R(x)
dx.
For all b > 0 and h > 1
E∞[T 2b ]− E∞[Tb]2
ϕ(b)2
≤ 2γ(W (∞)−W ((h−1)b))+2ϕ(b)[ϕ(b)− ϕ(bh)]
ϕ(b)2
+γV (b, h−1) (5.40)
and H3 entails
lim sup
b→∞
E∞[T 2b ]− E∞[Tb]2
ϕ(b)2
≤ 2
(
1− lim inf
b→∞
ϕ(bh)
ϕ(b)
)
.
By H1, letting h to 1, one has
lim sup
b→∞
E∞[T 2b ]− E∞[Tb]2
ϕ(b)2
= 0.

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5.3 Almost-sure convergence
We now look for conditions for (Tb/E∞[Tb], b ≥ 0) to converge almost-surely towards 1.
The method is based on a strong law of large numbers for tail series. Let (zn)n≥1 be a
positive non-decreasing sequence going to ∞. Denote by T (x)z the first hitting time of z
under Px for any x ∈ (0,∞]. Since the process has no negative jumps, for any n ≥ 1
T
(∞)
zn =
∑
k≥n τk with τk := T
(∞)
zk −T (∞)zk+1 and by the strong Markov property of the process
(Xt, t ≥ 0), the random variables (τk, k ≥ 1) are independent with the same distribution
as T
(zk)
zk+1 . Set
ζn := T
(∞)
zn −m(zn) =
∑
k≥n
(τk − E∞[τk]).
According to Proposition 1 of Klesov [21] (see also Proposition 6, Chapter 3 in Nam [31]),
if
∑∞
k=1
Var∞(τk)
m(zk)2
<∞ then
ζn
m(zn)
−→
n→∞
0 P∞ − a.s. (5.41)
Since T
(∞)
zk+1 + τk = T
(∞)
zk and τk is independent of T
(∞)
zk+1 ,
Var∞(τk) = Var∞(T (∞)zk )− Var∞(T (∞)zk+1) ≤ Var∞(T (∞)zk ),
and Var∞(τk)
m(zk)2
≤ Var∞(Tzk )
m(zk)2
. Combining this with (5.41), the series convergence
∑
k≥1
Var∞(Tzk)
m(zk)2
<∞ (5.42)
is a sufficient condition for the following almost-sure convergence along the subsequence
(zn, n ≥ 1)
T
(∞)
zn
m(zn)
−→
n→∞
1 P∞-a.s. (5.43)
Applying Corollary 4.7, we see that if
∑
k≥1
(
1− 2W2(zk)
W1(zk)2
)
< ∞, then (5.42) is satisfied
and (5.43) hold true.
The following technical proposition provides conditions under which the almost-sure
convergence (5.43) holds generally and not only along a subsequence. Recall W the scale
function and for any z > 0, set ∆(z) := W (∞)−W (z).
Proposition 5.7. Assume γ > 0. If R satisfies H1 and the following condition
H4: There exists a map p such that z 7→ zp(z) is non-decreasing, p(z) −→
z→∞
0 and
(i) as z goes to ∞, ϕ(z)− ϕ(z + zp(z)) = O (ϕ(z)∆(zp(z))) ,
(ii) there exists c > 1 such that ∫ ∞ ∆(zp(z))
ϕ(cz)R(cz)
dz <∞,
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(iii) as z goes to ∞, V (z, p(z)) = O (∆(zp(z))),
then
Tb
E∞[Tb]
−→
b→∞
1 P∞-a.s.
Proof. Recall that under H1, m(z) ∼ ϕ(z) as z goes to ∞. Condition H4 enables us to
control precisely the variance of Tz under P∞ for large z. Recall the bound (5.40). For
all b > 0 and h > 1,
Var∞(Tb)
ϕ(b)2
≤ 2γ(W (∞)−W ((h− 1)b)) + 2ϕ(b)− ϕ(bh)
ϕ(b)
+ γV (b, h− 1).
Let (zn, n ≥ 0) be a sequence such that zn → ∞ as n goes to ∞. Choose h = 1 + p(zn)
so that (h− 1)zn = znp(zn). Plugging this into (5.40) provides
Var∞(Tzn)
2ϕ(zn)2
≤ γ∆(znp(zn)) + ϕ(zn)− ϕ(zn(1 + p(zn)))
ϕ(zn)
+ γV (zn, p(zn)). (5.44)
By the condition H4,
Var∞(Tzn)
2ϕ(zn)2
≤ ∆(znp(zn))
(
γ + dp(zn) + vp(zn)
) ≤ C∆(znp(zn))
for some constant C > 0. Let us first assume that
∑∞
n=1 ∆(znp(zn)) < ∞. Since
m(zn) ∼
n→∞
ϕ(zn), then
∞∑
n=1
Var∞(Tzn)
m(zn)2
<∞.
Then, (5.42) and the convergence (5.43) hold:
T
(∞)
zn
m(zn)
−→
n→∞
1 P∞-a.s.
We now identify a sequence (zn, n ≥ 1) such that
∑∞
n=1 ∆(znp(zn)) < ∞ under the
assumption (ii). For any fixed constant c > 1, and any c1 <
1
γ
, for z large enough
m(z) =
∫ ∞
z
W (x− z)
R(x)
dx ≥ W ((c− 1)z)
∫ ∞
cz
dx
R(x)
≥ c1ϕ(cz).
Note that m(z) is continuous and strictly decreasing in z, and m(z) → 0+ as z → ∞.
Given 0 < ρ < 1 and z0 large enough, for n ≥ 1 recursively define
zn := inf{z > zn−1 : m(z) = (1− ρ)m(zn−1)}.
Then by the continuity m(zn) = (1−ρ)nm(z0). Note that m(zn) ≥ c1ϕ(czn) for all n ≥ 0.
Then
zn ≥ yn := 1
c
ϕ−1 (c2(1− ρ)n) , n = 1, 2, . . . (5.45)
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with c2 =
m(z0)
c1
. Since z 7→ zp(z) is non-decreasing and z 7→ ∆(z) is non-increasing, for
any n we have
∆(znp(zn)) ≤ ∆(ynp(yn)).
The convergence of
∑∞
n=1 ∆(ynp(yn)) follows by comparison with an integral. Set β :=
− log(1− ρ). For any z ∈]n, n+ 1[, we have yn+1 ≥ 1cϕ−1(c2e−βz) =: u(z). Therefore, if∫ ∞
∆(u(z)p(u(z)))dz <∞, (5.46)
then
∑∞
n=1 ∆(ynp(yn)) <∞. By changing of variable and setting v := u(z), one can check
that dz = c
β
dv
ϕ(cv)R(cv)
and (5.46) holds if and only if∫ ∞ ∆(vp(v))
ϕ(cv)R(cv)
dv <∞
which is (ii).
To conclude, we now show that (5.43) entails the almost-sure convergence along any
sequence. For any z > z0 such that z ∈ [zn−1, zn[ we have
T
(∞)
zn−1
m(zn−1)
≥ T
(∞)
z
m(zn−1)
≥ (1− ρ)T
(∞)
z
m(z)
≥ (1− ρ) T
(∞)
zn
m(zn−1)
= (1− ρ)2 T
(∞)
zn
m(zn)
.
Therefore,
1− ρ ≤ lim inf
z→∞
T
(∞)
z
m(z)
≤ lim sup
z→∞
T
(∞)
z
m(z)
≤ 1
1− ρ
and since ρ can be arbitrarily close to 0, the almost-sure convergence towards 1 is estab-
lished.

Remark 5.8. Condition H4 is difficult to verify in general. A simple application of the
mean value theorem provides the following useful bound for condition H4-(i) :
dp(z) ≤ zp(z)
∆(zp(z))ϕ(z)
sup
u∈]z,z(1+p(z))[
1
R(u)
. (5.47)
Moreover, if we assume further that z 7→ V (z, p(z)) is decreasing then, we see from (5.44),
that H4-(iii) can be replaced by the condition∫ ∞ V (v, p(v))
ϕ(cv)R(cv)
dv <∞.
The next lemma simplifies further H4-(i) and H4-(ii) in the case of a regularly varying
function R.
Lemma 5.9. Assume R regularly varying with index θ > 1. If there exists a map p such
that z 7→ zp(z) is non-decreasing, p(z) −→
z→∞
0, p(z)
∆(zp(z))
is bounded for large enough z and∫∞ ∆(zp(z))
z
dz <∞, then H4-(i) and H4-(ii) hold true.
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Proof. By (5.47), one has
dp(z) ≤ zp(z)
∆(zp(z))
1
ϕ(z)
sup
u∈]z,z(1+p(z))[
1
uθ`(u)
≤ zp(z)
∆(zp(z))
1
ϕ(z)R(z)
sup
u∈]z,z(1+p(z))[
`(z)
`(u)
.
By the uniform convergence theorem for slowly varying function (Theorem 1.2.1 in [8]),
supu∈]z,z(1+p(z))[
`(z)
`(u)
−→
z→∞
1. Moreover, ϕ(z)R(z) ∼
z→∞
(θ − 1)z. Therefore, the map dp is
bounded as soon as z 7→ p(z)
∆(zp(z))
is bounded. The condition ii) is readily equivalent to∫∞ ∆(zp(z))
z
dz <∞. 
We now apply Lemma 5.9 to different branching mechanisms (those in the setting of
Theorem 2.4).
Corollary 5.10. Assume γ > 0 and R regularly varying at ∞ with index θ > 1. Set the
conditions
(a) Ψ(λ)− γλ ∼ c0λ1+δ as λ→ 0+ for some δ ∈ (0, 1), c0 > 0 and
V (z,
1√
z
) := sup
u≥z
(
R(u)
R(u+
√
z)
− 1
)
+
= O(z−δ/2) (5.48)
(b) lim
λ→∞
|Ψ(λ)|
λ
<∞, there exists ν ∈ (0,∞) such that Ψ(−ν) = 0 and
V (z,
2 ln ln z
νz
) := sup
u≥z
(
R(u)
R(u+ 2
ν
ln ln(z))
− 1
)
+
= O(ln(z)−2). (5.49)
If either condition (a) or condition (b) is satisfied, then P∞-almost-surely,
Tb
E∞[Tb]
−→
b→∞
1.
Proof. We verify the conditions of Lemma 5.9.
Assume first that condition (a) holds. Notice that∫ ∞
0
(W (∞)−W (x))e−λxdx = W (∞)
λ
− 1
Ψ(λ)
∼ (λ/W (∞) + c0λ
1+δ)W (∞)− λ
λ(λ/W (∞) + c0λ1+δ)
∼ W (∞)2c0λδ−1 as λ→ 0.
By the Tauberian theorem, we have
∆(x) = W (∞)−W (x) ∼ c1x−δ as x→∞ (5.50)
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with c1 =
c0W (∞)2
Γ(2−δ) . By (5.50), ∆(zp(z)) ∼z→∞ c1(zp(z))
−δ, then
p(z)
∆(zp(z))
∼
z→∞
1
c1
zδ/2p(z)1+δ/2.
Choose p(z) = 1√
z
. Then z 7→ zp(z) is non-decreasing, and p(z)
∆(zp(z))
∼
z→∞
1
c1
zδ/2−1/2 which
is bounded. Since
∫∞ dz
zδ/2+1
<∞, ∫∞ ∆(zp(z))
z
dz <∞ and we conclude by Lemma 5.9 that
H4-(i) and H4-(ii) hold true. Condition (5.48) corresponds to H4-(iii) for p(z) = z−1/2.
Since R is regularly varying with index θ > 1, one can readily check that ϕ satisfies H1.
Proposition 5.7 thus applies.
Assume now that condition (b) holds. Recall from Lemma 3.2 that for any x ≥ 0,
P0(τ+x <∞) = Px(τˆ−0 <∞) =
W (∞)−W (x)
W (∞) .
By condition (ii) and since γ > 0, then by Crame´r’s theorem (see e.g. Theorem 7.6 in
[23]) we have
lim
x→∞
eνxP0(τ+x <∞) =
Ψ′(0+)
Ψ′(−ν) =: cν ∈ [0,∞)
with cν = 0 if Ψ
′(−ν) = ∞. By assumption lim
λ→∞
|Ψ(λ)|
λ
< ∞, which is equivalent to∫
0
upi(du) < ∞, it is easy to check that this condition entails Ψ′(−ν) < ∞. Therefore,
cν > 0 and
W (∞)−W (x) ∼ cνe−νx
as x goes to∞. Choose p(z) = 2 ln ln z
νz
. Then z 7→ zp(z) is non-decreasing, p(z) −→
z→∞
0 and
∆(zp(z)) ∼ cν
ln(z)2
. Thus,
p(z)
∆(zp(z))
=
2
νcν
ln ln z
z
ln(z)2,
which is clearly bounded. Note that
∫∞ dz
z ln(z)2
<∞. Then∫ ∞ ∆(zp(z))
z
dz <∞,
which allows us to apply Lemma 5.9. Condition (5.49) corresponds to H4-(iii) with
p(z) = 2 ln ln z
νz
and Proposition 5.7 applies. 
Corollary 5.11. If γ > 0, Ψ(λ) = γλ + 1
2
λ2, and R is non-decreasing regularly varying
with index θ > 1, then P∞-a.s.
Tb
E∞[Tb]
−→
b→∞
1.
Proof. For any z, W (z) = 1
γ
(1− e−2γz) and then ∆(zp(z)) = 1
γ
e−2γzp(z). Let p(z) = ln ln z
γz
.
Then z 7→ zp(z) is non-decreasing, p(z) −→
z→∞
0 and ∆(zp(z)) = 1
γ
e−2 ln(ln(z)) = 1
γ ln(z)2
.
Thus,
p(z)
∆(zp(z))
= p(z)e2γzp(z) =
ln ln z
γz
ln(z)2,
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which is clearly bounded. Note that∫ ∞ ∆(zp(z))
z
dz =
∫ ∞ dz
γcz ln(z)2
<∞,
which allows us to apply Lemma 5.9 and Proposition 5.7. 
6 Speeds of coming down from infinity
In this final section, we show how to invert the results obtained on (Tb, b ≥ 0) in the
previous section to study the speed of coming down from infinity. We prove Theorem 2.3,
Theorem 2.4 and Proposition 2.7. Recall the first exit times τ+(b) and τ−(b) for the Le´vy
process Z. In this section write T+b = T
+(b) and T−b = T
−(b) for the first exit times for
X from above and from below, respectively. Note that T−b = Tb.
6.1 Running infimum at small times
Recall that m is positive continuous and strictly decreasing. Write m−1 for its inverse
function and note that E∞(Tm−1(t)) = t and m−1(t)→∞ as t→ 0+. Let
X t := inf
0≤s≤t
Xs, t ≥ 0
be the running minimum process for X.
Under P∞, the asymptotic behavior of Tx for large x is associated to the small time
asymptotic behavior for X t.
Lemma 6.1. Suppose that the process X comes down from infinity and
T−x /m(x)→ 1 (6.51)
in probability as x→∞ under P∞, and for any h > 1
lim inf
x→∞
m(x)
m(hx)
= ch > 1.
Then under P∞ we have
X t
m−1(t)
→ 1 in probability as t→ 0 + . (6.52)
Proof. For h > 1, ε, δ > 0 and t > 0 small enough,
P∞
(
T−hm−1(t) ≤ t
)
= P∞
(
T−hm−1(t) ≤ E∞T−m−1(t)
)
= P∞
(
T−hm−1(t)
E∞[T−hm−1(t)]
≤
E∞[T−m−1(t)]
E∞[T−hm−1(t)]
)
≥ P∞
(
T−hm−1(t)
E∞[T−hm−1(t)]
≤ ch − ε
)
.
(6.53)
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Similarly,
P∞
(
T−m−1(t)/h ≥ t
)
= P∞
(
T−m−1(t)/h
E∞[T−m−1(t)/h]
≥
E∞[T−m−1(t)]
E∞[T−m−1(t)/h]
)
≥ P∞
(
T−m−1(t)/h
E∞[T−m−1(t)/h]
≥ 1
ch
+ ε
)
.
(6.54)
Then for
ch − ε > 1,
1
ch
+ ε < 1
and for all t small enough, by (6.51) we have
P∞(T−hm−1(t) ≤ t, T−m−1(t)/h ≥ t) ≥ 1− ε.
Observe that XT−b
= b and X t decreases in t. Then
P∞(X t ∈ [m−1(t)/h,m−1(t)h]) ≥ P∞(t ∈ [T−m−1(t)h, T−m−1(t)/h]) ≥ 1− ε.
Since ε is arbitrary,
lim
t→0+
P∞(X t ∈ [m−1(t)/h,m−1(t)h]) = 1.
Limit (6.52) then follows by letting h→ 1+.

Lemma 6.2. Suppose that the process X comes down from infinity and T−x /m(x) con-
verges in distribution under P∞ and for any h > 1,
lim inf
x→∞
m(x)
m(hx)
=∞. (6.55)
Then under P∞
X t
m−1(t)
→ 1 in probability as t→ 0 + . (6.56)
Proof. Given M > 1, h > 1, ε > 0, by (6.55) for all t > 0 small enough, we have
P∞(T−hm−1(t) ≤ t) = P∞
(
T−hm−1(t)
E∞[T−hm−1(t)]
≤
E∞[T−m−1(t)]
E∞[T−hm−1(t)]
)
≥ P∞
(
T−hm−1(t)
E∞[T−hm−1(t)]
≤M
)
.
(6.57)
Similarly, for all t > 0 small enough,
P∞(T−m−1(t)/h ≥ t) = P∞
(
T−m−1(t)/h
E∞[T−m−1(t)/h]
≥
E∞[T−m−1(t)]
E∞[T−m−1(t)/h]
)
≥ P∞
(
T−m−1(t)/h
E∞[T−m−1(t)/h]
≥ 1
M
)
.
(6.58)
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Then for M large enough,
P∞(T−hm−1(t) ≤ t, T−m−1(t)/h ≥ t) ≥ 1− ε,
for all t small enough. The convergence of (6.56) follows from arguments similar to Lemma
6.1.

We now identify conditions under which limt→0+X t/Xt = 1 P∞-a.s., i.e. for t close
to 0, the sample path of Xt is “almost” a decreasing function with relatively small upward
fluctuations. Under the condition of Lemmas 6.1 or 6.2, we further have under P∞
Xt
m−1(t)
→ 1 in probability as t→ 0 + .
Proposition 6.3. Suppose that γ > 0. Then P∞-a.s.,
lim
t→0+
X t
Xt
= 1. (6.59)
Proof. Since the process X comes down from infinity, there exists b > 0 such that
E∞[T−(b)] < ∞. Observe that, since the process X is a time-change of process Y , for
b < b1 < x < b2 and Y0 = X0 = x, we have
{T−(b1) < T+(b2)} = {τ−(b1) < τ+(b2)}
and
{T−(b1) > T+(b2)} = {τ−(b1) > τ+(b2)}.
The fluctuation of X can be studied via the fluctuation of Z.
Given a > 1, for any δ > 0 and sequence (an)n≥1 := (a1+nδ)n≥1, choose m large enough
so that am > b and W (an+1 − an−1) > W (∞)/2 for all n ≥ m. Further choose k large
enough so that akδ(aδ − 1) ≥ 1. Then for all n ≥ 1,
an+k+1 − an+k = a1+nδakδ(aδ − 1) ≥ an − an−2,
which implies
W (an+k+1 − an+k) ≥ W (an − an−2).
32
It follows that
∞∑
n=m+1
Pan(T+(an+1) < T−(an−1))
=
∞∑
n=m+1
(
1− W (an+1 − an)
W (an+1 − an−1)
)
≤ 2
W (∞)
∞∑
n=m+1
(
W (an+1 − an−1)−W (an+1 − an)
)
≤ 2
W (∞) limn′→∞
{
n′−k−1∑
n=m+1
(
W (an+1 − an−1)−W (an+k+2 − an+k+1)
)
+
n′∑
n=n′−k
W (an+1 − an−1)
}
≤ 2
W (∞) × (k + 1)W (∞)
<∞.
(6.60)
Since the process X comes down from infinity, by the strong Markov property and the
lack of negative jumps for X,
P∞(T+(an+1) ◦ θT−(an) > T−(an−1) ◦ θT−(an)) = Pan(T+(an+1) < T−(an−1)).
Applying the Borel-Cantelli lemma, by (6.60) we have P∞-a.s. for all n large enough,
T+(an+1) ◦ θT−(an) > T−(an−1) ◦ θT−(an), (6.61)
It follows from (6.61) that P∞-a.s., for any t small enough, t ∈ [T−(an), T−(an−1)) implies
that Xt ∈ (an−1, an+1) and consequently,
1 ≥ X t
Xt
≥ an−1
an+1
= a−2δ.
Since T−(an)→ 0 under P∞ and δ > 0 is arbitrary, the limit (6.59) then follows by letting
δ → 0+. 
The following result finds a condition on Ψ under which (6.59) fails.
Proposition 6.4. Suppose that process X comes down from infinity and for α′ > 0,
W (x) ∼ xα′ as x → ∞, which by the Tauberian theorem is equivalent to Ψ(λ) ∼ λ−α′−1
as λ→ 0+. Then P∞-a.s.
lim sup
t→0+
Xt
X t
=∞.
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Proof. For a > 1,
lim
n→∞
Pan(T+an+1 < T
−
an−1) = limn→∞
Pan
(
τ+an+1 < τ
−
an−1
)
= 1− lim
n→∞
W (an+1 − an)
W (an+1 − an−1)
= 1− lim
n→∞
(
an+1 − an
an+1 − an−1
)α′
= 1−
(
a
a+ 1
)α′
> 0.
(6.62)
Since ∞∑
n=m
Pan
(
T+an+1 < T
−
an−1
)
=∞,
by the coming down from infinity and the strong Markov property for X, applying the
Borel-Cantelli lemma we have P∞ a.s.
T−(an) <∞, T+(an+1) ◦ θT−(an) < T−(an−1) ◦ θT−(an)
for infinitely many n. Therefore, P∞ a.s.
lim sup
t→0+
Xt
X t
≥ a.
Since a is arbitrary, we have
lim sup
t→0+
Xt
X t
=∞.

6.2 Proofs of the main results
By Lemma 6.1 and Lemma 6.2 we can now identify the speeds of coming down from infinity
for different rate functions. We shall need the following result on functions satisfying H1
(pseudo-regular variation) and H2. We refer the reader to Theorem 3.1 and Theorem 6.2
in Buldygin et al. [9], see also Djurcˇic´ and Torgasˇev [15] and Matuszewska [30].
Lemma 6.5. Assume that ϕ satisfies H1 and H2. For any functions u, v such that
u(x) ∼
x→∞
v(x) and u(x) −→
x→∞
0, we have ϕ−1(u(x)) ∼
x→∞
ϕ−1(v(x)). If ϕ(x) ∼
x→∞
g(x)
for some decreasing function g, then ϕ−1(t) ∼
t→0
g−1(t).
Proof of Theorem 2.3.
The proof is obtained by combining Lemma 5.5, Proposition 5.6, Lemma 6.1 and Propo-
sition 6.3. Namely, under H1, Lemma 5.5 and Proposition 5.6 entails m(b) ∼
b→∞
ϕ(b)
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and the convergence in probability towards 1 of (Tb/m(b), b ≥ 0). Thus, since H2 entails
lim inf
x→∞
m(x)
m(hx)
= ch > 1 for any h > 1, by Lemma 6.1, in P∞-probability
Xt
m−1(t)
−→
t→0+
1.
By Proposition 6.3, Xt ∼
t→0+
Xt almost-surely and Theorem 2.3 follows since by Lemma
6.5, m−1(t) ∼
t→0
ϕ−1(t). 
Proof of Theorem 2.4
By the assumptions, conditions H1, H2 and H4 are fulfilled. By Corollary 5.10, we have
that
Tb
m(b)
−→
b→∞
1 P∞-a.s.
By Lemma 5.5, m(b) ∼
b→∞
ϕ(b) and Lemma 6.5 entails m
−1(Tb)
b
−→
b→∞
1 P∞-a.s. Since for
any h > 1 and for any t ∈ (Thb, Tb), we have b ≤ Xt ≤ hb. Then
b
m−1(Thb)
≤ Xt
m−1(t)
≤ bh
m−1(Tb)
.
Therefore, P∞ almost-surely
lim inf
t→0+
Xt
m−1(t)
≥ 1
h
, lim sup
t→0+
Xt
m−1(t)
≤ h.
Since h can be arbitrarily close to 1, we have
lim sup
t→0+
Xt
m−1(t)
= lim inf
t→0+
Xt
m−1(t)
= 1 P∞-a.s.
By Proposition 6.3, Xt ∼
t→0+
Xt P∞-a.s. and Theorem 2.4 follows since by Lemma 6.5,
m−1(t) ∼
t→0
ϕ−1(t). 
Proof of Theorem 2.6
Assume Ψ(λ) ∼ c0λα with α ∈ (1, 2] and c0 > 0 and R regularly varying at ∞ with index
θ > α. The first statement lim supt→0+
Xt
Xt
=∞ is given by Proposition 6.4. By (5.37),
m(b) =
Γ(θ − α)
Γ(θ)
bα−θL(b) <∞
for some slowly varying function L at ∞. Since m(b) <∞, the process thus comes down
from infinity. Note also that m satisfies H1 and H2. For any t > 0 and any y ≥ 0,
P∞
(
Xt
m−1(t)
≤ y
)
= P∞(Tym−1(t) ≤ t) = P∞
(
Tym−1(t)
m(ym−1(t))
≤ t
m(ym−1(t))
)
.
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Since m is regularly varying with index α− θ,
t
m(ym−1(t))
=
m(m−1(t))
m(ym−1(t))
−→
t→0
yθ−α.
Applying Corollary 5.3, we thus obtain for any y ≥ 0
P∞
(
Xt
m−1(t)
≤ y
)
−→
t→0
P
(
S
1
θ−α
α,θ ≤ y
)
.
Notice that in the stable case, Ψ(λ) = λα with α ∈ (1, 2] and θ > α, we have seen
in Remark 5.4 that for any b > 0, m(b) = W1(b) =
Γ(θ−α)
Γ(θ)
bα−θ. Therefore, m−1(t) =(
Γ(θ)
Γ(θ−α)t
)− 1
θ−α
for any t > 0. 
Proof of Proposition 2.7.
Assume R(x) = xθ1`(x)eθ2x for θ1 ∈ R and θ2 > 0. Then the inequality (5.33) yields that
for some  > 0,
m(x)
m(xh)
≥ (1− )
2
1 + 
R(hx)
R(x)
,
Since for h > 1, lim infx→∞
R(hx)
R(x)
=∞, we have lim infx→∞ m(x)m(hx) =∞ and by Lemma 6.2,
in P∞-probability
Xt
m−1(t)
−→
t→0+
1
and Proposition 6.3 entails Xt ∼
t→0+
Xt. It remains to show that m
−1(t) ∼
t→0+
ϕ−1(t).
We have seen in Corollary 5.1 that m(x) ∼
x→∞
1
Ψ(θ2)R(x)
. Similar calculations show that
ϕ(x) ∼
x→∞
1
θ2γR(x)
(consider Ψ(λ) = γλ for which W1(x) = ϕ(x) for any x > 0). Therefore
m(x)
ϕ(x)
−→
x→∞
γθ2
Ψ(θ2)
. For any λ > Ψ(θ2)
γθ2
and µ > γθ2
Ψ(θ2)
, for large enough x,
µϕ(x) ≥ m(x) ≥ 1
λ
ϕ(x)
and for t small enough
ϕ−1(t/µ) ≤ m−1(t) ≤ ϕ−1(λt).
By Theorem 1.1-(d) in Elez and Djurcˇic´ [18], since ϕ(x)/ϕ(cx) −→
x→∞
∞ for any c > 1, ϕ−1
is thus slowly varying at 0, and we have m
−1(t)
ϕ−1(t) −→t→0+ 1. 
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A Intermediary results
A.1 Proof of Theorem 3.3
Set E := [0,∞). We denote in the sequel by Cb(E), the space of continuous bounded
functions on E. Consider a process (Xt, t ≥ 0) on E with no negative jumps satisfying:
(i) For any f ∈ Cb(E), Ptf is continuous.
(ii) For any f ∈ Cb(E) and x ∈ E, Ptf(x) −→
t→0
f(x).
Assume that ∞ is an entrance boundary, namely ∞ is not accessible and (1.3) holds:
∀t > 0, lim
b→∞
lim inf
x→∞
Px(Tb ≤ t) = 1.
We show in the sequel that (Xt, t ≥ 0) can be extended into a Feller process over [0,∞]
such that under P∞, it starts from ∞ and leaves it instantaneously. Let b < x < y. Since
the process X has no negative jumps, for any t ≥ 0, {Tb < t} ⊂ {Tx < t, Tb−Tx < t} and
Py(Tb < t) ≤ Py(Tx ≤ t, Tb − Tx < t)
= Py(Tx < t)Px(Tb ≤ t) ≤ Px(Tb < t).
This implies that (Px(Tb < t), x ≥ 0) admits a limit as x goes to∞ and that (Ex(Tb), x ≥ b)
is non-decreasing in x. Lemma 3.2 ensures that (1.3) holds if and only if
sup
x≥b
Ex(Tb) −→
b→∞
0. (1.63)
We now show that (Ptf(x), x ≥ 0) admits a limit as x goes to ∞ for any f ∈ Cb(E) with
E = [0,∞). Fix t ≥ 0, for any x,
Ptf(x) = Ex[1{Tb>t}f(Xt)] + Ex[1{Tb≤t}f(Xt)]
= Ex[1{Tb>t}f(Xt)] + Ex[1{Tb≤t}Pt−Tbf(XTb)]
= Ex[1{Tb>t}f(Xt)] + Ex[1{Tb≤t}Pt−Tbf(b)],
where we have used the strong Markov property at Tb ∧ t in the second equality and in
the third, the absence of negative jumps which implies XTb = b a.s. Set
g(a, s) := 1s≤tPt−sf(a) + 1s>tf(a).
For any x and y,
|Ptf(y)− Ptf(x)| = |Ex[1{Tb>t}f(Xt)]− Ey[1{Tb>t}f(Xt)]
+ Ex[1{Tb≤t}Pt−Tbf(XTb)]− Ey[1{Tb≤t}Pt−Tbf(XTb)]|
≤ ||f ||(Px(Tb > t) + Py(Tb > t))
+
∣∣Ex [g(b, Tb)− f(b)1{Tb>t}]− Ey [g(b, Tb)− f(b)1{Tb>t}]∣∣
≤ 2||f ||(Px(Tb > t) + Py(Tb > t)) + |Ex [g(b, Tb)]− Ey [g(b, Tb)]| .
37
From (1.3), we see that for x, y → ∞ and b → ∞, 2||f ||(Px(Tb > t) + Py(Tb > t)) −→ 0.
Moreover (1.63) entails supx Ex(Tb) <∞ which provides for any fixed b
lim
s→∞
sup
x≥0
Px(Tb > s) = 0.
The family of laws of Tb under Px for x ≥ 0, (Px◦T−1b , x ≥ 0), is therefore tight and admits
a unique limit since (Px(Tb < t), x ≥ 0) converges. Thus, (Px ◦ T−1b , x ≥ 0) converges
weakly and since the map s 7→ g(b, s) is bounded and continuous, therefore,
|Ex [g(b, Tb)]− Ey [g(b, Tb)]| −→
x,y→∞
0.
Since |Ptf(y)− Ptf(x)| −→
x,y→∞
0, then for any sequence (xn, n ≥ 1) such that xn −→
n→∞
∞,
(Ptf(xn), n ≥ 1) is a Cauchy sequence and admits a limit in R. This limit does not depend
on the sequence (xn, n ≥ 1) and we set Ptf(∞) := lim
x→∞
Ptf(x). Since the convergence
holds for any f ∈ Cb(E), the transition kernels Pt(x, ·) over E converges weakly towards
Pt(∞, ·) which is then a probability measure over E.
We proceed to check that (Pt) forms a Feller semigroup on E ∪ {∞} = [0,∞]. We
denote by C([0,∞]) the space of continuous bounded functions with a limit at ∞. Let
f ∈ C([0,∞]). By the assumption (i), Ptf is continuous on E. By the definition,
Ptf(∞) = lim
x→∞
Ptf(x) and Ptf is continuous at ∞. Therefore, Pt maps C([0,∞]) into
itself. It remains to show the property of strong continuity at 0. Recall that according
to Theorem 19.6 in [19], it is sufficient to establish the pointwise continuity. By the
assumption (ii), for any x ∈ [0,∞), one has Ptf(x) −→
t→0
f(x), and only remains to show
that Ptf(∞) −→
t→0
f(∞). Let  > 0 and choose b large enough such that supx≥b |f(x) −
f(∞)| ≤  and t small enough such that P2b(Tb ≤ t) ≤ . Then,
|Ptf(∞)− f(∞)| ≤ lim
x→∞
(
Ex[|f(Xt)− f(∞)|1{Tb≤t}] + Ex[|f(Xt)− f(∞)|1{Tb>t}]
)
≤ 2||f ||P2b(Tb ≤ t) + 
≤ (2||f ||+ 1).
The pointwise continuity of the semigroup at 0 is therefore satisfied on [0,∞] and Theorem
19.15 in [19] provides the existence of a strong Markov process (Xt, t ≥ 0) with ca`dla`g
paths starting from ∞. We denote its law by P∞. Since for any t > 0, Pt(∞, E) =
P∞(Xt <∞) = 1, the process comes down from infinity instantaneously. 
A.2 Proof of Lemma 3.4
Assume that (1.3) holds and recall E∞ the corresponding expectation under P∞. We show
that for any large enough b,
E∞(Tb) <∞ and Ex[Tb] −→
x→∞
E∞[Tb].
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We first establish that E∞(Tb) < ∞ for some b. This will hold true by monotonicity for
any large enough b. Set T∞ := inf{t > 0, Xt <∞}. For any t > 0
P∞(Xt <∞) = P∞(T∞ < t) = 1.
Since Tb −→
b→∞
T∞ = 0 a.s. we have by Lebesgue’s theorem
lim
b→∞
P∞(Tb < t) = 1. (1.64)
Choose b large enough so that P∞(Tb > t) < 1 for some t > 0. Then for any n ≥ 1
P∞(Tb > nt) = E∞
[
1{Tb>t}1{Tb◦θt>(n−1)t}
]
= E∞
[
1{Tb>t}EXt [1{Tb>(n−1)t}]
]
≤ E∞
[
1{Tb>t}E∞[1{Tb>(n−1)t}]
]
= P∞(Tb > t)P∞(Tb > (n− 1)t)
≤ P∞(Tb > t)n.
We deduce E∞(Tb) <∞ easily, as follows:
E∞(Tb) = t
∫ ∞
0
P∞(Tb > ts)ds
= t
∞∑
n=0
∫ n+1
n
P∞(Tb > ts)ds
≤ t
∞∑
n=0
P∞(Tb > nt) <∞.
We establish now the convergence in (3.13). Since P∞-a.s. for any c ≥ b, Tc ≤ Tb, then
by Lebesgue’s theorem we have
lim
c→∞
E∞[Tc] = 0. (1.65)
By the Markov property, for any x > b
E∞[Tb] ≥ Ex[Tb].
Suppose that
E∞[Tb] > lim
x→∞
Ex[Tb].
Then by (1.65), there exists a c > 0 such that
E∞[Tb]− lim
x→∞
Ex[Tb] > E∞[Tc].
By the Markov property again E∞(Tb)−E∞(Tc) = Ec(Tb) and this entails the contradiction
Ec(Tb) > lim
x→∞
Ex[Tb] ≥ Ec[Tb].

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A.3 Proof of Theorem 3.7
Recall the statement of Theorem 3.7. Consider a spectrally positive Le´vy process (Zt, t ≥
0) and a locally bounded nonnegative function ω on (0,∞). Let W (ω)n (x) satisfy
W
(ω)
0 (x) = 1, W
(ω)
n+1(x) =
∫ ∞
x
W (z − x)ω(z)W (ω)n (z)dz for x ≥ 0, n ≥ 0.
Given b ≥ 0, we assume
∞∑
n=0
W (ω)n (b) <∞.
We show in the sequel that for all x ≥ b,
Ex
[
exp
(
−
∫ τ−b
0
ω(Zs)ds
)
; τ−b <∞
]
=
∑∞
n=0W
(ω)
n (x)∑∞
n=0W
(ω)
n (b)
.
Recall that τ−b under Px has the same law as τˆ
+
−b under Pˆ−x. For a > 0 and y < 0 let
ωa(y) := ω(−y)1y≥−a. Applying Corollary 2.2 of [26] we have for −γ < −a < −z0 < −b <
0 and with Zˆ0 = −Z0 = −z0,
Eˆ−z0
[
exp
(
−
∫ τˆ+−b
0
ωa(Zˆs)ds
)
; τˆ+−b < τˆ
−
−γ
]
=
W (ωa)(−z0,−γ)
W (ωa)(−b,−γ) ,
where for any 0 > x > y, W (ωa)(x, y) satisfies equation
W (ωa)(x, y) = W (x− y) +
∫ x
y
W (x− z)ωa(z)W (ωa)(z, y)dz. (1.66)
Similar to the proof of Theorem 2.5 of Li and Palmowski [26], we can show thatH(ωa)(x) :=
limγ→∞
W (ωa)(x,−γ)
W (x+γ)
exists for all x < 0 and
Eˆ−z0
[
exp
(
−
∫ τˆ+−b
0
ωa(Zˆs)ds
)
; τˆ+−b <∞
]
=
H(ωa)(−z0)
H(ωa)(−b) .
In addition, dividing both sides of equation (1.66) by W (x − y) and taking limits as
y → −∞, we see that the function H(ωa)(x), x < 0, is the unique solution to the equation
H(ωa)(x) = 1 +
∫ x
−a
W (x− z)ω(−z)H(ωa)(z)dz.
For x > 0 put W (ω,a)(x) := H(ωa)(−x). Then W (ω,a)(x) solves equation
W (ω,a)(x) = 1 +
∫ a
x
W (z − x)ω(z)W (ω,a)(z)dz.
It follows that
W (ω,a)(x) =
∞∑
n=0
W (ω,a)n (x)
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where for 0 < x < a,
W
(ω,a)
0 (x) = 1, W
(ω,a)
n+1 (x) =
∫ a
x
W (z − x)ω(z)W (ω,a)n (z)dz.
By induction on n we can show that W
(ω,a)
n (x) increases in a and decreases in x. Write
W (ω)n (x) := lim
a→∞
W (ω,a)n (x), x > 0.
Then W
(ω)
n satisfies (3.17) and for x ≥ b,
∞∑
n=0
W (ω)n (x) ≤
∞∑
n=0
W (ω)n (b) <∞.
Finally, by monotone convergence
Ex
[
exp
(
−
∫ τ−b
0
ω(Zs)ds
)
; τ−b <∞
]
= Eˆ−x
[
exp
(
−
∫ τˆ+−b
0
ω(−Zˆs)ds
)
; τˆ+−b <∞
]
= lim
a→∞
Eˆ−x
[
exp
(
−
∫ τˆ+−b
0
ωa(Zˆs)ds
)
; τˆ+−b <∞
]
= lim
a→∞
W (ω,a)(x)
W (ω,a)(b)
= lim
a→∞
∑∞
n=0W
(ω,a)
n (x)∑∞
n=0 W
(ω,a)
n (b)
=
∑∞
n=0W
(ω)
n (x)∑∞
n=0W
(ω)
n (b)
.
(1.67)

Remark A.1. Observe from the proof of Theorem 3.7 that the result holds without the
assumption of γ ≥ 0.
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