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ABSTRACT 
Periodic broadcast is a cost-effective solution for disseminating popular videos. This strat-
egy has the potential to serve a very large community with minimal broadcast bandwidth: 
regardless of the number of video requests, the worst service latency to all clients is constant. 
Although many efficient schemes have been proposed, most of them impose some rigid require-
ment on client receiving bandwidth. They either demand clients to have the same bandwidth 
as the video server, or limit them to receive no more than two video streams at any one time. 
In our previous work, we addressed this problem by proposing a Client-Centric Approach 
(CCA). Unlike any other technique, CCA takes both server broadcast bandwidth and client 
receiving bandwidth into design consideration. More specifically, CCA allows clients to use all 
their receiving capability for prefetching broadcast data. Therefore, given a fixed broadcast 
bandwidth, CCA can achieve shorter broadcast period with an improved client communication 
capability. In this paper, we present a novel technique to further leverage client bandwidth for 
more efficient video broadcast. We prove the correctness of this new technique and provide 
analytical evaluations to show that with the same client bandwidth, it achieves significantly 
better performance than CCA. 
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CHAPTER 1. INTRODUCTION 
For more than one decade, cost-effective video delivery has been an active research area. 
To support continuous video playback, the server resource is usually organized into video 
channels, each sufficient to sustain one video stream. The communication interface between 
the video server and the backbone network determines the total number of video channels that 
are available to the server. This number is normally very small because each video stream 
requires a significant amount of communication bandwidth. If we simply allocate one channel 
to serve just one client, the precious channel resource will be exhausted very quickly. 
IP multicast allows a server to serve many clients simultaneously using one server stream. 
A research challenge here is how to allow clients arriving at different times to share server 
bandwidth; and many techniques have been proposed. In Batching [7, 8], video requests are 
made to wait and then served together using one multicast. In Piggybacking [12, 17], the 
server merges video streams by dynamically adjusting their playback rates. Instead of making 
a client wait or adjusting video playback rate, Patching [6, 14, 5, 11, 21, 4] improves multicast 
efficiency by dynamically expanding multicast trees to accomodate new clients. When a client 
can join some existing multicast, the server needs to send it only the missing portion of the 
video. Hierarchical Merg'ing [9, 10] improves on Patching by recursively merging multicast 
trees. In this scheme, a client always listens to some earlier stream for merging opportunity. 
Patching has been extended in [3] to take advantage of clients with broadcand access and in [2] 
to handle clients with heterogeneous receiving bandwidth. 
The above on-demand multicast techniques are usually used for serving non-popular videos. 
When a video is highly demanded, a more cost-effective solution is to broadcast it periodically, 
say, every t time units. Periodic broadcast guarantees the worst service latency, regardless of 
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the number of video requests. To improve the broadcast efficiency, many advanced techniques 
have been proposed, including Pyramid Broadcasting [22, 1], Skyscrapper Broadcasting [16], 
Pagoda Broadcasting [20, 19, 18], just to name a few. These studies show that broadcast 
latency can be dramatically reduced if clients can download video data at a speed higher than 
video playback rate. Most of them, however, are designed with some rigid requirement on client 
receiving bandwidth: they either limit clients to receive no more than two video streams at 
any one time, or demand them to have the same bandwidth as the video server. For instance, 
Pyramid Broadcasting works best when clients can receive data at 2.6 times of video playback 
rate; Skyscrapper Broadcasting assumes the receiving bandwidth at client sites is two times of 
video playback rate; Other techniques, such as Pagoda Broadcasting and its variations, require 
each client to have receiving bandwidth equal to server broadcast bandwidth. The techniques 
with the former limitation are intended for clients with low receiving bandwidth. They cannot 
perform any better in the presence of more client receiving capability. As for the techniques 
with the latter drawback, both server and client bandwidth must be augmented at the same 
pace in order to reduce broadcast latency. Such techniques are infeasible in many cases since 
increasing receiving bandwidth at all client sites would require a revamp of an entire network 
infrastructure. 
In [13, 15], we proposed a Client-Centric Approach (CCA) to address the aforementioned 
problem. Unlike any other techniques, CCA takes both server broadcast bandwidth and client 
receiving capability into consideration. This scheme organizes system resource into many 
channels, each can sustain one video stream at its regular playback rate. To broadcast a 
video over k channels, CCA partitions the video into k segments and broadcasts each segment 
repeatedly using one dedicated channel. Assuming client receiving bandwidth is c channels, 
these segments are organized into I~ l groups: the first c segments form the first group, the 
next c segments form the next group, ... , and so forth. Since each client can access c channels 
simultaneously, the sizes of video segments within one group is made to grow exponentially. 
To ensure that a client can download group by group continuously, the first segment in each 
group is made the same size as the last segment in the previous group. 
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Until now, CCA is the only technique that is able to leverage client receiving bandwidth for 
more efficient broadcast. The more channels clients can download, the less broadcast latency 
can be achieved. In this research, we refine this technique and present an enhanced version, 
called CCA+. Similar to CCA, the new scheme partitions video segments into groups based 
on client receiving bandwidth. However, the sizes of segments within one group can now 
grow faster making the first segment even smaller. As a result, with the same broadcast and 
receiving bandwidth, the new technique is able to reduce broadcast latency more significantly 
than CCA. Noticeably, when client receiving bandwidth is two channels, our new technique 
can make broadcast latency smaller than Skyscrapper Broadcasting, which is the best scheme 
in this setting up to date. 
The remainder of the thesis is organized as follows. We discuss CCA in more detail in 
Chapter 2. In Chapter 3, we investigate a motivation example and then provide a generalized 
solution in 4. We compare its performance with CCA in Chapter 5. Finally, we give our 
concluding remarks in Chapter 6. 
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CHAPTER 2. REVIEW OF LITERATURE 
To broadcast a video over k channels, CCA partitions the video into k segments, 8 1 , 82, 
... , and 8k, each is broadcast repeatedly on its own channel. The size of each segment is 
determined based on client receiving capability. If we assume each client can access c channels 
simultaneously, then the size of the ith segment, denoted as l8il, can be calculated as follows: 
1, if i = 1, 
l8il = 2 · l8i-1I if i mod (c + 1) =f- 0, 
l8i-1I if i mod (c + 1) = 0. 
According to the above formula, these k segments can be organized into l~l groups: the 
first c segments form the first group, the next c segments form the second group, ... , and the 
remaining segments form the last group. Such segmentation has two characteristics: 
• Within one group, the sizes of segments grow exponentially. For example, for the seg-
ments in the first group, l81I = 1, l82I = 2 · l81I, ... , l8cl = 2 · l8c-1I; 
• The first segment in one group has the same size as the last segment in the previous 
group. 
As an example, consider k = 6 and c = 3 (i.e., the server uses six channels to broadcast 
and each client can receive data from three channels simultaneously). In this case, the video 
is partitioned into six segments: 81, 82, 83, 84, 85, and 86. The sizes of them are 1, 2, 4, 4, 
8, and 16, respectively. We will refer to [1, 2, 4, 4, 8, 16] as a broadcast series corresponding to 
k = 6 and c = 3. Figure 2.1 shows a broadcast of this video. 
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Figure 2.1 Client-Centric Approach (k=6, c=3) 
At receiving ends, clients download the video segments group by group. To download 
video segments in one group, the client listens to all corresponding channels and downloads a 
segment as soon as a new broadcast of the segment starts. It is possible that a client may have 
to download all segments within one group simultaneously, in which case the client has to use 
all its receiving bandwidth. After the client finishes download the last segment in a group, it 
continues to download the segments in the next group. Since the last segment in one group 
is made to be the same size as the first segment in the next group, the client can always shift 
smoothly to download the segment in the next group. 
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With CCA, the more receiving bandwidth clients have, the more efficient broadcast can 
be achieved. Consider the example of using six channels to broadcast a video. If each client 
can access only one channel at any one time, CCA has the same performance as the native 
Stagger Broadcasting: the broadcast period is reduced to i of the video length. If we assume 
each client can download two channels simultaneously, the video will be partitioned into six 
segments with sizes of 1, 2, 2, 4, 4, 8, respectively. Since the first segment is 1+2+2!4+4+S 
of the video length, the broadcast period is reduced to 2\ of the video length. Similarly, if 
c = 3, the broadcast period is reduced to 1+2+4-14+s+ 16 = 315 of the video length. When 
the client receiving bandwidth is increased to six channels (i.e., c = 6), the broadcast period 
becomes 1+2+4+1+ 16+32 = d3 of the video length. In this case, the broadcast latency is reduced 
exponentially with respect to the client receiving bandwidth. 
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CHAPTER 3. MOTIVATION EXAMPLE 
In CCA, a broadcast series grows faster when clients have more receiving bandwidth. Given 
a video and a fixed broadcast bandwidth, a faster growth of broadcast series makes the first 
segment smaller, resulting in a shorter broadcast latency. Thus, the key to reduce broadcast 
latency is to make broadcast series grow as fast as possible under the condition that client 
playback continuity is ensured. To investigate the limitation of growing a broadcast series, we 
start from a motivation example where each client has two-channels receiving capability. 
Given two-channel receiving bandwidth and k broadcast channels, CCA partitions a video 
into k segments, say, 5 1, S2, ... , Ski each two forms a group. Obviously, the fastest series for 
the first two segments is [1, 2], i.e., IS1I = 1 and IS2I = 2. To guarantee group continuity, we 
simply make the size of the first segment in one group equal to that of the last segment in 
the previous group. Thus, IS:1I = IS2I = 2. Now the question is, what is the largest possible 
size for each of the remaining segments, 84, ... , and Sk? To solve this problem, we can try to 
determine the sizes of segments group by group. Once we fix the segment sizes in one group, 
we then use them to find out the maximum size of each segment in the next group. 
Assume A and B are two consecutive segments in one group and their sizes, IAI and IBI, 
are known. Let C and D be the two consecutive segments in the next group. Since C is the 
first segment in this group, we can fix its size, i.e., ICI = IBI. As for segment D, its size IDI is 
limited and cannot be larger than IAI + IBI + ICI. Consider at time 0, when the broadcast of 
all four segments starts simultaneously. A client served at this broadcast period will download 
the current broadcast of A and Band then the next broadcast of C and D. Note that after A, 
B, and Care all downloaded, there are at least IAI time units of data remaining in the buffer. 
This is simply because these three segments, totally IAI + IBI + ICI time units of video data, 
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are downloaded within IBI + ICI time units. Thus, the client must be able to access segment 
D in the next IAI time units. In other words, a new broadcast of D must start no later than 
IAI time units. As a result, the size of Dis limited to IAI + IBI + jCj. 
Knowing that IDI ::; IAI + IBI + ICI, we try to make Das large as possible within that range 
while ensuring client playback continuity. Before we proceed for a solution, we introduce the 
following alignment rule: Given two segments X and Y, if their broadcast both start at time 
0 and are repeated on their own channels, then the distance between any two broadcasts of X 
and Y must be a multiple of HCF(IXI, IYI), where HCF stands for Highest Common Factor. 
In other words, the smallest possible distance between two broadcast occurrences of X and Y 
is HCF(IXI, IYI). The rule can be proved easily. Since IXI is a multiple of HCF(IXI, IYI), 
whenever it starts or finishes, the time, say Tx, must be a multiple of HCF(IXI, IYI). Similarly, 
if a broadcast of Y starts or finishes at time Ty, Ty must be a multiple of HCF(IXI, IYI). 
Because the first broadcast of X and Y starts at the same time, ITx - Ty I must be a multiple 
of HCF(IXI, IYI). 
To find out the maximum size of segment D, we consider all possible broadcast alignments of 
the four segments. Because B and C have the same size and their broadcasts always start at the 
same time, we need to consider only the broadcast alignments of A, B, and D. Figure 3.1 shows 
all possible broadcast alignments of these three segments. The type of alignment determines 
the largest possible value of D that can be used. We analyze them as follows: 
• Alignment 1: A and B start at the same time. A client served in such broadcast period 
IAI time units of data remaining in the buffer after it finishes downloading A, B, and 
C. This means that as long as a new broadcast of D start no later than IAI time 
units, the playback continuity will not be broken. Thus, we can make IDI at least equal 
to IBI + ICI. Assume the current broadcast of D starts T (T > 0) time units ahead 
of the current broadcast of A. According to the alignment rule, the smallest possible 
interval T is HCF(IAI, IDI). Therefore, as long as the value of IDI is not larger than 
IBI + ICI + HCF(IAI, IDI), the playback continuity is ensured in this alignment case. 
Since 0 ::; IDI ::; IAI + IBI + ICI, we can try all possible value in the range and use the 
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largest one as the size of D, which satisfies IDI :::::; IBI + ICI + HCF(IAI, IDI)-
• Alignment 2: A and D start at the same time. In this case, the size of D can be as large 
as IAI + IBI + ICI. This is due to the fact that a client downloading the current broadcast 
of A will need to download the next broadcast of D, which does not have to start until 
all A, B, and C are downloaded. 
• Alignment 3: B and D start at the same time. We assume B and D start T time units 
before the current broadcast of A finishes. Since D starts with B at the same time, a 
client downloading the current broadcast of B will need to download the next broadcast 
of D. When the current broadcast of D starts, the client has consumed IAI - ITI units 
of video data. It will then download in parallel the remaining T time units of A and the 
first T time units of B. After B is download, the client starts to download C. Thus, 
at the time it finishes downloading C, the client still has T time units of data in its 
buffer. This means that a new broadcast of D must start in the next T time units. As 
a result, the size of D must be equal to ICI + IBI + T. According the alignment rule, the 
smallest possible Tis HCF(IAI, IDI). Thus, the same as in alignment 1, we can try all 
possible value in between 0 and IAI + IBI + ICI, and use the largest one which satisfies 
IDI :::::; IBI + ICI + HCF(IAI, IDI) as the value of ID!. 
• Alignment 4: Neither A nor D starts at the same time as other segments. Assume B 
starts X time units before A finishes and D starts Y time units before A finishes. X 
can be greater than Y and vice-versa as the figure shows. Note that when IXI = IYI, 
it becomes Alignment 3. For a client downloading the current broadcast of A, it will 
download D in its next broadcast occurrence because the current broadcast of D starts 
before the current broadcast of A ends. To find the maximum value of D, we first consider 
the case when IXI > IYI, illustrated in Figure 3.l(d). In this case, after a client finishes 
downloading the current broadcast of A, it has at least IXI time units of data remaining 
in its buffer. The same amount of data remains the client finishes downloading B and C 
since they are received sequentially. Thus, the next broadcast of D must start in the next 
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IXI time unit to ensure playback continuity for this client. Since the current broadcast 
of D starts Y time units after that of B starts, the size of IDI cannot be larger than 
(IBI - X + Y) + ICI + X = IBI + ICI + Y. We apply the same analysis on the case when 
IXI < IYI, showed in Figure 3.l(e), and can find that the maximum size of IDI is also 
IBI + ICI + Y. Note that in either cases, X is irrelevant to determining the size of D. 
Since the smallest possible value for interval Y is HCF(IAI, IDI)), the size of D must not 
be larger than IBI + ICI + HCF(IAI, IDI). 
• Alignment 5: In this case, both B and D start ahead of A. D can start either before, at 
the same time as, or after B. We first consider the case when D starts before or the same 
time as B, as illustrated in Figure 3.l(f). As the segments are downloaded group by 
group, a client downloading A cannot download D in its current broadcast. Obviously, 
after the client starts to download A, it will take IAI + IBI + ICI time units to consume 
the downloaded data before it needs to access a new broadcast of D. Thus, the size of D 
can be as large as IAI + IBI + ICI. The same conclusion holds for the case when D starts 
after B but before A. 
The alignments discussed above include all possible cases that make the size of D smallest. 
Our analysis reveals that the size of Dis limited by IAI + IBJ + ICI and IBI + ICI +HCF(A, D). 
To find the maximum size of D, we try in the range IAI + IBI + ICI to IBI + ICI and choose 
the largest one as IDI that satisfies the condition IBI + ICI + HCF(IAI, IDI) :<:::; IAI + IBI + ICI. 
Note that there are always some values in the range that satisfy the condition - we can always 
use some multiple of IAI as IDI. Once we fix the sizes of C and D, we can use them to fix the 
size of segments in the next group. 
The above guideline allows us to find the following broadcast series for c = 2: 
[1, 2, 2, 5, 5, 12, 12, 25, 25, 60, 60, 125, 125, 300, 300, ... ] 
It is worth mentioning the above series grows faster than that of Skyscraper Broadcast-
ing(SB) [16]. SB was designed specifically for c = 2 and until now, the broadcast series it 
generates is the fastest one in this setting: 
[1, 2, 2, 5, 5, 12, 12, 25, 25, 52, 52, 105, 105, 212, 212, ... ] 
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CHAPTER 4. PROPOSED TECHNIQUE 
For the above motivation example, we develop a new generalized broadcast technique. We 
will call this scheme as CCA + since it can be regarded as an enhanced version of CCA. Given 
a broadcast bandwidth of k channels, CCA + also partitions the video into k segments, S1, S2, 
... , Sk.However, the sizes of these segments are determined using the following formula, where 
c is the number of channels accessible at receiving ends: 
2i - 1, if 1 ::::; i ::::; c, 
ISi-11, if (i + 1) mod c = 0 and i > c, 
x where x is the largest number such 
that x::::; I:~~Lc-i ISjl and 
HCF(x, ISi-c-11) = ISi-c-11, otherwise. 
Note that the broadcast series for the first c + 1 segments is the same as in the original 
CCA. Thus, a client can download and playback the first c + 1 segments continuously. To 
prove our new scheme does work, we just need to demonstrate that before a client finishes 
downloading and consuming c + 1 segments it can always start to download the next segment. 
Let A 1, A2, ... , Ac, Ac+ 1, and Ac+2 be c + 2 consecutive segments and the play back 
continuity of the first c+ 1 segments is known to be guaranteed. Apparently, if IAc+2I = IAc+1 I, 
the playback continuity holds. In this case, their broadcast starts and finishes at the same time. 
After a client finishes downloading Ac+ 1, it can always continue to download a new broadcast of 
Ac+2· In the next, we prove playback continuity when IAc+1 I =J. IAc+2I, in which case IAc+2I is 
the largest value in between 0 and I:f;;t IAil that satisfies equation HCF(IAc+2I, IA1 I) = IA1 j. 
Since HCF(IAc+2I, IA1 I) = IA1 I, IAc+2I must be a multiple of IA1 I· Therefore, there arc 
only three possible broadcast alignment cases for these two segments, as showed in Figure 4.1. 
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We analyze them as follows: 
• Alignment 1: A1 and Ac+2 start at the same time. Because the client can access only c 
channels simultaneously, it cannot download the current broadcast occurrence of Aa+2· 
From the time when the client starts to download A1, it will take 2=i;i IAil to playback 
all c + lsegments. Thus, the next broadcast of IAc+2I must occur within 2=i;i IAil time 
units. Thus, if the size of IAc+2I is larger than 2=i;i I Ail, client playback continuity could 
be broken. Obviously, this is avoided by our segmentation formula with the condition 
IAc+2I :=::; Li;i IAil· 
• Alignment 2: A broadcast of IAc+2I starts right after a broadcast of A1 finishes. In 
this case, after a client finishes downloading A1, it can simply use the same channel to 
download Ac+2· Thus, playback continuity will not be affected by any size of Ac+2· 
• Alignment 3: A broadcast of A1 starts and finishes in between a broadcast occurrence of 
Ac+2· Given IAc+2I is a multiple of IA1I and no larger than 2=i;i IAil, it is trivial that in 
this case, the current broadcast IAc+2 I must be finished in the next 2=i;i I Ai I time units. 
Thus, before the first c + 1 segments are downloaded and consumed completely, a new 
broadcast of Ac+2I must have already started. However, to prove playback continuity, 
we must show that the client is able to download these c + 2 segments using c channels. 
According to our segmentation formula, every c forms a group and the size of the last 
segment in one group is the same as that of the first segment in the next group. Given 
a number of c + 1 segments, they must span in two groups and at least two of them 
have the same size. Assume I Ai I = IAi+1 I, where 2 :=::; i :=::; c (Note that i cannot be 1; 
Otherwise A1 will be the last segment in one group and Ac+l and Ac+2 will be in two 
different group, making IAc+il = IAc+2I). At the time a client finishes downloading A, 
it must have finishes downloading all previous segments since they are in the same group 
and Ai is the last one in that group. This means that at that time point, the client has 
the capability to access c channels simultaneously. In other words, each of the remaining 
segments, Ai+l, ... , Ac+2, can be downloaded using a distinct receiving channel. 
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We now explain how to generate a broadcast series using our segmentation formula. To 
determine the size of Ac+l from Ai, A2, ... , Ac+1, we can try the numbers one by one ranging 
from 0 to l:f;;i IAil· We can start by selecting Ac+2 = l:f;;i IAil first, and then proceed down. 
Once the condition stated in the formula is satisfied, the number is then used as IAc+2 I- After 
fixing IAc+2I, we can determine the size of the next segment and so forth. 
Because the broadcast series from our new scheme grows faster than that from CCA, the 
actual size of the first segment is smaller, making broadcast latency shorter. We note that while 
a faster broadcast series reduces the broadcast latency, it may require more disk buffer at client 
site. Fortunately, disk buffer is no longer a major concern, considering that one can hardly 
find a hard drive less than lOGB in today's storage market. Ultimately, it is worth of making 
every effort to better utilize client receiving bandwidth and server broadcast bandwidth, both 
of which are expensive and neither one can be upgraded frequently. 
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CHAPTER 5. PERFORMANCE STUDY 
We analyze the performance of the proposed technique in this section by comparing its 
performance to that of CCA, which until now is the only technique that can leverage broadband 
connection for better broadcast performance. Since we are primarily interested in the relative 
performance of the two techniques, we assume in our study that the system has only one 
video. As we have discussed previously, if the system has n videos, the server bandwidth can 
be thought as divided evenly among n virtual servers. Each server is used to serve one of the n 
videos. Thus, the results reported in this section are also valid for systems with many videos. 
We assume the video is assumed to be encoded using MPEG-1 with the average playback 
rate of 1.5 Mbits/sec. We are interested in the server bandwidth ranging from 12.0 Mbits/sec 
to 24.0 Mbits/sec. On the high end, we stop at 24.0 Mbit/sec since this is large enough to show 
the trends of the various design schemes. As for the client bandwidth, we choose the range 
from 3 Mbits/sec to 9 Mbits/sec because less than 3 Mbits/sec makes both techniques the 
same performance as stagger broadcasting, and 12 Mbits/sec is more than adequate for CCA + 
to show its outstanding performance. It is not very interesting to make the access latency any 
smaller. 
We choose worst service latency as our performance metric and will focus on how this 
is affected by client receiving bandwidth and server broadcast bandwidth. The formula for 
calculating the service latency under both techniques is given by L~VI . We present the 
i=t IS;I 
performance results in the following subsections. 
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5.0.1 Effect of Client Receiving Bandwidth 
In this subsection, we analyze the effect of client bandwidth on the service latency of the 
two broadcast techniques. We vary the client receiving bandwidth from 3.0 Mbits/sec to 9.0 
Mbits/sec while the server broadcast bandwidth is fixed at 12.0 Mbits/sec. The access-latency 
curves for CCA and CCA + under these conditions are plotted in Figure 5.1. We see that the 
access latency under both schemes decreases when client receiving bandwidth increases. In all 
cases, however, CCA + outperforms CCA about 503. For instance, when the client download 
bandwidth is 3 channels, the worst access latency guaranteed by CCA is more than 15 seconds 
while that under CCA + is less than 10 seconds. We can also observe that the performance 
gain is more significant when the ratio of client bandwidth and broadcast bandwidth is smaller. 
As the client bandwidth approaches closer to the server bandwidth the performance gain by 
CCA + decreases. This is due to the fact that both schemes have the same broadcast series for 
its first group of segments. When client bandwidth is equal to broadcast bandwidth, the two 
schemes essentially are the same. In reality, however, server bandwidth in general should be 
much higher than receiving bandwidth. 
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Figure 5.1 Access latency vs. client receiving bandwidth. 
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5.0.2 Effect of Server Broadcast Bandwidth 
In this study, we investigate the effect of server broadcast bandwidth on the two broadcast 
schemes. We vary the server bandwidth from 8 to 16 channels and see the access latency is 
improved when the client receiving bandwidth is 2, 3, and 4 channels. The results of our study 
are plotted in Figures 5.2, Figures 5.3, Figures 5.4, respectively. We see that in all scenarios 
that CCA + gives a significantly better performance in comparison to CCA. We also notice that 
the performance of both schemes is all improved significantly with the increasing of broadcast 
bandwidth. This is a desirable feature since adding more broadcast bandwidth is much easier 
than improving the bandwidth of all "last-mile" connections. 
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Figure 5.2 Access latency when C=2. 
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CHAPTER 6. CONCLUDING REMARKS 
We have presented in this paper a novel broadcast technique that can effectively utilize 
broadband access to minimize server broadcast latency. Unlike most existing schemes, the 
new approach can significantly improve the broadcast efficiency with the increase of client 
receiving bandwidth. This feature is highly desirable because more and more people now have 
broadband access. We analytically proved the correctness of our technique by showing that 
the continuity of the client playback is guaranteed. To substantiate its good performance, we 
provided analyses to compare its service latency with that of our previous CCA scheme, which 
was the only existing technique that can leverage client bandwidth for more efficient broadcast. 
Our performance results convincingly show that the proposed technique is substantial better 
under the same hardware conditions. 
It is worth of mentioning that the new scheme works under the assumption that all clients 
have the same receiving bandwidth. Client heterogeneity, however, is an inherent part of 
today's networks. Therefore, it is very important to extend the proposed scheme to work for 
heterogeneous clients. We leave this as a future work. 
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