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Abstract
This is a continuation of the investigation into the theory of wavelet frames for general affine subspaces.
The main focus of this paper is on the structural properties of affine subspaces. We show that every affine
subspace is the orthogonal direct sum of at most three purely non-reducing subspaces, while every reducing
subspace (with respect to the dilation and translation operators) is the orthogonal direct sum of two purely
non-reducing ones. This result is obtained through considering the basic question as to when the orthogonal
complement of an affine subspace in another one is still affine. Motivated by the fundamental question as to
whether every affine subspace is singly-generated, and by a recent result that every singly generated purely
non-reducing subspace admits a singly generated wavelet frame, we prove that every affine subspace can
be decomposed into the direct sum of a singly generated affine subspace and some space of “small size”.
As a consequence we establish a connection between the above mentioned two questions.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
An affine subspace is a closed linear subspace of L2(R) generated by an affine system
{2 n2 ψ(2nt − ) | ψ ∈ Φ, n,  ∈ Z} with some subset Φ ⊆ L2(R). The affine structure natu-
rally leads to the questions concerning the wavelet theory that can be possibly developed for
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been focused on the special cases (cf. [6–8,10,14,19,18,20]) that the underlying affine subspace
is reducing with respect to the translation operator T and the dilation operator D defined by
Tf (x) = f (x − 1) and Df (x) = √2f (2x) for f ∈ L2(R), i.e., the subspace is invariant under
both Dn and T m for all n,m ∈ Z. In such cases the subspace has a very simple structure (cf. [9,8])
in the frequency domain, which leads to some nice results in its corresponding wavelet theory.
In many ways the wavelet theory for this type of affine subspaces is very much like the classical
wavelet theory for the entire space L2(R). However, it is not known how much of the theory is
still valid for general non-reducing affine subspaces. For example, it is well known that every
reducing subspace is automatically singly-generated, and in fact there exists a singly generated
wavelet frame (even Shannon-type orthonormal wavelet) for every reducing subspace (cf. [10]).
This leads to the question as to whether every non-reducing affine subspace admits a singly gen-
erated wavelet frame as well. While the general question still remains open, we showed in [13]
that if an affine subspace is singly-generated, then it admits a Parseval wavelet frame with at
most two generators. Moreover, it admits a wavelet frame with a single function generator when
the affine subspace is either reducing or purely non-reducing. These results naturally lead to a
related problem (maybe slightly weaker than the previous one) of whether every affine subspace
is singly-generated. We believe that in order to answer all these questions we need a good under-
standing of the structure of affine subspaces which, to our knowledge, has not been investigated
yet in the literature. The main purpose of this paper is to establish several basic structural results
which we believe will be useful in serving our ultimate goal of developing the wavelet frame
theory for general affine subspaces.
For a good resource of references related to the topic of this paper, we refer to [11,17] for
wavelet theory, to [3–5,12,15] for frame theory and to [2,1,16] for the theory of shift invariant
subspaces. Here we only recall and introduce some basic notations and definitions that will be
used in this paper. A frame for a separable Hilbert space H is a sequence of vectors {fn} in H
such that the frame inequality
A‖f ‖2 
∑
n∈N
|〈f,fn〉|2  B‖f ‖2
holds for some positive constants A and B and every f ∈ H . The optimal values of the constants
A and B are called the lower frame bound and upper frame bound, respectively. A tight frame is
a frame with equal frame bounds. When both frame bounds are equal to 1, the frame is called a
Parseval frame.
A closed linear subspace M of L2(R) is called shift-invariant (SI for short) if f ∈ M implies
T kf ∈ M for all k ∈ Z. For a given subset Φ ⊆ L2(R), we say that S(Φ) = span{T kf | f ∈ Φ,
k ∈ Z} is the shift invariant subspace generated by Φ . If Φ = {ϕ} for some function ϕ, then V is
called principal shift-invariant (PSI). A finitely generated shift invariant (FSI) subspace refers
to the case that Φ can be chosen as a finite set. By using the above notion of shift invariant
subspace, we may rephrase the definition of affine subspace as follows. An affine subspace is a
closed subspace of L2(R) which has the form
X := span{DnM ∣∣ n ∈ Z}
for some shift invariant subspace M . The subspace M is then called a generating SI subspace
for X. In other words, a subspace X of L2(R) is an affine subspace if and only if X contains
some subspace M as a generating SI subspace. Clearly, M is not necessarily unique for an affine
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such that there exists a generating SI subspace M whose generating set Φ has cardinality k.
A singly generated affine subspace refers to a 1-generated affine subspace.
When an affine system {2 n2 ψ(2nt − ) | ψ ∈ Φ, n,  ∈ Z} of functions forms a frame for
L2(R), it is called a wavelet frame for L2(R). Likewise, when X is a closed subspace of L2(R),
if an affine system of functions is contained in X and forms a frame for X, then it is called a
wavelet frame for X. In each case, the set Φ is then called the set of generators for such a wavelet
frame. Clearly, for a closed subspace X of L2(R) to have a wavelet frame, X must necessarily
be an affine subspace. Tight wavelet frames and Parseval wavelet frames are defined similarly.
If {DnT ψ}n,∈Z is an orthonormal basis for L2(R) (respectively, for some affine subspace X),
then ψ is called an (orthonormal) wavelet for L2(R) (respectively, for X).
Note that the closure of the linear span of any number of shift invariant subspaces is again
shift-invariant. It then follows that for any subspace X of L2(R), there exists a unique shift
invariant subspace Q ⊆ X that is maximal, in the sense that any shift invariant subspace M ⊆ X
must satisfy M ⊆ Q. The subspace Q will be called the maximal SI subspace in X. In particular,
if X is a non-zero affine subspace, then its maximal SI subspace must be non-zero. In fact, it
is quite clear that when X is affine, its maximal SI subspace must be a generating SI subspace
for X.
Prominent among all affine subspaces are those that are reducing. A closed subspace X of
L2(R) is called reducing (with respect to the dilation operator D and the translation operator T )
if it is invariant under both Dn and T k for all n, k ∈ Z. It is well known that X is a reducing
subspace if and only if there exists a measurable subset E of R such that 2E = E and X = {f ∈
L2(R) | supp(fˆ ) ⊆ E}, where fˆ is the Fourier transform defined by
fˆ (ξ) =
∫
R
e−2πiξ tf (t) dt
for f ∈ L1(R) and then uniquely extended to all f ∈ L2(R).
Similar to the case of shift invariant subspace, the closure of the linear span of any number
of reducing subspaces is again reducing. It follows that in any affine subspace X there exists a
unique reducing subspace Y that is maximal, in the sense that any reducing subspace Z ⊆ X must
satisfy Z ⊆ Y . Note that in general an affine subspace is not necessarily reducing. In fact there are
non-zero affine subspaces which do not contain any non-zero reducing subspace. We call such
an affine subspace purely non-reducing. It is also easy to find affine subspaces that are neither
reducing nor purely non-reducing. While we have a better understanding of the subspaces that
are reducing, we try to gain some knowledge about the affine subspaces that are non-reducing.
In particular, we establish the following structural result:
Theorem 1.1. Let X be an affine subspace. Then the following statements are true.
(i) There exists a shift invariant subspace M ⊆ X such that DnM ⊥ DmM for any distinct pair
of integers (m,n) and X =⊕n∈Z DnM .
(ii) If X is a non-zero reducing subspace, then there exist two purely non-reducing affine sub-
spaces X1 and X2 such that X = X1 ⊕X2.
(iii) If X is non-zero and not reducing, then there exists a unique decomposition X = X1 ⊕ X2
with X1 being reducing and X2 being purely non-reducing.
(iv) If X is non-zero, then X is the orthogonal direct sum of at most three purely non-reducing
affine subspaces.
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part (iv) is a direct consequence of part (ii) and (iii). The proof of part (i) involves a semi-
orthogonalization process which will be discussed in Section 2. The proof of part (ii) relies on a
concrete description of the maximal SI subspace in an affine subspace, which will be presented in
Section 3, together with other related results. Part (iii) of the theorem may seem obvious in view
of the observation made above that every affine subspace contains a maximal reducing subspace.
However, the difficult part of the proof is to show that the orthogonal complement of a reducing
subspace within an affine subspace remains affine. While in general we still do not know if there
exists an example showing that the orthogonal complement of an affine subspace within another
one is not necessarily affine, we obtain a necessary and sufficient condition for this to hold. As
its consequence, we obtain the following result.
Theorem 1.2. Let X and Y be two affine subspaces such that X ⊆ Y . Then the following are
true.
(i) If X is reducing, then Y X is affine.
(ii) If Y is reducing, and Y X is affine, then ⋂k∈Z DkV = {0}, where V = span{T j (X Q) |
j ∈ Z} and Q is the maximal SI subspace in X.
We will devote the fourth section to obtaining the above mentioned necessary and sufficient
condition, and to the proof of Theorem 1.2, which in turn leads to part (iii) of Theorem 1.1.
Though not being able to prove or disprove the conjecture that every affine subspace is singly-
generated, in the last section we will show that any purely non-reducing affine subspace is the
direct sum of a singly generated one and some space that is “purely non-affine”, in the sense
that it does not contain any non-zero shift invariant subspace. The said singly generated affine
subspace seems nearly as big as the original affine subspace, thus the said purely non-affine
space can be thought as having relatively small size. More importantly, our construction also
reveals some connection between two of the fundamental problems concerning general affine
subspaces, namely whether every affine subspace is singly-generated and whether the orthogonal
complement of an affine subspace in another one is always affine. In fact we obtain the following
result.
Theorem 1.3. Assume that the orthogonal complement of any affine subspace within another
affine subspace is always affine. Then every purely non-reducing affine subspace is singly-
generated. Consequently, every affine subspace admits a wavelet frame with at most two gen-
erators.
2. Semi-orthogonalizations
Part (i) of Theorem 1.1 is a frequently used result concerning the process of semi-
orthogonalization. We need some preparations for its proof. The first three lemmas are simple.
Since they will be invoked throughout this article, we provide their proofs for the sake of com-
pleteness.
Lemma 2.1. Let L be a bounded linear operator L2(R). Assume that {xn}n∈Z ⊆ L2(R) and that
{Xn}n∈Z is a collection of subsets of L2(R). Then the following are true.
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(b) L span{Xn | n ∈ Z} = span{LXn | n ∈ Z}.
Proof. The proofs of (a) and (b) are interchangeable. We omit the proof of (b).
(a) On the one hand, the fact that span{Lxn | n ∈ Z} = L span{xn | n ∈ Z} ⊆
L span{xn | n ∈ Z} implies that
span{Lxn | n ∈ Z} ⊆ L span{xn | n ∈ Z}.
On the other hand, for any y ∈ L span{xn | n ∈ Z}, there is an x ∈ span{xn | n ∈ Z} with y =
Lx. Hence there is a sequence {x˜k}k ⊆ span{xn | n ∈ Z} such that x˜k → x. Note that {Lx˜k}k ⊆
L span{xn | n ∈ Z} = span{Lxn | n ∈ Z}, so the boundedness of L implies that Lx˜k → Lx = y
and hence y ∈ span{Lxn | n ∈ Z}. Therefore L span{xn | n ∈ Z} ⊆ span{Lxn | n ∈ Z} and
L span{xn | n ∈ Z} ⊆ span{Lxn | n ∈ Z}. 
Lemma 2.2. Let X and Y be closed subspaces of L2(R) and PX⊥ be the orthogonal projection
onto X⊥. Then the following are true.
(a) (X ∩ Y)⊥ = span{X⊥, Y⊥}.
(b) PX⊥Y = (span{X,Y })X.
Proof. (a) Note that (span{X⊥, Y⊥})⊥ ⊆ X and (span{X⊥, Y⊥})⊥ ⊆ Y both hold. Likewise X⊥
and Y⊥ are both contained in (X ∩ Y)⊥. Therefore
(X ∩ Y)⊥ ⊆ ((span{X⊥, Y⊥})⊥)⊥ = span{X⊥, Y⊥}⊆ (X ∩ Y)⊥.
(b) On the one hand, if f ∈ PX⊥Y ⊆ PX⊥span{X,Y }, then there is a g ∈ span{X,Y }, such
that f = PX⊥g. Therefore g = PX⊥g+PXg = f +PXg and f = g−PXg ∈ span{X,Y }. Since
f ∈ X⊥, we must have f ∈ (span{X,Y })X.
On the other hand, if f ∈ (span{X,Y })  X, then f ∈ (span{X,Y }) and f ⊥ X. For any
ε > 0, there is a g with ‖g‖ < ε and an h1 ∈ X and h2 ∈ Y such that
f = g + h1 + h2.
Consequently
f = PX⊥f = PX⊥(g + h1 + h2) = PX⊥g + PX⊥h2.
This means f ∈ PX⊥Y . 
The following lemma is crucial to the semi-orthogonalization process. We say that a sequence
{Xk}k∈Z of subspaces in L2(R) is increasing if Xk ⊆ Xk+1 for all k ∈ Z. It is called decreasing
if Xk ⊇ Xk+1 for all k ∈ Z. It is called monotone if it is either increasing or decreasing.
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increasing, then
span{Xk | k ∈ Z} =
⋃
k∈Z
Xk =
(⋂
k∈Z
Xk
)
⊕
(⊕
k∈Z
(Xk+1 Xk)
)
.
If {Xk}k∈Z is decreasing, then
span{Xk | k ∈ Z} =
⋃
k∈Z
Xk =
(⋂
k∈Z
Xk
)
⊕
(⊕
k∈Z
(Xk Xk+1)
)
.
Proof. We concentrate on the first case since the second case can be proved similarly. Now in
the case that {Xk}k∈Z is increasing, the first equality in the conclusion is trivial. Also, it is trivial
that (⋂
k∈Z
Xk
)
⊕
(⊕
k∈Z
(Xk+1 Xk)
)
⊆
⋃
k∈Z
Xk.
Now if f ∈⋃k∈Z Xk , then for any ε > 0, there is a g ∈ L2(R), a k0 ∈ Z and an h ∈ Xk0 such that
‖g‖ < ε and f = g +h. For such an h ∈ Xk0 , there is a unique sequence {hk}k0k=−∞ and a unique
h˜ such that hk ∈ Xk Xk−1 for each integer k  k0, h˜ ∈⋂k∈Z Xk and h = h˜+∑k0k=−∞ hk . This
means that
f ∈
(⋂
k∈Z
Xk
)
⊕
(⊕
k∈Z
(Xk+1 Xk)
)
=
(⋂
k∈Z
Xk
)
⊕
(⊕
k∈Z
(Xk+1 Xk)
)
. 
Now we describe the semi-orthogonalization process. In this paper will call a natural number k
the length of a shift invariant subspace M if k is the least cardinality of the sets of its generators
(this is also called the cyclic multiplicity of M with respect to the integer translation operator
group {T m: m ∈ Z}).
Proposition 2.4. Suppose that X is an affine subspace with M˜ being its generating SI subspace.
Then there exist a shift invariant subspace M1 in X and a reducing subspace Y ⊆ X, such that
the length of M1 is no more than that of M˜ and
X =
(⊕
n∈Z
DnM1
)
⊕ Y.
Proof. The assumption means that X = span{DnM˜ | n ∈ Z}. For each j ∈ Z, we define
Yj := span
{
DnM˜
∣∣ n ∈ Z, n > j}.
Evidently, we have Yj+1 ⊆ Yj for all j ∈ Z and X =⋃j∈Z Yj . Let us first establish the fact that
Y :=⋂ Yj is a reducing subspace.j∈Z
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k ∈ Z, T kY = ⋂j∈N T kYj = ⋂j∈N Yj = Y . By the definition of Yj , it is also clear that for
each pair of integers (j, k), DkYj = Yj+k . It follows that for each k ∈ Z, DkY =⋂j∈Z DkYj =⋂
j∈Z Yj+k =
⋂
j∈Z Yj = Y .
Next we define
M1 := Y−1  Y0.
Observe that from the discussion above, for each j ∈ Z, Yj  Yj+1 = Dj+1Y−1  Dj+1Y0 =
Dj+1(Y−1  Y0) = Dj+1M1. Hence by Lemma 2.3,
X =
⋃
j∈Z
Yj =
(⊕
j∈Z
(Yj  Yj+1)
)
⊕
⋂
j∈Z
Yj =
(⊕
j∈Z
Dj+1(Y−1  Y0)
)
⊕ Y
=
(⊕
n∈Z
Dn(Y−1  Y0)
)
⊕ Y =
(⊕
n∈Z
DnM1
)
⊕ Y.
Lastly, note that according to the definition of Yj , we have span{M˜,Y0} ⊆ Y−1. Also,
Y−1 = span
{
DnM˜
∣∣ n ∈ Z, n > −1}
= span{M˜,DnM˜ ∣∣ n ∈ Z, n > 0}⊆ span{M˜,Y0}.
Therefore Y−1 = span{M˜,Y0}. Now suppose that for some subset Ψ ⊆ L2(R),
M˜ := span{T kψ ∣∣ k ∈ Z, ψ ∈ Ψ }.
Since Y0 is a shift invariant subspace, so is Y⊥0 . It then follows that for each k ∈ Z, T kPY⊥0 =
PY⊥0 T
k
. Hence by Lemma 2.1 and Lemma 2.2, we have
M1 = Y−1  Y0 =
(
span{M˜,Y0}
) Y0 = PY⊥0 M˜
= span{PY⊥0 T kψ ∣∣ k ∈ Z, ψ ∈ Ψ }= span{T kPY⊥0 ψ ∣∣ k ∈ Z, ψ ∈ Ψ }.
Thus M1 is a shift-invariant subspace of length no more than the length of M˜ . 
Part (i) of Theorem 1.1 now is a direct consequence of Proposition 2.4.
Proof of Theorem 1.1(i). Proposition 2.4 guarantees that any given affine subspace X can be
written as X = (⊕n∈Z DnM1) ⊕ Y with some shift invariant subspace M1 ⊆ X and a reducing
subspace Y . In the case that Y is non-zero, there is a ψ ∈ L2(R) such that {DnT lψ | n, l ∈ Z} is
an orthonormal basis for Y . Let
M2 := span
{
T lψ
∣∣ l ∈ Z}.
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n∈Z DnM2. Now we define M := M1 ⊕M2. Clearly M is a shift invariant subspace contained
in X. Proposition 2.4 then implies that for any distinct pair of integers (m,n), DnM ⊥ DmM
and X =⊕n∈Z DnM . 
3. Maximal SI subspace in an affine subspace
In this section, we consider the maximal shift invariant subspace in an affine subspace. Note
that the existence of the maximal SI subspace in any given affine subspace is observed in Sec-
tion 1. However, more information concerning the maximal SI subspaces is needed. Among other
things, we will give a concrete description of the maximal SI subspaces. This concrete descrip-
tion allows us to construct affine subspaces with certain desired properties, which in turn leads
to a proof of part (ii) of Theorem 1.1. We will need the following trivial fact.
Lemma 3.1. Assume that {Xk}k∈Z, {Yk}k∈Z are two sequences of subspaces in L2(R) satisfying
Xk ⊆ Yk for each k ∈ Z. Then
span{Xk | k ∈ Z} ⊆ span{Yk | k ∈ Z}.
The following is a result in the spirit of Proposition 2.4.
Proposition 3.2. Suppose that X is a non-zero affine subspace and Q is the maximal SI subspace
contained in X. Then the following are true.
(a) Q is a generating SI subspace for X.
(b) DQ ⊆ Q and P := QDQ is a shift invariant subspace contained in X.
(c) X =⊕k∈Z DkP if and only if X is purely non-reducing.
Proof. (a) Note that with X being an affine subspace, there exists a shift invariant subspace
M ⊆ X, such that
X = span{DnM ∣∣ n ∈ Z}.
Since Q is the maximal shift invariant subspace contained in X, necessarily M ⊆ Q ⊆ X. Hence
for each n ∈ Z, DnM ⊆ DnQ ⊆ DnX = X. Now Lemma 3.1 implies that X = span{DnM | n ∈
Z} ⊆ span{DnQ | n ∈ Z} ⊆ X.
(b) Since Q is shift-invariant, so is DQ. Also, DQ ⊆ DX = X follows from the fact that
Q ⊆ X. Thus DQ ⊆ Q is deduced from the maximality of Q. Therefore the shift invariant
subspace QDQ = P is contained in X.
(c) From (a) and (b) we see that X = span{DkQ | k ∈ Z} and that for each k ∈ Z, Dk+1Q ⊆
DkQ. Thus Lemma 2.3 implies that
X = span{DkQ ∣∣ k ∈ Z}= ⋃DkQ = (⊕Dk(QDQ))⊕⋂DkQ.
k∈Z k∈Z k∈Z
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⋂
k∈Z DkQ =
⋂
k∈N DkQ is a reducing
subspace, necessarily
⋂
k∈Z DkQ = {0} and
X =
⊕
k∈Z
Dk(QDQ) =
⊕
k∈Z
DkP.
For the other direction, assume that X = ⊕k∈Z DkP and that X contains a reduc-
ing subspace Y . Since Y is shift-invariant, we have Y ⊆ Q and DY = Y ⊆ DQ. Hence
Y ⊥ (QDQ) = P . Now for each k ∈ Z, Y = DkY ⊥ Dk(Q  DQ) = DkP . This then leads
to the conclusion that Y = {0}. 
We will try to show that the length of the shift invariant subspace P = Q  DQ in Proposi-
tion 3.2 can be any natural number. To this end, we need the following result, which describes
the maximal shift invariant subspace Q contained in an affine subspace X.
Proposition 3.3. Assume that X is an affine subspace. Let L1 := span{T lX | l ∈ Z}  X. Then
X ∩ span{T jL1 | j ∈ Z}⊥ is the maximal shift invariant subspace contained in X.
Proof. First of all, let us establish the fact that X ∩ span{T jL1 | j ∈ Z}⊥ is indeed a shift in-
variant subspace in X. To this end, suppose that f ∈ X ∩ span{T jL1 | j ∈ Z}⊥. We only need to
show that for any k ∈ Z,
T kf ∈ X ∩ span{T jL1 ∣∣ j ∈ Z}⊥.
Indeed, for any such f , we have f ∈ X and f ⊥ span{T jL1 | j ∈ Z}. Thus for any k ∈ Z, we
have T kf ⊥ span{T jL1 | j ∈ Z}. Therefore we are only left to show that T kf ∈ X for all k ∈ Z.
By way of contradiction, suppose that there is some k0 ∈ Z such that T k0f /∈ X. It follows that
there are x˜ ∈ X and {0} = y˜ ∈ X⊥ such that
T k0f = x˜ + y˜.
Clearly this implies ‖f ‖ > ‖x˜‖. On the other hand, since both T k0f and x˜ are contained in
span{T lX | l ∈ Z}, so is y˜ = T k0f − x˜. Therefore y˜ ∈ span{T lX | l ∈ Z}X = L1 and T −k0 y˜ ∈
span{T jL1 | j ∈ Z}. This implies that T −k0 y˜ ⊥ f by our assumption on f . Now from f =
T −k0 x˜ + T −k0 y˜ we obtain the estimate that
‖f ‖2 = 〈f,T −k0 x˜〉 ‖f ‖ · ∥∥T −k0 x˜∥∥,
which leads to the contradiction that ‖f ‖ ‖x˜‖. This concludes the proof that X ∩ span{T jL1 |
j ∈ Z}⊥ is a shift invariant subspace contained in X.
Lastly, assume that M is a shift invariant subspace contained in X. We will show M ⊆ Q.
Indeed, for any such M ⊆ X, clearly M ⊥ L1 = span{T lX | l ∈ Z}  X. Therefore M ⊥
span{T jL1 | j ∈ Z}. Thus M ⊆ X ∩ span{T jL1 | j ∈ Z}⊥. This proves that X ∩ span{T jL1 |
j ∈ Z}⊥ is exactly the maximal shift invariant subspace contained in X. 
Armed with Proposition 3.3, we can constructively show the following:
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of length k, where P := Q  DQ with Q being the maximal shift invariant subspace contained
in X.
Proof. We first choose an arbitrary non-zero reducing subspace Z. Let ψ be any fixed orthonor-
mal wavelet for the subspace Z. Now for any fixed k ∈ N, we choose l ∈ N such that k  2l−1.
We define two subsets Ψ and Φ of Z as follows.
Ψ := {Dlψ,DlT ψ,DlT 2ψ, . . . ,DlT k−1ψ},
Φ := {DlT kψ,DlT k+1ψ,DlT k+2ψ, . . . ,DlT 2l−1ψ}.
We then define two shift invariant subspaces P and M contained in Z as follows.
P := span{T nf ∣∣ f ∈ Ψ, n ∈ Z},
M := span{T ng ∣∣ g ∈ Φ, n ∈ Z}.
Note that for each n ∈ Z, we have T nDl = DlT 2ln. Hence from the facts that ψ is an or-
thonormal wavelet for Z and k  2l−1, we deduce that the functions in the collection {T nf,T ng |
f ∈ Ψ, g ∈ Φ, n ∈ Z} are mutually orthogonal to each other. Therefore {T nf | f ∈ Ψ, n ∈ Z}
(respectively, {T ng | g ∈ Φ, n ∈ Z}) forms an orthonormal basis for P (respectively, M). This
implies that the translation group {T n: n ∈ Z} restricted to P has a “wandering subspace” of
dimension k and hence k is the has cyclic multiplicity of M , i.e., the length of P is k. Similarly
the length of M is 2l − k.
Now we define X :=⊕n∈Z DnP and Y :=⊕n∈Z DnM . By using the fact that ψ is an or-
thonormal wavelet for Z, it is easy to check that Z = X ⊕ Y . Finally, we define
Q :=
∞⊕
n=0
DnP.
Clearly Q is a shift invariant subspace contained in X and P = QDQ. To complete the proof,
we want to show that X is a purely non-reducing affine subspace.
In view of Proposition 3.2, to this end, it suffices to show that Q is the maximal shift
invariant subspace contained in X. According to Proposition 3.3, it is then enough to show
X ∩ span{T nL1 | n ∈ Z}⊥ ⊆ Q, where L1 = span{T nX | n ∈ Z} X.
We start by noting that since k  2l−1, we have
{
2l−1,2l−1 + 1, . . . ,2l−1 + k − 1}⊆ {k, k + 1, . . . ,2l − 1}.
Therefore,
TD−1Ψ = T {Dl−1ψ, . . . ,Dl−1T k−1ψ}
= {Dl−1T 2l−1ψ, . . . ,Dl−1T 2l−1+k−1ψ}⊆ {Dl−1T kψ, . . . ,Dl−1T 2l−1ψ}
= D−1{DlT kψ, . . . ,DlT 2l−1ψ}= D−1Φ ⊆ D−1{T ng | g ∈ Φ,n ∈ N}= D−1M.
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T 2
j−1
D−jΨ = T 2j−1{Dl−jψ, . . . ,Dl−j T k−1ψ}
= {Dl−j T 2l−1ψ, . . . ,Dl−j T 2l−1+k−1ψ}
⊆ {Dl−j T kψ, . . . ,Dl−j T 2l−1ψ}⊆ D−jM.
Since DmM ⊥ X for all m ∈ Z, we conclude that for each j ∈ N,
T 2
j−1
D−jΨ ⊆ span{T nX ∣∣ n ∈ Z}X = L1.
It follows then that for each j ∈ N, span{T nL1 | n ∈ Z} ⊇ D−jΨ . Therefore
span
{
T nL1
∣∣ n ∈ Z}⊇ span{T nh ∣∣ h ∈ D−jΨ, j ∈ N, n ∈ Z}
= span{T nDl−jψ, . . . , T nDl−j T k−1ψ ∣∣ j ∈ N, n ∈ Z}
= span{D−j T 2−j nDlψ, . . . ,D−j T 2−j nDlT k−1ψ ∣∣ j ∈ N, n ∈ Z}
⊇ span{D−j T nDlψ, . . . ,D−j T nDlT k−1ψ ∣∣ j ∈ N, n ∈ Z}
=
⊕
j∈N
D−jP .
Thus, X ∩ span{T jL1 | j ∈ Z}⊥ ⊆⊕∞j=0 DjP = Q. 
Proof of Theorem 1.1(ii). With the rigid choice of natural numbers k, l satisfying k = 2l−1 and
a change of notation for various affine subspaces, as described below, we may repeat the proof
of Proposition 3.4 to conclude that any given non-zero reducing subspace X (in stead of Z as in
the said proof) can be decomposed into direct sum of two affine subspaces, which we denote by
X1 and X2 (in stead of X and Y , respectively, as in the said proof), such that X1 is purely non-
reducing. With the strengthened assumption that k = 2l−1 and the symmetry in the construction
of X1 and X2, we then clearly have that both X1 and X2 are purely non-reducing. 
4. Subspaces of an affine subspace
In this section, we will be mainly concerned with the orthogonal complement of an affine
subspace in another one. It is a question both natural and fundamental to ask if and when such
an orthogonal complement still remains affine. Utilizing the notion of maximal SI subspaces,
we obtain an necessary and sufficient condition for it to be affine. Theorem 1.2 and part (iii) of
Theorem 1.1 follows easily from this characterization. The following trivial fact about the direct
sum of two affine subspaces will be useful.
Lemma 4.1. Assume that X and Y are affine subspaces such that X ⊥ Y . If M and N are
generating SI subspace for X and Y respectively, then X ⊕ Y is an affine subspace with M ⊕N
as a generating SI subspace.
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pleteness.
Lemma 4.2. Assume that {Xk}k∈Z is a monotone sequence of subspaces in L2(R). If a subspace
Y in L2(R) contains Xk for each k ∈ Z, then
span{Y Xk | k ∈ Z} =
⋃
k∈Z
Y Xk = Y 
⋂
k∈Z
Xk.
Proof. The first equality is trivial, as is the inclusion
⋃
k∈Z
Y Xk ⊆ Y 
⋂
k∈Z
Xk.
For the other inclusion, without loss of generality, assume that {Xk}k∈Z is increasing. According
to Lemma 2.3,
Y 
⋂
k∈Z
Xk =
(
Y 
⋃
k∈Z
Xk
)
⊕
(⋃
k∈Z
Xk 
⋂
k∈Z
Xk
)
=
(
Y 
⋃
k∈Z
Xk
)
⊕
(⊕
k∈Z
(Xk+1 Xk)
)
.
Thus evidently Y ⋂k∈Z Xk ⊆⋃k∈Z Y Xk . 
We also need the following fact.
Lemma 4.3. Assume that X is an affine subspace. Let Q be the maximal shift invariant subspace
contained in X and define V := span{T j (X Q) | j ∈ Z}. Then the following are true.
(a) {DkQ}k∈Z is decreasing, {DkV }k∈Z is increasing.
(b) Q ⊥ V ; V = {0} if and only if X is a reducing subspace.
(c) X ⊥⋂k∈Z DkV ; ⋂k∈Z DkV is in any reducing subspace containing X.
Proof. (a) Note that once it is established that DQ ⊆ Q and D−1V ⊆ V , both conclusions fol-
low immediately. Now DQ ⊆ Q indeed holds according to Lemma 3.2(b). Moreover, DQ ⊆ Q
implies that Q ⊆ D−1Q. Therefore
D−1V = span{D−1T j (X Q) ∣∣ j ∈ Z}= span{T 2j (X D−1Q) ∣∣ j ∈ Z}
⊆ span{T 2j (X Q) ∣∣ j ∈ Z}⊆ span{T j (X Q) ∣∣ j ∈ Z}= V.
(b) Since Q is a shift invariant subspace and Q ⊥ (XQ), it follows that Q ⊥ span{T j (X
Q) | j ∈ Z} = V . Note that X is reducing if and only if Q = X. Also, evidently Q = X if and
only if V = {0}. The second conclusion follows.
(c) Clearly Q ⊥ V implies that DkQ ⊥ DkV for all k ∈ Z. Since {DkV }k∈Z is increas-
ing, DkQ ⊥ DlV for each pair of integers (k, l) with k  l. Thus for each k ∈ Z, DkQ ⊥⋂
lk D
lV =⋂l∈Z DlV . Thus
X = span{DkQ ∣∣ k ∈ Z}⊥⋂DlV.
l∈Z
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tain span{T j (X  Q) | j ∈ Z} = V . Therefore, such a reducing subspace, being invariant under
Dn for all n ∈ Z, must further contain DnV for all n ∈ Z. Thus it must contain ⋂k∈Z DkV . 
Now we are ready for the key result of this section.
Theorem 4.4. Assume that X and Y are affine subspaces such that X ⊆ Y . Let Q and S
be the maximal shift invariant subspaces contained in X and Y respectively and define V :=
span{T j (XQ) | j ∈ Z}. Then S ∩V ⊥ ∩Q⊥ is the maximal shift invariant subspace contained
in Y X and S ∩ V ⊥ ∩Q⊥ = (S ∩ V ⊥)Q.
Proof. Evidently, S ∩ V ⊥ ∩ Q⊥ is a shift invariant subspace contained in Y . Moreover, since
X = Q ⊕ (X  Q) ⊆ Q ⊕ span{T j (X  Q) | j ∈ Z} = Q ⊕ V , we conclude from Lemma 2.1
that S∩V ⊥∩Q⊥ ⊆ Y X. Furthermore, according to Lemma 4.3, V ⊥ ⊇ Q, hence S∩V ⊥ ⊇ Q.
Therefore S ∩ V ⊥ ∩Q⊥ = (S ∩ V ⊥)Q.
Lastly, let M1 be a given shift invariant subspace contained in Y  X. Lemma 4.1 and the
maximality of S as a shift invariant subspace in Y imply that Q⊕M1 ⊆ S. Since Q ⊥ (X Q),
M1 ⊥ X, we have that Q ⊕ M1 ⊥ (X  Q). Consequently, Q ⊕ M1 ⊥ span{T j (X  Q) | j ∈
Z} = V . We have thus established that Q ⊕ M1 ⊆ S ∩ V ⊥. This allows us to conclude that
M1 ⊆ (S ∩ V ⊥)Q = S ∩ V ⊥ ∩Q⊥. 
Proof of Theorem 1.2(i). According to Lemma 4.3, when X is a reducing subspace, V = {0},
thus V ⊥ = L2(R). Hence by Theorem 4.4, S Q is the maximal SI for Y X. Let Z = Y X,
M1 = S Q, we need only to show that Z = span{DkM1 | k ∈ Z}.
Let us first observe that (S  Q) ⊕ X = span{(S  Q) ⊕ Q,X}. Indeed, on the one hand,
from the facts that S  Q ⊥ X and Q ⊆ X, we see that span{(S  Q) ⊕ Q,X} ⊆ (S  Q) ⊕ X
holds. On the other hand, we also have (S Q)⊕X ⊆ span{(S Q)⊕Q,X}. Thus, according
to Lemma 2.2, we have
PX⊥S = span{S,X} X = span
{
(S Q)⊕Q,X}X = S Q = M1.
Since X (therefore X⊥) is a reducing subspace, for any k, l ∈ Z, X⊥ is invariant under Dl ,
therefore PX⊥ commutes with Dl . Hence according to Lemmas 2.1 and 2.2,
span
{
DkM1
∣∣ k ∈ Z}= span{DkPX⊥S ∣∣ k ∈ Z}= span{DkPX⊥S ∣∣ k ∈ Z}
= span{DkPX⊥S ∣∣ k ∈ Z}= span{PX⊥DkS ∣∣ k ∈ Z}
= PX⊥span
{
DkS
∣∣ k ∈ Z}= PX⊥Y = span{X,Y } X
= Y X = Z. 
We remark that from the characterization of reducing subspaces in terms of their frequency
domain, we already know that the orthogonal complement of a reducing subspace within another
reducing subspace is always reducing. This fact certainly is also deductable from Theorem 1.2(i).
Proof of Theorem 1.1(iii). Assume that X is a non-reducing affine subspace. Recall that in Sec-
tion 1, we have already observed the existence of the maximal reducing subspace X2 contained
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 X2. Then it follows from Theorem 1.2(i) that X1 is affine. X1 is purely
non-reducing because of the maximality of the reducing subspace X2. Uniqueness also follows
from the maximality of the reducing subspace X2 and the fact that the orthogonal complement
of a reducing space within another reducing space is always reducing. 
Proof of Theorem 1.1(iv). It follows directly from (ii) and (iii). 
Proposition 4.5. Assume that X and Y are affine subspaces such that X ⊆ Y . Let Q and
S be the maximal shift invariant subspaces contained in X and Y respectively and define
V := span{T j (X  Q) | j ∈ Z}. Then Y  X is an affine subspace if and only if Y =⋃
n∈Z Dn(S ∩ V ⊥).
Proof. By Theorem 4.4, M1 := (S ∩ V ⊥)  Q is the maximal SI subspace in Y  X. Hence if
Y X is affine, S ∩V ⊥ Q must be a generating SI subspace for the affine subspace Y X. It
then follows from Lemma 4.1 that M˜ := (S∩V ⊥Q)⊕Q = S∩V ⊥ is a generating SI subspace
for the affine subspace Y . Note that for any integer k, since DkS ⊇ Dk+1S and DkV ⊆ Dk+1V
both hold according to Lemma 4.3, we must have DkM˜ ⊇ Dk+1M˜ . Thus by Lemma 4.2,
Y = span{DnM˜ ∣∣ n ∈ Z}= ⋃
n∈Z
DnM˜ =
⋃
n∈Z
Dn
(
S ∩ V ⊥).
For the other direction, let us suppose that Y =⋃n∈Z Dn(S ∩ V ⊥). Our only task is to show
Y  X = span{DnM1 | n ∈ Z}. To this end, we choose M˜1 := (Y  X)  [(Y  X) ∩ (S ∩
V ⊥)⊥]. To complete the proof, we only need to show that Y  X = span{DnM˜1 | n ∈ Z} and
M˜1 ⊆ M1. Let us check Y  X = span{DnM˜1 | n ∈ Z} first. By Lemma 4.2 and the assumption
that
⋃
n∈Z Dn(S ∩ V ⊥) = Y , we have
span
{
DnM˜1
∣∣ n ∈ Z}= ⋃
n∈Z
DnM˜1
= (Y X)
[
(Y X)∩
⋂
n∈Z
(
Dn
(
S ∩ V ⊥))⊥]
= (Y X)
[
(Y X)∩
(⋃
n∈Z
Dn
(
S ∩ V ⊥))⊥]
= (Y X) [(Y X)∩ Y⊥]= Y X.
Lastly let us show that M˜1 ⊆ M1, namely,
(Y X) [(Y X)∩ (S ∩ V ⊥)⊥]⊆ (S ∩ V ⊥)Q = (S ∩ V ⊥)∩Q⊥.
Note that for a given Hilbert space H with two subspaces L and M, HM ⊆ L is equivalent
to H  L ⊆ M. Thus, equivalently, we only need to show
(Y X) ((S ∩ V ⊥)∩Q⊥)= (Y X)∩ ((S ∩ V ⊥)∩Q⊥)⊥ ⊆ (Y X)∩ (S ∩ V ⊥)⊥.
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(Y X)∩ ((S ∩ V ⊥)∩Q⊥)⊥ = (Y X)∩ (span{(S ∩ V ⊥)⊥,Q}),
so we only need to show
(Y X)∩ (span{(S ∩ V ⊥)⊥,Q})⊆ (Y X)∩ (S ∩ V ⊥)⊥.
With Q ⊆ X, and Q ⊆ S ∩ V ⊥, we see that (Y  X) ⊆ (Y  X) ∩ (Y  Q) and
span{(S ∩ V ⊥)⊥,Q} = (S ∩ V ⊥)⊥ ⊕Q. Therefore indeed
(Y X)∩ (span{(S ∩ V ⊥)⊥,Q})
⊆ (Y X)∩ (Y Q)∩ ((S ∩ V ⊥)⊥ ⊕Q)
= (Y X)∩ Y ∩Q⊥ ∩ ((S ∩ V ⊥)⊥ ⊕Q)= (Y X)∩ Y ∩ (((S ∩ V ⊥)⊥ ⊕Q)Q)
= (Y X)∩ Y ∩ (S ∩ V ⊥)⊥ = (Y X)∩ (S ∩ V ⊥)⊥.
In fact we have M˜1 = M1. 
Note that by using Proposition 4.5, we also have a one line proof of part (i) of Theo-
rem 1.2. Indeed, when X is a reducing subspace, V = {0}, thus V ⊥ = L2(R). Evidently,⋃
n∈Z Dn(S ∩ V ⊥) =
⋃
n∈Z DnS = Y .
Proof of Theorem 1.2(ii). When Y is a reducing subspace, we have S = Y . Since Y  X is
affine, according to Proposition 4.5, Y =⋃n∈Z Dn(Y ∩ V ⊥). Now by Lemma 4.2,
Y =
⋃
n∈Z
Dn
(
Y ∩ V ⊥)= ⋃
n∈Z
Y ∩ (Dn(V ⊥))
= Y ∩
( ⋃
n∈Z
(
DnV
)⊥)⊆ Y ∩ ⋃
n∈Z
(
DnV
)⊥ = Y ∩( ⋂
n∈Z
DnV
)⊥
.
Thus
⋂
n∈Z DnV ⊆ Y⊥. Note that by Lemma 4.3,
⋂
n∈Z DnV is contained in any reducing space
containing X, so
⋂
n∈Z DnV ⊆ Y . Consequently
⋂
k∈Z DkV ⊆ Y ∩ Y⊥ = {0}. 
We may argue with a slight modification of the proof of Theorem 1.2(ii), as follows. Observe
that since S ⊆ Y always holds for affine subspace Y . By using Lemma 4.2, we have
⋃
n∈Z
Dn
(
S ∩ V ⊥)⊆ ⋃
n∈Z
Dn
(
Y ∩ V ⊥)
⊆ Y ∩
⋃(
DnV
)⊥ = Y ∩(⋂DnV)⊥.n∈Z n∈Z
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⋃
n∈Z Dn(S ∩ V ⊥) = Y , then Y ∩ (
⋂
n∈Z DnV )⊥ = Y . Consequently
Y ∩ (⋂n∈Z DnV ) = {0}. So we have the following result.
Corollary 4.6. Assume that X and Y are affine subspaces such that X ⊆ Y . Let Q and
S be the maximal shift invariant subspaces contained in X and Y respectively and define
V := span{T j (X Q) | j ∈ Z}. If Y X is an affine subspace, then Y ∩ (⋂n∈Z DnV ) = {0}.
5. The generator problem of affine subspaces
As explained in the introductory section, the question as to whether every affine subspace is
singly-generated is both nature and fundamental to the development of the wavelet theory for
general affine subspaces. There seems to be circumstantial evidences for an affirmative answer
as well as those that are against it. Recall that we show in Proposition 3.4 that for any natural
number k, there is a purely non-reducing affine subspace X such that P is of length k, where
P := Q  DQ with Q being the maximal shift invariant subspace contained in X. Intuitively,
with Q being the maximal SI subspace, it seems plausible that the length of P := QDQ may
enjoy some minimality property among the collection of all possible lengths of generating SI
subspaces for a given affine subspace, or at least in some special cases. Yet we are unable either
to prove it in general situation, or to find some specific supporting example. Among other things,
a main obstacle seems to be the insufficiency of knowledge about the length of a shift invariant
subspace.
In this section, we are going to present a construction which favors an affirmative answer to
the above mentioned question. There are some conceivable ways that our construction could help
to reach an positive answer. In particular, if we can prove that the orthogonal complement of an
affine subspace in another one is always affine, then at least in the case of purely non-reducing
affine subspaces, our construction would indeed imply an affirmative answer. On the other hand,
if the answer to the said question turns out to be negative, then our construction seems to offer a
best case scenario.
We will accomplish our construction through a series of lemmas. The conclusion well be
stated at the end of this section, which leads easily to a proof of Theorem 1.3. The first four
lemmas are about a useful partition of natural numbers. The first lemma is trivial and we omit its
proof.
Lemma 5.1. Let E = [ 12 ,1), then there is a collection of intervals {En,k | (n, k) ∈ ({0} ∪N)×N}
such that the following hold:
(a) |En,k| > 0 for all (n, k) ∈ ({0} ∪ N)× N;
(b) En1,k1 ∩En2,k2 = ∅ for any distinct pair of (n1, k1), (n2, k2) ∈ ({0} ∪ N)× N;
(c) ⋃n∈{0}∪N,k∈N En,k = E.
Lemma 5.2. Let E = [ 12 ,1) and {En,k | (n, k) ∈ ({0} ∪ N) × N} be as in Lemma 5.1. For each
(j, n, k) ∈ N × ({0} ∪N)×N, define Aj,n,k = {m ∈ N | m ∈ 2jEn,k}. Then {Aj,n,k | n ∈ {0} ∪N,
j, k ∈ N} is a partition of the set N.
Proof. Since [1,∞) is the disjoint union of the intervals in {2jE | j ∈ N}. It follows that [1,∞)
is the disjoint union of the intervals in {2jEn,k | n ∈ {0} ∪ N, j, k ∈ N}. This partition of [1,∞)
then induces the partition of N as described in the above. 
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any fixed triple (p,n, k) ∈ N× ({0} ∪N)×N, there is a j ∈ N, dependent on (p,n, k), such that
|2jEn,k| > 2(n+ p)+ 1.
Proof. According to Lemma 5.1, |En,k| > 0 for all (n, k) ∈ ({0} ∪ N) × N. Thus
limj→∞ |2jEn,k| = limj→∞ 2j |En,k| = ∞. The conclusion follows immediately. 
Lemma 5.4. Let E = [ 12 ,1) and {En,k | (n, k) ∈ ({0} ∪ N) × N} be as in Lemma 5.1. Then thefollowing are true:
(a) For each fixed (n, k) ∈ ({0}∪N)×N, there is a strictly increasing sequences of natural num-
bers {l(n,k)p }p∈N such that for distinct pair of (p1, n1, k1), (p2, n2, k2) ∈ N × ({0} ∪ N) × N,
l
(n1,k1)
p1 = l(n2,k2)p2 .
(b) For each fixed (n, k) ∈ ({0} ∪ N) × N, there is a strictly increasing sequence of natural
numbers {j
l
(n,k)
p
}p∈N, dependant on the sequence {l(n,k)p }p∈N, such that for all (p,n, k) ∈
N × ({0} ∪ N)× N,
∣∣2jl(n,k)p En,k∣∣> 2(n+ l(n,k)p )+ 1.
(c) For each fixed (n, k) ∈ ({0} ∪ N) × N, there is a strictly increasing sequence of natural
numbers {m
l
(n,k)
p
}p∈N, dependant on the sequence {l(n,k)p }p∈N, such that for any distinct pair
of (p1, n1, k1), (p2, n2, k2) ∈ N × ({0} ∪ N)× N,
|m
l
(n1,k1)
p1
−m
l
(n2,k2)
p2
| > (l(n1,k1)p1 + l(n2,k2)p2 + n1 + n2).
Proof. (a) Using Lemma 5.3, for each fixed (n, k) ∈ ({0} ∪ N) × N, we first choose a strict
increasing sequence of natural numbers {w(n,k)p }p∈N such that for each p ∈ N, |2w(n,k)p En,k| > 1.
This then implies that 2w
(n,k)
p En,k ∩ N is non-empty for all p ∈ N. Applying Lemma 5.3 again,
for each p ∈ N, we choose l(n,k)p ∈ 2w(n,k)p En,k ∩ N. Since {w(n,k)p }p∈N is strictly increasing, so
is {l(n,k)p }p∈N. Moreover, since {w(n,k)p }p∈N is strictly increasing, by Lemma 5.2, we see that
for distinct pair of (p1, n1, k1), (p2, n2, k2) ∈ N × ({0} ∪ N)× N, 2w
(n1,k1)
p1 En1,k1 is disjoint from
2w
(n2,k2)
p2 En2,k2 . Thus by our way of construction, l
(n1,k1)
p1 = l(n2,k2)p2 .
(b) It trivially follows from (a) and Lemma 5.3.
(c) Note that according to (b), for each (p,n, k) ∈ N × ({0} ∪ N) × N, 2jl(n,k)p En,k (thus also
Aj
l
(n,k)
p
,n,k) contains at least 2(n + l(n,k)p ) + 1 consecutive natural numbers, therefore we may
choose a natural number m
l
(n,k)
p
such that
{
m
l
(n,k)
p
− (n+ l(n,k)p ), . . . ,ml(n,k)p , . . . ,ml(n,k)p + (n+ l(n,k)p )}⊆ Ajl(n,k)p ,n,k. 
Now we are ready to start the construction. For the sake of simplicity, we choose to first con-
centrate on purely non-reducing affine subspaces, thus avoiding some cumbersome technicality
at the initial stage.
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space X. Denote P := QDQ. Also assume that for any n ∈ {0} ∪ N, {fn,k}k∈N is a unit norm
spanning set for DnP in the sense that ‖fn,k‖ = 1 for all k ∈ N and span{fn,k | k ∈ N} = DnP .
Further assume that {l(n,k)p }p∈N and {ml(n,k)p }p∈N are as in Lemma 5.4. Then the following are
true.
(a) The function
φ :=
∑
p,n,k
1
2
m
l
(n,k)
p
D
m
l
(n,k)
p fn,k
is well defined and φ ∈⊕∞n=0 DnP = Q.
(b) The singly generated shift invariant subspace M := span{T lφ | l ∈ Z} is contained in Q.
(c) The affine subspace X′ := span{DjM | j ∈ Z} is contained in X.
Proof. According to Lemma 5.4(c), for any distinct pair of (p1, n1, k1), (p2, n2, k2) ∈ N ×
({0} ∪ N)× N, m
l
(n1,k1)
p1
= m
l
(n2,k2)
p2
. It follows that the numerical series
∑
p,n,k
1
2
m
l
(n,k)
p
is convergent. Since ‖fn,k‖ = 1 for all (n, k) ∈ ({0} ∪N)×N, we see that φ is well defined. The
rest of the conclusion follows readily. 
Lemma 5.6. Let X, Q, {fn,k}(n,k)∈({0}∪N)×N, X′ be as in Lemma 5.5. Then the following are true.
(a) For any (n, k) ∈ ({0} ∪ N)× N, fn,k ⊆ PQX′.
(b) For any m ∈ Z, DmQ = PDmQX′.
Proof. If we assume that (a) is true, then (b) can be shown as its easy consequence. In fact, it
follows from (a) that
Q =
∞⊕
n=0
DnP = span{fn,k ∣∣ (n, k) ∈ ({0} ∪ N)× N}⊆ PQX′ ⊆ Q.
Thus, for any m ∈ Z,
DmQ = DmPQX′ = DmPQX′ = PDmQDmX′ = PDmQX′.
Note that in order to prove (a), it suffices to show that for any (n0, k0) ∈ ({0}∪N)×N and ε > 0,
there is a ψ ∈ X′ such that
‖fn ,k − PQψ‖ < ε.0 0
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choose a p0 ∈ N such that
∞∑
l=l(n0,k0)p0
1
2l+1
< ε.
We then define ψ := 2
m
l
(n0,k0)
p0 D
−m
l
(n0,k0)
p0 φ. Evidently ψ ∈ X′. Using the concrete expression of
φ in Lemma 5.5, we write ψ in the following way.
ψ =
∑
p,n,k
cp,n,kD
m
l
(n,k)
p
−m
l
(n0,k0)
p0 fn,k,
where cp,n,k = 2
m
l
(n0,k0)
p0 /2
m
l
(n,k)
p
. Let us look at how PQ is applied to each term in the above.
First note that since n0 ∈ {0} ∪ N, fn0,k0 ∈ Dn0P ⊆
⊕∞
j=0 DjP = Q. Thus clearly
PQD
m
l
(n0,k0)
p0
−m
l
(n0,k0)
p0 fn0,k0 = fn0,k0 .
Next we consider any (p,n, k) ∈ N × ({0} ∪ N) × N with the property that m
l
(n,k)
p
< m
l
(n0,k0)
p0
.
According to Lemma 5.4, we have
m
l
(n,k)
p
−m
l
(n0,k0)
p0
< −n0 − n− 1.
Thus the fact that fn,k ∈ DnP implies that
D
m
l
(n,k)
p
−m
l
(n0,k0)
p0 fn,k ∈
−n0−1⊕
j=−∞
DjP ⊥ Q.
Therefore evidently
PQcp,n,kD
m
l
(n,k)
p
−m
l
(n0,k0)
p0 fn,k = 0
when m
l
(n,k)
p
< m
l
(n0,k0)
p0
.
Lastly, denote
B := {(p,n, k) ∈ N × ({0} ∪ N)× N ∣∣m
l
(n,k)
p
> m
l
(n0,k0)
p0
}
.
According to Lemma 5.4, for any (p,n, k) ∈ B , we have
m
l
(n,k)
p
−m
l
(n0,k0)
p0
> l(n0,k0)p0 + l(n,k)p .
Consequently,
1634 Q. Gu, D. Han / Journal of Functional Analysis 260 (2011) 1615–1636∥∥PQcp,n,kDml(n,k)p −ml(n0,k0)p0 fn,k∥∥ cp,n,k = 1
2
m
l
(n,k)
p
−m
l
(n0,k0)
p0
<
1
2l
(n0,k0)
p0 +l(n,k)p
.
Note that according to Lemma 5.4, l(n1,k1)p1 = l(n2,k2)p2 for any distinct pair of (p1, n1, k1),
(p2, n2, k2) ∈ N × ({0} ∪ N)× N. Thus
‖fn0,k0 − PQψ‖ =
∥∥∥∥fn0,k0 − ∑
p,n,k
PQcp,n,kD
m
l
(n,k)
p
−m
l
(n0,k0)
p0 fn,k
∥∥∥∥

∑
(p,n,k)∈B
1
2l
(n0,k0)
p0 +l(n,k)p

∑
p,n,k
1
2l
(n0,k0)
p0 +l(n,k)p

∞∑
l=l(n0,k0)p0
1
2l+1
< ε. 
Lemma 5.7. Let X, Q, {fn,k}(n,k)∈({0}∪N)×N, X′ be as in Lemma 5.5. Then the following are true:
(a) For each m ∈ Z, (X X′)∩DmQ = {0}.
(b) For any m ∈ Z, X  X′ does not contain any non-zero subspace that is invariant under
the group of unitary operators {T 2ml | l ∈ Z}. In particular, X  X′ does not contain any
non-zero shift invariant subspace.
(c) X ∩ (X \⋃m∈Z DmQ)⊥ ⊆ X′.
Proof. (a) Suppose that for some m ∈ Z, f ∈ (X  X′) ∩ DmQ. We readily have PDmQf =
f ⊥ X′. Thus f ⊥ PDmQX′. Namely f ∈ (PDmQX′)⊥. On the other hand, since DmQ =
PDmQX′ by Lemma 5.6, we see that f ∈ (X X′)∩DmQ also implies f ∈ (PDmQX′). Conse-
quently
f ∈ (PDmQX′)∩ (PDmQX′)⊥ = {0}.
(b) This follows readily from (a) and the maximality of Q as a shift invariant subspace in X.
(c) From (a) it is clear that (X X′)∩ (⋃m∈Z DmQ) = {0}. Therefore
X X′ ⊆
(
X
∖⋃
m∈Z
DmQ
)
∪ {0}.
Consequently,
X′ = X ∩ (X X′)⊥ ⊇ X ∩(X∖⋃
m∈Z
DmQ
)⊥
. 
Let us summarize our construction so far.
Proposition 5.8. Let X be a purely non-reducing affine subspace with Q as the maximal SI sub-
space in X. (Therefore X =⋃m∈Z DmQ.) Then there exists a singly generated affine subspace
X′ ⊆ X such that the following are true:
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(b) For any m ∈ Z, (X X′)∩DmQ = {0}. Hence X X′ ⊆ (X \⋃m∈Z DmQ)∪ {0}.
(c) For any m ∈ Z, X  X′ does not contain any non-zero subspace that is invariant under
the group of unitary operators {T 2ml | l ∈ Z}. In particular, X  X′ does not contain any
non-zero shift invariant subspace.
We remark that for a general non-zero non-reducing affine subspace X, the construction is
virtually the same. The only difference is that we have to choose and fix a suitable generating SI
subspace for X first. For instance, by using (iii) of Theorem 1.1, one may first decompose X into
the direct sum of a purely non-reducing X1 with Q1 being its maximal SI subspace and a reducing
subspace X2. Now choose a shift invariant subspace Q2 ⊆ X2 such that Q2 =⊕∞n=0 DnP2 with
P2 being a generating SI subspace for X2. This can be done using the same technique as in the
proof of (i) of Theorem 1.1 and we may even choose P2 to be singly generated, though this does
not seems to have any significant affect to the resulting construction. Now denote Q := Q1 ⊕Q2
and P := P1 ⊕ P2 where P1 = Q1  DQ1. Similar to the purely non-reducing case, we still
have X =⋃m∈Z DmQ, P = Q  DQ and Q =⊕∞n=0 DnP . Thus we may proceed exactly the
same way as in the purely non-reducing case and obtain virtually the same results, except now
the resulting space X  X′ may contain some shift invariant subspace, which necessarily must
be contained in (X2 \⋃m∈Z DmQ2)∪ {0}. We summarize the above discussion in the following
theorem.
Theorem 5.9. Let X be a non-zero non-reducing affine subspace with a direct sum decomposition
X = X1 ⊕ X2 where X1 is purely non-reducing with Q1 being its maximal SI subspace and
X2 is reducing with a shift invariant subspace Q2 ⊆ X2 such that Q2 =⊕∞n=0 DnP2 with P2
being a generating SI subspace for X2. (Therefore X2 =⋃m∈Z DmQ2.) Denote Q = Q1 ⊕Q2.
(Therefore X =⋃m∈Z DmQ.) Then there exists a singly generated affine subspace X′ ⊆ X such
that the following are true:
(a) For any m ∈ Z, DmQ = PDmQX′.
(b) For any m ∈ Z, (X X′)∩DmQ = {0}. Hence X X′ ⊆ (X \⋃m∈Z DmQ)∪ {0}.
(c) For any m ∈ Z, any non-zero subspace that is invariant under the group of unitary operators
{T 2ml | l ∈ Z} must be contained in (X2 \⋃m∈Z DmQ2)∪ {0}.
Finally, we give the proof of Theorem 1.3.
Proof of Theorem 1.3. Let X be a purely non-reducing affine subspace. Let X′ be as in Theo-
rem 5.9. According to the assumption, we have that XX′ is affine. Let XX′ = span{DnM |
n ∈ Z} with M being a shift invariant subspace. By Proposition 5.8(c) we have M = {0}. Hence
X = X′ is singly-generated. The last statement now follows from Corollary 1.3 in [13]. 
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