Abstract: This paper extends the research on the variance risk premium by considering a small open economy with volatile capital ‡ows-the Korean economy. The empirical analysis in this paper …nds that as in the US, the variance risk premium in Korea has a predictive power for the Korea Composite Stock Price Index (KOSPI) 200 stock returns over one-month and three-month horizons, indicating that it re‡ects the level of risk aversion in the Korean economy. The short-term forecasting ability of the variance risk premium is comparable to that of other popular predictor variables, such as the dividend yield and output gap. Moreover, a factor-augmented vector autoregression (FAVAR) analysis shows that the global liquidity sector is more important than the domestic macroeconomic sector in determining the variance risk premium. An increase in global liquidity signi…cantly reduces both the variance risk premium and economic uncertainty.
Introduction
The variance risk premium (VRP) is de…ned as the di¤erence between the option-implied variance (IV) and conditional variance for stock returns (CV). The IV and CV represent the expected future stock return variations under risk-neutral probability 1 and those under the actual (physical) probability, respectively. In particular, the discrepancy between those two probabilities for negative economic events (e.g., economic recessions or …nancial crises) re ‡ects the degree of risk aversion in the market. In general, stock return variance tends to be high when an economy is in a bad state. Therefore, as pointed out by Bekaert et al. (2013) , a higher VRP indicates that investors will react more fearfully to the emergence of negative economic developments. In line with this, Bekaert and Hoerova (2014) argued that the VRP and CV might serve as measures for risk aversion and economic uncertainty, respectively.
In the past, research on the VRP focused on the topics related to …nancial engineering (e.g., derivative pricing) because stock market variance itself is an underlying asset for some …nancial derivative transactions. For example, an over-the-counter contract called the variance swap pays the di¤erence between a standard estimate of the realized variance and the …xed variance swap rate. Carr and Wu (2009) showed that the variance swap rate is well approximated by the value of a particular portfolio of options, and based on that …nding, they proposed a direct and robust method for quantifying the VRP on …nancial assets.
Recently, Bollerslev et al. (2009) examined the relationship between the VRP and future stock index returns. They presented a general equilibrium model allowing time-varying economic uncertainty, and showed that the VRP correlates positively with the level of risk aversion in the economy; thus a high (low) VRP predicts future high (low) aggregate market portfolio returns. Rosenberg and Engle (2002) and Bakshi and Madan (2006) made similar arguments. According to the empirical analysis of Bollerslev et al. (2009) using the S&P 500 stock index, the VRP has the best forecasting performance on a quarterly horizon basis.
2 Bekaert et al. (2013) used the VRP to empirically investigate how risk aversion in economic agents a¤ected the transmission mechanism of a central bank's monetary policy. To the best of my knowledge, their paper was the …rst to use the VRP to address a macroeconomic topic.
Using the VRP (as a risk-aversion measure), the CV for stock index returns (as an uncertainty measure), the real Fed funds rate, and industrial production growth, they built a four-variable monetary vector autoregressive (VAR) model. Their analysis showed that a low interest rate policy would reduce risk aversion and meaningfully a¤ect the real economy. Their result is similar in spirit to the risk-taking channel of monetary policy.
The studies described so far all focused on the US economy. In the present paper, I extend the research on the VRP to a small open emerging market economy with volatile capital ‡ows-the Korean economy-to determine whether the main …ndings from the US economy also apply to the Korean economy. According to Kang (2012) , capital ‡ow volatility in Korea is substantially higher than in other emerging market countries, implying that the Korean economy is highly sensitive to changes in external economic environments.
Given the importance of capital ‡ows in the Korean economy, I analyze the VRP in Korea,
considering not only the domestic economy but also global liquidity, based on Bruno and Shin (2015a and b) and Kim et al. (2012) , among others. They explain the mechanism by which the economic or …nancial situations of developed countries propagate into an emerging market through capital ‡ows. In particular, they highlight the propagations of global liquidity through cross-border bank capital ‡ows, and using the terms coined by Calvo et al. (1993 Calvo et al. ( , 1996 , they emphasize the e¤ect of the global "supply-push" factor on emerging market economies, rather than the country-speci…c "demand-pull"factor. This paper addresses several issues related to the VRP in Korea. To estimate the VRP, I
2 As a follow-up to Bollerslev et al. (2009 ), Bollerslev et al. (2014 conducted an empirical analysis of VRPs in eight developed countries: France, Germany, Japan, Switzerland, the Netherlands, Belgium, the United Kingdom, and the United States. That analysis con…rmed that the …ndings of previous studies would hold in both the United States and other developed countries.
needed to choose an accurate stock variance forecasting model, so I compared several monthly variance forecasting models for the KOSPI 200 index (the leading stock index of Korea) and performed a similar analysis for the S&P 500 index. Using the best volatility forecasting model for each index, I then estimated the VRPs for Korea and the US. In addition, I investigated the dynamic interactions between the two VRPs as a preliminary step for the remaining analysis.
Next, I analyzed the stock return forecasting ability of the VRP in Korea using monthly, quarterly, and annual KOSPI 200 returns. That analysis examined whether the VRP re ‡ects the degree of risk aversion in the Korean economy as it does in the US economy. In addition, I considered other popular predictor variables, such as dividend yield, the price earnings ratio (PER), credit spread, term spread, and output gap, which have been studied for stock return predictability in past studies.
I studied the relationships among the VRP, economic uncertainty (proxied by CV), and domestic macroeconomic and global liquidity variables using regression and factor-augmented VAR (FAVAR) analyses. The FAVAR analysis is motivated by Bekaert et al. (2013) , who applied the US VRP to a macroeconomic analysis of US monetary policy. However, the present paper di¤ers from Bekaert et al. (2013) because I applied the FAVAR analysis using a large panel data set of economic indicators, and I included the global liquidity sector in my analysis to re ‡ect the characteristics of the Korean economy.
The empirical analyses in this paper provide the following results. First, I found a close dynamic relationship between the VRPs of Korea and the US. This implies the possibility that risk aversion is globally propagated, suggesting the need to consider global factors in investigating the VRP in Korea.
Next, I also found that the VRP in Korea has short-term forecasting ability for stock index returns, such as monthly or quarterly returns. Thus, as in the US, the VRP in Korea likely re ‡ects the level of risk aversion in the economy. The VRP's short-term forecasting ability is comparable to that of other popular predictor variables, such as the dividend yield and output gap.
Finally, the FAVAR analysis shows that the global liquidity sector is more important than the domestic macroeconomic sector in determining the VRP. Speci…cally, an increase in global liquidity reduces the VRP and economic uncertainty (measured by CV). However, as feedback to the domestic economy, the uncertainty shock is more signi…cant than the VRP shock.
The rest of this paper is organized as follows. Section 2 explains …nance theories related to realized variance and the VRP. Section 3 discusses the estimation results for the VRPs in Korea and the US. Section 4 examines the stock return forecasting ability of the VRP in Korea.
Section 5 investigates the dynamic interactions among the VRP, economic uncertainty and global liquidity and domestic macroeconomic variables via regression and FAVAR analyses. Section 6 presents conclusions.
Realized Variance and the Variance Risk Premium

Realized variance
Since high-frequency stock price data (e.g., …ve-minute stock returns) became available, many studies have used realized variances in stock variance forecasting analyses. The daily realized variance of stock returns is de…ned as the sum of the squares of intra-day high-frequency stock returns.
Realized variance is mainly used for stock variance forecasting. In the past, econometric models using daily asset returns (e.g., ARCH or GARCH models) were widely used for volatility forecasting. However, recent studies, pioneered by Andersen et al. (2003) , show that reducedform models using realized variance seem to perform very well in forecasting volatility. These empirical analyses are well documented in a survey paper by Hansen and Lunde (2011) .
To understand the concept of realized variance, suppose that a log stock price follows a conventional continuous-time di¤usion process, as shown in Eq. (1).
where (s) and (s) are the drift and spot volatility at time s (possibly, functions of some state variables), respectively, and W (s) is a standard Brownian motion.
Next, de…ne p t;j as the log stock price at time j (j = 1; : : : ; M ) on date t when the stock trading period on date t is divided equally into M + 1 periods. Then, the continuously compounded intra-period returns can be expressed as Eq. (2). r t;j = p t;j p t;j 1 ; j = 1; : : : ; M; t = 1; : : : ; T:
Next, the daily realized variance on date t is given in Eq. (3) using intra-period returns during date t. The subscript "t 1; t" explicitly indicates that intra-period returns are collected between the ends of the dates t 1 and t:
t;j ; t = 1; : : : ; T:
As shown in Eq. (4), this daily realized variance is known to converge to the integrated spot variance on the same date as M tends to in…nity.
In practice, however, there is a trade-o¤ between bias and variance in estimating realized variance. Even though variance decreases as M increases, the bias also increases with the value of M because of market micro-structure noises such as the bid-ask bounce and discontinuous transactions. According to previous empirical studies about realized variance, …ve-minute interval data seems appropriate. Several studies have been conducted to improve the e¢ ciency of estimating realized variance in response to market micro-structure problems (see Andersen and Benzoni (2009) ).
The above discussion can be extended by introducing jump components into the stock price process. See Andersen et al. (2007) and Busch et al. (2011) for further discussion.
Variance risk premium
As mentioned, the VRP on date t is de…ned as
where IV t is the option-implied variance of a given stock index (S&P 500 or KOSPI 200) over one month and CV t ( E t (RV t;t+22 )) is the conditional expectation of realized variance over the next month (22 trading days).
As for IV t; the squares of VIX and VKOSPI can be used as a measure of IV t for the S&P 500 and KOSPI 200, respectively. Both VIX and VKOSPI represent option-implied information about expected stock return variations under the risk-neutral measure for an upcoming month.
Meanwhile, CV t can be obtained in many ways. Recall that in contrast to IV t , CV t is the conditional expectation of stock return variations under the actual measure.
Given that stock return variations are very persistent, Bollerslev et al. (2009) assumed a random walk under which the expectation of future stock return variations is the current level of a stock returns'realized variance (i.e., E t (RV t;t+22 ) = RV t 22;t ). Their realized variance data are based on …ve-minute interval data. They use the New VIX index (source: CBOE) as an estimate for IV t . As above, they estimated the VRP by computing di¤erence between the option-implied and realized variances.
In contrast, Bekaert et al. (2013) and Bekaert and Hoerova (2014) estimated CV t using a volatility forecasting model similar to the HAR-IV model proposed by Corsi (2009) . To be speci…c, Bekaert and Hoerova (2014) decomposed the squared VIX index from the S&P 500 index options into stock market volatility (i.e., CV t ) and VRP and analyzed the predictive power of each component for future stock index returns. They used the heterogeneous autoregressive model of realized volatility (HAR-RV) by Corsi (2009) to estimate the stock market volatility and computed the VRP by subtracting the estimated stock market volatility from the VIX. In addition to stock index returns, they performed a forecast analysis on variables related to the real economy and …nancial stability.
If high-frequency stock index data are unavailable, the sum of daily stock-market returns can be considered the realized variance. This method was used by Bollerslev et al. (2014) 
Model selection for variance forecasting
As noted above, the VRP is sensitive to the method of computing CV t , so it is important to accurately estimate CV t using a proper variance forecasting model. For this purpose, I used the HAR-RV models, pioneered by Corsi (2009) , which is a simple AR-type model for realized variance that can consider di¤erent variance components over daily, weekly, and monthly time horizons, as shown in Eq. (6). This model is known as having a low computational cost and excellent variance forecasting performance.
Since the pioneering work of Andersen et al. (2003) , many realized variance studies have
shown that realized variance is highly persistent and is likely to have a long memory property.
Despite the absence of true long-memory properties (the HAR-RV model assumes an I(0)-stationary variance process), the HAR-RV model can generate a high persistence of volatility in a way that is typical of long-memory processes. In addition, the HAR-RV model exhibits excellent volatility forecasting performance. Eq. (6) provides a model speci…cation for the HAR-RV model and can be estimated via simple ordinary least squares.
where
is proportional to the sum of daily realized variances from t h to t: To compare the coe¢ cients, the measurement units have been standardized to a monthly basis, assuming 22 business days in a month. Thus, RV
is de…ned as
RV t+h (j+1);t+h j :
As explained earlier, I calculated the VRP in Korea for the KOSPI 200 index (because VKOSPI is subject to the KOSPI 200 index), but the daily realized variance is available only for the KOSPI index, rather than the KOSPI 200 index. Therefore, in Eq. (6), the right-handside independent variables are the daily realized variances calculated by …ve-minute returns for KOSPI, but the left-hand-side dependent variable is the sum of the squared daily KOSPI 200 returns over 22 days. The S&P 500 has no index discrepancy problem, so both the independent and dependent variables in Eq. (6) are the daily realized variances based on …ve-minute realized variances.
Additional predictive variables can be added to Eq. (6) to improve the variance forecasting performance. For example, Busch et al. (2011) showed that adding the IV of options (using VIX) can improve the forecasting power. In this paper, I also consider the HAR-RV-IV model wherein the IV of options is incorporated as an additional variable. In the analysis below, each volatility index (i.e., the VKOSPI or VIX) is squared and divided by twelve to facilitate the comparisons of regression coe¢ cients.
Panel (a) of Table 1 Table   2 , I conducted a Granger causality analysis between the KOR-VRP and US-VRP. 3 According to that analysis, the US-VRP Granger-causes the KOR-VRP signi…cantly at lags 2-4. This implies a transmission of risk aversion from the US to Korea.
Furthermore, to examine the dynamic relationship between the VRPs more closely, I examined a bivariate VAR model for the KOR-VRP and US-VRP. Consistent with the Granger causality results, the US-VRP is placed …rst in the ordering of the bivariate VAR, and the usual Cholesky factorization is used to identify orthogonalized shocks. The lag order of the VAR is set to three as a result of the application of the Akaike information (AIC) criterion. However, this impulse response analysis is sensitive to the order of variables. Therefore, US-VRP shocks are more likely to be a common global shock that a¤ects both the US and Korean
VRPs at the same time, rather than a US-speci…c VRP shock. Bekaert et al. (2013) found that the US-VRP has predictive power for the aggregate market portfolio (proxied by the S&P 500 index) because it represents the overall level of risk aversion in the economy. I next examine whether similar results apply to the KOR-VRP.
In this section, all the VRPs and CVs are for Korea (KOSPI 200).
In Panel (a) of Table 3 Table 3 illustrates the same analysis using excess stock index returns, which are obtained by subtracting the risk-free rates (using the 1-year government bond discount rate as a proxy) from the actual stock index returns. The results in Panel (b) are very similar to the actual returns. Therefore, I focus on the actual returns in Panel (a).
Panel (a) in Table 3 shows that for both the monthly and quarterly returns, the decomposition of the squared VKOSPI into CV and VRP (corresponding to (2) above) signi…cantly improves the predictive power for stock index returns. In particular, the coe¢ cients for the VRP are statistically signi…cant at the 5% level. For both the monthly and quarterly returns, when the squared VKOSPI alone is used as a single predictor (corresponding to (1) above), its coe¢ cients are insigni…cant. On the other hand, when only the squared VKOSPI is included as a predictor for the annual return forecasts (corresponding to (1)), its coe¢ cient is signi…cant at the 10% level. When the squared VKOSPI is decomposed into VRP and CV (corresponding to (2)) for the annual return forecasts, only CV is signi…cant at the 1% level, and the VRP is insigni…cant. These results suggest that the e¤ectiveness of decomposing the squared VKOSPI for stock return prediction depends heavily on the forecasting horizons.
To better understand the predictive power of the VRP, CV, and squared VKOSPI across di¤erent forecasting horizons, Fig. 3 illustrates the variations in the estimation coe¢ cients for the one-to twelve-month horizons when the (a) squared VKOSPI, (b) CV, or (c) VRP is set as a single predictor. In addition to those three variables, I consider other popular predictor variables that have been studied for stock return predictability in past studies. Those results Fig. 3 ) will be discussed in Section 4.2 below.
To facilitate comparisons among di¤erent predictors in the …gures, each predictor variable is standardized to a zero mean and unit variance. The x-axis in each …gure indicates the forecasting horizons, and the dotted lines represent the 90% con…dence interval. Panels (a), (b), and (c) in Fig. 3 show that the squared VKOSPI and CV have similar signi…cant predictive power over horizons longer than …ve months. On the other hand, the VRP has signi…cant predictive power over short-term horizons of one to …ve months. These results are in line with those of previous studies using US stock indexes (e.g., S&P 500).
Variance risk premium and other popular predictor variables
As explained above, the VRP has short-term stock return predicting ability. Bollerslev et al. (2009) showed that in forecasting S&P 500 index returns, the US VRP outperforms other widely used stock return predictors, such as the PER, the corporate bond spread, and the consumptionwealth ratio (CAY in Lettau and Ludvigson (2001) ). I next conduct a similar analysis for the VRP in Korea. Table 4 shows that the stock return forecasts via the VRP and other popular predictor variables: dividend yield for KOSPI, PER for KOSPI, 5 credit spread (5-year AA-corporate bond yield minus 5-year treasury bond yield), and term spread (3-year treasury bond yield minus call rate). Additionally, the output gap represented by the industrial production (IP) gap is also considered as a predictor variable. The output gap is estimated via the Hodrick-Prescott (1997) …ltering of the log of industrial production with a smoothing coe¢ cient of 144,000. Cooper and Priestley (2009) have shown that the US output gap is a strong predictor for U.S. and G7 stock index returns. As a prime business cycle indicator that does not include the level of market prices, the output gap can be distinguishable from the other popular …nancial market predictors. Table 4 shows the results for monthly, quarterly and annual return forecasts under two different speci…cations: (a) single variable predictions and (b) combined predictions using the VRP and one of the other variables. As before, to facilitate comparisons among di¤erent predictors, each predictor variable is standardized to a zero mean and unit variance.
In the single-variable predictions for monthly returns, the VRP is the only predictor that is signi…cant at the 10% level. Its adjusted R-square is the highest at 2%. For this monthly horizon, combining the VRP with the credit spread increases the adjusted R-square to 3.7%.
In the single-variable predictions for quarterly returns, the IP gap is the most signi…cant variable, with the highest adjusted R-square of 6.0%. The VRP is also signi…cant, with an adjusted R-square of 4.6%. 6 When the two variables are jointly used for quarterly return forecasts, their adjusted R-square rises to 7.6%, indicating that the VRP contains additional information that the IP gap does not provide.
Finally, in the annual return forecasts, as in the US, the dividend yield shows excellent forecasting ability for stock index returns. Its adjusted R-square of 29.3% is much higher than that of the other variables. As in the results in the previous subsection, the predictive power of the VRP is not impressive for annual return forecasts.
In sum, the VRP shows good forecasting ability for monthly and quarterly return forecasts.
Its predictive power for stock index returns is comparable to that of the other popular predictor variables. Fig. 3 shows the forecasting ability of those predictor variables across 1-12 month forecasting horizons. Among them, the VRP, dividend yield, and IP gap show remarkable predictive power:
VRP performs well in the short run, dividend yield is best in the mid-and long-term, and the IP gap is highly predictive in almost all forecasting horizons. It is interesting to note that the strong predictive ability of the output gap, which was supported by Cooper and Priestley (2009) , is also evident in Korea. Table 5 shows the results of quarterly regressions under various speci…cations. First, the capital in ‡ow to GDP ratio (Eqs. (1) and (4)), bank capital ‡ow growth (Eqs. (2) and (5)), and leverage factor growth (Eqs. (3) and (6)) are found to be statistically signi…cant in most speci…cations (except for Eq. (6)). Re ‡ecting favorable global-liquidity conditions, an increase in capital in ‡ow or leverage seems to decrease the VRP.
As for the FX-related variables, the FX volatility (FX-RV in Eqs. (4), (5), and (6) It appears that domestic macroeconomic variables are also important in determining the VRP. The GDP gap provides a signi…cant negative sign for all speci…cations, which is consistent with the results for the forecasting ability of the IP gap in Section 4.2. The call rate has a signi…cant positive sign. In addition, domestic in ‡ation, as represented by CPI growth (Eqs.
(1), (2), and (3)) or GDP de ‡ator growth (Eqs. (4), (5)), tends to increase the VRP.
In this static regression analysis, global capital ‡ow variables and domestic macroeconomic conditions are all important in determining the VRP. In the next section, I examine the relative importance of those variables from a more dynamic perspective through the FAVAR analysis.
FAVAR analysis
This section analyzes the dynamic interactions among the VRP, CV, and the global liquidity and domestic macroeconomy sectors through a FAVAR analysis. As noted above, the VRP and CV In particular, the importance of global liquidity in analyzing the VRP in Korea has been indicated by the empirical …nding in the previous section that economic variables such as capital ‡ows are important in determining the VRP. For emerging market economies, several past studies have emphasized the importance of "supply-push" capital ‡ows rather than country-speci…c "demand-pull" capital in ‡ows. The global liquidity sector in the FAVAR is closely related to these "supply-push" capital ‡ows.
Let X t denote a vector of all the observable variables in the FAVAR system. X t can be partitioned as X t X The relationship between the observed variables X t and the factors F t is given by the following observation equation:
where the factor loading matrix is de…ned as with appropriately de…ned conformable matrices of 11 (N
, and where t GL0 tM M 0 t 0 0 0 denotes the (N GL + N M + 2) 1 vector of idiosyncratic measurement errors. The measurement error vector t is allowed to be serially correlated and weakly correlated across di¤erent elements.
To identify the vector of macroeconomic factors M F t , the restriction of 12 = 0 is imposed, which implies that once GLF t is conditioned, the remaining information in X M t has a systematic component speci…c to the state of the Korean macroeconomy that is re ‡ected in its own factor structure. This restriction is similar to what Gilchrist et al. (2009) used. They identi…ed their credit factors using a similar restriction. The second identifying assumption is that the factors in GLF t and M F t are orthogonal, separating the residual information in X M t from GLF t : The dynamics of the factors F t are described by an autoregressive process in the form
where (L) denotes a matrix polynomial in the lag operator L of …nite order p; and e t is the (10), exchange rates (4), housing prices (2), interest rates (7), stocks (2), and current account (8).
To estimate the common factors in each sector, I conduct a principal component analysis (PCA) 8 based on Bernanke et al. (2005) , Boivin and Giannoni (2009) , and so on. The estimation method for factors is based on the two-step method, re ‡ecting the above-mentioned restrictions ( 12 = 0 and the orthogonality between GLF t and M F t ). First, global liquidity factors are extracted using a usual PCA. Next, I regress each macroeconomic variable on the global liquidity factors and take the resulting residuals. Then, I use those sets of residuals to estimate the common macroeconomic factors through a PCA.
To adequately summarize the information in each sector, there is a need to determine the number of factors for each sector, K GL and K M . Among the various methods for doing so, I take the rather informal approach of using both scree plots and cumulative variances. A scree plot shows the eigenvalues on the y-axis and the number of factors on the x-axis. One can choose the number of factors by observing the point at which the slope of the curve is clearly leveling o¤. The scree plots for both the global liquidity and macroeconomic sectors are illustrated in Fig. 4 . Moreover, I select the number of factors for each sector so that the proportion of the cumulative variance (the sum of the eigenvalues) would reach about 60%. Therefore, I set K GL = 2 and K M = 4. For each sector, the corresponding cumulative variance ratios are 59.1% and 59.6%, respectively. However, it is worth mentioning that my separate exercises (not reported here) shows that the empirical results in this paper do not change much from selecting di¤erent numbers of factors.
Next, I conduct the economic interpretations of the factors obtained through the PCA.
First, the three variables most highly correlated with the …rst element of GLF t , say GLF (1) t , are the UK 3-month LIBOR (0.958), Japan's M3 growth (-0.930 ) and the US 5-year T-bond yield (0.913). Therefore, GLF
(1) t can be interpreted as having an inverse relationship with global funding conditions. On the other hand, the second global liquidity factor, GLF (2) t , is most highly correlated with the FTSE realized volatility (-0.925), CAC realized volatility (-0.920), and S&P 500 realized volatility (-0.917)). Thus, GLF (2) t likely re ‡ects …nancial market uncertainty.
Among the macroeconomic factors, the forecasting error variance decomposition results below show that the second element of M F t is the only factor that is signi…cantly related to the VRP and CV. M F (2) t is most highly correlated with the variables related to economic activity and the business cycle, such as the shipment index for non-durable consumer goods (-0.614), shipment index for durable consumer goods (-0.559), and industrial production for non-durable consumer goods (-0.556).
After estimating GLF t and M F t , the reduced form of the dynamic factor model in Eq.
(9) can be estimated. The lag order of this VAR model is set to 3 based on the AIC criterion.
Orthogonalized shocks are identi…ed through the usual Cholesky factorization and the estimation results of Eq. (9). Table 8 shows the results from the forecast error variance decomposition for the CV and VRP for 12-and 24-month horizons. The results for the CV and VRP are very similar to each other, so I will focus on the VRP. As can be seen from Table 8, t . An increasing shock to GF shock (interpreted as a decrease in …nancial market uncertainty) are signi…cantly negative.
In response to a shock to M F (2) t (a contractionary shock to the business cycle), both the CV and VRP rise signi…cantly. For most impulse responses, the CV and VRP respond in the same direction, though the VRP appears to respond more slowly and persistently than the CV in most cases.
The results from this impulse response analysis are consistent with the results from Section 5.1. The quarterly regressions in Section 5.1 show that an increase in capital ‡ows or leverage, each of which re ‡ects a favorable development in global funding conditions, tends to lower the VRP. Moreover, the quarterly regressions also shows that an increase in the output gap tends to lower the VRP.
Next, I consider the e¤ects of VRP and CV shocks on domestic macroeconomic variables.
The e¤ects of a CV or VRP shock on selected macroeconomic variables are shown in Panels (a) and (b) of Fig. 6 . One of the advantages of a FAVAR analysis is that it can obtain the impulse responses of the many individual variables used for factor estimation.
The responses of many individual macroeconomic variables turn out to be statistically signi…cant. In particular, an orthogonalized CV shock seems to have a contractionary e¤ect on the economy: this CV shock (interpreted as an increase in economic uncertainty) leads to a contraction in industrial production, producers'shipments and employment. In addition, CPI and other price indexes declines in response to a contractionary CV shock, indicating that a CV shock can be interpreted as a shock to the aggregate demand curve in the economy. Furthermore, a CV shock leads to a decline in the call rate, implying that the central bank responds actively to uncertainty shocks, and the interest rate on 5-year government bonds falls in response to a CV shock.
On the other hand, the dynamic e¤ects of an orthogonalized VRP shock on selected macro-economic variables are often the opposite of those from a CV shock. For example, a VRP shock increases industrial production and producer shipments. Thus, it is di¢ cult to directly link the VRP to business-cycle theories. Recall that the horizons in which the VRP predicts stock returns well are one to three months, far shorter than normal business cycle frequency. In fact, the relationship between the VRP and economic activity was unclear even in past empirical analyses of the US economy. In Bekaert et al. (2013) , for example, a positive CV shock appears to signi…cantly shrink the economy (represented by industrial production), whereas a VRP shock is statistically insigni…cant to the economy.
The e¤ects of both CV and VRP shocks on the KOSPI index seem to be related to the stock return predictability of the CV and VRP. In particular, KOSPI responds to a CV shock more slowly than it does to a VRP shock. This di¤erence in timing is consistent with my empirical …nding that the VRP predicts stock returns well in a shorter horizon than CV does.
The impulse response results in this paper are similar to those of Bloom (2009) Second, the results from both the Granger-causality and bivariate VAR analyses indicate that there is a close dynamic relationship between the VRPs of Korea and the US, implying the possibility that risk aversion is globally propagated and suggesting the need to consider global sources when investigating the VRP in Korea.
Third, in forecasting future KOSPI 200 returns, the VRP has short-term stock return forecasting ability, such as monthly or quarterly returns. Thus, as in the US, the VRP in Korea likely re ‡ects the level of risk aversion in the economy. The VRP's short-term forecasting ability is comparable to that of other popular predictor variables such as the dividend yield and output gap.
Finally, the FAVAR analysis shows that the global liquidity sector is more important than the domestic macroeconomic sector in determining both the VRP and CV. Speci…cally, an increase in global liquidity reduces both the VRP and CV. However, uncertainty shocks (measured by the CV) a¤ect the domestic macroeconomy more signi…cantly than the VRP does. A month-on-month log difference (used for financial market variables); and 3. A yearon-year log difference (used for macro and monetary variables). The same data set is also used in Yun (2018) . Impulse responses of the conditional variance for stock index returns (CV) and variance risk premium (VRP) . Given the FAVAR model described in Section 4.6, each figure depicts the effects of an orthogonalized onestandard-deviation shock to a selected global liquidity or macroeconomic factors (GF1, GF2, and MF2) on the CV or VRP. The details of the FAVAR model are explained in Section 5.2. The dotted lines represented 90-percent confidence intervals computed using a bootstrap with 500 replications. 
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