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PREFACE 
Efimov’s theorem represents the verification of a conjecture (see 
Cohn Vossen [7]) which long has occupied the minds of differential 
geometers. His proof is most ingenious, and does not depend upon 
sophisticated or modern techniques. 
* This work was partially supported by NSF grants GP-7036 at UCLA, GP-9006 at 
MIT, and GP-16986 at Boston College. 
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This article is based upon three lectures I gave outlining Efimov’s 
arguments in an informal seminar at UCLA during spring 1968. It 
seemed worthwhile to write out a fully detailed exposition of Efimov’s 
proof, especially since questions closely related to the theorem remain to 
be answered. In particular, there is the conjecture of John Milnor 
described below in the Introduction. 
For expository purposes, I have changed the order of presentation of 
Efimov’s arguments. In some cases (as with the Main Lemma) the 
statements of results have been revised in order to better display Efimov’s 
ideas. But any improvements in actual content are minor. 
Because of reorganized exposition, and the inclusion of details which 
were properly absent from a paper printed in a research journal, there is 
no easy correspondence between names and numbers of lemmas in this 
article with those in Efimov’s paper [8]. The following guide covers the 
most basic results: 
This paper Efimov’s paper 
Main Lemma Lemma A 
Lemma A Lemma B 
Lemma B Lemma C 
Comparison Lemma 7 Lemma 4 
Lemma 2 Lemma 8 
Similarly, laguage differences, and a slight change in point of view 
have resulted in symbolic notation which seldom coincides with Efimov’s 
notation. I hope this will cause no inconvenience. 
An extensive bibliography has not been attempted. In particular, the 
reader may look to Efimov’s references in [8, 91 to supplement our own. 
For general background, see such standard texts as Hilbert and Cohn- 
Vossen [16], Laugwitz [22], Stoker [26], or Willmore [30]. 
I wish to thank my husband, John Milnor, for his help with the 
diagrams in this paper, and for his constant scrutiny of the text as it 
unfolded. Many arguments were made more clear by his suggestions. 
Appendices 2 and 3 are substantially his work. 
I am especially grateful to Michael Krieger who, as a graduate student 
at UCLA, translated Efimov’s paper into English for me. 
This article is dedicated to the many Russian geometers who were so 
kind to me at the International Congress of Mathematicians in Moscow, 
1966. 
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INTRODUCTION AND STATEMENT OF EFIMOV’S THEOREM 
It is the purpose of this paper to give a full exposition of the following 
theorem and its proof. 
EFIMOV’S THEOREM. No surface can be C2 immersed in Euclidean 
3-space so as to be complete in the induced Riemannian metric, with Gauss 
curvature K < const < 0. 
Before discussing this result, we will describe its ancestry. Hilbert [14] 
proved that no surface can be real-analytically immersed in Euclidean 
3-space E3 so that the induced Riemannian metric I is complete, with 
Gauss curvature K a negative constant. Holmgren [17] soon presented a 
slightly different and more rigorous proof of this result, and later 
versions of the proof were offered by Blaschke [5] and Bieberback [3]. 
Hilbert notes in [15, Anhang V] that his theorem remains valid even 
if the immersion in question is only “... eine genugend oft differenzierbare 
nicht analytische Function.. . .” More specifically, Hartman and Wintner 
indicate in [12] that all classical arguments proving Hilbert’s theorem 
really need a C4 immersion. On the other hand, their paper [12] contains 
the extra reasoning necessary to make the classical proofs valid for a C3 
immersion. 
This same paper of Hartmann and Wintner presents a C2 version of 
all local arguments needed in previous proofs of Hilbert’s theorem. Of 
course, the statement of Hilbert’s theorem in the C2 case (and of Efimov’s 
theorem as well) must be properly understood. Since the induced metric 
need only be I?, the classical intrinsic definitions of K are no longer valid. 
One uses instead the familiar extrinsic definition 
K = (LN - M2)/(EG -F2) (1) 
for Gauss curvature in terms of the first and second fundamental forms 
I = Edx2 +2Fdxdy + Gdy2, 
II =Ldx”+2Mdxdy+Ndy”, 
of the immersion. Then a theorem of Weyl [29] and van Kampen [18] 
asserts that, even if the immersion is only C2, Gauss curvature K as 
given by (1) remains an intrinsic invariant of the induced metric I (and 
satisfies a suitable version of the Gauss Bonnet formula). 
However, we know of no reference in the literature specifically 
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detailing the arguments in-the-large needed to establish Hilbert’s 
classical result in the C2 case, except, of course, for Efimov’s paper [8] 
which includes Hilbert’s theorem as a special case. Since Efimov’s proof 
of his own far more general theorem is extremely delicate and com- 
plicated, we give in Appendix 1 a direct proof of Hilbert’s theorem for a 
C2 immersed surface. (Our proof is a bit simpler than older versions, since 
we make use of the existence of a certain complete, flat metric, first noted 
in our Abstract [19]. However, all local arguments are taken from 
Hartman and Wintner [ 121.) 
One fact of strategic importance in the proofs of both Efimov’s and 
Hilbert’s theorems is that a complete, simply connected surface with 
K < 0 has infinite area. In case the surface in question bears a C3 
Riemannian metric, this is a result due to Cartan [6, Note III]. But 
proof of this fact for a surface bearing only the complete Cl metric I 
induced by a C2 immersion is not completely trivial, and depends 
essentially upon the work of Hartman [IO]. A sketch of the proof based 
upon details in [lo] is given in Appendix 2. (The statement of the fact in 
Efimov’s paper [X, p. 3191 makes no explicit reference to the smoothness 
of the metric. It is conceivable that Efimov was thinking in terms of the C2 
isometric immersion of a surface bearing a C2 Riemannian metric, in 
which case more minor revisions of classical arguments do suffice. But 
it is more likely that the fact as stated in Appendix 2 for the C1 metric I, 
is generally well known among Russian geometers.) 
The C2 restriction upon the immersion is quite sharp in both Hilbert’s 
and Efimov’s Theorems. Kuiper [21] has shown the existence of a Cr 
isometric imbedding in E3 of a complete surface bearing a real-analytic 
Riemannian metric with K = -1. And Efimov describes in [9] an 
example due to Rozendorn of a surface Ci immersed in E3 so that first 
derivatives satisfy a Lipschitz condition, with I complete and with k’ 
(suitably defined) satisfying K < const < C. In the same report, 
Efimov indicates the names of other geometers who worked toward 
verification of the conjecture finally established as Efimov’s theorem. 
(Our Refs. [23, 261 are included to supplement the bibliography 
in [9].) 
Despite the proof of Efimov’s theorem, questions suggested by 
Hilbert’s theorem remain unanswered. There is the study of singularities 
which arise as the barrier to smoother immersions of the sort in question, 
as exemplified in Amsler’s work [2] in case K = - 1. There is also the 
following conjecture due to John Milnor, and described in Klotz and 
Osserman [20]. 
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CONJECTURE (John Milnor). Suppose S is a complete, umbilic free 
surface, C2 immersed in Es so that the sum of the squares of the principal 
curvatures on S is bounded away from zero. Then either K changes sign on 
S, or else K = 0. 
For example, in the case of a complete surface with K < 0 and 
K + 0, this conjecture would imply that there exist points at which 
both principal curvatures are arbitrarily close to zero. Efimov’s theorem 
asserts only that there exist points on S at which the product K of the 
principal curvatures comes arbitrarily close to zero. 
Before proceeding to the proof of Efimov’s theorem, let us clarify some 
terminology. We assume throughout that any surface is a nonempty, 
connected 2-manifold. Further restrictions upon smoothness will depend 
upon the context. (In Efimov’s theorem one must deal with surfaces at 
least twice continuously differentiable.) Riemannian metrics are assumed 
to be at least continuous, with further differentiability explicitly stated 
where required. Given a CO Riemannian metric on a surface S, one 
defines the associated distance d(q, q’) between points q and q’ on S to 
be the greatest lower bound of the lengths of paths from q to q’. With 
distance so defined, S is called complete, provided that it is complete 
as a metric space. 
If S is a Cl surface, and M some Cl manifold of dimension n 3 2, then 
an immersion X: S -+ M will automatically denote an everywhere 
regular Cl mapping of S into M. If S and M are provided with 
Riemannian metrics, and if the immersion X: S -+ M is locally an 
isometry, then X: S + M is called an isometric immersion. (Of course, 
any immersion X: S -+ M is locally a Cl imbedding.) Further restrictions 
upon the smoothness of an immersion will be explicitly stated where 
required. Similarly, all mappings (including the parametrizations of arcs) 
are assumed to be at least continuous, with further smoothness to be 
explicitly indicated as required. By abuse of notation, we will use any 
symbol denoting a parametrized arc to denote as well its associated point 
set, or the class of equivalent parametrizations which it determines. 
1. PROOF OF EFIMOV’S THEOREM MODULO HIS MAIN LEMMA 
1.1. An Outline of the Proof of Ejmov’s Theorem 
The argument to be outlined constitutes a proof by contradiction. 
Therefore, we assume that S is a surface C2 immersed in E3 with a 
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complete induced metric I, and with Gauss curvature K satisfying 
KG--K<O. 
Begin by fixing an orientation upon S. (If S is not orientable, one must 
work throughout with an orientable covering surface S of S. Both the 
Riemannian structure on S and the immersion of S in E3 may be lifted 
back to 3.) Let Z denote the unit 2-sphere centered at the origin in E3, 
and consider the Gauss spherical image map i: S + Z which associates 
to each point p on S the preferred unit normal i(p) to S at p. 
This map i gives a C1 immersion of S into Z, and we may use i to 
pull back to S the Riemannian metric on Z. One usually denotes by III 
the quadratic form on S representing this metric induced by i. Conse- 
quently, we shall denote by S(II1) the Riemannian 2-manifold obtained 
by using the Co metric III on S. 
Of course, S(II1) is not complete. For, if S(II1) were complete, then, 
using i to pull back to S(II1) the C” structure on A’, we would obtain 
a complete C” manifold with its Gauss curvature positive (=I) and 
bounded away from zero. Hence, by the Bonnet-Hopf-Rinow theorem 
(see Stoker [27, VIII, Section 13]), it would follow that S(II1) is compact. 
But S(II1) is homeomorphic to S, and were S compact, then K would be 
positive at the points on S whose images in E3 have maximum distance 
from the origin, contrary to assumption. 
Since S(II1) is not complete, Efimov considers the completion S(II1) 
of S(II1) as a metric space. The Gauss map easily extends to a continuous 
map i: S(II1) -+ Z. Of central importance in Efimov’s proof is the study 
of i near the “boundary” X?(III) of S(III), that is, near those points of 
S(II1) which are not points of S(II1). To describe these considerations 
some definitions are required. 
DEFINITION 1. Letp be an interior point of a nongeodesic circular arc 
y on the sphere Z. Let J?(y, c) be the closed geodesic rectangle on Z with 
base y, obtained by going out the distance E > 0 from y along geodesic 
FIG. 1. R(y, l ) shaded. 
arcs in the direction away from the center of y on Z. (By the center on Z 
of a nongeodesic circular arc y, we always mean that one of the two 
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possible centers on L’ which lies closer to 7.) Then li(y, E) is called an 
exterior rectangle at p. 
Suppose now that 52 is any Cl surface with a Co Riemannian metric 
for which a Cl isometric immersion i: Sz -+ Z is specified. (Our S(II1) 
with the Gauss map i: S(II1) + 2 is just one example of such a surface.) 
Form the metric completion 0 of a, taking J? = B in case J2 is already 
complete. The subset Q - Sz will be denoted by aa, so that aa = o in 
case Q = 0. Extend i to a continuous map i: fi --f Z. For a set U C a, 
we indicate by I7 the closure of U in 0. By a slight abuse of notation, for 
any VC a we indicate by P the closure of I’ in a. One has g = 0 
for a set U C Q if and only if 0 n 80 = a. 
DEFINITION 2. Call fi concave at p E JQ if p is in the closure @ of an 
open set % C Q such that 
(A) i is one-to-one on 4, and 
(B) i(e) contains the interior of an exterior rectangle at i(p). 
DEFINITION 3. Call J2 pseudo convex if there is no p E ar;‘i at which fi 
is concave. (Thus, taking the identity map for i, Z is, vacuously, pseudo 
convex.) 
Remark. Definitions 2 and 3 seem to depend upon the isometric 
immersion i: Q --f L’. Thus we should have defined instead the terms 
“concave at p with respect to i”, or “pseudo convex with respect to i”. 
In fact, one can check that these notions are independent of the particular 
Cl isometric immersion i: Sz -+ 2, so long as Sz and its Riemannian 
metric are fixed. Hence, there is no harm in using the abbreviated 
language given above. 
EXAMPLES. Efimov illustrates these notions by looking at the Gauss 
spherical image maps of two surfaces in E3. 
First, let Y be the hyperboloid of one sheet given by x2 + y2 - ,z2 = 1. 
Orient 9 so that i assigns the “outward” normal at any point p of Y. 
Then i maps 9’ onto the zone -l/z/? < z < l/l/? of L’:, with i(p) 
approaching x = 1 /d/z on Z as z(p) -+ - a3 on Y, and with i(p) 
approaching x = - l/1/2 on Z as s(p) - CO on 9’. Here the metric 
completion @III) is concave at every boundary point. 
Next, let Y be the surface given by x = eX sin y, with the orientation 
induced by the coordinates x, y. The Gauss map i takes 9’ onto the 
punctured Northern hemisphere 0 < z < 1 on L’. As x(p) -+ 00 on 9, 
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i(p) approaches the equator on 2. As x(p) -+ - co on Y, i(p) approaches 
the North pole on 2. Here, there is exactly one point of a.p(III) at which 
.p(III) is concave, namely, at the preimage $ under i of the North pole 
on 2. (To check that .P(III) is concave at $, take for @ the subset of 9 
on which -2n/3 < y < 2~13.) 
DEFINITION 4. A subset H of 8 (or of 2) is convex if it is not empty, 
and if any two of its points can be joined by a unique geodesic arc within 
H whose length equals the distance in Q (or in 2, respectively) between 
those two points. (This is a very strict use of the word “convex”. In 
particular, in this usage, Z itself is not convex.) 
By accepting the conclusions of Lemmas A and B to be stated below, 
we can proceed to give the remaining arguments needed to establish 
Efimov’s theorem. Lemma A will be proved in Section 1.2 modulo the 
Main Lemma. (The Main Lemma itself is stated and proved in Section 2 
of this paper.) Lemma B will be proved in Section 1.3. Note that the 
conclusion of Lemma A fails for the surfaces described as examples 
above, even though both are complete, with negative Gauss curvature. 
LEMMA A, If S is a complete oriented surface C2 immersed in E3 with 
K < -K < 0, and ;f s(III) is obtained by using on S the metric III 
induced by the Gauss map i: S -+ 2, then S(II1) is pseudo convex. 
LEMMA B. If i: Q -+ Z is a C’ isometric immersion of a surface Sz 
bearing a Co Riemannian metric, and if Q is pseudo convex, then 
(A) i is one-to-one on Q; 
(B) i(Q) is either all of Z, or else i(Q) is convex (so that Q is simply 
connected in either case); and 
(C) Sz has$nite area equal to 477 zfi(Q) = C (that is, z..Q is compact), 
and no greater than 297 otherwise. 
Proof of EJimov’s Theorem (modulo Lemmas A and B). Lemmas A 
and B indicate that S(II1) is simply connected with finite area no greater 
than 2rr, since S is noncompact. Fix any point p on S, and let u(r) be the 
area on S of a geodesic disc D,(p), centered at p, of radius r > 0. Let 
u*(r) be the area which III would assign to D,(p). Then, because 
IK1>K>OonS, 
* 277 >, u*(r) = 
!I’ 
I K 1 du > K j”j- da = m(r) (2) 
D,(P) DJP) 
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(see [28, p. 1561). But since K < 0 on the complete, simply connected, 
surface S which is C2 immersed in E3, U(Y) + co as r --+ co. (See 
Appendix 2 for proof of this fact.) Thus (2) is contradicted, completing 
proof of the theorem. 
1.2. Proof of Lemma A module the Main Lemma 
In this section, we show that the proof of Lemma A can be reduced to 
the proof of Efimov’s Main Lemma. (This Main Lemma which we state 
and prove in Section 2, is concerned solely with a certain type of Cl 
immersion of a plane domain back into the plane.) 
To begin the argument, assume that S(II1) is not pseudo convex. Then 
S(II1) is concave at some p on &!?(III). By Definition 2, p must lie in the 
closure & C s(III) of an open set @ C S(III), so that i is one-to-one on #, 
and so that i(@) contains the interior of an exterior rectangle li(y, c) 
through i(p). Replacing ??X by a smaller open set if necessary, we may 
assume that i(S) is precisely the interior of the rectangle R(y, l ). Further- 
more, by rotating S in E3 if necessary, we may assume that i(p) is the 
North pole (0, 0, 1) on Z, that y lies in the hemisphere y >, 0 on 2, 
and that y is tangent to the great circle y = 0 on Z at i(p). Finally, by 
replacing R(Y, ) E with a smaller rectangle if necessary, we may assume 
that R(y, c) lies within the North polar cap x > 4212 on Z. 
It follows that the preferred unit normal vector to S at any point of % 
makes an angle of less than 45 degrees with the upward vertical vector 
(0, 0, 1). Thus the vertical projection rr of @ to the plane z = 0 is a C2 
immersion. Using a local inverse n-l for 7~, any sufficiently small neigh- 
borhood on G? can be described by a C2 function x = f (x, y), with the 
preferred unit normal at the point (x, y, f (x, y)) on S given by 
i = (-fz 9 -f, , 1)/O +‘f3cz -tf,“)““, 
so that, in particular, 
fz2 +f,” < 1 
over the portion of % in question. 
In order to replace the interior i(e) of R(r, c) by the planar region 
which is the domain of definition for a map covered by Efimov’s Main 
Lemma, we consider the auxiliary map p which takes the open Northern 
hemisphere of Z to the plane x = 0 by taking any point u = (x, y, z) on 
Z with z = (1 - x2 - y2)1/2 > 0 to the point 
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Geometrically, the map p takes u by radial projection to the plane z E 1, 
projects that image vertically down to the plane x = 0, and then rotates 
this second image within the plane z = 0 through a counterclockwise 
right angle, yielding P(U). 
FIG. 2. The x, y-plane is moved down for illustrative purposes. 
Thus p maps i(e) diffeomorphically upon some open region 9 in 
the plane x = 0, which we shall speak of henceforth as the x, y-plane 
(see Fig. 2). In identifying points in the X, y-plane, we shall ignore 
the third coordinate, since it vanishes identically. Thus, p(i(p)) = (0, 0), 
while p(y) is an arc through (0,O) o some non-linear conic section which f 
lies in the half plane x < 0. The map F: 9 + E2 to which the Main 
Lemma will apply is the Cl immersion 
which takes 3+ back into the X, y-plane. The restrictions upon the 
Gaussian curvature K on 5’ yield the following information about 
F: 9 + E2. 
ASSERTION 1. The eigenvalues of the jirst derivative dF are real, of 
opposite sign, and umyormly bounded over 9. (Since F is a C’ immersion, the 
eigenvalues of dF can never vanish.) 
Proof. Using a local description z = f (x, y) for some portion of 02, 
note that 
P 0 i(x, Y, 4 = (f, , -fJ. 
Hence, any local inverse F-l = p 0 i 0 n-l for F has the form 
F-Yx, Y) = U&Y), 4(x> ~1). 
The matrix expressing dF-l is thus 
( 
607/8/3-8 
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Since f is a C2 function, the trace f,, - f,, of dF-l vanishes. Moreover, 
computing the Jacobian for F-l, we have 
.flm .fw 
-fm -fw = q1 +.fz2 +f,“)” < --K < 0, 
since the Gauss curvature K < --K < 0 of S at the point (x, y,f(~, y)) 
is given by 
K = (fmfw -f3/(1 +f: + f,“)” 
(see [28, p. 271). It follows that the eigenvalues h, and X2 for dF-l satisfy 
A, + A, = 0 
$I, < --K < 0, 
so that h, and h, are real, of opposite sign, and bounded away from zero by 
I Xl I = I A2 I 3 6, 
where the bound d/K is independent of the particular choice of a local 
inverse F-l for F. The Assertion follows. 
It remains to note a property of F implied by the completeness of S. 
To this end, we will identify a certain subset D of 9. The particular 
shape of D is chosen so as to simplify proof of the Main Lemma, but 
the curvature properties of its boundary near (0,O) are essential. 
To construct D, note that for some constant c > 0, we may fit within 
9 all of some arc r through (0, 0) of the parabola x = -cy2, except for 
the point (0,O) itself. If Y > 0 is small enough, the arc r will cut the 
FIG. 3. D shaded. 
circle x2 + y2 = r2 twice, determining a right hand arc of the circle 
which lies entirely within 9. Consider the open region Do C 9 bounded 
by r and this right hand circular arc. We denote by D the relative 
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closure of Do in 9. (Thus D is also the closure of Do in E2, less only the 
point (0, O).) 
Let g* be the Riemannian metric induced upon 9 by the C1 immersion 
F. Make D into a metric space by measuring the distance d,*(p, 9’) 
between points of D as the greatest lower bound of the g*-lengths of arcs 
in D joining q to q’. Because S is complete, the following can be shown. 
ASSERTION 2. D with the metric d,* is a complete metric space. 
It is the claim of the Main Lemma that no Cl immersion F: 9 + E2 
can satisfy the conclusions of Assertions I and 2 simultaneously. Thus, 
a contradiction is achieved, and (once we establish Assertion 2) the 
proof of Lemma A is reduced to proof of the Main Lemma. 
Proof of Assertion 2. Let g* be the Riemannian metric on @ which 
corresponds to the metric g* on 9 under the diffeomorphism p 0 i. 
Clearly, g* is precisely the metric induced on !‘1G from the Euclidean 
metric dx2 + dy2 of the X, y-plane by the C” immersion V. Suppose 
then that we make the subset U = i-l 0 p-l(D) into a metric space by 
measuring the distance d,*(q, q’) between points of U as the greatest 
lower bound of the g*-lengths of arcs in U joining q to q’. We may prove 
Assertion 2 by establishing the following. 
ASSERTION 2’. U with the metric d,* is a complete metric space. 
Proof of Assertion 2’. Note first that U is a closed subset of 5’. 
Otherwise, there would be a limit point q of U in S - U. Since the 
Gauss map i: 5’ + Z is continuous, it would follow that i(q) belongs to 
the closure of i( U) in 2. But, i(q) cannot be in i(U), because i: 0 -+ JZ’ is 
one-to-one, while q lies outside of U. By our construction of D, the only 
limit point of i(U) =I p-l(D) which lies in Z - i(U) is the North pole 
i(p). Hence, i(p) = i(q) = i(q), so that p = q, contradicting our choice 
of p in a,‘?(III) and q in S - U. 
As a closed subset of the complete surface S, U is certainly complete. 
Moreover, U is still complete if we measure the distance d,(q, q’) between 
points on U as the greatest lower bound of the ordinary I-lengths of 
arcs in U joining q to q’. This follows since U is a submanifold of S with 
piecewise smooth boundary. (See Appendix 3.) 
In order to show that U is complete in the metric d,* as well as in the 
metric d, , one needs now only the elementary observation that 
du*(q, d) < d&, Q’) < 1’2 &*(q, q’). (3) 
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For then, (3) indicates that any d, * Cauchy sequence is a d, Cauchy 
sequence, and hence must converge in the d, metric. But, using (3) 
again, convergence in the d, metric implies convergence in the d,* 
metric, completing the argument. 
To check (3), note that any arc y in U given by 
.z = fw*)T Y(s*)) 
where s* is a g* -arclength parameter for y, has ordinary arclength s(s*) 
given by 
+*) = I’* 2/l + (f$’ +f,y’)” ds*. 
0 
Since fX2 + f,” < 1, while xf2 + yr2 = 1, Schwarz’s inequality yields 
s* < s(s*) < &s*, 
from which (3) follows easily. 
1.3. Proof of Lemma B 
The proof of Lemma B is independent of the Main Lemma. But if one 
wishes to apply Lemma B with J2 = S(III), then one must invoke 
Lemma A, thereby using the Main Lemma. Various observations will 
precede the proof of Lemma B in this section. 
A parametrized arc y on 52 is called a geodesic if locally it provides a 
shortest path between any two of its points. Since the Riemannian 
metric on Sz need only be Co, a geodesic y on D might be quite badly 
behaved, were it not for the existence of the C1 isometric immersion 
i: Sz + Z, which guarantees that any geodesic y on Q must yield, upon 
composition with i, a geodesic i 0 y on Z. Indeed, if y is a geodesic 
parametrized by arclength, then i 0 y yields a great circular arc on 22 
parametrized by arclength. The following is easily checked. 
OBSERVATION 1. Under the hypotheses of Lemma B, if the length of a 
geodesic y on Q is less than Z-, then y provides the shortest arc in Sz 
between any two of its points, and is mapped by i one-to-one onto an arc 
of equal length along a great circle on 2. 
Given any p in J2 and an r > 0, the set D,(p) = {Q E Sz / d(p, q) < t-1 
is called the geodesic disc of radius r about p. We call D,(p) a fuZZ 
geodesic disc on Q provided that one may leave p in every direction 
along a (half open) geodesic ray of length r in !2. 
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OBSERVATION 2. Under the hypotheses of Lemma B, if D,(p) is a 
full geodesic disc on Q with r > r then Q is a sphere, and i: Q + Z is 
an isometry. 
Proof of Observation 2. Suppose D,(p) is a full geodesic disc on 52 
with r > r. Then, by Observation 1, the map i provides a one-to-one 
isometry of On(p) onto Z less the point q antipodal to i(p). It follows by 
continuity that i carries the set aD,( p) consisting of all points exactly the 
distance n from p to the single point q on Z. Since aD,,(p) is connected, 
and i is locally one-to-one, aD?,(p) must consist of a single point, and .Q 
must be a sphere, with i a Ci isometry from 8 onto Z. 
Observations 1 and 2 did not depend upon the pseudo convexity of Q. 
Using pseudo convexity, one has the following strengthening of 
Observation 2. 
OBSERVATION 2’. Under the hypotheses of Lemma B, if D,(p) is a 
full geodesic disc on Q with r > ~12, then 9 is a sphere and i: Sz -+ Z an 
isometry. 
Proof of Observation 2’. Given such a full geodesic disc D,(p) on 
Sz with r > n/2, we may be able to enlarge D,(p) on 9 to yield a full 
geodesic disc of radius larger than 7~ about p, in which case, by 
Observation 2, 1;2 is a sphere. Otherwise, there is no loss of generality 
in assuming that r < 7r is maximal, in the sense that no full geodesic 
disc of radius larger than r exists about p. This, in turn, guarantees 
that some point p  ^on the metric closure of D,(p) in fi lies on afi (and 
therefore not in Q), while i gives a one-to-one map of D,(p) onto a 
antipode of I (1 1) center of r _ 
FIG. 4. i@,(p)) shaded; n/2 < r < T. 
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geodesic disc on Z of the same radius r, where rrj2 < Y 6 m. It follows 
that Q is concave at p^. 
To see this, let y be some small open arc through i(8) of a non- 
geodesic circle r on Z which is chosen so that the larger of the two open 
regions on Z bounded by r is contained in i(D?(p)). (See Fig. 4 for the 
case r < 7r. If r = n, then clearly, any nongeodesic circle r through 
i(p) will do.) Then 
%! = i-l (interior R(y, l )) 
will satisfy the requirements of Definition 2 for some small enough 
E > 0. 
But Q is pseudo convex, and cannot be concave at 6. This contra- 
diction establishes Observation 2’. 
OBSERVATION 3. Under the hypotheses of Lemma B, if Sz is not a 
sphere, then any geodesic arc y joining two points within Q has length 
l(Y) < 3-a 
Proof of Observation 3. Suppose that Q is not a sphere, and that y is a 
geodesic arc joining two points within Q, with Z(y) > V. Replacing y 
by a portion of itself if necessary, we may assume that Z(y) = n. For 
simplicity, picture i 0 y as parametrizing the portion y < 0 of the equator 
on Z. (Given y, a suitable rotation of ,Z in E3 would provide this situation.) 
By an E-strip around i 0 y we mean the union of all open geodesic 
discs on Z of radius E centered at points of i 0 y. Since y is compact in the 
open surface Q, there exists an E > 0, and a neighborhood N,, of y in Sz 
which i takes one-to-one onto the E-strip around i 0 y. Moreover, by 
~x*9’t 
“Frod’Vleu ‘Bocx”vlsw 
FIG. 5. c-strip shaded. 
taking E sufficiently small, we may assume that the closure fiO of N,, in a 
lies entirely within J2, so that i maps the closure No of N, in !J one-to-one 
onto the closure of the E-strip around i 0 y. Finally, we assume that 
E < 42. 
Given some number 0 > 0, consider the rotations of the E-strip on Z 
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upward and downward around the x-axis in E3 through the angle 8. 
The interior of the set of all points on 2 reached during the course of these 
rotations is called the &region of i 0 y on Z. (Thus, the e-region of i 0 y 
on Z is just the E-strip itself; and a O-region contains any %‘-region for 
which 0 < 0’ < 0.) 
Now let e be the least upper bound of all 0 values in the interval 
[0, n/2] for which some neighborhood N8 of y in Q is mapped by i 
one-to-one onto the B-region of i 0 y on Z. If e  ^> (n/2) - E, Observa- 
tion 2’ is contradicted. If 4 < (m/2) - t, then (by a simple argument) 
NJ exists in Q, but some point p on the metric closure of NJ in fi must lie 
on afi. Of course, p $ R0 , since m,, = N0 C 8. Hence, i(p) must have 
distance greater than E from both endpoints of i 0 y. It follows that 
i(p) lies along that portion of the boundary of i(NB) which is an arc of a 
non-geodesic circle r whose center lies on the opposite side of r on Z 
from i(N,). One easily demonstrates that a is concave at p, contradicting 
the pseudo convexity of Q. 
OBSERVATION 4. Under the hypotheses of Lemma B, if 0 is not a 
sphere, and if y is a geodesic arc in Q from the center of some full 
geodesic disc D,(a) on Q to the center of some full geodesic disc D,(b) on 
9, then 
(A) KY) + 2 < =; 
(B) there is an open convex set H in J2 containing y, D,(a) and 
D,(b) ; 
(C) y is the unique geodesic in Sz from a to b, and I(r) = d(a, 6). 
Proof of Observation 4. Since all conclusions hold trivially if a = 6, 
we assume that a and b are distinct points in D. 
Claim (A) follows easily from Observation 3. For, were Z(r) + 2r > T, 
the geodesic y could be extended so as to have length n. 
To prove claim (B), picture i 0 y as parametrizing some portion of the 
front half y < 0 of the equator on Z, with its midpoint at (0, - 1,0) in 
E3. By (A), the map i is one-to-one on the union of y, D,(a) and D,(b), 
taking them all to the front hemisphere of 2’. (See Fig. 6.) However, in 
FIGURE 6 
490 T. MILNOR 
what follows, we will make the additional assumption that the closures 
a,(a) and a,.(6) of D,(a) and D,(b) in 9 lie within s2. Note that i is 
one-to-one on the union of D,,(a), B,(b) and y. Having proved (B) under 
this assumption, it will be easy to establish (B) in the general case. 
For some E > 0, i maps a neighborhood N(E) of y in Q one-to-one 
onto the E-strip around i 0 y. (Indeed, i will still be one-to-one on the 
union of N(E) with D,(a) and D,(b).) Let $ > 0 be the least upper bound 
of all E values in the interval (0, r) for which such an N(E) exists. By a 
simple argument, N(t) itself exists in Sz. 
Suppose that E” < r. Then, somewhere on the metric closure of N(i) in 
fi there must be a point p on aQ. Moreover, i(p) must lie on that portion 
of the boundary of i(N(g)) w ic runs along a non-geodesic circle r on h’ h 
Z parallel to i o y with its center on the opposite side of r from i(N(f)). 
But then J? would be concave at p, contradicting the assumption that Q 
is pseudo convex. We conclude that E” = r. 
FIG. 7. i(N(;)) shaded; 2 < r. 
The next step in the proof is the construction of an increasing family 
of neighborhoods A$ in Q, with 0 < 0 < t? < n/2, so that i(d’,J is 
just the r-strip around i 0 y, and so that ~45 is convex. (See Fig. 8, where 
the r-strip is dotted, and i(Jlr,) shaded.) The construction follows. 
FIGURE 8 
Let 9? be the right elliptical cylinder in E3 formed by all lines parallel 
to the x axis through the circular boundaries of both i(D,(a)) and 
i(D,(b)). By PO+ and PO- we denote the horizontal planes in E3 tangent 
to 5%’ from above and below, respectively. Let y,, < 0 be the y coordinate 
at the centers of i(l),(a)) and i(D,(b)). For any 8 in the interval (0, r/2], 
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let I’,+ and Pe- be the planes which make an angle 8 with the plane x = 0, 
while also each being tangent to W along a line on which y = constant > 
y0 with x = constant > 0 and z = constant < 0, respectively. Of 
course, the planes P&, and P;,, coincide, and are vertical. Moreover, 
both families of planes PO+ and PO- are continuous on [0, n/2], and 
represent the “rolling back” along V of P,,i and PO-, respectively, 
until the common vertical position is achieved. 
By a simple argument, it is clear that there is a unique value 4 of 0 in 
the interval (0, v/2] f or which PO+- and PO- hit the origin in E3. The 
planes P6+ and P,- cut out great circles on Z tangent to the circular 
boundaries of i(D,(a)) and i(D,(b)). Before defining the neighborhoods 
r’ bi on Q for 8 values in [0, &j, some further constructions will be necessary 
on 2. 
Let ao+ and b,+ be the points where P @+ hits the closures of i(l)?(a)) and 
i(D,(b)), respectively, a,- and b,- the points where PO- hits those same 
closures. Let roCL be the arc along the left side of the boundary of i(DT(a)) 
joining a,+ to a,-, and let rGh be the arc along the right side of the 
boundary of i(L),(b)) j ’ oming b,+ to b,-. Finally, for any 8 value in [0, c?], 
the open region on the front face of Z lying below PO+, above PO-, to the 
FIG. 9. &neighborhood of i 0 y shaded. 
right of r,a and to the left of rgb will be called a &neighborhood of i o y  
on C. (Thus, the O-neighborhood of i 0 y is just the r-strip itself; and a 
&neighborhood contains any #-neighborhood for which 0 < 8’ < 6’ < i!j.) 
Now let e > 0 be the least upper bound of all 0 values in the interval 
[0, 81 for which some neighborhood..&ofy in 52 is mapped byione-to-one 
onto the &neighborhood of i 0 y on Z. By an easy argument, JV~ exists. 
But, if 6 < 8, there must be some point p on the metric closure of AQ 
in fi which lies on ao. Under our assumption that 9 contains the closures 
D,(a) and D,.(b) of D,(a) and D,(b) in 0, i(p) must have distance greater 
than r from the endpoints of i 0 y. Hence i(p) must lie along the arc of a 
nongeodesic circle r = Pdf n Z or P,- n Z, whose center on Z lies 
to the opposite side of r from the &neighborhood of i o y. Thus, if 
d < 8, then Q must be concave at p, which is a contradiction. It follows 
that fi = 8. 
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Suppose we take for H the set Nb in Sz. Then H is convex, because the 
d-neighborhood of i 0 y on z is convex, while i is a one-to-one isometry 
from H onto the &neighborhood of i 0 y. Thus, to complete the proof 
of claim (B) in Observation 4, we need only handle the case in which the 
metric closures of D,(a) and D,(b) in 0 do not lie entirely within Sz. 
But in this last case, for each value of p in (0, Y), the full geodesic 
disks D,(a) and D,(b) h ave metric closures in 0 which lie within a. Our 
previous arguments apply to provide convex, open sets Ho in Q con- 
taining D,(a), D,(b) and y. Take for H the union of all H, for p in (0, r). 
The open set H is convex, and contains D,(a), D,(b) and y as required. 
This establishes claim (B) in Observation 4. 
Claim (C) is now an easy consequence of (A) and (B), since i(H) lies 
within an open hemisphere on z. We can therefore proceed to the 
following. 
Proof of Lemma B. Since the lemma holds trivially if Q is a sphere, 
we assume henceforth that Q is not a sphere. 
Suppose p and q are distinct points in 52. Since Sz is connected, we can 
choose a parametrized arc r in Sz from p to q. Since I’ is compact while 
i is a local isometry, there is an E > 0 such that every point of Z’ is the 
center of a full geodesic disc of radius E in Sz. Moreover, we may fix a 
finite set of points p, = p, p, , p, ,..., p, = q on r, indexed in the order 
indicated by the parametrization of r, and such that d(pjel , pi) < E 
for anyj = 1, 2,..., n. Let Dj be the disc of radius E centered at pi for any 
j = 0, l,..., n. By construction, the center of Dj is inside D,_l for each 
j = 1, 2,..., n. Thus, for example, p, can be joined to p, by a unique 
geodesic yi in Q, with Z(n) = d(p, , pi). An induction argument now 
applies. Suppose that for any fixed j = 1, 2,..., n - 1, p, can be joined 
to pi by a geodesic arc yi in a. By Observation 3, Z(yj) < V, and by 
Observation 4, Z(yj) + 2~ < x with Z(yi) = d(p,, , pi). Moreover, we 
may use the convex set H provided by Observation 4 to guarantee the 
existence of a geodesic yj+r joining p, to pi+i , since the latter point lies 
within Dj . Finally, yj+i must be the unique geodesic in Sz from p to 4, 
and Z(Y~+~) = 4~~ y pi+d. Th us, by induction, p = p, may be joined to 
q = p, by a unique geodesic yn , with Z(yn) = d(p, q). This means that 
Sz is convex. 
It follows easily that i is one-to-one on Sz. For, given distinct points p 
and q on Q, consider the geodesic from p to q constructed above. Clearly, 
i is one-to-one on y, so that i(p) f i(q). This establishes part (A) of 
Lemma B. 
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To prove part (B), merely note that i(Q) is the one-to-one isometric 
image of the convex surface Q. Since any convex set on Z must be simply 
connected, Q itself must be simply connected. 
The first claim of part (C) of Lemma B follows directly from part (A), 
since Z has finite area. The more specific claim that 8 has area ,<27r 
(when 52 is not a sphere) is established by the following. (See also 
Exercise 1, p. 280, in [27].) 
ASSERTION. If E is a convex subset of L’, thef, E lies in a hemisphere on Z. 
(If E is also open, E 1 ies in an open hemisphere on 2.) 
Proof of the Assertion. Let q be any point on 2 whose distance Y from 
E is maximal. If Y 3 7r/2, we are finished. 
Suppose 0 < r < z-12, and suppose there is a unique point p of E at 
distance Y from q. Let U be a geodesic disc of radius E < rj2 about p. 
Then the compact set E - (U n E) has distance p > Y from q. Now 
move q away from p a distance 6 along the great circle through p and q 
on 2, where 
6 < min{p - y, 77TTi2 - I>. 
The new point 4 reached on Z has distance greater than Y from E n 0, 
since g lies in the open hemisphere of Z consisting of all points closer to 
q than to $. But, by our choice of 6, the distance of 4 from B - (U n E) 
FIG. 10. I? shaded. 
is also greater than Y. Thus 4 is farther from E than q is, contradicting 
our choice of q. It follows that there must be at least two points p, and pa 
of i? at distance r from q if 0 < r < -rr/2. (See Fig. Il.) Consider now 
FIG. Il. L?? shaded. 
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the shortest geodesic arc on Z from p, to p, . Except at its endpoints, 
this arc lies entirely outside of i?. Since there are points q1 and q2 of E 
arbitrarily close to p, and p, , respectively, we may choose q1 and q2 
in E so that the shortest geodesic arc connecting them in C has points 
which lie outside of E. This contradicts the convexity of E. Thus the 
case 0 < r < 5712 cannot occur. 
It remains to eliminate the possibility that r = 0, so that E is dense in 
2:. Suppose then that r = 0, and fix some point q $ E. (Since Z itself is 
not convex, there must be such a point.) Consider the open hemisphere 
H centered at q, and take some geodesic triangle Tin H whose interior in 
H contains q. Since E is dense in Z, there are distinct points pi , p, and p, 
of E arbitrarily close to the vertices of T. Thus we may choose p, , p, 
and pa in E so that the geodesic triangle they determine has q in its 
FIGURE 12 
interior in H. But the shortest geodesic arc in Z from p, to q extends to a 
shortest geodesic arc in Z from pi to a point ji on the opposite side of the 
triangle. Since E is convex, q must lie in E, which is a contradiction. This 
completes proof of the Assertion. 
2. EFIMOV’S MAIN LEMMA 
2.1. Statement of the Main Lemma 
The result at the heart of Efimov’s proof is the Main Lemma to be 
stated in this subsection. This lemma concerns a Cl immersion 
F: 9 -+ E2, where 9 C E2 is a region constructed as follows. 
Fix positive constants c and r. Let P denote the parabola y2 = -cx 
in E2, and C the circle x2 + y2 = r2 in E2. Let D be the set 
D = {(x, y) j 0 < x2 + y2 < r2; y2 > -cc> 
in E2, and choose for 9 C E2 any open, simply connected region 
containing D, but excluding the origin (as shown within the dotted line 
in Fig. 13). 
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We may use the Cl immersion F: 9 -+ E2 to induce a Riemannian 
metric g* on $3, so that the g*-length of an arc y in 9 is just the Euclidean 
length of F 0 y. (This is the same process by which in Section 1 the Gauss 
map 1. was used to induce the metric III on S.) Given any two points q 
and q’ in D, let dD*(q, q’) be the greatest lower bound of the g*-lengths 
of arcs in D joining q to q’. 
FIG. 13. D shaded. 
MAIN LEMMA. If F: 3 + E” is a C1 immersion, and if the eigerlvalues 
A, and A, of the derivative dF throughout ~3 are real and satisfy 
--ol,<h,<h,,(ff (4) 
for some constant 01, then D provided with the distance d,* is not a complete 
metric space. 
Despite the independent existence of D as a metric space, we shall 
reserve the symbols u and 8 U for any subset U C D to denote the closure 
and boundary respectively of U in E2. Thus, for example, D may itself 
be viewed as a manifold with boundary D n aD. 
In the Main Lemma, a very specific region D is indicated in order to 
simplify the proof. The conclusion of the Lemma remains valid under 
various alterations in the shape of D. But it is essential that D be concave 
at the origin, that is, at the one point of aD which is missing from D. 
The following example is meant to emphasize this point. 
EXAMPLE 1. Consider the map F taking the open right half plane 
(in place of 9) to E2 by 
The derivative dF has eigenvalues 1 and -1 everywhere. Yet F is a 
real analytic immersion which maps the convex region 
R = {(x,y) I (x - 1)” +y2 < 1; x > 0} 
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onto a closed (and hence complete) subset of E2, as shown in Fig. 14. 
Thus R (in place of 0) with the distance dR* associated with the 
Riemannian metric g* induced by F is complete. 
The reader may wish to notice that much of the material developed 
in the proof of the Main Lemma applies equally well to the example just 
given. But we do make use of the precise shape of D in Lemma 4 (see 
Sections 2.2 and 2.7). Furthermore, we need the fact that the portion of 
D n 8D in the right half plane x 3 0 is compact in order to prove 
Lemma 2 (see Sections 2.2 and 2.5). 
FIGURE 14 
Finally, note that Efimov’s statement of his Main Lemma assumes 
(in effect) that the eigenvalues X, and h, have opposite sign. Since his 
proof makes no use of this assumption, it has been dropped. 
2.2. An Outline of the Proof 
We assume the following in this and all subsequent sections, with 9 
and D as defined in Section 2.1. 
HYPOTHESIS I. F: 9 + E2 is a 15 immersion. 
DEFINITION 5. An arc y in D joining points p and q is called a 
g*-shortest arc in D provided that it is parametrized by its g*-arclength, 
and that no other arc in D between p and q has shorter g*-length. 
Remark 1. A g*-shortest arc y in D must be Cr smooth. This is 
obvious where y avoids the piecewise C” boundary 8D of D, since any 
connected subarc of y within the interior Do of D is mapped by F 
one-to-one onto a line segment in E 2. For a proof that a g*-shortest arc 
y is C? even if it hits aD, see Appendix 3. As shown there, a g*-shortest 
arc with an interior point P on aD must be tangent to aD at p. 
We denote by Z(y) the ordinary Euclidean length of any arc y in E2, 
setting Z(y) = co if y is not rectifiable. For an arc y in 9, we denote by 
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Z*(y) the g*-length of y, so that, as noted above, Z*(y) = Z(F 0 y). If an 
arc y in 9 is non-rectifiable, we have Z*(y) = co. 
DEFINITION 6. An arc p: [0, co) + D is called a distinguished ray 
if the restriction of p to any finite interval [0, s] yields a g*-shortest arc 
in D.(Thus any distinguished ray p is parametrized by its g*-arclength, 
while t*(p) = 00. By Remark 1, any distinguished ray is C1 smooth.) 
Remark 2. If p is a distinguished ray, then p(s) must converge to the 
origin in E2 as s -+ co. Otherwise, for arbitrarily large values of the 
g*-arclength parameter s, p would return to some compact subset 
KC D. But, since the g*-length of p between any two of its points 
equals the d,* distance between them, this would yield points of the 
compact set K arbitrarily far apart in the d,* distance, which is 
impossible. 
Remark 3. If p: [0, a) + D is such that F 0 p yields the ordinary 
arclength parametrization of a Euclidean ray, then p is a distinguished 
ray. 
The following result will be proved in Section 2.3. 
LEMMA 1. If D is complete using the distance dD*, then a distinguished 
ray exists. 
DEFINITION 7. Given any real value 8, consider the linear function 
E = X COS 6 + y sin 0 
on E2. For any rectifiable arc y in E”, let Z&y) denote the total variation 
of [ on y. Thus, when 0 = 0, we have Z,(y), which equals the total 
variation of x on y; and when 0 = n-12, we have Z,(y), which measures 
the total variation of y on y. If y lies in -c%, let II*(y) denote the total 
variation of t on F 0 y, so that 
In particular, 
L*(Y) = w o Y), 4/*(Y) = w o Y). 
Remark 4. Note that Z(y) < I&) + Z,(y), so that, if y lies in g, 
l*(r) G b*(Y) + &*(r>. 
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For the remainder of Section 2.1, assume in addition to Hypothesis 1 
the following. 
HYPOTHESIS 2. The eigenvalues A, and A, of dF are real, and satisfy 
the inequality (4) throughout 9 for some constant 01. 
The following result will be proved in Section 2.5. Note that Lemma 2 
and its corollary (unlike Lemmas 1,3 and 4) do not rest on the assumption 
(which eventually leads to a contradiction) that D is complete in the 
dD * metric. 
LEMMA 2. If p is a distinguished ray, then Z,*(p) is Jinite, and hence, 
IV*(p) is injinite. 
DEFINITION 8. A parametrized arc y in 9 is prehorizontal if F o y 
yields an ordinary arclength parametrization of a horizontal line segment 
in E2 (which may be open, half open, or closed; finite or infinite). 
DEFINITION 9. Given some fixed distinguished ray p, let u = t(s) 
denote the total variation of y on F 0 p as the parameter varies from 0 to s. 
Of course, u = t(s) is just Zy * for the portion of p from p(0) to p(s). 
Clearly, u = t(s) is Cl smooth, while the derivative dtjds satisfies the 
inequality 0 < dt/ds < 1 for all s in [0, co). Moreover, by Lemma 2, 
t(s) -+ co as s + 00. Now, for any number u = t(s), let h, denote a 
maximal prehorizontal arc in D containing p(s). Note that h, is uniquely 
determined for any u in [0, co) up to trivial changes in its g*-arclength 
parametrization. This is true since the point sets associated with maximal 
prehorizontal arcs through p(s,) and p(s,) must coincide in case 
u = t(s1) = t(s2). 
The next statement follows rather easily from Lemma 2, and is proved 
in Section 2.6. 
COROLLARY TO LEMMA 2. For any jixed distinguished ray p, the arcs 
h,, tend to the origin as u -+ 00. 
Remark 5. Suppose that D is complete in the d,* distance, and that y 
is a maximal prehorizontal arc in D. If F 0 y is a finite line segment 
missing either one of its endpoints, say q, then any sequence {qn} of 
points on F 0 y which converges to q yields a d,* Cauchy sequence 
{F-l(qn)} in D. S ince D is assumed to be complete, the sequence {F-l(q,)} 
must converge to some p in D, and y can be extended to a prehorizontal 
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arc containing p, which contradicts our assumption that y is maximal. 
But ifF o y is not finite, so that Z*(r) = co, then measuringg*-arclength 
along y from any fixed point on y in an appropriate direction, we obtain a 
prehorizontal arc p: [0, CO) --f D. By Remark 3, p is a distinguished ray, 
but, being prehorizontal, l,*(y) = Z*(r) = m, contradicting Lemma 2. 
We conclude that if D is complete, any maximal prehorizontal arc y in D 
yields a closed finite line segment F 0 y, so that y itself is an arc joining 
two points of D n %D. This remark applies in particular to the arcs h,, 
described above, in case D is complete. 
Denote by P,, the open portion of the parabola P within D, but disjoint 
from the circle C. Let P,,’ and PO- be the components of PO lying above 
and below the x-axis, respectively. By .W we denote the set of positive 
real numbers. The following is a key result. 
LEMMA 3. Suppose that D is complete in the d,* distance. Fix 
some distinguislzed ray p. Let 12 be the subset of W+ consisting of all u for 
which tlze prehorixontal section h,, 
(i) intersects p transversally, and 
(ii) intersects ijD transversally, with one endpoint b+(u) on PO+ and 
the other b-(u) on PO-. TJzen G is open, and its compliment S” - 8 has 
$nite measure. 
FIGURE 15 
Remark 6. Given the hypotheses of Lemma 3, and using the implicit 
function theorem [24, p. 1941, it follows from (i) that t-l(u) is well 
defined and continuous on 8. Similarly, (ii) implies that b+(u) and b-(u) 
are continuous functions of u for u in Q. 
DEFINITION IO. Each point p on the positive x-axis determines two 
lines L+ and L- in E2 tangent to the parabola P from above and below 
respectively. For any such p, denote by G the finite, closed region 
bounded by a segment of L+, a segment of L-, and an arc of P (see 
Fig. 16). 
607/S/3-9 
500 T. MILNOR 
. . /  
P 5.,&+ 
,> 
- .zb 
;;,;;-4 ; 
,, ., i- 
FIG. 16. G shaded. 
DEFINITION 11. For each u in Q there clearly exists a left-most point 
p(u) on the positive x-axis, such that the closed region G = G(u) which 
p = p(u) determines contains h,, . Denote the Euclidean area of G(u) by 
A(u). The lines along the boundary of G(u) are denoted by L+(U) and 
L-(u) (see Fig. 17). 
FIG. 17. G(u) shaded. 
Remark 7. Of course, G(u) need not lie within II. But it follows from 
the Corollary to Lemma 2 that G(u) C D for sufficiently large values of u 
in Q. 
COROLLARY TO LEMMA 3. Under the hypotheses of Lemma 3, the 
function A(u) is strictly decreasing on Q and A(u) + 0 as u + CO in !2. 
(In fact, A(u) is continuous on 9, but this information will not be needed.) 
This corollary is established in Section 2.6. We now state the basic 
inequality needed to prove the Main Lemma. Proof of Lemma 4 is 
given in Section 2.7. 
LEMMA 4. lf D is complete in the dD * distance, and ;f a distinguished 
ray has been chosen (so that Q is defined as in Lemma 3), then there is an 
open subset W of Sz whose compliment Sz _ W has jnite measure, and such 
that 
(ul - u) < CA(u)~‘“/A(ul)‘~” (5) 
fey any numbers u and u1 in W, where C > 0 is a constant. 
On the other hand, we also prove the following in Section 2.7: 
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LEMMA 5. If WC2+ is open, and if ST+ - W has jnite measure, then 
there is no strictly decreasing function f: W + 9’f such that 
Ul - u G cfwfw (5)' 
for any numbers u and u1 in W, where C > 0 is a constant. 
Thus, Hypotheses 1 and 2 together with the assumption that D is 
complete using the distance dD , * lead to a contradiction. This establishes 
the Main Lemma. 
2.3. Distinguished Rays 
In this section we prove Lemma 1 (using some elementary facts to be 
checked in Section 2.4). We also present additional information about 
distinguished rays. Only Hypothesis 1 is assumed, with 9 and D as 
described in Section 2.1. 
Proof of Lemma I. Assuming that D is complete using the distance 
d,*, we must construct a distinguished ray p. Any point in D may serve 
as initial point p, for p. For convenience, we take 
PO = (r, 01, 
where r > 0 is the radius of the circle C used in constructing D. For 
k = 1, 2,..., consider the exhaustion of D by the compact sets 
D(k) = ((x, y) E D / x2 + y” 2 G/2”}, 
and let d&,, be the distance on D(k) defined by d&,,(q, q’) = 
g.l.b{Z*(y) 1 y joins q to q’ in D(k)}. Because the set 
C(k) = {(x, y) E D 1 x2 + y* = ~~/2~} 
is compact, there is at least one point, say p, , on C(k) whose dstk, 
distance cli from p, is a minimum. We call an arc y: [0, Z*(r)] + D(k) 
a g*-shortest arc in D(k) provided that y is parametrized by its g*-arc- 
length, with Z(r) equal to the d&) distance between its endpoints. For 
each k = 1, 2,..., we will now construct a g*-shortest arc in D(k) from p, 
to p, . 
By the definition of d&,, , we can find, for each fixed k, a sequence of 
arcs 
v,: [0, I*(+)] - D(k) 
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from p, to p, , each parametrized by g*-arclength, so that Z*(V~) + c,< 
as j- co. Restricting each vi to the interval [0, c6], there exists, since 
D(R) is compact, a subsequence of the vi ( [0, ck] which converges 
uniformly on the common interval [0, ck] of definition to a (necessarily 
continuous) arc 
from p, top, (see [I 1, p. 41). Since Z*(vj 1 [0, c,J) 4 c/,. asj + co, we can 
now use Lemma 8 of Section 2.4 below (with d,* itself as the quasi- 
distance spoken of there) to show that Z*(yl;) < ck . But, by the definition 
of ck , Z*(y,J > cl; , so that Z*(yJ = cI; . To show that ylr is parametrized 
by its g*-arclength, consider any s in [0, cJ, and apply Lemma 8 once 
more to the restrictions of yk and vj to [0, s] and [s, c,]. This yields 
Z*(y,. / [O, S]) ,< fl? Z*(Vj j [O, S]) = S, 
and 
~*(Y, I [& CL]) e p2 I*(+ I [s, %I) = Cl< - s. 
Since Z*(yk) = C~ is the sum of the left-hand sides above, both inequalities 
must be equalities. Thus, yli is parametrized by g*-arclength, and is 
indeed a g*-shortest arc in D(k) from p, to p, . 
But note now that yli must also be a g*-shortest arc in D from p, top, , 
since any g*-shorter arc in D from p, to p,; which leaves D(k) would 
have some first point 4 at which it hits C(k), and 4 would be closer to p, 
in the distance d&, than p, is, a contradiction. Thus 
Ck = dD*(P” ? PA = d,*(P” > C(k)). 
Clearly, 0 < cr < c2 < **a. 
For any m = 1, 2,..., k, we will denote by y,\~~l the portion of yk from 
~~(0) to yk(c,). As a subarc of y,< , this restriction yh.“’ of yk to [0, c,,,] is 
itself a g*-shortest arc in D. 
Because D(1) is compact, there is a subsequence .A’; of the positive 
integers such that the arcs ykl: [0, cr] + D(l), for k in J+; , converge 
uniformly as k + co in -q to an arc pl: [0, cJ + D( 1). (See [I 11, p. 4.) 
By Corollary 2 to Lemma 8 in Section 2.4 below, pr must also be a 
g*-shortest arc in D. Similarly, there is a subsequence JV; of -VI , such 
that the arcs yk2: [0, ca] + D(2), for k in -,“s,, converge uniformly as 
k --t cc in -4% to an arc pz: [0, c2] 4 D(2) which extends pr , and which 
is a g*-shortest arc in D. Continuing inductively, one obtains for each 
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m = 2, 3,... an extension p,,(: [0, c,,,] + D(m) of pi which is ag*-shortest 
arc in D. 
Let c, < co be the limit of the increasing sequence {cr,&} as m * CO. 
For each s in [0, cm) we set p(s) equal to P,,,(S), using any m so large that 
c,?, > s. Clearly, p: [0, cz) ---f D is a g*-shortest arc between any two 
of its points. 
To prove that p is a distinguished ray, we need only show that c, = CO. 
But, were c, = Z*(p) < GO, the points p(c,,,) would form a Cauchy 
sequence in the dD * distance, which would have to converge to a point of 
D, because D was assumed to be complete. Since by construction, 
the points p(c,,,) converge to the origin in E2, a contradiction is achieved, 
and we conclude that c, = cx), so that p really is a distinguished ray. 
Having proved Lemma 1, it will be helpful to have information about 
the behavior of F 0 p for any distinguished ray p. As Remark 1 indicates, 
F takes any subarc of p which lies within the interior Do of D to a line 
segment in E2. But, if p has portions along D n 2D, the situation may 
be more complicated. Roughly speaking, F 0 p may look like the curve in 
Fig. 18, curving “away” from F(D) locally along portions of F(?D n D), 
as indicated in the following Lemma. 
FIG. 18. F(D) shaded. 
LEMMA 6. Let y be a g*-shortest arc in D, let p on D n aD be an 
interior point of y, and let U be any neighborhood of p in D. Then F(U) 
contains one of the two closed half discs A cut by the tangent line L to F(y) at 
F(p) from some closed disc in E2 with center F(p). Moreover, F(y n U) is 
disjoint from the interior of A, provided that F is one to one on U. 
FIG. 19. A shaded. 
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Proof of Lemma 6. It is sufficient to consider the case in which U is 
compact and simply connected, with U n aD connected, F one-to-one on 
U, and neither endpoint of y in U. (Any neighborhood ofp in D contains 
such a U.) 
The line L is tangent to both F(y) and F(D n aD) at F(p) (see 
Appendix 3.) In particular, p cannot be a corner point of D n aD. Since 
F is a diffeomorphism in some neighborhood of p in ~9, and since D n aD 
is smooth at p, the line L cuts the tangent plane to E2 at F(p) into two 
open half planes consisting of vectors pointing “into” or “out of” F(U). 
Choose a Euclidean ray beginning at F(p) whose initial tangent vector 
points “into” F(U) at F(p). S ome initial segment of this ray lies within 
F(U), and may be extended until it first hits the boundary of the compact 
set F( U), say at the point q. 
Note that q cannot lie on F( U n aD). If it did, the line segment v 
from F(p) to q together with the arc of F( U n aD) from F(p) to q would 
form a Jordan curve bounding a region R C F( U), as shown in Fig. 20. 
FIG. 20. R shaded. 
Express y as the union of two closed subarcs, which intersect only at p. 
One of these, say y+, is taken by F to an arc which immediately enters 
R, and which must eventually leave R, since neither endpoint of y lies 
in the compact set U. But y cannot cross D n aD. Thus F(y+) first 
leaves R from a point 4 of Y. This would imply, however, that F o y+ 
coincides with v from p to 4, since y+ is a g*-shortest arc in D between 
any two of its points. But F 0 y is tangent to L at p, so that a contradiction 
has been reached. 
It follows then that q lies on F( o), where I? is the compact subset 
of au. If 2~ is the distance from F(p) to F( I?), the closed half disc of 
radius E to the appropriate side of L will serve as the d indicated in 
Lemma 6. 
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To check thatF(y n U) is d J is’oint from the interior of d ifF is one-to- 
one on U, suppose that F(y n U) contains a point F(b) belonging to the 
interior of d. Then the line segment v from F(p) to F(p”) would lie com- 
pletely within F(U). S ince y is a g*-shortest arc, v must coincide with 
the arc of F 0 y from F(p) to F(b). But F 0 y is tangent to F(aD) at F(p), 
while v is not. This contradiction completes the proof. 
2.4. A Comparison Lemma 
The goal of Section 2.4 is to prove the following “comparison lemma.” 
LEMMA 7. Suppose that y is a g*-shortest arc in D from a to b, and 
that $I is any piecewise Cl arc in D from a to b which is free of self-inter- 
sections. Then for any jixed 0, 
where [ = x cos 6’ + y sin 6 as described in Definition 7 of Section 2.2. 
In order to prove Lemma 7, we will need an auxiliary result, 
Lemma 8. As in Section 2.3, we assume throughout this section only 
Hypothesis 1. 
DEFINITION 12. A quasi-distance don D is a function from D x D 
to the reals with all the usual properties of a distance, except that, 
d(p, q) = 0 is p ossible even if p # q. More specifically, $ must satisfy 
&J, q) 2 0; d(p, p> = 0; d(p, q) = &z, P); and B(P, q) < J(P, r> + &, q) 
for any p, q and r in D. We say that a quasi-distance d is majorixed by 
d,* provided that d(p, q) < d,*(p, q) for allp and q in D. 
DEFINITION 13. Given a quasi-distance a on D, and an arc 
y: [a, b] + D, we consider the associated quasi-length 
i(y) = 1.u.b 2 &&j-i), y(Q) 
i=l 
over all finite subdivisions a = t, < t, < *.* < t,; = b of [a, b]. Of 
course, i(y) may be infinite. 
Remark 8. The distance d,* is a quasi-dsistance, majorized by 
itself, with associated quasi-length I *. More significantly, given any 0 
with [ = x cos 0 + y sin 8, the function de* given by 
d,*(p, q) = g.l.b{Z,*(y) 1 y joins p to q in DJ 
506 T. MILNOR 
is a quasi-distance on D, majorized by do*, with associated quasi-length 
4** 
LEMMA 8. If the sequence of arcs vj: [0, l] + D converges uniformly 
in the d ,,* distance to a (necessarily continuous) arc v: [0, l] + D, and if 
d is a quasi-distance on D majorized by dL)*, then 
i(v) < lim inf i(vj). 
Proof of Lemma 8. Of course i(v), like Z*(vi), may be finite or infinite. 
In any case, given an M < i(v), choose a subdivision 
0 = t, < t, < ‘.’ < t, = 1 
of [0, l] such that 
111 < f d^(v(ti-,), v(Q). (6) 
i=l 
Next, for any E > 0, choose an integer N = N(M, C) such that 
for everyj > N. Together, (6) and (7) yield 
M < $ d(v(ti-I), vj(ti-1)) 
i=l 
+ $J d^(vj(ti-l), vj(ti)) + j j  d(vj(ti), V(ti)) 
i-l i=l 
This proves Lemma 8. 
< 
< 
4 (7) 
i(Vj) + 2E. 
COROLLARY 1 TO LEMMA 8. If the sequence of arcs vi: [0, l] -+ D 
converges uniformly in the dD * distance to a (necessarily continuous) arc 
v: [0, l] -+ D, then 
If*(v) < lim inf Z,*(V~), 
for any jixed 8, with t = x cos B + y sin 8 as described in Definition 7 
of Section 2.2. 
Proof of Corollary 1 to Lemma 8. Apply Lemma 8 to the quasi 
distance d,* defined in Remark 8 above. 
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COROLLARY 2 TO LEMMA 8. If the sequence rj: [u,b] + D of g*- 
shortest arcs in D conserges uniformly in the d,” metric to an arc 
y: [a, b] + D, then y is also ag*-shortest arc in D. (In particular, yj and y 
must be Cl smooth, as shown in Appendix 3.) 
Proof of Corollary 2 to Lemma 8. Note first that the d,* distance from 
a f or every;. Passing to the limit asi + CO, it follows 
d,*(y(a), r(b)) = b - a. 
But Lemma 8 guarantees that 
l*(y) .< lim inf l*(r,;) = b - a, 
since d,* is a quasi distance majorized by itself. Hence, Z*(y) = b - a, 
and to show that y is a g*-shortest arc in D, we need only check that y 
is parametrized by a g*-arclength parameter. To this end, given any 
fixed s in (a, b), we apply the arguments just completed to the arcs 
yj 1 [a, s] instead of to the arcs yj themselves. This yields the fact that 
y 1 [a, s] has g*-length s - a, which proves the Corollary. 
We can now prove the Comparison Lemma. 
Proof of Lemma 7. It is sufficient to prove the lemma for the case 
0 = 0, so that 5 = X. (To adjust the argument to a general 0, replace x 
everywhere by [, and use, instead of the vertical direction mentioned 
throughout the proof, the directions parallel to the line { E 0 in E2.) 
We consider first the case in which y and 4 meet only at their endpoints 
a and b. Then, together, y and $ bound a compact, simply connected 
subset K of D. Denote by N the set of all x coordinates at points of 
F(iJK) at which the tangent line to F(%K) is either undefined or vertical. 
Setting X*(P) at any p E D equal to the x’ coordinate at F(p), note that 
the real valued functions x* 0 y and x* 0 # are Cl and piecewise Cl 
respectively. Moreover, N includes all critical values of x* 0 y and x* 0 4, 
while containing at most finitely many additional values, namely, the 
values of x* at the “corners” of %K. Sard’s Theorem therefore indicates 
that N is a closed set of measure zero (see [25, p. 451). Denote by y” the 
portion of y on which x’* $ N. 
We call a parametrized arc v in D preaertical if F 0 v yields an ordinary 
arclength parametrization of a vertical line segment in E2 (which may be 
open, half open or closed; finite or infinite). Thus, a prevertical arc v is 
always a g*-shortest arc in D between any two of its points. 
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If now we are given any point p of y”, there exists a prevertical arc v 
beginning at p and lying otherwise within the interior of K. Moreover, 
v may be extended as a prevertical arc until it first again meets aK say 
at a point q. (Were such an extension of v to aK impossible, then v could 
be extended to a prevertical arc v: [0, co) + K beginning at p. This 
would yield points of K on v arbitrarily far from p in the d,* distance, 
which is a contradiction since K is compact.) Further, q must lie on J,$ 
and not on y, for otherwise, the segment of theg*-shortest arc y fromp to 
q would have to coincide with v, which is impossible since p E y”, so that 
F 0 y is not vertical at F(p). Finally, the tangent vector to F 0 I/J at F(q) 
is well defined and non-vertical since p E y”, so that x*(q) = x*(p) $ N. 
Because there is just one oriented direction in which a prevertical arc 
can leave a point p E y” so as to enter the interior of K, there exists only 
the one prevertical arc v within K beginning at p E y” and ending on Z/I. 
Thus, we may think of the endpoint q of v on $J as a function q = q(p) 
for p in 70. Denote by Q!JO the image of y” under q. Given any point 
FIG. 21. K shaded. 
q = q(p) on +O, th ere is only one nontrivial prevertical arc in K beginning 
on t3K and ending at q, namely, the arc v from p used to define q = q(p). 
To see this, note that q was the first point beyond p on v at which v met 
aK, and that there is only one oriented prevertical direction from which 
one can approach q within K, since x*(q) 4 N if q E $0. We conclude that 
the function q = q(p) is one-to-one from y” onto Co. 
The implicit function theorem [24, p. 1961 indicates that q is C1 
smooth as a function of the g*-arclength parameter on y” (inherited from 
from the parametrization of y). For, given any p in y”, 4 is Cl smooth at 
q = q(p), with F 0 $ nonvertical at F(q). 
By our construction of Q/JO, we now have 
L*(YO) = L*M”) G L*(1G). 
Denote by So the subset of [0, Z*(y)] on which 
dx*(y(qps # 0. 
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Then 
which indicates that IX*(r) = Z,*(r”), since the value of the integral 
above is unchanged if we remove from So the set of measure zero which 
is the preimage of N under the Cl immersion x* 0 y on So. Thus 
k*(Y) = b*(YO) < zr*h4, 
which proves Lemma 7 in case y and $J meet only at their endpoints. 
Suppose then that y and 4 have an interior point in common. Let $’ 
be the portion of + disjoint from y. In case every point of # is a point of y, 
then #’ is empty, and the conclusion of Lemma 7 would be obvious 
even if $ were allowed to have self intersections. For y is a simple Cl 
arc from a to b in D. On the other hand, t,4 is continuous and joins a to b 
hitting only points on y, and thus hitting all points on y. It follows 
easily that Z,*(r) < I,*(#) as claimed. 
We will assume therefore that 4’ is not empty. Since $’ is open relative 
to $, it may be expressed as the disjoint union 
of at most countably many open subarcs $i of #, where the enumeration 
is taken so that 
If more than finitely many arcs #i are involved, then 
since I*($) is finite. 
Make a linear change of parameter if necessary, so that 4: [0, l] + D. 
This induces the parametrizations 
#i: (ui , b) - D, 
where the (ai, bi) are disjoint subintervals of [0, 11. Consider now the 
subarc yr of y between the endpoints $(aJ and #(b,) of #i . Making a 
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linear change in the g*-arclength parametrization of y1 if necessary 
(which may have to reverse orientation), we have 
~1: [a, 7 41 - D 
with ~~(4 = +(4 and rdb) = WJJ. S ince y1 and the closure of the arc 
#i meet only at their endpoints, our previous arguments yield 
Defining a new arc vi: [0, I] + D by 
v1(t) = i$) 
if t $ Ial , hl 
if t E [al , 41, 
we have I,*($) > I,*. 
Similarly, the arc ya of y between the endpoints #(~a) and #(b,) of #s 
may be reparametrized if necessary (possibly reversing its orientation) 
so as to become 
yz: [~,,~,l-tD 
with ~~(4 = $(4 and pa = #(b,), while 
L*(h!) 2 L*(Yz). 
If we define a new arc ~a: [0, l] + D by 
\ vdt) 
dt) = /y,(t) 
if t # [a2 , b2] 
if t E [u2 , b2], 
then Z,*(#) >, &*(4 >, L*(vJ. 
Continuing this procedure, one obtains a sequence of arcs vj: [0, l] -+ D 
each joining #(O) to #(I). Of course, if there are only m subarcs z+!J( , 
where 1 < m < co, then we set V~ = vIll for every j >, m. In any case, 
L*(#) 3 L*(vl) 2 z,*(v2) 2 ..., 
while all the arcs vj lie in the compact set y U $J. 
Using (8), it is now easy to show that the arcs vj converge uniformly in 
the d,* distance to a (necessarily) continuous arc v: [0, I] + D. Using 
the last inequalities above and Corollary 1 to Lemma 8, we have 
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But, by construction, all points of v lie along the arc y, with v continuously 
joining the endpoints of y. By the same arguments given previously for 
the case in which 4’ = 0, we have I,*(v) > Z,r*(y), which, together 
with (9), completes the proof of Lemma 7. 
Remark 9. The conclusion of Lemma 7 remains valid even if the 
piecewise Cl arc $J has finitely many self-intersections. For one may 
easily piece together, using portions of $I between self-intersections, a new 
piecewise Cl arc $ joining the original endpoints of #, and free of self- 
intersections. Since I,*($) < I,*($), Lemma 7 applied to y and $ yields 
4*(Y) e 4*(J) < b”($). 
2.5. Eigenarcs and chains 
The goal of this section is the proof of Lemma 2, but various subsidiary 
results needed to establish the Main Lemma are also included. Through- 
out Section 2.5 both Hypotheses 1 and 2 are assumed. 
Together, Hypotheses 1 and 2 guarantee that the eigenvalues h, and 
h, of dF over 9 are real, distinct, and non-zero. Thus, since F is C1 
smooth, the associated fields of first and second eigendirections never 
coincide in 9, are each continuous, and are singularity free. 
Any C1 arc in 9 everywhere tangent to a first (or second) eigendirec- 
tion will be called a first (or second) eigenarc. The tangent vector to an 
eigenarc y at p in 3 is taken by dF to a parallel vector tangent to F o y 
at F(p). Here dF will preserve the orientation of the tangent vector if the 
associated eigenvalue at p is positive, and reverse the orientation if 
that eigenvalue is negative. By Hypotheses 1 and 2, the eigenvalues 
h, and h, each maintain a fixed sign throughout P. (For the F described 
in Section 1.2 one has X, < 0 < h, .) 
Because D is simply connected we may fix an orientation on each 
eigendirection field, obtaining a pair of continuous fields of unit tangent 
vectors over D. From standard results in the theory of ordinary 
differential equations [ 11, p. lo] we know that through any point of D 
there passes an open arc of (at least) one first, and of (at least) one second 
eigenarc. Because D is simply connected, and because the eigenvector 
fields are continuous and singularity free, no eigenarc may intersect 
itself [ll, p. 1501. I p t n ar icular, there are no closed eigenarcs. 
DEFINITION 14. Given any fixed 0 and the associated linear function 
5 = x cos 6’ + y sin 4, a t-chain is any piecewise Cl parametrized arc 
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in D made up of finitely many eigenarcs, and along which 5 is strictly 
increasing. 
LEMMA 9. Starting at any interior point p of D at which 
5 = x cos 0 + y sin 8 > 0, there exists a t-chain $7 which begins at p and 
ends at a point on aD. 
Proof of Lemma 9. Given 6, introduce the coordinates 5, 71 in E2, 
where 
7 = --x sin 0 + y cos 0. 
Let Vi (or V,) be the relatively closed subset of D consisting of all 
points at which the first eigendirection (or the second) is parallel to the 
q-axis. Note that V, n V, = a. W e d enote by fi (or f2) the continuous, 
real valued function on D - Vi (or on D - V,) which assigns the slope 
dy/d[ associated with the first (or the second) eigendirection at each 
point. Thus, an eigenarc nowhere parallel to the q-axis may be pictured 
as the graph of a Cl function q = ~(0 satisfying one of the differential 
equations 
or 
drlldt = fi(E, d 
drl/dE = f&L rlh 
with an appropriate orientation. 
Let 5, > 0 be the 5 coordinate at the point p given in the statement of 
Lemma 9. We will first prove Lemma 9 under the assumption that 
to > 0. With this assumption, the half plane H consisting of all points 
in E2 with .$ 2 f,, intersects D in a compact set. Let 3~ be the Euclidean 
distance between the compact subsets Vi n H and V, n H. It follows 
that the closed E-neighborhoods NE( Vi n H) and Nt( V, n H) of Vi n H 
and I’, n H in D n H have Euclidean distance at least E from one 
another. Thus, either p is not in N,(V, n H) or else p is not in 
NE( V, n H), where, of course, p may be in neither. For convenience, 
assume that p is not in N6( Vi n H). 
Our construction of the &chain V from p described in Lemma 9 will 
be based upon two assertions whose justification is postponed until the 
end of the proof. 
ASSERTION A. If p $ N,( Vi n H), then there is a first eigenarc 
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beginning at p with [ increasing which can be continued until it hits 
either 8D or Nc( V, n H). 
Assuming Assertion A, we are finished with the construction if the 
extended eigenarc hits 8D. But, if it hits NE( V, n H) instead, say at a 
point p’, then p’ 4 Nt( V, n H), and we can choose a second eigenarc 
beginning at p’ with 6 increasing, and extend it (by the obvious analog of 
Assertion A) until it hits either 8D or Nt( V, n H). 
ASSERTION B. Continuing this procedure alternately choosing second 
and then first eigenarcs, the construction terminates within finitely 
many steps, with the last eigenarc ending at a point of 8D. 
FIG. 22. N,( V1 n H) and NJ V, n H) shaded. 
Thus, Lemma 9 is proved modulo Assertions A and B so long as 
5, > 0 at p. But if 5, = 0, just choose any sufficiently small portion of 
an eigenarc which leaves p with 5 increasing; reaching a nearby point 
$ at which [ > 0. The proof of Lemma 9 then proceeds as above, using 
$ in place of p. It remains only to check our two assertions. 
To prove Assertion A, note that dy/dt = fr(t, 7) has a Cr solution 
7 = ~(0 over some interval [f, , 5, + 8) with 7(&b) equal to the q 
coordinate at p. By Zorn’s Lemma, this solution may be extended over 
some maximal interval [[, , 5,) subject to the restriction that the graph 
of the solution remains within D - VI . If this graph hits Nt( V, n I?), 
then we are finished. Otherwise, the graph stays within the compact set 
(D n H) - Ivp, n H) 
upon which the continuous function fr(.$, T) is bounded. In particular, 
4/a = fi(SY T> is bounded on the graph of 7 = q(t), so that our 
solution q(f) must tend to a limit vcI1 < co as f + <r . Moreover, the 
point (tl , vr) must be on aD. Otherwise, (5, , ql) is an interior point 
of D, and for some 6 > 0 the solution 71 = ~(5) of dT/df = fi(t, 7) 
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may be extended to the larger interval [&, , [i + a), contradicting our 
choice of <i . This establishes Assertion A. 
To prove Assertion B, note that all eigenarcs used in the construction 
have bounded slope, since the first eigenarcs avoid NE( Vi n H), and the 
second eigenarcs avoid NE( V, n H). Furthermore, the values of [ on the 
arc %? being constructed are bounded, since D is bounded. Thus V has 
bounded length, which means that ‘% cannot oscillate infinitely often 
between the two sets Nt( I/, n H) and Nf( I’, n H) which are at least 
E > 0 distance apart. Thus, after finitely many steps, the construction of 
V is complete, which establishes Assertion B, and thereby completes 
proof of Lemma 9. 
LEMMA 10. For any &chain %?, 
4”(+g < qq (10) 
where 01 is the constant in relation (4) of the Main Lemma. 
Proof of Lemma 10. Since % is composed of eigenarcs upon which 5 
is increasing, Lemma 10 is a direct consequence of relation (4). 
Because 1 e 1 < Y in D, we have the following. 
COROLLARY TO LEMMA 10. If%? is a t-chain, then 
where Y is the radius of the circle C along i3D. 
We can now establish Lemma 2 of Section 2.2. 
(11) 
Proof of Lemma 2. It must be shown that Z,*(p) is finite for any 
distinguished ray p in D. Suppose p begins at a point p, in D. Let v be a 
vertical line segment in D from p, to a point q0 on the circular arc 
C’ = C n D. (Ifp, itself lies on C’, then p, = Q,, and v is degenerate.) 
FIG. 23. Case A. 
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There are two cases to be distinguished. By x(p) we denote the x 
coordinate at p for any p in E2. 
Case A. There is a sequence sj -+ GO of g*-arclength parameter 
values for p such that x(p(sj)) 3 0, wherej = 1, 2,... . 
Case B. For some u 3 0, x(p(s)) < 0 for every s > G. 
To prove Lemma 2 in Case A consider the points pj = p(Sj) on p. 
For any j, construct an x-chain qj from pj to a point qj on i?D. Since 
x(pj) 3 0, while x increases on Vj , it follows that qj lies on C’. Denote by 
sj the arc along C’ joining qj to q0 . Then 
and if pj denotes the portion of p from p, to pj , Lemma 7 yields 
I.c*(Pj) < zcr*(ej) + Is*(C’) + b*(V)j (13) 
where the g*-shortest arc pj is compared with the arc formed by Vj 
followed by aj followed by V. This composite arc may have one self- 
intersection where v may (possibly) cross ~j . But as noted in Remark 9 
of Section 2.4, the conclusion of Lemma 7 still applies. Using (1 l), 
formula (13) becomes 
lr*(fj) < 20Y + IJ+*(~') + zz*(v). 
Taking the limit as j -+ co, a finite upper bound for Z,*(p) is established. 
To prove Lemma 2 in Case B, we consider two subcases. 
Case B.l. There is a sequence sj + co of g*-arclength parameter 
values for p such that the d, * distance between p(sj) and the portion of 
they-axis within D is ,(l for everyj = 1, 2,... . 
Case B.2. There is a ur > 0 such that the d,* distance between 
p(s) and the portion of the y-axis within D is > 1 for every s > (or . 
The proof of Lemma 2 in Case B.l is much like the proof in Case A. 
We may as well assume that the dD * distance between p(Sj) and the arc v 
is greater than 2 for all j = 1, 2,... . For each y, take an arc vi in D which 
is free of self-intersections, and joins pi = p(sj) to the y-axis, with 
z,*(vj) < z*(vj) < 2. (14) 
From the endpoint pi’ of V~ on the y-axis, construct an x-chain Vj . 
607/8/3-IO 
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With pj and aj as defined in Case A, proceeding as we did there, one 
obtains 
L*(pj) < 2 + 2w + L*(c’) + L*(4 
Taking the limit as j -+ co, a finite upper bound for Z,*(p) is again 
established. 
To prove Lemma 2 in Case B.2, a different sort of argument is needed. 
If p intersects the y-axis (see Fig. 24), let ~(a,) be the last point of p which 
FIG. 24. R shaded; p hits y axis. 
lies on the y-axis. Denote by R the (relatively) closed subset of D 
bounded by the portion of p from p(a2) onward, and the interval on the 
y-axis from ~(0~) to (0,O). I n case p never crosses the y-axis (see Fig. 25), 
FIG. 25. R shaded; p avoids y axis. 
let ~(a,) be the last point of p which lies on the horizontal segment from 
p, to the y-axis. Given this definition of ~(a,), let R denote the (relatively) 
closed subset of D bounded by the portion of p from ~(a,) onward, the 
horizontal segment p from p(aJ to a point q on the y-axis, and the interval 
on the y-axis from q to (0,O). In either case, R is simply connected. 
If p intersects they axis, set 8 = pi + 1. If p avoids they axis, choose 
a value 6 > ui so large that d,*(p(s), p) > 1 if s > 6. Now set 
pj = p(B + 2j) 
wherej = 1, 2,... . For each j, form the unit d,*-disk 
uf = {P ED I ~*CP, PA < 11 
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centered at pi . By construction, 
uj n u, = 0 
if j # k, and by the hypothesis of Case B.2, each U, is disjoint from the 
region x > 0 in D. Suppose we prove the following. 
ASSERTION. The g*-area of Ui n R is greater than n for every 
j = 1, 2,... . 
Then the g*-area of R would satisfy 
area*(R) 3 2 area*(Uj A R) = o3. 
?I=1 
(15) 
But D is bounded, so that the ordinary area of R C D must be finite. 
Moreover, by relation (l), 
1 JacobianF / < C? 
at each point of 3. Hence 
area*(R) < 01~ area(R) < co, 
which contradicts (15). 
Thus, to complete the proof of Lemma 2 in Case B.2, we need only 
check the Assertion. To this end, recall that p is Cl smooth. For any 
fixed pj , let L denote the tangent line to F(p) at F(pi). Choose a neigh- 
borhood Ui’ C Uj of pi so small that F is one-to-one on Uj’. Then L cuts 
the tangent plane to E2 at F(pj) into two open half planes consisting of 
vectors pointing “into” and “out of” F(R n U,‘), since i3R is Ci smooth 
at pj while F is a Cl imbedding on Uj’. If pj lies on aD, then Lemma 6 
asserts that F( U,‘) contains one of the two closed half disks d cut by L 
from some closed disc in E2 centered at F(p), with F(aR n U,‘) disjoint 
from the interior of d, so that d CF(R n U,‘) clearly follows. If pj is 
not on aD, some portion of F 0 p through F( pi) is actually a segment of L, 
in which case the existence of such a d C F(R n U,‘) is trivial. 
Given any vector at F(pj) pointing “into” F(R n U,‘), consider a 
line segment in d beginning at F(p,), tangent to the given vector. The 
preimage of that line segment under F may be parametrized so as to 
yield a g*-shortest arc T beginning at pi , and lying within R. We claim 
that 7 can be extended to a g*-shortest arc in R with g*-length equal to 
one. Otherwise, extending r as a g*-shortest arc, beginning at pi , until 
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it first again meets aR at some point qi , we have Z*(T) < 1, so that, by 
the hypotheses of Case B.2 and our choice of 6, qi cannot lie on p or on the 
y axis. Thus qj must lie on p, so that T coincides with the portion of p 
from pi to qj . But this is contradiction, since the tangents to F 0 p and 
F 0 T at F(pj) are distinct. We conclude that F(R n Uj) contains one of the 
open half disks cut by L from the disc of radius one centered at F(pj). 
This establishes the Assertion. 
As noted in the statement of Lemma 2, Z,*(p) < co implies that 
Z,*(p) = co, since 
2.6. Prehorizontal Sections 
The goal of Section 2.6 is the proof of Lemma 3 of Section 2.2. We 
begin, however, by establishing the Corollary to Lemma 2. Both 
Hypotheses 1 and 2 are assumed throughout this section. 
Proof of the Corollary to Lemma 2. Fix a distinguished ray p, and let 
h, denote the prehorizontal section through p(s), where u = t(s) measures 
the total variation of y on F o p from p(O) to p(s), as in Definition 9 of 
Section 2.2. For any fixed k = 1, 2,..., we will show that h,, is disjoint 
from the compact set 
D(k) = {(x, y) E D 1 x2 + y2 3 r2/2”} 
for all sufficiently large u, where s is the radius of C. With no loss of 
generality, assume that p(O) lies in D(k). Let p(f) be the last point of p in 
D(k) (see Remark 2 of Section 2.2). If h, with u = t(s) and s > s” inter- 
sects D(k), then h,, must intersect the circular arc 
C(k) = {(x, y) E D 1 x2 + y2 = r2/2k’}, 
and we will show that 
s < j + L*(P) + L*(W)) + Z*(W)), (16) 
where, by Lemma 2, the right-hand side is finite. Then, picking for s any 
value which violates (16), we know that h, cannot meet D(k), which 
proves the corollary. 
To extablish (16), let v be a subarc of h, joining p(s) to a point on C(k). 
By the triangle inequality the g*-length of p between p(s) and p(s”) must 
satisfy 
s - f < z*(v) + z*(C(k)). 
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FIG. 26. D(k) shaded. 
On the other hand, Lemma 7 indicates that 
But, Z,*(u) = Z*(V) since v is prehorizontal. Combining the last two 
inequalities, we obtain (16). 
We can now prove Lemma 3 of Section 2.2. 
Proof of Lemma 3. Assume that D is complete in the d,* distance, 
and that some distinguished ray p has been fixed. Recall that Q C Wf 
consists of all u = t(s) for which the prehorizontal section h, meets 
both p and 8D transversally, with one endpoint of h, on P,,+ and the 
other on P,,- (see Fig. 15 of Section 2.2). Thus, if u is in Q, h, meets p 
only at the single point p(s). Otherwise, if h,u also met p at p(s’), then p 
and h, would have to coincide between p(s) and p(s’), and their inter- 
section would not be transversal. Similarly, if u is in Q, h,, meets 8D 
only at its endpoints on P,,+ and PO-. For the g*-shortest arc h, cannot 
pass through a corner point of 8D (see Appendix 3), and any further 
intersection of h, and aD could not be transversal. 
To show that 52 is an open subset of g+, fix any u in Q, and note that 
the compact subset h, C 9 possesses a neighborhood N in 9 so small 
that F is one-to-one on N, while N n 8D = N n P,, . Moreover, N may 
be chosen so small that F(N A P,,) and F(N n p) nowhere have a 
horizontal tangent, since the set of all points p on PO or p for which 
Wcl) or F(fJ) . h IS orizontal at F(p) has positive distance from the compact 
set h, . Note now that F(h,) is a horizontal line segment which meets 
F(N n p) andF(N n PO) transversally, with one endpoint on F(N n Pot), 
and the other on F(N n PO-) ( see Fig. 27). Clearly, if U’ is sufficiently 
FIG. 27. F(N A D) shaded within F(N). 
520 T. MILNOR 
close to U, then F(h,,,) is also a horizontal line segment which meets 
F(N n p) andF(N n P,) transversally, with one endpoint onF(N n PO+), 
and the other on F(N n PO-). Thus U’ lies in Q, and 52 is open. 
In order to prove that 93’ + - Q has finite measure, fix any G in 8’+ 
so large that for every u > zi, the entire arc h, is closer to the origin in E2 
than p(O) is. By the Corollary to Lemma 2, such a ti must exist. We will 
now show that 9+ - Q intersects the interval (G, 00) in a set of measure 
zero. To this end, let IV, be the set of critical values of the 13 function 
u = t(s), where 
dt/ds = 1 dy*(p(s))/ds j, 
with y* assigning to any p in 9 the y coordinate at F(p). Then IV, has 
measure zero by Sard’s theorem. (Clearly, 9?+ - IV, is just the open set 
consisting of all u for which h,, meets p transversally.) The inverse 
function s = t-r(u) is well defined and Cl smooth on g+ - IV, . 
Furthermore, the function Y* = Y*(U) on 9 - IV, given by setting 
y*(u) = Y*b(t-Yu>> 
is Ci smooth throughout 9?+ - WI, with dY*ldu # 0. (Actually 
dY*/du = +l.) Note that the value of y* is constant along h, , so that 
Y*(U) is also the value of y* at either endpoint of h, on P, . If V is the 
set of critical values for the function y* restricted to P, , then V has 
measure zero by Sard’s theorem, and hence its inverse image W, under 
the C? immersion Y* must be a set of measure zero in 9?+ - W, . (It 
does not matter here that V may contain values not attained 
by Y*.) 
To complete the proof that J fl+ - Q intersects the interval (6, co) 
in a set of measure zero, we will show that each u > 2 in.%?+ - WI - W, 
must lie in Sz. Taking u > Z; in 3?+ - W, - W, , the endpoints of h, 
exist, and lie on D n aD, as described in Remark 5 of Section 2.2. 
(The assumption that D is complete in the d,* distance is essential here.) 
Since 24 $ W, , h, meets p transversally. Since u > zi, h, remains closer 
to the origin than p(O), and hence can never meet the circular arc C’ C 8D. 
Thus the endpoints of h,, lie on P, . Further, h, meets P,, transversally 
since u 6 W, . Suppose now that the endpoints of h, both lie to the same 
side of the x axis on P,, . Then h,, together with a closed arc of P, must 
bound a compact region KC D. The distinguished ray p begins at 
p(O) $ K and crosses into K at p(t-l(u)), never again meeting 8K. But 
this is impossible by Remark 2 of Section 2.2. Thus the endpoints of h, 
EFIMOV’S THEOREM 521 
must lie on opposite sides of the x axis on PO , so that u E Q. This 
completes the proof of Lemma 3. 
2.7. The Basic Inequality 
We prove Lemmas 4 and 5 in this section. Hypotheses 1 and 2 are 
assumed throughout (but are irrelevant to Lemma 5). We begin with 
some definitions, and a preliminary result. 
Let z = Z(U) be the function which assigns to each u in Q theg*-length 
of h, , so that Z(U) = Z*(h,,) > 0. Clearly, ,z is continuous on Q. For any 
fixed u in ,R, let X(U) denote the union of all h,, for values U’ > u in 
Q. Given some constituent interval la of Q n (u, a) let yt”4 denote the 
union of all h,,, for values u’ in .y. Since Y* is one-to-one on 9 C Q, 
it follows that F is a Cl imbedding on Z>, so that the g*-area of P$ is 
just 
area*Zx = 
i’ 
z(u) du. 
./ 
Hence the g*-area of cP(~) is given by 
Q*(U) = area*&(u) = C (i,z(u) duj, 
where the sum is taken over all constituent intervals .a of Q n (u, a). 
LEMMA 11. The function oT*: 9 -+ W+ is strictly decreasing, with 
d@*ldu = -Z(U). (18) 
Proof of Lemma 11. Recall that 1 Jacobian F 1 ,< ~1~ throughout 9 
for a constant 01. Since X(U) C D, while D has area less than rrr2, we have 
LX*(u) < 01~ area Z(u) < cd2m2, 
so that Q!*(u) is finite for any u in 9. Since Q is open and nonempty, 
while x > 0 on Q, GZ* as given by (17) must be strictly decreasing and 
positive. Formula (18) follows directly from the fundamental theorem of 
caculus. 
Proof of Lemma 4. If we set Q!(U) = area Z(u), then, for any u in Q, 
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where A(u) is the function described in Definition 1 I of Section 2.2. 
Here we use the fact that J?(U) C G(u) for any U. (See Figure 17 of 
Section 2.2.) 
Denote by X = X(U) the strictly decreasing function on 52 which 
assigns to any u the maximum value of x in G(u). Clearly, there exists a 
finite upper bound X,, for the set of all X(U) for u E 1;2. It is our goal to 
prove the inequality (5) of L emma 4, which involves the comparison of 
the values A(u) and A(u,) for u and ur in a subset WC Q which will not 
be identified until the latter portions of the proof. It will be convenient to 
have abbreviated notation for our computations. Thus, having fixed 
values ur > u in Q, we will write A = A(u), A, = A(u,), Gl! = a(u), 
cpqu,,, a* = a*(u), a,* = a*(u,), x = x(u), z1 = x(ul), h = h,‘ , 
G = G(u), G, = G(u,), X = X(u), Xl = X(u,), etc. Note 
t;at z+~C u = Z,*(y) where y is the arc of p from p(t-l(u)) to p(t-‘(ur)). 
Since u < ui are values in Q, G, C G, and X1 < X (see Fig. 28). 
By the definition of G, , hi must somewhere touch either L,+ or L,-, 
say at 4. It is quite immaterial whether 4 lies on L,+ or L,-. In the former 
case, we will need upper and lower bounds on the quantity Z$(y) where 
f1 = x cos 0r + y sin 8r takes on a constant value ci’ > 0 on L1+, with 
0, the positive acute angle which L,+ makes with the y axis. In the latter 
case, we would need upper and lower bounds on Z;(y), where 
f1 = x cos( -0,) + y sin( -0,) takes on a constant value .$i’ > 0 on 
L,-. Since the arguments involved are essentially identical in both cases, 
we will assume, to fix our ideas, that 4 lies on L1+, as in Figs. 28 and 30. 
FIGURE 28 
Since the endpoints of h, lie on opposite sides of the x-axis, h, itself 
must somewhere cross the positive x-axis. Thus, if 4 is any rightmost 
point on h, , the x coordinate at 4 must be positive. By Lemma 9, there 
is an x-chain V joining q to aD, and, in particular, to C’ C aD, since x 
increases on %‘. Thus %? must cross h to reach C’, so we may consider 
the arc W of 9 from q to its first intersection q’ with h (see Fig. 29). 
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FIGURE 29 
By Lemma 10, Z,*(V) < c&(V’). But Z,(V) is no greater than the value 
of x at q’, which in turn is no greater than X. Thus, 
Z,“(V) < d,(W’) < ax. 
By our Comparison Lemma 7, y minimizes I,*-length, so that 
LX(Y) G L*(h) + &*@I) + L*w’). 
Thus 
L*(r) < x + Zl + OX. (19) 
At this point, we make use of the equation x = -cy2 for P. An 
elementary computation yields 
x = (g &4)2’3; Xl = (Q 2/c A1p3. (20) 
We may therefore rewrite (19) as follows 
z,*(y) ,< z + x1 + %p3, (21) 
where a0 = a($ &)2/3 > 0 is a constant. Recall that we seek upper and 
lower bounds on the quantity 1$(r) where f1 = x cos 13~ + y sin 0r , 
with 0r the positive acute angle between L,+ and the y axis. Since 
y sin 8i = [, - x cos 8, , an elementary argument shows that 
h*(r) sin 4 d Z,*l(y) + b*(r) ~0s 0, . 
In particular, 
C&J> 3 Z,*(Y) sin 4 - L*(y). 
Another elementary computation yields 
(22) 
sin 6’, = 2(cX,/(4cX, + l))l/“. 
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Using (20) and the fact that X,, > X > X, , we have 
sin -9, > LxJ~‘~ (23) 
where 01~ = (12~~)i/~/d4cX,, + 1 > 0. Combining (21), (22) and (23), 
we see that 
z,*,cr, 3 d**w:‘” - (2 + z1 + qp3). (24) 
This last inequality will be useful once we obtain an upper bound upon 
4yY). 
To find such an upper bound, recall that the linear function 5, assumes 
some constant value fl’ > 0 along L,+. Moreover, t1 < lr’ throughout 
G, and everywhere on the parabola P (see Fig. 30). Thus Lemma 9 
FIG. 30. The region 4, > 5,’ shaded. 
guarantees the existence of a t,-chain +? beginning at the point I$ of 
h, on L,+ and ending at a point of C’ at which 5, > tr’ since .$i strictly 
increases on V. It follows that 9 must cross h to reach C’, and we may 
consider the arc W of % from 4 to its first intersection 4’ with h. By 
our Comparison Lemma 7, 
Hence, using Lemma 10, 
g(r) G 2 + Zl + 4J~‘). (25) 
But IQ?‘) is just the Euclidean distance of 4’ from L,+. Moreover, of all 
points in G with t1 > fi’, the point (X, 0) is farthest from L,+. Thus 
z,p’) < cos B,(X - X,) < x, 
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so that (25) yields 
Using (20) with 01~ as defined for (21), this gives 
Is*,(y) < 2 + Zl + %C 
which is the upper bound needed on Z;(y). 
Using (24), (26), and the fact that &*(r) = z~r - u, we obtain 
al(ul - Upy < 2(z + x1 + Cup). 
Thus, for appropriate choices of the positive constants 01~ and 01~ ,
(ul - u)Af’3 < cx2(z + x1) + cf3A1’3. 
By Lemma 11, this last inequality yields 
(26) 
(Ul - w3 < a.2 (1% (u) ( + j Jg (ul) 1) + a3A2’3. (27) 
Now define the functions f and g on Q by 
f(u) = lw(u); g(u) = @*“3(u). 
Rewriting (27) in terms off and g, we have 
06 - 4.m) e 012 (1 3g2(4 g (u) ( + 1 3P2(4 g (4 1) + %f2(4, 
because dGZ*ldu = 3g2(dg/du). But a*(~,) < a*(u) < a2A(u) implies 
that g(4 < g(u) < ~~‘~f(u), so that the inequality above yields 
By Lemma 11 and the definition of g, we know that dg/du is continuous 
on Q, with g(a) > 0 strictly decreasing. Thus the subset 52’ of 52 given by 
is closed in Sz and must have finite measure. 
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If w = D - a’, and if C is the constant 6n,(u4/3 + as, then (28) 
yields 
(Ul - 4f(%) d VW, (29) 
for all u and ui in W. This proves Lemma 4, since f = A1/3s 
We will now prove Lemma 5 of Section 2.2, which indicates that the 
conclusion of Lemma 4 cannot be valid. Thus we reach the contra- 
diction which proves Efimov’s Main Lemma. 
Proof of Lemma 5. Assume that the strictly decreasing function 
f: W -+ &Y+ satisfies (29) f or any u and ui in W, where C > 0 is a constant, 
and the open set W C s+ has a compliment %‘+ - W with finite measure. 
Set 
f(u) = e-+Y 
Then 4 is a strictly increasing, real valued function on W, while 
(q - q < C,-~(u)(,Q(Ul)-m(U)). (29)’ 
Holding ZJ fixed in (29)‘, and letting u1 ---f co in W, we see that $(z+) -+ co 
as ui -+ c0 in W. 
We begin by constructing a sequence x0 < xi < x2 < **. in W such 
that for all i = 0, 1, 2 ,..., 
while 
measure (W n (x~~+~ , xti+J) -c 4 (31) 
The construction is accomplished inductively. Take any value in W for 
x0 . Assuming that x0 < x1 < *=. < xsi have been chosen so that (30) 
and (31) are valid for i = 0, 1 ,..., ( j - l), pick Xzj+l and x,~+~ as follows. 
In case #~(xs~) + 1 lies in +(W), set 
%+l = %j+Z = 4-Y#dxZj) + l). 
In case +(xzj + 1) lies outside of+(W), set 
u* = g.l.b{x E W j I#+) > #(qj) + l}, 
and 
u* = l.u.b(x E W 1 C(x) < #&) + l}. 
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If x2j # Q* , take for x,~+~ any value in W such that 
cv2j ,< x2j+l < uC Y 
while 
‘5* - x2j+l < 1/2j+1. 
If X,j = u* , set xaj+i = xaj . For x,~+~ take any value in W such that 
while 
In any case, one easily verifies that x2j < x,~+~ < x,~+~ , while (30) and 
(31) hold for i = j. 
Note now that (30) yields 
C(X2i) 3 +(x0) + i (32) 
for any i = 0, 1, 2 ,..., so that Xj -+ cc as j -+ CO. Combining (29)‘, 
(30) and (32), we obtain 
Summing over i = 0, I,..., this gives 
g (“%+1 - Xzi) < co. 
But, if we add to both sides of (31) the measure of 
we have 
@+ - W) n (Xzi+1 > %+2), 
Xzi+a - Xzi+i < +- + measure{(W+ - W) n (X~i+i , Xzi~+J}. 
Summing over i = 0, 1 ,..., this gives 
(33) 
F0 (%i+2 - %+A < 2 + measure@?+ - W) < CO. (34) 
528 T. MILNOR 
Together, (33) and (34) indicate that 
But this would require that (~~1 be bounded, which contradicts the fact, 
implied by (32), that xj -+ co as j -+ 00. Thus Lemma 5 is established. 
APPENDIX 1: HILBERT’S THEOREM FOR A SURFACE 
AT LEAST C2 IMMERSED IN E3 
This appendix is devoted to a proof of the following. 
HILBERT’S THEOREM. No surface can be C2 immersed in E3 with 
Gauss curvature K = - 1, so that the induced metric I is complete. (Here K 
must be defined extrinsically, as indicated in formula (I).) 
Let S be a surface C2 immersed in E3 with (extrinsic) Gauss curvature 
K = - 1. We assume that S is simply connected and hence orientable. 
(Otherwise, work throughout with the universal covering surface S 
of S, lifting to S the immersion and the differentiable structure.) Fix an 
orientation on S. 
In this proof of Hilbert’s Theorem, all local arguments are based upon 
Hartman and Wintner [12]. They show that Cl asymptotic Tchebychev 
coordinates x, y exist locally on S in terms of which 
I = dx2 + 2 cos w dx dy + dy2 (1.1) 
where the continuous function w satisfying 0 < w < 7-r measures the 
angle from the direction dy 3 0 with x increasing to the direction 
dx z 0 withy increasing on S. Since x, y are asymptotic coordinates, we 
know that the second fundamental form of the immersion is given by 
II = 2M dx dy, where, since 
K = --M2/(EG - 3-2) G -1, 
we have M = &sin W. Using the coordinate pair y, -x in place of the 
coordinate pair x, y if necessary, we may assume that 
II = 2 sin w dx dy. (l-2) 
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We will call Cl coordinates X, y on S special coordinates, so long as (1.1) 
and (1.2) are simultaneously valid. In terms of such special coordinates, 
we can uniquely define at any point of S the first asymptotic direction 
dy = 0 and the second asymptotic direction dx = 0. (On a sufficiently 
smooth surface, the first asymptotic directions on S lead to asymptotic 
curves along which torsion is + 1, while the second asymptotic directions 
lead to asymptotic curves along which torsion is -1; see [28, p. 1041.) 
We will later refer to the net of asymptotic curves on 5’. This net is well 
defined, since, as noted in [12], there exist exactly two asymptotic 
curves through any point. Of course, we have distinguished the first and 
the second asymptotic curves within this net. 
Given any “rectangle” R described on S by xi < x < xZ; y1 < y < yZ 
for special coordinates x, y, Hartman and Wintner show that the integral 
for the area of R is given by 
Y3 32 
s J 
sin w dx dy = 4x1 , yl) - w(xl , y2) + 4x2 , y2) - W(X, , yJ. (I .3) 
fJ1 51 
Hence we have 
0 < area R < 2~. (1.4) 
The formula (1.3), due to Hazzidakis, is classically obtained by integrating 
the differential equation 
” ay = sin w 
which follows from the theorem egregium equation for K E - 1. 
But in our case w is only a continuous function, so that wXy makes no 
sense. 
A straightforward computation shows that, in terms of special coor- 
dinates x, y on S, the third fundamental form III induced upon S by the 
Gauss spherical image map is given by 
III = dx2 - 2 cos w dx dy + dy2. (1.5) 
Comparison of (1.1) and (1.5) suggests that we introduce the positive 
definite quadratic form 
A = +(I + III) 
on S, which is given by 
fl = dx2 + dy” (l-6) 
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in terms of any special coordinates on S. (Thus, the average of the metric 
I with curvature --I and the metric III with curvature fl is a metric 
with curvature zero!) Note that I, III and fl all assign identical lengths to 
asymptotic curves on S. 
We show next that there exists an oriented C” surface S” defined upon 
the underlying oriented 2-manifold of S, Cl related to S, and upon 
which fl is a C” flat metric. In fact, one can use the special coordinates 
x, y on S to determine S”. To see this, note that if x, y are special 
coordinates on S, and if u, v are any Cl coordinates on S in terms of 
which A = du2 + dv2, then, setting w = u + iv and x = x + iy, 
there exist complex constants a and b with 1 a 1 = 1 such that 
w=az+b 
over any connected region common to their domains of definition. 
This follows from (1.6) since one easily shows that the complex derivative 
dwjdx exists, with / dw/dx / = 1 (see [l, p. 741). If, in particular, u, v 
are also special coordinates on S, then (1.2) yields a = & 1, so that 
w = &.z + b. 
Denote by S”(fl) the oriented Riemannian 2-manifold obtained by 
using the C” metric fl on S”. Note that the net of asymptotic curves on S 
corresponds to an orthogonal net of geodesics on the flat surface S”(fl). 
Assume now that S is complete in the metric I. Since 2/l >, I, it 
follows that .4 is also a complete metric. Since SW(A) is complete, 
simply connected and flat, there must exist an orientation preserving C” 
isometry S”(A) + E2 carrying S”(A) onto the plane. (See [4], p. 184.) 
This C” isometry may be viewed as a Cr orientation preserving diffeo- 
morphism S + E2 of S onto the plane, under which the net of asymptotic 
curves on S corresponds to a net of mutually perpendicular straight lines 
on E”. Thinking of E2 as the x, y-plane, and rotating if necessary, one 
may assume that first asymptotic curves on S are carried to the coordinate 
curves y = constant in E2, and second asymptotic curves on S to the 
coordinate curves x = constant in E2. 
Using the Cl diffeomorphism of S onto E2, we may consider x, y as 
global Cl asymptotic coordinates on S. Setting 
I = E dx2 + 2F dx dy + G dy2, 
we have E = G = 1 since /l and I assign identical lengths to asymptotic 
curves, Thus F is just cos w, where w is the angle from the direction 
dy = 0 with x increasing to the direction dx = 0 with y increasing on 
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S, with 0 < w < rr. Finally, if II = L dx2 + 2M dx dy + N dy2, we 
have L = N = 0 since x, y are asymptotic coordinates, and M = sin u, 
since dy E 0 is a first, and dx E 0 a second asymptotic direction on S. 
Thus we have global Cl special coordinates x, y on S provided by the Cl 
diffeomorphism of S onto E2. 
Hilbert’s classical arguments now apply (see [14]). Using the special 
coordinates x, y just defined, formula (1.4) asserts that the area of any 
rectangle described on S by 1 x 1 < r; 1 y 1 < r must be <27r. Letting 
Y + co, one concludes that the area of S in the metric I is <27r. But, as 
shown in Appendix 2, any simply connected surface C2 immersed in E3 
with extrinsic Gauss curvature K < 0 and I complete must have 
infinite area. This contradiction establishes Hilbert’s Theorem. 
Curiously enough, the proof of Efimov’s Theorem reaches precisely 
this same contradiction! There is, however, another way to complete the 
proof of Hilbert’s Theorem, without using the material in Appendix 2. 
For, no continuous function 0 < w(x, y) < 7r on the X, y-plane can 
satisfy the Hazzadakis equation (1.3) for every restangle. I am indebted 
to John Milnor for the argument proving this fact, which is based upon 
the approach of Holmgren [ 171. 
In particular, we will show that no continuous function 0 < w(x, y) ( 7~ 
on the infinite strip 
can satisfy (1.3) for all values 0 < xi < x2 < 1, yi < y2 . For, suppose 
that such an w = w(x, y) exists. Then the integral in (1.3) over the 
rectangle xi < x < x2 , y1 < y < ys is positive, so that (1.3) yields 
4x2 , Yl) - 4% Y Yl) < 4x2 Y Y2) - 4% > YJ- (1.7) 
In particular, either w(x2 , yl) # w(xl , yi), or else w(x2 , y2) # w(xi , y2). 
By shifting the strip Y upward or downward if necessary, we may 
assume, applying (1.7) with xi = 0 and x2 = 1, that ~(0, 0) f W( 1, 0). 
And by rotating 9 by 180” if necessary, we may assume that 
w(0, 0) < w(1, 0). 
Let 3c = w( 1,O) - ~(0, 0) > 0. We now fix particular values x1 and x2 
as follows. Let x2 be the smallest number 20 with 
w(xz , 0) = w(0, 0) + 2c, 
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and let x1 be the largest number <x, with 
w(xl , 0) = w(0, 0) + c. 
Then, for any x in the interval x1 < x < x2 , 
w(x, 0) - w(0, 0) >, c 
W(1) 0) - w(x, 0) 3 c. 
(1.8) 
Choosing any 9 > 0, and applying (1.7) and (1.8) to the rectangles 
[O, ~1 x [0, $1 and [x, l] x [O,g] with x1 < x < xs one has 
But then 
because 0 < w(x, y) < rr throughout Y. Hence 
c<w(x,g)<n-c 
and 
sin w(x, j) > sin c 
whenever x1 < x < x2 and 9 > 0. Therefore 
Choosing 
we obtain a contradiction. 
APPENDIX 2: A COMPLETE, SIMPLY CONNECTED C2 IMMERSED 
SURFACE WITH K < 0 HAS INFINITE AREA 
This appendix contains an outlined proof of the following fact. 
Suppose that a simply connected surface S is C2 immersed in E3 with 
(extrinsic) Gauss curvature K < 0. If S is complete in the induced 
metric I, then S must have infinite area. 
EFIMOV’S THEOREM 533 
The proof, briefly summarized, consists in constructing polar coor- 
dinates r, rj on S, and showing that the first fundamental form I is given 
by 
dr’ + g dp, 
where g = g(r, +) is a continuous function satisfying &j > r for all 
r > 0 and c$. From the existence of such global polar coordinates, it 
clearly follows that 
All of this would be completely standard, if the immersion of S in E3 
were sufficiently smooth. Our arguments, assuming only a C2 immersion 
with Ci induced metric 1, will depend on Hartman’s work [lo]. For a 
surface C3 immersed in E3, Hartman proves that sufficiently short 
geodesics y on S are uniquely determined by their initial position and 
direction. In fact, fixing the initial point y(O), he shows that the endpoint 
y(s), considered as a function of the initial direction y’(O) and of the 
arclength parameter s, is C1 smooth for s sufficiently small. Moreover, 
Hartman notes that the following sharper statement can be verified. 
(See pp. 106 and 563 in [Ill, and p. 283 of Ref. [8] cited in Ref. [ll],) 
For each point of S there exists a ne2ghborhood U and an E > 0 so that 
for each p E U and each unit tangent vector X at p there is a unique geodesic 
y: (-6, c) -+ S parametrized by arclength s, and satisfying y(O) = p and 
y’(0) = X. Furthermore both y(s) and the tangent vector y’(s) considered as 
functions of the three variables p, X, and s, are C1 smooth. 
(In more technical language, the local geodesic flow on the manifold 
of unit tangent vectors is Cl smooth.) 
Now suppose that S is complete. Then any geodesic y: [0, E) -+ S 
parametrized by arclength can be uniquely extended to a geodesic ray 
y: [0, co) -+ S defined for all positive values of s. Moreover, given the 
restriction of y to any finite interval [0, s], one may take a fine enough 
finite partition of [0, s] so that in each subinterval, the statement italicized 
above applies. Arguing inductively, it follows that y(s) is a C1 function of 
Y(O), Y’(O) d f an s or arbitrarily large values of s. 
Fix a point p on S, and let T be the vector space consisting of all 
tangent vectors to S at p. The exponential map 
exp: T--j S 
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assigns to each X in T the point y( ( X 1) on the geodesic ray y: [0, co) -+ S 
which begins at p with y’(O) = X/l X 1. This exponential map is Cr 
smooth, as one easily checks for X f 0. The proof that exp is Cl near 
the origin is given in [IO, p. 7291. 
If one introduces Cartesian coordinates x, y in the tangent space T, 
the form I on S pulls back under exp to a form 
I^ = Edxg +2Fdxa’y + Gdy2 
on T, where E, F and G are continuous functions of x and y. (This form f 
may be degenerate at certain points, corresponding to conjugate points of 
p on S.) Making a linear change of coordinates if necessary, we may 
assume that E(0, 0) = G(0, 0) = 1, F(0, 0) = 0. 
Now, introduce the polar coordinates r, + on T in terms of which 
x = r cos +, y = r sin 4. Hartman shows that 1 is given by 
where the function g 3 0 is continuous. Note the explicit formula 
g = r2(E sin2 C$ - 2F sin $ cos c,A + G cos2 4). (2.1) 
Hartman also shows that wherever g # 0, g possesses first and second 
partial derivatives with respect to r, and satisfies the differential equation 
Here, K = K(r, 4) d enotes the Gauss curvature of S at exp X where X 
has polar coordinates r, 4. 
Using (2.1), we see that g -+ 0 as r + 0, while g > 0 on the region 
0 < r < E for some E. Thus (2.2) implies that the function (&&., is 
continuous over 0 < Y < E, and tends to zero as r -+ 0. In other words, 
W&r extends uniquely to a continuous function defined over the entire 
region 0 < r < E. Fixing $, and integrating twice, it follows that 
g(r, &,) is actually a C2 smooth function on the interval 0 < r < E 
for each fixed r& . From (2.1) we see that 
=ljhz/Esinfb-22Fsin+cos4+Gcos2#= 1. 
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Suppose now that K < 0 on S. Then the Eq. (2.2) implies that 
(VI&, 3 0, so that WI& is an increasing function of r. Hence, 
and therefore, ~‘2 > r for all Y and 4. This proves that g > 0 for all 
r > 0, so that p has no conjugate points at all. It follows that the map 
exp: T -r S is a Cl immersion. 
Note that exp: T --+ S is also a covering map (see [4, p. 1831). For the 
metric f = drz + g d$2 is greater than or equal to the Euclidean metric 
dr2 + r2 d$2 on T. Thus, if /3: [0, ) T -+ T is the Cl lifting of the portion 
of a C1 arc 01: [0, l] -+ S over [0, T), then p has finite Euclidean length, 
and hence, ,6(t) converges to a limit X as t -+ T. But exp maps some 
neighborhood of X diffeomorphically onto a neighborhood of a(~), 
so it follows that p can be extended to a C1 lifting defined over a slightly 
larger interval [0, T + c). A standard argument now shows that there 
exists a Cl lifting /3: [0, I] -+ T of all of cr, beginning at any point in 
exp-i(a(0)). Thus exp: T + S is a covering map. 
Since S is simply connected, the C1 covering map exp: T -+ S is 
a Cl diffeomorphism. Since T has infinite area in the metric f, S must 
have infinite area in the metric I, which completes the proof. 
APPENDIX 3: PROOFS OF SOME ELEMENTARY FACTS 
This appendix is devoted to proving two facts, both of which are 
intuitively clear. The first is the statement that the topology of a closed 
subsurface with piecewise Cl boundary is not changed if we define 
distance using only those arcs which lie within the subsurface. The 
second is the statement that a shortest path within such a subsurface is 
Cl smooth, even where it touches the boundary, so long as the 
Riemannian metric is sufficiently smooth, and the interior angle at any 
corner is less than r. 
To be more precise, let S be a Cl surface without boundary. Let D be a 
subsurface of S with piecewise C1 boundary aD C D, so that D is closed 
as a subset of S. 
Given a continuous Riemannian metric g on S, let d(g, 4’) be the 
greatest lower bound for the g-lengths of paths from q to q’ on S. If q 
and q’ lie in D, then we can also define 
607/8/3-l I 
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as the greatest lower bound for the g-lengths of paths within D from 
q to q’. 
LEMMA 3.1. The metrics dD and d induce the same topology on D 
(whiclz coincides, of course, with the relative topology on D as a subspace 
of S>. 
COROLLARY. If S is complete, then D is also complete, not only using 
the distance d, but, also, using the distance d, . 
In order to state Lemma 3.2, we will assume that S is a C” surface with 
C” Riemannian metric. We call an arc y joining p to q within D a g-shortest 
arc in D, provided that it is parametrized by its g-arclength, and that 
no arc in D joining p to q has shorter g-length. 
At each corner point p of D, the interior angle 0 < CL < 277 at p is 
defined to be the length on the circle of unit tangent vectors to S at p, 
of the collection of unit tangent vectors pointing “into” D. We impose the 
further hypothesis that a < rr at every corner point of aD. (Thus, in 
Fig. 3 1, the corner at p, is not allowed, although the corner at p, would 
be allowed.) 
1’ :,: ; / ,’ / 
0 
f;lI~i;;:&i 
, h:‘/ ‘I,, : /, ,/, 2) ‘,I, jlf, (I ’ b-4 I,’ 1 
PI 
FIG. 31. D shaded. 
LEMMA 3.2. Under the hypotheses italicized above, any g-shortest arc 
in D is Cl smooth, even where it touches aD. 
Remark. We apply Lemma 3.2 in Section 2 to the surface 9 = S 
and the subsurface D C 9 defined in Section 2.1, with g* as the 
Riemannian metric g. All hypotheses of Lemma 3.2 are easily satisfied. 
(A Cm structure on 9 can be lifted back under F from the C” structure on 
E2, so that g* becomes a C”-Riemannian metric on 9.) 
Proof ofLemma 3.1. We need only study the situation near a boundary 
point of D, since the lemma is standard at interior points of D [4, p. 1251. 
Choose a small, closed neighborhood U of p in S so that U n aD 
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consists of two arcs, say yl: [0, sr] + 8D and y2: [0, s2] - aD, each 
parametrized by g-arclength, which intersect only at the point 
p = ~~(0) = ~~(0). Clearly, the function 
is continuous and positive on (0, si] for i = 1 or 2. 
Given a small E > 0, we must find a 6 > 0 (which depends uponp) so 
that if d(p, q) < 6 for some q in D, then d,(p, q) < E. Let ci be the 
minimum value of the function (3.0) over the interval [c/2, .Q]. Let 
d, = d(p, S - U). If we now choose 
8 < min(4, 4, cl , c2), 
then for any q in D with d(p, q) < 6, there is an arc y of g-length less 
than 6 < c/2 joining q to p within S. This arc cannot leave U since 
6 < d,, . If y lies completely within D, we are finished. Otherwise, 
follow y from q until it first hits one of the yi , and then follow yi to p. 
The result is an arc with g-length less than 6 + (e/2) < E from q to p 
within D. This completes the proof of Lemma 3.1. 
The Corollary follows immediately. For, if {p,> is a Cauchy sequence 
using the distance dD 3 d, then {p,} is a Cauchy sequence using d, 
and hence converges with respect to d to some point p of S. But p must 
lie in D since D is a closed subset of S. Using Lemma 3.1, the conclusion 
follows. 
Proof of Lemma 3.2. Our original proof has been simplified by 
suggestions of Philip Hartman. 
Let y be a g-shortest arc in D. If the portion of y over some open 
interval (so, sr) remains within the interior of D, then, clearly, this 
portion of y is a geodesic on S. That is, in terms of any local C2 coor- 
dinates ui, u2 on S, and using the given arc length parametrization 
d = u;(s) of y over (s ,, , sl), the differential equation 
(3.1) 
must be satisfied. (See, for example, Stoker [26, p. 1781.) In particular, 
this portion of y is C2 smooth. 
Of course, any geodesic in the coordinate neighborhood must satisfy 
(3.1) with Cg.. ILti,tik = 1. Given a compact subset R of the coordinate 
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neighborhood, it follows easily that there is a constant C independent of 
the choice of a geodesic within R such that 
Thus 
1 Q(s) - 22(t)] < Cl s - t 1 (3.2) 
for any arc of any geodesic lying within R. 
Suppose now that y restricted to (s s , sJ is a geodesic, but that y(sr) lies 
on aD. Assume as well that y(s,) is not an endpoint of y. 
ASSERTION A. Then y restricted to (s,, , si] is a geodesic which is 
tangent to iJD at y(s,). In particular, y(s,) is not a corner point of aD. 
Proof of Assertion A. It is clear that y restricted to (s,, , sr] is a 
geodesic. For the derivative y’ is uniformly continuous on an interval 
(sr - E, si) for some E > 0, since (3.2) holds in a neighborhood of y(s,). 
Hence y’ has a unique continuous extension to (s,, , si]. In particular, y 
has a left derivative at y(s,). 
Around any corner point p of aD, introduce geodesic parallel coor- 
dinates ui, u2 with the geodesics ui G constant as shown in Figure 32. 
FIG. 32. D shaded. 
Then any path in D with p as an interior point must cut some geodesic 
u1 = constant twice, with the geodesic arc between the intersections 
lying inside D. (Here we use the fact that 0 < 01 < 7~ at p.) Since y is a 
g-shortest arc in D, it cannot display such behavior. 
We know therefore that y(s,) is not a corner point of 8D. Choosing 
a geodesic polar coordinate system centered at y(sr - 6) where E > 0 is 
small, it is clear that y must coincide with a radial geodesic segment from 
y(si - 6) until it first hits 8D at y(s,). If the intersection at y(s,) is 
transversal, then every point sufficiently close to y(sr) within D can also 
be joined to y(sr - c) by a radial geodesic lying within D. In particular, 
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this will be true for the point y(sr + E’) with E’ > 0 sufficiently small, 
using a radial geodesic in D different from the one from y(sr - E) to 
y(s,). Thus y is not ag-shortest arc in D, and this contradiction establishes 
Assertion A. 
To complete the proof that y is C1 smooth, we will consider an arbitrary 
point y(f) on aD and show that y is Cl on some closed interval [s’, s”] 
containing $, with s” = s’ or S” in case y(f) is an endpoint of y, and with 
s’ < s” < s” otherwise. 
To this end, consider first the general case in which y(f) is not a 
corner point of aD, although we still allow that y(f) might be an endpoint 
of y. Then it is always possible to choose near y(f) geodesic parallel 
coordinates ul, u2 on S and an associated geodesic rectangle R described 
by a < u1 < b, c < u2 < d so that y(f) is an interior point of R, while 
the geodesics u1 = constant within R cut aD transversally, with D n R 
described by those pair (al, u”) satisfying u2 <f(zG), where f is 
P-smooth. (See Fig. 33.) Note that (3.2) holds for any geodesic arc in R 
since R is a compact subset of a coordinate patch on S. 
FIG. 33. D n R shaded. 
Now, given any y(i) on 8D which is not a corner point, and forming R 
as described above, we choose for [s’, s”] any interval such that y 
restricted to [s’, s”] lies within R, while s” = s’ or s” if y(j) is an endpoint 
of y, and s’ < s” < s” otherwise. As a first step in showing that y is 
P-smooth on [s’, s”], we describe y by ui = ui(s) and note the following. 
ASSERTION B. If s and t lie in [s’, s”] while y has a tangent vector at y(s) 
and y(t), then the derivatives cl(s) and G(t) cannot have opposite sign. 
Proof of Assertion B. If the signs of G(s) and G(t) were opposite, then 
y would have to cross some geodesic u1 = constant twice within R, 
contradicting the assumption that y is a g-shortest arc in D. (See Fig. 33, 
and use the fact that aD n R is cut just once and transversally by any 
geodesic u1 = constant.) 
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Without loss of generality, we assume henceforth that G(s) > 0 at 
any s in [s’, s”] for which y has a tangent vector. Let .Q be the set of all s 
in (s’, s”) for which y(s) lies in the interior of D. Then G(s) and ti2(s) are 
defined throughout 0. 
ASSERTION C. The functions G(s) are uniformly continuous over the 
(possibly disconnected) open set 8. 
Proof of Assertion C. Let V(U) = (z+(o), U”(U)) be an arclength para- 
metrization of aD n R. The functions r?(u) are continuous over a closed 
interval, and hence uniformly continuous. Since ~1 is a homeomorphism 
onto aD n A, we may express this uniform continuity by noting that for 
any E > 0 there exists a So > 0 such that 
1 z?(u) - c.+(T)1 < E (3.3) 
so long as d(u(o), U(T)) < So. But d < dD throughout D, so that (3.3) 
holds whenever dD(u(u), V(T)) < al(e). 
By our choice of R, z+(u) never vanishes nor can it change ,sign. 
With no loss of generality we assume zP(u) > 0. This means that 
wherever y is tangent to 8D n R at a point y(s) = U(U), the equality 
G(s) = z?(u) must hold, since we already assumed that til(s) 2 0 
wherever y has a tangent vector. 
Now, given any E > 0, set 
S(E) = min(S,(<), c/C), 
where C is the constant from (3.2). Choosing any s and t in St with 
0 < t - s < S(E) 
we have one of two possibilities. 
Case 1. If [s, t] C Q, then (3.2) applies and yields 
1 22(t) - zqs)l < C(t - s) < CS(e) < E. 
Case 2. If [si , sO) C .Q and (to , t] C Sz while y(sO) and y(t,) lie on aD 
with s,, < t, , then by Assertions A and B and our choice of sign for 
til and dl, there exist values ua and ~a such that tii(s,) = ~?(a,,) and 
tii(t,,) = G(T,,). But 0 < t, - s,, < t - s < S(E) implies that dD(v(TO), 
~(a,)) = t, - s,, < S(E) < S,(E), so that (3.3) yields 
1 tiyt(J - zqs,)l < E. 
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Using Assertion A and Case 1, we easily obtain 
1 22(s0) - zii(s)l < C(S” - s) 
/ 22(t) - tiyt(J < C(t - t,,). 
Adding these three last inequalities we have 
/ 22(t) - 22(s)l < E + m(E) < 2c. 
Assertion C Is therefore proved. 
We conclude that S(s) has a unique continuous extension from 52 to 
its closure a. Let .R, be the (possibly empty) open set (s’, s”) - fi n (s’, s”). 
On any interval in Q, , y is a subarc of 8D. Thus G(s) is defined and 
uniformly continuous in Q, and has a unique continuous extension to the 
closure -Q1 of Q, , Using Assertions A and B, it follows that these exten- 
sions of G(s) must coincide on 0 n !?, . Thus tii extends to a continuous 
fun~z:ion on ,Q u a, = [s’, s”], so that y is Cl smooth on [s’, s”]. 
13. simi’ar method works in case y(i) lies at a corner point p of 8D. 
For then oae introduces geodesic parallel coordinates as in Fig. 32, and 
once again chooses a geodesic rectangle R, this time with y(f) on its 
boundary. Here, R n D will consist of all pairs (z~r, u”) in R satisfying 
f(u’) < u2 - g(u”) where f and g are C1 smooth. As in the previous case, 
the geodesics ui E constant within R cut 8D n R transversally in 
the sense that they cut both the curves u2 = f (u’) and u2 = g(u’) 
transversally. 
If the interior angle 01 at p is zero, then orienting the two segments 
of L?D n R so that their tangent vectors coincide at p, the tangent vector 
to aD becomes a continuous function throughout aD n R, and the proof 
proceeds just as above. If a: > 0, then using (3.2) one sees that y cannot 
oscillate infinitely often between the two segments of aD n R. Choosing 
the interval [s’, s”], with s” = s’ or s”, so small that y restricted to (s’, s”) 
touches only one of the two segments of aD n R, the argument again 
proceeds as above. This completes the proof that y is C1 smooth. 
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