In this paper, we created random facial expressions for the Mechadroid Type C3, a robot equipped with a high degree-of-freedom facial expression mechanism and which is intended to serve a receptionist function. Investigating the morphological characteristics and physiognomy features of these facial expressions, we evaluated what personality characteristics could be expressed by the face of the C3 and what impressions those facial expressions made on people. As a result, it was found that a baby-schema-cute face, modest face, and smiley face are the most suitable as the physiognomy of a reception robot.
Introduction
In recent years, studies have aggressively been carried out not only on the morphological characteristics of a human face but also on the expressions created by the face or the motion timing of each part of the face. These studies have been done to identify the psychological conditions and character information that can be determined from these elements. The field of study, known as morphopsychology, proposes a correspondence between human facial expressions and individual personality [1, 2] . This theory is said to be capable of objectively presuming the personality or action patterns of people from their facial formation, not from subjective evaluations of them, such as through self-analysis or personality analysis. Ethology proposes that the morphological characteristics (baby schema) of a baby's face, with its high forehead and facial parts such as the eyes, nose, and mouth located relatively low on the face, unconditionally induce actions such as approach, protection, and care [3] . In addition, not only these studies on facial formation, but also studies that propose to determine the emotion of a person from the timing of the movement of each part of a facial expression are in progress [4] .
On the other hand, studies have also underway not only on the human facial expressions but also on those in the robotics fields of communication, reception, and service robots [5] [6] [7] [8] [9] .
Robots capable of generating diverse expressions include SAYA, Repliee Q1, ifbot, and Mechadroid Type C3 (C3). Their faces can be classified broadly as realistic, similar to human faces, and comic, those with deformed faces. SAYA and Repliee Q1 are realistic robots which may seem "uncanny" or give people a feeling of physical disorder if they do not reproduce the movements of human expressions accurately. The ifbot has a deformed facial structure that is significantly different from a human face. This designed face does not give people a feeling of physical disorder and can relatively easily generate facial expressions corresponding to the facial formation of a robot. For example, to generate the facial expressions of the ifbot, Kanoh et al. used an auto-associative neural network to build up the feature space to connect facial expressions with emotion [8] . They used an index called the personality parameter when the trajectory for facial expressions in the space was drawn to show that emotional stability could be added as the personality of the robot. An approach that represents one's nature or personality through the control of the movements of facial parts, as described above, can be used for general robots with fixed facial forms. However, as the eyes and mouth of C3 are represented by turning on or off the LEDs on its face, not only their movements but also their positions and colors can be changed. C3 has a facial expression mechanism with such a high degree of freedom that conventional facial generation methods are not available for it. In other words, investigation is needed into what impressions the position and morphology of each facial part make on people before facial expressions can be generated. In this paper, we create the facial expressions of C3 at random to investigate what impressions their morphological characteristics and physiognomy make on people, leading to the evaluation of the impressions and personality characterVol.14 No. 7, 2010 Journal of Advanced Computational Intelligence 869 and Intelligent Informatics istics that can be represented by the face of C3. We pay particular attention to a reception task that is an application of C3, and evaluate the physiognomy suitable for the facial expressions and personality of a reception robot.
Concretely, we first used a B-spline curve to create the shape of the eyes and mouth and combined them to create facial expressions of C3 at random. Second, we made a questionnaire on the facial expressions represented to investigate the impressions given by each face. Third, we used a principal component analysis to find the relationship between facial formation and impressions, and grouped facial expressions by a cluster analysis based on the above results. As a result, we were able to group these facial expressions into three classifications.
Mechadroid Type C3
An overview of C3 is shown in Fig. 1 . C3 is a reception robot designed to guide visitors smoothly via substantial interfaces, such as voice, facial expression, touch display, facial detection, and facial authentication. The facial expression mechanism of C3 is shown in Fig. 2 . C3 is equipped with three rectangular LED modules of 12 pieces × 24 pieces (485 mm × 625 mm each). Two of them are placed on the upper part of the face so that their long sides can be vertical to indicate the eyes ( 1 and 2 LED modules in Fig. 2 , called the eye module) and the remaining module placed on the lower part of the face so that its long side can be horizontal to display the mouth ( 3 in Fig. 2 , called the mouth module). Colors that can be displayed include green, red, and orange. C3 uses these three LED modules to represent facial expressions. In this paper, the authors used the LED modules placed on the face of C3 to create facial expressions. 
Creation and Evaluation of Facial Expressions
To investigate what impressions the morphological characteristics and physiognomy of the facial expressions created by LEDs make on people, it is necessary to follow the procedures to evaluate the impressions of facial expressions only with monochromatic LEDs and then increase color variations for further evaluation. The LED modules of C3 are capable of generating three colors, green, red, and orange, but green differs from red and orange in that it is the color of plants or nature, and it connotes gallantry or cleanliness [10] . In this paper, we use only green LEDs to create facial expressions and evaluate their impressions in the first stage of our research.
How Facial Expressions are Created
The face of C3 is created by combining the two eye modules and the one mouth module. When a facial expression is created, it is impossible to take into account all output combinations of the eye and mouth modules for the evaluation of the facial expressions. We discuss the creation of diverse facial expressions by using a B-spline curve to change the parameter values of the curve at random to modify eye and mouth shapes.
How Eye Shapes are Created
The procedure for creating the shape of the right eye is the following (Fig. 3 ).
1. Determine the central coordinates of the eye c E = (x E c , y E c ) and eye width w E at random. Here, x E c ∈ [3, 9] and w E ∈ [1, 6). semantic differential (SD) method to evaluate a questionnaire. It is however difficult to select objective pairs of adjectives for the image of a receptionist when a questionnaire survey is made. Before the SD method to make a questionnaire, we surveyed the impressions made by receptionists through text mining and selected pairs of adjectives that conform to the extracted impressions to derive more objective results.
Determine parameters p E
We use a consecutive feeling type of questionnaire (Fig. 5) . This type of questionnaire asks respondents to write keywords concordant with the word "receptionist" in blank columns connected by the word "feeling." The concept of "receptionist" defined by the respondents can be determined by asking them to complete this questionnaire. We surveyed 20 people. Fig. 6 shows the results (keywords with a frequency of appearance of 3 or more) of the questionnaire. The word "hat" were excluded because they could not be represented by C3. The nature of the word "vigor" was considered to be represented by the word "smile" and its results were tallied into "smile." "Beauty" was regarded as having the same meaning as "prettiness," and its results were added to it. "Adult" was excluded in order to represent the internal nature, such as adults' grown up "way of thinking or attitude." From the above, seven adjectives, "pretty," "neat (and clean)," "cute," "polite," "kind," "earnest," and "smiley" were extracted. The authors used these adjectives to determine the correspondence between facial expressions and reception.
The questionnaire prepared using the SD method is shown in Fig. 7 . The questionnaire presents the facial expressions created by the method in Section 3.1 and evaluates to what degree each of seven pairs of adjectives, "pretty and ugly," "neat and dirty," "cute and odious," "polite and brusque," "kind and stern," "earnest and insincere," and "smiley and serious" has been expressed. We used a 7-point evaluation scale. After one facial expression was evaluated, the next facial expression was presented. The task was repeated 100 times per person by 10 people. We did a principal component analysis of the results of this task and then did a cluster analysis based on these results.
Results and Considerations

Principal Component Analysis
As a result of a principal component analysis, seven principal components were extracted with an eigenvalue of 1 or more. The factor load of response variables is listed in Table 1 and that of explanatory variable in Table 2. "+" and "−" in these tables indicate positive and negative correlation, respectively. A blank column is a factor (p ≥ 0.05) that has no correlation between a response variable and an explanatory variable. Table 2 , the larger the "+" value, the higher the LED lighting position. x E c , w E , and w M indicate their wide horizontal spread if the "+" value is high. When the first principal component in Tables 1 and 2 is paid attention to, it is found that u E 1 , u E 2 , l E 2 , u M 1 , and l M 1 go up, that u E 3 , l E 3 , u M 2 , and l M 2 go down, and that w E and w M are narrow. Facial expressions having these features give people the impression of being pretty, neat, cute, polite, kind, earnest, and smiley. An example of facial expressions is shown in Fig. 8 . The facial expression in Fig. 8 is characterized by lowered eyes with the corners downward and by a slightly small mouth with its corners turned up. As the lowered eyes give people the impressions of being "peaceful" or "cute," they can be considered to have made pretty, cute, polite, kind, and
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Journal of Advanced Computational Intelligence Vol.14 No.7, 2010 and Intelligent Informatics earnest impressions on them. As the smiley face has two features, the corners of the eyes turned downward and the corners of the mouth turned upward, it can be considered to have made an impression of being "smiley" on people.
In this way, a clear correlation was seen in the first principal component between a response variable and an explanatory variable. We pay attention to the first principal component and do a cluster analysis.
Cluster Analysis
To extract the features of facial expressions, we paid attention to the first principal component extracted by the principal component analysis and then did a cluster analysis (Ward's method by squared Euclidean distance) of the facial expressions (36 expressions) with a principal component score of 4.5 or more.
As a result of the cluster analysis, we obtained five characteristic clusters. The dendrogram is shown in Fig. 9 , and facial expression examples of each cluster are shown in Fig. 10 . Baby schema cute faces were classified as a cluster in Fig. 10 (1), a cluster which was charac- terized by the smiley shape: corners of the mouth turned up and vertically long, wide-set eyes. Baby schema cute faces were classified as cluster (2), a cluster characterized by and facial parts located lower on the face, making for a particularly wide forehead. Kind faces were classified as cluster (3), a cluster characterized by a smiling mouth and eyes with raised inside edges, lower centers, and lower outside edges. Smiley and gentle faces were classified as cluster (4), a cluster characterized by a happy mouth representing joy. Faces beaming with smiles were classified as cluster (5), a cluster characterized by the edges of the eyes close to the nose and the corners of the eyes turned downward and the centers of the eyes upward. As the facial features of (1) and (2), and (4) and (5) were similar respectively, the following three clusters can be considered as those in a higher rank (Fig. 11) .
A. Baby schema cute face
Characterized by wide-set eyes and a broad forehead ((1) and (2) in Fig. 10 ).
B. Modest face
Characterized by a smiling mouth and downturned eyes with their outside corners drawn lower ((3) in Fig. 10 ).
C. Smiley face
Characterized by narrow-set eyes, particularly smiley eyes and a happy mouth ((4) and (5) in Fig. 10 ).
From the above, it was shown that these characteristic facial formations were suitable as the physiognomy of C3 as a reception robot.
Conclusion
To evaluate the personality characteristics that could be represented by the face of C3, we created facial expressions for it at random and investigated the impressions their morphological characteristics and physiognomy made on people. We paid particular attention to the reception task, one of C3 applications, and evaluated the physiognomy suitable for the expressions and personality characteristics of a reception robot. As a result of a principal component analysis, the facial expression found suitable for a reception robot was one characterized by lowered corners of the eyes and a slightly small mouth
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Journal of Advanced Computational Intelligence Vol.14 No.7, 2010 and Intelligent Informatics with upturned corners. Based on this result, we did a cluster analysis and were able to classify the facial expression into 1) the baby schema cute face, 2) the modest face, and 3) the smiley face. In the future, it will be necessary to investigate changes in the impressions given when facial expressions are changed and color variations are reinforced.
