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Let G be a simple graph, and let λb(G) the least eigenvalue of the
signless Laplacian of the graph G. In this paper we focus on the rela-
tions between the least eigenvalue and some parameters reflecting
the graph bipartiteness. We introduce two parameters: the vertex
bipartiteness νb(G) and the edge bipartiteness b(G), and show that
λb(G) ≤ νb(G) ≤ b(G).
We also define another parameter ψ¯(G) involved with a cut set, and
prove that
λb(G) ≥ (G) −
√
(G)2 − ψ¯(G)2,
where (G) is the maximum degree of the graph G. The above two
inequalities are very similar in form to those given by Fiedler and
Mohar, respectively, with respect to the algebraic connectivity of
Laplacian of graphs,which is used to characterize the connectedness
of graphs.
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1. Introduction
Suppose G = (V(G), E(G)) is a given simple graph. To this graph, we may associate many types
of matrices to G in an effort to exploit various linear algebraic techniques to study corresponding
combinatorial properties of G. A classical example along these lines is the so-called adjacency matrix.
That is, the |V(G)| × |V(G)| (0,1)-matrix, A(G), whose (u, v) entry is one if {u, v} ∈ E(G) and zero
if {u, v} /∈ E(G). It is well known, that if G is a connected graph in which A(G) has at most three
distinct eigenvalues, then G is a strongly regular graph (see [1]). Other standard matrices that may
be associated to a graph are the Laplacian matrix, L(G) = D(G) − A(G), where D(G) is the diagonal
matrix of order |V(G)| whose (v, v) entry is the degree of vertex v (labeled dv), and the oriented or
unoriented incidence matrices (see also [1]).
For our work here, we are most interested in the signless Laplacian matrix Q(G) = D(G) + A(G).
Since Q(G) is a real symmetric matrix, we may order the eigenvalues of Q(G) in increasing order as
λ1(Q(G))  λ2(Q(G))  · · ·  λn(Q(G)).
Regarding the eigenvalues of Q(G), there has been considerable study accomplished on the spectral
radius ofQ(G) (see, for example [10,11,19–22]), and there has been overall general interest the spectral
theory associated with this particular matrix (see, for example [3–5]). Our interest here, however, is in
studying λ1(Q(G)), or the smallest eigenvalue of Q(G). It is known, and not difficult to establish, that
Q(G) is positive semidefinite, and is singular if and only if one component of G is bipartite. In fact, if G
is bipartite, then Q(G) and L(G) are signature similar.
So, in a sense,λ1(Q(G))maybe viewed as ameasure of howcloseG is to being a bipartite graph, that
is, the bipartiteness of G. A similar idea has been utilized for the case of the second smallest eigenvalue
of the classical Laplacian matrix, which is also known as the algebraic connectivity of G [12]. Given the
connection between λ1(Q(G)) and bipartite graphs, we let λb(G) also denote the smallest eigenvalue
of Q(G), and we refer to the this number as the algebraic bipartiteness of G. Along, similar lines, we
let νb(G) denote the fewest number of vertices whose deletion yields a bipartite graph. This quantity
is called the vertex bipartiteness of G. Finally, we let b(G) denote the fewest number of edges whose
deletion yields a bipartite graph, and call this quantity the edge bipartiteness of G.
On the topic of bipartiteness of graphs, Desai and Rao [6] introduced a parameter ψ(G) and use
it to bound λb(G); see Section 2.2. Recently, Kirkland and Paul [15] investigated how vectors yielding
small values of the Rayleigh quotient for the signless Laplacianmatrix can be used to identify bipartite
subgraphs. Part of our objective here is to establish a relationship between λb(G), νb(G), and b(G)
that is reminiscent of the relationship involving the algebraic connectivity, vertex connectivity, and
the edge connectivity of a graph. We also introduce another parameter ψ¯(G) as follows, which is a
slight modification to that given by Desai and Rao [6]:
ψ¯(G) = min
S,∅=S⊆V(G)
2b(G[S]) + |cutG(S)|
|S| , (1)
where G[S] is a subgraph induced on the vertices of S, and cutG(S) is the set of edges with one end in
S and one end in V(G) − S. We will give some upper or lower bounds of λb(G) in terms of ψ¯(G).
2. Main results
2.1. Vertex bipartiteness and edge bipartiteness
In this section, we establish our main observation that for any graph G
λb(G) ≤ νb(G) ≤ b(G) (2)
and characterize the cases of equality. Fiedler [12] has shown that
α(G) ≤ ν(G) ≤ (G), (3)
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Fig. 2.0. Graph G for which equality holds in Theorem 2.1.
where α(G), ν(G), (G) are, respectively, the algebraic connectivity, the vertex connectivity, and the
edge connectivity of the graph G. The inequalities (2) are very similar to (3) in form, one for measuring
bipartiteness and one measuring connectivity. In [14] the graphs for which the algebraic connectivity
coincides with the vertex connectivity were determined and were shown to be based on a certain join
of graphs (compare with Theorem 2.1).
Before we come to our main result, we require a few more terms. Suppose the vertices of G are
indexed by 1, 2, . . . , n. We may consider vectors X to be defined on G in that the ith coordinate of X
is the associated label of vertex i in G. In this way, we let Xv denote the coordinate of X associated to
vertex v. More generally, we let XS denote the subvector of X indexed by the vertices of S. If λ is an
eigenvalue of Q(G) corresponding to an eigenvector X , then the eigen-equation Q(G)X = λX can be
interpreted as
(λ − du)Xu =
∑
v∈N(u)
Xv, for each u ∈ V(G),
where N(v) denotes the neighborhood of the vertex v in the graph G. Similarly the eigen-equation
L(G)X = λX can be written as
(du − λ)Xu =
∑
v∈N(u)
Xv, for each u ∈ V(G).
For U1,U2 ⊆ V(G), denote by Q(G)[U1,U2] the submatrix of Q(G) with rows indexed by U1 and
columns indexed by U2. If U1 = U2, we simply write Q(G)[U1] rather than Q(G)[U1,U1]; and if
U2 = {v}, we write Q(G)[U1, v] instead. For two vertex-disjoint graphs G1, G2, denote by G1 ∨ G2 a
graph obtained from the disjoint union G1 + G2 by adding edges between each vertex of G1 and each
of G2.
For twoHermitianmatricesA, B of sameorder, denote byA 	 B ifA−B is positive semidefinite; and
for an arbitrary symmetric matrix C, we let C# denote the group inverse of C (for a general reference
on generalized inverses see [2]). Recall that C# is the unique symmetric matrix X that satisfies:
(i) CXC = C; (ii) XCX = X; (iii) CX = XC.
We also note here that for symmetric matrices C, the Moore–Penrose inverse, C†, is equal to the group
inverse C# (see [2]). We let In, Jn, and 1n denote an identity matrix of order n, a matrix of all ones of
order n, and a columnvector of all ones of dimension n, respectively. Sometimeswe omit the subscripts
of above notations if the orders are clear from the context.
Observe that if G is a bipartite graph, the inequalities in (2) are all equalities, as all are equal to zero.
As a result, we only consider non-bipartite graphs. Denote by β(G) the vertex independence number
of a graph G.
Theorem 2.1. Let G be a non-bipartite graph of order n. Then
λb(G) ≤ νb(G).
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Moreover, equality holds if and only if there exists a vertex subset S ⊂ V(G) with |S| = νb(G) such that
1. G = G[S] ∨ (B1 + B2 + · · · + Bm) (m ≥ 1), where each Bi is a bipartite graph with equal sized
parts for i = 1, 2, . . . ,m (see Fig. 2.0) , and
2. if νb(G) > (n + 1)/2, then νb(G[S]) > 2νb(G) − n − 1, or if νb(G) > (n − 2)/3, then
β(G[S]) < (n − νb(G))/2 + 1, and
3.
Q(G[S]) + (n − 2k)I −
⎛
⎝ m∑
i=1
1Q(Bi)#1
⎞
⎠ J 	 0. (4)
Proof. Let νb(G) =: k. Let S be a vertex subset of V(G) with |S| = k such that G − S is bipartite with
components B1, B2, . . . , Bm (m ≥ 1) whose two parts are (B+1 , B−1 ), . . . , (B+m , B−m), respectively. De-
fine a vector X on G as follows: Xv = 1 if v ∈ B+i and Xv = −1 if v ∈ B−i for some fixed i (1 ≤ i ≤ m),
Xv = 0 for any other vertices v ∈ V(G). If Bi, for some i, consists of only one vertex thenwe assume, by
convention, that B
−
i = ∅. Let G¯ be obtained from G by joining each vertex of S and each of G− S. Then
λb(G) ≤ XQ(G)X/‖X‖2 ≤ XQ(G¯)X/‖X‖2 = k. (5)
Nowwe prove the necessity of the equality λb(G) = νb(G). Suppose λb(G) = νb(G) =: k. Then all
the inequalities in (5) are equalities. So by the second equality each vertex in S joins each vertex in Bi in
the graph G. From the first equality in (5), it follows that X is an eigenvector of Q(G) corresponding to
λb(G),which implies |B+i | = |B−i |by theeigen-equationonanarbitrary vertexof S. Fromtheabovedis-
cussionwe getG = G[S]∨(B1+B2+· · ·+Bm) (m ≥ 1)where the twoparts of each Bi have same size.
In addition, if k > (n − 2)/3, we delete the vertices of one partition of each Bi for i = 1, . . . ,m,
which totals to (n − k)/2 vertices, and delete k − 1 − (n − k)/2 vertices from S, the resulting graph
must be non-bipartite. So, after deleting those k − 1 − (n − k)/2 vertices from G[S], the resulting
graph contains at least one edge, which implies β(G[S]) < k−[k− 1− (n− k)/2] = (n− k)/2+ 1.
If k > (n + 1)/2, we delete all the vertices of each Bi for i = 1, . . . ,m, which totals to n − k vertices,
and delete k − 1 − (n − k) vertices from S. The resulting graph must also be non-bipartite, which
implies νb(G[S]) > k − 1 − (n − k) = 2k − n − 1.
Finally, to ensure λb(G) = k, we need another condition. We write Q(G) − kI = Q ′ as follows,
where Bi has order ni for i = 1, 2, . . . ,m.
Q ′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Q(G[S]) + (n − 2k)I Jn1 . . . Jnm
Jn1 Q(B1)
...
. . .
Jnm Q(Bm)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
For each i = 1, 2, . . . ,m, the kernel of Q(Bi) is spanned by a vector Zi ∈ Rni for which Ziv = 1 if
v ∈ B+i and Ziv = −1 if v ∈ B−i . We may assume Zi = (1ni/2,−1ni/2) be relabeling of the vertices of
Bi. Noting 1ni ⊥ Zi, so 1ni belongs to the column space of Q(Bi), i.e. 1ni = Q(Bi)Yi for some vector Yi.
Let Q(Bi)
# be the group inverse of Q(Bi). If Q(Bi) = Udiag(0, λ2, . . . , λni)U, where U is an orthog-
onal matrix whose columns consist of the eigenvectors of Q(Bi), including
1√
ni
Zi as the first column,
then Q(Bi)
# = Udiag(0, λ−12 , . . . , λ−1ni )U. So,
Q(Bi)
#Q(Bi) = Udiag(0, 1, . . . , 1)U = U(I − diag(1, 0, . . . , 0))U = I − 1
ni
Zi(Zi).
3258 S. Fallat, Y.-Z. Fan / Linear Algebra and its Applications 436 (2012) 3254–3267
Now
1ni Y
i = 1ni
(
I − 1
ni
Zi(Zi)
)
Yi = 1ni Q(Bi)#Q(Bi)Yi = 1ni Q(Bi)#1ni . (6)
Let Xi be an ni × kmatrix whose columns consist of k copies of Yi’s for i = 1, 2, . . . ,m, and let
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Ik 0 . . . 0
−X1 In1
...
. . .
−Xm Ink
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Then it follows that
CQ ′C =
⎡
⎣Q(G[S]) + (n − 2k)I − m∑
i=1
Jni X
i
⎤
⎦⊕ Q(B1) ⊕ · · · ⊕ Q(Bm). (7)
As λb(G) = k, Q ′ and CQ ′C are both positive semidefinite, combining with (6) and (7), we have
Q(G[S]) + (n − 2k)I −
m∑
i=1
Jni X
i = Q(G[S]) + (n − 2k)I −
⎛
⎝ m∑
i=1
1ni Q(Bi)
#1ni
⎞
⎠ J 	 0. (8)
Conversely, if G is a graph satisfying conditions (1)–(3) in Theorem 2.1, thenwe first verify νb(G) =|S| =: k. Let T be a vertex subset ofGwith |T| = k−1. If T ⊂ S, thenG−T is non-bipartite. If T contains
the vertices of one partition of each Bi for i = 1, 2, . . . ,m, but not all vertices of B1 + B2 + · · · + Bm,
then T contains at most k− 1− (n− k)/2 vertices of S, and deletion of these vertices from G[S] yields
a subgraph containing at least one edge as β(G[S]) < (n − k)/2 + 1. Hence G − T is non-bipartite.
If T contains all vertices of B1 + B2 + · · · + Bm, and k − 1 − (n − k) vertices of S, then G − T is a
subgraph of G[S], which is still non-bipartite as νb(G[S]) > 2k − n − 1. For the other cases of T , the
graph G − T is non-bipartite. Thus νb(G) = k.
Next we prove λb(G) = k. From (4), (7) and (8), we know that Q ′ is positive semidefinite and has
nonnegative eigenvalues. In fact,Q ′ has the eigenvalue 0withmultiplicity at leastm given byQ(Bi) for
i = 1, 2, . . . ,m. So Q(G) has k as the least eigenvalues, i.e. λb(G) = k, withmultiplicity at leastm. 
There are several ways to determine 1ni Q(Bi)
#1ni for each i = 1, 2, . . . ,m in (4), albeit neither of
the first two methods presented below is very combinatorial in nature, whereas the third and forth
techniques do provide a weak combinatorial interpretation.
(1) The first is calculating Q(Bi)
# by solving the matrix equations. Using the definition of the group
inverse, Q(Bi)
#, we know that it is the unique symmetric matrix X which satisfies:
(i) Q(Bi)XQ(Bi) = Q(Bi); (ii) XQ(Bi)X = X; (iii) Q(Bi)X = XQ(Bi).
But we know
Q(Bi)
#Q(Bi) = Q(Bi)Q(Bi)# = I − 1
ni
Zi(Zi),
where Zi is same as defined in the proof of Theorem 2.1. So the above equations are equivalent to the
following two:
XZi = 0, XQ(Bi) = I − 1
ni
Zi(Zi). (9)
S. Fallat, Y.-Z. Fan / Linear Algebra and its Applications 436 (2012) 3254–3267 3259
(2) The second is by the equality
1ni Q(Bi)
#1ni = 1ni−1{Q(Bi)[V(Bi) \ v]}−11ni−1, (10)
where v is an arbitrary vertex of Bi, and {Q(Bi)[V(Bi) \ v]}−1 exists as any proper principal submatrix
of Q(Bi) is nonsingular. The reason is as follows. We know that 1

ni
Q(Bi)
#1ni = 1ni Y i, where Yi is such
that Q(Bi)Y
i = 1ni . Noting that Q(Bi)(Yi + αZi) = 1ni for any real number α, we can assume Yi
satisfies Yiv = 0. Now by the equation Q(Bi)Yi = 1ni , we have
Q(Bi)[V(Bi) \ v] · YiV(Bi)\v + Q(Bi)[V(Bi) \ v, v] · Yiv = 1ni−1,
and hence Q(Bi)[V(Bi) \ v] · YiV(Bi)\v = 1ni−1. So YiV(Bi)\v = {Q(Bi)[V(Bi) \ v]}−11ni−1, and
1ni Y
i = 1ni−1YiV(Bi)−v = 1ni−1{Q(Bi)[V(Bi) \ v]}−11ni−1.
(3) The third is by directly solving the equation Q(Bi)Y
i = 1ni and then summing the entries of Yi
(equal to 1ni Y
i = 1ni Q(Bi)#1ni ). The equality Q(Bi)Yi = 1ni can be interpreted as the following in the
graph Bi.
duY
i
u +
∑
v∈N(u)
Yiv = 1, for each u ∈ V(Bi). (11)
(4) A possible combinatorial interpretation of 1Q(Bi)#1 can be derived from the work in [13]
where the entries of the group inverse of the Laplacian for a weighted graph are determined and given
in terms of the graph. In order to present this, we need to define a few terms (see also [13]). For a
connected graph G, let S denote the set of all spanning trees of G. An ({i, j}, n)-spanning forest of G is
a spanning forest of G which has exactly two connected components, one that contains the vertex n
and the other contains the vertices i and j. The set of all ({i, j}, n)-spanning forests of G is denoted by
S i,jn . If G is a graph with Laplacian matrix L, then
(i) if M = [mij] is the inverse of the principal submatrix obtained from L by deleting row and
column n, then
mij = |S
i,j
n |
|S| ;
(see [13, Corollary 2.4]) and
(ii) the group inverse of L can be written as,
L# = 1
M1
n2
J +
⎡
⎣M − 1nMJ − 1n JM − 1nM1
− 1
n
1M 0
⎤
⎦
(see [13, Proposition 2.2]).
We are interested in computing 1Q(B)#1 for a connected bipartite graph B with equal sized
parts, denoted by B+ and B−. Since B is bipartite its Laplacian matrix is signature similar to it signless
Laplacian matrix, hence the same is true for their group inverses. In particular, referring back to (10),
the matrix Q(Bi)[V(Bi) \ v]−1 is then signature similar to the matrixM above (assuming v = n in this
case). As a result we have
1Q(B)#1 =
[
1k −1k
]
L(B)#
⎡
⎣ 1k
−1k
⎤
⎦ .
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Using this equation above and the items (i) and (ii) above from [13] we may conclude (assuming that
n is in B−)
1Q(B)#1 =
∑
i,j∈B+ |S i,jn | +∑n =i,j∈B− |S i,jn | − 2∑i∈B+,n =j∈B− |S i,jn |
|S| .
For example, we may calculate 1TQ(C6)
#1 using the formula above. Suppose C6 is labeled as
1, 2, 3, 4, 5, 6 with edges {i, i + 1}. Let M be the principal submatrix of Q(C6) obtained by delet-
ing vertex 6. Using the formula above we have
1TQ(C6)
#1 =
∑
i,j∈{1,3,5} |S i,jn | +∑i,j∈{2,4} |S i,jn | − 2∑i∈{1,3,5},j∈{2,4} |S i,jn |
|S|
= (S
1,1
6 + S3,36 + S5,56 + 2S1,36 + 2S3,56 + 2S1,56 ) + (S2,26 + S4,46 + 2S2,46 )
|S|
− 2(S
1,2
6 + S1,46 + S2,36 + S3,46 + S2,56 + S4,56 )
|S|
= [5 + 9 + 5 + 2(3 + 3 + 1)] + (8 + 8 + 2 · 4) − 2(4 + 2 + 6 + 6 + 2 + 4)
6
= 3
2
As an illustration of Theorem 2.1, we list two classes of graphs G for which (4) holds in the case
of νb(G) = 1. The first is that each Bi is a regular graph. As 1ni is exactly the eigenvector of Q(Bi)
corresponding to the eigenvalue 2(Bi), it is the eigenvector ofQ(Bi)
# corresponding to the eigenvalue
(2(Bi))
−1. Then 1ni Q(Bi)
#1ni = (2(Bi))−1ni ≤ ni2 . So
(n − 2) −
m∑
i=1
1ni Q(Bi)
#1ni ≥ (n − 2) −
n − 1
2
≥ 0.
The second is that each Bi is a corona, i.e., a graph obtained from some graph B
′
i by attached a
pendant edge to each of its vertices. In this case, Bi has a perfect matching E consisting of the pendant
edges attached to B′i . If uv is an edge of E, then by (11), we have Yiu + Yiv = 1. Adding the values of the
endvertices of all edges of E, we have 1ni Y
i = ni
2
. So
(n − 2) −
m∑
i=1
1ni Q(Bi)
#1ni = (n − 2) −
m∑
i=1
ni
2
= n − 2 − n − 1
2
≥ 0.
This example shows even if (4) does not hold for B′is, it certainly holds if each B′i is replaced by the
corona of B′i , namely Bi.
In addition, if min{λ2(Bi) : i = 1, 2, . . . ,m} ≥ n−1n−2 , then
(n − 2) −
m∑
i=1
1ni Q(Bi)
#1ni ≥ (n − 2) −
m∑
i=1
λ2(Bi)
−1ni ≥ (n − 2) − n − 2
n − 1 (n − 1) = 0.
Hence, the inequality (4) still holds in this case. However, this bound is not necessary, as shown above,
when each Bi is a corona, (4) still holds, even though λ2(Bi) < 1 <
n−1
n−2 for ni > 2.
Finally, we provide a counterexample of a graph for which (4) does not hold. Let G be a graph of
order 9 given by G = T ∨ w for some new vertex w (that is, G is the join of T and a new vertex w),
where T is depicted in Fig. 2.1. It is easily seen νb(G) = 1. The vector Y holding Q(T)Y = 1 is listed
in Fig. 2.1, by the equations (11). Taking {w} as S and T as B1 in (4), we have (9 − 2) − 1Q(T)#1 =
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1
1
1
0
3
3
3
2−
Fig. 2.1. A tree T of order 8.
7 − Y1 = 7 − 10 < 0. So the inequality (4) does not hold, and then λb(G) < 1 = νb(G) by
Theorem 2.1. If usingMathematica, it is easily verified that λb(G) ≈ 0.84241.
Now we turn to another related problem, the relation between λb(G) and b(G). In the paper [17],
the authors defined a parameter called the edge singularity of amixed graphG, denoted by s(G), which
is the minimum number of edges of G whose deletion produces all the components of the resulting
graph are singular. (A mixed graph is called singular if its Laplacian is singular.) In the special setting
of signless Laplacian of graphs, the edge singularity is exactly the edge bipartiteness.
Theorem 2.2 [17]. Let G be a graph of order n. Then
λb(G) ≤ 4
n
b(G).
In fact λb(G) ≤ b(G) from a little computation for the case n = 3. It is trivial that vb  b, as if we
let E be a subset of E(G) of size b such that G − E is bipartite, then the set S consisting of one vertex
of each edge of E has size at most b, and G− S, as a subgraph of G− E, is also bipartite. So, combining
with Theorem 2.1, we have
Corollary 2.3. Let G be a simple graph. Then
λb(G) ≤ νb(G) ≤ b(G).
2.2. Bipartiteness involved with cut set
In this section, we will establish some lower or upper bounds of λb(G) in terms of ψ¯(G) (recall the
definition given in (1)), one of which is
λb(G) ≥ (G) −
√
(G)2 − ψ¯(G)2. (12)
Mohar [16] produced a result on the relation between i(G) and algebraic connectivity as follows:
α(G) ≥ (G) −
√
(G)2 − i(G)2, (13)
where i(G), called the isoperimetric number of G, is defined as follows:
i(G) = min
{ |cutG(S)|
|S| : ∅ = S ⊂ V(G), |S| ≤ n/2
}
. (14)
Comparing (12)with (13), two inequalities are very similar in form, one formeasuring thebipartiteness
and one for the connectedness.
Before we prove the main result in this section, we introduce a notion of a double graph of a
connected graph G. Suppose the vertices of G are partitioned into two sets S, T , where we allow
the possibility that S = V(G) and T = ∅. Let G′ be a copy of G, whose vertices are labeled as u′,
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S
T
S
TT ′
S ′
DGG
Fig. 2.2. The graph G and its double graph DG.
corresponding to the vertex u ∈ V(G). For each edge {u,w}within S or T (if it exists), replace it by two
new edges {u,w′} and {u′,w}, and preserve the remaining edges that exist between S and T , or S′ and
T ′. The resulting graph is called the double graph of G, denoted by DG; see Fig. 2.2.
When S = V(G), the graph DG is exactly the Kronecker product G ⊗ K2, also called bipartite
double cover of G, where K2 is the complete graph of order 2. The Kronecker product of two graphs,
say G,H, is defined to be graph, denoted by G ⊗ H, with vertex set V(G) × V(H) and edges of type
{(u, v), (u′, v′)} exactly when both {u, u′} ∈ E(G) and {v, v′} ∈ E(H) (see [18]). We now prove that up
to isomorphism, DG is independent of the choices of (S, T) by using the spectrum of Q(DG), i.e. DG is
isomorphic to G ⊗ K2. In what follows, we give a more general construction of bipartite double cover
of graphs.
Theorem 2.4. Let G be a connected graph of order n with a bipartition (S, T) of the vertex set V(G). Then
the following results hold:
(1) The spectrum of Q(DG) is the union of the spectrum of Q(G) and L(G).
(2) The graph DG is independent of the choices of (S, T).
(3) If G is bipartite, then DG consists of two components, both being a copy of G.
(4) If G is non-bipartite, then DG is connected, and α(DG) = min{λb(G), α(G)} > 0.
Proof. We label the vertices of G as v1, v2, . . . , vn, and arrange the vertices of DG in the order v1,
v2, . . ., vn, v
′
1, v
′
2, . . ., v
′
n. Let λ be an eigenvalue of Q(G) corresponding to an eigenvector X . Then
by the eigen-equation, the vector (X, X) is an eigenvector of Q(DG) corresponding to the same
eigenvalue λ. So the spectrum of Q(G) is contained in that of Q(DG).
Now letμ be an eigenvalue of L(G) corresponding to an eigenvector Y . Again by the eigen-equation,
the vector (Y, Y) is an eigenvector of L(DG) corresponding to the eigenvalueμ. AsDG is bipartite,
Q(DG) = 	L(DG)	, where 	 is a signature (diagonal) matrix such that 	[v] = 1 if v ∈ S ∪ T ′ and
	[v] = −1 if v ∈ S′ ∪ T , i.e. 	 = I|S| ⊕ (−I|T|) ⊕ (−I|S′|) ⊕ I|T ′|. So the vector 	(Y, Y) is an
eigenvector of Q(DG) corresponding to the eigenvalue of μ. Therefore the spectrum of L(G) is also
contained in that of Q(DG).
Noting that YS = YS′ and YT = YT ′ , and 	(Y, Y) = (YS ,−YT ,−YS′ , YT ′ ) =: (Z,−Z),
so this vector is orthogonal to (X, X). By the above discussion, we have determined 2n eigenvec-
tors of Q(DG), mutually orthogonal to each other, which correspond to the eigenvalues of Q(G) and
eigenvalues of L(G), respectively. So the spectrum of Q(DG) is the union of the spectrum of Q(G) and
L(G).
Furthermore, letting X1, . . . , Xn be the eigenvectors ofQ(G), orthogonal to each other, correspond-
ing the eigenvaluesλ1(Q(G)), . . . , λn(Q(G)), respectively, and Y1, . . . , Yn be the eigenvectors of L(G),
orthogonal to each other, corresponding the eigenvalues λ1(L(G)), . . . , λn(L(G)), respectively, all of
length 1√
2
, we have
Q(DG) =
n∑
i=1
λi(Q(G))
⎡
⎣ Xi
Xi
⎤
⎦ [Xi , Xi ] +
n∑
j=1
λi(L(G))	
⎡
⎣ Yj
Yj
⎤
⎦ [Yj , Yj ]	
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=
n∑
i=1
λi(Q(G))
⎡
⎢⎢⎢⎢⎢⎢⎣
(Xi)S
(Xi)T
(Xi)S′
(Xi)T ′
⎤
⎥⎥⎥⎥⎥⎥⎦
[(Xi)S , (Xi)T , (Xi)S′ , (Xi)T ′ ]
+
n∑
j=1
λi(L(G))
⎡
⎢⎢⎢⎢⎢⎢⎣
(Yj)S
−(Yj)T
−(Yj)S′
(Yj)T ′
⎤
⎥⎥⎥⎥⎥⎥⎦
[(Yj)S ,−(Yj)T ,−(Yj)S′ , (Yj)T ′ ].
For thematrixQ(DG), interchanging the ith rowof the rows indexedby thevertices ofTwith the ith row
of those rows indexed by the vertices of T ′ for i = 1, 2, . . . , |T|, we will get a matrix permutationally
similar to Q(DG); or equivalently there exists a permutation matrix P such that
PQ(DG)P =
n∑
i=1
λi(Q(G))P
⎡
⎢⎢⎢⎢⎢⎢⎣
(Xi)S
(Xi)T
(Xi)S′
(Xi)T ′
⎤
⎥⎥⎥⎥⎥⎥⎦
[(Xi)S , (Xi)T , (Xi)S′ , (Xi)T ′ ]P
+
n∑
j=1
λi(L(G))P
⎡
⎢⎢⎢⎢⎢⎢⎣
(Yj)S
−(Yj)T
−(Yj)S′
(Yj)T ′
⎤
⎥⎥⎥⎥⎥⎥⎦
[(Yj)S ,−(Yj)T ,−(Yj)S′ , (Yj)T ′ ]P
=
n∑
i=1
λi(Q(G))
⎡
⎢⎢⎢⎢⎢⎢⎣
(Xi)S
(Xi)T ′
(Xi)S′
(Xi)T
⎤
⎥⎥⎥⎥⎥⎥⎦
[(Xi)S , (Xi)T ′ , (Xi)S′ , (Xi)T ]
+
n∑
j=1
λi(L(G))
⎡
⎢⎢⎢⎢⎢⎢⎣
(Yj)S
(Yj)T ′
−(Yj)S′
−(Yj)T
⎤
⎥⎥⎥⎥⎥⎥⎦
[(Yj)S , (Yj)T ′ ,−(Yj)S′ ,−(Yj)T ]
=
n∑
i=1
λi(Q(G))
⎡
⎣ Xi
Xi
⎤
⎦ [Xi , Xi ] +
n∑
j=1
λi(L(G))
⎡
⎣ Yj
−Yj
⎤
⎦ [Yj ,−Yj ]
= 1
2
⎡
⎣ Q(G) + L(G) Q(G) − L(G)
Q(G) − L(G) Q(G) + L(G)
⎤
⎦ .
This implies the graph DG is independent of the choices of (S, T).
If G is bipartite, then it has a bipartition (S, T) of V(G) such that every edge of G joins one vertex of
S and one of T . If we choose this bipartition in the definition of DG, we will obtain two graphs G and
G′, where G′ is a copy of G.
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Fig. 2.3. A graph G1 of order 5.
2G 2DG
Fig. 2.4. A graph G2 and its double graph DG2.
If G is non-bipartite, then Q(DG) or L(DG) has exactly one zero eigenvalue, i.e. the zero eigenvalue
of L(G). So DG is connected [12], and α(DG) = min{λb(G), α(G)} > 0. 
As a follow up on the conclusions of Theorem 2.4, observe that DG and G ⊗ K2 are isomorphic, and
hence have the same connectedness. Weichsel [18] has characterized the connectedness of G⊗H and
obtained a more general result by using the graph language. Here we give an algebraic method for the
graph G ⊗ K2.
By a result of Tan and Fan [17], for a non-bipartite graph G, there exists an edge set E ⊂ E(G) of size
b(G), such that G − E is bipartite and connected. So, if we let the two parts of G − E be S, T , and use
this in the definition of DG, then DG is obtained from (G − E) ∪ (G − E)′ by adding two edges {u,w′}
and {u′,w} for each edge {u,w} ∈ E. This idea has been applied on the eigenvector structure of mixed
graphs; see [7–9,17].
By Theorem2.4, for a connected non-bipartite graphG,λb(G) = α(DG) if and only ifλb(G) ≤ α(G).
It was proved in [17] that if b(G) = 1, thenλb(G) = α(DG). But this is not true in general. Considering
the graph G1 in Fig. 2.3, b(G1) = 1, and λb(G1) = (3 −
√
5)/2 < α(G1) = 2, and then λb(G1) =
α(DG1). But for the graph G2 in Fig. 2.4, b(G2) = 2, and λb(G2) = 1 > (5 −
√
17)/2 = α(G2), and
λb(G2) > α(DG2). So it is natural to ask when, in general, is λb(G) greater than, or equal, or less than
α(G).
Nowwewill establish somebounds forλb(G) in termsof ψ¯(G). For a connectednon-bipartite graph
G, by Theorem 2.4(4) and the fact that(G) = (DG), we have the following immediate consequence
by applying the inequality (13).
Corollary 2.5. Let G be a connected non-bipartite graph. Then
λb(G) ≥ (G) −
√
(G)2 − i(DG)2. (15)
But it may be difficult to determine the parameter i(DG) in general. Thus it is prudent to provide a
more detailed result similar to Mohar’s inequality (13).
Theorem 2.6. Let G be a connected non-bipartite graph of order n. Then
λb(G) ≥ (G) −
√
(G)2 − ψ¯(G)2.
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Proof. Label the vertices of G and DG as in Theorem 2.4. Let X be a unit eigenvector of Q(G) corre-
sponding to the eigenvalue λb(G). Let S = {v ∈ V(G) : Xv > 0}, and T = {v ∈ V(G) : Xv ≤ 0}. Then
(S, T) forms a bipartition of the vertex set of G. Denote Y := (XS ,−XT ) ≥ 0, and Z = (Y, 0),
where 0 is a zero column vector ofRn. Now
λb(G) =
∑
uw∈E(G)
(Xu + Xw)2 ≥
∑
uw∈E(DG)
(Zu − Zw)2 =: K.
In addition,∑
uw∈E(DG)
(Zu + Zw)2 = 2
∑
uw∈E(DG)
(Z2u + Z2w) −
∑
uw∈E(DG)
(Zu − Zw)2
= 2 ∑
v∈V(DG)
dvZ
2
v − K
≤ 2(DG) ∑
v∈V(DG)
Z2v − K
= 2(G) − K.
Applying the Cauchy–Schwarz inequality we have,
K =
∑
uw∈E(DG)(Zu − Zw)2∑uw∈E(DG)(Zu + Zw)2∑
uw∈E(DG)(Zu + Zw)2 ≥
(∑
uw∈E(DG) |Z2u − Z2w|
)2
2(G) − K .
Let 0 = t0 < t1 < · · · < tm be all distinct values of the entries of Z. For k = 0, 1, 2, . . . ,m, let
Vk := {v ∈ V(DG) : Zv ≥ tk}. If k ≥ 1, then ∅ = Vk ⊂ V(G), and
|cutDG(Vk)| = 2(|E(G[S ∩ Vk])| + |E(G[T ∩ Vk])|) + |cutG(Vk)|
≥ 2b(G[Vk]) + |cutG(Vk)| ≥ ψ¯(G)|Vk|.
Now
∑
uw∈E(DG)
|Z2u − Z2w| =
m∑
k=1
∑
uw∈E(DG),
Zw<Zu=tk
(Z2u − Z2w)
=
m∑
k=1
∑
uw∈E(DG),
Zu=tk,Zw=tl,l<k
[(t2k − t2k−1) + (t2k−1 − t2k−2) + · · · + (t2l+1 − t2l )]
=
m∑
k=1
|cutDG(Vk)|(t2k − t2k−1)
≥ ψ¯(G)
m∑
k=1
|Vk|(t2k − t2k−1)
= ψ¯(G)
m∑
k=1
t2k (|Vk| − |Vk+1|)
= ψ¯(G) ∑
v∈V(G)
Z2v = ψ¯(G).
So
λb(G) ≥ K ≥ ψ¯(G)
2
2(G) − K ,
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and hence
λb(G) ≥ (G) −
√
(G)2 − ψ¯(G)2. 
Onemaywonder if we can replace ψ¯(G) in (12) by i(G), so that it is consistent with (13). If λb(G) ≥
α(G), then surely λb(G) ≥ α(G) ≥ (G) −
√
(G)2 − i(G)2. However, in general this is not true. For
example, revisiting the graph G1 in Fig. 2.3, we have i(G1) = 3/2, and
λb(G1) = (3 −
√
5)/2 < 3 −
√
32 − (3/2)2 = (G1) −
√
(G1)2 − i(G1)2.
It is also interesting to determine if the bound in (12) can be obtained from (15) if one can prove
i(DG) ≥ ψ¯(G). But this inequality does not hold in general. Revisiting the graph G2 in Fig. 2.4, the
graph DG2 consists of two disjoint cycles C6 by joining two edges between them; see Fig. 2.4. We have
i(DG2) = 13 attaining at the vertex set of one C6, and ψ¯(G2) = 23 attaining at V(G2).
Desai and Rao [6] introduced a parameter ψ(G) to reflect graph bipartiteness, defined as:
ψ(G) = min
S,∅=S⊆V(G)
b(G[S]) + |cutG(S)|
|S| . (16)
For the convenience of the proof, our definition of ψ¯(G) is a slight modification to the above notion.
Desai and Rao [6] has shown
λb(G) ≥ ψ(G)
2
4(G)
. (17)
In fact, the bound in (17) can be increased to
ψ(G)2
2(G)
by carefully reading their proof (the scalar multiple
2 in (23) of their paper can be omitted). In spite of this, as ψ¯(G) ≥ ψ(G),
(G) −
√
(G)2 − ψ¯(G)2 = ψ¯(G)
2
(G) +
√
(G)2 − ψ¯(G)2
≥ ψ¯(G)
2
2(G)
≥ ψ(G)
2
2(G)
.
If G is connected and non-bipartite, then ψ¯(G) > 0, and the first inequality is strict. So, the bound in
(12) is always greater than that in (17).
Finally, we give an upper bound for λb(G), which strengths that in Theorem 2.2.
Theorem 2.7. Let G be a graph of order n. Then
λb(G) ≤ 2ψ¯(G) ≤ 4
n
b(G).
Proof. Wemaychoosedisjoint subsetsS, T ofV(G) such that2b(G[S∪T])+|cut(S∪T)| = ψ¯(G)|S∪T|,
and b(G[S ∪ T]) = |E(G[S])| + |E(G[T])|. Define X on V(G) such that Xv = 1 if v ∈ S, Xv = −1 if
v ∈ T , and Xv = 0 for any other vertex v. Then
λb(G) ≤ XQ(G)X/‖X‖2 = 4b(G[S ∪ T]) + |cut(S ∪ T)||S ∪ T| ≤ 2ψ¯(G).
Taking V(G) as the set S in the definition of ψ¯(G), we have ψ¯(G) ≤ 2
n
b(G). 
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