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Abstract—Two discrete-time interference channel models are
developed for information transmission over a single span of
optical fiber using wavelength-division multiplexing (WDM) and
lumped amplification. The models are derived from the nonlinear
Schro¨dinger (NLS) equation by including the nonlinear phenom-
ena of self-phase modulation (SPM) and cross-phase modulation
(XPM) but ignoring four-wave mixing (FWM), polarization
effects and group velocity dispersion (GVD) within WDM bands.
The first model also ignores GVD across WDM bands, referred
to as group velocity mistmatch (GVM). For the case of two users,
a new technique called interference focusing is proposed where
each carrier achieves the capacity pre-log 1, thereby doubling
the pre-log of 1/2 achieved by using conventional methods. For
three users, interference focusing is also useful under certain
conditions. The second model captures GVM and the effect of
filtering at the receivers in addition to SPM and XPM. In a 3-
user system, it is shown that all users can achieve the maximum
pre-log factor 1 simultaneously by using interference focusing, a
time-limited pulse and a bank of filters at the receivers.
Index Terms—Optical fiber, wavelength-division multiplexing,
Kerr nonlinearity, cross-phase modulation, chromatic dispersion,
group velocity mismatch, interference channel.
I. INTRODUCTION
THE majority of traffic in core networks is carried byoptical fiber. Understanding the ultimate limits of com-
munication over optical fiber is thus of great importance and
would help to provide guidelines for designing networks. An
appealing property of fiber is that it has low attenuation over
a large range of frequencies which allows the transmission
of broadband signals over long distances. Optical amplifiers
compensate the power loss but they add noise. Moreover,
a signal propagating in fiber experiences distortions due to
chromatic dispersion and Kerr nonlinearity. The fiber channel
thus suffers from three main impairments of different nature:
noise, dispersion, and Kerr nonlinearity. The interaction be-
tween these three phenomena makes the problem of estimating
the capacity challenging [1].
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A. Capacity Estimates
There are many approaches to estimate the capacity of
optical fiber channels. The technical papers fall into two main
categories: they either study the capacity of simplified models,
or they develop capacity lower bounds (achievable rates) on
the full model by simulation. We next review these papers.
Our document belongs to the former category.
Splett et al [2] study a single-channel system and derive
an approximate formula for the power spectral density of the
intrachannel four-wave mixing (FWM) at the center frequency
assuming the input signal has uncorrelated spectral compo-
nents. They derive an achievable information rate expression
by treating FWM as additive Gaussian noise. The information
rate has a peak at a finite input power. They modify the
power spectral density expression of FWM to obtain a similar
result for multi-channel systems where cross-phase modulation
(XPM) is ignored. Narimanov and Mitra [3] study a single-
channel transmission over a multi-span dispersive fiber link.
They use a perturbation technique to approximate the solution
to the nonlinear Schro¨dinger (NLS) equation assuming that the
nonlinear term is small and they derive a capacity expression.
Xiang and Zhang [4] extend some of the results of [3].
Mecozzi [5] models the propagation of a single signal in a
dispersionless fiber link, in which the fiber loss is compensated
by distributed amplification. Mecozzi derives an expression for
the conditional distribution of the output field given the input
field by computing all (conditional) moments. Turitsyn et al
[6] also study single-channel transmission over zero-dispersion
fiber links. They obtain the conditional distribution using
techniques from quantum mechanics. For Gaussian inputs,
a sampling receiver and direct-detection, a lower bound on
capacity is derived that grows logarithmically with the signal-
to-noise ratio (SNR) with a pre-log = 1/2. In [7]–[9], Yousefi
and Kschischang derive the conditional probability using two
different approaches: a sum-product approach and a Fokker-
Planck differential equation approach. Wei and Plant [10]
make useful comments on the results of [6], [11] and [12].
Djordjevic et al [13] study a single-channel system and
estimate numerically the achievable information rate for in-
dependent uniformly distributed inputs when the intrachannel
Kerr nonlinearity, chromatic dispersion and amplified sponta-
neous emission are taken into account. They use a finite-state
machine approach where the state is determined by a number
of past and future inputs surrounding the current input, and
the conditional distribution of the output given the state is
approximated using histograms. Ivakovic et al [14] follow [13]
and propose an approximate expression for the conditional
output distribution when on-off keying (OOK) is used to
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circumvent the computation of histograms. These methods are
limited to low-order modulation for complexity reasons.
Mitra and Stark [11] study a wavelength division multiplex-
ing (WDM) system in which XPM is the only nonlinear effect,
i.e., they ignore FWM and assume that self-phase modulation
(SPM) can be fully corrected. A key simplification in [11]
is approximating the sum of intensities of the interfering
channels in the XPM term of the propagation equation by
a Gaussian random process. A lower bound on capacity
(per WDM channel) is derived for Gaussian inputs using
the input-output covariance matrix. The conclusion of [11]
is that the lower bound has a peak and does not increase
indefinitely with the input power. Wegener et al [15] also study
WDM transmission over a multi-span dispersive fiber link.
To simplify the solution of the coupled propagation equations
analytically, the technique of [11] is used and the FWM is
replaced with a Gaussian random process. A lower bound on
capacity is evaluated using the input-output covariance matrix.
Ho and Kahn [16] study WDM transmission over a multi-
span dispersive fiber link. They argue that under constant-
envelope (or constant-intensity) modulation with uniform
phase1, SPM and XPM cause only time-invariant phase shifts
and hence the phase distortion is eliminated. By modeling
FWM as additive Gaussian noise, they obtain an estimate of
the information rate achieved by constant-envelope modula-
tion. The FWM components from individual fiber spans are
assumed to combine incoherently.
Tang [12] studies WDM transmission over a single-span
dispersion-free fiber link. In this case, the propagation equation
can be solved analytically in closed-form. A lower bound on
capacity is obtained for Gaussian inputs by computing the
power spectral density of the input (the sum over all WDM
channels), the power spectral density of the output (the overall
WDM signal after propagation) and the cross-spectral density
of the input and output. Tang extends the results of [12] to
a multi-span dispersion-free fiber link in [17] and then to a
multi-span dispersive fiber link in [18]. In [18], a truncated
Volterra series [19] is used to approximate the solution to the
NLS equation assuming that the effect of nonlinearity is small.
The lower bounds in [12], [17] and [18] have a peak value at
finite input powers.
Taghavi et al [20] study WDM transmission over a single-
span dispersive fiber link. They use a (truncated) Volterra
series solution to the propagation equation. Each receiver
uses a linear filter to compensate dispersion followed by a
matched filter (matched to the transmitted pulse) whose output
is sampled at the symbol rate. Assuming that dispersion is
weak (so that inter-symbol interference can be neglected), a
discrete-time memoryless model is obtained. Each receiver
has access to the received signal of all channels and thus
this case is treated as a multiple-access channel. It is found
that nonlinearity does not affect the capacity to the first-order
approximation (in the nonlinear coefficient) and high rates
are achieved by performing interference cancellation before
decoding. Moreover, single-channel detection (i.e., the decoder
1We refer to constant-envelope modulation with uniform phase as ring
modulation.
for a given user has access to the received signal at its
own wavelength only) is considered in two regimes: XPM-
dominated and FWM-dominated regimes. The capacity for
single-channel detection is significantly reduced compared to
the multiple access channel capacity.
Essiambre et al [1] review fundamental concepts of digital
communications, information theory and the physical phenom-
ena present in transmission over optical fiber networks. They
estimate by numerical simulations capacity lower bounds for
WDM using multi-ring constellations, different constellation
shapings and different fiber dispersion maps. Nonlinear com-
pensation through backpropagation of individual channels is
used. The trend in the various scenarios is that the capacity
lower bound has a peak value at a finite launch power.
Bosco et al [21], [22] study WDM transmission over
uncompensated optical fiber links with both distributed and
lumped amplification. They argue that, after digital signal
processing (DSP) at the receiver, the distribution of each of the
received constellation points is approximately Gaussian with
independent components, even in the absence of additive ASE
noise. Hence, they adopt a model, called the Gaussian noise
(GN) model, in which the impact of nonlinear propagation is
approximated by excess additive Gaussian noise (see also [2]).
Using the GN model, capacity estimates are derived. In [23],
Poggiolini discusses the GN model in depth.
Mecozzi and Essiambre [24] study multi-channel transmis-
sion over a dispersive fiber link with distributed amplification.
They develop a first-order perturbation theory of the signal
propagation and simplify the expression for highly disper-
sive, or pseudolinear, transmission. The signal is linearly-
modulated2 at the transmitter and the detection apparatus at
the receiver is made of an optical filter to separate the channel,
mixing with a local oscillator and subsequent sampling at the
symbol rate. By concentrating on inter-channel nonlinearity, in
particular XPM, they derive a capacity estimate per channel.
An important observation is that the kurtosis of the constel-
lation of the interfering channels is important in determining
the system impairments.
Secondini et al [25] study WDM transmission over a dis-
persive fiber link. FWM is neglected. The key simplification is
replacing the unknown intensities appearing in the propagation
equation with those corresponding to linear propagation. They
then derive a first-order approximation to the solution based
on frequency-resolved logarithmic perturbations. The approxi-
mate solution is used to develop a linear time-varying discrete-
time model for the channel which is composed of the optical
fiber link followed by a back-propagation block (and thus it
is assumed that SPM is fully compensated), a matched filter,
and sampling at the symbol rate. By using the theory of mis-
matched decoding, they compute the information rate achieved
by independent and identically distributed (i.i.d.) Gaussian
input symbols and a maximum likelihood symbol-by-symbol
detector designed for a memoryless additive white Gaussian
noise (AWGN) auxiliary channel with the same covariance
matrix as the true channel. They also evaluate the information
rate achieved by a maximum likelihood sequence decoder
2The signal is the sum of modulated pulses.
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designed for an auxiliary AWGN channel with inter-symbol
interference, and with the same input-output covariance matrix
as the true channel.
Dar et al [26] propose a block-memoryless discrete-time
channel model for WDM transmission in the pseudo-linear
regime in which XPM is the dominant nonlinear effect. The
model is a discrete-time phase noise channel in which the
phase noise process models XPM and is assumed to be a
block-independent process, i.e., it remains unchanged within a
block but changes independently between blocks. It is assumed
that the phase noise is (real) Gaussian with zero mean and
a variance that depends on the type of modulation. For the
proposed model, two lower bounds on capacity are developed:
the first is tight in the low power regime while the second
is better at high power. In [27], [28], Dar et al add an
extra term to capture nonlinear effects that do not manifest
themselves as phase noise. Agrell et al [29] propose a discrete-
time model called the finite-memory GN model for coherent
long-haul fiber links without dispersion compensation. Using
the finite-memory GN model, they derive semi-analytic lower
bounds for non i.i.d. inputs. Numerical simulations show that
the information rates of the finite-memory GN model are
higher than the rates of the regular GN model. We remark
that the proposed discrete-time model is not derived from a
continuous-time description of the system.
Yousefi and Kschischang [30]–[34] discuss the nonlinear
Fourier transform (NFT), a method for solving a broad class
of nonlinear differential equations, and in particular for solving
the NLS equation for noiseless propagation. They propose
a scheme, called nonlinear frequency-division multiplexing
(NFDM), which can be viewed as a nonlinear analogue
of orthogonal frequency-division multiplexing (OFDM). In
NFDM, information is encoded in the NFT of the signal
consisting of two components: a discrete and a continuous
spectral function. By modulating non-interacting degrees of
freedom of a signal, deterministic crosstalk between signal
components due to dispersion and nonlinearity is eliminated,
i.e., inter-symbol and inter-channel interference are zero if
there is no noise.
B. Contributions and Organization
We develop discrete-time interference channel models for
WDM transmission over a single span of both dispersionless
and dispersive fiber. The models are based on coupled differen-
tial equations that capture SPM, XPM and group velocity mis-
match (GVM). Transmitters send linearly-modulated pulses
while receivers use matched filters with symbol rate sampling
(for dispersionless transmission) or banks of filters (for disper-
sive transmission). Rather than using Gaussian codebooks, we
design codebooks based on a new technique called interference
focusing. We show that all users achieve a pre-log of 1
simultaneously by using interference focusing. This paper
extends the results in [35] and [36]. More specifically, we
extend the two-user model with a rectangular pulse in the
non-zero GVM case to a three-user model with a general time-
limited (of one symbol interval) pulse and we also derive a
capacity outer bound. We highlight two aspects of our work
(including [35] and [36]):
• We study an interference channel model for multiuser
communication in nonlinear optical fiber. In contrast,
most models in the literature reduce interference to be
an additional source of noise and treat the problem as a
point-to-point channel.
• We derive precise discrete-time models from continuous-
time models with noise and filtering. In contrast, many
publications derive or assume simplified discrete-time
models based on direct sampling of the continuous-time
received signals without filtering.
The paper is organized as follows. In Sec. II, we describe the
wave propagation equation in optical fiber and the impairments
that arise in transmission. We study the case of zero group
velocity mismatch (zero dispersion) in Sec. III. We extend
this model to non-zero group velocity mismatch in Sec. IV.
For both cases, we develop discrete-time interference channel
models and show that a pre-log of 1 is achievable for all users,
despite XPM that arises due to the fiber nonlinearity. Sec. V
relates interference focusing to interference alignment. Sec. VI
concludes the paper.
C. Notation
We use common notation for probability distributions and
information-theoretic quantities. Random variables are usually
written as uppercase letters and their realizations as lowercase
letters. Probability distributions and densities are labeled with
the random variables, e.g., the probability density of X is
written as pX(·) and the conditional probability density of
Y given X evaluated at Y = y and X = x is written as
pY |X(y|x). The expectation of X is denoted by E[X]. The
expressions H(X), H(Y |X), H(XY ) represent the entropy
of X , the conditional entropy of Y given X , and the joint
entropy of XY . The expressions h(X), h(Y |X), h(XY )
represent differential entropies. The mutual information of X
and Y is written as I(X;Y ), and the mutual information of
X and Y conditioned on Z is written as I(X;Y |Z).
II. FIBER MODELS
We next discuss noise, chromatic dispersion and Kerr non-
linearity in optical fiber. Amplifiers add noise to the signal
due to amplified spontaneous emission (ASE). The noise is
typically modeled as a white Gaussian process. There are
two types of amplification: lumped and distributed. In lumped
amplification, Ns amplifiers are inserted periodically over a
fiber link of total length L which creates Ns spans, often each
of the same length Ls = L/Ns. A commonly-used lumped
amplifier is the erbium-doped optical amplifier (EDFA). In
distributed amplification, the signal is amplified continuously
as it propagates through the fiber. Distributed amplification
is accomplished by using Raman pumping. For multispan
lumped or distributed amplification, signal-noise interaction
occurs because of fiber nonlinearity. However, there is no
signal-noise interaction in the single-span lumped amplifica-
tion case, and this is the case we consider for the rest of
the paper for simplicity. This model is sometimes used as an
approximation when the noise is weak and the launch power
is low.
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Dispersion arises because the medium absorbs energy
through the oscillations of bound electrons, causing a fre-
quency dependence of the material refractive index [37, p. 7].
The Kerr effect is caused by anharmonic motion of bound
electrons in the presence of an intense electromagnetic field,
causing an intensity dependence of the material refractive
index [37, p. 17, 165].
Suppose an optical field propagates at a center/carrier fre-
quency ω0. Let A(z, t) be a complex number representing
the slowly-varying component (or envelope) of a linearly-
polarized, electric field at position z and time t in single-
mode fiber. We ignore polarization effects, i.e., a linearly-
polarized input electric field remains linearly polarized during
propagation. The equation governing the evolution of A(z, t)
as the wave propagates through the fiber is [37, p. 44]
∂A
∂z
+ β1
∂A
∂t
+ i
β2
2
∂2A
∂t2
= iγ|A|2A (1)
where i =
√−1, β1 is the reciprocal of the group velocity, β2
is the group velocity dispersion (GVD) coefficient, and γ is the
nonlinear coefficient. It is common to specify GVD through
the dispersion parameter D which is related to β2 by [37, p.
11]
D = −2picβ2
λ20
(2)
where λ0 is the wavelength in free-space, i.e., λ0 = 2pic/ω0,
and c is the speed of light in free space. By defining a retarded-
time reference frame with T = t− β1z, we have
i
∂A
∂z
− β2
2
∂2A
∂T 2
+ γ|A|2A = 0 (3)
which is referred to as the nonlinear Schro¨dinger (NLS)
equation because of its similarity to the Schro¨dinger equation
with a nonlinear potential term when the roles of time and
distance are exchanged [37, p. 50]. The NLS equation has no
closed-form solution for general inputs. Closed-form solutions
to the NLS equation exist when β2 = 0 and/or γ = 0.
Solutions to the NLS equation with β2 6= 0 and γ 6= 0 exist
only for special input waves called solitons.
There are other interesting cases where closed-form solu-
tions exist. Consider a three-channel WDM system in which
three optical fields at different center frequencies ω1, ω2 and
ω3 are launched into the fiber, i.e., the input field is3
A(0, t) =
3∑
k=1
Ak(0, t)e
−i(ωk−ω0)t. (4)
Suppose A(z, t) takes the form
A(z, t) =
3∑
k=1
Ak(z, t)e
iβˆ(ωk)ze−i(ωk−ω0)t (5)
3 We ignore the frequency dependence of the modal distribution. The
difference is small and can be neglected in practice [37, 7.1.2].
where βˆ(ω) = β1(ω−ω0)+(β2/2)(ω−ω0)2. By substituting
into (1), we have4
3∑
k=1
eiβˆ(ωk)ze−i(ωk−ω0)t
[
i
∂Ak
∂z
+ iβ1k
∂Ak
∂t
− β2k
2
∂2Ak
∂t2
+ γk(|Ak|2 + 2
∑
k′ 6=k
|Ak′ |2)Ak
]
+ F = 0 (6)
where β1k = β1 + β2(ωk − ω0), β2k = β2, γk = γ and
F =
∑
k1 6=k2,k3 6=k2
eiβˆ(ωk1−ωk2+ωk3 )ze−i(ωk1−ωk2+ωk3−ω0)t×[
Ak1A
∗
k2Ak3e
i∆βˆ(ωk1 ,ωk2 ,ωk3 )z
]
(7)
with ∆βˆ(ωk1 , ωk2 , ωk3) defined as
∆βˆ = βˆ(ωk1)− βˆ(ωk2) + βˆ(ωk3)− βˆ(ωk1 − ωk2 + ωk3).
The summands in (7) are called FWM terms because they
involve mixing, i.e., energy transfer, between four frequencies:
ωk1 , ωk2 , ωk3 and ωk1 − ωk2 + ωk3 for k1 6= k2, k3 6= k2.
We remark that the phase-matching condition ∆βˆ = 0 should
be satisfied for new frequency components to build up signifi-
cantly via FWM, a condition not generally satisfied in practice
when there is dispersion [37, Sec. 7.1.1].
We ignore all FWM terms, i.e., we set F = 0 in (6).
Therefore, we have the coupled equations
i
∂Ak
∂z
+ iβ1k
∂Ak
∂t
− β2k
2
∂2Ak
∂t2
+ γk(|Ak|2 + 2
∑
k′ 6=k
|Ak′ |2)Ak = 0 (8)
for k = 1, 2, 3, assuming that the three optical fields do not
overlap in the frequency domain. There are two nonlinear
terms in (8): the first is referred to as SPM and the second
term is referred to as XPM. The term phase modulation is
because, in absence of GVD, Kerr nonlinearity leaves the pulse
shape unchanged but causes an intensity-dependent phase shift
due to the signal itself (SPM) and co-propagating signals
(XPM). XPM is an important impairment in optical networks
using WDM, see [1]. There are also two terms in (8) due to
dispersion. The first term with β1k captures the mismatch in
group velocity between channels while the second term with
β2k captures the GVD within the bandwidth of a channel.
Similar to the NLS equation (3), the coupled equations
in (8) have no closed-form solution for a general input.
Therefore, we make a further simplification by ignoring the
GVD within a channel, i.e., we set β2k = 0 for k = 1, 2, 3.
This simplification gives the closed-form solution:5
Ak(L, t) = Ak(0, t− βk1L) exp (iφk(L, t− βk1L)) (9)
4 We do not use a retarded frame because it does not lead to much
simplification. This is because it is not possible to eliminate simultaneously
all the terms of first-order derivatives with respect to time.
5 The solution follows from steps similar to the steps outlined in Sec. 1.8.10
of [38] for two coupled equations.
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GVM Pulse Users Sec.
No rectangular two III-A
No rectangular three III-E
Yes general time-limited three IV-B
TABLE I
ASSUMPTIONS FOR DISCRETE-TIME MODELS
where k ∈ {1, 2, 3}, L is the length of a single span of fiber
and the time-dependent nonlinear phase shifts φk(L, t) are
φ1(L, t) =
∫ L
0
γ1
(|A1(0, t)|2 + 2|A2(0, t+ d12ζ)|2
+ 2|A3(0, t+ d13ζ)|2
)
dζ (10)
φ2(L, t) =
∫ L
0
γ2
(|A2(0, t)|2 + 2|A1(0, t+ d21ζ)|2
+ 2|A3(0, t+ d23ζ)|2
)
dζ (11)
φ3(L, t) =
∫ L
0
γ3
(|A3(0, t)|2 + 2|A1(0, t+ d31ζ)|2
+ 2|A2(0, t+ d32ζ)|2
)
dζ (12)
where
dkj
∆
= β1k − β1j (13)
is a measure of GVM between channel k and channel j. We
remark that our model captures GVD of the overall signal, but
only through GVM, namely through dkj = β2(ωk − ωj).
As we pointed out earlier, we assume lumped amplification
at the receiver, i.e., the signal observed at receiver k after
removing the constant phase shift eiβˆ(ωk)L is
rk(t) = Ak(L, t) + zk(t) (14)
where zk(t) is circularly-symmetric white Gaussian noise with
E[zk(t)] = 0, and E[zk(t)z∗k(t+ τ)] = Nδ(τ). The processes
z1(t), z2(t) and z3(t) are statistically independent.
Suppose the transmitted signals are linearly-modulated, i.e.,
the signal sent by transmitter k is
Ak(0, t) =
n−1∑
m=0
xk[m] p(t−mTs) (15)
where (xk[0], . . . , xk[n− 1]) is the codeword of transmitter k
and p(t) is a pulse such that p(t) = 0 for t /∈ [0, Ts] and∫ Ts
0
|p(λ)|2dλ = Es. (16)
We analyze the setup above in two steps.
1) We start with a simplified version in Sec. III where GVM
is neglected, i.e., β1k is taken to be the same for all k
so that dkj = 0 for all k,j. For simplicity, we use a
rectangular pulse p(t) and consider mainly two WDM
channels.
2) We use the insights gained from Sec. III to address the
three-user model with GVM and general (time-limited)
pulses in Sec. IV.
Table I summarizes the assumptions.
III. ZERO GROUP VELOCITY MISMATCH
Consider zero GVM with a rectangular pulse (in the time
domain) and Es = 1. We present a discrete-time two-user
channel model in Sec. III-A, and we show that a pre-log 1/2
is achievable for two users by using either pure amplitude
modulation (Sec. III-B) or pure phase modulation (Sec. III-C).
We introduce interference focusing in Sec. III-D and show that
it achieves a pre-log 1 for both users, and therefore no degrees
of freedom are lost. An extension of the discrete-time model
to three users is presented in Sec. III-E.
A. Discrete-Time Two-User Model
Consider a two-user system in which receiver k, k = 1, 2,
obtains (Yk[0], Yk[1], · · · , Yk[n− 1]) by matched filtering the
received signal rk(t) and sampling the filter output at the
symbol rate. Equations (9–11) and (14), with β11 = β12 and
A3(0, t) = 0, imply that the channel is memoryless. Hence, we
drop the time indices and write the input-output relationships
as
Y1 = X1 exp
(
ih11|X1|2 + ih12|X2|2
)
+ Z1 (17)
Y2 = X2 exp
(
ih21|X1|2 + ih22|X2|2
)
+ Z2 (18)
where Zk is circularly-symmetric complex Gaussian noise
with variance N . The noise random variables at the receivers
are independent. The term exp(ihkk|Xk|2) models SPM and
the term exp(ihk`|X`|2), k 6= `, models XPM. We regard
the hk` as channel coefficients that are time invariant. These
coefficients are known at the transmitters as well as the
receivers. We use symmetric power constraints
E
[|Xk|2] ≤ P, k = 1, 2 (19)
but the results below generalize to asymmetric powers.
A scheme is a collection {(C1(P,N), C2(P,N))} of pairs
of codes indexed by (P,N), such that user k uses the code
Ck(P,N) that satisfies the power constraint and achieves an
information rate Rk(P,N) where k = 1, 2. We distinguish
between two limiting cases: 1) fixed noise with growing
powers and 2) fixed powers with vanishing noise.
Definition 1: The high-power pre-log pair (r1, r2) is
achieved by a scheme if the rates satisfy
rk(N) = lim
P→∞
Rk(P,N)
log(P/N)
for k = 1, 2. (20)
Definition 2: The low-noise pre-log pair (r1, r2) is
achieved by a scheme if the rates satisfy
rk(P ) = lim
N→0
Rk(P,N)
log(P/N)
for k = 1, 2. (21)
The (high-power or low-noise) pre-log pair (1/2, 1/2) can
be achieved if both users use amplitude modulation only or
phase modulation only, as shown in Sec. III-B and Sec. III-C,
respectively. We show in Sec. III-D that the high-power pre-
log pair (1, 1) can be achieved through interference focusing.
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B. Amplitude Modulation
First, we introduce a result by Lapidoth [39, Sec. IV].
Lemma 3: Let Y = X + Z where Z is a circularly-
symmetric complex Gaussian random variable with mean 0
and variance N . Define S ≡ |X|2/P . Suppose S is distributed
as
pS(s) =
e−s/2√
2pis
, s ≥ 0. (22)
In other words, |X|2 follows a Gamma distribution (or a Chi-
squared distribution) with one degree of freedom and has mean
P . Then we have
I(|X|2; |Y |2) ≥ 1
2
log
(
P
2N
)
+ o(1) (23)
where o(1) tends to zero as P/N tends to infinity. 
If |X1|2/P and |X2|2/P are distributed according to pS in
(22), then we have for k = 1, 2
I(Xk;Yk) ≥ I(|Xk|; |Yk|) = I(|Xk|2; |Yk|2) (24)
and it follows from (23) that
I(Xk;Yk) ≥ 1
2
log
(
P
2N
)
+ o(1). (25)
It follows that the high-power and low-noise pre-log pair
(1/2, 1/2) can be achieved when both users use amplitude
modulation.
C. Phase Modulation
Suppose the transmitters use phase modulation with |X1| =√
P and |X2| =
√
P . The input-output equations (17)–(18)
become
Y1 = X1 e
ih11P+ih12P + Z1 (26)
Y2 = X2 e
ih21P+ih22P + Z2. (27)
Therefore, each receiver sees a constant phase shift which
allows us to treat each transmitter-receiver pair separately
as an AWGN channel. We next show that the pre-log pair
(r1, r2) = (1/2, 1/2) can be achieved by using phase modu-
lation only.
Theorem 4 (One-Ring Modulation): Fix P > 0. Let Y =
X + Z where Z is a circularly-symmetric complex Gaus-
sian random variable with mean 0 and variance N , and
X =
√
PeiΦX where ΦX is a real random variable uniformly
distributed on [0, 2pi). Then we have
I(X;Y ) ≥ 1
2
log
(
2P
N
)
− 1 (nats). (28)
Proof: We have
I(X;Y ) = E[− log pY (Y )]− log(pieN) (29)
The pdf pY of Y can be shown to be [1, p. 688]
pY (y) =
1
piN
e−(y
2
A+P )/NI0
(
2yA
√
P
N
)
(30)
where I0(·) is the modified Bessel function of the first kind
of order zero and YA = |Y |. Therefore, we have
h(Y ) = E
[
− log
(
1
piN
e−(Y
2
A+P )/NI0
(
2YA
√
P
N
))]
(a)
≥ E
− log
 1
piN
e−(YA−
√
P )2/N√
2YA
√
P/N

(b)
≥ E
[
log
(
piN
√
2YA
√
P/N
)]
=
1
4
log
(
2P
N
)
+ log (piN) +
1
2
E
[
log
(
YA
√
2
N
)]
(31)
where (a) follows by using Lemma 9 in Appendix A and (b)
holds because (YA −
√
P )2 ≥ 0. The pdf of YA is given by
pYA(yA) =
∫ pi
−pi
pY (y)yAdφy
=
2yA
N
e−(y
2
A+P )/NI0
(
2yA
√
P
N
)
. (32)
The last expectation in (31) is
E
[
log
(
YA
√
2
N
)]
=
∫ ∞
0
pYA(yA) log
(
yA
√
2
N
)
dyA
(a)
=
∫ ∞
0
ze−(z
2+ν2)/2I0 (zν) log(z) dz
(b)
=
1
2
[
Γ
(
0,
P
N
)
+ log
(
2P
N
)]
(c)
≥ 1
2
log
(
2P
N
)
(33)
where Γ(a, x) is the upper incomplete Gamma function, see
(133) below. Step (a) follows by setting ν2 = 2P/N and
z = yA
√
2/N , (b) follows from Lemma 12 in Appendix B
and (c) holds because Γ (0, x) ≥ 0 for x ≥ 0.6 Combining
(29), (31) and (33) concludes the proof.
Now, suppose that Xk =
√
PeiΦX,k for k = 1, 2 where
ΦX,1 and ΦX,2 are statistically independent and uniformly
distributed on [0, 2pi). It follows from (26), (27) and Theorem
4 that the high-power and low-noise pre-log pair (1/2, 1/2)
can be achieved when both users use phase modulation.
D. Interference Focusing
We propose an interference focusing technique in which
the transmitters focus their phase interference on one point by
constraining their transmitted signals to satisfy
h21|X1|2 = 2pin˜1, n˜1 = 1, 2, 3, . . . (34)
h12|X2|2 = 2pin˜2, n˜2 = 1, 2, 3, . . . (35)
In other words, the transmitters use multi-ring modulation with
specified spacings between the rings.7 We thereby remove
6Note that limx→∞ Γ (0, x) = 0.
7Multi-ring modulation was used in [1], [40], [41] for symmetry and
computational reasons. We here find that it is useful for improving rate.
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XPM interference and (17)-(18) reduce to
Yk = Xke
ihkk|Xk|2 + Zk, k = 1, 2. (36)
This channel is effectively an AWGN channel since hkk is
known by receiver k and the SPM phase shift is determined
by the desired signal Xk. We will show that the high-power
pre-log pair (1, 1) is achieved under the constraints (34)-(35).
Theorem 5 (Multi-Ring Modulation): Let Y = X + Z
where Z is a circularly-symmetric complex Gaussian random
variable with mean 0 and variance N . Suppose E[|X|2] ≤ P
and |X|2 is allowed to take on values that are multiples of a
fixed real number pˆ > 0, i.e., |X|2 = mpˆ where m ∈ N. Then
there exists a probability distribution pX of X such that
lim
P→∞
I(X;Y )
log(P/N)
≥ 1. (37)
Proof: Define XA = |X| and ΦX = argX . Consider
multi-ring modulation, i.e., XA and ΦX are statistically inde-
pendent, ΦX is uniformly distributed on the interval [0, 2pi)
and XA ∈ {
√
Pj : j = 1, . . . , J} where J is the number of
rings. We choose the rings to be spaced uniformly in amplitude
as
Pj = aj2 pˆ (38)
where a is a positive integer. We further use a uniform
frequency of occupation of rings with PXA(
√
Pj) = 1/J ,
j = 1, 2, . . . , J . The power constraint is therefore
1
J
J∑
j=1
aj2 pˆ ≤ P. (39)
For (39), we compute
1
J
J∑
j=1
apˆ j2 = apˆ
(J + 1)(2J + 1)
6
(40)
and to satisfy the power constraint we choose8
J =
−3 +√1 + 48P/(apˆ)
4
. (41)
Moreover, we choose a = bmax{1, N log(P/N)}c. We re-
mark that we say f(x) scales as g(x) if
lim
x→∞
f(x)
g(x)
= constant.
For example, J scales as
√
(P/N)/ log(P/N) when a is
chosen as above, i.e., we have
lim
P→∞
J√
(P/N)/ log(P/N)
= constant.
We have
I(X;Y ) = I(XAΦX ;Y )
= I(XA;Y ) + I(ΦX ;Y |XA) (42)
The term I(XA;Y ) can be viewed as the amplitude contribu-
tion while the term I(ΦX ;Y |XA) is the phase contribution.
8The solution for J should be positive and rounded down to the nearest
integer but we ignore these issues for notational simplicity.
1) Phase Contribution: We show that the phase modulation
contributes at least 1/2 to the pre-log when using multi-ring
modulation.
Lemma 6: For integers a and b with a ≤ b, a non-
decreasing function f(x) in x satisfies∫ b
a−1
f(x)dx ≤
b∑
i=a
f(i). (43)

We thus have
I(ΦX ;Y |XA) (a)=
J∑
j=1
1
J
I(ΦX ;Y |XA =
√
Pj)
(b)
≥
J∑
j=1
1
J
1
2
log
(
Pj
N
)
− 1
(c)
=
1
2J
J∑
j=1
log
(
aj2pˆ
N
)
− 1
(d)
≥ 1
2J
∫ J
0
log
(
ax2pˆ
N
)
dx− 1
(e)
=
1
2
log
(
aJ2pˆ
Ne2
)
− 1 (44)
where (a) follows from the uniform occupation of rings, (b)
follows from Theorem 4, (c) holds by choosing the rings
according to (38), (d) follows from Lemma 6 since the
logarithm is an increasing function and (e) follows by using
log(ax2pˆ/N) = log(apˆ/N) + 2 log(x) and∫
log(x)dx = x log (x/e) . (45)
We can therefore write
lim
P→∞
I(ΦX ;Y |XA)
log(P/N)
≥ lim
P→∞
1
2 log(aJ
2pˆ/N)
log(P/N)
=
1
2
(46)
where (46) follows because a scales as N log(P/N), J2 scales
as (P/N)/ log(P/N), and pˆ is independent of P and N . The
pre-log of the phase contribution is therefore at least 1/2.
2) Amplitude Contribution: We show that amplitude mod-
ulation contributes 1/2 to the pre-log. We have
I(XA;Y ) = H(XA)−H(XA|Y ) (47)
where H(XA) = log(J). We showed previously that J scales
as
√
(P/N)/ log(P/N) if a scales as N log(P/N). We bound
H(XA|Y ) using Fano’s inequality as
H(XA|Y ) ≤ H(XA|XˆA)
≤ H(Pe) + Pe log(J − 1) (48)
where XˆA is any estimate of XA given Y , Pe = Pr[XˆA 6=
XA] and H(Pe) is the binary entropy function with a gen-
eral logarithm base. Suppose we use the minimum distance
estimator
XˆA = arg min
xA∈XA
|YA − xA| (49)
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where YA = |Y | and XA = {
√
Pj : j = 1, . . . , J}. The
probability of error Pe is upper bounded by (see Lemma 13
in Appendix C)
Pe ≤ 2
J
J∑
j=2
exp
(
−∆
2
j
4
)
(50)
where ∆j = (
√
Pj−
√
Pj−1)/
√
N . For the power levels (38),
we have ∆j =
√
apˆ/N for all j, and hence
Pe ≤ 2(J − 1)
J
exp
(
− apˆ
4N
)
≤ 2 exp
(
− apˆ
4N
)
. (51)
We see from (51) that limP→∞ Pe = 0 if a scales as
N log(P/N) (recall that J scales as
√
(P/N)/ log(P/N) ).
We thus have limP→∞H(XA|Y ) = 0 by using (48). Conse-
quently, we have
lim
P→∞
I(XA;Y )
log(P/N)
= lim
P→∞
log(J)
log(P/N)
=
1
2
. (52)
Finally, combining (42), (46), and (52) gives (37).
We conclude that interference focusing achieves the largest-
possible high-power pre-log of 1. Each user can therefore
exploit all the phase and amplitude degrees of freedom si-
multaneously.
E. Discrete-Time Three-User Model
Consider a WDM system with three users. Receiver k
obtains (Yk[0], Yk[1], · · · , Yk[n− 1]) by matched filtering the
received signal rk(t) in (14) and sampling the filter output at
the symbol rate. By setting β11 = β12 = β13 in (9–12), we
have the following memoryless channel model:
Yk = Xk exp
(
i
3∑
`=1
hk`|X`|2
)
+ Zk (53)
for k = 1, 2, 3 where Zk is circularly-symmetric com-
plex Gaussian noise with variance N . All noise random
variables at different receivers are statistically independent.
The terms exp(ihkk|Xk[j]|2) model SPM and the terms
exp(ihk`|X`[j]|2), ` 6= k, model XPM. The hk` are again
channel coefficients that are time invariant and are known at
the transmitters as well as the receivers. The power constraints
are
E
[|Xk|2] ≤ P, k = 1, 2, 3. (54)
Interference Focusing: We outline how to apply interference
focusing to the three-user channel. Define the interference
phase vector
Ψ
∆
= [Ψ1,Ψ2,Ψ3]
T (55)
where Ψk =
∑3
`=1 hk`|X`|2 and the instantaneous power
vector
Π
∆
=
[|X1|2, |X2|2, |X3|2]T . (56)
The relationship between the Ψ and Π in matrix form is
Ψ = HSP Π +HXP Π (57)
where HSP is a diagonal matrix that accounts for SPM and
HXP is a zero-diagonal matrix that accounts for XPM. For
example, suppose the XPM matrix for a 3-user interference
network is
HXP =
 0 1/2 3/53/4 0 2/3
5/6 1/5 0
 . (58)
Suppose that each transmitter knows the channel coefficients
between itself and all the receiving nodes. The transmitters
can thus use power levels of the form
Π = 2pi · [ lcm(4, 6)m1, lcm(2, 5)m2, lcm(5, 3)m3 ]
= 2pi · [ 12m1, 10m2, 15m3 ] (59)
where lcm(a, b) is the least common multiple of a and b, and
m1,m2,m3 are positive integers. We thus have
HXP Π = 2pi
 0 5 99 0 10
10 2 0
 m1m2
m3
 (60)
which implies that the phase interference has been eliminated.
The above example combined with an analysis similar to
Section III-D shows that interference focusing will give each
user a pre-log of 1 even for three-user interference networks.
However, the XPM coefficients hk` must be rationals. This
result can be generalized to the K-user case. Modifying
interference focusing for real-valued XPM coefficients is
an interesting problem. It is clear from the example that
interference focusing does not require global channel state
information.
IV. NON-ZERO GROUP VELOCITY MISMATCH
We next consider non-zero GVM, i.e., β13 6= β12 6= β11.
Without loss of generality, suppose that β13 > β12 > β11. We
now use a general time-limited pulse p(t).
We start with the continuous-time model in Sec. IV-A below
and derive a discrete-time model in Sec. IV-B. We show that a
pre-log 1/2 is achievable for all users by using pure amplitude
modulation in Sec. IV-C. Next, we show that interference
focusing achieves a pre-log of at least 1 for all users under
certain conditions in Sec. IV-D. Finally, we show in Sec. IV-E
that interference focusing achieves the maximum pre-log of 1
and, therefore, interference focusing is pre-log optimal.
A. Continuous-Time Model
The signal rk(t) in (14) is fed to a bank of linear time-
invariant (LTI) filters with impulse responses {hf (t)}f∈Fk ,
where Fk ⊂ Z = {. . . ,−1, 0, 1, . . .} and
hf (t) = p
∗(−t) exp(−i2pifK(−t)) (61)
where K(t) is defined as
K(t) =
1
Es
∫ t
0
|p(λ)|2dλ. (62)
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The choice of the set Fk is specified in Sec. IV-D. We show
in Appendix D that the impulse responses of the filters are
orthogonal, i.e., if f1 6= f2, then we have∫ ∞
−∞
hf1(ξ)h
∗
f2(ξ)dξ = 0. (63)
The remaining analysis is similar for all receivers, hence
we present the analysis for receiver 1 only. The output of the
filter with index f is
y1,f (t) = r1(t) ? hf (t) (64)
where ? denotes convolution. The noiseless part y˜1,f (t) of the
output of this filter is
y˜1,f (t+ β11L)
∆
= A1(L, t+ β11L) ? hf (t)
=
(
A1(0, t)e
iφ1(L,t)
)
? hf (t)
=
(
n−1∑
m=0
x1[m] p(t−mTs)eiφ1(L,t)
)
? hf (t)
=
n−1∑
m=0
x1[m]
∫
p(τ −mTs)p∗(τ − t)eiφ1(L,τ)−i2pifK(τ−t)dτ
(65)
where the integral is over the whole real line. Sampling the
output signal y1,f (t+ β11L) at the time instants t = jTs, for
j = 1, 2, . . . , n, yields
y˜1,f (jTs + β11L)
= x1[j]
∫ jTs+Ts
jTs
|p(τ − jTs)|2eiφ1(L,τ)−i2pifK(τ−jTs)dτ
(66)
where we used p(t) = 0 for t /∈ [0, Ts]. We write φ1(L, τ) as
φ1(L, τ) = φ11(L, τ) + φ12(L, τ) + φ13(L, τ) (67)
where we have defined
φ11(L, t)
∆
= γ1L |A1(0, t)|2 (68)
φ12(L, t)
∆
= 2γ1L12
1
Ts
∫ t
t−Ld21
|A2(0, λ)|2dλ (69)
φ13(L, t)
∆
= 2γ1L13
1
Ts
∫ t
t−Ld31
|A3(0, λ)|2dλ (70)
and where L1k
∆
= Ts/|d1k| for k 6= 1. Since p(t) = 0 for
t /∈ [0, Ts], we have
φ12(L, t) =
2γ1L12
Ts
∫ t
t−Ld21
n−1∑
m=0
|x2[m]|2 |p(λ−mTs)|2dλ
=
2γ1L12
Ts
n−1∑
m=0
|x2[m]|2
∫ t
t−Ld21
|p(λ−mTs)|2dλ
= 2γ1L12
Es
Ts
n−1∑
m=0
|x2[m]|2 ψ(t−mTs; d21) (71)
where ψ(t; d) is defined as
ψ(t; d)
∆
=
1
Es
∫ t
t−Ld
|p(λ)|2dλ. (72)
If Ld ≥ Ts, then
ψ(t; d) =

K(t), 0 ≤ t < Ts
1, Ts ≤ t < Ld
K˜(t; d), Ld ≤ t < Ld+ Ts
0, otherwise
(73)
where K(t) is defined by (62) and K˜(t; d) is given by
K˜(t; d) =
1
Es
∫ Ts
t−Ld
|p(λ)|2dλ
=
1
Es
∫ Ts
0
|p(λ)|2dλ− 1
Es
∫ t−Ld
0
|p(λ)|2dλ
= 1−K(t− Ld). (74)
One can express φ13(L, t) in a similar manner. Suppose that
L|d1k| = M1kTs for some positive integer M1k for k = 2, 3.
Hence, for τ ∈ [jTs, jTs + Ts], we have9
φ11(L, τ) = γ1L
Es
Ts
|x1[j]|2 (75)
φ12(L, τ) = 2γ1L12
Es
Ts
((M12∑
r=1
|x2[j − r]|2
)
+
(|x2[j]|2 − |x2[j −M12]|2)K(t− jTs))
(76)
φ13(L, τ) = 2γ1L13
Es
Ts
((M13∑
r=1
|x3[j − r]|2
)
+
(|x3[j]|2 − |x3[j −M13]|2)K(t− jTs)).
(77)
By substituting (75)–(77) in (67), we get
φ1(L, τ) = φ1[j] + 2piv1[j]K(τ − jTs) (78)
where
φ1[j] = h11|x1[j]|2 + h12
M12∑
r=1
|x2[j − r]|2
+ h13
M13∑
r=1
|x3[j − r]|2 (79)
v1[j] = h12
(|x2[j]|2 − |x2[j −M12]|2) /2pi
+ h13
(|x3[j]|2 − |x3[j −M13]|2) /2pi (80)
and
h11 = γ1L
Es
Ts
,
h12 = 2γ1L12
Es
Ts
,
h13 = 2γ1L13
Es
Ts
. (81)
9We use the convention of setting the quantities that involve a negative time
index to zero.
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Then by substituting in (66), we have
y˜1,f (jTs + β11L)
= x1[j] Es e
iφ1[j]
∫ Ts
0
|p(τ)|2
Es
ei2pi(v1[j]−f)K(τ)dτ. (82)
By applying Lemma 14 in Appendix D to evaluate the integral
in (82), the noiseless part y˜1,f [j] of the output of the filter with
index f at time j can be written as
y˜1,f [j] = x1[j]Ese
iφ1[j] u1,f [j] (83)
where
u1,f [j] =

exp (i2pi(v1[j]− f))− 1
i2pi(v1[j]− f) , if v1[j] 6= f
1, otherwise.
(84)
The output of the filter with index f at time j is
y1,f [j] = y1,f (jTs + β11L) = y˜1,f [j] + z1,f [j] (85)
where
z1,f [j] = z1(t) ? hf (t)|t=jTs+β11L . (86)
The variable z1,f [j] is Gaussian with mean 0 and vari-
ance NEs. Moreover, due to the orthogonality of the filter
bank impulse responses, we have E
[
z1,f1 [j]z
∗
1,f2
[j]
]
= 0
for all f1 6= f2, which implies that the random variables
{z1,f [j]}f∈F1 are independent.
B. Discrete-Time Model
The input xk[j] of transmitter k to the channel at time j
is a scalar, whereas the channel output yk[j] at receiver k at
time j is a vector whose components are yk,f [j], f ∈ Fk. To
compute mutual information, we now consider the codeword
Xnk = (Xk[1], Xk[2], · · · , Xk[n]) and the receiver samples
Ynk = (Yk[1],Yk[2], · · · ,Yk[n]) as random variables. The
input-output relations are
Yk,f [j] = Xk[j] e
iΦk[j] Uk,f [j] + Zk,f [j] (87)
with
Φ1[j] = h11|X1[j]|2 + h12
M12∑
r=1
|X2[j − r]|2
+ h13
M13∑
r=1
|X3[j − r]|2 (88)
Φ2[j] = h21
M12∑
r=1
|X1[j +M12 − r]|2 + h22|X2[j]|2
+ h23
M23∑
r=1
|X3[j − r]|2 (89)
Φ3[j] = h31
M13∑
r=1
|X1[j +M13 − r]|2
+ h32
M23∑
r=1
|X2[j +M23 − r]|2 + h33|X3[j]|2 (90)
where M12, M13 and M23 are positive integers and
Uk,f [j] =

exp (i2pi(Vk[j]− f))− 1
i2pi(Vk[j]− f) , if Vk[j] 6= f
1, otherwise
(91)
where we define
V1[j]
∆
= h12(|X2[j]|2 − |X2[j −M12]|2)/2pi
+ h13(|X3[j]|2 − |X3[j −M13]|2)/2pi (92)
V2[j]
∆
= h21(|X1[j +M12]|2 − |X1[j]|2)/2pi
+ h23(|X3[j]|2 − |X3[j −M23]|2)/2pi (93)
V3[j]
∆
= h31(|X1[j +M13]|2 − |X1[j]|2)/2pi
+ h32(|X2[j +M23]|2 − |X2[j]|2)/2pi. (94)
Zk,f [j] models the noise at filter f of receiver k at time j, and
the random variables {Zk,f [j]}k,f,j are independent circularly-
symmetric complex Gaussian random variables with mean 0
and variance N . We regard the hk` as channel coefficients
that are time invariant and known globally. The following
symmetric power constraints are imposed:
1
n
n∑
j=1
E
[|Xk[j]|2] ≤ P, k = 1, 2, 3. (95)
A scheme is a collection {(C1(P,N), C2(P,N), C3(P,N))}
of triples of codes indexed by (P,N), such that user k uses the
code Ck(P,N) that satisfies the power constraint and achieves
an information rate Rk(P,N) for k = 1, 2, 3 where
Rk(P,N) = I(Xk; Yk) ≡ lim
n→∞
1
n
I(Xnk ; Y
n
k ). (96)
We extend the definitions of pre-logs made in Definitions 1
and 2.
Definition 7: The high-power pre-log triple (r1, r2, r3) is
achieved by a scheme if the rates satisfy
rk(N) = lim
P→∞
Rk(P,N)
log(P/N)
for k = 1, 2, 3. (97)
Definition 8: The low-noise pre-log triple (r1, r2, r3) is
achieved by a scheme if the rates satisfy
rk(P ) = lim
N→0
Rk(P,N)
log(P/N)
for k = 1, 2, 3. (98)
The (high-power or low-noise) pre-log triple (1/2, 1/2, 1/2)
can be achieved if all users use phase modulation only
(see Sec. IV-C). It is not obvious whether (1/2, 1/2, 1/2) is
achievable by using amplitude modulation only, e.g., such as
in Sec. III-B. This is because Uk,f [j] in (87) has a random
amplitude. We show in Sec. IV-D that the high-power pre-
log triple (1, 1, 1) can be achieved for any positive N through
interference focusing.
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C. Inner Bound: Phase Modulation
Suppose we use only the filter with index f = 0. Suppose
further that the inputs Xnk of user k are i.i.d. with a constant
amplitude
√
P and a uniformly random phase (a ring), i.e.,
we have
Xk[j] =
√
PeiΦX,k[j] (99)
where ΦX,k[j] is uniform on [−pi, pi) for j = 1, 2, . . . , n.
Therefore, the outputs become
Yk,0[j] = Xk[j] e
iΦk[j] Uk,0[j] + Zk,0[j] (100)
with
Φ1[j] = [h11 + h12M12 + h13M13]P
Φ2[j] = [h21M12 + h22 + h23M23]P
Φ3[j] = [h31M13 + h32M23 + h33]P (101)
i.e., the phase Φk[j] is constant for all j = 1, . . . , n. Moreover,
we have
U1,0[j] = 1, max{M12,M13} < j ≤ n
U2,0[j] = 1, M23 < j < n−M12
U3,0[j] = 1, 1 ≤ j < n−max{M13,M23}. (102)
Thus, the users are decoupled under constant amplitude mod-
ulation, except near the beginning and the end of transmission.
We have
1
n
I(Xn1 ; Y
n
1 )
(a)
≥ 1
n
I(Xn1 ;Y
n
1,0)
(b)
≥ 1
n
n∑
j=1
I(X1[j];Y1,0[j])
(c)
≥ 1
n
n∑
j=max{M12,M13}+1
I(X1[j];Y1,0[j])
(d)
≥
(
n−max{M12,M13}
n
)[
1
2
log
(
P
N
)
− 1
]
(103)
where (a) follows from the chain rule and the non-negativity
of mutual information, (b) follows because X1, . . . , Xn are
i.i.d. and because conditioning does not increase entropy, (c)
follows from the non-negativity of mutual information and (d)
holds because (see Theorem 4)
I(X1[j];Y1,0[j]) ≥ 1
2
log
(
2P
N
)
− 1. (104)
As n→∞, we have
R1(P,N) ≥ 1
2
log
(
2P
N
)
− 1. (105)
By using similar steps for users 2 and 3, we have
Rk(P,N) ≥ 1
2
log
(
2P
N
)
− 1 (106)
for k = 1, 2, 3 which implies that the pre-log triple
(1/2, 1/2, 1/2) is achieved by using one receiver filter and
phase modulation.
D. Interference Focusing
We use interference focusing, i.e., we focus the phase in-
terference on one point by imposing the following constraints
on the transmitted symbols:
h21|X1[j]|2 = 2pin˜21, h31|X1[j]|2 = 2pin˜31,
h12|X2[j]|2 = 2pin˜12, h32|X2[j]|2 = 2pin˜32,
h13|X3[j]|2 = 2pin˜13, h23|X3[j]|2 = 2pin˜23, (107)
where n˜21, n˜31, n˜12, n˜32, n˜13 and n˜23 ∈ N, which ensures
that the XPM interference is eliminated. Suppose that h21,
h31, h12, h32, h13 and h23 are rational. Then the interference
focusing constraints become
|Xk[j]|2 = 2pipˆk n˜k (108)
where
pˆ1
∆
= lcm(den(h21), den(h31)), (109)
pˆ2
∆
= lcm(den(h12), den(h32)), (110)
pˆ3
∆
= lcm(den(h13), den(h23)) (111)
where den(x) is the denominator of a rational number x.
Because of the power constraint, only a subset Pk of the
allowed rings is actually used. In this case, Vk[j] ∈ Vk, for
k = 1, 2, 3, where
Vk =
∑
j 6=k
dj : dj ∈ Dj , j ∈ {1, 2, 3}
 (112)
and
Dk =
{
p− p′
pˆk
: p ∈ Pk, p′ ∈ Pk
}
(113)
which leads us to choose the sets of “normalized frequencies”
Fk of the filter banks at the receivers as Fk = Vk.
Thus, under interference focusing, the output at receiver k at
time j is a vector Yk[j], whose components are {Yk,f [j]}f∈Vk ,
where
Yk,f [j] = Xk[j] exp
(
ihkk|Xk[j]|2
)
Uk,f [j] + Zk,f [j] (114)
and where
Uk,f [j] =
{
1, if Vk[j] = f,
0, otherwise. (115)
This means that exactly one filter (the filter with index Vk[j])
output among all the filters contains the signal corrupted by
noise, while all other filters put out noise. Therefore, we have
1
n
I(Xnk ; Y
n
k )
(a)
≥ 1
n
n∑
j=1
I(Xk[j]; Yk[j])
(b)
≥ 1
n
n∑
j=1
I
(
Xk[j];Yk,Vk[j][j]
)
(c)
= I
(
Xk[1];Xk[1]e
ihkk|Xk[1]|2 + Zk,Vk[1][1]
)
(116)
where (a) follows because the Xnk are i.i.d. and because
conditioning does not increase entropy; (b) follows from the
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XI
XQ
XI
XQ
Fig. 1. Ring modulation used by transmitter 1 (left) and transmitter 2 (right).
The thin lines are the rings allowed by interference focusing, and the thick
blue lines are the rings selected for transmission.
chain rule and the non-negativity of mutual information (it can
be shown that equality holds, see Appendix E) ; and (c) holds
because the Xnk are i.i.d. and the channel becomes a mem-
oryless time-invariant channel under interference focusing. It
follows from Theorem 5 that by using interference focusing,
we have
lim
P→∞
I
(
Xk[1];Xk[1]e
ihkk|Xk[1]|2 + Zk,Vk[1][1]
)
log(P/N)
≥ 1 (117)
which implies that rk ≥ 1 for k = 1, 2, 3. Hence, the high-
power pre-log triple (1, 1, 1) is achievable. We again remark
that the above analysis generalizes for different power con-
straints at the transmitters. However, the question of whether
all users can simultaneously achieve a low-noise pre-log of 1
is open for both models with and without GVM.
The following (downsized) example illustrates our receiver
structure, and the role that interference focusing plays in
choosing its parameters.
Example: Consider 2 transmitters that use a rectangular
pulse, i.e., suppose
p(t) =
{ √
Es/Ts, 0 ≤ t < Ts
0, otherwise
(118)
where the power constraints are P1 = 8 and P2 = 7 on
transmitter 1 and 2, respectively. Suppose that h12 = 5,
h21 = 4. Since this is a two-user system, we may use
(34) and (35) rather than (109) and (110), i.e., we use
pˆ1 = 1/h21 = 0.25 and pˆ2 = 1/h12 = 0.2. Suppose that
the users choose the power levels P1 = {2pipˆ1n˜1 : n˜1 =
1, 4, 9} = {0.5pi, 2pi, 4.5pi} and P2 = {2pipˆ2n˜2 : n˜2 =
2, 8} = {0.8pi, 3.2pi} (see Fig. 1). These choices satisfy
the power constraints and eliminate the interference. The
parameters of the filter banks are F1 = V1 = {−6, 0, 6} and
F2 = V2 = {−8,−5,−3, 0, 3, 5, 8}. In other words, receiver
1 has 3 filters whose frequency responses are sinc functions
centered at f1 − 6/Ts, f1, and f1 + 6/Ts, whereas receiver
2 has 7 filters whose frequency responses are sinc functions
centered at 7 different frequencies (see Fig. 2). This shows
that, because of the nonlinearity, the receivers need to extract
information from a “bandwidth” larger than the “bandwidth”
of the transmitted signal.
f1 f1 + 6/Tsf1 − 6/Ts
f2 f2 + 8/Tsf2 − 8/Ts
Fig. 2. Frequency responses of the filters at receivers 1 (top) and 2 (bottom).
E. Outer Bound
1) Interference Focusing: We show next that the maximal
pre-log triple for the model of Sec. IV-B is (1, 1, 1) when
interference focusing is used. We have
I(Xn1 ; Y
n
1 )
(a)
≤ I(Xn1 ; Yn1 , V n1 )
(b)
= I(Xn1 ; Y
n
1 |V n1 )
(c)
= I(Xn1 ;Y1,V1[1]Y1,V1[2] . . . Y1,V1[n]|V n1 )
(d)
= I(Xn1 ;Y1,V1[1]Y1,V1[2] . . . Y1,V1[n])
≤n log
(
1 +
P
N
)
. (119)
Step (a) follows from the chain rule and the non-negativity of
mutual information; (b) holds because Xn1 is independent of
V n1 ; (c) holds because Y1,f [j] = Z1,f [j] for f 6= V1[j] and the
variables {Z1,f [j] : j = 1, . . . , n and f 6= V1[j]} are indepen-
dent of Y1,V1[1], Y1,V1[2], . . . , Y1,V1[n] and X
n
1 and (d) holds
because Xn1 and Y1,V1[1], Y1,V1[2], . . ., Y1,V1[n] are indepen-
dent of V n1 (which follows from Z1,V1[1], Z1,V1[2], . . . , Z1,V1[n]
being i.i.d.). By using a similar argument for receiver 2 and
receiver 3, we eventually have
Rk ≤ log
(
1 +
P
N
)
(120)
for k = 1, 2, 3 which implies that the maximal pre-log triple
is (1, 1, 1).
2) General Modulation: We show next that the maximal
pre-log triple is (1, 1, 1) for any modulation scheme. We use
a genie-aided strategy. Suppose a genie reveals the codewords
xn2 and x
n
3 of users 2 and 3 to receiver 1 prior to transmission.
Receiver 1 generates φ12(t) and φ13(t) according to (69)
and (70), respectively, and uses them to cancel XPM in the
received signal, i.e., receiver 1 generates
r˜1(t) = r1(t) e
−jφ12(t)−jφ13(t). (121)
The XPM-free signal r˜(t) is fed to a filter with an impulse
response p∗(−t) and the output of the filter is sampled at
symbol rate. Matched filtering with symbol rate sampling does
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not incur any information loss because XPM is canceled. The
j-th filter output is
y˜1[j] = r˜1(t) ? p
∗(−t)|t=jTs
= x1[j]e
jh11|x1[j]|2 + z˜1[j] (122)
where z˜1[j] is a realization of a Gaussian random variable with
mean zero and variance N . The channel (122) is a memoryless
AWGN channel and therefore we have
I(Xn1 ; Y˜1[1]Y˜1[2] . . . Y˜1[n])≤n log
(
1 +
P
N
)
. (123)
Similarly, it can be shown that the maximum pre-log for users
2 and 3 is 1, implying that the maximal pre-log triple is
(1, 1, 1).
V. DISCUSSION
Interference focusing is reminiscent of interference align-
ment, which refers to techniques of signal construction so
that undesired signals at each receiver arrive along the same
dimensions while the desired signal can be resolved through
the remaining dimensions. We highlight the main differences
between interference alignment and interference focusing.
Cadambe and Jafar [42] introduced an (asymptotic) in-
terference alignment scheme for K-user single-input single-
output linear interference channels which achieves the optimal
degrees of freedom (DoF) as long as the channel coefficients
are time-varying (or frequency-selective). Their scheme relies
on beamforming over symbol extensions to separate signal
spaces based on linear independence.
For constant channels, especially with real channel coef-
ficients, interference alignment along linearly independent di-
mensions may not achieve the optimal DoF. Motahari et al [43]
developed interference alignment along rationally independent
dimensions to achieve the optimal DoF. Their approach is
referred to as real interference alignment.
Interference alignment lets each user achieve half the DoF
that can be achieved in the absence of all other interferers
(colloquially: each user gets half “the cake”). In contrast,
orthogonalization techniques, e.g., time division or frequency
division, split the resources among K users so that each user
gets only 1/K of the resources.
In optical fiber, splitting the bandwidth among K users
by using WDM does not guarantee that each user gets 1/K
of the interference-free capacity (IFC) because of the fiber
nonlinearity. In the zero-dispersion case, for example, each
user gets 1/(2K) of the IFC using Gaussian modulation. We
have shown interference focusing enables each user to get 1/K
of the IFC, but not half of it, at high SNR. We remark that
interference focusing requires neither symbol extensions nor
global CSI.
VI. CONCLUSION
We introduced two discrete-time interference channel mod-
els based on a simplified optical fiber model. We used cou-
pled differential equations derived from the NLS equation
to develop our models. In the first model, there was no
dispersion. This discrete-time model was justified by using
a rectangular pulse shape at the transmitters and matched
filters at the receivers. The nonlinear nature of the fiber-optic
medium causes the users to suffer from amplitude-dependent
phase interference. We introduced a new technique called
interference focusing that lets the users take advantage of all
the available amplitude and phase degrees of freedom at high
transmission powers. In the second model, the second-order
dispersion is negligible. However, we included non-zero GVM
as well as nonlinearity. We justified this discrete-time model
by using a time-limited pulse shape at the transmitters and a
bank of “frequency-shifted” matched filters at each receiver.
We proved that all users can achieve a high-power pre-log
of 1 simultaneously by using interference focusing. We also
showed that interference focusing is optimal (for the model of
Sec. IV-B) in the pre-log sense.
APPENDIX A
UPPER BOUND ON THE MODIFIED BESSEL FUNCTION OF
THE FIRST KIND OF ORDER ZERO
Lemma 9:
I0(z) ≤ e
z
√
z
, z > 0 (124)
Proof: We have
cos θ ≤ 1− 4θ2/pi2, 0 ≤ θ ≤ pi/2 (125)
cos θ ≤ 0, pi/2 ≤ θ ≤ pi (126)
where (125) follows by the infinite product form
cosx =
∞∏
n=1
[
1− 4x
2
pi2(2n− 1)2
]
. (127)
We thus have
I0(z) =
1
pi
∫ pi
0
ez cos θ dθ
(a)
≤ 1
pi
[∫ pi/2
0
ez(1−4θ
2/pi2) dθ +
∫ pi
pi/2
dθ
]
=
√
pi
4
ez√
z
(
1− 2Q(
√
2z)
)
+
1
2
(b)
≤
√
pi
2
ez√
z
≤ e
z
√
z
(128)
where
Q(z) =
∫ ∞
z
1√
2pi
e−x
2/2dx. (129)
Step (a) follows because the exponential function is a mono-
tonic increasing function and by (125)–(126), while (b) holds
because Q(z) ≥ 0 and
√
pi
4
ez√
z
≥
√
pi
4
min
z≥0
ez√
z
=
√
2epi
4
≥ 1
2
. (130)
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APPENDIX B
EXPECTED VALUE OF THE LOGARITHM OF A RICIAN R.V.
Consider the following functions.
• Gamma function Γ(z) [44, 6.1.1]
Γ(z) =
∫ ∞
0
tz−1e−tdt (131)
• Psi (Digamma) function ψ(z) [44, 6.3.1]
ψ(z) =
d
dz
ln Γ(z) =
Γ′(z)
Γ(z)
(132)
• Upper incomplete Gamma function Γ(a, x) [44, 6.5.3]
Γ(a, x) =
∫ ∞
x
ta−1e−tdt, a > 0 (133)
We derive several useful lemmas concerning these functions.
Lemma 10:∫ ∞
0
e−
x2
2 x2k+1 ln(x)dx = 2k−1 (Γ(k + 1) ln(2) + Γ′(k + 1))
(134)
Proof: Consider
Ik ∆=
∫ ∞
0
e−
x2
2 x2k+1 ln(x)dx
(a)
=
∫ ∞
0
e−u(
√
2u)2k+1 ln(
√
2u)
1√
2u
du
=
∫ ∞
0
e−u(2u)k
1
2
(ln(2) + ln(u)) du
= 2k−1 ln(2)
∫ ∞
0
e−uukdu+ 2k−1
∫ ∞
0
e−uuk ln(u)du
(b)
= 2k−1 (Γ(k + 1) ln(2) + Γ′(k + 1)) (135)
where (a) follows from the transformation of variables u =
x2/2 and (b) follows by (131) and [45, 4.352 (4)]∫ ∞
u=0
e−uuk ln(u)du = Γ′(k + 1). (136)
Lemma 11:
∞∑
k=0
tk
k!
ψ(k + 1) = et(Γ(0, t) + ln(t)) (137)
Proof: We use the following formula [46, 6.2.1 (60)]
∞∑
k=1
tk
k!
ψ(k + a) =
t
a
et
[
aψ(a)
1− e−t
t
+ 2F2(1, 1; a+ 1, 2;−t)
]
(138)
where 2F2(a1, a2; b1, b2;x) is the generalized hypergeometric
function defined as [45, 9.14 (1)], [46, p. 674]
2F2(a1, a2; b1, b2;x) =
∞∑
k=0
(a1)k(a2)k
(b1)k(b2)k
xk
k!
(139)
where (f)k
∆
= f(f + 1) . . . (f +k−1). Setting a = 1 in (138)
gives
∞∑
k=1
tk
k!
ψ(k + 1) = tet
[
ψ(1)
1− e−t
t
+ 2F2(1, 1; 2, 2;−t)
]
= et
[
F (t) + (1− e−t)ψ(1)] (140)
where we defined F (t) as
F (t)
∆
= t · 2F2(1, 1; 2, 2;−t)
= t
∞∑
k=0
1
(k + 1)2
(−t)k
k!
=
∞∑
m=1
−1
m
(−t)m
m!
. (141)
From the Fundamental Theorem of Calculus, we have∫ z
0
F ′(t) dt = F (z)− F (0) (142)
where
F ′(t) ∆=
dF (t)
dt
=
∞∑
m=1
(−t)m−1
m!
=
1− e−t
t
(143)
and therefore the left-hand side of (142) is
∫ z
0
1− e−t
t
dt =
∫ ∞
z
e−t
t
dt+
∫ z
1
1
t
dt
+
(∫ 1
0
1− e−t
t
dt−
∫ ∞
1
e−t
t
dt
)
= Γ(0, z) + ln(z) + γ (144)
where we used the definition of the upper incomplete Gamma
function and the following integral form for Euler’s constant
[45, 8.367 (12)]
γ =
∫ 1
0
1− e−t
t
dt−
∫ ∞
1
e−t
t
dt. (145)
Since F (0) = 0 and ψ(1) = −γ [45, 8.367 (1)], we have
F (z) = Γ(0, z) + ln(z)− ψ(1). (146)
The lemma follows from (140) and (146).
Lemma 12:∫ ∞
0
xe−
x2+ν2
2 I0(xν) ln(x)dx =
1
2
(
Γ
(
0,
ν2
2
)
+ ln(ν2)
)
(147)
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Proof: We compute∫ ∞
0
xe−
x2+ν2
2 I0(xν) ln(x)dx
(a)
=
∫ ∞
0
xe−
x2+ν2
2
( ∞∑
k=0
(x2ν2/4)k
(k!)2
)
ln(x)dx
=
∞∑
k=0
1
4k(k!)2
(∫ ∞
0
xe−
x2+ν2
2 (xν)2k ln(x)dx
)
(b)
=
∞∑
k=0
1
4k(k!)2
2k−1e−
ν2
2 ν2k(Γ(k + 1) ln(2) + Γ′(k + 1))
(c)
= e−
ν2
2
[
ln(2)
2
∞∑
k=0
(ν2/2)k
k!
+
1
2
∞∑
k=0
(ν2/2)k
k!
ψ(k + 1)
]
(d)
= e−
ν2
2
[
ln(2)
2
e
ν2
2 +
1
2
e
ν2
2
(
Γ
(
0,
ν2
2
)
+ ln
(
ν2
2
))]
=
1
2
(
Γ
(
0,
ν2
2
)
+ ln(ν2)
)
(148)
where in (a) we used the series representation of I0(·) [44,
9.6.10]
I0(x) =
∞∑
k=0
(x2/4)k
(k!)2
. (149)
Step (b) follows from Lemma 10, (c) follows because [44,
6.1.6]
Γ(k + 1) = k! (150)
and ψ(k+1) = Γ′(k+1)/Γ(k+1) and (d) follows by Lemma
11.
APPENDIX C
MINIMUM-DISTANCE ESTIMATOR
Let Y = X+Z where Z is a circularly-symmetric complex
Gaussian random variable with mean 0 and variance N .
Suppose XA
∆
= |X| ∈ XA = {
√
Pj : j = 1, . . . , J} where
0 < P1 < P2 < . . . < PJ . Define the minimum-distance
estimator XˆA as
XˆA = arg min
xA∈XA
|YA − xA| (151)
where YA = |Y |.
Lemma 13: The probability of error for uniformly dis-
tributed XA satisfies
Pe
∆
= Pr[XˆA 6= XA] ≤ 2
J
J∑
j=2
exp
(
−∆
2
j
4
)
(152)
where ∆j = (
√
Pj −
√
Pj−1)/
√
N .
Proof: Let Pe,j be the error probability when XA =
√
Pj . We have Pe =
∑J
j=1(1/J)Pe,j and
Pe,j =

Pr
(
YA ≥
√
P1+
√
P2
2
)
, j = 1
Pr
(
YA ≤
√
PK−1+
√
PK
2
)
, j = J
Pr
(
YA ≤
√
Pj−1+
√
Pj
2
)
+ Pr
(
YA ≥
√
Pj+
√
Pj+1
2
)
, otherwise.
(153)
Conditioned on XA =
√
Pj , YA is a Ricean random variable,
and hence we compute [47, p. 50]
Pr
(
YA ≥
√
Pj +
√
Pj+1
2
)
= Q
( √
Pj√
N/2
,
√
Pj +
√
Pj+1
2
√
N/2
)
(154)
where Q(a, b) is the Marcum Q-function [48]. Consider the
following bounds.
• Upper bound for b > a [48, UB1MG]
Q(a, b) ≤ exp
(
− (b− a)
2
2
)
. (155)
• Lower bound for b < a [48, LB2aS]
Q(a, b)
≥ 1− 1
2
[
exp
(
− (a− b)
2
2
)
− exp
(
− (a+ b)
2
2
)]
.
(156)
The bound (156) implies
1−Q(a, b) ≤ exp
(
− (a− b)
2
2
)
. (157)
We use (154) and (155) to write
Pr
(
YA ≥
√
Pj +
√
Pj+1
2
)
≤ exp
(
−∆
2
j+1
4
)
. (158)
where ∆j = (
√
Pj −
√
Pj−1)/
√
N . Similarly, we use
inequality (157) to write
Pr
(
YA ≤
√
Pj−1 +
√
Pj
2
)
≤ exp
(
−∆
2
j
4
)
. (159)
Collecting our results, we have
Pe ≤ 1
J
exp(−∆22
4
)
+
J−1∑
j=2
exp
(
−∆
2
j
4
)
+
J−1∑
j=2
exp
(
−∆
2
j+1
4
)
+ exp
(
−∆
2
J
4
)
=
2
J
J∑
j=2
exp
(
−∆
2
j
4
)
. (160)
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APPENDIX D
ORTHOGONALITY OF IMPULSE RESPONSES
We introduce a useful lemma.
Lemma 14: For any complex number B, we have∫ Ts
0
|p(t)|2
Es
eBK(τ)dτ =
{
(eB − 1)/B, if B 6= 0,
1, if B = 0
(161)
where K(·) is defined in (62).
Proof:
• For B = 0, we have∫ Ts
0
|p(t)|2
Es
eBK(τ)dτ =
∫ Ts
0
|p(t)|2
Es
dτ = 1 (162)
where the last equality follows from (16).
• For B 6= 0, we have∫ Ts
0
|p(t)|2
Es
eBK(τ)dτ
(a)
=
1
B
∫ Ts
0
BK ′(τ)eBK(τ)dτ
(b)
=
eBK(Ts) − eBK(0)
B
(c)
=
eB − 1
B
(163)
where (a) follows by applying Leibniz’s theorem for
differentiation of an integral [44, 3.3.7]:
K ′(t) =
1
Es
d
dt
∫ t
0
|p(λ)|2dλ = 1
Es
|p(t)|2; (164)
(b) is obtained through integration by substitution and (c)
holds because K(0) = 0 and K(Ts) = 1.
Next we show that the impulse responses {hf (t)}f∈F1 are
orthogonal (cf. (63)). For f1 6= f2, we have∫ ∞
−∞
hf1(ξ)h
∗
f2(ξ)dξ
(a)
=
∫ ∞
−∞
|p(−ξ)|2 exp(−i2pi(f1 − f2)K(−ξ)) dξ
(b)
=
∫ ∞
−∞
|p(t)|2 exp(−i2pi(f1 − f2)K(t)) dt
(c)
=
∫ Ts
0
|p(t)|2 exp(−i2pi(f1 − f2)K(t)) dt
(d)
= 0 (165)
where (a) follows from K∗(ξ) = K(ξ), (b) follows from the
transformation of variables t = −ξ, (c) holds because p(t) = 0
for t /∈ [0, Ts] and (d) follows from Lemma 14 with B =
−i2pi(f1 − f2) 6= 0.
APPENDIX E
INDEPENDENCE OF FILTER OUTPUTS
We drop the user index and time index for notational
simplicity. We decompose Y into YV and YV where YV =
(Yq : q ∈ V\{V }). Let y = (y˜q : q = 1, . . . , |V|−1) ∈ C|V|−1.
The joint pdf of X , YV and YV is
pX,YV ,YV (x, y, y¯)
= pX(x)
∑
v∈V
pYV ,YV ,V |X(y, y¯, v|x)
= pX(x)
∑
v∈V
pV (v)pZ(y − x)
|V|−1∏
q=1
pZ(y˜q)
= pX(x) pZ(y − x)
|V|−1∏
q=1
pZ(y˜q)
= pX(x) pYV |X(y|x) pYV (y¯). (166)
where pZ(·) is the pdf of Zf for f ∈ V and is given by
pZ(z)
∆
=
1
piN
e−|z|
2/N . (167)
Therefore, we find that X and YV are statistically independent
of YV and
I(X; YV |YV ) = 0. (168)
Hence, we have
I(X; Y) = I(X;YV ) + I(X; YV |YV ) = I(X;YV ). (169)
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