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Abstract
C.H. Bennett, P. G-acs, M. Li, P.M.B. Vit-anyi, and W.H. Zurek have de1ned information
distance between two strings x, y as
d(x; y) = max{K(x|y); K(y|x)};
where K(x|y) is conditional Kolmogorov complexity. It is easy to see that for any string x
and any integer n there is a string y such that d(x; y) = n + O(1). In this paper we prove the
following (stronger) result: for any n and for any string x such that K(x) ≥ 2n + O(1) there
exists a string y such that both K(x|y) and K(y|x) are equal to n + O(1). c© 2002 Elsevier
Science B.V. All rights reserved.
Keywords: Kolmogorov conditional complexity; Information distance
1. Introduction
Conditional Kolmogorov complexity K(x|y) of a binary string x relative to a binary
string y was de1ned in [3] as the length of the shortest program that computes x given
y as input. (For main properties of conditional complexity see [4] where the notation
C(x|y) is used instead of K(x|y) while K(x|y) is reserved for pre1x complexity.)
Assume that a string x and integer n are given. It is easy to 1nd a string y such that
K(y|x) = n + O(1) (most strings of length n have this property). It is also possible
to 1nd y such that K(x|y) = n + O(1), assuming that n ≤ K(x). (Indeed, let xk be
pre1x of x of length k. When k increases, K(x|xk) changes continuously from K(x) to
0; when k increases by 1, the value K(x|xk) changes by O(1). Therefore, for some k
we have K(x|xk) = n+O(1).)
In this paper we prove that one can 1nd y that satis1es both requirements K(x|y) =
n + O(1) and K(y|x) = n + O(1) at the same time (see Theorem 1 for an exact
statement). The proof uses reduction to a certain combinatorial game (similar approach
was used in [1]).
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2. Main theorem
Theorem 1. There exists a constant c such that for any n the following holds: for
any string x such that K(x) ≥ 2n + c there exists a string y such that both K(x|y)
and K(y|x) are between n and n+ c:
n ≤ K(x|y); K(y|x) ≤ n+ c:
Proof. We prove this theorem in two steps. For each n we consider a special game
between two players called Mathematician and Nature and prove that M has a com-
putable winning strategy in this game (Lemma 1 below). Then we derive the statement
of Theorem 1 from the existence of a computable winning strategy.
Description of the game. Let n be a 1xed positive integer. Consider two copies
X and Y of the set N of natural numbers. Elements of X are called left-hand side
vertices and elements of Y are called right-hand side vertices. Both M and N draw
edges between vertices in X and Y during the game. M adds undirected edges (x; y)
connecting some vertex x ∈ X and a vertex y ∈ Y . N adds directed edges 〈x; y〉 (here
x ∈ X , y ∈ Y ) going from left to right as well as directed edges 〈y; x〉 going from
right to left; note that 〈x; y〉 is diFerent from 〈y; x〉. N may add 〈x; y〉 or 〈y; x〉 only if
an undirected edge (x; y) exists.
First move is done by M and is prescribed: M draws all edges (x; x) for all x ∈ N.
Then players make their moves in turn each adding at most one edge (undirected for
M and directed for N). Players are restricted by the following rules:
(1) The out-degree of any vertex in the directed graph (the number of outgoing di-
rected edges) is at most 2n.
(2) The degree of any vertex in the undirected graph (the number of undirected edges
incident to it) is at most 2n+2. (We could use 2n+C here for any C ¿ 2.)
N should obey requirement (1) and M should obey (2), otherwise they lose imme-
diately. If the requirements are not violated, the game is in1nite.
During the game M can also mark some left-hand side vertices. We declare M as
winner if
(3) any vertex x ∈ X is either marked at some stage or there is some y ∈ Y such
that undirected edge (x; y) is drawn by M at some stage and directed edges 〈x; y〉
and 〈y; x〉 never appear;
(4) the number of marked vertices does not exceed 22n+4. (We could replace 4 by
any bigger constant here.)
The game looks strange at 1rst but it reHects the statement of the theorem. Require-
ment (2) guarantees that for any undirected edge (x; y) the complexities K(x|y) and
K(y|x) are bounded by n+O(1). Requirement (1) will be ful1lled because for any x
there are at most 2n vertices y such that K(y|x) ¡ n. Requirement (3) will guarantee
that any x is either marked (and has complexity at most 2n + O(1) because of (4))
or there exists a vertex y connected to x for which K(y|x) and K(x|y) are between n
and n+O(1). (See below for more details.)
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Lemma 1. There exists a computable winning strategy for M in this game (assuming
that M knows n and sees N’s moves).
Before proving Lemma 1 let us explain how it can be used to prove Theorem 1. Let
M use the winning strategy against the following computable strategy: N enumerates
all pairs 〈a; b〉 such that K(b|a) ¡ n and looks at M’s edges. If an undirected edge
(a; b) such that K(a|b) ¡ n [or K(b|a) ¡ n] is found, then N adds a directed edge
〈b; a〉 (respectively, 〈a; b〉). If more than one directed edge should be added, they are
queued and added one by one.
For any string b, the number of strings a such that K(a|b) ¡ n does not exceed the
number of diFerent programs of length less than n which is 2n−1, so N never violates
requirement (1). (Note that for in-degrees the situation is diFerent: some string a may
have small complexity relative to any string b.)
Therefore, requirements (2)–(4) are also true (since M wins). The set Mn of marked
vertices can be eFectively enumerated (when n is given) and contains at most 22n+4
vertices. Therefore, all elements of Mn have complexity at most 2n + O(1). Indeed,
any element of Mn can be encoded by a string of length 2n+4 (according to the order
in which they appear in the enumeration of Mn); note that the length of these strings
determines n and there is no need to encode n separately.
In a similar way, the set C(n; x) of all vertices connected to some vertex x by an
undirected edge can be eFectively enumerated (when n and x are given) and contains
at most 2n+2 vertices, so any vertex y connected to x can be encoded (relative to a
given x) by a string of length n+2. Therefore, for any undirected edge (p; q) we have
K(p|q) ≤ n+O(1) and K(q|p) ≤ n+O(1).
Now, the requirement (3) says that each vertex x is either marked (and then K(x) ≤
2n + O(1)) or there is a vertex y that is connected to x by an undirected edge (so
K(y|x) ≤ n+O(1) and K(x|y) ≤ n+O(1)) but is never connected to x by a directed
edge going in any direction (so K(x|y) ≥ n and K(y|x) ≥ n).
Theorem 1 is proved (modulo Lemma 1).
Proof of the Lemma 1. To describe the winning strategy for M we need some notation.
We say that an undirected edge (x; y) (where x ∈ X; y ∈ Y ) is left-covered if there is
a directed edge 〈x; y〉 going from left to right, and that (x; y) is right-covered if there
is a directed edge 〈y; x〉 going from right to left. Note that an edge may be both left
and right-covered. Both left and right-covered edges are called covered (undirected)
edges; other undirected edges are called uncovered. The winning strategy maintains
some “invariant properties” after M’s move:
(I1) Uncovered edges form a one-to-one correspondence between some subsets X ′ ⊂X
and Y ′ ⊂Y .
Note that at the beginning we have X ′ = X and Y ′ = Y . Since N can cover only
1nite number of edges, the sets X \X ′ and Y \Y ′ are always 1nite and have the same
cardinality. Elements of X \ X ′ and Y \ Y ′ are called free vertices.
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The second invariant property uses the notion of rank. De1ne the rank of a vertex as
the diFerence between the number of incident left and right-covered (undirected) edges.
The rank is de1ned both for vertices in X and Y ; it is easy to see that rank(x) ≤ 2n
for x ∈ X (since the number of outgoing directed edges does not exceed 2n) and that
rank(y) ≥ −2n for y ∈ Y (for similar reason). Now we are ready to formulate the
second property:
(I2) The endpoints of any uncovered edge have equal ranks.
Moreover,
(I3) for each k the number of free left-hand side vertices of rank k equals the number
of free right-hand side vertices of rank k.
Conditions (I2) and (I3) imply that the total number of vertices having rank k is
the same for X and Y .
Before describing the strategy, let us see what happens when N covers some undi-
rected edge (x; y) that was not covered before. (If this edge was covered in another
direction, N’s move does not really change anything.) Both endpoints x and y change
rank in the same manner (it increases or decreases by 1) and still have equal ranks.
Endpoints become free; since they have the same rank, (I3) remains true.
Now we describe the strategy. If N during its move does not draw any edge (or
covers an edge that was already covered in opposite direction), then M does nothing.
Assume that N has covered a previously uncovered edge (x; y). Then M looks for a
free vertex y′ that has the same rank as y has after N’s move and is not connected to
x with an undirected edge. If such y′ exists, then M draws an undirected edge (x; y′).
Since x and y′ have the same rank, conditions (I2) and (I3) remain true after M’s
move. If there is no y′ with required properties, M marks x.
Why does this strategy win? Recall that rank(x) ≤ 2n for all x ∈ X and rank(y) ≥
−2n for all y ∈ Y . Therefore, (I2) and (I3) imply that all ranks are between −2n and
2n. So the number of incoming directed edges (for any vertex) is bounded by 2 · 2n
and for any vertex x the total number of incident covered undirected edges is at most
2n + 2 · 2n = 3 · 2n (2n for outgoing and 2 · 2n for incoming directed edges).
Let us prove that for any k the number of free vertices of rank k in Y (and therefore
in X ) does not exceed 3 · 2n: if it reaches 3 · 2n, it cannot increase further. Indeed, if a
new free vertex y ∈ Y of rank k appears after N has covered an edge (x; y), then M
can 1nd y′ at the next move (since only 3 ·2n vertices of rank k may be connected to x
by an undirected edge and there are 3 ·2n+1 free vertices of rank k in Y (including y).
Therefore, the total number of free vertices is bounded by
(2 · 2n + 1)(3 · 2n) ¡ 22n+4;
because there are at most 2 · 2n + 1 possible values of rank and at most 3 · 2n free
vertices of each rank. Therefore, at most 22n+4 vertices are marked (marked vertices
remain free forever) and condition (4) is ful1lled. It is also easy to see that (3) is true:
if some vertex x ∈ X is never marked, then some undirected edge (x; y) will appear
and remain uncovered forever (because the edge that is covered once cannot reappear
again and the total number of edges incident to x is limited).
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Lemma 1 is proved.
Remark 1. The proof becomes a bit simpler if rank(v) is de1ned as the pair (the num-
ber of left-covered outgoing edges and the number of right-covered outgoing edges).
But this approach gives a weaker bound and works only if K(x) ≥ 3n + c instead of
K(x) ≥ 2n+ c.
Remark 2. Our results do not cover the case when n ≤ K(x) ≤ 2n. The only thing we
can do for that case is to apply a simple general construction that gives y such that
K(y|x) = n+O(logK(x)) and K(x|y) = n+O(logK(x)). Here it is: Take the shortest
program that produces x (and has length K(x)) and replace n last bits of this program
by a random (and independent of x) string of length n.
Combining this remark with Theorem 1, we see that for any n and for any string
x such that K(x) ≥ n one can 1nd a string y such that K(y|x) = n + O(log n) and
K(x|y) = n + O(log n). Indeed, if K(x) is between n and 2n, then O(log K(x)) is
O(log n), otherwise Theorem 1 gives even a stronger O(1)-bound.
Remark 3. There is another more general question. Let x be a string and let m; n be
two integers such that K(x) ≥ n. We want to 1nd a string y such that
K(x|y) ≈ n; K(y|x) ≈ m:
Here the following is known:
(1) If n ≤ m, one can 1nd y such that K(x|y) = n + O(log m), K(y|x) = m +
O(log m). This is an easy consequence of Remark 2: take y such that K(x|y) ≈
K(y|x) ≈ n (up to O(log n) and add m− n random bits to y.
(2) Andrei A. Muchnik has proved that this result is not valid for the case n ¿ m.
He proved (personal communication) that for each k one can 1nd in1nitely many
strings x (may be very long compared to k) with the following property: K(x) ¿ 3k
and for any string y such that K(y|x) ¡ k we have either K(y) ¡ k + O(1) or
K(x|y) ¡ k + O(1). Informally speaking, x is an “indivisible” piece of information;
any part of it is either trivial or contains all x. For such x one cannot 1nd y such that
(say) K(y|x) ≈ k=2 and K(x|y) ≈ 2k.
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