In this paper, a novel non-reference objective quality metric for night vision image fusion is presented. The metric extracts visual salient regions of the source images based on the mechanism of human visual attention, calculates the visual saliency weights with consideration of the physical characteristics of the input images, and evaluates the quality of the fused image with a visual saliency weighted structural similarity. Experimental results show that the proposed approach is consistent with human visual inspection better than recent state of the art image fusion evaluation methods, and can be used to assess the fusion schemes that are not performed at the same level.
Introduction
Multi-sensor image fusion is the process of combining images obtained from multiple imaging modalities of the same scene into a single composite image that is more informative for human visual perception or further processing. Since image fusion is usually a preparative processing for another task, its effectiveness is vitally important in accomplishing subsequent operation. For multi-sensor image fusion, objective evaluation of the fused image quality is of great interest and of great difficulty. With the reference or ground-truth image is available or not, recent state of the art image fusion evaluation methods can be divided into two categories. Since it is very difficult or unrealistic to obtain the ground-truth image in most real world applications, non-reference assessment technique has attracted increasing attention, and several objective nonreference image fusion metrics have been proposed. Such as the metric presented by Xydeas and Petrović [1] evaluates the fusion performance by calculating the relative amount of edge information transferred from the input images to the composite image, the mutual information 4862 Science 10:15 (2013) [4861] [4862] [4863] [4864] [4865] [4866] [4867] [4868] proposed by Qu et al. [2] assesses the quality of the fused image by measuring the amount of information that the fused image obtained from the source images. Recent years, metrics based on structural similarity (SSIM) proposed by Wang et al. [3] are of the most popular and have attracted much attention [4, 5, 6] . However, most existing SSIM-based metrics are done on pixels or sliding windows. This is contrary to the mechanism of human visual attention, which is known to be more sensitive to visually salient regions [7] . And image fusion experiments have shown that the performance of image fusion or quality evaluation can be improved effectively with consideration of the region information [8, 9, 10] . Since images obtained from different imaging modalities generally have different physical characteristics, and the saliency features preferred by human end-users usually vary with different image fusion task, the best image fusion metric should be task-specified. However, although some metrics had taken the visual perception into account to extract the regions of interest when assessing the performance of image fusion algorithms [11, 12] , they fail to reflect the special requirements of different image fusion applications well.
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With above observations, this paper proposed a novel objective quality evaluation metric for night vision image fusion. The measure takes the mechanism of human visual attention and the requirements of fusion task into account to estimate the regional saliency weights for SSIM. Thus, the results of the proposed metric are more consistent with human visual inspection.
The work is organized as follows. The structural similarity metric proposed by Wang et al. is presented in Sec. 2. In Sec. 3, we introduce a new quality metric based on visual attention and SSIM for fused images. The process of evaluation includes salient region extraction, regional saliency weights definition, similarity calculation, and so on. A discussion on the experiments and results is given in Sec. 4. The conclusions are drawn and concluding remarks are presented in Sec. 5.
The Structural Similarity Metric by Wang et al.
Given reference image signal X and the test image signal Y , the structural similarity (SSIM) metric proposed by Wang et al. [3] is defined as
where C 1 , C 2 and C 3 = C 2 /2 are small constants included to avoid instability when the denominators in Eq. (1) are very close to zero. x and y are the mean intensity of image X and Y respectively, σ x and σ y are their standard deviation, and σ xy is the covariance of X and Y .
Considering image statistical features are usually spatially inconsistent, the image distortions may also be space-variant, and human observer can perceive only one local area with high resolution at one time instance, the metric estimates the local SSIM between X and Y with a sliding window approach, and draws the overall image quality by averaging all the local SSIMs
where X and Y are the reference and the test images respectively; M is the number of local windows of the image; x j and y j are the image contents at the jth local window.
With sliding windows, the MSSIM can reflect the local structural instability to some extent. However, the shapes of meaningful regions in real world image are usually irregular, and the rough fixed size window may divide the content-related image region into isolated parts. Besides, human vision generally does not have the same visual sensitivity for every region in an image, it is necessary to treat them differently according to their visual saliency.
The Proposed Image Fusion Quality Metric
The basic idea of the metric is inspired by the mechanism of human visual attention. Attention selection is a very important property in human visual system, and human vision usually pay more attention to those visual salient regions and less attention to other regions of the image, obviously, the two types regions should be treated differently in image fusion quality evaluation. With this knowledge, our method includes following procedures: the visual saliency maps of the source images are first extracted with several visual saliency features based on Itti's visual attention model [13] , then the regional saliency weights are calculated according to the requirements of night vision image fusion task and the physical characteristics of the input images, and the global quality value is measured by visual saliency weighted structural similarity at last. We describe each step in detail in following subsections.
Obtain the Saliency Maps of the Input Images
Given input images A and B, their saliency maps are extracted as follows (see Fig. 1 (1) Obtain the feature saliency maps. Generate the three feature distributions corresponding to contrast, luminance and orientation for each input image with a linear filter as introduced in [13] , and produce three corresponding binary feature saliency maps with a histogram entropy thresholding method [14] .
(2) Extract the preliminary visual saliency map. Since human visual system generally distinguish the salient object in the image with multiple visual features, a region is defined as a visual salient region only if it is salient in all of the three feature maps. Then we have the two preliminary visual saliency maps, M apA for input A, and M apB for input B. 
Definition of Saliency Weights
For night vision image fusion, the salient objects in the thermal image usually show high energy characteristics, and the salient regions in the visible image usually contain much spectral details. Based on this knowledge and the saliency maps obtained by Sec. 3.1, let A is the infrared source image, B is the visible source image, then for every position i in the fused image F , the saliency weight can be determined by following rules:
(1) SmapA(i)=1, it means position i belongs to a visual salient region of source image A, that is, the object at i is a thermal object, and the fused image in that region should be taken from image A. Since thermal objects are generally inseparable and have significantly higher energy than surroundings, so the ratio of the regional energy of the fused image F to that of the source image A is used as the saliency weight at position i; (2) SmapB(i)=1, it indicates that position i belongs to a salient region of input image B, the corresponding region in B has more details than A, and the fused image in that region should be taken from input image B. Since the spatial frequency reflects the activity of spectral information, the ratio of the spatial frequency of the fused image F to that of the source image B is used as the saliency weight at position i; (3) Otherwise, i is not a salient point. Due to neither of the input images has distinguished salient information, the best fused image should contain as more useful information in image A and B as possible, and the saliency weight at position i is decided by local variances of both source images.
The above rules can be formulated as: 
The Proposed Quality Metric
In this subsection, a new image fusion performance evaluation metric based on Visual Saliency Weighted SSIM (VSWSSIM) is presented. Given the thermal source image A, visible source image B and the fused image F , the metric is calculated as follows ( (3) Obtain the quality value. Given the SSIM maps and the saliency weight map, the visual saliency weighted SSIM between the fused image and source images at position i is denoted as:
The global quality of the fused image is measured by averaging all the values over the whole image:
where M is the number of pixels in the image, and the greater the value of V SW SSIM is, the higher quality of the fused image is.
Results of Experiments and Analysis
To test the validity of the proposed approach, two sets of experiments are carried out in this section. The fused images are obtained by using the average method (AVE), Discrete Wavelet fusion algorithm (DWT), Laplace Pyramid fusion algorithm (LP) and Ratio Pyramid fusion algorithm (RP). To demonstrate the benefits of VSWSSIM, we also employ several classic image fusion quality metrics for comparison. They are: MI [2] , Xydeas and Petrović's objective metric (EP ) [1] and Piella's fusion quality index (Q) [4] . We also employ Petrović's subjective evaluation method [15] and average the ranking results of twelve subjects as a reference. The larger MI, EP , Q and Petrović's result is, the better fusion quality is. The order labels are given according to the values of the evaluation criteria.
In the first experiment, 18 sets of infrared and visible images of the 'UN camp' image sequence provided by TNO Human Research Institute are used as input images. One set of the input images are presented in Fig. 3 . The evaluation results of the proposed VSWSSIM and the reference indices are illustrated in Table 1 and the results for all the 18 image sets are shown in Fig. 4 .
By observing the fused images of Fig. 3 and the fusion quality evaluation results in Table 1 and Fig. 4 , we can see that only EP and the proposed VSWSSIM give the consistent evaluation results for the four fusion schemes with the subjective ranking result. MI mistakes the average method as the best, which are inconsistent with subjective perception. Q also fails to compare the performance of the average method and the two multiresolution fusion schemes DWT and RP. The experiment results show that our proposed method agrees with the subjective visual comparisons well.
Limited by the imaging environment condition, the night vision images are quite likely to be contaminated by noise. In the second experiment, with Fig. 3 as the original input images, we consider the effect of the quality reduction on the evaluation performance by adding Gaussian white noise with a variance 0.05 to the original images. The fused images are shown in Fig. 5 and the evaluation results of the metrics are listed in Table 2 . From Fig. 5 , we can see the fused images are spoiled greatly when the input images are contaminated by noise. The subjective ranking results for the four fusion schemes are: z, y, x and {. By comparing the evaluation values in Table 2 and Table 1 , we can see only VSWSSIM gives the correct evaluation order for the four fusion methods. MI gives higher scores for noisy fused images in Fig. 5 than Fig. 3 , Q mistakes the average method as the best, and EP does not compare Fig. 5 (a) and 5 (d) correctly.
According to above experimental results, we can see the proposed metric VSWSSIM has the ability of correctly evaluating, is an effective evaluation metric for night vision image fusion. 
Conclusions
In this paper, we proposed a new quality metric for night vision image fusion based on the mechanism of human visual attention. Considering the special requirements of different image fusion tasks and the characteristics of different imaging modalities, the metric weights the structural similarity between the fused image and the source images by visual saliency, takes the fusion image quality measured from pixels to regions. Experimental results show that the proposed metric meets the human perception well and gives good results when measuring fusion schemes that are not performed at the same level.
