The closed neighborhood conflict-free chromatic number of a graph G, denoted by χCN (G), is the minimum number of colors required to color the vertices of G such that for every vertex, there is a color that appears exactly once in its closed neighborhood. Pach and Tardos [Combin. Probab. Comput. 2009] showed that χCN (G) = O(log 2+ε ∆), for any ε > 0, where ∆ is the maximum degree. In [Combin. Probab. Comput. 2014], Glebov, Szabó and Tardos showed existence of graphs G with χCN (G) = Ω(log 2 ∆). In this paper, we bridge the gap between the two bounds by showing that χCN (G) = O(log 2 ∆).
Conflict-free coloring of graphs was introduced in 2002 [2] motivated by problems arising from situations in wireless communication. Over the past two decades, conflict-free coloring has been extensively studied [5] . On graphs, the two variants that have been studied are conflict-free coloring on closed neighborhoods and conflict free coloring on open neighborhoods. Given a graph G, for
Definition 1 (Closed neighborhood conflict-free chromatic number). Given a graph G = (V, E), a conflict-free coloring on closed neighborhoods (CFCN coloring) is an assignment of colors C : V (G) → {1, 2, . . . , k} such that for every v ∈ V (G), there exists an i ∈ {1, 2, . . . , k} such that |N [v] ∩ C −1 (i)| = 1. The smallest k required for such a coloring is called the CFCN chromatic number of G, denoted χ CN (G). [4] showed that for a graph with maximum degree ∆, the CFCN chromatic number χ CN (G) = O(log 2+ε ∆) for any ε > 0. We improve this bound and show the following.
Pach and Tardos
In 2014, Glebov, Szabó and Tardos [3] showed the existence of graphs G on n vertices such that χ CN (G) = Ω(log 2 n). Since ∆ < n, our bound in Theorem 1 is tight up to constants.
Before we proceed to the proof, we explain some notations. The chromatic number of a graph G, denoted χ(G), is the fewest number of colors required for a proper coloring of G. All logarithms we consider here are to the base 2. Below we state the Local Lemma due to Erdős and Lovász [1] that will be used in the proof of Theorem 1.
Theorem 2 (The Local Lemma, [1] ). Let A 1 , . . . , A n be events in an arbitrary probability space. Suppose that each event A i is mutually independent of a set of all the other events A j but at most d, and that P r
. Any proper coloring is also a CFCN coloring. So, for the rest of the proof, assume χ(G) > t. Since ∆ + 1 ≥ χ(G), this implies that we can assume ∆ > 2 12 for the rest of the proof. Consider a proper coloring of G that uses χ(G) colors. Let V 1 , V 2 , . . . , V χ(G) be the color classes induced by this coloring. We modify the sets V i as follows:
Modification of the color classes: Starting from V 2 , for each 2 ≤ i ≤ χ(G), we consider all the vertices v ∈ V i . If for any 1 ≤ j < i, we have N (v) ∩ V j = ∅, then we move v from V i to V j . If there are multiple such j, we choose j (and V j ) to be the smallest j such that N (v) ∩ V j = ∅. This is repeated for all 2 ≤ i ≤ χ(G), and for all v ∈ V i . After the above process is completed, if v ∈ V i and j < i, then we have N (v) ∩ V j = ∅. Now we explain a randomized process of coloring V (G). We use at most 2t + 1 colors, and will show that G gets CFCN colored with probability strictly greater than 0. For 1 ≤ i ≤ t, we color all the vertices of V i with color i. All the vertices in ∪
the color of v is different from the color of all its neighbors. However, the vertices in ∪ χ(G) i=t+1 V i may not have a uniquely colored neighbor.
For each 1 ≤ i ≤ t, we do the following: We pick ℓ i independently, and uniformly at random from the set {0, 1, 2, . . . , ⌊log ∆⌋}. Now for each v ∈ V i , we independently recolor v to color i ′ with probability 1/2 ℓi . Note that for all vertices v ∈ ∪ t i=1 V i , v continues to be colored differently from all its neighbors. Let us focus on the vertices in ∪
Because of the modification of the color classes, w has at least one neighbor in each of V 1 , V 2 , . . . , V t . Let w have r ≥ 1 neighbors in V i , for some 1 ≤ i ≤ t. For 1 ≤ i ≤ t, let E i be the event that w has exactly one neighbor colored i ′ . We have
It can be checked that the above is at least 1/(3e 2 ) for all values of r. When 1 ≤ r ≤ 4, this can be verified manually. When 5 ≤ r ≤ ∆, we get that Pr[E i | ℓ i = ⌊log r⌋] ≥ 1 − 2 r r−1 ≥ e −2 (1 − 4/r)/(1 − 2/r) ≥ 1/(3e 2 ). The second inequality follows since (1 + x/r) r ≥ e x (1 − x 2 /r) (when r > 1, |x| ≤ r). Thus Pr[E i ] ≥ Pr[E i | ℓ i = ⌊log r⌋] · Pr[ℓ i = ⌊log r⌋] ≥ 1/((log ∆ + 1)3e 2 ).
Let A be the bad event defined as A := ∧ t i=1 E i . We have Pr[A] ≤ 1 − 1 (log ∆ + 1)3e 2 t ≤ e −t/((log ∆+1)3e 2 ) = e − 5 3 log ∆ ≤ ∆ −2.4 .
