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Clustering analysis has been considered as useful means for identifying 
patterns of dataset. The aim for this analysis is to decide what is the most suitable 
algorithm to be used when dealings with new scatter data. In this analysis, two 
important clustering algorithms namely fuzzy c-means and k-means clustering 
algorithms are compared. These algorithms are applied to synthetic data 2-
dimensional dataset. The numbers of data points as well as the number of clusters are 
determined, with that the behavior patterns of both the algorithm are analyzed. 
Quality of clustering is based on lowest distance and highest membership similarity 
between the points and the centre cluster in one cluster, known as inter-class cluster 
similarity. Fuzzy c-means and k-means clustering are compared based on the inter-
class cluster similarity by obtaining the minimum value of summation of distance. 
Additionally, in fuzzy c-means algorithm, most researchers fix weighting exponent 
(m) to a conventional value of 2 which might not be the appropriate for all 
applications.  In order to find m, also called as fuzziness coefficient, optimal in fuzzy 
















Analisis kluster telah dianggap sebagai cara yang berguna untuk mengenal 
pasti corak dataset. Tujuan untuk analisis ini adalah untuk menentukan apakah 
algoritma yang paling sesuai untuk digunakan apabila berurusan dengan data baru. 
Dalam analisis ini, dua kluster penting iaitu algoritma fuzzy c-means dan k-means 
kluster dibandingkan. Algoritma ini digunakan menggunakan sintetik dataset 2-
dimensi. Bilangan data serta bilangan kluster ditentukan, dengan pola tingkah laku 
kedua-dua algoritma dianalisis. Kesahihan kluster adalah berdasarkan jarak paling 
rendah dan persamaan keahlian tertinggi di antara mata dan kelompok pusat dalam 
satu kelompok, yang dikenali sebagai persamaan kelompok antara kelas. Fuzzy c-
means dan k-means kluster dibandingkan berdasarkan persamaan antara kluster kelas 
dengan mendapatkan nilai minimum penjumlahan jarak. Selain itu, dalam fuzzy c-
means algoritma, kebanyakan penyelidik menetapkan eksponen pemberat (m) kepada 
nilai konvensional 2 yang tidak mungkin sesuai untuk semua aplikasi. Dalam usaha 
untuk mencari m, juga dikenali sebagai pekali kekaburan, optimum dalam fuzzy c-
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1.1 Project background 
 
The project analysis is about to do the comparative study of fuzzy c-means 
and k-means clustering techniques. There are many clustering methods but for this 
analysis it only concentrate on differentiate between hard clustering and soft 
clustering or also called as fuzzy clustering versus non-fuzzy clustering. The analysis 
consists a part of analyze the process of constructing clustering results. The 
experimental of clustering techniques algorithm process is doing using a clustering 
dataset. Then the results for each clustering techniques algorithm process is analyze. 
From there, the comparison study between fuzzy c-means and k-means using intra 
class similarity measurement are doing. The analysis is about to show a good cluster 
is based on distance. The small value total of summation show the relationship 
between the inter-class cluster similarities measurement of the method is good. The 
distances of clusters between the two methods are compared using the same dataset. 
The analysis continues by finding m, fuzziness coefficient, optimal in fuzzy c-
means. This is depends on particular dataset and the minimal reconstruction error to 
get the optimal one. It is based on to get the reconstruction error. The minimal error 
gives the optimal value for m. This analysis is about to develop two clustering 






1.2  Problems statements 
 
The problem statement for this analysis is to decide what is the most suitable 
algorithm to be used when dealings with new scatter data using both two methods 
clustering fuzzy c-means and k-means. Internal criterion for the quality of a 
clustering is based on lowest distance and highest membership similarity between 
the points and the centre cluster in one cluster, known as inter-class cluster 
similarity. Fuzzy c-means and k-means clustering are compared based on the inter-
class cluster similarity by obtaining the minimum value of summation of distance. 
Additionally, in fuzzy c-means algorithm, most researchers fix weighting exponent, 
m to a conventional value of 2 which might not be the appropriate for all 




1.3     Objectives 
 
The study analysis embarks on the following objectives: 
• To develop clustering methods namely fuzzy c-means algorithm using Matlab. 
• To analyze the process of constructing clustering results. 
• To do comparison study between fuzzy c-means and k-means using inter-class 
similarity measurement. 
• To find m, fuzziness coefficient, optimal in fuzzy c-means based on particular 












1.4     Scope 
 
 Analysis of comparison study between hard clustering and soft clustering is to 
do comparison study between fuzzy c-means and k-means using inter-class 
similarity measurement and to give the alternative of user to change m variable for 
fuzzy c-means in clustering. The method is parameterized with the number of 





1.5     Project significance 
 
 This analysis will give understanding different between hard clustering and 
soft clustering. Besides, this analysis will benefit user which is user have an 





1.6     Expected output 
 
 This analysis will prove the different between hard clustering and soft 
clustering. The user can get better understanding how differentiate between fuzzy c-
means and k-means. Besides, user can find of m variable optimal in fuzzy c-means 




1.7       Conclusion 
 
The aim of this analysis is to get better understanding of clustering 
techniques algorithm works based on particular dataset and the different of hard 















2.1     Introduction 
 
 The literature review is to concentrate on facts and finding of clustering 
analysis, fuzzy c-means clustering and k-means clustering nowadays. It will include 
the theoretical and methodological contributions of those clustering methods. 




2.2 Facts and findings 
 
Clustering is a technique for finding similarity groups in data, called as 
clusters. Cluster analysis groups data into clusters based on the similarity among 
data. The goal is the data within a group is similar to one another and different from 
the one another data in other groups. A good clustering method will produce clusters 
with a high intra-class similarity and low inter-class similarity. The figure is to show 
how the data are divides based on similarity in different clusters. Figure 2.1(a), 
shows the same twenty objects in original points and three different ways of dividing 
them into clusters. The same shapes of the markers show the cluster membership. 







(a) Original points   (b) Two clusters 
 
   
 
(c) Four clusters   (d) Six clusters 
 
Figure 2.1 Different ways of cluster the same set of objects. 
 
Cluster analysis is referred as unsupervised learning task as no class values 
denoting an a priori grouping of the data instances are given. Various types of 
clustering which is hierarchical clustering, partitioning clustering, exclusive 
clustering, overlapping clustering, and fuzzy clustering. There are many different 
types of clusters in world of clustering. One of them is a well separated. It shows 
based on the distance between any two objects in different clusters is larger than the 
distance between any two objects within a cluster. Well separated clusters are not to 
be globular and can have any shape. The second one is graph based. It based on the 
nodes are points and the links represents connection among points so a cluster can be 
defined as a connected components. Next, type of clusters is density based. It was 
called as density because it was adding by noise to the data and the data is 
surrounding by a region of low density.  
 
Fuzzy c-means algorithm is about to minimizing the objective function (4-1). 
This is based on assigned the membership degree to each data point in every each 
cluster. The minimizing the objective function means the membership 
degree/function for fuzzy c-means is basis on the distance of cluster center and the 
every each data point. The nearest data point to the cluster center means have a high 
membership degree according to the particular cluster center. Every summation of 
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membership degree/function of each data point in one cluster is must be equal to 
one. Every each iteration for membership (4-2) and cluster centers (4-3) are updated.  
The advantages when using fuzzy c-means is this algorithm will give a best result for 
overlapping data, complex data, incomplete data, and noisy data. This method is 
comparatively better rather than k-means algorithm. By using fuzzy c-means 
knowledge of the membership function, the dataset that the incomplete, complex and 
have a noise can be solved by the fuzzy value of membership function. The degree 
of these membership functions will give exactly knowledge belonging to which 
cluster center. Based on the dataset that hard to get the visualization such as the 
dataset 3-dimensional and so on, the knowledge of these membership functions also 
can help to solve the problem. This membership function can give the knowledge of 
certain dataset. On the other hand, k-means algorithm assign that every data point 
must exactly belong to one cluster center. Where for fuzzy c-means for every data 
point is assigned a membership to each cluster center of which data point may 
belong to more than one cluster center. Fuzzy c-means also is suitable for handling 
the issues for instability of patterns of dataset. The disadvantages when working with 
fuzzy c-means is the number of clusters based on apriori specification. Next, by 
minimizing or to get the lower value of objective function, it will give the better 
result but need more number of iteration.  The default distance used is Euclidean 
distance measures is not equally fundamental factors.  
 
Clustering algorithms can be used for fuzzy models to do a classification. 
(Almeida, 2006). It was compared fuzzy clustering algorithms based on the 
computational efficiency and accuracy of fuzzy classification problems. The models 
were tested on datasets: wine, iris dataset, breast cancer. Clustering is one of the 
methods used for image segmentation. Hard clustering and soft clustering is used to 
compare the various colours. The techniques are compared in segmentation of colour 
images. K-means clustering produces higher accuracy and requires less computation. 
Fuzzy c-means clustering produces close results to hard clustering, and requires 
more computation time than k-means because of the fuzzy measures calculations 





The fuzzy c-means (FCM) clustering is commonly used for fuzzy clustering 
(Bezdek, 1984). The performance of fuzzy c-means clustering is depends on the 
selection of the initial cluster centre and the initial membership value. FCM is a 
method that always used in pattern recognition. It can give a good result of 
modelling in many wide area researches. In FCM algorithm most researchers (Alata, 
2008) find optimal 𝑚𝑚, fuzziness coefficient, because of 2 are typical used and may 
be not appropriate used for certain applications. Based FCM clustering algorithm, it 
need the optimal number of clusters by optimize the parameters of the clustering 
algorithm by iteration search approach and then to find 𝑚𝑚, fuzziness coefficient, for 
the FCM algorithm. In order to get an optimal number of clusters, the iterative 
search approach is used to find the optimal single output Sugeno type fuzzy 
inference system (FIS) model to optimizing the algorithm parameters that give 
minimum error using the real data and Sugeno fuzzy model.  
 
K-means clustering algorithm is unsupervised learning that can solve the 
well-known or well-separated clustering problem. By easy way to classify a 
particular dataset by a number of clusters fixed apriori. The main thing in k-means is 
to define a cluster center for each cluster. These centers should be placed as much 
possible far away to each other, known as intra-class cluster. Each point in dataset 
will be assigning to the nearest cluster center. After assigned for every each data 
point, so the first prototype is done. Next, repeat the step for calculate a new centroid 
(center) of the cluster. After the new centroid has been updated, a new membership/ 
distance between data point and the cluster center also is updated. By the results, it 
shown that the centroid will update until the distance between data point and cluster 
center and also the center is no longer move and there is no more change happens. 
K-means algorithm is also about to minimizing the objective function known as 
squared error function. The advantages by using k-means are this algorithm is fast, 
robust and easier to understand depends on the dataset and the problems of dataset 
used. This algorithm will give the best result when data set is distinct or the centroids 
(centre of cluster) are well separated and far from each other. Meanwhile the 
disadvantage by using k-means is the learning algorithm (unsupervised learning) 
requires number of cluster centres based on the apriori specification. In k-means 
algorithm, every data point is exclusively belonging to one centre cluster only. So, if 
there are two data that is overlapped to each other, k-means is not being able to 
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resolve this and also fails with categorical data and non-linear data. K-means also 
fails to handle the noisy data like a fuzzy c-means and also not sensitive to the 
outlier and the dataset have a case such as data at borderline. In k-means, by 
randomly choosing of the cluster centre cannot give a fruitful result. As stated 
before, k-means is based on apriori specification of number of cluster centre.  
 
In common, the internal criteria for a quality of clustering is by obtaining the 
goal to get a high intra-class cluster similarity (data point within a cluster are similar) 
and low inter-class cluster similarity (data point from different clusters are not 
similar). But the lower score of the distance for these both intra-class cluster and 
inter-class cluster is not necessary used as good knowledge in an application. In this 
analysis for fuzzy c-means and k-means, the summation distance between data point 
with cluster centre in one cluster concentrate on inter-class cluster are compared. The 
good score is based on minimum value of summation for these both two methods. 
The dataset have a good score for inter-class cluster showed the between data point 
and cluster centre in particular dataset is suitable with the methods used whether 
fuzzy c-means or k-means clustering algorithm.  
 
Fuzzy c-means algorithm are about to use evolutionary computation or bio-
inspired method to find the optimal number of clusters and exponent weight 
automatically. The results are by these two methods are presented genetic algorithm 
(GA) and particle swarm optimization (PSO) and a comparison the two methods to 
see if one of the methods is better than the other. As the results, shows that both GA 
and PSO algorithm are competent for optimization of FCM because it is not visible 
significant differences between the optimization methods are used in the results 
presented, and method PSO is faster than GA (Castillo, 2012). K-means is a widely 
used partition clustering method. While there are considerable research efforts to 
characterize the key features of K-means clustering, further investigation is needed 
to reveal whether the optimal number of clusters can be found on the run based on 
the cluster quality measure. (Shafeeq, 2012).   
 
Much researcher use 2 as default for m, fuzziness coefficient or exponent for 
matrix U in fuzzy c-means clustering. The research shows that value 2 is not optimal 
for all kind of research in many area of clustering analysis. It must be depends on the 
