We consider the nonlinear Schrödinger equation on the half-line with a given Dirichlet (Neumann) boundary datum which for large t tends to the periodic function g b 0 (t) (g b 1 (t)). Assuming that the unknown Neumann (Dirichlet) boundary value tends for large t to a periodic function g b 1 (t) (g b 0 (t)), we derive an easily verifiable condition that the functions g b 1 (t) and g b 0 (t) must satisfy. Furthermore, we propose two different methods, one based on the formulation of a Riemann-Hilbert problem and the other based on a perturbative approach, for constructing g b 1 (t) (g b 0 (t)) in terms of g b 0 (t) (g b 1 (t)).
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Introduction
A new method for analysing boundary-value problems for linear and integrable nonlinear PDEs was introduced in [1, 2] (see also [3] [4] [5] ) and developed by many authors. For the implementation of this method to integrable nonlinear evolution PDEs, see for example [6] [7] [8] [9] [10] [11] [12] ; reviews for the implementation to linear and to integrable nonlinear PDEs are given in [13, 14] and [15, 16] , respectively. For integrable nonlinear PDEs this method, which is usually referred to as the unified transform or the Fokas method, yields novel integral representations formulated in the complex k-plane (the Fourier plane). These representations are similar to the integral representations for the linearized versions of these nonlinear PDEs, but also contain the entries of a certain matrix-valued function, which is the solution of a matrix RiemannHilbert (RH) problem. The main advantage of the new method is the fact that this RH problem involves a jump matrix with explicit (x, t)-dependence, uniquely defined in terms of four scalar functions called spectral functions and denoted by {a(k), b(k), A(k), B(k)}. The functions a(k) and b(k) are defined in terms of the initial datum u 0 (x) = u(x, 0) via a system of linear Volterra integral equations. The functions A(k) and B(k) are also defined via a system of linear Volterra integral equations, but these integral equations involve all boundary values. For example, for the nonlinear Schrödinger (NLS) equation formulated on the half-line, A(k) and B(k) are defined in terms of the functions {u(0, t), u x (0, t)}. However, some of these boundary values are unknown. For example, for the Dirichlet problem of the NLS, the Neumann boundary value u x (0, t) is unknown. It turns out that this problem can be addressed by employing the so-called global relation, which is a simple algebraic equation that couples the spectral functions. Actually, by employing this relation, for a particular class of boundary conditions called linearizable, it is possible to solve the problem on the half-line as effectively as the analogous problem on the full line. Indeed, for linearizable boundary conditions, by using the global relation, it is possible to determine the functions A(k) and B(k) directly, without the need of determining the unknown boundary values first. It should be emphasized that this is true for linearizable boundary conditions of PDEs involving a third-order partial x-derivative, such as the Korteweg-de Vries (KdV) equation, for which the alternative approach of mapping the half-line problem to a problem on the line apparently fails.
For nonlinearizable boundary conditions, the complete solution of a boundary-value problem on the half-line requires the determination of the unknown boundary values, i.e. it requires the characterization of the Dirichlet to Neumann map. This problem was recently analysed in [7, 8] using two different formulations, both of which are based on the analysis of the global relation: the formulation in [7] is based on the eigenfunctions involved in the definition of {A(k), B(k)} (see also [17, 18] ), whereas the formulation in [8] is based on an extension of the Gelfand-LevitanMarchenko approach first introduced in [18, 19] .
It must be emphasized that for nonlinearizable boundary conditions which decay for large t, by using the crucial feature of the new method that it yields RH problems with explicit (x, t)-dependence, it is possible to obtain useful asymptotic information about the solution without characterizing the spectral functions {A(k), B(k)} in terms of the given initial and boundary conditions. This can be achieved by employing the Deift-Zhou method [20] for the long-time asymptotics [21] [22] [23] [24] and the Deift-Zhou-Venakides method [25, 26] for the zero-dispersion limit [27, 28] .
For the physically significant case of boundary conditions which are periodic in t, it is not possible to obtain the rigorous form of the long-time asymptotics of the solution, without first characterizing the Dirichlet to Neumann map, at least as t → ∞. Pioneering results in this direction have been obtained for the NLS equation in the quarter plane
in a series of papers by Boutet de Monvel et al. [29] [30] [31] [32] for the particular case that the given Dirichlet datum consists of a single periodic exponential:
In particular, it was shown in [31] that for the focusing (i.e. λ = −1) NLS there exists a solution u which satisfies (1.2) as well as the asymptotic condition Equations (1.4) show that for ω in the range (−6α 2 , α 2 ), the asymptotics of u x (0, t) for a solution satisfying (1.2) is not of the simple form ce iωt . It has been conjectured based on numerical simulations that instead of single exponentials, finite-genus type theta functions arise in this regime, see [32] . The Dirichlet datum (1.2) is complex-valued, thus it cannot be used for the KdV and modified KdV (mKdV) equations in real situations. Results valid for Dirichlet data more general than (1.2), including the case of the real-valued Dirichlet datum u(0, t) = α sin t, α ∈ R, t > 0, (1.5) can be obtained using the perturbative approach introduced in [8] . In particular, it was shown in [8] for the NLS, and in [33, 34] for the mKdV and sine-Gordon equations, that if u(0, t) is given by the right-hand side of (1.5), then the function u x (0, t) for the NLS and the sine-Gordon and the functions {u x (0, t), u xx (0, t)} for the mKdV, respectively, can be computed explicitly at least up to and including terms of O(α 3 ), and furthermore the above functions become periodic as t → ∞. Unfortunately, the perturbative approach of [8] is quite cumbersome and it is practically impossible to go beyond terms of O(α 3 ).
Here we consider the NLS equation (1.1) on the half-line and denote by u 0 (x) and g 0 (t) the given initial datum and the given Dirichlet boundary datum; we also denote by g 1 (t) the unknown Neumann boundary value:
Furthermore, we assume that g 0 (t) and g 1 (t) are asymptotically periodic as t → ∞, namely, 8) where g b 0 (t) and g b 1 (t) are given periodic function of period τ > 0. Boutet de Monvel and co-workers, starting with the particular functions 9) introduced an ingenious construction involving three steps: in step 1, they introduced an associated background eigenfunction ψ b (t, k) which they were able to compute explicitly. In step 2, they were able to relate c to α and ω by the requirement that the relevant spectral functions satisfy the associated global relation. Finally, in step 3, they were able to show that if g b 0 and g b 1 are defined by (1.9), then it is possible to define a function u(x, t) via the solution of a 2 × 2 matrix RH problem, such that u(x, t) satisfies NLS and u(0, t) and u x (0, t) asymptote to g b 0 (t) and g b 1 (t), respectively, as t → ∞.
Here, we show that at least steps 1 and 2 can be generalized to a large class of τ -periodic functions. The crucial requirement imposed on these functions is that the associated eigenfunction ψ b (t, k) can be computed explicitly. Examples include pairs of functions {u(0, t), u x (0, t)} which can be obtained via the restriction of a function u(x, t) to x = 0, where u(x, t) is either a stationary soliton, or a solution obtained via the finite-gap algebro-geometric formalism but which is periodic as opposed to quasi-periodic. In general, {u(0, t), u x (0, t)} and hence the associated background eigenfunction ψ b (t, k) will involve some constants, which are chosen via step 2, i.e. they are chosen by the requirement that the relevant spectral functions satisfy the associated global relation. In this way, we construct pairs of functions {g b 0 (t), g b 1 (t)} which we call asymptotically consistent pairs. For example, for the focusing NLS (equation (1.1) with λ = −1), the pair {αe iωt , ce iωt } is such a pair provided that the triple (α, ω, c) satisfies (1.4). We emphasize that the requirement for a pair to be asymptotically consistent is simple and easily verifiable. The requirement only involves the zeros of a spectral function G(k) which is related to ψ b (t, k).
It is an important question to determine which of the asymptotically consistent pairs are actually asymptotically admissible, i.e. for which pairs step 3 can be implemented. We propose two different approaches for addressing this question. The first approach can only be applied to the asymptotically consistent pairs which have a linear limit (we say that the pair {g b 0 (t), g b 1 (t)} has a linear limit if there exists a solution u of the NLS in the quarter plane whose Dirichlet and Neumann boundary values asymptote to g b 0 (t) and g b 1 (t), respectively, and such that u = u 1 + 2 u 2 + · · · satisfies the NLS to each order in and each function u j (x, t) is smooth and has decay as x → ∞). For example, for λ = −1 and the single exponential given by the righthand side of (1.2), this approach can be applied to the cases associated with c = −α ω − α 2 and c = iα |ω| + 2α 2 . The approach involves summing up a perturbative series and is presented in detail in [35] . The second approach, which can be applied to any asymptotically consistent pair, involves the investigation of a particular Riemann-Hilbert problem. This approach is a generalization of step 3 mentioned earlier and is discussed in §6 of this paper.
Eigenfunctions and spectral functions
For simplicity, we will restrict our attention to smooth solutions which decay rapidly as x → ∞.
Definition 2.1. A solution of the NLS in the quarter plane is a smooth function
, and such that (1.1) is satisfied for x > 0 and t > 0.
Let u(x, t) be a solution of the NLS in the quarter plane. We are interested in situations where g 0 (t) = u(0, t) and g 1 (t) = u x (0, t) are asymptotically time-periodic. Thus, we assume that (1.8) holds, where g b j (t), j = 0, 1, are smooth periodic functions of t with period τ > 0.
(a) Eigenfunctions
The NLS equation (1.1) admits the Lax pair
where k ∈ C is the spectral parameter, φ(x, t, k) is a 2 × 2-matrix-valued eigenfunction, and
Following the standard implementation of the unified transform [1, 3] , we define two solutions φ j (x, t, k), j = 2, 3, of (2.1) by
where {μ j (x, t, k)} 3 2 are the unique solutions of the linear Volterra integral equation
with (x 2 , t 2 ) = (0, 0), (x 3 , t 3 ) = (∞, t) and The eigenfunctions {φ j } 3 2 are normalized so that
In order to formulate an RH problem suitable for the reconstruction of u from the initial and boundary data, we seek to define an additional eigenfunction φ 1 (x, t, k) which is normalized at t = ∞. In the case of decaying boundary data, φ 1 is conveniently defined by
where μ 1 is the solution of (2.2)) with (x 1 , t 1 ) = (0, ∞). However, for boundary data satisfying (1.8), in order to arrive at a well-defined integral equation for μ 1 , we first need to subtract off the 'background' behaviour determined by {g b j (t)} 1 0 . In this respect, generalizing the approach of [29] [30] [31] 36] , we define V b by
Suppose we can find a solution ψ b (t, k) of the 'background' t-part
of the form
where E(t, k) is time-periodic with period τ andΩ(k) is a complex-valued function. Then we can define a solution φ 1 (x, t, k) of (2.1) by
where μ 1 (x, t, k) is the unique solution of the linear Volterra integral equation
A background eigenfunction ψ b of the form (2.4) can be constructed using Floquet theory. Let ψ(t, k) be the solution of the background t-part
In what follows we will define several quantities in terms of ψ(t, k). We first define the entire 2 × 2-matrix-valued function Z(k) by
The eigenvalues of Z(k) are given by z(k) and z(k) −1 where Let P denote the set of branch points defined by
where Z ij denotes the (ij)th entry of Z. The set P is the union of a finite number of zero sets of entire functions, thus P is a countable set without accumulation points. Moreover, the symmetries
where σ 1 is the first Pauli matrix, implies that P is invariant under the involution k →k. Let C denote a set of branch cuts connecting all points in P. We choose these branch cuts so that C is invariant under the involution k →k, see figure 1 for a possible choice of C in the case of the stationary one-soliton. Letting 10) we find that S b (k) has unit determinant and that
The identity
implies that the zeros of Z 11 − Z 22 − √ G are included in the set of branch points P. We next define the 2 × 2-matrix-valued function B(k) by
By adding, if necessary, branch cuts to C to ensure that log z(k) is single valued on C \ C, we find 
is t-periodic with period τ . Indeed, this is a consequence of Floquet theory, see [37] . 12) we deduce that the function ψ b (t, k) defined by
is a solution of (2.6) of the form (2.4). Note that ψ b (t, k) is periodic iff z(k) = 1 and antiperiodic iff z(k) = −1. In this sense, the zero set of G(k) is the union of the periodic and antiperiodic spectrum.
(c) Asymptotics as k → ∞
As k → ∞, we have
where the coefficient matrices ψ (j) (t) andψ (j) (t) are independent of k andψ (1) (t) is off-diagonal. The first few coefficients in this expansion are derived by integration by parts and are given explicitly by
14)
where [M] 1 and [M] 2 denote, respectively, the first and second columns of a 2 × 2 matrix M and the real-valued functions {η j (t)} 2 1 are defined by
Evaluating (2.14) at t = τ and using the periodicity of g b 0 and g b 1 , we find 
In particular,
We fix the branches of
and log z(k), by requiring that
as k goes to infinity in C with k remaining a bounded distance away from C ∪ {zeros of sin(2k 2 τ )} ⊂ C ∪ R ∪ iR.
(e) Boundedness and analyticity properties
and 
. (d)
The first (resp. second) column of μ 3 (x, t, k) is defined and analytic for Im k < 0 (resp. Im k > 0) with a continuous extension to Im k ≤ 0 (resp. Im k ≥ 0). (e) The μ j 's have unit determinant whenever the determinant is defined. In particular,
Proof. We will prove (a) and (b); the proofs of (c)-(e) are standard [3, 4] . The second column of (2.5) evaluated at x = 0 can be written as 20) where
Let F denote the closure of D + \ C with the branch points P removed, i.e.
Using the estimate
we find, for k ∈ K and t ∈ [0, ∞),
As, by periodicity of E(t, k) and (1.8),
we find
Hence the series
converges absolutely and uniformly for t ∈ [0, ∞) and k ∈ K to a continuous solution Ψ (t, k) of (2.20) which satisfies
SinceΩ is analytic in C \ C, equation (2.21) together with (1.8) and an easy estimate of 
(f) Spectral functions
We define the spectral functions
where
The function μ 3 (x, 0, k), x ≥ 0, and hence also s(k), is defined in terms of the initial datum u 0 (x). The function μ 1 (0, t, k), t ≥ 0, and hence also S(k), is defined in terms of {g 0 (t), g 1 (t), g b 0 (t), g b 1 (t)}. The functions a(k) and b(k) are defined and analytic in Im k > 0 with a continuous extension to Im k ≥ 0. The functions A(k) and B(k) are defined and analytic in D + \ C and have continuous limits as k approaches the boundary of this set away from the branch points.
In analogy with (2.24), we define
(g) Symmetries
The symmetry
for k ∈ C \ C. Moreover, by (2.10),
(h) The global relation
We henceforth make the following rather mild assumption:
as t → ∞, uniformly for all sufficiently large k ∈ D 1 .
This assumption holds, for example, if u(·, t) L
As an example, we note that for the stationary soliton of §4,
Letting t → ∞ in the (12) entry of the relation
and using the above assumption, we find the following global relation: (2.27) where the condition k ∈ D 1 \ C ensures that the left-hand side is well defined, while the condition Im(Ω(k) + 2k 2 ) > c ensures that the right-hand side of (2.26) vanishes as t → ∞. In view of (2.17), the condition Im(Ω(k) + 2k 2 ) > c is fulfiled for all sufficiently large k ∈ D 1 \ C in a sector arg k ∈ ( , π/2 − ). Since we are assuming that the branch cuts are chosen in such a way that D 1 \ C is connected, analytic continuation implies that (2.27) is valid for all k ∈ D 1 \ C. With a slight abuse of notation, we write
The expression
is independent of t as a consequence of (2.26). Letting t → ∞ in the (12) entry of the relation
we find the following generalization of (2.27):
Asymptotically admissible pairs
We next introduce the notion of an asymptotically admissible pair. 
A pair which is not asymptotically admissible is called asymptotically inadmissible.
The following theorem gives a necessary condition for a periodic pair to be asymptotically admissible. Proof. Suppose {g b 0 (t), g b 1 (t)} is asymptotically admissible and let u(x, t) be a solution of the defocusing NLS in the quarter plane satisfying (3.1).
Claim 3.3. G(k)
has no zeros of odd order in the interior ofD 1 .
Proof of claim 3.3. Suppose κ is such a zero of G(k). Then z(κ)
is an analytic map U → C, where U denotes a sufficiently small neighbourhood of κ in the Riemann surface defined by
Indeed, if n ∈ Z denotes the odd order of the zero κ, then
where G j is analytic near κ and G j (0) = 0 for j = 1, 2. Equation (3.3) also shows that if we let k + = (k, l) and k − = (k, −l) denote the points in the upper and lower sheets of U lying over k, then
is an analytic function from U to R. It follows that there exists a curve γ in U passing through κ such that ImΩ = (1/τ )Re log z = 0 on γ . Since ImΩ(k + ) = 0 iff ImΩ(k − ) = 0, we may assume that γ is invariant under the sheet changing involution (k, l) → (k, −l).
We deform the branch cut C for √ G that begins at κ so that it coincides with the natural projection of γ onto C for k ∈ B r , where B r ⊂ C denotes an open disc of radius r > 0 centred at κ which contains no other branch points and which is contained inD 1 . Then ImΩ = 0 on C ∩ B r . Let E + and E − denote the limits of E onto C ∩ B r from the left and right, respectively. Let (μ 1 (0, t, k) 
Then ν ± satisfy the integral equation
Hence ψ b (t, k)(ψ b ) −1 (t , k) and its inverse are entire functions of k. Moreover, the identity
which also follows from (2.13), shows that ψ b (t, k)(ψ b ) −1 (t , k) and its inverse are bounded for t, t ≥ 0 whenever ImΩ(k) = 0. The assumption V − V b = O(t −7/2 ) then implies that the Volterra equation (3.5) has a unique solution for k ∈ C ∩ B r . Hence ν − = ν + . Evaluating the second column of (3.4) at t = 0 and using the fact that
Using the short-hand notation ν ij for the (ij)th entry of ν(0, k), equations (2.10) and (3.8) imply
It follows that
Since G does not vanish identically and κ is a zero of odd order, the jump ( It only remains to prove that G(k) has no zeros of odd order in Int(D 1 ∪D 4 ) ∩ R. We treat the focusing and defocusing cases separately. Note that G(k) ∈ R for k ∈ R. Claim 3.5. For the focusing NLS (i.e. λ = −1), we have G(k) ≤ 0 for all k ∈ R. In particular, G(k) has no zeros of odd order in R.
Proof of claim 3.5. The function Z(k) is entire and
Therefore, the determinant relation det Z(k) = 1 yields For the remainder of the proof we consider the defocusing NLS, i.e. we assume λ = 1.
For κ ∈ R, we let Q b + (κ) and Q b − (κ) denote the limits of Q b (k) as k approaches κ from the upper and lower half-planes, respectively. Proof of claim 3.7. Let
Since F(t, t , ·) is entire, lim k→κ F(t, t , k) exists and is bounded for fixed t, t ∈ [0, ∞). Moreover, for fixed k ∈ (κ, κ + ], the identity (3.7) shows that F(t, t , k) is bounded for t, t ∈ [0, ∞). On the other hand, the function F(t, t , κ) is bounded for t, t ∈ [0, ∞) because ψ b (t, κ) is periodic or antiperiodic in t. This is enough to conclude that ν(t, k) is well defined by (3.12) for (t, k)
However, in order to prove the continuity we need estimates on F as t, t → ∞ which are valid uniformly with respect to k ∈ [κ, κ + ]. We will prove the uniform bound
For any integers n, m ≥ 0, we have
where, for j ∈ Z, The functions √ G, z andΩ are analytic U → C, where U denotes a small neighbourhood of κ in the Riemann surface (3.2) . Suppose N ≥ 1 is the odd order of the zero of G(k) at κ. Then, as an analytic function U → C of l = √ k − κ, √ G has a zero of order N at κ. It follows that z(k) equals 1 or −1 to order N at κ as a function of l. Hence there exists an integer p ∈ Z such thatΩ(k) − pω/2 vanishes to order N at κ as an analytic function of l. It follows that the functions
and using the bound
this implies
Since ψ(t, k) is bounded on the compact set [0, τ ] × [κ, κ + ], equations (3.14) and (3.15) yield
The bound in (3.13) follows. We write (3.12) as
whereν = (ν 11 , ν 12 , ν 21 , ν 22 ) T and, in view of (3.1) and (3.13), the 4 × 4-matrix-valued kernel
The same type of argument leading to (2.23) therefore implies that ν(t, k) satisfies 
where l = √ k − κ and {q j } ∞ −∞ are constants. By claim 3.6,
In particular, Q b (k) is bounded near κ and |Q b (κ)| = 1. By claim 3.7, ν(0, k) is well defined for k ∈ [κ, κ + ]. As in (3.9), we find
In view of the global relation
This contradicts the fact that a(k) is bounded on R.
Remark 3.9. Under the assumptions of theorem 3.2, we have
for the defocusing NLS. Indeed, equation (2.19) 
and the fact that E(nτ
uniformly for k in compact subsets ofD 1 ∪D 3 that contain no branch points. Together with the global relation (2.29) this implies the following pointwise convergence:
where D denotes the set of branch points together with the set of zeros of A b + (k). For the defocusing NLS, b(t, k)/a(t, k) is a smooth function of k ∈ R which satisfies
We next illustrate the general formalism with some examples for which the background t-part can be solved explicitly. 
Example: stationary one solitons
The focusing NLS admits the following family of stationary soliton solutions:
These are smooth solutions which decay as x → ∞. By evaluating u(x, t) and u x (x, t) at x = 0, we find the following Dirichlet and Neumann boundary values:
where the constants α and c are given by
The functions g 0 (t) and g 1 (t) are periodic functions with period τ = 2π/ω. We write c = σ α ω − α 2 with σ = sgn(γ ). Direct integration of the x-part of (2.1) yields 
Using the relation Z(k) = μ 2 (0, τ , k) e −2ik 2 τ σ 3 together with (2.7) and (2.17), we find Hence the D j 's coincide with the four quadrants of the complex k-plane and all functions are well defined in C \ C where C ⊂ iR consists of two cuts along the imaginary axis (figure 1) x, t, k) ) 12 It is easy to verify that the spectral functions given in (4.4) and (4.6) satisfy the global relation:
In fact, denoting the branch points by ±K 1 and ±K 2 where
we have
and
Clearly, G(k) has no zeros of odd order. In fact, G(k) = −4 sin 2 (2k 2 τ ) has double zeros at each point in the set ± √ nω 2 , ± i √ nω 2 n = 1, 2, . . . and a zero of fourth order at the origin.
Remark 4.1. Equation (4.3) shows that {αe iωt , ce iωt } is an asymptotically admissible pair for the focusing NLS provided that the triple (α, ω, c) satisfies the condition (1.4a). The special case when α and c are given by (4.2) was studied in §4. However, the background tpart can be solved explicitly for any values of α and c. Indeed, direct integration of the background t-part (2. 
Example: single exponentials

