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that the body of a class definition has the form: 
initial actions; 
final actions; 
in which the symbol *** stands for any sequence of executions of the externally 
visible operators of the class. The definition would be stronger if the body were 
itself a sequential process, as it can be in Simula or Ada, thus showing explicitly 
the permissible sequences of operator execution. 
The second part, devoted to COBOL, is less satisfactory. COBOL implementations 
of the Model Savings Bank programs are shown, but are not clearly related to the 
discussions in the first part. The reader is left in doubt whether the Pascal-style file 
abstractions and program texts are intended to serve as specifications or are merely 
another, ditterent, implementation f the informal specifications derivable from the 
narrative discussion of the first part. The COBOL used lacks a CALL statement, 
although one has been provided in almost every serious COBOL implementation 
since 1970 at least. This is an important point, because use of the CALL statement 
would be the most obvious and natural way to implement data abstraction in 
COBOL. I was left with the feeling that the second part of the book was something 
of an afterthought, perhaps uggested by the publisher to render the first part more 
palatable to practising COBOL programmers. This is not an ignoble motive, but 
would be far more effectively served if the reliance of the COBOL on the first part 
were clearly demonstrated. 
The book's origins lie in undergraduate courses at the Queen's University of 
Belfast; one of the acknowledgements shows that it has benefited from at least 
some indirect contact with a working data processing shop. Although it has weak- 
nesses, it could surely be used with profit in an undergraduate course intended to 
bridge the chasm between the world of Pascal and the world of data processing. 
For people intending to use it in this way, who have access to VAX/VMS Pascal 
Plus, practical versions of the file abstractions are available in the system library. 
Michael JACKSON 
London, United Kingdom 
Coordinated Computing: Tools and Techniques for Distributed Software. By Robert 
E. Filman and Daniel F. Friedman. McGraw-Hill, New York, 1984. 
A large fraction of contemporary computer science could be encompassed under 
the rubric of coordinated computing. No book could adequately cover the range 
from abstract computational models, through the wide expanse of software systems 
and applications down to details of chip design. On the other hand, there are 
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important ideas that are common to all aspects of coordinated computing. Filman 
and Friedman do a commendable job of presenting the main concepts and exploring 
their ramifications in theory and in practice. The strength of the book is in the 
treatments of models of coordinated computation and programming languages 
designed for these applications. The original title for the book was Models, 
Languages, and Heuristics for Distributed Computing which is more appropriate. 
Lower level hardware and system developments are treated better elsewhere. Surpris- 
ingly, there is essentially no contact with the literature on operating systems which 
antedates and supports much of the work that is covered. 
The book is divided into four major sections with a final chapter comparing the 
various ideas presented. The first section presents brief reviews of background 
material (lambda calculus, formal syntax, synchronization mechanisms, etc.) and 
an important chapter (5) which defines the issues that provide the focus for the 
book. The major ones are: processes and process dynamics, synchronization, i for- 
mation flow, communication control, time-out, fairness and failure. These critical 
issues, which have often been treated as merely implementation questions, provide 
the organizing structure for the rest of the book. 
Part two of the book contains even chapters, each describing a different formal 
model of coordinated computing and giving examples of its use. The authors have 
worked hard to make the formalisms accessible to students and practitioners and 
have, for the most part, succeeded very well. There is no better overview of formalisms 
for coordinated computing and several of the chapters provide the best known 
introduction to the concepts involved. The discussions of the Milne-Milner formaliz- 
ation and of Actor systems are particularly useful in explaining material that is not 
easy to grasp in the original papers. The insightful descriptions of shared variables, 
exchange functions, data flow, deferred evaluation and communicating sequential 
processes all add something to the original work. They also point out the problems 
in attempting touse a formal model, such as CSP, directly as a programming system. 
Anyone who has followed one or more of these developments will find new insights 
in this part of the book. 
The other major part of the book is concerned with programming languages for 
coordinated computing. One of the valuable aspects of this book is that it stresses 
the distinction between distributed and concurrent programming languages. Fully 
one third of the book is on programming languages, emphasizing distributed 
languages (".. .  concurrent languages that recognize the costs of communica- 
t ion.. .") rather than (". . .  better understood, more specific and less interesting...") 
concurrent programming languages. 
Several anguages, each of which embodies a different paradigm, are discussed. 
Concurrent Pascal is presented as an example of a language based on shared data 
and monitors, and its shortcomings for distributed computing are pointed out. The 
successor systems, distributed processes and Edison, use modules and achieve 
synchronization through the use of critical regions. Ada and its rendevous mechanism 
for coordination are discussed thoroughly and considerable attention is paid to 
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pragmatic issues in the Ada design, such as time-outs. Unfortunately, they do not 
examine the use of Ada in distributed computing, a subject of great current interest. 
The use of asynchronous selective messages as a basis for coordination ispresented 
through Plits and several examples of computing in this style are given. Finally they 
describe two other proposals, SR and Cell, that extend the range of control flexibility 
in a rendezvous-like framework and add scheduling priorities. The discussion in the 
book includes a number of suggestions for improvements in these designs and 
conveys some of the flavor of working group interactions in the field. 
There is no discussion of programming languages with implicit parallelism, such 
as the functional languages like FP or data-flow languages. The work of Friedman 
and Wise on indeterminate applicative systems is presented as one of the computa- 
tional models of part two, but its status as a programming system is left indeterminate. 
There are brief chapters on distributed ata-bases and on distributed problem 
solving in AI that provide only a bare introduction to those subjects. The final 
chapter on comparisons among systems is based on the fundamental issues of 
Chapter 5. The comparison does not extend to more pragmatic questions uch as 
implementability, efficiency, or usability, nor is there any discussion of experiences 
with the various languages. The result is useful, but lacks the incisive structure 
which one would hope to arise from the effort of producing the book. 
The prototypical textbook presents a coherent and closed (though oversimplified) 
view of a subject. It is probably not currently possible to do this for coordinated 
computing and the book certainly does not. It is the best available text for an 
undergraduate course in the field, but students and teachers without direct experience 
in the area will not have all their questions answered. The book is an excellent base 
for a graduate course when supplemented by readings. The problems at the end of 
the technical chapters range from straightforward to research. It is also recommended 
for practitioners who want a broad view of the conceptual structures available for 
organizing parallel and distributed computations. For direct advice on how to build 
systems at any level, there are better places to go. 
Jerome A. FELDMAN and Thomas LEBLANC 
University of Rochester, 
Rochester, NY 14627, U.S.A. 
