We consider a convex combination of matrices that arise in the study of communication networks and the corresponding convex combination of Kronecker squares of these matrices. We show that the spectrum of the first convex combination is contained in the spectrum of the second set and that the second largest eigenvalues coincide.
Introduction
Let α 1 , ..., α n , and β 1 , ..., β n , be positive numbers smaller than 1. In studying non-negative matrix models for TCP one considers the following sets of matrices [SWL05] : (1 − β 1 ), . . . , (1 − β n ) and setting some, but not all, of the β i to 1. This gives rise to m = 2 n − 1 matrices. We denote the set of these matrices by A, refer to matrices of the form of A 1 as TCP matrices, and say that the other A i ∈ A are generated from A 1 . In the context of TCP one also considers the following convex combination of these matrices:
where A i ∈ A. Under certain statistical assumptions Equation (1) arises when studying the first moment of the stochastic process underlying communication networks employing the TCP algorithm, and Equation(2) arises when studying the second moments of this process. From a practical perspective, one is interested in the Perron eigenvectors of both of these matrices and in their second largest eigenvalues.
The Perron eigenvectors of these matrices give the asymptotic values of the first and second moments, and the second largest eigenvalues determine the rate of convergence to these asymptotes. In this paper we show that the second largest eigenvalues of these matrices coincide and provide a necessary condition for a positive column stochastic matrix to be a TCP matrix.
Inclusion and equality
We start with the following result.
Theorem 2.1 Let B 1 , ..., B m be a family of n × n real matrices of the form:
where v is a common left eigenvector of all the B i with
Then, there exists an orthogonal matrix U such that U T B i U are block triangular matrices,
where all of the S i are symmetric.
Proof : Let U be an orthogonal matrix whose first column is 
Note that E is well defined as the vector b is positive. It is easily seen that the matrices E −1 A i E are of the form in the previous theorem. We can therefore choose P = EU . The fact that the S i have positive real eigenvalues that are not greater than one follows from a slight variation of Theorem 3.2 in [BSL04] (by allowing some of the β i 's to be equal to 1).
Theorem 2.2 Consider the matrices M andM defined in Equations (1) and (2). Then:
(i) the eigenvalues of M are eigenvalues ofM ;
(ii) all the eigenvalues of M which are different from 1 have multiplicity at least two;
(iii) the second eigenvalue of M is equal to the second eigenvalue ofM .
Proof :
We use some properties of the Kronecker product [LT85] . First note that the matrix M is similar
and
Note also that the latter matrix is permutationally similar to a block triangular matrix with diagonal 
For every z ∈ IR n 2 we have that
since the S i are positive definite and the (I − S i ) positive semi-definite. In particular, by Rayleigh -Ritz
and µ ≥ ν which completes the proof. A TCP matrix is a column stochastic matrix. However, as the previous examples show, not every column stochastic matrix is a TCP matrix. In this section we characterise the matrices that are. We begin with the case of 2 × 2 matrices. We continue with necessary conditions when n ≥ 3. Since a TCP matrix is the sum of a diagonal matrix and a rank-1 matrix, it follows that for every i = j, rankA {i; j}; < n > {i; j} = 1,
where A α, β denotes the submatrix of A based on the rows indexed by α and positive columns indexed by β, and < n >= {1, 2, ..., n}. This means that for all k / ∈ {i, j}, the ratios r ij = a ik a jk are the same.
Observe also that
where the α's and the β's are as in A 1 in Section 1. It therefore follows that
Define r ii = 1; i = 1, ..., n, and observe that α i = r ik α k = r ik r kj α j . Let R = < r ij >. From this we get another necessary condition for the matrix A to be TCP:
This corresponds to
Rank(R) = 1.
To obtain another necessary condition we denote by m i the maximal non-diagonal entry in the i'th row of A and define
From a ij = α i (1 − β j ), i = j, and the fact that α i and (1 − β j ) are between 0 and 1 it follows that α i > m i ; i = 1, .., n. We now use the fact that n i=1 α i = 1 to obtain,
Hence,
In particular, a necessary condition for a positive column stochastic matrix A to be TCP is
Remark 3.2: Observe that this implies that T race(A) > 1. This also follows from the fact that all eigenvalues of A are positive.
We summarise the above discussion with the following proposition. 
Proof : Given the matrix A we want to find α's and β's in (0, 1) such that n i=1 α i = 1 and
It follows from (13) that α k = r k1 α 1 ; k = 1, ..., n. Since the sum of the α i 's is 1 it follows that
Such α i 's exist if (15) holds for i = 1, ..., n. But this is precisely condition (17). In this case we can choose β j = ajj −αj 1−αj < 1, so β j ∈ (0, 1) as is needed.
The following example shows that the necessity conditions (12), (14) and (16) are not sufficient. Here (12), (14) and (16) The following example shows that a Kronecker product of TCP matrices need not be TCP. 
Equality for general column stochastic matrices
In the previous sections we showed that µ(M ) = µ(M ) when M andM are generated from a TCP matrix and where µ(X) is the absolute value of the second largest eigenvalue of a matrix X, and also saw examples of matrices M andM that are generated from a positive stochastic matrix where µ(M ) > µ(M ). Proof:
Corollary 4.1: The n 2 − n dimensional subspace Z of all the matrices in C n×n whose row sums are zero, Z is all X ∈ C n×n : Xe = 0. This is Φ-invariant.
Theorem 4.1 : Let X 1 , X 2 , ..., X n 2 −n , X n 2 −n+1 , ..., X n 2 be linearly independent generalized eigenvectors of Φ corresponding to the (not necessarily distinct) eigenvalues λ 1 , ..., λ n 2 , where X 1 , ..., X n 2 −n are in Z (and thus are a basis of Z). Then:
(a). λ n 2 −n+1 , ..., λ n 2 are the eigenvalues of M ;
where ρ(X) denotes the spectral radius of X and Φ Z is the reduction of Φ to Z.
Proof : For k > n 2 − n, X k e = 0, and since X k is a generalized eigenvector of Φ, Φ(
By the lemma, M X k e = Φ(X k )e = λX k e, or λ k X k e + X l e, l > n 2 − n, or,
In the first and third cases X k e is an eigenvector of M corresponding to λ k and in all cases it is a generalized eigenvector corresponding to λ k . Thus λ n 2 −n+1 , ..., λ n 2 are all the eigenvalues of M and µ(M ) = µ(Φ) iff no eiganvalue of Φ Z is greater than µ(M ).
We conclude the paper with a 2 × 2 example demonstrating the theorem. Consider the convex combina-tions M andM generated from a column stochastic matrix
The eigenvalues of M are 1 and µ = µ(M ) = T race(M ) − 1 = ρ 1 (a + b − 1) + ρ 2 b + ρ 3 a. Computing the restriction of Φ to Z we find that the eienvalues of Φ Z are µ and µ 1 = ρ 1 (a + b − 1) 2 + ρ 2 b 2 + ρ 3 a 2 . This also follows from the facts that T race(M ) = ρ 1 (a + b) 2 + ρ 2 (1 + b) 2 + ρ 3 (1 + a) 2 , that 1 is an eigenvalue ofM and that µ is a multiple eigenvalue ofM . Thus ρ(Φ Z ) = max{µ, µ 1 } so µ(M ) = µ(M ) iff µ ≥ µ 1 .
Thus we have the following necessary and sufficient condition for µ(M ) = µ(M ). Final remark : Recall that the matrix (18) is TCP iff its trace is greater than 1.
