Starting from the linearized Klimontovich equations and the pair approximation we study the probability distribution of the electric microfield. We deduce the separation of the total microfield distribution into a high and a low frequency component. We further prove that each of these components can be calculated from a model of uncorrelated, dynamically screened particles. The low frequency component, which is of prominent interest for applications, is evaluated. The results show devations from all earlier theories.
Introduction
Measurements at a neutral point in a plasma show an electric field varying with time in magnitude and direction. If the neutral point is at rest or moving with a velocity small compared to the velocity of light and if electromagnetic radiation processes of the plasma particles can be neglected, this microfield may be described as the superposition of the Coulomb field contributions of the plasma particles.
The calculation of the full time dependence of this electric microfield is just as impossible a task as the solution of the ergodic problem. Fortunately in applications only integral or statistical quantities of this microfield are of importance. For instance for the calculation of transport properties the autocorrelation coefficient is required; and in the case of spectral line broadening theory the statistical probability distribution of the electric field plays an important role.
It is this probability distribution of the microfield which is the object of the following investigation. In particular, the application in line broadening theory requires the subdivision of this probability distribution into a low frequency and a high frequency component, the typical time scales for these components being correlated to the ion and electron fluctuation times respectively.
The earlier theories of the statistical microfield distribution have in common that they neither could justify their basic model assumptions nor the separation of the total distribution into the so-called "high and low frequency components".
Starting from the linearized Klimontovich equations it is the aim of this paper -to deduce the separation into a high and low frequency component -to justify the model of uncorrelated, dynamically screened particles -and to present the evaluation of this dynamic screening model.
Formulation and Historical Review of the Problem
We define the probability density function for the electric microfield W(E) by the relation d?E=r(E)dE (1) where dPE is the probability that we observe the electric field at our neutral point in the range E and E + dE.
For a system of N electrons and N ions this probability density can be formulated through
Here E 3 (r/) denotes the Coulomb field of the ;-th particle of the kind a (<x = e, i) at the neutral point, P2n is the distribution function in the configuration /"-space, and the Dirac function cuts out that part of the /-space satisfying the subsidiary condition E = 2 E a (rf). The integration covers the whole configuration /-space.
All earlier studies of the problem consider the case of the equilibrium plasma which specifies the distribution function P>.v to the Gibbs-factor
where ( P is the potential energy and T the absolute temperature of the system. Under the aspect of applicability an evaluation of Eq. (2) is of value only if at the same time the separation into a high and low frequency component is achieved. Therefore most theories * used for the calculation of these components various "dressed particle models" which allowed them to apply the formula (2) for a one component system of N particles (electrons or ions), the interaction being taken into account by introducing into Eq. (2) effective fields and an effective Gibbs-factor.
The pioneering work in this field is due to Holtsmark 2 , who considered the ion microfield only and neglected correlations altogether. This allowed him an analytical solution in a simple form.
The first approach to include correlations and interactions of the particles in the calculation of the low frequency component of the electric microfield is due to Ecker and Müller 3 . They based their approach on a "dressed particle model" implying that one can omit the correlation in the Gibbsfactor, if one takes into account the screening efect of the electrons and ions on the ion Coulomb fields.
Baranger and Mozer 4 discussed in detail the necessity of a subdivision of the electric microfield into a high and low frequency component and introduced a cluster expansion method for the evaluation. They attribute the high frequency component to the electrons and the low frequency component to the ions which they consider statically screened by the electrons. The electron-electron interaction and the ion-ion interaction are taken into account through an effective pair correlation function. As pointed out by Pfennig 
Derivation of the Model
As we have discussed, all preceding theories of the probability distribution of the electric microfield use "ad hoc"-assumptions to separate the total distribution into a high and low frequency component and to take into account the internal interaction of the electron-ion system. We will prove here that the microfield distribution can be evaluated from a model of uncorrelated, dynamically screened "quasi-particles". We base our derivation on two approximations frequently employed in modern plasma theory: the linearization of the Klimontovich equations and the pair-approximation **.
In the "Klimontovich-formalism" the exact distribution functions for an electron-ion system are given by
j=i These functions satisfy the Klimontovich equations (5) 3« dr
m" dV
where the electric field is given by Poisson's equation
[rj 3 (t), Vj a (t) ] are the coordinates, ma the masses and ea the charges of the electron and ions respectively.
Up to here no approximation has been involved. The Eqs. (5, 6) are exact, but their exact solution is intractable.
The approach to solve these exact microscopic equations, which has been successfully employed in modern kinetic theory 11 ' 12 , is the linearization of (5) by substituting the Klimontovich distribution function /a K1 in the third term on the left hand side by the ensemble-averaged distribution function fa = < /U K1 > . This yields
Employing Fourier and Laplace transformation in the solution of Eqs. (6, 7) one finds for the time dependent microscopic electric field at the neutral point 1*0
with the field-Fourier-transform
Here £ + (fc, p) denotes the plasma dielectric function 
a, a = l, e /C M 5 /i M designate Maxwell distributions, V is the plasma volume.
Introducing the results (11, 14) into Eq. (13) and using Fourier transformation yields The result allows two conclusions: 1. We see that the Fourier transform of the microfield distribution presents itself as the product of two separate contributions, one of them depending only on the electron, the other one only on the ion coordinates and velocities. This means that the total microfield distribution is given by the superposition of two components, one of them varying on the timescale of the electron fluctuations r0 = RjVth» the other one on the timescale of the ion fluctuations x-l = RjV 1^ (R0 being the mean particle distance and Fth the thermal velocity). These two components are of course the high and the low frequency component. Note that this result does not mean that electrons or ions contribute only to the high or low frequency component respectively. In fact, via the screening effects both particle kinds in general affect both components.
2. We further see that each of these components can be described by a "dressed particle model" of uncorrelated, dynamically screened electrons or ions respectively. Of course, the screening contribution of the ions in the high frequency component is negligible in comparison to that of the electrons.
We emphasize that these two basic conclusions are the results of our derivation and not an assumption postulated to formulate our model.
Evaluation of the Model
We consider the numerical evaluation of our model for the low frequency component which is of prominent interest for applications.
Applying consequently the variable transformation r = r0 l + V0H to the second factor of Eq. 
An exact analytical solution of this integral presents formidable difficulties. We therefore expand the integrand about a velocity independent Debye field
where £ is a parameter available to be adjusted such that the following expansion
shows optimal convergence, which is the case if
is secured in the whole range of interest. This condition can only be met if the number of particles in the Debye region d = {RJXd) 3 is large.
However this means no additional restriction of our work, since this requirement is already a necessary condition for the pair approximation to hold. The optimal value for the parameter £ turns out to be £ = (1.5) Vl .
Within these limits we get for the spectral function 
The first factor in (22) may be reduced to functions already calculated, since we have
where I/'E J VBMI ARE THE corresponding results of Ecker and Müller and Baranger and Mozer (without ion-ion correlations) respectively. After some transformation we get for the correction term tj\.(MT an expression which is integrated numerically.
A graphical representation of our results for the distribution function of the reduced field ß -E/E0 is given in Fig. 2 for characteristic 
Summary and Discussion
Starting from the linearized Klimontovich equations we showed that the total microfield distribution separates quite naturally into a high and low frequency component, a fact, which had been postulated before.
We further proved that each of these components can be calculated from a model of uncorrelated, dynamically screened particles.
"Dressed particle models" have been used in the literature before on the basis of "ad hoc"-assumption. All these models differ from the one deduced here.
In the high frequency component we have in contrast to Baranger and Mozer instead of pair-correlated Coulomb-particles uncorrelated, dynamically screened electrons. Moreover we find in principle screening contributions of the ions, which however affect the results only little due to the large inertia of the ions.
In the low frequency component all previous models account for the electron-ion correlation by static electron screening; the calculation described above requires dynamic screening which however in practice yields the same effect. The ion-ion correlations in our model are accounted for by a further shielding of the effective field. This is similar to the work of Ecker and Müller, however with the difference -which is essential here -that our shielding is dynamic and not static. It is different from the approach of Baranger and Mozer who accounted for the ion-ion interaction by an effective pair correlation. It is also different from the model of Rand who double counts the ion-ion correlations through the effective fields and the pair correlation functions.
The quantitative comparison of our results for the low frequency component with those of Ecker and Müller and Baranger and Mozer respectively is shown for the typical parameter = 0.6 in Figure 3 .
Compared to the data of Ecker and Müller our distribution is shifted to larger field values, compared to the data of Baranger and Mozer, it is shifted to lower values. The first statement appears natural since static shielding represents a stronger ion-ion interaction than dynamic screening, which approaches zero for large ion velocities. The difference to the distribution of Baranger and Mozer in- 
We emphasize however that the factor V2 in the ion density arises from the dynamic screening effects and is not due to a double counting of the ionion interaction in the work quoted.
Appendix A
Here we will estimate the order of magnitude of the characteristic time constant tm\n, defined on page 416, and discuss its signifiance for a system in thermodynamic equilibrium.
The additional terms in Eq. (9) and the terms connected with the pair correlation function in Eq. (15) have the form Sv = Sy exp {py{k)t} (Al) where pv(k) are the zeros of e + (k,p). For an electron-ion system in thermodynamic equilibrium Fried and Gould 13 showed that with the exception of the Landau branch the contributions of all these terms may be neglected for times t l/copi. The Landau branch has the smallest damping decrement which even goes to zero for k -0. The over-all contribution of the small /c-value region however was considered by Guernsey 14 who showed that it decreases like l/(cope t) 1 ' 2 . Due to cope ojpi the neglection of these "Landau contributions" for is therefore also justified if we chose tm-m ^
1/fOpi .
A comment is in place with respect to the fact that we are considering time scales in an equilibrium system:
The occurrence of the time in the microscopic description of an equilibrium system is no surprise. On the other hand macroscopic or time averaged quantities of such a system should not exhibit time dependence. Therefore we should not expect time aspects for our microfield distribution.
The condition t>tm\n is no contradiction to this expectation. The probability distribution of the electric microfield follows from our calculation time independent for all times. The only difference is that for t>tmjn it can be calculated from a system of uncorrelated, dynamically screened particles, in the range t<tm-m the same result presents itself in a different mathematical form.
Appendix B
We study here the damping of all those terms in Eq. (15) and a corresponding expression for IVl. In the case k* -0 the whole integral (B 4) disappears identically.
For the 1^-integration we chose the ux-axis in the direction of the fc*-vector and transform to the new variable p = -i k* vx. Applying the calculus of residues to this integral one may show that we get only terms like = V (pi ,k*,k, kx where k is either k* -2 k" or kQ, and y,. denotes the well known Landau damping decrement. The case k* = 0 has been already excluded. For k* 0, knowing that yv is a monotonous function of k, it suffices to consider the smallest value for A" -> 0. In this case we refer to Appendix A where we have shown that sufficient damping occurs for Similar arguments hold for the vy and ^-integration and for the V2-integral. For f>fmin we have therefore no contributions to Eq. (15) from the pair correlation function.
