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Parallel iterative algorithms based on the Newton method and on two of its variations, the Shaman-
skii method and the Chord method, for solving nonlinear systems are proposed. These algorithms are
based on the two–stage multisplitting methods. Concretely, in order to construct the inner splittings,
incomplete LU factorizations are considered. Convergence properties of these parallel methods are
analyzed and computational results on two parallel computing systems are discussed. In order to
illustrate the behaviour of the proposed algorithms, we have considered a nonlinear elliptic partial
differential equation, known as the Bratu problem, which comes from a simplification of the solid
fuel ignition model in thermal combustion theory. The reported experiments show the effectiveness
of these methods.
1. Introduction
Consider the problem of solving a nonlinear system of the form F (x) = 0, where F : IRn → IRn
is a nonlinear mapping. Considering that there exists a solution x∗ of this system, we can use for
solving it the classical Newton method (cf. [10], [7]). Given an initial vector x(0), this method
produces the following sequence of vectors
x(+1) = x() − δ()x ,  = 0, 1, . . . , (1)
where δ()x is the solution of the linear system
F ′(x())z = F (x()), (2)
and F ′(x) denotes the Jacobian matrix.
Iterative methods can be used for the solution of (2). In this case we are in the presence of a
Newton iterative method. Descriptions of these methods can be found, e.g., in [10]. In order to
generate efficient algorithms to solve the nonlinear system F (x) = 0 on a parallel computer, in [1]
it was constructed a parallel Newton iterative algorithm, in which the approximations of the linear
systems (2) are accomplished by using a two–stage multisplitting method [5].
In order to construct these methods, let us consider for each x, a two–stage multisplitting of F ′(x),
{Pk(x), Qk(x),Mk(x), Nk(x), Ek}pk=1, that is, a collection of matrices such that F ′(x) = Pk(x) −
Qk(x), 1 ≤ k ≤ p, are splittings of F ′(x), called outer splittings, Pk(x) = Mk(x) − Nk(x), 1 ≤
k ≤ p, are splittings of Pk(x), called inner splittings, and Ek, 1 ≤ k ≤ p, are diagonal nonnegative
weighting matrices such that ∑pk=1 Ek = I .
Let us further consider two sequences of integers. The sequence m,  = 0, 1, . . ., indicates the
number of linear steps performed to approximate the linear system (2) at the global nonlinear itera-
tion , and the sequence of non–stationary parameters q(, s, k),  = 0, 1, . . . , s = 1, 2, . . . , m, 1 ≤
k ≤ p, indicates the number of inner steps which processor k carries out at the s outer linear step
and at the global iteration .
245
Given an initial vector x(0), that satisfies some initial conditions that we will analyze later on,
we construct a sequence of vectors {x()}∞=0 in the following way. In order to approximate the
linear system F ′(x())z = F (x()),  = 0, 1, . . . , setting z(0) = 0, we compute the iterates z(s) =∑p
k=1 Ekz
(q(,s,k))
k , s = 1, 2, . . . , m, where z
(q(,s,k))
k is an approximation to the solution of the linear
system Pk(x())zk = Qk(x())z(s−1) + F (x()), obtained by computing q(, s, k) iterations of the
iterative method based on the splitting Pk(x()) = Mk(x()) − Nk(x()), taking as initial vector
z
(0)
k = z
(s−1). That is, z(q(,s,k))k is achieved by performing the following q(, s, k) iterations, z
(m+1)
k =
Mk(x
())−1Nk(x())z
(m)
k + Mk(x
())−1
(
Qk(x
())z(s−1) + F (x())
)
, m = 0, 1, . . . , q(, s, k)− 1.
Finally, the next global iterate is computed as
x(+1) = x() − δ()x ,  = 0, 1, . . . , where δ()x = z(m). (3)
In order to study the convergence of this method, let us denote, for  = 0, 1, . . . , s = 1, 2, . . . , m,
1 ≤ k ≤ p,
T ,sk (x) =
(
Mk(x)
−1Nk(x)
)q(,s,k)
+
q(,s,k)−1∑
i=0
(
Mk(x)
−1Nk(x)
)i
Mk(x)
−1Qk(x) (4)
H,s(x) =
p∑
k=1
EkT
,s
k (x), B,s(x) =
p∑
k=1
Ek
q(,s,k)−1∑
i=0
(
Mk(x)
−1Nk(x)
)i
Mk(x)
−1 (5)
Thus z(s) = H,s(x())z(s−1) + B,s(x())F (x()), s = 1, 2, . . . , m, with z(0) = 0. From this ex-
pression it is easy to deduce z(s) =
(∑s−1
i=1
∏s
j=i+1 H,j(x
())B,i(x
()) + B,s(x
())
)
F (x()), where∏s
j=i+1 H,j(x) denotes the product of the matrices H,j(x), in the order H,s(x) · · ·H,i+1(x). With
this notation the parallel Newton two–stage iterative method (3) can be written as follows
x(+1) = G,m(x
()),  = 0, 1, . . . , (6)
where G,m(x) = x− A,m(x)F (x), and
A,m(x) =
m−1∑
i=1
m∏
j=i+1
H,j(x)B,i(x) + B,m(x). (7)
The experiments displayed in [1] show the good behaviour of these methods. In Section 2 we analyze
the convergence of these methods when incomplete LU (ILU) factorizations are used in order to
obtain the inner splittings. Moreover, in order to reduce the computational cost of each non–linear
iteration, we describe and analyze two acceleration techniques for this parallel Newton iterative
method, based on both the Chord method and the Shamanskii method. In Section 3 we present some
numerical experiments, which illustrate the performance of these algorithms. Previously, in the rest
of this section we present some notation, definitions and preliminary results to which we refer later.
A matrix A is said to be a nonsingular M–matrix if A has all nonpositive off–diagonal entries and
it is monotone, i.e., A−1 ≥ O. For any matrix A = (aij) ∈ IRn×n, we define its comparison matrix
〈A〉 = (αij) by αii = |aii|, αij = −|aij |, i = j. The matrix A is said to be an H–matrix if 〈A〉 is a
nonsingular M–matrix. The splitting A = M −N is called a regular splitting if M −1 ≥ O and N ≥
O, it is called a weak regular splitting if M−1 ≥ O and M−1N ≥ O; the splitting is an H–splitting if
〈M〉 − |N | is an M–matrix, the splitting is an H–compatible splitting if 〈A〉 = 〈M〉− |N |; see e.g.,
[4]. Let x be a positive vector, we consider the vector norm ‖y‖x = inf{β > 0 : |y| ≤ βx}. This
vector norm is monotone increasing and for every matrix B ∈ IRn×n it satisfies ‖ |B|x‖x = ‖B‖x,
where ‖B‖x denotes the matrix norm of B induced by the vector norm above defined.
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Lemma 1 [6] Let A = M−N be an H–splitting. Then A and M are H–matrices and ρ(M−1N) ≤
ρ(〈M〉−1|N |) < 1.
Lemma 2 [6] Let A = M − N be an H–compatible splitting and assume that A is an H–matrix.
Then A = M −N is an H–splitting and thus the splitting is convergent.
Theorem 1 [11] Let A be an n×n M–matrix, then for every zero pattern subset S of Sn = {(i, j) :
i = j, 1 ≤ i, j ≤ n}, there exist a unit lower triangular matrix L = (lij), an upper triangular
matrix U = (uij), and a matrix N = (nij) with lij = uij = 0 if (i, j) ∈ S and nij = 0 if (i, j) ∈ S,
such that A = LU −N is a regular splitting of A. Moreover, the factors L and U are unique.
Theorem 2 [9] Let A be an n × n H–matrix. Let A = LU − N and 〈A〉 = LˆUˆ − Nˆ be the ILU
factorizations of A and 〈A〉 corresponding to a zero pattern subset S of Sn = {(i, j) : i = j, 1 ≤
i, j ≤ n}, respectively. Then |L−1| ≤ Lˆ−1, |U−1| ≤ Uˆ−1, |(LU)−1N | ≤ (LˆUˆ)−1Nˆ .
2. Convergence
In order to obtain the two–stage multisplitting of the Jacobian matrix F ′(x), we consider the
following outer splittings F ′(x) = Pk(x) − Qk(x), 1 ≤ k ≤ p. Then we perform ILU factor-
izations of the matrices Pk(x). This entails for each k, 1 ≤ k ≤ p, a decomposition of the form
Pk(x) = Mk(x) − Nk(x), where Mk(x) = Lk(x)Uk(x), and the matrices Lk(x) and Uk(x) are unit
lower triangular and upper triangular matrices, respectively, and Nk(x) is the residual or error of
the factorization. This incomplete factorization is rather easy to compute. A general algorithm for
building ILU factorizations can be derived by performing Gaussian elimination and dropping some
elements in predetermined nondiagonal positions (see e.g., [11]). As was done in [1], to study the
convergence of the iterative scheme (6) setting Mk(x) = Lk(x)Uk(x), we need to make the following
assumptions:
(i) There exists an r0 > 0 such that F is differentiable on S0 ≡ {x ∈ IRn : ‖x− x∗‖ < r0},
(ii) the Jacobian matrix at x∗, F ′(x∗), is nonsingular,
(iii) there exists a ϑ > 0 such that for x ∈ S0, ‖F ′(x)− F ′(x∗)‖ ≤ ϑ‖x− x∗‖,
(iv) Pk(x) and Mk(x), 1 ≤ k ≤ p, are Lipschitz–continuous at x∗, i.e., there exist positive
constants µk, ηk, 1 ≤ k ≤ p, such that, for x ∈ S0, ‖Pk(x) − Pk(x∗)‖ ≤ µk‖x − x∗‖, ‖Mk(x) −
Mk(x
∗)‖ ≤ ηk‖x− x∗‖,
(v) Pk(x∗) and Mk(x∗), 1 ≤ k ≤ p, are nonsingular,
(vi) there exists 0 ≤ α < 1, such that, for each positive integer s and  = 0, 1, . . . , ‖H,s(x∗)‖ ≤
α, where H,s(x) is defined in (5).
Theorem 3 [1] Let assumptions (i)–(vi) hold and F (x∗) = 0. Let {m}∞=0 be a sequence of positive
integers, and define
m = max
[
{m0} ∪
{
m −
−1∑
i=0
mi :  = 1, 2, . . .
}]
. (8)
Suppose that m < +∞ and that the sequence of number of inner linear iterations q(, s, k),  =
0, 1, . . . , s = 1, 2, . . . , m, 1 ≤ k ≤ p, is bounded by q > 0. Then, there exist r > 0 and c < 1 such
that, for x(0) ∈ S ≡ {x ∈ IRn : ‖x − x∗‖ < r}, the sequence of iterates defined by (6) converges
to x∗ and satisfies ‖x(+1) − x∗‖ ≤ cm‖x() − x∗‖.
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We note that if the inner splittings satisfy ‖Mk(x∗)−1Nk(x∗)‖ < 1, 1 ≤ k ≤ p, Theorem 3
remains valid without the assumption that the sequence of number of inner linear iterations q(, s, k),
 = 0, 1, . . . , s = 1, 2, . . . , m, 1 ≤ k ≤ p, be bounded (see Remark 4.3 of [1]).
Theorem 4 Let assumptions (i)–(iv) hold and F (x∗) = 0. Let {m}∞=0, be a sequence of positive in-
tegers, and define m as in (8). Suppose that m < +∞. Let F ′(x∗) be an H–matrix, and the splittings
F ′(x∗) = Pk(x∗) − Qk(x∗), 1 ≤ k ≤ p, be H–compatible. Let Pk(x∗) = Mk(x∗) − Nk(x∗), 1 ≤
k ≤ p, where Mk(x∗) = Lk(x∗)Uk(x∗) is the ILU factorization of Pk(x∗) corresponding to a zero
pattern subset Sk of Sn = {(i, j) : i = j, 1 ≤ i, j ≤ n}. Then, there exist r > 0 and c < 1 such
that, for x(0) ∈ S ≡ {x ∈ IRn : ‖x − x∗‖ < r}, the sequence of iterates defined by (6) converges
to x∗ and satisfies ‖x(+1) − x∗‖ ≤ cm‖x() − x∗‖.
Proof: From Theorem 3 it follows that it suffices to prove that there exists α < 1 such that
‖(Lk(x∗)Uk(x∗))−1Nk(x∗)‖ ≤ α, 1 ≤ k ≤ p, and ‖H,s(x∗)‖ ≤ α,  = 0, 1, 2, . . . , s =
1, 2, . . . , m, for some matrix norm.
Since F ′(x∗) = Pk(x∗)−Qk(x∗), 1 ≤ k ≤ p, are H–compatible splittings of an H–matrix, from
Lemmata 1 and 2, it follows that Pk(x∗), 1 ≤ k ≤ p, are H–matrices. Then 〈Pk(x∗)〉, 1 ≤ k ≤ p,
are M–matrices. Following Theorem 1 there exists an ILU factorization of 〈Pk(x∗)〉 corresponding
to the zero pattern subset Sk such that 〈Pk(x∗)〉 = Lˆk(x∗)Uˆk(x∗)− Nˆk(x∗), 1 ≤ k ≤ p, are regular
splittings.
Let us denote Rˆk(x) = (Lˆk(x)Uˆk(x))−1Nˆk(x), then taking into account (4) y (5), from Theorem
2 it follows
|H,s(x∗)| ≤
p∑
k=1
EkRˆ
q(,s,k)
k (x
∗) +
p∑
k=1
Ek
⎛
⎝q(,s,k)−1∑
i=0
Rˆik(x
∗)
⎞
⎠ (Lˆk(x∗)Uˆk(x∗))−1|Qk(x∗)| ≡ Hˆ,s(x∗).
That is, |H,s(x∗)| ≤ Hˆ,s(x∗), where Hˆ,s(x∗) are the iteration matrices of a two–stage multi-
splitting method for the splittings 〈F ′(x∗)〉 = 〈Pk(x∗)〉 − |Qk(x∗)|, 1 ≤ k ≤ p and 〈Pk(x∗)〉 =
Lˆk(x
∗)Uˆk(x∗)− Nˆk(x∗), 1 ≤ k ≤ p. Moreover these splittings are regular.
We consider the vector e = (1, . . . , 1)T , since 〈F ′(x∗)〉−1 ≥ O, it follows that u = 〈F ′(x∗)〉−1e >
0, and we can assure (see e.g., [5]) that there exists 0 ≤ α < 1 such that |H,s(x∗)|u ≤ Hˆ,s(x∗)u ≤
αu. Hence ‖H,s(x∗)‖u ≤ α,  = 0, 1, . . . , s = 1, . . . , m. On the other hand, setting the fixed
vector u = 〈F ′(x∗)〉−1e, it obtains (Lˆk(x∗)Uˆk(x∗))−1Nˆk(x∗)u ≤ u− (Lˆk(x∗)Uˆk(x∗))−1e < u.
Then, from Theorem 2 it follows that |(Lk(x∗)Uk(x∗))−1Nk(x∗)|u < u, and therefore for 1 ≤
k ≤ p, ‖(Lk(x∗)Uk(x∗))−1Nk(x∗)‖u < 1. Thus the proof is complete.
In the parallel Newton two–stage method (6), when ILU factorizations are used in order to con-
struct the two–stage multisplitting, the Jacobian matrix must be computed at the current iterate, and
a portion of this matrix (Pk(x())) must be factored at each non–linear iteration. One approach
to reduce the cost of each non–linear iteration is to consider the sequence of iterates x(+1) =
Gˆ,m(x
(), x(0)), where Gˆ,m(x, y) = x−A,m(y)F (x) and A,m(y) is defined in (7).
This method, based on the Chord method (see e.g., [10]), will be called the parallel Chord two–
stage method. The only difference in implementation from the parallel Newton two–stage method
is that the computation and, therefore, the obtaining of the two–stage multisplitting of the Jacobian
matrix is done before the nonlinear iteration begins. This technique could be interesting to reduce
the computational time. The difference in the iteration itself is that another approximation to F ′(x())
is used. Another technique consists of alternating a Newton step with a sequence of Chord steps. In
this case we can describe the transition from x() to x(+1) by
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For  = 0, 1, 2, . . .
If mod(, τ) = 0 then y = x()
x(+1) = Gˆ,m(x
(), y).
This method, based on the Shamanskii method (see e.g., [10]), will be called the parallel Shaman-
skii two–stage method. Note that τ = 1 is the parallel Newton two–stage method and τ = ∞ is the
corresponding Chord method.
It is not difficult to see that the convergence results of Theorem 3, and therefore, those of Theo-
rem 4, remain valid for both variations of the Newton method described above.
3. Numerical experiments
In order to illustrate the behaviour of these methods, we implemented the algorithms described
here on two distributed memory multiprocessors. The first platform is an IBM RS/6000 SP with 8
nodes. These nodes are 120 MHz Power2 Super Chip and are connected through a high performance
switch with latency time of 40 microseconds and a bandwidth of 110 Mbytes per second. The second
platform is an Ethernet network of 6 Pentiums IV connected through a switch with a bandwidth of
1 Gbit per second (Cluster 1 Gb/sec.). The parallel environment has been managed using the MPI
library of parallel routines. Moreover, we have used the BLAS routines for vector computations
and the SPARSKIT routines for handling sparse matrices. In order to illustrate the behaviour of
the above algorithms, we have considered a nonlinear elliptic partial differential equation, known
as the Bratu problem. In this problem, heat generation from a combustion process is balanced by
heat transfer due to conduction. The model problem is given as ∇2u − λeu = 0, where u is the
temperature and λ is a constant known as the Frank–Kamenetskii parameter (see e.g., [3]). There
are two possible steady–state solutions to this problem for a given value of λ. One solution is
close to u = 0 and it is easy to obtain. A close starting point is needed to converge to the other
solution. For our model case, we consider a 3D square domain Ω of unit length and λ = 6. To
solve our model problem using the finite difference method, we consider a grid in Ω of d3 nodes.
This discretization yields a nonlinear system of the form F (x) = Ax + Φ(x) − b = 0, where
Φ : IRn → IRn is a nonlinear diagonal mapping (i.e., the ith component Φi of Φ is a function
only of xi). The Jacobian matrix is a sparse matrix of order d3 and the typical number of nonzero
elements per row of this matrix is seven, with fewer in rows corresponding to boundary points of the
physical domain. In our experiments, we have considered the outer splittings F ′(x) = Pk(x)−Qk(x)
determined by Pk(x) = diag(I, . . . , Dk(x), . . . , I), 1 ≤ k ≤ p, where Dk(x) consists of the k
diagonal block of F ′(x) of size nk, and the inner splittings Pk(x) = Mk(x)−Nk(x) are determined
by Mk(x) = diag(I, . . . , Lk(x)Uk(x), . . . , I), 1 ≤ k ≤ p, where Lk(x)Uk(x) is the “level of fill–
in” factorizations ILU of Dk(x) [11]. Each diagonal weighting matrix Ek has ones in the entries
corresponding to the diagonal block Dk(x) and zero otherwise. Note that, with this choice of the
two-stage multisplitting, each processor k only needs to approximate, at each inner iteration, linear
systems of size nk, where
∑p
k=1 nk = n, and n is the size of the problem to be solved. In order to
preserve the block structure of the Jacobian matrices we have considered, in our experiments, nk a
multiple of d.
Let us denote by ILU(S) the incomplete LU factorization associated with the zero pattern subset
S of Sn = {(i, j) : i = j, 1 ≤ i, j ≤ n}. In particular, when S = {(i, j) : aij = 0}, the incomplete
factorization with null fill–in is known as ILU(0). To improve the quality of the factorization, many
strategies for altering the pattern have been proposed. In the “level of fill–in” factorizations [8],
ILU(κ), a level of fill–in is recursively attributed to each fill–in position from the levels of its parents.
Then, the positions of level lower than κ are removed from S. In the experiments reported here, we
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(b) κ = 1.
Figure 1. Parallel Newton two–stage method, p = 4, n = 125000, Cluster 1Gb/sec.
have used these ILU(κ) factorizations for the matrices Dk(x), 1 ≤ k ≤ p, defined above. We
have modified the SPARSKIT routine which obtains the ILU(κ) factorization in order to improve
the factorizations of successive matrices with the same sparsity pattern. The stopping criterion used
was ‖F (x())‖2 < 10−δ, with δ = 7. All times are reported in seconds.
We have run our codes with problems of various sizes and different levels of fill–in for the ILU
factorizations. In order to focus our discussion, we present here results obtained with d = 50 and
d = 72 that lead to nonlinear systems of size n = 125000 and n = 373248, respectively.
Figure 1(a) illustrates, using four processors, the influence on the execution time of different
levels of fill–in for m = . It can be observed that the best times are obtained setting incomplete
LU factorizations with levels κ = 0 or κ = 1, depending on the number of local steps q(, s, k) = q
performed. That is, for small values of q (approximately q ≤ 5, in this figure) the best times were
obtained setting κ = 1, while for high values of q it should use level 0 of fill–in. The levels of fill–in
ILU(κ) refer to the amount of fill–in allowed during the incomplete factorization. For given values
of m and q, increasing the level of fill–in κ, provides a better quality method in terms of its rate of
convergence (that is, in terms of reducing the number of global iterations required), but at the cost of
increasing storage. Therefore, it can be seen that, for κ > 1 this reduction of global iterations does
not balance the increase of the computational cost obtained by increasing the level of fill–in.
Figure 1(b) illustrates the influence of the choice of m,  = 0, 1, . . . , in relation to the non–
stationary parameter q used, for κ = 1. As it can be appreciated, the optimal choice of the values
m,  = 0, 1, . . . and q, are m =  and small values of q, respectively. However, if we use values of
q higher than the optimal, the method behaves better using a constant value of linear iterations m at
each global iteration , but this optimal value is hard to predict.
We have compared the results of these parallel methods with the well–known sequential Newton
Gauss–Seidel method, the sequential Newton ILU method [10], and with respect to the same algo-
rithm executed on a single processors. In all cases, the best sequential methods were obtained with
m = . Figure 2 illustrates the obtained efficiencies. As it can be appreciated, the parallel imple-
mentations reduce substantially the sequential times. Also, these efficiencies show a good degree of
parallelism of the method treated here.
Nevertheless these algorithms need to perform the evaluation and factorization of the Jacobian
at each nonlinear iteration; this step is one of the most costly. As it can be seen in Section 2, one
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Figure 2. Efficiency of parallel Newton two–stage method, m = , κ = 1, n = 125000, IBM
RS/6000 SP.
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(a) m = 7, q = 3.
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New. two-stage 63.2 66.8 70.7 77.4 86.5 101.3
Shamanskii(5) 53.6 59.4 64.3 71.6 80.7 95.4
Shamanskii(10) 52.4 58.5 63.4 70.7 80.1 94.8
Chord 51.5 54.0 62.7 70.0 79.5 86.8
1 2 3 4 5 6
(b) m = , κ = 1.
Figure 3. Parallel variations of Newton two–stage method, p = 3, n = 125000, IBM RS/6000 SP.
approach to reduce the cost of each nonlinear iteration of a Newton algorithm can be obtained with
far fewer Jacobian evaluations or factorizations (Shamanskii method), or with only one Jacobian
evaluation, before the nonlinear iteration begins (Chord method).
Figure 3 illustrates the behaviour of these variations of the parallel Newton method studied here.
In this figure, Shamanskii(τ ) indicates that the Jacobian matrix is updated each τ nonlinear iterations.
The results obtained indicate that the parallel Chord methods are the best option for this problem.
Moreover, the best results were obtained, again, with level 1 of fill–in (i.e., using ILU(1)).
On the other hand, we have compared the methods introduced here with both, those corresponding
to the algorithms presented in [2] (denoted here by New. multiGS) and those corresponding to the
algorithms presented in [1] (denoted here by New. two–stage GS). The splittings used in each case
are the same as the ones used in [2] and [1], respectively. Moreover, we have implemented the
corresponding Chord variation of those methods (denoted here Chord multiGS and Chord two–stage
GS, respectively). The best results obtained for the methods introduced in [2] and [1], and its Chord
variation, described here, have been obtained setting m = . As it can be appreciated in Figure 4,
251
100.0
200.0
300.0
400.0
500.0
Non-stationary parameter
Ti
m
e
(se
c.
)
New. multiGS 433.0 327.8 298.5 284.6
Chord multiGS 429.0 318.2 288.1 282.0
New. two-stage GS 486.6 336.5 292.2 279.5
Chord two-stage GS 483.3 334.0 289.5 268.8
New. two-stage ILU 215.4 211.0 225.7 271.9
Chord two-stage ILU 183.9 186.0 208.5 228.6
q=1 q=2 q=3 q=4
(a) IBM RS/6000 SP.
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New. two-stage GS 492.3 275.8 205.7 175.3
Chord two-stage GS 489.9 274.6 204.6 174.3
New. two-stage ILU 143.1 112.9 108.2 114.2
Chord two-stage ILU 132.6 103.6 104.2 104.8
q=1 q=2 q=3 q=4
(b) Cluster 1Gb/sec.
Figure 4. Comparison of parallel Newton two–stage methods, m = , p = 6, κ = 1, n = 373248.
the numerical experiments performed with these methods indicate that the use of parallel methods
using ILU factorizations to obtain the splittings is preferable to the use of parallel Newton methods
using the multisplittings described in [2] and [1] (Gauss-Seidel type splittings). Concretely, we
have observed a substantial reduction in the computational time when solving our model problem.
By comparing the best execution times in each figure, the parallel implementations of the methods
introduced in this paper provide a time reduction of about 30%-60%.
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