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ABSTRACT 
 
Hot spot identification (HSID) aims to identify potential sites—roadway segments, 
intersections, crosswalks, interchanges, ramps, etc.—with disproportionately high crash risk 
relative to similar sites. An inefficient HSID methodology might result in either identifying a 
safe site as high risk (false positive) or a high risk site as safe (false negative), and 
consequently lead to the misuse the available public funds, to poor investment decisions, and 
to inefficient risk management practice. Current HSID methods suffer from issues like 
underreporting of minor injury and property damage only (PDO) crashes, challenges of 
accounting for crash severity into the methodology, and selection of a proper safety 
performance function to model crash data that is often heavily skewed by a preponderance of 
zeros. Addressing these challenges, this paper proposes a combination of a PDO equivalency 
calculation and quantile regression technique to identify hot spots in a transportation network. 
In particular, issues related to underreporting and crash severity are tackled by incorporating 
equivalent PDO crashes, whilst the concerns related to the non-count nature of equivalent 
PDO crashes and the skewness of crash data are addressed by the non-parametric quantile 
regression technique. The proposed method identifies covariate effects on various quantiles 
of a population, rather than the population mean like most methods in practice, which more 
closely corresponds with how black spots are identified in practice. The proposed 
methodology is illustrated using rural road segment data from Korea and compared against 
the traditional EB method with negative binomial regression. Application of a quantile 
regression model on equivalent PDO crashes enables identification of a set of high-risk sites 
that reflect the true safety costs to the society, simultaneously reduces the influence of under-
reported PDO and minor injury crashes, and overcomes the limitation of traditional NB 
model in dealing with preponderance of zeros problem or right skewed dataset. 
 
 
 
Keywords: Hot spots; Network screening; Non-parametric models; Quantile regression; 
Empirical Bayes’; Negative binomial regression 
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1. INTRODUCTION 
 
Once operational, the transportation system (consisting of road segments, intersections, 
ramps, interchanges, etc.) does not perform homogenously with respect to safety due to both 
random and systematic influences. Not surprisingly, heterogeneity in the driving population, 
roadside features, weather, traffic conditions, driver behavior, and design features leads to 
heterogeneity in crash frequencies. Because of a desire and mandates to provide a safe 
driving environment, professionals are charged with identifying and improving “high risk” 
locations. Once potential high risk sites are identified—say the top 10% of all urban 
intersections in a city—safety engineers conduct safety audits of the sites to identify and 
rectify operational or geometric deficiencies.  
 
There is a fairly extensive literature focused on methods for the identification of “black 
spots”, “high risk sites”, “sites with promise”, or “hotspots” (HSID). The term “network 
screening” is also synonymous with HSID. A variety of methods have been proposed, 
presented, and applied. Previous research (e.g., Hauer, 1997; Persaud, 1986, 1988; Persaud & 
Hauer, 1984) reported that methods relying on a simple ranking of crash counts or crash 
rates, due to the random fluctuation of crashes from year to year, can produce large number 
of false positives (safe sites falsely identified as unsafe) and false negatives (truly hazardous 
sites escape identification). These errors result in inefficient use of federal and/or state aid 
and local government resources applied for safety improvements.  
 
A discussion in the literature regarding the continuous nature of crash risk across sites and the 
tradeoffs between false negatives and positives is also conspicuously short. The most “risky” 
X% of sites is typically determined by available resources and mandated safety management 
practices. These X% of sites are marginally ‘less safe’ than the sites just below the mostly 
artificial crash rate or frequency threshold. The difference between “safe” and “risky” sites is 
not deterministic, i.e., the presence or absence of a particular feature. Thus, the entire process 
of HSID is a somewhat artificial separation of “good” and “bad” sites on a continuous crash 
risk measurement scale. As a result, tradeoffs between “false positives” and “false negatives” 
will be impacted by the choice of X, or the percentage of sites determined to be “risky”. For 
example, all sites performing worse than average could be considered to represent 
unacceptable risk, resulting in X near 50%. Conversely, only the top 1% of sites could be 
considered to have unacceptable risk. These decisions significantly impact all aspects of 
HSID and influence the performance results of the methods.  
 
Hauer and Persaud (1984) drew an analogy between the first stage of identification of black-
spots and a sieve, and discussed how to measure the performances of various methods of 
identifying hot-spot sites. Based on this study, Higle and Hecht (1989) conducted a 
simulation experiment to evaluate and compare techniques for the identification of hazardous 
locations in terms of crash rates. Subsequent work by Hauer (1997) and others (e.g., Bauer & 
Harwood, 2000; Hadayeghi et al., 2003; Miaou & Lord, 2003) showed that safety 
performance functions might be curvilinear with respect to VMT, and therefore should not in 
general be used to rate the risk of various sites.  
 
The Empirical Bayes’ (EB) method, formally introduced by Hauer (1997), has been adopted 
as the state of the practice HSID. The application of EB for HSID has received a great deal of 
attention as it accounts for both crash history and expected crashes on similar sites—two 
essential clues to safety at a site (Persaud, 1999). It follows that the safety of a site is affected 
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by not only some common measurable factors shared by a corresponding reference 
population (generally captured in the safety performance function) but also some unique 
characteristics associated with the site (reflected in its crash history). In EB method, the 
safety of a site is estimated by a weighted average of observed crash count of the subject site 
and expected crashes of similar sites, where the weight is determined by the variance in 
estimating expected crashes of the reference sites. Hauer et al. (1988) applied Empirical 
Bayes’ (EB) method to estimate the safety at signalized intersections, Persaud (1991) 
evaluated crash potential of Ontario road sections and Higle and Witkowski (1988) presented 
a Bayesian technique making use of crash rates. In a carefully controlled Monte Carlo 
simulation study comparing crash rate ranking, frequency ranking, accident reduction 
potential, and EB methods, Cheng and Washington (2005) showed that under controlled 
experimental conditions the EB method is in general superior to all other methods available 
for identifying high risk sites—revealing the lowest percentage of false positive and false 
negative errors. In subsequent work Cheng and Washington (2008) developed new criteria 
under which HSID methods can be evaluated and again the EB method yielded superior 
performance.  
 
In a few studies on HSID methods researchers have attempted to tackle the complex issue of 
crash severity. For example, the Missouri Department of Transportation identified seven 
methods for identifying high crash locations, two of which acknowledged the importance of 
crash severity (MDT, 1999). They detailed a crash severity method that weighed injury and 
fatal crashes, dictated by ‘local policy’ that appears to be somewhat arbitrary, by a factor of 
(for example) 6 compared to property damage only (PDO) crashes to obtain an EPDO 
estimate. The severity-rate method they identified takes the EPDO estimate and divides by 
exposure across locations to obtain an EPDO based rate. 
 
Tarko and Kanodia (2003) recommended the index of crash frequency and index of crash 
cost as the ‘best’ methods for conducting HSID after conducting a thorough review. The 
index of crash frequency method in simple terms estimates safety performance functions by 
location (rural multi-lane roads, rural interstates, etc.) and compares the observed to expected 
total crash frequencies (divided by the standard deviation of the difference estimate) to rank 
sites for potential improvement. This method does not account for severity nor does it 
account for possible regression to the mean effects. Their second recommended method is 
similar to the first except that it uses crash costs to incorporate severity. Count models are 
estimated separately for PDOs and injuries and fatalities (I/Fs) (Tarko et al., 2000). Then, the 
average costs for PDOs and I/Fs (and other ancillary statistics) are used to calculate a 
severity-weighted index. This method accounts for severity, but requires as many regression 
models as there are severity classes which becomes cumbersome and requires estimation on 
increasingly smaller samples sizes. Ma et al. (2008) proposed even a more complex 
multivariate Poisson-lognormal model to consider severity and frequency in a safety 
performance function simultaneously. While this approach is extremely capable of 
accounting both frequency and severity for HSID, it is cumbersome for practitioners and 
safety managers to apply due to its significant complexity and time commitment to estimate. 
 
A well specified safety performance function is the key to efficiently identify sites with high 
risks. The preponderances of zeros in the crash data led researchers to apply zero-inflated 
count model by considering the possibility of the existence of dual-state data-generating 
process: one state is the “zero state” where the probability of an event is so low that it cannot 
be distinguished from zero and the other state is the “normal-count state” that includes the 
zeros and positive integers (e.g., Chin & Quddus, 2003; Shankar et al., 1997). The application 
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of zero-inflated models for modeling motor vehicle crashes has been proved inappropriate 
mainly because of theoretical inconsistencies (e.g., Lord et al., 2007; Lord et al., 2005). To 
account for over-dispersion and various other types of heterogeneities in the crash data, 
researchers have tried different modeling options like generalized estimating equation models 
(Lord & Persaud, 2000), finite mixture regression model (Park & Lord, 2009), three-
processes count model (Washington & Haque, 2013), random effects model (Shankar et al., 
1998), random parameters model (Anastasopoulos & Mannering, 2009), Bayesian 
hierarchical models (e.g., Haque et al., 2010; Huang et al., 2009), artificial neural network 
model (Chang, 2005), quantile regression models (e.g., Liu et al., 2013; Qin, 2012; Qin & 
Reyes, 2011) and many others (see Lord & Mannering, 2010 for details). Recently, Qin et al. 
(2010) have applied a non-parametric quantile regression model to account for 
heterogeneities and skewed distribution of crash data, but they did not take into account crash 
severity into the methodology of identifying high risk sites. 
 
In summary, challenges remain in HSID methodologies and include: 1) incorporating crash 
severity and costs into the hot spot identification technique, 2) underreporting of minor injury 
and property damage only (PDO) crashes, and 3) lack of a reliable of safety performance 
function that can deal with the crash data heavily skewed by a preponderance of zeros 
partially caused by crash underreporting issues. Addressing these challenges, this paper 
proposes a combination of PDO equivalency calculation and quantile regression technique to 
identify sites with high risks in a transportation network. The method applies a non-arbitrary 
weighting scheme to account for crash costs, is not analytically cumbersome, and can be 
applied relatively quickly and efficiently. The underreporting problem is addressed in greater 
detail in a companion paper by Oh et al. (2010), where it is shown that the use of PDO 
equivalents—where more accurately reported crashes including fatal and serious injuries are 
weighted more heavily—results in significantly lower analysis errors due to the incomplete or 
underreporting associated with minor injury and property damage only crashes which are 
weighted less heavily. This study therefore builds upon this previous study, whereby the 
focus is on the treatment of crash severity, crash costs, and preponderance of zeros of the 
methodology. The proposed index is not unique; however, its constituent parts are built upon 
prior substantial thinking that has been reported on this subject. A modeling approach is 
proposed that addresses the preponderance of zeros problem that severely impacts the 
modeling of crash data—a technique that is ideally suited for the proposed application, and 
one that avoids the thorny interpretation issues surrounding zero inflated modeling 
approaches. Performances of the proposed HSID method and state of the practice Empirical 
Bayes’ method are compared, contrasted, and discussed. 
 
2. PROPOSED HSID METHOD 
 
2.1 Incorporating Crash Severity and Costs 
 
Why do crashes involving motor vehicles matter to society? According to Hauer (3), “Road 
safety is manifest in the occurrence of accidents and their harm”. It is difficult to disagree 
with this simple assessment. So, ‘the occurrence’ is measured by the count of accidents; but 
how is ‘their harm’ measured? Fortunately, this question has been addressed in considerable 
detail in a landmark study by Blincoe et al. (2002). Table 1 shows comprehensive national 
estimates of the harm of motor vehicle crashes on a per crash cost basis. Note that the table 
includes estimates for loss of life as QALYs, or quality of life adjusted years. QALY is a 
health outcome measure that reflects the duration and severity of a health problem, with the 
average quality of life adjustment for a motor vehicle fatality equal to about $2.4 million (see 
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Miller et al., 1995 for more details). The table shows that a fatal crash costs on average $3.5 
million, while the average PDO crash costs $2,532. Estimates of the cost of road traffic 
crashes in Australia (BITRE, 2009) and Singapore (Chin et al., 2006) have also indicated a 
similar effect to the society. 
 
All crashes are not created equal, since fatal and severe injury crashes are far more costly to 
society than are property damage only (PDO) crashes. As seen in Table 1, the average fatal 
crash in 2000 cost nearly $3,366,388, whereas the average PDO crash cost $2,532—a ratio of 
about 1330 to 1. Societal crash costs include medical, emergency services, market 
productivity, household productivity, insurance administration, workplace cost, legal costs, 
travel delays, and property damage—the cumulative costs that society bears when a person is 
injured or killed in a motor vehicle crash. In terms of societal safety cost, or total safety 
impact, the average fatal crash in 2002 was 1330 times more costly than the average PDO 
crash (on a per-person injured basis). Alternatively, a PDO-equivalency factor can be 
introduced so that a fatal crash is worth 1330 PDO crashes. PDO equivalency factors 
calculated for major and minor injury crashes (adapted from Blincoe et al., 2002) are 949 and 
11 respectively. Note that these PDO equivalency factors are on a per person injured basis. A 
per crash basis estimate would require knowledge of average occupancy of crashes and 
average number of vehicles involved by crash type and location. The injured equivalency 
factor per person is a simplification addressed further in the Conclusions section.  
 
Since the vast majority of surface transportation systems in the United States are publicly 
owned and operated, the relevant costs to be considered in severity weighting are those to 
society at large. It is argued, therefore, that estimates from Blincoe et al. (2002) represent 
appropriate, current, and defensible estimates of the relative safety impacts of PDO, injury, 
and fatal crashes. Moreover, any estimates of PDO equivalents based on injury costs only or 
an arbitrary weighting scale are not defensible. Finally, readers are reminded that this 
discussion originated from the notion that lack of weights fails to recognize the vastly 
differential impact that crashes have on society.  
 
As a result a modified and straightforward HSID method is proposed that incorporates a PDO 
equivalency factor in estimating safety performance functions. The PDO equivalency factors 
are given as:    
 
  (1)   
 
where the number of crashes at location i, yi, is equal to the equivalent property damage only 
(EPDO) crashes at this site calculated as the weighted sum of PDO, minor injury, major 
injury, and fatal crashes. The modified estimate of crashes across transportation system 
locations is now used in HSID. 
 
2.2 Quantile Regression Models of EPDO 
 
While crash frequencies lend themselves to generalized negative binomial models, the 
introduction of equivalent property damage only (EPDOs) crashes complicates the analysis. 
First and foremost, the data are no longer approximately Poisson or negative binomial 
distributed. In fact the EPDO data are not ‘nicely behaved’ at all—and are not distributed like 
any well known statistical distribution. Moreover, the expected safety performance 
function—which establishes relationships between predictors and expected or mean safety, is 
heavily skewed by the preponderance of zeros in the data. This “zeros” problem is not unique 
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to modeling EPDOs and causes analysis issues with crash frequency models as well. For 
example, some experimentation with zero inflated models has been aimed at tackling this 
thorny issue (Nam & Lee, 2006; Shankar et al., 1997), but criticized for solving analysis 
problems but leaving interpretation and theoretical inconsistencies (Lord et al., 2007; Lord et 
al., 2005). 
 
To solve simultaneously the poorly behaved distributional performance and the 
preponderance of zeros, a non-parametric quantile regression technique (Koenker, 2005; 
Koenker & Hallock, 2001) to model the EPDO data has been proposed. In contrast to linear 
regression models, which focus on the conditional mean (the mean conditioned on values of 
the model covariates), a quantile regression conditions on a particular quantile, such as the 
90th percentile, 80th percentile, etc. The motivations for applying the quantile regression are 
interest in quantiles other than the mean and non-linearities of the regression function at 
values other than the mean. Quantile regression does not rely on any distribution assumption 
and estimates of slopes are derived by minimizing an optimization function. In the 
optimization function, asymmetrically weighted sum of absolute deviations of residuals are 
minimized for a particular quantile, in contrast to least squares estimation where the sum of 
squared residuals is minimized to find the mean function (Koenker, 2005; Koenker & 
Hallock, 2001).  
 
Let’s yi denotes the equivalent property damage only (EPDO) crashes at the road segment i. 
The general pth sample statistics quantile ξ(p) can be estimated as an optimal solution by 
minimizing a weighted average of the samples whose values are larger or equal to ξ(p) and 
the samples whose values are less than ξ(p) as shown in the following equation (Koenker, 
2005; Koenker & Bassett, 1978). 
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The pth sample statistics quantile ξ(p) is expressed as the linear functions of the parameters of 
interest as following 
 
iip εβX +=)(ξ        (3) 
 
where p takes a value between 0 and 1 representing a percentile of interest, e.g., 100p 
percentiles such as 97 percentile, 95 percentile, etc. ξ(p) is expected number of crashes 
corresponding to pth percentile, β is a k-dimensional vector of unknown regression 
parameters, Xi is a vector of covariates representing site specific attributes and εi is the model 
error independent of all covariates. By minimizing the sum of weighted absolute residuals, 
regression parameters are estimated by solving the following optimization problem 
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The quantile regression is similar to a linear programming problem which can be solved 
efficiently with various optimization methods such as simplex algorithm, interior point 
method, a smoothing algorithm or their derivations. In models that follow, bootstrap 
sampling was used to obtain estimates of the correct quantiles and parameter estimates. 
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2.3 HSID Criteria 
 
Application of the equivalent property damage only (EPDO) based model requires an 
estimation of excess EPDOs of a site than its expected EPDOs.  Hot spots are identified by 
ranking sites by the observed EPDO minus their predicted EPDO, with the most high risk site 
identified as having the highest number of observed EPDOs compared to what is predicted 
for this site (in a multivariate model). 
 
                        (5) 
 
Equation 5 will produce an estimate of the ‘excess’ number of equivalent PDO crashes 
occurring at site i. Since EPDOs instead of crash frequencies are used, fatal and major injury 
crashes will have an appropriate and disproportionately large influence on the statistic. 
Moreover, EPDOs are estimated at thresholds such as 90th and 95th percentiles, and thus 
represent the expected behavior of the worst performing sites against which the performance 
of individual sites is compared.  
 
The proposed HSID technique is compared against the state of the practice Empirical Bayes 
(EB) approach. The EB method rests on the following logic. Two assumptions about crash 
occurrence are first needed. Assumption 1: At a given location, crash occurrence obeys the 
Poisson probability law. That is, λzP denotes the probability of recording z crashes on a 
site where their expected number is λ, where !/ zezP z λλλ −= . Assumption 2: The 
probability distribution of the λ’s of the population of sites is gamma distributed, where g(λ) 
is denoted as the gamma probability density function, and is a typically modeled as a function 
of site covariates. 
 
On the basis of the above assumptions, which have been shown to be valid for many 
observed motor vehicle crash data sets, the probability that a site records  
crashes is approximated by the negative binomial (NB) probability distribution. In the EB 
approach, estimation of the long-term safety of an entity  is obtained by using two clues, 
the historical crash record of a site   and the expected number of crashes  obtained 
from a safety performance function for similar sites (i.e. reference population or comparison 
sites). Mathematically (Hauer, 1997; Persaud, 1999), 
 
    (6) 
 
whereα is the weight expressed as: 
 
   (7)                                          
 
 
Equation 6 is simply a weighted average of the reference population mean and a site’s prior 
crash history. In equations 6 and 7, if the variance is large compared to the mean (large 
natural fluctuation for comparison sites) then alpha is small and the mean of comparison sites 
does not receive much weight in the expected long-run safety of a site. Conversely, a small 
variance suggests that crashes for comparison sites do not vary that much, alpha is large, and 
the expected value for comparison sites plays a larger role in the underlying safety of a given 
site.  
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3. DATSET FOR ILLUSTRATION 
 
For the empirical investigation of the proposed hot spot identification (HSID) technique using 
a quantile regression model on property damage only equivalent crashes, rural road segment 
data from South Korea are examined. Data for this study were collected under the explicit 
recognition that crashes at rural road segments are affected by both local and regional 
characteristics. Road segments in rural locations adjacent to metropolitan areas, for example, 
may consist of different driving populations and hence safety compared to intersections in 
rural locations. Roadside conditions are different depending on the location of rural segments 
within South Korea. Considering this expected heterogeneity across sites, road segment crash 
and geometric data were obtained from two sites in South Korea. The first location is outside 
of Seoul, the capital of South Korea and the largest city. The population of Seoul was about 
10 million in 2008. The second location represents segment data collected from a more rural 
region, with no major cities nearby.  
 
The data are based on a total of 2,916 highway road segments in rural areas and were 
obtained from two sources. First, detailed crash records from 2005 to 2007 were obtained 
from the national police agency. Roadway inventory data were obtained from field surveys 
that were conducted from 09/01/2008 through 11/30/2008. Based on underlying theories of 
crash causation and with the intent to establish defensible statistical models to enable the 
examination of possible relationships among crash frequencies, geometric, and traffic 
characteristics of road segments, a total of 45 possible variables were considered in the 
analysis. Explanatory variables included a wide range of roadway and traffic characteristics 
such as average traffic volume (ADT), heavy truck volume (HVADT), posted speed limit, 
roadway segment length, number of lanes, horizontal and vertical curvature, terrain 
condition, shoulder width, median width, shoulder type, lighting condition and land use 
characteristics.    
 
Table 2 shows the variables collected during the study, their mnemonics, and measurement 
units. All of the variables that appear in the table were collected either as a result of prior 
studies having revealed a possible relationship to safety or due to an anticipated association. 
Average daily traffic volumes (ADT) and heavy truck traffic volumes (HVADT) for example 
have been well established to affect safety in numerous prior studies, while the number of bus 
stops (bustop) is a potential factor worthy of exploration.  
 
The means, standard deviations, minimums, and maximums for the variables listed in Table 2 
are shown in Table 3. The segment with the most fatal crashes recorded 2, while one site 
recorded 8 minor injury crashes (mininj). The range of total crashes is zero to thirteen.  
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4. RESULTS AND DISCUSSION 
 
4.1 Road Segment Safety Performance Functions 
 
The estimation of safety performance functions for the different dependent variables—crash 
frequencies and PDO equivalents—is described in this section. Generalized negative 
binomial regression models are used to model crash frequencies, whereas non-parametric 
quantile regression is used to model PDO equivalents. Each is discussed in turn. 
 
4.1.1 Generalized Negative Binomial Model of Crash Frequencies  
 
Safety performance functions were estimated using generalized negative binomial regression 
models with crash frequencies (crashfreq) as the dependent variable. Table 4 shows the 
generalized negative binomial regression model results based on reported crash count data. 
Crash frequencies across road segments in Korea are a function of a variety of statistically 
significant factors. Model coefficients are provided as incident rate ratios (IRRs), that is 
exp(β) rather than β. Standard errors and confidence intervals are similarly transformed. The 
advantage of IRRs is that the multiplicative effect of a unit change in the predictor is directly 
interpretable. In keeping with sound modeling practice only predictors that are both logically 
defensible and statistically significant at α ≤ 0.05 are retained in the regression models. 
Segment length (length) is applied as an exposure variable in all of the regressions (no 
coefficient), and dispersion is allowed to be structured when appropriate (non-constant 
dispersion—see Mitra and Washington (2007)). 
      
The presence of a horizontal curve within a segment suggests that the frequency of predicted 
crashes increases by 50% on average. As the radius of a horizontal curve increases it has a 
decreasing average effect on crash frequencies, albeit this effect is small in magnitude. 
Traffic volumes have a large effect on crash frequencies as found in a multitude of studies. 
For each 10,000 vehicles (all traffic) there is an average 1.32 factor increase in predicted 
crash frequency, while for each 1,000 heavy duty vehicles there is a 3.2 factor increase in 
predicted crash frequency. Thus, heavy trucks are more influential on expected crash 
frequencies in this model.  
 
Land use seems to serve as a reliable proxy for operational differences across land uses that 
affect crash frequencies. Residential (landuse 1) and industrial areas (landuse 4) are 
associated with increases of about 5.8 and 5.2 times the crash frequencies observed in all 
other land use categories, including commercial areas, farmland, and their interactions. An 
unexpected finding is the omission of commercial areas which tend to contribute complex 
vehicle turning movements not explained by the other land use categories. Finally, when the 
terrain is flat (compared to rolling or mountainous) there is about a 30% reduction in reported 
crash frequencies on average.  
 
Finally, the only speed limit category that seems to be associated with crash frequencies is the 
40 kph category, which has about double the frequency of crashes compared to all other road 
types. All other speed limit categories were not statistically significant—another curious 
finding.  
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4.1.2 Quantile Regression Model of Equivalent PDO Crashes 
 
Equivalent Property damage only (EPDO) crashes were modeled by a quantile regression 
technique since the EPDO data neither are Poisson or Negative Binomial nor distributed like 
any well known statistical distribution. Figure 1 shows that the average PDO Equivalent per 
unit of length at sites with varying posted speeds is near to zero for all speeds (horizontal 
line), suggesting that a regression through the means will yield a fruitless pursuit. Moreover, 
the expected safety performance function—which establishes relationships between 
predictors and expected or mean safety, is heavily skewed by the preponderance of zeros in 
the data. To account for poor distributional performance and skewness, a non-parametric 
quantile regression technique to model PDO equivalency data is employed. 
 
The quantile regression models of equivalent property damage only (EPDO) crashes—shown 
in Table 5—identify a substantially different set of statistically significant and logically 
defensible predictors. The quantile regression models of equivalent property damage only 
(EPDO) crashes—shown in Table 5—identify a substantially different set of statistically 
significant and logically defensible predictors. The quantile regression model for the 90% 
percentile identifies presence of rolling terrain, presence of level terrain, existence of concrete 
median, roads with posted speed limit 40 kph and average traffic volume as significant 
factors in the regression model. It appears that each of the factors including presence of 
rolling terrain, level terrain and concrete median is negatively associated with the 90% 
percentile of EPDO crashes. The posted speed limit 40 kph and traffic volume in 10,000 
vehicles are positively associated with the 90% percentile of EPDO crashes. In contrast, 
significant variables in the quantile regression model for the 95% percentile include presence 
of paved shoulder, presence of unpaved shoulder, existence of concrete median, and whether 
the posted speed limit along a roadway segment is 50 kph, 60 kph or 80 kph. Finally, the 
quantile regression models for the 97% percentile identifies that presence of rolling terrain, 
existence of concrete median, 50 kph roads, 60 kph roads and average traffic volume are 
significantly associated with the 97% percentile of EPDO crashes. The positive effect of 
traffic volume in the quantile regression models is expected since traffic volume reflects the 
exposure. Hence an increase in traffic volume is likely to increase the number crashes, and 
hence the EPDOs. Roads with higher speed limits are generally designed with higher safety 
considerations and thus higher speed limits on average are associated with lower EPDOs on 
rural roads in Korea on average. 
 
To remind the reader, the model on PDO equivalents is intended to reflect a more complete 
picture of segment safety by including both frequency and severity effects. The models, 
which reflect the 90%, 95%, and 97% percentiles from top to bottom respectively, reveal that 
significant predictors change quite considerable as increasingly smaller subsets of outliers are 
examined. Also evident is that factors known to affect severity are significant, such as speed-
related variables, shoulder type, etc. 
 
4.2 Performance on identifying High Risk Sites 
 
Examination and comparison of some of the high risk sites identified by the proposed method 
and the traditional EB method is warranted. The safety performance function (SPF) of the 
traditional Negative Binomial model used for the EB method is reported in equation 8. 
Estimated SPFs for the quantile regression models of EPDOs that reflect 90%, 95%, and 97% 
percentiles are respectively shown in equation 9, 10 and 11.  
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The different quantile models, shown in equations 8 through 11, are capturing heterogeneity 
across quantiles of EPDO. If there was no heterogeneity across the quantiles the significant 
variables would presumably be the same, except with different coefficients. The different 
models have given rise to different quantile EPDO thresholds. In other words, the top 5% of 
sites share characteristics that are different, on average, then the top 10% of sites, and so on. 
If then, one has funding allocation to inspect 5% of sites, the  
EPDO thresholds (and corresponding sites) would be different then if one has funding to 
inspect 10% of sites. This ability to identify the shared attributes of sites at different quantiles 
is a key contribution of this method, and differentiates this approach from expected crash 
(approximately 50%) frequency methods. 
 
Using the SPFs from equations 9 to 11, the hot spots are identified following the EPDO 
method reported in equation 5 and compared against the EB method reported in equation 6 
that screens hot spots using the SPF in equation 8. Table 6 shows the top 20 sites (out of 2916 
rural road segments) identified using both methods. Note that 18 sites identified using crash 
frequencies are not identified using PDO equivalents. The only sites that appear in the top 20 
of both methods are site ID 610 and 328, all others are unique to method. The table also 
shows how different percentiles of the quantile regression affect the ranking of top sites. It 
appears that that the vast majority of sites appearing in the top 5% are also in the top 10%.  
There are only two sites—one in 95% EPDO and another in 90% EPDO—that are unique to 
the list of top 20 sites of different quantiles. The setting of the percentile thresholds by the 
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quantile regression is obtained by searching the statistical distribution to identify a set of 
covariates that best captures all sites above an nth% threshold. Because this set of covariates 
changes as a function of the threshold, there will be occasions when certain sites are removed 
from a threshold that appeared in another, as reflected in Table 6. This phenomenon is also a 
function of the empirical distribution of EPDOs (see Figure 1), which is not well behaved. 
 
Table 7 shows details of some of the top sites identified using the two methods. It lists the top 
ten most hazardous sites identified by each method, contrasting hot spots identified using the 
97% quantile regression EPDO approach compared to the state of the art EB approach. The 
contrast of sites identified using the two methods is stark. First, the top 3 high risk sites 
identified using crash frequencies are heavily skewed towards sites with many PDO and 
minor injury crashes—there were 6 major injury or fatal crashes that occurred at the top 3 
sites. Note that this approach is commonly applied in practice. In contrast, the top 3 sites 
identified using PDO Equivalents are heavily skewed towards sites with major injury crashes 
and fatalities. There were 11 major injury and fatal crashes that occurred at the top 3 sites 
identified using the modified method. The reason behind this stark difference is due to the 
heavy emphasis placed on crash severity and its role in determining the safety of a site. When 
all crashes are treated as equal then frequencies will dominate—when crashes are properly 
weighted to reflect the true societal impact a different picture emerges.  
 
In contrast to Table 7, which shows detailed statistics on the top 10 sites for the two methods 
(EPDO at 97th percentile), Table 8 shows the aggregate differences between the two methods 
(for 90th, 95th, and 97th percentiles). It shows crash statistics for the top 2.5%, 5%, and 10% of 
sites identified as high risk using both crash frequencies and PDO equivalents. 
 
It can be seen, for example, that when the top 2.5% of sites are identified using the EB 
approach using crash frequencies, there are a total of 225 crashes that occurred at those sites, 
including 8 fatal crashes, 96 major injuries, and 72 minor injury crashes. In contrast the PDO 
equivalents method (97% percentile) identifies a total of 209 crashes at the top 73 sites, with 
26 of them fatal, 110 as major injuries, 33 as minor injuries, and 40 PDOs. Hence the EPDO 
method has identified sites with 18 more fatal crashes and 14 major injury crashes than did 
the EB method using crash frequencies. 
 
As the number of sites is increased the two methods start to converge. By the time 291 high 
risk sites are identified—10% of the sample—fatal crashes are within 1 crash by each 
method, major injuries are within 13 crashes, while differences still exist among minor 
injuries and PDOs between the two models. In the middle—where 5% of high risk sites are 
identified—there are still significant discrepancies especially with regard to fatal and major 
injury crashes.  
 
In practice the number of high risk sites that will be identified will be limited because of 
restricted financial resources, limited human resources for auditing sites, and because of 
competing safety priorities. Thus, when the top proportion of sites identified is relatively 
small (5% or less) the two methods produce quite different results. The PDO equivalent 
method identifies sites where crashes have been quite severe, whereas the conventional 
method identifies sites with minor injury and PDOs are abundant. 
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5. COCLUSIONS AND RECOMMENDATIONS 
 
Other engineering disciplines have recognized the importance of weighing the magnitude of 
an event and not just the frequency. Pavement damage and the occurrence of earthquakes are 
both examples of where damage is a function of both frequency and magnitude of events. We 
have proposed a similar methodology that weights crashes relative to their societal impact to 
aid in the identification of possible accident blackspots. This methodology does not impact 
the subsequent diagnosis or treatment of sites, which should be conducted based on the 
accidents that actually occur at a site identified as a potential blackspot.  
 
Safety researchers have recognized the importance of crash severity and have looked for 
ways to include it in efficient, straightforward, and logically defensible ways. Unfortunately, 
many past efforts have resulted in fairly complex and hard to implement modeling 
frameworks or arbitrary weightings of injury and fatality crashes. A method is proposed and 
described in this paper using PDO equivalents, weighting the crash count sum proportional to 
the direct costs that crashes impart on society. It is argued that this weighting is justified 
based on the public ownership of the transportation system and the total societal costs of 
motor vehicle crashes.  
 
After describing the analytical process in detail, the use of PDO equivalents is demonstrated 
and compared to current state of the practice using Korean road segment data. Individual sites 
are examined and differences shown as to which sites are identified as “high risk” based on 
the PDO equivalency approach compared to the state of the practice EB method.  
 
Econometric issues arise in the PDO equivalency approach. Specifically, the standard 
distributional assumption of crashes being approximately negative binomial distributed is 
questionable when the PDO equivalents are applied. Additional variation is introduced by the 
EPDO calculation, while a large proportion of zeros are retained. Essentially these features 
add to the unobserved heterogeneity already complicating crash count modeling efforts. A 
non-parametric technique—quantile regression—is applied to overcome both the 
distributional limitations as well as the disproportionate influence of the preponderance of 
zeros in the data.  
 
As expected, the method using PDO equivalents places more emphasis on costly and 
therefore more harmful crashes than does the conventional EB method. Comparison of 
aggregate statistics of 2.5%, 5%, and 10% hot spots identified suggests that the methods 
differ considerably in their performance, with the PDO equivalency method identifying far 
more harmful crash locations, on average.  
 
The method proposed here may serve as a substitute for or complement to existing methods 
for identifying black spots. It is intended to be straightforward, non-arbitrary in the 
weighting, and overcome econometric problems. Certainly it is recommended that this 
method be included in a network screening process that has to date ignored crash severity or 
which relies on cumbersome modeling.  
 
There are no silver bullet approaches to HSID methods and this proposed approach is no 
exception. The following issues need additional attention and are worthy of further discussion 
and research.  
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On too many occasions the difference between a minor and major injury crash, or fatal crash, 
is the use or non-use of safety restraints such as seat belts and car seats for children. High risk 
site analysis is intended to accomplish exactly as it implies—to identify locations that have 
deficiencies—not to identify poor driver choices which are somewhat random across sites 
and are often better remedied through behavioral interventions. Thus, poor driver decisions 
from either restraint use or impaired driving can impact the major injury and fatal crash 
counts on the network in non-systematic ways. Despite this, it must be kept in mind that 
network screening is merely a tool to identify potential problems, not a tool for identifying 
actual problems. Thus, any errors that result from the influence of poor driver decisions on 
severe crash counts will be revealed upon safety audits and field inspections. As such, this 
issue is not so destructive after all. Moreover, crash counts are subject to the same 
vulnerability—driver errors can cause crashes and increase crash counts at a site.  
 
Another point of contention may be the choice of weighting of crashes. The latest well 
established estimates of total per person crash costs are used to develop weights in this 
current analysis, and these weights are thought to be imminently defensible; however, some 
may argue that willingness to pay or other cost method be used instead. Regardless of what 
weights are used, the relative importance of fatal and major injury crashes will be orders of 
magnitude higher than minor injury and PDO crashes. Moreover, the debate about what 
weights to justify is the correct debate to have compared to a debate on whether severity 
should be included at all, or a debate around arbitrary assignment weights. 
 
Despite the noted limitations discussed previously, the PDO equivalent method presented 
here sheds new light on how to identify high risk sites. It has enormous intuitive appeal and is 
defensible in public forums. It also is straightforward to apply, unlike numerous other 
proposed frameworks that rely on systems of counts and discrete outcome models, which 
raise all sorts of additional econometric issues. Finally, the proof is in the pudding—it 
identifies sites that reveal potential problems with severe crashes that conventional 
approaches fail to identify. The appeal of the approach is its practical, intuitive, defensible, 
and straightforward application. 
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Table 1: Summary of Unit Costs, 2000 (Blincoe et al., 2002) 
2000 Dollars 
 
 PDO MAIS0 MAIS1 MAIS2 MAIS3 MAIS4 MAIS5 Fatal 
INJURY COMPONENTS 
Medical $0 $1 $2,380 $15,625 $46,495 $131,306 $332,457 $22,095 
Emergency Services $31 $22 $97 $212 $368 $830 $852 $833 
Market Productivity $0 $0 $1,749 $25,017 $71,454 $106,439 $438,705 $595,358 
HH Productivity $47 $33 $572 $7,322 $21,075 $28,009 $149,308 $191,541 
Insurance Admin. $116 $80 $741 $6,909 $18,893 $32,335 $68,197 $37,120 
Workplace Cost $51 $34 $252 $1,953 $4,266 $4,698 $8,191 $8,702 
Legal Costs $0 $0 $150 $4,981 $15,808 $33,685 $79,856 $102,138 
Subtotal $245 $170 $5,941 $62,020 $178,358 $337,301 $1,077,567 $957,787 
NON-INJURY COMPONENTS 
Travel Delay $803 $773 $777 $846 $940 $999 $9,148 $9,148 
Property Damage $1,484 $1,019 $3,844 $3,954 $6,799 $9,833 $9,446 $10,273 
Subtotal $2,287 $1,792 $4,621 $4,800 $7,739 $10,832 $18,594 $19,421 
Total $2,532 $1,962 $10,562 $66,820 $186,097 $348,133 $1,096,161 $977,208 
QALYs $0 $0 $4,455 $91,137 $128,107 $383,446 $1,306,836 $2,389,179 
Comprehensive $0 $0 $15,017 $157,958 $314,204 $731,580 $2,402,997 $3,366,388 
Total Comprehensive ratio/Fata 0.45% 4.69% 9.33% 21.73% 71.38% 100.00%  
Injury Component ratio/Fatal  0.31% 4.58% 9.16% 21.53% 71.24% 100.00% 
Note: Unit costs are on a per-person basis for all injury levels. PDO costs are on a per damaged vehicle basis 
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Table 2: Road Segment Variable Names, Descriptions, and Measurement Units or 
Levels 
 
Variable 
Mnemonic 
Description of variable 
crashfreq Total Number of traffic crashes 
fatal Number of reported fatal crashes (crash where at least 1 person is fatally injured) 
majinj Number of reported major injury crashes (crash where at least 1 person suffers non-fatal 
major injury) 
mininj Number of reported minor injury crashes (crash where at least 1 person suffers non-fatal 
minor injury) 
PDO Number of reported property damage only crashes 
ADT10k Average daily traffic volume [veh/day] in tens of thousands of vehicles 
HVADT1k Average daily heavy vehicle volume [veh/day] in thousands of vehicles 
site Rural segments outside metropolitan area=0, rural segments located in level and rolling 
areas =1 
length Roadway segment length [meters] 
hc The presence of horizontal curve  
vc The presence of vertical curve  
hcradius Horizontal curvature [meters] 
grade Vertical grades [%] 
numdriv The number of driveways 
numlite The number of lights 
width Traveled width [meters] 
numlan The number of lanes 
shldwdth The shoulder width [meters] 
shldtyp [1-4] The shoulder type [Non=0, Pavement=1, Non pavement=2, Others=3] 
spdcntrl The number of speed control system/ Device 
terrain [1-3] Terrain [level=1, rolling=2, mountainous=3] 
delin The presence of delineation system [yes=1, no=2] 
medtype [1-
5] 
The median type [None=0, Concrete=1, Guardrail=2, greenbelt=3, Others=4] 
medwidth The median width [meters] 
postspeed Posted speed in kph [30=1, 40=2, 50=3, 60=4, 70=5, 80=6] 
landuse [1-
10] 
 
Land-use around Roadway Segment [residential area=1, commercial area=2, farmland 
area=3, industrial area=4, residential-commercial area=5, farmland- industrial area=6, 
farmland –industrial area=7, residential-farmland area=8, industrial-farmland area=9, 
others=10] 
crosswalk The number of crosswalks 
bustop The number of bus stops 
    Conversion: 1km/h = 0.621mi/h; 1m = 3.28ft 
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Table 3: Variable Samples Sizes, Means, Standard Deviations, Minimums, and 
Maximums (N=2916) 
 
    Variable Mean                 Std. Dev. Minimum   Maximum 
hc 0.537 0.499 0 1 
hcradius 183.52 381.14 0 6800 
vc 0.936 0.245 0 1 
gradbeg 0.363 2.745 -10 8 
gradend 0.373 2.738 -10 8 
length 178.33 136.32 25 3000 
width 9.734 4.197 6 45 
numlan 2.685 0.949 2 4 
numdriv 0.556 0.935 0 10 
shldtyp 0.941 0.265 0 3 
shldwdth 1.123 0.520 0 5 
numlite 0.641 1.623 0 16 
medtyp 0.668 1.077 0 4 
medwdth 0.415 0.956 0 20 
postspeed 64.94 11.87 30 80 
ADT10k 0.914 0.994 .096 4.399 
HVADT10k 0.110 0.116 .005 0.434 
spdcntrl 0.021 0.144 0 1 
terrain 1.753 0.816 1 3 
LU 3.836 2.291 1 10 
crosswalk 0.180 0.445 0 6 
bustop 0.156 0.423 0 3 
delin 0.120 0.325 0 1 
crashfreq 0.204 0.812 0 13 
fatal 0.013 0.125 0 2 
majinj 0.084 0.375 0 4 
mininj 0.062 0.334 0 8 
PDO 0.045 0.305 0 5 
PDO-E 40.81 175.39 0 2091 
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Table 1: Negative Binomial Regression Model of Crash frequencies 
 
Variable IRR Std. Err. Z-value P>|z| 95% Confidence Interval 2.5% 97.5% 
Crash Frequency Predictors  
hc  1.502 0.255 2.40 0.017 1.078 2.095 
hcradius 0.999 0.0002 -1.79 0.073 0.999 1.000 
ADT10k 1.328 0.115 3.26 0.001 1.120 1.575 
HVADT1k  3.211 2.528 4.41 <0.001 0.686 15.027 
landuse 1 5.819 1.827 5.61 <0.001 3.145 10.767 
landuse 4   5.267 3.245 2.70 0.007 1.575 17.618 
terrain 1  0.690 0.113 -2.27 0.023 0.501 0.951 
postspeed 2  2.045 0.857 1.71 0.088 0.900 4.648 
constant -7.842 0.201 -39.11 <0.001 -8.234 -7.449 
length   (exposure)      
Dispersion Function Predictors (β’s)  
ADT10k -0.939 0.121 -7.76 <0.001 -1.177 -0.702 
constant 3.192 0.172 18.51 <0.001 2.854 3.530 
    Model Log Likelihood = -1218.9287 
    Pseudo R-Squared = 5.32% 
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Table 5: Quantile Regression Model of Equivalent PDO Crashes 
 
Variable
  
Coefficient Std. Err. t-value P>|t| 95% Confidence Interval 
2.5% 97.5% 
90% Bootsrapped Quantile Regression (250 samples) 
Raw sum of deviations: 3736.512; Minimum sum of deviations: 3586.636 
Psuedo R2: 0.0401 
terrain_1 -0.081    0.027     -3.06    0.002     -0.133 -0.029 
terrain_2 -0.266     0.092     -2.89    0.004     -0.446 -0.085 
medtyp_2 -2.657    1.387     -1.92    0.056     -5.377 0.063 
postspeed_2 4.486     2.798      1.60    0.109     -1.001 9.972 
adt10000 1.708    0.493      3.46    0.001      0.741 2.674 
constant -0.164    0.048     -3.44    0.001     -0.258 -0.071 
95% Bootsrapped Quantile Regression (250 samples) 
Raw sum of deviations: 3557.01; Minimum sum of deviations: 3074.751 
Psuedo R2: 0.1356 
shldtyp_1 -4.248    1.993     -2.13    0.033     -8.156 -0.341 
shldtyp_2 -3.750   1.962     -1.91    0.056     -7.596 0.096 
medtyp_2 -6.261    3.148     -1.99    0.047     -12.434 -0.088 
postspeed_3 -13.477    4.944     -2.73    0.006     -23.170 -3.784 
postspeed_4 -12.630    4.843     -2.61    0.009     -22.125 -3.135 
postspeed_6 -10.430    5.177    -2.01    0.044     -20.581 -0.279 
constant 4.512    1.372     3.29    0.001      1.767 7.256 
97% Bootsrapped Quantile Regression (250 samples) 
Raw sum of deviations: 2918.485; Minimum sum of deviations: 2686.464 
Psuedo R2: 0.0795 
terrain_2 -3.938   1.488     -2.65    0.008     -6.855 -1.021 
medtyp_2 -8.341    4.438     -1.88    0.060     -17.043 0.361 
postspeed_3 -9.845    2.324     -4.24    0.000      -14.402 -5.287 
postspeed_4 -5.259    2.435     -2.16    0.031     -10.033 -0.485 
adt10000 1.797     1.101      1.63    0.103     -0.361 3.956 
constant 9.023    2.745      3.29    0.001      3.642 14.405 
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Table 6: High Risk Site ID Comparison: EPDOs vs. EB of Crash frequencies 
 
High Risk Ranking 97% EPDO  95% EPDO 90% EPDO EB Crash frequencies  
1 2810 2810 2810 1073  
2 2043 2043 2043 1068  
3 1384 1384 1384 328  
4 1203 1203 38 460  
5 1202 1202 1203 610  
6 1318 1318 1202 578  
7 38 1911 1318 1029  
8 1911 610 610 633  
9 2177 1478 2177 323  
10 610 38 1911 429  
11 2809 2177 2809 1043  
12 1478 1488 1478 618  
13 1381 1995 43 64  
14 1488 1265 352 7  
15 1995 20 20 607  
16 328 2809 1381 344  
17 1265 328 328 1017  
18 43 2814 1488 1018  
19 2814 1915 1995 997  
20 1915 1248 1265 458  
            Bold = Number is repeated in another list: Non-Bold = number unique to list 
Table 7: Details of High Risk Sites Identified: EB of Crash frequencies vs. 97% EPDO crashes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Site 
ID 
hc 
rad 
vc length lane  
wdth 
posted 
speed 
shld 
wdth 
med 
typ 
med 
wdth 
ADT HV 
ADT 
ter- 
rain 
land 
use 
cross 
walk 
bus 
stop 
fatals maj 
inj 
min 
inj 
pdo 
Top 10 High Risk Sites Identified using 97% EPDO Crashes 
2810 66 1 50 3 40 0.6 0 0 1009 116 1 4 0 0 0 3 0 1 
2043 0 1 50 3.2 40 1 0 0 4156 651 1 1 0 0 0 3 1 1 
1384 232 1 100 3.5 40 0.8 0 0 3397 213 1 1 1 1 1 4 2 0 
1203 69 1 50 3 60 1 0 0 3858 751 2 3 0 0 0 2 1 1 
1202 69 1 50 3 60 1 0 0 3858 751 2 3 0 0 0 2 0 1 
1318 133 1 100 3.2 60 0.8 0 0 3317 367 1 1 1 1 2 1 0 1 
38 0 0 30 3.625 70 1.4 2 1.5 31421 1489 1 3 0 0 1 0 0 0 
1911 70 1 100 3.6 60 1.4 0 0 2517 997 3 3 0 0 1 2 1 1 
2177 137 1 100 3.2 40 1 0 0 4885 259 1 4 0 0 0 4 0 2 
610 300 0 78 4 80 1 2 1 28330 3465 2 9 0 0 0 3 1 0 
Top 10 High Risk Sites Identified using EB of Crash frequencies 
1073 274 1 200 3.75 80 1.6 2 1.4 23980 4329 3 1 1 1 0 2 8 3 
1068 275 1 200 3.7 80 2.6 2 1.2 23980 4329 3 1 0 0 0 2 5 5 
328 0 0 65 3.625 80 0 4 0.7 36624 1376 2 5 0 0 0 2 1 0 
460 0 0 262 3.625 80 0 2 0.8 29233 2058 2 5 0 0 0 2 2 0 
610 300 0 78 4 80 1 2 1 28330 3465 2 9 0 0 0 3 1 0 
578 1500 0 194 4 80 1.2 2 1 28330 3465 2 7 1 1 0 3 1 0 
1029 324 1 250 3.85 80 1.4 2 1.4 18983 3742 1 1 1 1 0 2 3 4 
633 0 1 280 4 80 1.2 2 1 34170 3254 2 5 0 0 0 1 2 0 
323 400 1 50 3.625 80 2 2 1 36624 1376 3 10 0 0 0 1 1 0 
429 400 1 196 3.625 80 1 2 0.9 30528 2740 2 3 1 0 0 2 1 0 
 
Table 8: High Risk Site Comparison Statistics: EPDOs vs. Crash frequencies 
 
High Risk Percentage 
(sample size) 
HSID 
Method 
Fatal 
crashes 
Major 
injuries 
Minor 
Injuries 
PDOs Total 
Crashes 
2.5% 
n = 73 
97% PDO Equivalents 26 110 33 40 209 
EB Crash Counts 8 96 72 49 225 
       
5% 
n = 146 
95% PDO Equivalents 28 201 72 69 370 
EB Crash Counts 20 167 121 86 394 
       
10% 
n = 291 
90% PDO Equivalents 38 221 85 86 430 
EB Crash Counts 37 234 176 127 574 
  Fatal 
crashes/ 
km 
Major 
injuries/ 
km 
Minor 
Injuries/ 
km 
PDOs/ 
km 
Total 
Crashes/ 
km 
  
2.5% 
n = 73 
97% PDO Equivalents 2.7 11.5 3.4 4.2 21.8 
EB Crash Counts 0.7 8.6 6.4 4.4 20.1 
       
5% 
n = 146 
95% PDO Equivalents 2.7 11.4 3.2 3.5 20.8 
EB Crash Counts 0.8 6.9 5.0 3.6 16.4 
       
10% 
n = 291 
90% PDO Equivalents 0.7 3.8 1.5 1.5 7.4 
EB Crash Counts 0.7 4.7 3.5 2.5 11.3 
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Figure 1: Scatter Plot of Equivalent PDO Crashes versus Posted Speed (kph) 
 
