Abstract. In this paper, we investigate invariant set and periodicity of non-autonomous neural networks with time-varying delays on time scales. Based calculus of time scales, we apply M-matrix and inequality analysis techniques to construct invariant set and obtain existence of a globally exponential periodic solution in the invariant set. Our results are general and can include continuous or discrete ones.
Introduction
In the past few decades, dynamics of neural networks has attracted the attention of many scientists due to its important role in the designs and wide range of applications. Many important results on the stability and periodicity have been established. For examples, the author in [2] has got the new results concerning exponential stability and periodic solutions of delayed cellular neural networks by construction Lyapunov functional. Global exponential stability of neural networks with or without delays are obtained in [4, 6] . In [3, 7] , authors have got the conditions of periodic solution of neural networks. Now more and more people pay attention to the neural network model on time scales, and some of them have got some important results, such as [10] .
The study of theory of dynamic equations on time scales, which goes back to its founder Hilger [11] , is a new area of mathematics that has received a lot of attention. In [1] people pay attention to the dynamic equations on time scales and got some interesting results. In [8] [9] authors considered the first order integro differential equation and second order dynamic equations on a time scale. The aim of this paper is to pay attention to another two problems on the basis of nonautonomous neural networks on time scales. The first one is the estimate of invariant sets for non-autonomous neural networks on time scales. The estimate can play an important role in applications such as signal analysis and optimal computation of neural networks on time scales. The second problem is to seek the existence of globally exponential periodic solution of the networks on time scales.
Some Preliminaries on Time Scales
A time scale is an arbitrary nonempty closed subset of the real numbers [1, [8] [9] . In this paper,  denotes an arbitrary time scale. Define the forward and backward jump operators ( ) : t     and
Definition 1:The graininess : 
, the smallest positive  is called the period of the time scale.
Model Description
Let n  denote a real n-dimensional vector space and n n   denote the set of n n real matrices. Let 
. In this paper, consider a class of non-autonomous neural networks with delays on time scales as follows:
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where n corresponds to the number of units, ) (t u i corresponds to the state of the i th unit at time 
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where sgn(s) is the sign function of s .
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Invariant Set
Lemma 2: Let ( ) :
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provided that the initial condition satisfies
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Proof:
is a non-singular M-matrix, then there exists a positive vector
We shall prove that for any positive constant  , 
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By using (2), (5), (6), (7) and 0 ),
which contradicts the inequality in (8) . Thus (7) 
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. This completes the proof.
Exponential Periodicity in Invariant Set
In this section, we assume that system (1) is  -periodic.
Theorem 2: Let system (1) be  -periodic. Suppose all conditions in Theorem 1 and 
where  is a constant. It follows from (1) that 
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Hence, by the definition of ) (t V , we can get Globally exponential equilibrium of (12) on  .
