ABSTRACT To solve the problem that the user check-in prediction model is difficult to provide personalized check-in services, this paper proposes a novel hybrid model, called personalized check-in prediction model based on user's dissimilarity and regression (UDR). The UDR is mainly composed of two sub-models: user's regression location prediction model (UR) and user's dissimilarity location prediction model (UD). In UR, considering the personalization of user check-ins, we propose a hybrid weighted Markov model, which combines the whole check-in data and individual check-ins. Different from other methods, for the prediction of individual check-ins, we not only consider the preference of individual users, but also the influence of friend relationships. Meanwhile, the Hidden Markov model(HMM) is used to determine users' next check-in location by using time series feature (week-hour) and location sequence. In addition, by improving the kernel density estimation, we propose a multi-level hybrid kernel density estimation model, which is built based on the individual, city and region layers, and smoothes the over-fitting phenomenon caused by few check-ins. In UD, we take into account the weather factors that most existing methods did not consider. By defining the ''cold and hot spot transference'' and weather similarity features, we explore the influence of weather on user's check-ins and also propose a method used to calculate the similarity between user check-in weather preferences and location weathers. At the same time, the influence of social, time, and space factors are also considered. The experiments on two LBSN datasets demonstrate that the performance of UDR is superior to the state-of-the-art check-in prediction methods.
I. INTRODUCTION
With the popularity of smart terminals and the development of location technology, location information of human can be more accessible than ever before, which provides a development platform for location-based social networks (LBSNs). LBSNs offer location-related services and allows users to ''check-in''(Record the locations that users have visited and the process of sharing location information with others) at physical locations. Users on sites such as Foursquare, Facebook and Gowalla can check-in optionally to record their mobile behaviors, the corresponding location information, and also share their location information with others.
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The traditional mobile phone call records use the signal tower to determine the locations of mobile phone and restore user's mobility trajectory [1] , [2] , while LBSN offers a new dimension for mining people's mobility behaviors.
Massive data generated by virtual media provide an opportunity to study user's real behaviors, and spawn the location-based mobility behavior recommendation [3] and prediction. The prediction of user's mobility behaviors has been favored by academics and industry in different fields. Such as traffic management [4] , construction of intelligent tourism and Ads Click-through Rate prediction. With the development of LBSNs, the behavior prediction is becoming a hot research topic. On the one hand, mobility data are easily collected from a large number of active users of online social networks; on the other hand, the introduction of social relationships and space factor provides a new perspective for understanding and predicting people's activities. The study has shown that people's mobility behaviors (especially long-distance travel) are more susceptible to social network ties [5] . At the same time, most of the existing methods are based on a common mobile mode of user routines (regular mobility), and little or no consideration is given to the user's context information. And the user's irregular mobility characteristics seldom receive the attention. In reality, user's mobility is usually irregular and uncertain, which severely restricts the applicability of the model. The user's next activity location depends not only on the number of locations he has visited before, but also on the influence of context in which the user is currently located. The spatial and time contexts are the necessary elements to describe the event. The social factors can reveal who has influenced or been affected by the event, and the weather conditions indirectly influence the user's decision. Moreover, we can also mine user's potential preferences by analyzing the comment information extracted from the data. Ye et al. [6] combined the user preference, social influence and space influence by a linear model for location prediction. There are studies that explore embedding social factors into geographic locations [7] and using geographic data to infer social relationships [8] - [10] for the location prediction. The regularity of user's behaviours also refers to the regression of user's check-ins, which is presented as the transition of users between locations they have visited before, and is also the frequency pattern that most studies focus on. However, most of the movements of users in the actual LBSN datasets are irregular. There is a significant amount of user check-ins that are not repeated with the history, which also indicates that the users are not only inclined to return to locations they have been checked in before, but also have the preference to explore novel locations. Based on the exploration prediction problem, by predicting whether the users do exploration or do return(in this paper, we called regression), Lian et al. [11] classified the location prediction into a binary classification problem to study the tendency of user to check-in. In this paper, we propose the concept of dissimilarity of checkin on the base of regression, and measure the strength of dissimilarity and regression by the dissimilar rate. We believe that the behaviour of a user returning to check-in at the same locations represented the regression of user's check-in, while the behaviour of user checking-in at different locations expressed the dissimilarity of user's check-in. At the same time, users can be divided into regressive users and dissimilar users. So there are two characteristics of user checkins, namely regression and dissimilarity. The impact of two characteristics on the user's current decision should be considered when predicting the user's future location. In order to solve the challenge, this paper proposes the personalized check-in prediction model based on user's dissimilarity and regression model (UDR), which is used to predict user future location based on the consideration of regression and dissimilarity of user's check-ins. It consists of two modules ( user's regression location prediction model(UR) and user's dissimilarity location prediction model(UD)) which are modeled based on the two check-in behavior characteristics respectively, and mainly considers the influence of social, temporal, spatial, and weather factors to user's check-ins.
The users with regression characteristic tend to check-in at the locations they have checked in before. Therefore, the UR model determines user's next location by predicting the probability for the user to return to historical check-in locations. It is modeled based on the time factor, history check-ins, social relationships, and space factors separately, including three parts: hybrid weighted Markov model, time series hidden Markov model(HMM) and personalized multi-level kernel density estimation model.
For Markov-based models, obviously, it is difficult to predict the unique check-in behaviors (irregular mobility) exhibited by dissimilar users. For example, users visit novel and interesting locations, which is not only geographically restricted but also will be affected by the user preferences. In addition, regressive users are more likely to check-in near the current locations, so they are more susceptible to friends' influence. In contrast, check-in behaviors of dissimilar users are more likely to be affected by social relationships, because they may not check-in at the locations that they have already been visited, so dissimilar users are more likely to be involved in long-distance travel. Based on this characteristic, the UD module is proposed, which used to predict the locations based on the dissimilarity of user's check-ins. Firstly, it constructs the sub-models of classifier by using time series, space, social and weather factors. And then, The stacked generalizationbased ensemble method (SG) is used for the integration of each sub-model. The main contributions of this paper are as follows:
1) In order to solve the problem of personalized user check-in location prediction. On the base of the regression characteristic of user check-ins, we propose the concept of dissimilarity, and use the dissimilar rate to measure the strength of regression and dissimilarity. More importantly, we create the UDR model based on the characteristics of regression and dissimilarity of user check-ins to predict the user's future location, which includes UR and UD models. 2) Based on the regression characteristic of users' checkins, we propose the UR model, which includes three parts. Considering that the user's next check-in location will not only be influenced by the overall transfer of user check-ins, but also by the unique transition of single user, so we propose the mixed-weight Markov model. Meanwhile, in order to fully consider the influence of friend relationships on user's check-ins, we use the ''socializing'' data (socialize the friends' check-in data to user's by the three friend relationships (see definition 2 in section III)) to calculate personalized user transition matrix of Markov model. By improving the kernel density estimation, we propose a personalized multi-levels kernel density estimation model to model the influence of spatial factor on user check-in from different levels, which can effectively avoid the high error for space density model caused by data sparseness and achieve personalized check-in prediction. 3) We propose the UD model, which is utilized to predict the locations of dissimilar users. Data analysis shows that the user check-ins are strongly influenced by weather, especially for the users with strong dissimilarity. Therefore, we extracted the ''hot and cold location transference'' and weather similarity features to model the impact of weather factors on the check-in behaviors of dissimilar users. Moreover, we propose a method to calculate the similarity between user check-in weather preferences and location weathers. The fusion of friend relationship and time factors can be benefit for the location prediction of dissimilar users. In addition, a random walk based on the geographical factor is used to model the influence of space on user's check-ins. 4) Experiments on two data sets verify the validity of the proposed model and prove that the prediction results of our model are better than the state-of-the-art models.
When the user has a strong propensity for novelty seeking, more emphasis can be placed on the prediction result of UD model, but when the regularity of user check-in is strong, UR models are assigned larger importance. This paper is organized as follows. Section 2 introduces the work related to the check-in location prediction technology in LBSNs. Section 3 introduces the problem statement and model framework. Section 4 and Section 5 contain detail of the personalized check-in prediction model based on user's dissimilarity and regression. The experiments and the evaluation of the proposed models are then presented in Section 6. Finally, we provide a brief conclusion in Section 7.
II. RELATED WORK
With the rapid development of LBSNs, the accumulation of large amounts of check-in data provides the possibility to predict user behaviors. The prediction of user behaviors can provide better services for users, which is of great significance for the construction of smart cities and transportation planning, etc. The early works mainly studied the rules of user's history behavior. Petzold et al. [12] studied the relationship between locations by using the history check-in data of users in an office building. Zheng et al. [13] proposed a supervised learning method, which can infer users' activity patterns from the historical GPS trajectories. As a common method for predicting continuous check-in, Markov-Chain model (MM) can predict the users' next check-in through users' sequential history check-ins. The core of this method is the transition matrix, which is the transition probability between check-in locations. Lian et al. [14] used the hidden Markov model (HMM) to predict user behavior at regular positions, while the collaborative social knowledge was used to predict the behavior at irregular locations, improving the recommended performance effectively.
Kažic et al. [15] proposed a new method, based on the statistical Markov state space, it adds the time information (arrival information, stay probability) explicitly to the model, which enables the model can dynamically predict the probability for users to visit the next location. At the same time, by using Monte Carlo simulation, the model can predict multiple future locations. The prediction results show that the user's mobile behaviors also have a high timing regularity [16] . Another variant of the Markov chain model is to factorize the transition matrix. Rendle et al. [17] proposed the factorizing personalized Markov chain (FPMC) model, in which not only the model is utilized for time series prediction, but also for spatio-temporal prediction successfully by combining FPMC with position constraint [18] or Markov chain [19] , it can achieve good results. However, FPMC requires strong independence between the factors used for modeling [20] . Asahara et al. [21] used hybrid Markov chain model to predict pedestrian mobility with the consideration of individual personality feature and historical state. Qiao et al. [22] proposed a hybrid Markov-based prediction method, which estimated the order of a Markov chain predictor by the length of the user's mobility patterns, and calculated the transition probability between states by the occurrence probability and time distribution of the mobility patterns. The method enriches the state of the Markov model and fully considers the spatio-temporal factors of user movements. The experimental results show that the hybrid Markov chain model has higher prediction accuracy than the Markov chain and the hidden Markov model. In this paper, we propose the hybrid weighted Markov model, which not only considers the transition of the whole check-ins, but also a single user. We estimate the user's personalized transition matrix by using the weighted friend's check-ins and the user check-in data (the ''socializing'' data), which further improves the accuracy of the prediction.
In addition, some studies indicate that social relationships play an important role on the prediction of user behaviors. In contrast to the strangers, social friends have more common hobbies, high similarity, and are more convenient to share the common point-of-interest (POI). Yin et al. [23] proposed a Bayesian generation model UCGT considered both community discovery and space-time preferences to predict locations where users will check-in in the future. Gao et al. [24] presented a social history model (SHM), on the base of Historical Model(HM), it combines with the influence of social relationships on user's check-ins, and determines the predicted location through the t-test. Assam and Seidl [25] first proved that the user's check-in rules conform to the Poisson distribution. And then analyzed the influence of social relationships on the user's check-ins by wavelet analysis. Finally, used the features obtained from the combination of conditional random field model (CRF) to solve the location prediction problem in LBSNs. Some studies [26] - [29] proposed social network-based algorithms based on the discovery that social relationships play an important role in predicting mobile behaviors of the users.
Compared with these works, this paper not only considers the influence of the social friends on user behaviors, but also the location friends and neighboring friends, and proposes three friend relationships (see definition 2 in section III), which fully takes into consideration the influence of different friend relationships on user check-ins.
User's mobility behavior changes with space, to a certain extent, is limited by geographical factors. Gaussian mixture model [30] , kernel density estimation [31] , [32] are the methods that commonly used to model for geographic factors. Assam et al. [33] proposed a Gaussian hybrid model (GRM) based on the recent geographic locations, which predicts the users' future check-in locations by the matrix factorization. In order to alleviate the impact of randomness of users' mobile locations, by taking into consideration both external social influence and internal habits and preferences of the users, Wu [34] et al. proposed a PSI model used to predict user's next location. Al-Molegi et al. [35] proposed a hybrid kernel density estimation model for personalized location estimation, to some extent it alleviates the data sparseness problem. This works are different from us, by improving the kernel density estimation method, we establish a multi-level hybrid kernel density estimation model to model the influence of space on users' check-in locations. Not only the kernel density estimation of a single user's check-ins is considered, but also the region kernel density and the city check-in kernel density estimation are taken into account, thus smoothing the over-fitting phenomenon caused by few check-ins.
In order to better restore the scene when users checked in, more and more researchers have fused multi-dimensional features, such as social, time series and space to predict, and achieved good results. Cao et al. [36] proposed a prediction method to predict the user's future locations at any finegrained time based on the traditional prediction of coarse granularity time (single day as the time measurement), which mainly solves the problem of prediction on fine-grained time. Abdel-Fatao et al. [37] proposed a novel GPS trajectorybased location recommendation framework, and the core of the framework is the STS location recommendation algorithm, which utilized the unique properties of GPS trajectory, namely, spatial, space-time context and semantic features to recommend. Jia et al. [38] established a temporal-spatial Bayesian model to predict the user's locations, which mainly studies the influence of friends on user's check-in locations from the aspects of dynamics, space and time. Liu et al. [39] proposed a Spatial Temporal Recurrent Neural Network (ST-RNN) by improving the recurrent neural network (RNN). ST-RNN can respectively model the local time and spatial context of each layer by using a specific time transition matrix and a specific distance transition matrix, which also solves problem of RNN modeling in continuous time, interval and distance by replacing the single transition matrix of RNN. Psyllidis et al. [40] proposed a new POI prediction framework that took into account the spatial, temporal, topical, and demographic information, and used GeoSOM in combination with hierarchical clustering to identify homogeneous regions.
Then, the location of the new POI can be predicted by the construction of factorization machine-based model. In this paper, we propose the UDR model, which not only considers the influence of social, time and spatial factors on user checkins, but also introduces the weather factors that previous works do not consider. The experiments prove the validity and advantage of the model.
III. PROBLEM STATEMENT AND MODEL FRAMEWORK
In this section, we define the data structures, the research questions, and present the model framework. Data features are extracted from check-in information of LBSNs including user check-in time, social information, geographic information and weather information of check-in locations. For convenience, we define users set U = {u 1 ,u 2 , . . . , u N } with size N, locations set L = {l 1 ,l 2 , . . . , l M } with size M, and u i 's N friends set S i = {s 1 ,s 2 , . . . , s N }. The set of the number of the check-ins C = {. . . , c ij , . . .}, where c ij is the number of check-ins of user u i to a location l j . In this paper, we define the prediction problem as follows, given history check-in data of the user u i , predicting the next location where he/she may check-in in the future.
Definition 1 (Check-In):
The check-in of a user u can be represented as a triple u, l, t , where t is the check-in time, l is a geographical location with latitude and longitude coordinates l lat , l lon (such as the home and school).
Definition 2 (The Friend Set):
The friend set S i of a user u i is the union of three friend relationship sets, including social friend set, location friend set and neighboring friend set. The users belong to the friend sets, if they satisfy the following properties.
1) Social friend set: if a user has social relationship with user u i , he/she is a social friend of user u i and belongs to u i 's social friend set, denoted as F s i . 2) Location friend set: if a user checked in the locations where user u i has checked in within a given time period, he/she is a location friend of user u i and belongs to u i 's location friend set, denoted as F l i . 3) Neighboring friend set: if a user's home is geographically close to the home of user u i , he/she is a neighboring friend of user u i and belongs to u i 's neighboring friend set, denoted as F n i . Therefore, the friend sets S i of user u i contains three friend sets, which are F s i , F l i , and F n i . Definition 3 (Dissimilarity): Given a user u, if his/her history check-in locations are absolutely different, the user's check-in has dissimilarity characteristic, that is, the user tends to go to a location that he/she has not been visited before. It shows the characteristic that users are more inclined to visit novel locations. This further explains why there is a large number of irregular mobility in real LBSN datasets.
Definition 4 (Dissimilar Rate):
The dissimilar rate is used to reflect the degree of user's regression and dissimilarity. Given a user u i , the dissimilar rate of u i 's check-in is the proportion of the number of user check-in locations and the number of check-ins, which is denoted as u i _d and calculated as follows
where L i is the set of the check-in locations of the user u i , c i is the set of all check-ins of the user u i , and |c i | is the number of total check-ins. u i _d is in range [0,1], because a user may check-in multiple times at the same location. The larger the value of u i _d, the stronger the user's dissimilarity. On the contrary, the smaller the value of u i _d, the stronger the user's regression, i.e., the user has checked in many times at one location, which shows the characteristic of regression. While the user with strong dissimilarity characteristic always check-in at different locations.
In this paper, a check-in prediction model based on user's regression and dissimilarity was proposed. The model is composed of two sub-modules, which is shown in Fig 1. 
IV. USER'S REGRESSION CHECK-IN LOCATION PREDICTION
Aimed to study the characteristics of the regression for the users, we propose a user's regression check-in location prediction model. By improving the Markov model based on absolute distribution and the weighted Markov model, we propose a personalized weighted Markov model for preliminary location prediction, then the models based on the spatial and time series are used to correct the users' prediction results for higher accuracy. Since regressive users tend to return to the checked-in locations, the users' next possible check-in location is selected from the locations that the users have checked in before.
A. HYBRID WEIGHTED MARKOV MODEL 1) TOTAL-BASED WEIGHTED MARKOV MODEL
The traditional Markov model based on absolute distribution uses the transition probability matrix and the initial distribution to predict. It led to inaccurate prediction result, because the calculation of state transition probability is excessively simplistic. Hence, there is a large error for the prediction of Markov chain based on the absolute distribution. To avoid this problem, Sengupta et al. [41] considered to improve the different step Markov chain by weighting. Generally, the Markov chain is mostly used for one-step transition prediction, while the weighted Markov chain can utilize transition information more fully and reasonably, and correspondingly improve the accuracy of the prediction result.
First, we proposed a Total-Weighted Markov Model (TWMM) by the consideration of overall users' check-ins. Because TWMM reflects the whole transition state, we can infer the probability distribution at t + T through multi-step prediction when the initial probability distribution P(t) of the user at time t is calculated as follows
where P G is the transition matrix of TWMM, and P T G is the multi-step transition matrix. In addition, not only P(t) is the initial state distribution, but also the states at time t, t + 1, . . . , t + T − 1 are the initial state distribution. Thus the probability distribution at time t + T is obtained by (2) , and there is a total of T prediction probability distributions. Then the final weighted distribution is obtained by weighting, as shown in (3).
where ω k is the normalized fusion weight, and r k is correlation coefficients, so the user is in the location l = arg max{P(t + T )} at time t + T .
2) PERSONALIZED WEIGHTED MARKOV CHAIN MODEL BASED ON ''SOCIALIZING'' DATA
Users not only have check-in behaviors consisted with the whole transition rules, but also have strong personalized check-in behaviors, which also explains why there is only one check-in at most locations in the datasets. Users' habits are often hard to change, but check-in activities are personalized. So we established a Personalized Weighted Markov Model (PWMM) to predict the users' check-ins. However, data sparsity is a big challenge for building such model, because it needs a large amount of user check-in data for the establishment of the model, while, most users have fewer check-ins in real world. To address this problem, we use the friends' check-ins to expand the users' check-ins. Specifically, We firstly determine the set of friends for each user. Then we calculated the correlation between the user and their friends. Finally, we can obtain the ''socializing'' user check-in data by adding the friends' check-ins to the user's with weighting. Among them, the weight of user's own check-in is 1, and friends' check-ins is the correlation between them, so the influence of data sparsity can be alleviated. The ''weighting'' of PWMM is represented in two aspects. On the one hand, the final prediction distribution is obtained by weighting multiple initial probability distributions, which is the same as the way of the prediction about TWMM. On the other hand, it is different from the previous statistics, in this paper, the transition matrix p p of the PWMM is calculated by using the weighted ''socializing'' user check-in data.
The advantage of the ''socializing'' data is that the users' location candidate set can be extended by virtualizing the check-in data of users' various friends into users' data. Furthermore, the social relationship is extended to user's data by user's similarity, instead of focusing on the details of the interaction between users and friends, i.e., users make a one-by-one choice between the locations where their friends have visited. Specifically, the calculation of the weighting of multi-initial distribution probability is consistent with TWMM, as follows
Different from other works, for the social relationships, we consider three friend relationships: social friends, neighboring friends, and location friends, and examine the correlation between three friends by the Complementary Cumulative Distribution Function (CCDF) of cosine similarity. From Fig. 2 we can observe that there are over 8%, 15% and 30% of social, neighboring and location friends which have similarities larger than 0.2 in Gowalla. The correlation of friends is much stronger in Brightkite than Gowalla, which shows the importance of friends in LBSNs, especially the location friends. This makes it possible to utilize friends' history check-ins to predict the users' check-ins.
There are a set of friends S i for each friend, which contains three kinds of friendships {F s i , F l i , F n i }. The determination process of the friendships is as follows:
Firstly, information of social friends F s i has been given in the data sets, and location friends After the determination of the scope of friends, we utilize cosine similarity to calculate the similarity of them, given by
where u i represents the i-th user, f represents the friends of the user u i , f ∈ S i , L i denotes the set of locations where a user u i has checked in, and L f is the set of locations where u i 's friends have checked in.
3) THE FUSION OF WEIGHTED MARKOV CHAIN MODEL
We use linear regression to fuse the above model TWMM and PWMM for location prediction based on user's regression of check-in. The calculation of output prediction vector P G (T ) of TWMM and the vector P P (T ) of PWMM is as followŝ
wherel i denotes predicted value, ifl i = 1, user u i is predicted to check in at location l. Ifl i = 0, u i will not check in at l. l i is the ground truth. Hence, the optimal α 0 , α 1 are obtained by minimizing ||l i −l i ||.
B. THE PREDICTION MODEL BASED ON TIME SERIES
Human activities show strong regularity at different time interval, such as week and hour. As shown in Fig. 3 (a) and 3(b), the whole check-in tendency of users with different dissimilar rate is consistent with the work-and-rest time in two datasets. However, user's check-in preference is different at different hour. Users with high dissimilar rate (strong dissimilarity) are more likely to check-in at 9am and 3pm, while the distribution of check-in time of users with strong regression is relatively average. From Fig. 3 (c) and 3(d), we can obviously see that the dissimilar users more likely to check-in on weekends, while the check-in time distribution of regressive users are relatively more average. In addition, the check-in continuity of users with different dissimilar rate is also significantly different. Fig. 3 (e), 3(f) and 3(g), 3(h) show that the time interval of the regressive users is smaller than that of the dissimilar users, and the check-in continuity is stronger. Although the check-in of dissimilar users is more prone to fault, their check-in still has time preference. The check-in activities also change with the day or week, which means that although most people's lifestyles are different, their check-ins are regular and predictable. The distributions of check-in under the modes of weekend and weekday are obviously different, and for the hours mode, the check-in rule is almost corresponding to the people's work-and-rest with three peak periods of morning, noon and evening. In this section, we get the new time series feature, week-hour, by combining the two features of the week and hour, which value is in the range of [1, 168] . The correspondence between the time series and the check-in location is reflected by the HMM. Among them, the observed state is week-hour and the hidden state is location. It will lead to data redundancy in HMM matrix if all locations are considered, because there are too many locations in data. Since regressive users are the research object in this section, and we mainly study the characteristic of regression of user check-in, so the user's candidate location sets are the locations that the user has checked in before. We can get the training data set though the user's check-in sequence, which is the time series and the corresponding location sequence. The parameters of HMM are as follows:
• Let L i = {l 1 , . . . , l K } be the hidden state set representing the locations that the user u i has visited.
• Let A = {a ij }, 1 ≤ i, j ≤ K be the hidden state transition matrix, where a ij is the probability of moving from hidden state l i to l j .
• Let E = {e i (o)}, 1 ≤ i ≤ K be the output probability matrix, where o is the observed value, here is week-hour o ∈ {1, 2, . . . , 168}, and e i (o) denote the probability for outputting an observation o in the state l i .
• Let π = {π i }, 1 ≤ i ≤ K denote the initial state distribution, where π i represents the probability that the initial state is l i . The parameters of the HMM can be expressed as λ = {L, A, E, π}, the next step is to find the corresponding optimal location sequence L for the given time series o. The calculation of probability is as follows
where m is length of observation sequence. Here we use Viterbi algorithm to find the optimal state sequence L = {l 1 , . . . , l m }. The core of the algorithm is to calculate the optimal probability recursively, i.e., when l m = l i , the maximum probability of generating the optimal state sequence L = {l 1 , . . . , l m } by the observation sequence O = {o 1 , . . . , o m } is calculated as
C. THE PREDICTION MODEL BASED ON SPACE
According to Tobler's First Law of Geography, the geographical proximity of location plays an important role in user's next check-in. That is to say, the geographical correlation of the adjacent locations is stronger than the remote locations. Fig. 4 shows the Complementary Cumulative Distribution Function (CCDF) of the distance between users' check-in locations and the locations of users' home. We can observe that the majority of check-ins have occurred within 5KM of the users. As the distance increases, the tendency to check-in is drastically reduced. Therefore, in this section, we use the spatial density model to study the influence of the space factor on user's check-in, and predict where the user will check-in next time. Specifically, we establish personalized spatial density model to describe the spatial distribution of user check-in. Existing researches usually use geographic clustering to solve the data sparsity, while we establish a multi-level hybrid kernel density estimation model to estimate the users' future check-ins by improving the kernel density estimation method, which can reduce the over-fitting phenomenon caused by too few check-ins. The Kernel density estimation is a non-parametric way to estimate the density function according to the given random samples. In this paper, the data used for kernel density estimation are consisted of a series geographical coordinates L = {l 1 , . . . , l n } of check-ins, where each of l i , 1 ≤ i ≤ n is a two-dimensional latitude and longitude coordinates (lon i , lat i ). The intuitive approach is to utilize these latitude and longitude coordinate information directly to select a fixed bandwidth h and a Gaussian kernel density function K (·), and estimates a bivariate density function, then we can get a bivariate kernel density estimation model which is showed in (10) .
where l is the density of the location to be calculated. Since the estimation density f KDE is sensitive to the value of the bandwidth h , if the h is too small, we will obtain an underfitting estimator that are sharply peaked around the data points. On the contrary, when the h is too large, the estimation result will be over smooth, so the important distribution in data may be ignored (such as the distribution of polycentric). Since the kernel density estimation is highly sensitive to the selection of bandwidth. Breiman L [42] suggested providing an adaptive kernel function bandwidth h i for each data points l i . We choose the k-nearest neighbor distance of l i as the adaptive bandwidth h i . The kernel density estimate of adaptive bandwidth can be defined as
Above is the construction process of adaptive kernel density estimation model, which can't achieve personalized estimation. In order to achieve a personalized kernel density estimate for each user, we use the user's check-in C i instead of the whole check-in C when calculating the above formula f KDE (l|C i ). Considering the data sparsity, we establish a personalized multi-level kernel density estimation model, which is formalized as
where β j , 1 ≤ j ≤ N is the weight, f KDE (l|C j ) is the component of model of the j-th kernel density estimation. C j is the data part of this model, and each f KDE (l|C j ) is the adaptive bandwidth of k-nearest neighbor. This section considers three different kernel density estimations, if j = 1, the established kernel density is based on the user's personal check-in data C 1 ; if j = 2, we perform preliminary clustering based on distance to establish the kernel density of the class area of check-ins data C 2 ; if j = 3, then it is the kernel density of overall data C 3 = C. In the hybrid kernel density estimation model, the kernel density of each component is responsible for establishing a wide range of activity space to smooth the centralization phenomenon of estimation caused by data sparsity. The gradient descent is used to optimize the convex set of the parameter β j , 1 ≤ j ≤ 3 to obtain the maximum likelihood combination.
V. USER'S DISSIMILARITY CHECK-IN LOCATION PREDICTION
The dissimilarity of user's check-in refers to that their history check-in locations are completely different. Different from the characteristic of user's regression that explored in the previous section, this section studies the extensibility of user's check-in and proposes a user's dissimilarity location prediction model (UD) to prediction the next location of dissimilar users. Besides consideration of the traditional spatio-temporal factors, we also extracted the location's weather preference and the ''hot and cold spots transference'' features to predict. The challenge is that the users' history check-in locations have no direct impact on their subsequent check-in, in other words, users are more like checking-in between the locations randomly. In order to avoid that there will be too many dissimilar users because of too few users' check-ins, we have already filtered the number of users' check-ins.
A. THE FEATURE OF ''HOT AND COLD SPOTS TRANSFERENCE''
Firstly, we define check-in locations as hot spot and cold spot. In reality, the user's check-in is a polycentric distribution that the check-in locations are scattered around the central location, so we define the central location where the users have checked in a lot (usually the active area such as residential and business districts) as hot spot, conversely, the locations where the users check in less are as cold spot. Generally, the geographical clustering is used to classify the VOLUME 7, 2019 category of locations, but this will result in few hot spots in this paper, hence the transference between cold spots and hot spots can't be sufficiently represented. And the hot spots are relatively concentrated in a certain region, which will affect the clustering effect. In order to fully demonstrate the relationship between the transference of hot and cold spots and the user's dissimilarity, we propose a simple K-times average algorithm to classify the hot spots and cold spots. First, all locations are initialized as hot spots, then calculate the average number of check-in of hot spots, if the number of check-in times in the location is less than the average number of check-ins, it is a cold spot. By repeating k times of the above calculation progress, the colds and hot spots can be determined. The average number of check-ins of hot spots is different in calculating each time.
When k = 2, the discrimination of hot and cold spots is most obvious. There are many hot spots when k is small, if k is large, hot spots will be few, and it will cause misclassification, which is similar to the result of geographic clustering with only partial optimal. As can be seen from Fig.5 , with the increasing of the dissimilar rate, the proportion of users moving from cold to cold spots increases, while the proportion is higher in moving from hot to hot spots for users with low dissimilar. It can be seen that the checkin of dissimilar users primarily focus on cold spots, which indicates strongly exploratory of users with strong dissimilarity. However, regressive users often shift from hot spots to hot spots, showing that the users show strong regression in the hot spots. Similarly, users have strong dissimilarity when they are located at the cold spots. The transition proportion of hot to cold or cold to hot change slightly, but the overall proportion is very low. So we can reveal the relationship between the users' current location and the next location, namely, the next location has hardly never appeared in the users' history check-in locations.
For the check-in data, we calculate the corresponding transition probability of the four transition p hh (hot-hot), p hc (hotcold), p ch (cold-hot), p cc (cold-cold), where p hh is calculated as
where tc hh is the number of times transiting from hot to hot spots, TC is the total number of transition. The p hc , p ch and p cc are calculated similarly. In addition, the sum of these four probability values is 1. Since this classifier can only determine one class of location, it is used to determine the category of the next location. And the result of the classifier can be used as the input to other classifiers to determine the distribution of the weighted locations.
The user tends to show regression when the location l pre that a user u i located is a hot spot. The probability that the user stays at the hot spot is presented as u i _d · p hh , and the probability of returning to cold pots is described as u i _d · p hc . While the user is more inclined to exhibit dissimilarity when the location l pre that the user u i located is a cold spot, then the probability of the user staying at the cold spot is (1 − u i _d) · p cc , and the probability of moving to the hot spots is (1 − u i _d) · p ch . Therefore, the users' next location l next can be written as follows
where u i _d is the dissimilar rate of user u i .
B. CHECK-IN LOCATION FEATURE BASED ON WEATHER
In this section, we build the similarity between users and locations, namely weather similarity. The relevance between the users and locations is expressed by weather factors, and the user's activities are affected by the change of the weather. This paper considers three weather features that may affect user activity, namely, rainfall, temperature and wind speed. For example, on a sunny day, the probability of people visiting a long-distance location is increasing, while on a raining day, people may have a tendency to stay at home rather than go to the public places. As shown in Fig. 6 , the weather distribution of check-in locations is different for the users with different dissimilar rate, which reflects users' weather preferences. In Fig. 6 (a) and 6(b), for the distribution of wind speed, the peak value of the check-in for users with strong regression is significantly different from that of the users with strong dissimilarity. From  Fig. 6 (c) and 6(d), we can observe that the impact of rainfall on dissimilar users is greater than the regressive users, with the rainfall increasing, the check-in proportion of dissimilar users drops much faster than that of regressive users. We can see from Fig. 6 (e) and 6(f) that the change of peak value of check-in is also quite different due to the influence of temperature, the check-in distribution of dissimilar users is high and thin, while of the regressive users is relatively low, which illustrates the dissimilar users are more sensitive to the change of temperature. In summary, it can be seen that the degree of weather preference for users with different dissimilar rate is different.
All kinds of weather factors conform to the normally distributed, which also indicates the tendency of users check in. The Spectral Clustering (SC) is applied to cluster weather data corresponding to the user check-in locations during the time period [t − T , t), and we can obtain the user's u check-in weather preference W u in this time period. The reason for limiting the time is that the clustering results will be affected by the seasonal variation of the weather in the middle and high latitude. If the user does not check in or check in less in the time period [t − T , t), the weather cluster W u home of the user's home u home is regarded as the user's weather preference. Similarly, the Spectrum Clustering is also applied to cluster the location's weather preference, so the weather data of the location l in the time period [t − T , t) are extracted for clustering as W l . In order to eliminate the clustering bias mentioned above, we set weight to each weather features. Since there are fewer check-ins in most locations, the check-in data at a certain specific time period are more sparse. Therefore, for the locations where there are no check-in during a specific time period T , we directly use Spectral Clustering to cluster the weather data of those locations in the time period T . Different from the calculation of user's weather preference, because the data used to calculate location's weather preference are weighted. If there are many specific weather situations, it will be difficult to distinguish the weather preferences for different locations, so here we consider three weather features, and each check-in location has three weights (ω 1 , ω 2 , ω 3 ), which represented the weight of rainfall, temperature and wind speed respectively. The weight of rainfall is calculated as
where for a location l, c p l is the number of check-ins of this location in the specific rainfall interval, N T p is the total number of days of the rainfall interval in the time period T . Similarly, the calculation of ω 2 and ω 3 is the same as ω 1 . Rainfall interval, temperature, and wind speed are classified by NWS (National Weather Service) standards.
Since the data used to calculate location's weather preferences are weighted, we have modified the spectral clustering algorithm for clustering location's weather preference. For any samples x i and x j , the affinity of the modified spectral clustering is calculated as follows
where δ ij is the equation for adjusting the distance between the weighted samples, so that make the inter-class distance obvious, improving the effect of clustering.
In Algorithm 1, SC is a general spectrum clustering, and SC m is the modified version. Let c T u i be the check-ins of user u i in the time period T , L is the set of locations, c T l j is the check-ins at location l j within time period T , specifically, the calculation process is as shown in algorithm 1.
The predicted locations are classified by the Logistic Regression (LR) based on the ''hot and cold spots transference'' and weather similarity features.
C. LINEAR AGGREGATION BASED ON FRIEND RELATIONSHIP AND TIME FACTOR
We can observe from Fig. 3 that although the check-in continuity of dissimilar users is poor, and the check-in locations are prone to be interrupted, their check-ins still have a strong time preference and are easily affected by the friend's relationship. And dissimilar users are more likely to check-in at the locations where their friends have checked in before. In this section, we propose a linear aggregation method to predict the potential probability p potential ij that the user u i check-in at location l j that his friends have been. Since a friend may check-in at several locations, we take the location with highest probability, namely
where S j i is the set of friends of user u i at location l j , and most of them are location and neighboring friends. The similarity Simi(u i , f ; l j ) is consisted of two parts, the similarity simi(u i , f ) between the user and his friends, and the other simi(u i , l j ) is the similarity of user's check-in time and the location's check-in time. We use the cosine similarity to calculate the similarity, which is shown in (6) . Thus, the linear aggregation of the similarity between user's friend and the user's location time is presented as (21) where γ ∈ [0, 1] is an adjustment coefficient.
D. RANDOM WALK BASED ON GEOGRAPHICAL FACTOR
Regardless of regressive users or the dissimilar users, their mobility patterns are consistent with the whole mobility patterns, following the Tobler's First Law of Geography. Fig. 4 shows that the check-ins mostly occur at locations within 5KM from users. In this section, a geography-based random walk with restart method is used to predict the probability p ij of the user u i check-in at location l j . Firstly, build an oriented graph including two types of node, users and their friends node, and locations node (locations where their friends have checked in). y is the column, and each vector y i refers to the probability walked to node i randomly. Let A be the column normalized transition matrix, and a ij is the probability that node i jumps to node j, here we consider that the transition probability is determined by the distance between check-in locations. Such as the similarity between the locations (l j and l k ), which is defined as
where PL(x) = a·x b is a power-law function, and the distance between user's check-in locations and his home follows a power law distribution [43] . The parameters a and b are learned by maximum likelihood estimation. d(l j , l k ) is the distance between two locations calculated by the Haversine formula. d min is the distance from the nearest POI to the user's home. Therefore, the iterative equation for updating the steady-state probability of each node is given by
where L i represents the set of locations that a user u i has visited, L s i is the collection of locations where user's friends s i have checked in, and τ ∈ [0, 1] is the restart probability to return to checked-in locations. And I is the initial distribution of user's check-in. Here I is 1, if the user checked in at the corresponding location, otherwise it is 0. The final steadystate probability is calculated by the (23) until convergence. Thus, the probability p ij is the steady-state probability of user u i at the location l j . For the UD model, by taking the above multiple prediction results as input to the stacked generalization-based ensemble method (SG) [44] , we can get the user's next check-in location. The SG method can achieve better effect through taking full advantage of multiple features.
Finally, in the location prediction stage, we linearly fuse the results of the two sub-models (UR and UD) according to the dissimilar rate, and obtain the prediction result of the final model UDR. Firstly, the prediction lists P R and P D of the UR module and UD module of the user u i are obtained, then we measure the contribution degree of the two modules based on the dissimilar rate. Finally, a final prediction list of the users can be obtained. The calculation of the user's next check-in location as follows respectively in Brightkite dataset. They are produced by number of 1069 users and 1577 users on 14973 and 7370 locations respectively. In order to avoid the accuracy reduction caused by few user check-ins, we remove the users who have checked in less than 10 times. The detail about datasets are shown in Table 1 .
The UDR model of this paper is consisted of UD model and UR model, and the training of the two models is independent. Among them, prediction locations of the UD model are different from the historical check-in locations.
B. EVALUATION METRICS AND BASELINE METHODS

1) EVALUATION METRICS
We can get a list of prediction probability for each user by the model, each location corresponds to a probability value. To measure the performance of the model in the location prediction ranking, we sort the list in descending order, and the location l j is ranked rank(l j ) in the prediction list. In this paper, we use two metrics to evaluate the quality of the proposed model.
Average Percentile Rank (APR) [45] : The percentile rank of the actual check-in location l j of user u i in the forecast list is
The PR is equal to 1 when the first location of the prediction list is the user's actual check-in location, and with the correct location demoting down the list, it linearly decreases to 0. The APR is the average of the sum of PRs of all users, which is used to measure the ranking of the correct location in the forecast list, the larger the value of APR, the higher the prediction result and the better the effect of prediction. The APR is calculated as follows
Accuracy@: We select the top-K locations from the prediction list as candidate locations. If user's actual check-in location appears in the top-K prediction list, the prediction is considered correct, and then the whole correct rate Accuracy@K is calculated.
2) BASELINE METHODS
To illustrate the validity of the proposed model, we introduce the following baseline methods for comparison with the proposed model in the paper.
TSB [36] , the model uses the Random Walk model to determine the most influential friends in each time segment, combining time series factor and spatial factor to establish a space-time Bayesian model for locations prediction.
MM, it assumes that all users select the next positions based only on their current position.
NLPMM [19] ,the Markov Model that considers both individual and collective mobility patterns, which combines the time factor, and divides time intervals to build models in each time interval.
MFC, which only considers ''Matthew Effect'' of the historical check-ins, that is, the next check-in location is the history locations with the most check-ins.
MFT, which only considers the impact of time series and mines the time preference of the user's check-in. SHM [22] ,which integrates social and historical check-in features to evaluate the extent of influence of social relations on users' check-in.
C. PREDICTION PERFORMANCE
In this section, to demonstrate the benefits of proposed model, we compare the performance of UDR in three aspect: (1) compared with models based on historical check-in frequency; (2) compared with models based on time and space; (3) compared with models based on social context. Finally, we analyze the change in APR.
History check-in frequency models compared in this paper are MFC, MFT and MM, which are simple and have considerable accuracy for users with low dissimilar rate (strong regression). From Fig. 7 we can observe that the prediction results of MFC, MFT and MM in Brightkite are better than those in Gowalla. Because the check-in in Brightkite dataset is relatively concentrated, and user's regression is stronger than in Gowalla. Due to data sparseness, the predictive performance of these models drops dramatically, which further leads to a strong limitation of these models.
In this paper, the spatio-temporal context model used to compare are SHM, NLPMM, TSB and UDR. Among them, the UDR model proposed in this paper is obtained by linear fusion of the two models (UD and UR) according to the dissimilar rate. From Fig.7 , we can observe that the accuracy rate of the proposed model is much higher than the history-based check-in models. On the base of history check-in model HM, the SHM model considers the social factors, and its accuracy is improved, which indicates the importance of social factors in user location prediction. The NLPMM model not only considers the user's individual and collective trajectory, but also the time factor, and builds models in each time periods, its result is better than that of SHM, indicating that the impact of time factors on user check-in is greater than the social factors. By combining the spatio-temporal features for prediction, and using random walk algorithm to model the impact of dynamic friends, the TSB comprehensively considers the influence of time, space, social and other context factors on user check-ins, but it does not deeply mine the hidden features from the user's history check-ins, such as, user's dissimilar rate. Experimental results on the two datasets show that the UDR model is superior to other models in terms of accuracy and APR.
TSB, NLPMM and SHM are considering the time and space factors of whole users, but it does not specific to a single user. The UDR model takes the space and time factors into consideration respectively according to the user dissimilar rate, and introduces ''hot and cold spots transference'' and weather similarity features to supplement the shortcoming of prediction for dissimilar users. Among them, the sparseness of users check-in data in Brightkite dataset is relatively low, it is also the reason why the prediction results of most models in this paper are different in the two datasets.
Form Fig.8 , we observe that with the length K of the prediction list increasing, the accuracy of all contrast models increases, but the increasing is quite different. Among them, the history-based check-in models (MM, MFT, MFC) grow faster and continuously, while the SHM and NLPMM can obtain higher accuracy faster than others on Brightkite dataset. Where, UDR and TSB models tend to be stable when K=20, which also indicates that the models achieve stability quickly, that is to say, the accuracy has already reached a high level when there are few candidate locations. According to the calculation of APR, the higher the accuracy rate or the higher ranking of the actual check-in locations in the prediction list, the higher the APR value. As the number of candidate locations(K) is increasing, the APR will also increase, and the weight of each location in the list will change, so the ranking of actual locations is higher. Therefore, as K increases, the APR will increase faster. Fig. 8 illustrates the APR value of UDR and TSB that is significantly higher than other models at each K value.
The change of APR on the NY dataset is quite different from on the LA. The APR of all models increases more rapidly in NY, because compared with LA, the accuracy of the models on NY dataset achieves stability more quickly. We attributed the reason for this phenomenon to the fact that there are many dissimilar users in NY mentioned previous, and the distributions of dissimilar users and regressive users are more extreme. In contrast to UDR, other models have poor prediction effect in this paper for dissimilar users, have no extensibility, and pay more attention to the regressive users.
The UDR model not only has better accuracy and stability than the TSB model in the prediction for regressive users, but also explores the factors of traditional spatiotemporal information, the''cold and hot pots transference'' and the weather similarity of check-ins for dissimilar users. Therefore, the UDR model has strong adaptability.
VII. CONCLUSION
In this paper, we analyze the problem of location prediction from the perspective of the degree of dissimilarity for user check-in and prove that the check-in behaviors of users with different dissimilar rate are obviously different. Accordingly, we propose a novel hybrid model, UDR, to predict user's future check-in location. The model is mainly composed of two sub-models. For the regression sub-model, firstly, the personalized hybrid Markov model is used to preliminarily predict user's check-in locations, and then the time-series hidden Markov model and the personalized multilevel kernel density model are used to correct the prediction results. Among them, this paper comprehensively considers the kernel density estimation of different levels and selects the appropriate bandwidth through K-nearest neighbor (KNN). For the dissimilarity sub-model, we take into account the weather factors, extract the ''hot and cold place transference'' and the weather similarity features for prediction, and fully exploit the impact of space-temporal and social features on check-in, to provide user with check-in prediction for novel locations. Finally, experiments are conduct on checkin datasets of New York and Los Angeles cities selected from Brightkite and Gowalla, the experimental results verify the validity of the UDR model proposed in this paper. 
