This paper designs and implements a Bayesian dynamic latent factor model for a vector of data describing the Iowa economy. Posterior distributions of parameters and the latent factor are analyzed by Markov Chain Monte Carlo methods, and coincident and leading indicators are given by posterior mean values of current and predictive distributions for the latent factor.
I. Introduction
Where has the economy been? Where is it now? Where is it going? It is perhaps surprising that the latter of these three questions is not much more difficult to answer than the first two. Given historical data, econometric and time series techniques may be brought to bear on the forecasting problem. There are many alternative approaches to doing this, of course, but the issues associated with choice of methods and implementation of procedures are well understood. What is less well understood generally is that revisions to historical data are often substantial (so, where has the economy been?--if you dislike the current version of history, wait for the revision), and there are few generally accepted unidimensional measures of economic activity (where is the economy?--can you extract a simple signal from this morass of data?) This paper addresses each of these two issues, and implements an indicator model for a vector of data describing the Iowa economy. The indicator is designed to be calculated monthly using data which are never or at least infrequently revised, 1 and to provide a univariate measure of current economic conditions as well as a forecast of economic conditions six to nine months ahead. The current value of the factor is the "coincident" indicator of economic activity; a forecast of its value (say) sixth months hence is the "leading" indicator.
The technical innovation of the paper is that the economic indicator problem is treated as a (dynamic) latent factor problem. Using a Bayesian approach employing distributional assumptions typically used in economic forecasting, it is relatively straightforward to construct artificial "observations" on the unobservable indicator via data augmentation (Tanner and Wong, 1987) . Markov chain Monte Carlo methods are used to sample from posterior distributions of the dynamic factor, and relevant quantiles and moments are calculated numerically.
The single factor formulation, while generalizeable, is motivated by the need for a simple measure of economic activity which can be quickly understood by business persons, policy makers, etc.
The much more comprehensive Iowa Economic Forecast, published quarterly and used in planning exercises in a variety of ways in business as well as state government, comprises forecasts of about three dozen economic time series. 2 These forecasts are generated using a Bayesian vector autoregression (BVAR) approach; see Whiteman (1996) . Because entire predictive distributions are presented for a variety of relevant time series, the Forecast facilitates (and in fact advocates) use of non-quadratic and asymmetric loss functions. The highly multidimensional nature of the output of that exercise makes it useful for decision makers, but challenging to digest for more casual users. Indeed, policymakers and the media often press for a more prosaic summary of economic conditions and the forecast. 3 While more numerical than prosaic, the unidimensional coincident and leading indicators meet this need.
II. The Single Factor Model
The model is patterned after the "new indexes of coincident and leading indicators" of Watson (1989, 1991) . There are n variables, denoted y i , i = 1,...,n, on which observations have been collected for periods t = 1, ... , T. There is a single common factor, y 0 , which accounts for all comovement among the n variables. Thus
The idiosyncratic errors ε it may be serially correlated, and are modeled as p i -order autoregressions:
The evolution of the factor is likewise governed by an autoregression, of order q:
The innovations u it , i = 0,...,n are assumed to be zero mean, normal random variables; i.e., u it ~N(0,σ i 2 ).
The system (1)-(4) constitutes an "unobservable index model" (Geweke, 1977; Sargent and Sims, 1977) . Sargent and Sims argue that this structure captures in a rigorous way what Burns and Mitchell (1946) had in mind; it is a dynamic version of the factor model popular in other social sciences.
Here, all intertemporal cross-correlation among the variables is accounted for by the dynamic factor. The model can be thought of as a generalization of the "variance-components" model, in which the components account not just for a contemporaneous covariance matrix of the observables, but for the entire spectral density matrix of y it , i = 1,...,n. One feature of the model is that the sign of the dynamic factor and the sign of the b i are not separately identified. This is handled by requiring one of the factor loadings to be positive.
If, contrary to assumption, the dynamic factor y 0t were observable, analysis of the system would be straightforward. Since it is not, special methods must be employed. Stock and Watson (1989 , 1992 , 1993 treat the model as an observer system and employ classical statistical techniques employing the Kalman filter/smoother to estimate the model parameters and extract an estimate of the unobserved
factor. An alternative procedure can be based on a recent development in the Bayesian literature on missing data problems, that of "data augmentation" (Tanner and Wong, 1987 .) The essential idea is to determine posterior distributions for all unknown parameters conditional on the latent factor, and then if the conditional distribution of the latent factor given the observables and the other parameters is available, the joint posterior distribution for the unknown parameters and the unobserved factor can be sampled by using a Markov Chain Monte Carlo procedure on the full set of conditional distributions.
Thus denoting by ϕ the set of parameters (β i , σ i 2 , φ i,j , i = 1,...,n), and the factor by f, suppose the conditional posterior distributions are given by p(ϕ|f) and p(f|ϕ). Starting from a value f 0 (which must be in the support of the posterior distribution of f) produce a drawing ϕ 1 by sampling from p(ϕ|f 0 ); produce f 1 by sampling from p(f|ϕ 1 ), and so on. Under regularity conditions (see Geweke, 1995a Geweke, , 1995b Tierney, 1991 Tierney, , 1994 Chib and Greenberg, 1996) , this produces a realization of a Markov chain whose invariant distribution is the joint posterior of interest.
In the present context, since conditional on the dynamic factor the equations in (1) are simply regression models with AR errors, the conditional posterior p(ϕ|f) is straightforward to analyze using the procedure due to Chib and Greenberg (1994) . In fact, sampling from the conditional posterior simply requires n applications of the Chib-Greenberg procedure, which is already a Markov chain procedure.
(One additional Chib-Greenberg pass is used to sample from the conditional posterior for the AR coefficients φ 0,j , j = 1,...,q.) What remains then is determination and analysis of the conditional posterior p(f|ϕ). This is analogous to the customary "signal extraction" problem, except what must be extracted is not just the conditional mean, but the entire distribution. We proceed in two steps: first, we describe analysis of the posterior of ϕ conditional on the factor; we then turn to the conditional distribution of the factor given ϕ.
II.1. Conditional Distributions of Parameters Given the Factor
Given the factor y 0t , equations in (1) are simply n independent regression equations, each with autoregressive errors. Following Chib and Greenberg (1994) , we build the posterior for the parameters by first determining the likelihood for the first p i observations, sequentially conditioning to build the rest of the likelihood, and multiplying by the prior distribution. To begin, definẽ 
i.e., the companion matrix associated with the autoregression in (2). Then the covariance matrix of the first p i errors is
Then, as in Chib and Greenberg, the density of the first p i observations on y i is given by 
Then with the usual (conjugate) prior densities given by
where N s is the s-variate Normal Distribution, and IG is the inverted gamma distribution, the conditional posterior distributions are given by (see Chib and Greenberg, 1994) :
It is straightforward to sample from the conditional distributions for β i and σ i 2 . Sampling from the conditional distribution of φ i is not because the kernel density is the product of a normal and the factor Following Chib and Greenberg (1994) , we sample from the distribution of φ i using a
Metropolis-Hastings algorithm. That is, at each iteration k, we generate a "candidate" φ i * from the
−1 with probability 1-℘. Chib and Greenberg (1994) establish convergence of this Markov chain procedure for sampling from the conditional distributions (6)-(8).
II.2. Conditional Distributions of Factor Given the Parameters
What we add in this paper is the remaining conditional distribution of the dynamic factor given the parameters whose conditional distributions were given in the previous subsection. To do this, we rebuild the likelihood function by multiplying the likelihood conditional on the factor by the marginal likelihood for the factor itself. Then, employing standard Normal conditioning arguments we derive the conditional distribution of the dynamic factor. Since we are conditioning on parameters, the leading term is merely an integrating constant, and we have The difficulty with sampling from the conditional distribution of the factor arises because of the presence of the inverse of the TxT matrix H. This is the same problem which arises in the treatment of moving average errors, and arises for the same reason: the factor structure of the model gives the system an ARMA structure. What is fortunate is that the moving average component is common across the equations for the observables, and instead of n TxT inversions, only one is required.
II.3. Predictive Distributions of Factor Given the Parameters
The predictive distribution of the factor is found by sampling from the joint predictive density for all the observables and the factor. This requires drawing from the predictive (conditional on the factor and current draws of the AR coefficients and innovation variances) for each observable at each iteration of the Markov chain, and then sampling from the distribution of the factor given the actual data, the most recent sampled parameter values, and values from the predictive for the observables.
III. Implementation on Artificial Data
To gain insight into the facility with which the procedure recovers the unobserved factor, we initially experimented with an artificial system. The system consisted of four observables,
= + +ε
and the errors were AR(3) processes: The initial ε i t , , for i = 0 to 4 and t = -2 to 0, were set equal to 0. Using draws from the above distributions for u i , time series of length 500 were generated using the model equations and parameters above. The last 100 observations of the time series were saved and used in the simulations. The Markov chain procedure utilized 10000 replications after discarding 500 drawings from a "burn in" phase, and required about 320 minutes of P-5/90 Mhz CPU time. The priors on the φ's were:
The parameters for the inverted gamma distribution were both set equal to 0. indicates that the procedure recovers parametric information quite well. Figure 2 , which gives the 33%, 50% and 66% quantiles of the factor posterior distribution, illustrates how well the procedure performs in recovering the dynamic factor itself. The posterior distribution is somewhat disperse, but upon calculating the mean (across the 10000 replications) at each date and associated standard errors (of the posterior mean), the standard error bands are quite tight. In fact, the 2 standard error bands are indistinguishable from the mean. Figure 3 indicates as much; the process is seen to perform remarkably well in extracting the signal from the noise. We therefore proceed to implement the scheme on data from Iowa.
IV. A Dynamic Factor Model for Iowa
One potential difficulty in estimating a dynamic factor from state data is that the comovement in national variables is not so apparent in state data, even with analogous series. The resulting posterior distributions are characterized in Table 2 . (The normalization was that the factor loading on nonagricultural employment was positive.) Note that with the possible exception of 4 Ideally, a series representing farm activity would be useful. However, farm income is subject to enormous revisions (see note 1 above) and constitutes a small fraction (about 3%) of total personal income. It is also highly volatile. Growth rates in the hundreds of percent are not uncommon--when they can be calculated at all: farm income (the level) in the third quarter of 1993 manufacturing average hourly earnings, all factor loadings are significantly positive: a positive innovation to the factor indicates an increase in the year-over-year growth rate in the level of each series. Figure 6 displays the 33%, 50%, and 66% quantiles of the in-sample posterior distribution of the Iowa factor, together with same quantiles of the predictive for the ensuing eight months. Since the factor in Figure 6 is very volatile a smoothed version of the factor is also estimated. The smoothed version (Figure 6b ) is a 3 month moving average of the factor. The moving average is calculated at each step of the Markov chain so we have the entire distribution of the smoothed factor. Figure 7 displays the mean of the Iowa factor together with the Iowa data used in its construction, and emphasizes how the factor is picking up the comovement in the series. Figure 8 shows the mean and the associated standard errors of the means at each point in time. As with the artificial data the factor mean is indistinguishable from the standard error bands.
The actual index is constructed using the mean of the smoothed version of the factor at each date (including the forecast dates). These mean values are compared to the unconditional (across time)
posterior distribution of factor means ( Figure 9 ). The quantile of the unconditional distribution at which the mean for each date falls is calculated and reported as the index. For example, at the end of the sample, the posterior mean of the smoothed Iowa factor for 1995:8 is -.003, which is the 32nd quantile of the unconditional distribution, so the value of the coincident indicator is 32. What this signifies is that the 1 month change in the year-over-year growth for the 3 months ending in August in the Iowa economy was well below average.
The leading indicator is calculated similarly. For example, the predictive mean of the factor for 1996:3 is -.0007, which falls in the 46th quantile of the unconditional distribution, leading to a value of the leading indicator of 46, indicating monthly change in the year-over-year growth in the first 3 months of 1996 will be slightly below average.
VI. Conclusion
This paper has provided a Bayesian approach to the calculation of coincident and leading economic indicators. The principal contribution is the derivation of the conditional distribution of the dynamic factor in an "unobservable index model" which can be used together with previous results due to Chib and Greenberg (1994) and Markov chain methods to facilitate numerical analysis of the joint was negative. Finally, the income series are only available quarterly. Farm cash receipts are available monthly, but cost data are only available annually.
posterior distribution of parameters and the unobserved factor. The scheme was illustrated on artificial data, and implemented to construct a coincident and leading indicator for the Iowa economy. 
