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1. INTRODUCTION 
In a previous paper [18] we showed how to construct quantum 
fields from certain Markoff fields. In this paper we discuss the free 
Markoff field of mass m on d-dimensional Euclidean space. We begin 
by discussing second quantization for Bosons as a functor, enlarging 
on previous work of Segal [20]. In the next section we establish a 
sharp form of the ZP estimates which have proven to be a useful tool 
in recent work on constructive quantum field theory. This reduces 
to a problem of a classical type concerning multipliers for Hermite 
series, but the only proof we have been able to find goes beyond the 
classical context and uses Fock space techniques. Finally, we construct 
the free Markoff field. 
2. SECOND QUANTIZATION AS A FUNCTOR 
Let A be the category whose objects are Hilbert spaces and whose 
morphisms are contractions (that is, linear operators of norm < 1). 
Any isomorphism in this category is a unitary operator, since any 
invertible linear operator such that both it and its inverse are con- 
tractions is unitary. This is the appropriate category in which to do 
quantum theory. However, much of the recent work in constructive 
quantum field theory has used probabilistic techniques and 9p 
estimates. This should not occasion surprise, since Segal [20] showed 
how to view Boson second quantization in terms of Gaussian stochastic 
processes in a natural way. 
Let P be the category whose objects are probability spaces and 
whose morphisms are doubly Markovian operators-if (J2, , 9,) pl) 
and (52,) 9,) pLz) are probability spaces, by a doubly Markovian 
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operator we mean a linear positivity-preserving operator P from 
.P(Q,) to d;p’(Q such that Pl = 1 and [f&i = 1 Pfdp, for all f 
in 9r(Q,). It is easily seen, either by the R‘iesz-Thorin interpolation 
theorem or by a direct application of Holder’s inequality, that a 
doubly Markovian operator is a contraction from 9(Q,) to -rPrj(sZ,) 
for all 1 < p < CO. An isomorphism in this category must take 
characteristic functions of measurable sets into characteristic functions 
of measurable sets of the same measure (all functions being regarded 
as random variables; that is, modulo functions equal a.e. to zero). 
Therefore an isomorphism in this category is an isomorphism of 
measure algebras. (Under appropriate separability assumptions, 
such an isomorphism may be represented as a measure-preserving 
point transformation, but this is seldom necessary or useful.) This is 
the appropriate category in which to do much of probability theory. 
We shall construct, following Segal, a covariant functor from A to 1. 
This functor is second quantization. The functorial nature of the 
construction shows that probabilistic techniques are a natural and 
intrinsic tool in quantum field theory, and not an extraneous artifice. 
It is technically simpler to work with the category X, whose objects are 
real Hilbert spaces and whose morphisms are real contractions, and 
we shall do this. (This was not made clear in the preliminary report 
IXN 
Let 3cp be a real Hilbert space and let v be a real Gaussian process 
indexed by Z with mean zero and covariance given by the inner 
product. Let (Q, 9, p) be the underlying probability space of the 
process, and assume that the u-algebra Y is generated by q~ [that is, 
Sp is the smallest a-algebra of sets with respect to which all of the 
random variables v(u), for u in 2, are measurable]. Then (9, 9, CL) 
is unique up to isomorphism. We may if we wish systematically choose 
a specific (Q, 9, p), such as the canonical version [14], but this is not 
necessary. Concretely, if ui ,..., u, are orthonormal in X and f is a 
positive Bore1 function on R*, then 
If u and z’ are in 2 and a and b are in R, then 
this is easily seen because the square of the difference of the two sides 
has expectation 0 since the covariance ET(V) y(u) is equal to the 
bilinear inner product (a, u). 
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Let r(s) = P&Q, Y, CL). Let &YF)~~ be the closed linear span of 
elements of the form I ..* p(z+,J with u1 ,..., u, in 2 and m < n, 
and let &P),n be the orthogonal complement of r(X), cnU1) inr(Z),, . 
Segal [20] showed that the r(Z), span all of r(Z). Thus, we have 
r(2) represented as the direct sum 
where QF), = C. We let 
:9J@4 -*. q&J: 
be the orthogonal projection of I *** ~)(a~) in P(P), . 
We pause to introduce a formalism, stochastic integrals, of great 
heuristic value. Suppose that Z is an infinite dimensional real 
Hilbert space, so that we may represent 2 as -!ZR2(K, m) for a non- 
atomic measure space (K, m). Since the map u -+ q(u) is linear, 
we represent it as an integral 
VW = SW dW 
Here the q on the right-hand side is a random variable valued measure. 
Heuristically, we think of the I as independent infinitesimal 
random variables of mean zero and variance 
EqJ(dk)2 = G?m(k). (1) 
If we have a multiple stochastic integral 
then Et,4 is obtained by pairing the n differentials in all possible ways 
and using Eq. (1). Th us, Ea+b = 0 if n is odd and if, for example, 
n = 4 then 
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where the : : around the differentials means that only distinct 
k 1 >***, k, are allowed. This gives us that 
where n ranges over all permutations of l,..., n. This formula remains 
valid when X is a finite dimensional real Hilbert space, because a 
finite dimensional real Hilbert space can be imbedded in an infinite 
dimensional real Hilbert space. 
Let yl: be the complexification of X, let X0 = C, and let J& be 
the n-fold symmetric tensor product of Xr with itself with the inner 
product such that 
(Sym zlr @ ..* @ V, , Sym ur @ *a. @ u,> = C (v=(r) , ul) ... (zJ~(~) , u,>. 
n (3) 
Notice that (3) is n! times the usual inner product on this space. 
Comparing (2) and (3), we see that the map Sym ur Q 0.. @ u,~ -+ 
&4 a*. p)(ufl): is unitary from Z7t to r(Z), . Instead of introducing a 
symbol for this map, we shall simply use it to identify the two spaces. 
Thus, we have 
q2q = f zn . (4) 
?I=0 
The above construction of r(P) in terms of a Gaussian process, 
and its equivalence with the particle picture Eq. (4) of Fock space of 
Fock [3] and Cook [l], is due to Segal [20]. The reader unfamiliar 
with stochastic integrals is referred to [20] for a treatment which does 
not use them. 
If A is any linear operator on X, we define I’(A) on r(&) to be that 
operator which on XY is A @ ... @ A (n factors). More generally, 
If A is a linear operator from the real Hilbert space 2 to the real 
Hilbert space X then we define T(A) from r(X) to I’(Y) to be that 
operator which on 8% is A @ .*. @ A (n factors). 
It is clear that the category whose objects are $42 spaces of proba- 
bility spaces and whose morphisms are restrictions of doubly stochastic 
operators to Pz is isomorphic to +, since a doubly stochastic operator 
is determined by its restriction to 9. Also, any positivity-preserving 
linear operator P defined on .Z2 with Pl = 1 and j Pf = sf for all f 
in 5Z2 is the restriction to 92 of a unique doubly stochastic operator. 
We shall make use of this fact in what follows. 
THE FREE MARKOFF FIELD 215 
THEOREM 1. If A is a contraction from the real Hilbert space 2 
to the real Hilbert space X, then r(A) is doubly Markoaian. 
Proof. By a theorem of Halmos [12] any contraction A may be 
represented as a composition A = E UI, where I is an isometric 
imbedding into a larger real Hilbert space, U is orthogonal, and E is 
a perpendicular projection. In fact, let 1: & -+ X @ Z be the 
obvious imbedding, let E: X @ X --+ X be the obvious projection, 
and let U: X @ 3” -+ .X @ ST? be given by 
u = --(I ~~!*A)l~2 ( 
(1 - AA*)l” 
A* j ’ 
which Halmos [12] ( or see [19]) shows is orthogonal. We have T(A) = 
T(E) r(U) T(I). N ow r(l) is just an isomorphic imbedding into a 
larger measure algebra, and so is doubly Markovian. Since we assumed 
that the u-algebra of the underlying probability space of the process v 
is generated by 91, the process is determined up to isomorphism by the 
structure of the real Hilbert space, so that for an orthogonal U, r(U) 
is an isomorphism of measure algebras, and so is doubly Markovian. 
Finally, I’(E) is just a conditional expectation, and so is doubly 
Markovian. Consequently r(,4) is doubly Markovian. Q.E.D. 
For each real Hilbert space 2, we choose a Gaussian process y as 
above with underlying probability space L?(X) = (L’, P’, p) and for 
each contraction A from X to a real Hilbert space X we let T(A) be 
as above. As we defined it, T(A) is defined from .Y2(J2(X)) to 
y2(Q(W), b u since it is doubly Markovian it extends uniquely to be t 
a doubly Markovian operator defined on all positive or integrable 
random variables. Thus, we have constructed a covariant functor 
from A,. to +. It is only as a matter of convenience that we have 
reserved the notation r(.Z) for P(L)(Z)). 
3. HYPERCONTRACTIVITY 
In recent work on constructive quantum field theory, one useful 
technique has been LP estimates or hypercontractivity [22]. See 
references [411, 15,211. In [15] it was shown that for certain one- 
particle Hamiltonians H on #, r(e-lH) is a bounded operator from 
r(Z) = LP(sZ(X)) to LP(L’(#)) for 2 < p < CO and t sufficiently 
large. This method required H to have a discrete spectrum, and so 
was limited to the case of a system in a box. To extend the result to 
the free field, Glimm [4] proved the stronger result that certain 
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operators of this type are actually contractions for t sufficiently large, 
and Segal [21] p roved an important property, described below, of 
tensor products of positivity-preserving contractions. In [ 161 we 
sketched a short proof of the following fact: 
Let 3’ a?ld X be real Nilbert spaces, 9 a bounded linear operator 
from 3 to .X with // d 11 ~1 1. Then for some p > 2, r(A) is a 
bounded linear operator from .P(Q(.X)) to L?~(Q(X)). 
We will prove a sharper result below, but since the proof is long 
we begin by giving more details of the short argument sketched in [16]. 
We use stochastic integrals, representing Lx as ZRB(K, m) as in the 
preceding section, and we represent the general element $I of r(#),, as 
4 = j . . . j U(k, ,..., k,) :+k,) .-. +ik,):, 
where u is a symmetric element of Y2(K”). There are n! ways of 
pairing the differentials in 
E 1 4 l2 = j --, [ u(Z, ,..., I,) U(k, ,..., k,) q(dlJ ... p(dl,): q(dk,) ..* &ik,):, 
so that )I ~,4 11; = n! jl u 11: . Similarly, ‘f 1 we let j be a positive integer 
and compute E ( IJ j’j, we find that there are c(n, j) ways of pairing 
the differentials, where c(n, j) is the number of ways of pairing the 
objects in a rectangular array of 2j rows and n columns with no two 
elements in the same row being paired. By repeated use of the 
Schwarz inequality, we see that 
II * IE < c(n, j) II 24 II? = c(n, jW>-’ II # IIF. 
I have been unable to compute c(n, j), but clearly 
c(n,j) < (2jn - 1)(2jn - 3) ..* 3 * 1, 
since this is the number of ways of pairing 2jn objects with no restric- 
tions. Consequently 
I/ 9 11;; < [(2@ - 1)(2jn - 3) *-* 3 . l]/(n!>j I/ 9 11: 
2jfl - 1 29 - 3 2i(n - 1) + 1 - .-... 
n n n 
2j(n - 1) - 1 3 1 . ... 
12-I i ’ i II #II!? 
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so that II 4 l12j < (W’* II # II2 if # is in r(s), . In particular, if 4 is in 
r(Z), then (I $ /I4 < 4”‘” II # II2 and of course 114 II2 < /I 4 /Is, so that 
by the Riesz-Thorin interpolation theorem 
II * Ilp < 4(1--2:p)n II * II? 
for2 <p <4and#inr(%),.Th ere f ore for a general # in dtp’(Q(Z)), 
II W)# IIP d x II V) P) IIP 
n 
< c (4’1-2’p’ II A II)” II 4 II2 - 
n 
Since II A 11 < 1, we have (4(l-a/@ II A 11) < 1 for some p > 2, so that 
the series is convergent and the proof is concluded. Using the fact 
that T(A @ A) = T(A) @ I’(A), we can easily seen that T(A) is 
aactually a contraction from 9*(52(Z)) to LP(Q(X)). 
Although the fact which we have just established is all that has 
been needed for applications to constructive quantum field theory, 
it is interesting (and may prove useful) to establish the sharpest 
possible result of this type: 
THEOREM 2. Let 2 and X be real Hilbert spaces and let A be a 
contraction from s&’ to X with I/ A II < c. Let 1 < q < p < co. 
Then I’(A) is a contraction.from TQ(sZ(X)) to ??P(Q(X)) provided that 
c < d(q - l)/(p - 1). (5) 
We may write A = c(c-lA) ( un ess c = 0 in which case the theorem 1 
is trivial since r(O) is just the integral). Since (c-IA) is a contraction, 
T(c-lA) is doubly Markovian by Theorem 1, and so is a contraction 
from D(L?(X)) to Y*(Q(X)). Therefore we need only consider the 
case LX? = 8 and A = c, where c is a number with 0 < c < 1. 
Consider the one-dimensional real Hilbert space R. For Q(R) we 
may take the real line itself, with the o-algebra of all Bore1 sets, and the 
Gaussian probability measure 
&-l/Z &/Z & 
(6) 
with F(t), for t in R, being the random variable defined by p)(t)(x) = tx. 
The space &n is then the one-dimensional space spanned by the 
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71th Hermite polynomial h,, , which is just a normalization constant 
times :s”: . Iff has an expansion 
in Hermite polynomials and 0 < c < I then 
T(c)f = c cna,hn . 
11 =o 
Thus, in this case, Theorem 2 reduces to a question of multipliers for 
Hermite series: 
THEOREhf 3. Let Q(R) be R with the measure (6). Then r(c) is a 
contraction from P’*(Q(R)) to Pp(Q(R)) proaided that (5) holds. 
The operator r(c) in the one-dimensional case has an explicit 
representation as an integral operator: 
r(4f(.4 = kn jy Pdx, r)f(r> dl* dy, (7) cc 
where p, is the kernel 
p&, y) = (1 - c2)-1!2 exp{-[(y - CCC)~/~( 1 - c”)] + +y*}. (8) 
This is Mehler’s formula [13], the simplest derivation of which (using 
stochastic processes) is due to Doob [2]. Using this formula, we 
showed in [15] that r(c) is a bounded operator from LZ”(Q(R)) to 
LD(Q(R)) provided that c < (p - 1)-li2, and the same method 
works for general 4 provided (5) holds as a strict inequality. The 
boundedness was all that was needed for the results of [15]. Glimm [4] 
showed that for c small enough, r(c) is a contraction from L?*(Q(R)) 
to LP(!S(R)) and Segal [21] p roved the following theorem: If X and Y 
are measure spaces, A is a contraction from 9*(X) to =%‘P(X) and B is 
a contraction from 9(Y) to sP( Y), with at least one of A and B 
positivity preserving, then A @ B is a contraction from 9*(X x Y) 
to 6pP(X x Y). By Segal’s theorem, Theorem 3 implies that r(c) is 
a contraction from JZQ(Q(Z’)) to 6pP(Q(%)) for H a finite dimensional 
real Hilbert space and consequently, by approximation, for # an 
arbitrary real Hilbert space. Thus, Theorems 2 and 3 are equivalent. 
However, I do not know a direct proof of Theorem 3. 
This method of reducing Theorem 2 to Theorem 3 amounts to 
choosing an orthonormal basis for Z and looking at 52(s) as an 
infinite product of copies of Q(R). The method of proof which we 
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shall actually use is based, heuristically, on the idea of taking a 
continuous “basis” for Z? and looking at Q(Z) as a continuous 
product of infinitesimal spaces. The formal idea is the following. 
Suppose that 2 = Pk2(K, m), where m is a nonatomic measure, 
and consider the infinitesimal measure space corresponding to the 
element dk with total mass &z(k). Consider the infinitesimal random 
variable 1 + olq(dk), where (Y is a real number. Then 
II W(l + ~W)ll, = II 1 + c~PP)ll, 
= (E(1 + cfYql(dk))“)“” 
= (E(1 + pccKp(dk) + [p(p - 1)/2] c%%z(k))~‘” 
= {I + [p(p - 1)/2]C%%hz(k)}l'p 
= 1 + [(p - 1)/2] cWffm(K). 
A similar calculation shows that 
ll(1 + ~dWI, = 1 + [(q - 1)/2] a2dm(k). 
Since any infinitesimal random variable is a constant multiple of 
1 + arp(dk) [or is of the form a~(&)], this shows that r(c) is infinitesi- 
mally a contraction from .ZP to ~8’ if (5) holds. Now L?(2) is a kind 
of continuous product of such infinitesimal spaces, so that Segal’s 
theorem leads us to conjecture Theorem 2. 
Next we present a proof of Segal’s theorem which proves a bit more. 
With the notation as above, let F be in 5?q(X x Y), let H be in 
LV’(X x Y) where (I/$) + (l/p’) = 1, and suppose that B is 
positivity preserving. We may assume that A and B are integral 
operators with kernels A(x, x’) and B( y, y’) >, 0. Then 
(H, (A @ B)F) = j j j j H(x, y) A(x, x’) B(y, y’) F(x’, y’) dx’ dy’ dx dy. 
(9) 
For almost every y and y’, H(*, y) is in LP’(X) and I;(*, y’) is in 
Z*(X), and since A is a contraction from JD(X) to P”(X), (9) is 
equal to 
[/(J I H(X,Y)lP’ qliP’ qy, y’) B(y, Y’> (j” I Q’, Y’P dx’)liq dy’ d? 
where 1 19 / < 1. Therefore, since B( y, y’) 3 0, 
,< j-j (j- 1 H(x, y)l”’ dx)lip’ B(y, y’) (j-F(x’, yr)g dx’)“* dy’ dy, 
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which is < I( HiI,,, 11 F II4 since B is a contraction from 9q(Y) to 
.P( I’). This proves Segal’s theorem. Notice that the proof yields more. 
Suppose we do not know that ,4 and B are contractions on all of .P’q. 
If for almost every J’, 11 dF(., $)I], < )I F(*, y’jJ& , if B is positivity 
preserving and 11 BE ill, < jl P (I? where E( 4”) = ilF(., Y’)[/~ , then it 
follows that /((A @ B)F III1 < I/F jlrl . 
Now we are ready to prove Theorem 2. Fix 2 < 4 < p -: 00 and c 
satisfying (5). Notice that it is enough to prove Theorem 2 in the 
range 2 < q < p < ‘~1, for if 4’ and p’ are the conjugate exponents 
and if r(c) is a contraction from 9q to PJ then r(c), being self- 
adjoint, is a contraction from J?p” to ZQ’. But the inequality (5) is 
equivalent to 
____ 
c < 1,’ (p’ - l)/(q’ - I), 
as a simple computation shows. 
LEMMA 1. Let F be a random variable other than zero and let G 
be a real random variable such that F and G are polynomials in Gaussian 
random variables q = (ql ,..., qll) and such that there is a constant K 
such that for all real numbers .I-‘, 
II Q)(F + G.v)ll, < K II F + Gs jln . (10) 
Let t be a real Gaussian random variable of mean 0 independent of q. 
Then 
II W(F + G& < (K + 4W)) II F -I- G, /I* . (11) 
Proof. We denote expectations acting on the 77 variables by E, 
and we denote r(c) acting on the 77 variables by r(c), , and similarly 
for f. Let H be in 9~’ where (lp) + (1;~‘) = 1. By the proof of 
Segal’s theorem given above, and by (lo), we have 
I(H, r(c)(F + G[)j/ < K((E, I H P”)lj”‘, r(c), (Em I F + G5 I”)““>- (12) 
Since q 3 2, the 9q norm is a Cz function except at 0, and since 
F f 0 we have 
(E, IF + Gt I”)“” = 01 + fl[ + # + o(P), 03) 
where 01, p, y are real numbers with iy = (E, / F I’~)l/g > 0. 
Next we calculate the yipr norm of (13), for 1 < r < a. This is 
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similar to the formal computation with infinitesimal random variables 
given above. We obtain 
(E I 01 + 84 + y5’ + O(w)l~r 
= (E[a’ + YCP’/3[ + Ycx-lyp + [Y(Y - 1),;2] ,,-2/32E’ + o([*)])l:r 
= (a’ + rar-lyEp + [Y(Y - 1)!2] cP/3*E~’ + o(E[*))l:r 
= a + a7(li'-l)cll'-lyE52 + [(y _ 1);2] ~r~l:r-l)&2/32,$$2 + o(E5") 
= a + yEt* + [(Y - 1)/2] ol+‘EE2 + o(E[*). (14) 
Notice that 
T(c)(a + ps + y5* + o(5")) = W)(a +- BS + Y 2”: + YES” + o(f2)) 
= a + /3c[ + yc” :f2: + YES” + o@) 
= u + Be5 + ycy5* - Et*) + ya2 + o(P) 
= (a + y( I - c”) Ep) + /3cf + yc2f2 + o(?). 
Therefore, by (14) for r = p, 
II q+ + 84 + rt? + 45”m 
= (a + ~(1 - c”) E$) + y~2E52 
+ [(p - 1)/21(~ + Y( I - c”) -%*)-l ,E*c’W + o(E5’) 
= a + yEt2 + [(p - 1)/2] CX-~/~~C~E~” + o(Et2). 
By (14) for r = q, and by (5), this is 
< I/ 0~ + 85 + ye* + o(E”)ll, + 0(&f*). 
By (12) we now have (1 I), which concludes the proof of Lemma 1. 
LEMMA 2. With the hypotheses of Lemma 1, we may strengthen the 
conclusion to read 
II W(F + GEli, 6 K II F + GS II* . (15) 
Proof. We may assume that q1 , , qn are real, independent, and 
of mean 0. Let F be a polynomial in them with 11 F II2 = 1, and let G 
be a fixed real polynomial in them. The set of such F is compact, so 
the o(&*) term in (11) is uniform. That is, for all E > 0 there exists 
an a! > 0 such that if 4 is a real Gaussian random variable of mean 0, 
independent of qr , , qn, with Et2 < 01 then 
II WV + Wll, < (K + JQ*) IIF + Gt I/n . (16) 
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If 0 c 0 G< 1 then we also have 
If we multiply both sides by &i we have 
That is, (16) holds whenever /IF /I2 > 1. Now suppose that 1 Im EF j 2 1. 
Then F, = F $- G and G, -L G satisfy the hypotheses of Lemma 1 
with K replaced by K + EEP, since for all real x, $‘i + G,s = 
F + Gx + G.$, and 1 Im E(F + Gx)/ = 1 Im EF / > 1, so that 
11 F + Gx Ila >, 1. Therefore, by Lemma 1, if .$i is Gaussian, of 
mean 0, and independent of E, yr , , vrr we have 
II r(c)(F + G5 +- Gdli, G (K + JP -t o(E12)) IIF + GS + GfA/I, . 
That is, if Et,” is sufficiently small 
But if Et* = iy. then E(f + El)? > a. This shows that if 1 Im EF I > 1 
then for all real Gaussian random variables 5 of mean 0 independent 
of 7117 , qn we have (16). By homogeneity, we may replace the 
condition ) Im EF 1 2 1 by 1 Im EF I > 0, and by continuity (16) 
holds with no restriction on F. Since E is arbitrary, (16) holds for all 
E > 0, and consequently (15) holds. This proves Lemma 2. 
Theorem 2 now follows easily. Let Pn consist of all polynomials of 
degree < n in rll ,..,, 7% , where pi ,..., rln are real independent 
Gaussian random variables of mean 0, in which each qi occurs to at most 
the first power. We claim that if F is in 8, then (1 r(c)F lip < (/ F llrl . 
This is true for n = 0. Suppose it has been proved for n, and let F 
and G be in 8, . Then F and G satisfy the hypotheses of Lemma 2 
with K = 1, so that if t is a real Gaussian random variable of mean 0 
independent of q1 ,..., s, then II Uc)(F + G4)ll, < II F t- GE /I* . But 
the general element of PPn+i is of the form F + Gf, which proves 
the claim. Since the union of the 9an is dense in Pq-, Theorem 2 
is established. Q.E.D. 
Next we show that Theorems 2 and 3 are best possible. 
THEOREM 4. Let Q(R) be R with the measure (6). Let 1 < 4 < 
p < CO and suppose that 
c > t’(q - l)/(p - 1). 
Then r(c) is not a bounded operator from 9’q to 9~. 
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Proof. The function en”, where 01 is a real number, is in 9. 
Using (7) we may compute 11 P(c) eex lIB , and we find that for 01 
sufficiently large it is arbitrarily larger than 11 eax jlq , which concludes 
the proof. The following heuristic argument, which-in contrast to 
the heuristic argument given earlier for Theorem 2-can easily be 
made rigorous, is perhaps more illuminating. 
We take as our measure space (K, m) a probability space, so that 
] q(dIz) is a real Gaussian random variable of mean 0 and variance 1. 
We have 
e*Jptdk) = n (1 + q(dk) + +Gdk) (17) 
so that 
r(c) eajq(dk) = n (1 + cq@g + &a’ dk) 
= l--j (1 + cc&q + +cW dk) I-I (1 + J( 1 - c”) 012 d/z) 
= ecaJ~(dL)e(l/2)(1-c*)~*. 
From (17) we see that 
11 ea$V(dP) II7 = (Ee~~J~Ldk))llr 
0 
l/T 
Z-Z E (1 + rq@k) + &y2a2 dk) 
= n (1 + gY *a* dk)l’r 
= eu/2h~ 
Therefore 
T(c) eaJpfdk) /Ip = e (1/2)(1-c*),ze(1!2)Pe'ae = eu/2)[(P-lk2+l]n~ 
whenever 
I/ eolJ9wk' II* = eu/2)oa2, and [(P - 1) c* + 11 > Q. 
4. THE FREE FIELD 
For terminology regarding Markoff fields, see [18]. Let m > 0, 
and let A?-‘(R”) be the real Sobolev space of index -1 on d-dimen- 
sional Euclidean space, with the inner product 
(v, 24)-l = (?I, (-A + my 24) (18) 
where d is the Laplace operator on Rd. Let X = r(X--1(Rd)), and 
let q~ be the real Gaussian process indexed by Z-‘(Rd) with mean 0 
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and covariance given by the inner product, as in Section 2, on the 
underlying probability space Q(:iy ml(Rd)). \;5:e call ~JI the free &!&~a 
field of mass m on Rd, terminology which will be justified below. 
The inner product (18) is invariant under the action of the 
Euclidean group on R d. That is, if 7 is in the Euclidean group of R” 
and 
&)u = u i 7-1 
then q b U(q) is a strongly continuous orthogonal representation of 
the Euclidean group on &-l(Rd). It follows from Theorem 1 that 
7 t-+ T(7) = W7(7)) is a representation of the Euclidean group by 
automorphisms of the measure algebra of Q(P-l(Rd)) (and we may 
choose representatives which are measure-preserving point transform- 
ations if we wish). 
THEOREM 5. The free Markofl field of mass m > 0 on Rd is a 
Euclidean field oaer Z-‘(Rd) which satisfies Assumption (A) of [18]. 
Proof. Let q~ be the free Markoff field of mass m > 0 on Rd. First 
we will show that v is a Markoff field. Let U be an open set in Rd with 
complement 77’ and boundary a U, let f be in %-l(Rd) with supp f C U, 
let 
A’ = {g E Z-l(Rd) : supp g C U’}, 
A” = {g E A?-‘(Rd) : supp g C Xr>, 
and let h be the orthogonal projection off onto &‘. We claim that h is 
in the smaller space JV. To see this, observe that 
(g, (-A + my h) = (g, (--d + m”>-‘f> 
for allg in J&?, in particular for allg in 9(Rd)-the space of C” functions 
with compact support-for which supp g C U”, where U” is the 
interior of U’. That is, (--d + m2)-lh = (--d + m”)-‘f as distribu- 
tions on U’“. Since -A + m2 is a local operator, h = f as distributions 
on U’“. But f = 0 on U’“, sothat supphC U’- U’“= aUandhis 
in ,V, which establishes the claim. 
We recall that if F is a subset of Rd then O(F) denotes the u-algebra 
generated by the random variables v( f ) where f in Z-‘(Rd) has 
suppf C F. Now ‘p is a linear isometry of Z-l(Rd) into X, and one 
of the basic properties of Gaussian random variables of mean 0 is 
that the conditional expectation of one of them with respect to some 
others is equal to its orthogonal projection onto their linear span. 
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Consequently, by the claim which was established above, if f is in 
X-l(Rd) with supp f C U then 
where h is the projection of f onto 41“. Let .Z be the orthogonal 
complement of N in &‘, so that J&’ = 3” 0 2, and let 
42 = {f E X-l(Rd) : suppf C U). 
Then p’( f ) and v(K), for f in 2! and K in 9, are orthogonal and 
therefore independent. Consequently, if fi ,..., fn are in S? and 
k i ,..., k,, are in 2’ then y(f-J *** q(fn) and y(kl) **. y(k,) are inde- 
pendent. It follows that 
The set of such elements determines O(U), so if u is any positive or 
integrable random variable in O(U) then 
E{u ) quy> = E{u ) qaq. 
This mean, by definition, that ‘p is a Markoff field. It is clearly a 
Euclidean field. 
It remains to show that F satisfies Assumption (A). To do this, 
we use the d-dimensional Fourier transform. Corresponding to the 
coordinates x = (x, t) on Rd, with x E Rd-l and t E R, we use 
coordinates k = (k, 2) on the dual space. If V, u are in Z-l(Rd) and 5, Zz 
are their Fourier transforms, then (a, u>-i = (a, (--d + KG)-~u) = 
(6, @I, where 
(6, zi)“, = I- 
5(k) 1(k) & dk. 
If z, = g @ 6 with g in 9’(Rd-‘) then 27(k, 1) = j(k), where g” is the 
(d - I)-dimensional Fourier transform of g. Therefore 
-- 
<z@&f@%=j jm t(k)f(k)k,+It+m,dldk --co 
=7T s g-) f(k) &- dk. t//k2 + m2 
By similar calculations we see that the Hilbert space 2 = O(Rd--l) n X 
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(see [IS]) is just th e usual Fock space over Rd-l, and y,,(f) is the 
usual free field: 
(cp,,(f)C)‘“)(k, I..., k,) = c ] \:nfl .I‘ rlkf(k) zi’“+l’(k, k, ,..., k,) 
(19) 
where c is a constant depending on the dimension and one’s conven- 
tions about Fourier transforms. The Hamiltonian H is also the usual 
free Hamiltonian: 
(&)‘“)(k, ,..., k,) = {(k12 + m22)1/2 + -*- + (k,2 + m2)li2} W(kl ,..., k,). 
We let Zk, -cc < k < a, be the corresponding scale (see [17, 181). 
We claim that vO( f ) for f in Y(Rd-I)-in fact, for f in Z-l(Rd) with 
supp f C Rd-l-is a bounded linear transformation from ;X1 to 
Z-l, so that Assumption (A) is satisfied with k = 1 and I = - 1. 
To see this, notice that if f is in P-‘(Rd) with supp f C Rd-i then 
f(k)(k + 1” + m2)-lr2 is in Y2(Rd), and consequentlyf(k)(k2 + wG-~/~ 
is in Z2(Rd-l). Therefore the creation term in v,,( f )-that is, the 
second term in the right-hand side of (19)-is a bounded linear 
transformation from Z to X-l. Therefore the annihilation term in 
v,,( f )-that is, the first term in the right-hand side of (19), which is 
the adjoint of the creation term-is a bounded linear transformation 
from &‘l (the dual of Z-l) to SP (which is its own dual). Therefore 
q,,( f ) is a bounded linear transformation from SP to P-l. Q.E.D. 
This discussion shows that the quantum field 8 corresponding to 
the Euclidean field v (see [18]) is, of course, the free field of mass m. 
If d >, 3 we may equally well construct the free Euclidean field v, 
and the corresponding quantum field, of mass 0, by starting with the 
Hilbert space with inner product (a, (-O)%). 
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