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ABSTRACT
In the near future, ultra deep observations of galaxy clusters with HST or JWST will
uncover 300 − 1000 lensed multiple images, increasing the current count per cluster
by up to an order of magnitude. This will further refine our view of clusters, leading
to a more accurate and precise mapping of the total and dark matter distribution in
clusters, and enabling a better understanding of background galaxy population and
their luminosity functions. However, to effectively use that many images as input to
lens inversion will require a re-evaluation of, and possibly upgrades to the existing
methods. In this paper we scrutinize the performance of the free-form lens inversion
method Grale in the regime of 150 − 1000 input images, using synthetic massive
galaxy clusters. Our results show that with an increasing number of input images,
Grale produces improved reconstructed mass distributions, with the fraction of the
lens plane recovered at better than 10% accuracy increasing from 40 − 50% for ∼150
images to 65% for ∼1000 images. The reconstructed time delays imply a more precise
measurement of H0, with . 1% bias. While the fidelity of the reconstruction improves
with the increasing number of multiple images used as model constraints, ∼150 to
∼1000, the lens plane rms deteriorates from ∼0.11′′ to ∼0.28′′. Since lens plane rms is
not necessarily the best indicator of the quality of the mass reconstructions, looking
for an alternative indicator is warranted.
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1 INTRODUCTION
The phenomena of gravitational lensing or the bending of
light in the presence of gravitational bodies provide astro-
physicists with a unique opportunity to study the mass dis-
tribution in massive clusters of galaxies and to use them
as powerful natural telescopes. Galaxy clusters host dark
matter, gas, and stars, largely confined to galaxies. Clusters
form late, are extremely massive, but gravitationally bound.
Much has been learned about the distribution of dark mat-
ter and hot gas in clusters, but many questions remain, for
example, relating to the fraction of dark matter in compact
substructures of ∼ 10 − 108 M (Dai et al. 2018; Diego et al.
2018; Oguri et al. 2018; Venumadhav et al. 2017). Merg-
ing clusters are especially interesting because the nature of
interactions between member galaxies and cluster dark mat-
ter depends, in part, on non-gravitational forces, and hence
properties of dark matter particles (Harvey et al. 2015, 2017;
Massey et al. 2018). To utilize clusters of galaxies as cosmic
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telescopes, one needs to characterize their uneven optics, i.e.
obtain magnification maps. These are derived from the mass
distribution maps, making them the most important factor
in the success of any gravitational lens reconstruction.
In 2005, Abell 1689 became the first cluster to be stud-
ied using ∼100 images (Broadhurst et al. 2005), an impres-
sive improvement on the 10-30 images per cluster that was
common previously. Recently, in an ambitious effort the
Hubble Frontier Field Survey (HFF; PI: J. Lotz) project has
used six massive merging clusters at intermediate redshifts
as nature’s most powerful telescopes. Deep HFF observa-
tions have revealed ∼ 100 − 150 multiple images per cluster.
To generate mass models of the clusters, HFF has taken ad-
vantage of a range of existing lens inversion codes; about
eight in all: Lenstool (Jullo & Kneib 2009; Johnson et al.
2014; Jauzac et al. 2015), SWUnited (Bradacˇ et al. 2009;
Strait et al. 2018), WSLAP+ (Sendra et al. 2014; Diego
et al. 2016), Grale (Sebesta et al. 2019), Glafic (Kawa-
mata et al. 2016), LensPerfect (Coe et al. 2010), LTM (Zitrin
& Broadhurst 2016), PIEMDeNFW (Zitrin et al. 2013) etc.
The ongoing Hubble Space Telescope’s Beyond Ultra-deep
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Frontier Fields And Legacy Observations (BUFFALO; PI:
C. Steinhardt) project will also utilize several of these lens
inversion techniques. Comprehensive code comparison exer-
cises were conducted based on HFF data, using synthetic
lenses (Meneghetti et al. 2017), as well as observed HFF
clusters (Priewe et al. 2017; Remolina Gonza´lez et al. 2018),
which shed light on the systematic uncertainties in the mass
reconstructions, and in the recovered luminosity function pa-
rameters of distant galaxies (Bouwens et al. 2017a; Atek
et al. 2018).
Lens inversion methods fall into two main categories:
parametric and free-form. Parametric models are the most
widely used lens inversion methods. Observed galaxies and
cluster-wide dark matter halos are assigned simple forms,
for example, Pseudo Isothermal Elliptical Mass Distribution
(Kassiola & Kovner 1993), non-singular elliptical isother-
mal density profiles, Navarro-Frenk-White profiles (Navarro
et al. 1996), or smoothed out galaxy light distribution (Jullo
et al. 2007; Zitrin et al. 2009). The observed galaxy luminos-
ity (or stellar mass or velocity dispersion) is related to the
mass distribution using scaling relations, like Faber-Jackson
(Faber & Jackson 1976). These mass components make up
the basis set. Though details differ from method to method,
in parametric models cluster mass distribution is always
closely tied to the light distribution. In the early days of
lens modeling, when image constraints were sparse, this sim-
plification of the modeling problem was very helpful. With
an increased number of images, simplifying assumptions will
become a hindrance, especially if galaxies deviate from sim-
ple scaling relations, and cluster-wide mass distribution is
perturbed by the merging process. Parametric methods also
tend to significantly underestimate their uncertainties (Rod-
ney et al. 2015; Priewe et al. 2017).
In response to the shortcoming of the parametric mod-
els, free-form methods were developed. Free-form meth-
ods like Grale (Liesenborgs et al. 2006, 2007; Mohammed
et al. 2014; Meneghetti et al. 2017) are completely agnostic
about light distribution, and their basis set consists of very
many parameters, which collectively represent complex clus-
ter mass distributions. Hybrid methods, like WSLAP+ com-
bine features of free-form and parametric methods (Sendra
et al. 2014; Diego et al. 2016). Grale uses its basis func-
tions as building blocks, so a given galaxy or dark matter
halo is represented by a number of these functions. This
makes methods like Grale and WSLAP+ flexible. If the
number of observed multiple images is small, flexibility can
become a drawback. In the case of Grale, which constructs
a large number of mass models, flexibility can lead to unas-
trophysical models to be included in the ensemble average
maps.
Grale is ideally suited for reconstructions with plen-
tiful strong lensing data because it uses no parametric as-
sumptions, and the number of its model parameters exceeds
the number of observational constraints, allowing wider ex-
ploration of degenerate mass distributions. In combination
with HST data, Grale was used to derive several important
results. Based on the analysis of HFF clusters MACS J0416
and Abell 2744, it has been shown in an assumption-free way
that total mass clusters stronger with brighter than fainter
galaxies, confirming the standard biasing, and that there are
no galaxy mass-light offsets larger than 10−15 kpc (Sebesta
et al. 2016, 2019). In MACS J0717 (Williams et al. 2018)
and Abell 1689 (Mohammed et al. 2014), Grale deduced
the presence of new background high redshift line of sight
structures. In MACS J1149, Grale postdicted the position
of SN Ia Refsdal image SX to <∼ 0.036′′, better than most
other methods (Williams & Liesenborgs 2019). Using Abell
2744 and MACS J0416, it was shown that Grale uncertain-
ties span the range of non-overlapping errorbars derived by
other methods (Rodney et al. 2015; Priewe et al. 2017), and
are thus closest to systematic uncertainties. Thus, Grale
brings unique strengths to the problem of cluster lens re-
construction.
Given the success of HFF, prospects for deeper Hub-
ble Space Telescope, and/or James Webb Space Telescope
cluster lens project(s) are bright. Future observations will
have a larger number of multiple images per cluster than
are currently available. They will uncover numerous very
high redshift galaxies, including those in the epoch of reion-
ization (Bouwens et al. 2017b; Atek et al. 2018; Cowley et al.
2018; Yue et al. 2018; Yung et al. 2019; Bhatawdekar et al.
2019), as well as many highly magnified individual stars in
background galaxies (Kelly et al. 2018; Chen et al. 2019;
Kaurov et al. 2019), and will provide more accurate and
precise cluster mass maps, leading to a better understand-
ing of cluster environment and dynamics, and tighter con-
straints on self-interacting dark matter (Kahlhoefer et al.
2015; Robertson et al. 2017). Images near cluster centers
will help resolve the issue of density cores vs. cusps in clus-
ters (Limousin et al. 2016). Ultra diffuse galaxies, currently
observed mostly through their light (Janssens et al. 2017;
Lee et al. 2017; Janssens et al. 2019), may also become ‘vis-
ible’ in the reconstructed mass, either directly, or through
the mass-galaxy correlation function (Sebesta et al. 2016).
The main objective of this paper is to comprehensively
examine the efficiency of the Grale algorithm in the scenar-
ios of future observations, when a larger number of lensed
images will be available as input. To do this, two synthetic
clusters were created by us, generated as a superposition
of parametric lensing potential forms. We also generated
sources covering a range of redshifts and forward lensed
them through the synthetic clusters to generate mock im-
ages. With these mock clusters and images, we performed
several reconstruction exercises with Grale, using ∼150,
∼ 500, and ∼1000 input images. As the main figure of merit
for these reconstructions, we used the fractional difference
between the projected mass density of the true and Grale-
reconstructed maps. In addition to this, we have computed
the lens plane rms, as a measure of the closeness of recon-
structed images and their true counterparts, and used re-
constructed time delays as an estimation of the precision of
Hubble’s constant measurement.
In Section 2 we provide the details about how the syn-
thetic lenses were created. A description of the Grale algo-
rithm is given in Section 3. Results of our reconstructions are
discussed in Sections 4-7, where we present several different
metrics that quantify the quality of the reconstructions, as
well as correlations between them.
Throughout this paper, the ΛCDM model of cosmology:
flat, matter density, Ωm = 0.3, cosmological constant density,
ΩΛ = 0.7, and the dimensionless Hubble constant h = 0.7,
was used.
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2 THE SYNTHETIC CLUSTER: IRTYSH
2.1 The Potential
We generated the mass distribution using an analytic poten-
tial. Because the cluster is synthetic, this mass distribution
can be rescaled to any size. For simplicity and computational
efficiency, the mass distributions for these simulated galaxy
clusters were calculated using the analytic softened power-
law ellipsoid potential called ‘alphapot’ (See Appendix A)
from the Gravlens catalog of models (Keeton 2001), as the
projected lensing potential of individual galaxies, which is
of the following analytic form,
Ψ = b(s2 + ξ2) α2 (1)
where b is the normalization, s is the core radius that elimi-
nates the central singularity, and ξ2 = x2+ y2/q2+K2xy with
q and K together representing ellipticity with non-zero posi-
tion angle. Irtysh is made as a superposition of two massive
cluster-scale dark matter components, and about 100 rel-
atively smaller galaxies. The normalizations of the smaller
galaxies are determined assuming the mass function for clus-
ters of galaxies (Press & Schechter 1974; Bahcall & Cen
1993),
bs =
(
m
m∗
)−1
e−
m
m∗ (2)
where we chose m∗ in accordance with a more realistic visual
appearance. The advantage of using an analytic potential is
that the values of the deflection angles and the surface mass
density can be determined exactly. We also note that the
profiles we use to build up our synthetic clusters, the ellip-
tic potential alphapot, is different from the basis functions
Grale (see Section 3) uses for reconstruction, which are
projected Plummer spheres (see Appendix B).
2.2 The Mass Distributions
For the analysis, we created two different mass distributions
based on different parameter values in the analytic potential
in Equation (1). From now on these two mass distributions
will be called Irtysh I and Irtysh II. Detailed values of the
parameters are given in Table 1. Morphology of the mass
distributions are similar: both have two big mass clumps and
86 (Irtysh I) and 115 (II) smaller masses surrounding them.
The distribution of the smaller masses is made in a way that
their number decreases with the distance from the central
mass peaks. First, the positions of the smaller lenses were
generated randomly. We then used the inverse distance as
probability to place them in the lens plane field. The distance
was measured from the closer of the two central mass peaks.
As a result, the number density of the small mass clumps
decreases away from the central region. Contour and three
dimensional plots of the mass distributions are shown in
Figure 1.
2.3 Sources and Images
The redshift of the synthetic lenses was assumed to be
zl = 0.4. To generate the sources, we created a number of
random locations in the source plane. We then produced a
normal distribution of redshift values using the Box-Mueller
algorithm, using a mean redshift of 2.8 and an upper limit
of 6.5. These values are based on existing lensed images
from Frontier Fields, which already incorporate the correct
source luminosity function and source redshift distributions.
Finally, these sources were forward lensed to generate the
images.
The corresponding lensed images for a given source were
generated solving the lens equation, θ I = β + α(θ I ). Here,
θ I are the image positions corresponding to a given source
position β. The scaled deflection angle α was calculated us-
ing the analytic form of the first derivative of our potential
alphapot. After calculating the image positions numerically,
only the sources that were multiply imaged were chosen and
used for the rest of the calculations.
Once all the multiply-imaged sources and the corre-
sponding image positions are recorded, we computed the
magnification values for each image point, using analytic
values of the dimensionless convergence κ and shear γ at
the image locations. Then, based on the magnification val-
ues, the nature of the images was determined i.e. whether
they are maxima, minima or saddle points in the arrival
time surface. Based on this analytic classification, most of
the maxima were not selected as the input images to the
reconstruction process, as in reality, they are often not ob-
servable because they tend to be demagnified. Also, most of
the maxima that remain are preferentially near the upper
mass peak for Irtysh I and lower mass peak for Irtysh II.
3 GRALE
3.1 Method
The lens inversion method used in this paper is based on the
reconstruction code Grale. The publicly available Grale
software implements a flexible, free-form, adaptive grid lens
inversion method, based on a genetic algorithm (Liesenborgs
et al. 2006, 2007; Mohammed et al. 2014; Meneghetti et al.
2017). A Grale run starts with an initial coarse uniform
grid in the lens plane populated by a basis set, such as pro-
jected Plummer density spheres (See Appendix B). Each
grid cell has a single Plummer sphere, with size matching
the cell size. Plummer spheres are chosen because they have
constant central density, and rapidly, but smoothly falling
off density at larger radii. As the code runs, the denser re-
gions are resolved with a finer grid, with each cell given a
Plummer with a proportional width. The initial trial solu-
tions, as well as all later evolved solutions are evaluated for
genetic fitness, and the fit ones are cloned, combined and
mutated. The final map consists of a superposition of many
Plummers, typically several hundred to a couple of thou-
sand, each with its own size and weight, determined by the
genetic algorithm.
Each Grale run produces a slightly different final mass
map, quantifying the mass uncertainties due to mass degen-
eracies, which exist even when the same set of image po-
sitions is used as the input. The most infamous of these
degeneracies, the mass-sheet degeneracy (MSD), is broken
in most of the cases due to the use of sources at multiple
redshifts. Some of the other degeneracies are documented in
Saha (2000) and Liesenborgs & De Rijcke (2012).
Grale uses a combination of two types of fitness mea-
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Table 1. Parameter values of the two synthetic clusters, Irtysh I and Irtysh II. The subscripts s and b indicate the parameters related
to the smaller and the bigger mass clumps. Superscripts 1 and 2 denote the first and second big mass clumps. The values of m∗ are
normalized by Σcrit,0 = c
2/4piGDol = 0.314g/cm2.
Model #b #s αb αs bb qb qs K
1
b
K2
b
Kalls s m∗
Irtysh I 2 115 0.5 0.45 26.9 1.0 1.0 0.35 -0.25 0 3.0′′ 0.4
Irtysh II 2 86 0.6 0.45 22.5 1.0 1.0 -0.25 0.35 0 3.0′′ 0.5
Figure 1. Projected true mass distribution of the synthetic clusters of galaxies: Irtysh I (Left Panels) and Irtysh II (Right Panels).
The mass distribution is normalized by Σcrit,0 = c
2/4piGDol = 0.314g/cm2. Black contours in the top two panels show unit convergence,
κ = Σ/Σcrit,0 = 1 contours.
sures. (i) Positions of point-like images - a successful re-
construction would map back the lens plane images from
the same source to the exact source location in the source
plane. If the back projected images of the same source lie
closer together, the trial solution is considered to have bet-
ter fitness. The distances between the source points are not
measured on an absolute scale, however. Instead, the size of
the area of all back projected points of all sources is used as a
length scale. This helps avoid over focusing. A better fitness
for a mass map means the back projected images will have
MNRAS 000, 1–18 (2019)
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Table 2. Details of the Grale reconstructions performed and the number of input images used. Details of whether a null used was also
provided in the last column.
Model Reconstruction #Sources #Images #Minima #Maxima #Saddle Null
a 407 1002 492 8 502 Not Used
Irtysh I b 202 502 244 8 250 Not Used
c 65 151 71 8 72 Used
a 340 1002 449 8 545 Not Used
Irtysh II b 173 502 222 8 272 Not Used
c 53 151 64 8 79 Used
a greater fractional degree of overlap. (ii) The null space
- a certain region in the image plane which has no lensed
features. A trial solution may perform well with fitness (i)
but still, predict unobserved additional images. To discour-
age Grale from producing these, an area larger than the
region of the observed images is subdivided into a grid of
triangles. By counting the number of back projected trian-
gles overlapping the envelope of the back projected images,
trial solutions are penalized if they predict additional im-
ages. Grale also has the capability of using critical curves,
and time delays as additional fitness measures (Liesenborgs
et al. 2009; Mohammed et al. 2015), but these are not uti-
lized in the present work.
3.2 Input
For the two different mass distributions discussed in Sec-
tion 2.2, three sets of images were prepared, consisting of
about 1000, 500 and 150 images. The 150 images scenario
replicates the current observational situations. The 500 and
1000 images scenarios represent future observational possi-
bilities.
To translate these numbers of images into a more ob-
servationally relevant quantity, we extrapolate the existing
lensed image number counts to fainter fluxes and get the
rough limiting magnitudes for the three sets of reconstruc-
tions (a, b and c). For this, we used the data from Jauzac
et al. (2014), extrapolating their results with 200 images to
500 and 1000 image scenarios, based on the F814W-band
AB-magnitudes provided in their Table 2. Assuming the
slope of the power law portion of the number counts to be
a free parameter, and m∗AB = 25, we calculate the relation
between the slope and the limiting magnitude, and present
it in Figure 2. As an example, the vertical dashed line cor-
responds to the slope value of 0.3. The limiting magnitude
should be about 27.5, 29.7 and 30.8 for the 150, 500 and
1000 image scenarios, respectively, assuming the same lens
plane area as in Jauzac et al. (2014). Rescaling to a different
area will change the numbers somewhat.
The input to Grale consists only of the image loca-
tion and related redshifts. Details of the reconstructions per-
formed with the two synthetic clusters are given in Table 2.
The 1000, 500 and 150 images cases are called reconstruc-
tion Xa, Xb, and Xc where X=(I, II) for Irtysh I and II.
Each of these reconstructions is an average of 40 Grale
runs, produced based on the set of images given in Table 2.
We did not use the null for the cases of 500 and 1000 im-
ages because the images themselves should provide sufficient
Figure 2. Dependence of the limiting apparent magnitude
(mAB) on the slope of the power law portion of the number counts
of lensed images. The solid magenta line, dashed blue line and
dotted green line represent the cases for the three sets of images:
a (1000 images), b (500 images) and c (150 images). For example,
if the slope is 0.3 (vertical black dashed line) the limiting magni-
tudes would need to be 27.5, 29.7 and 30.8 for the 150, 500 and
1000 image scenarios, respectively, assuming the same lens plane
area as in Jauzac et al. (2014)
constraints. Furthermore, using the null would be computa-
tionally expensive. Detailed analysis of the results obtained
is discussed in the next sections.
4 RECONSTRUCTED MASS MAPS
Contours of the average projected mass distribution, from 40
Grale runs of the two synthetic clusters Irtysh I and II, are
shown in Figure 3. The contours represent projected surface
mass density Σ, scaled by Σcrit,0 = c2/4piGDol = 0.314g/cm2.
The green circles represent the positions of the set of images
used as input, for each of the reconstructions. From the re-
constructed mass distributions, it is quite evident that with
increasing input image numbers, more subtle substructures
of the true mass distribution are recovered. For both Irtysh
MNRAS 000, 1–18 (2019)
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Figure 3. Projected reconstructed mass distribution of the synthetic clusters of galaxies: Irtysh I (Left Panels) and Irtysh II (Right
Panels) for the different reconstructions described in Table 2. The mass distribution is normalized by Σcrit,0 = c
2/4piGDol . Black contours
in the top two panels show unit convergence, κ = Σ/Σcrit,0 = 1 contours. The green circles represents the image locations for the set of
images used for each of the reconstructions.
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Figure 4. Absolute mass difference maps (∆m; see Equation 3) of the synthetic clusters of galaxies: Irtysh I (Left Panels) and Irtysh
II (Right Panels) for the different reconstructions described in Table 2. The color bar is set up in a way such that more red means the
reconstructed mass is overestimated compared to the true mass, while more blue means the reconstructed mass is underestimated. The
distributions are normalized by Σcrit,0 = c
2/4piGDol . Black contours show unit convergence, κ = Σ/Σcrit,0 = 1, for true mass distributions.
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Figure 5. Fractional mass difference maps (∆m/m; see Equation 4) for the 6 reconstructions. Black contours show unit convergence,
κ = Σ/Σcrit,0 = 1 for true mass distributions. Each plot is marked for its corresponding reconstruction name on the top. The color bar is
set up in a way such that more red means the reconstructed mass is overestimated compared to the true mass, while more blue means
the reconstructed mass is underestimated. White areas, for example, the lower right region of IIa, correspond to regions where mass is
overestimated or underestimated and is outside the range of the color legend.
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Figure 6. Fractional mass dispersion maps (δmdisp; see Equation 6) for the 6 reconstructions. Black contours show unit convergence,
κ = Σ/Σcrit,0 = 1 for reconstructed mass distributions. Dispersion was calculated from 40 Grale runs making up each reconstruction. Each
plot is marked for its corresponding reconstruction name on the top. The color bar indicates that a deeper blue region of the lens plane
exhibits narrower dispersion in reconstructed mass.
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Figure 7. Cumulative histograms of fractional mass difference values for the lens plane area containing lensed images. The left panel
presents the results of Irtysh I and the right panel represents the results of Irtysh II. For each of the panels, the solid magenta lines
present the 1000 images case (reconstructions a), the 500 images scenarios (reconstructions b) are depicted by the blue dashed lines and
the green dotted lines show the results from the 150 images case (reconstructions c).
Figure 8. Correlations that quantify the quality of reconstructions (top panels), and the uncertainties in the mass distributions (bottom
panels) as a function of local surface number density of images (see Equation 5 and Equation 7, respectively). The left and right panels
present the results for Irtysh I and II, respectively. In each panel, the solid magenta lines present the 1000 images case (reconstructions
a), the 500 images scenarios (reconstructions b) are depicted by the blue dashed lines, and the green dotted lines show the results from
the 150 images case (reconstructions c).
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Figure 9. Fractional mass difference, ∆m/m, versus fractional mass dispersion, δmdisp, of the lens plane pixels containing true image
locations. The magenta dots, blue cross and green saltires represent the 1000 (reconstructions a), 500 (reconstructions b) and 150
(reconstructions c) images scenarios, respectively. The left and right panels show results for Irtysh I and II, respectively.
I and II, the central peaks are not reconstructed very well
but for one of the peaks, which had fewer images near it,
the reconstruction is worse compared to the other peak. In
general having more images is always beneficial, however,
the presence of central images (maxima in the arrival time
surface) does not always guarantee better constrained cen-
tral regions (Wagner et al. 2019). For a circularly symmetric
lens the deflection angle is determined only by the total mass
interior to a point, and the more central a point is, the less
mass is enclosed by it. We suspect that for non-symmetric
lenses the situation is similar.1
The absolute mass difference maps of the reconstructed
and the original mass maps are presented in Figure 4. The
absolute mass difference is defined as,
∆m = mreconstructed − mtrue. (3)
These maps are also scaled by Σcrit,0, and the black contours
represent unit convergence lines of the reconstructed mass
distributions. The color bar is set up such that more red
means the reconstructed mass is overestimated compared
to the true mass, while more blue means the reconstructed
mass is underestimated.
As our main figure of merit we define the dimensionless
1 The left (or right) columns of figure 6 and 7 in Wagner et al.
(2019), shows how well one can reconstruct the central regions
of synthetic clusters. In figure 7 the red circles show the image
locations and the size of the circles represents the difference be-
tween reconstructed and true convergence values. For figure 6,
the small blue dots represent the true convergence at the central
image locations and black points represent reconstructed conver-
gences. For every model there is at least one central image present,
and there still is a difference between the true and reconstructed
convergences.
fractional mass difference,
∆m
m
=
mreconstructed − mtrue
mtrue
. (4)
To calculate this quantity we divide the lens plane into small
pixels, in our post-reconstruction analysis. We call these pix-
els lens plane pixels.2 So, for a given region of the lens plane,
the closer this quantity is to zero, the better is the recon-
struction in that region. The fractional mass difference can
only be computed for synthetic clusters like Irtysh, as for real
clusters the true mass distribution is unknown. Figure 5 rep-
resents the distribution of fractional mass difference values
for each of the reconstructions. From the maps, it can be
seen that most of the area covered by the images has a very
low fractional mass difference value.
One of the problems faced by free-form reconstructions
like Grale is that extra mass clumps can be produced in re-
constructed mass distributions because they improve the fit-
ness values. These mass clumps are produced in the regions
of the lens plane where the number of images is low, or no
images are present. In lens inversions that use parametric
methods, the reconstructed mass distribution in these un-
derconstrained regions is based mostly on priors, not lensed
images. In free-form lens inversions, such priors are not used,
and so in these regions, mass distribution is subject to de-
generacies. The resulting mass clumps can be easily noticed
in the fractional mass difference maps in Figure 5. For re-
construction IIa, big extra mass clumps are seen towards
the lower right corner, and for reconstruction IIc, towards
the right side. Also for reconstruction Ic, extra mass clumps
are present in the lower region, although those are smaller
2 Lens plane pixels are used in the analysis only, to divide up the
region into smaller sections and calculate the fractional difference
and later other quantities. The lensing mass distributions are not
pixelated.
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in size, compared to those in Irtysh II. In addition to these
large mass clumps, much smaller mass excesses and deficits
are present throughout the reconstructions.
To quantify whether using a larger set of images is pro-
ducing a better overall reconstruction, we use cumulative
histograms of the fractional mass difference values in the
lens plane area containing all the lensed features (images).
For Irtysh I, it is a circular region with a radius of 54′′ cen-
tered at (9′′, 9′′). For Irtysh II, the circular region that has a
radius of 48′′ with center at (0′′, 6′′). These histograms are
shown in Figure 7. The solid magenta, dashed blue and dot-
ted green histograms represent the 1000, 500 and 150 image
scenarios: Irtysh I in the left panels, and Irtysh II in the right
panels. The vertical dashed black line indicates the fractional
mass difference value of 0.1. From these histograms, it can
be seen that for both Irtysh I and II, the 1000 image cases
have >∼ 65% of the pixels with better than ∆m/m = 0.1. In
contrast to that, in the 150 image cases, these pixels cover
only 40−50% of the lens plane area, whereas the 500 images
scenarios cover about 60 − 65%.
To determine how the quality of the reconstructions de-
pends on the local surface number density of images, we
obtained correlations defined by the following equation,
ω∆m/m(θ) = 1 −
〈
N
[
1
(∆m/m) j (θiimageθ
j
lensplane)
] 〉〈
N
[
1
(∆m/m) j (θirandomθ
j
lensplane)
] 〉 (5)
where θ image are the image locations used in the runs, θrandom
are the randomly generated points (same in number as the
number of images), and θ lensplane are the locations of lens
plane pixels. θ is the separation between θ image or θrandom
and θ lensplane, and N[· · · ] denotes the numbers of pairs with
separation θ, where each pair is weighted by the inverse
of the fractional mass difference value ∆m/m for the corre-
sponding lens plane pixels. These correlations are shown in
the top panel of Figure 8. The correlation functions look sim-
ilar for all three scenarios: 1000 (solid magenta) 500 (dashed
blue) and 150 (dotted green) images, for both Irtysh I and
II. A strong correlation can be seen between the image lo-
cations and pixels with a smaller fractional mass difference,
which demonstrates that the reconstruction is better in lens
plane regions near the image locations.
In addition to quantifying the accuracy of the recon-
structions, we also quantify their precision. Each of our 6
reconstructions is an average of 40 Grale runs, which al-
lows us to estimate the dimensionless fractional mass dis-
persion. A lower fractional mass dispersion value indicates
fewer degeneracies in the mass maps. A zero fractional mass
dispersion value would imply that there are no degeneracies
detected in the reconstructed mass distributions.
The fractional mass dispersion of the reconstructed
mass distributions for the i-th pixel is defined as,
δmidisp =
1
miavg
√
1
N
∑
j=1,N
|mi
j
− miavg |2 (6)
where j = 1, N, and N = 40 is the number of Grale runs.
The fractional mass dispersion maps are shown in Figure 6.
The reconstructions Ia and IIa have narrower dispersion
compared to the Ic and IIc reconstructions. The dependence
of the uncertainty in the mass distribution on the local sur-
face number density of images is shown in the bottom panel
of Figure 8. The correlation function in this case is defined
as,
ωδmdisp (θ) = 1 −
〈
N
[
1
δm
j
disp
(θiimageθ
j
lensplane)
] 〉
〈
N
[
1
δm
j
disp
(θirandomθ
j
lensplane)
] 〉 (7)
which is exactly the same as Equation 5, except that the
weight factor is now the inverse of the fractional mass dis-
persion value δmdisp for the corresponding lens plane pixels.
Again a strong correlation is detected, implying that the
fractional mass dispersion is smaller near the image loca-
tions, and hence lensing degeneracies are better constrained
closer to images.
To obtain an additional measure on how well the regions
containing images were reconstructed by Grale, we look
at the relation between fractional mass difference (Equa-
tion (4)) and the fractional mass dispersion (Equation (6))
associated with the lens plane pixels containing the images;
see Figure 9. The fact that there is a clear correlation means
that lens plane regions that have lower fractional mass dis-
persion and fewer degeneracies also have a smaller deviation
from the true mass distribution. The correlation is nearly di-
agonal, regardless of the number of images used, though the
dispersion is large at larger ∆m/m and δmdisp values. Since
fractional mass dispersion, δmdisp, can be obtained for ev-
ery Grale reconstruction, this correlation can be useful for
quantifying the fidelity of the reconstruction, if it is possible
to obtain a general trend using synthetic clusters.
Though not explored in this paper, we add that being
free-form, Grale recovers all mass along the line of sight
that affects image positions. Mass clumps that are not at
the redshift of the main cluster lens are also included in the
recovered mass, ’weighted’ as if they were at the redshift of
the cluster. This is the reason why in MACS 0717, Grale
was able to detect the presence of a mass concentration,
considerably more background than the main lens (Williams
et al. 2018).
5 RECONSTRUCTED IMAGES
For a given surface mass density distribution and a lens in-
version method, the lens plane rms quantifies how well the
positions of the observed images are reproduced by a model.
It can be argued that a small lens plane rms value is a nec-
essary but not a sufficient condition to call a lens inversion
good (Williams et al. 2018). Lens plane rms is sometimes de-
fined in different ways in different papers. The most widely
used definition is,
∆2rms =
1
J
∑
i=1,I

∑
j=1,Ji
|θtrue;i, j − θreconstructed;i, j |2
 (8)
The main idea behind this definition is that each reconstruc-
tion uses images from I number of sources, with each source
having a multiplicity of Ji i.e. number of images produced
by that source is Ji , so that the total number of true in-
put images becomes J =
∑
i Ji . Each of these true images j
of the source i, located at θtrue;i, j is back projected from
the lens plane to the source plane using the lens equation
and deflection angle values obtained from mass distribution
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Table 3. Summary of lens plane rms values for the six reconstructions performed. The difference in number of true and reconstructed
images signifies that not for all the true images the reconstructed counterparts were found. The count of reconstructed images does not
include the extra (i.e., unobserved, and probably spurious) reconstructed images produced.
Model #True #Reconstructed LPrms Mean Distance Median Distance Standard Deviation
Images Images ∆rms ∆¯ ∆˜ σ∆
in arcsec in arcsec in arcsec in arcsec
a 1002 991 0.166876 0.09743 0.059613 0.135549
Irtysh I b 502 499 0.116461 0.0791467 0.050645 0.0855198
c 151 151 0.0553622 0.037264 0.026897 0.0410796
a 1002 981 0.399134 0.173476 0.083139 0.359646
Irtysh II b 502 486 0.316616 0.28344 0.070229 0.141678
c 151 148 0.170244 0.133921 0.0617075 0.105686
Figure 10. Histograms of the distance values of true and reconstructed images. The top panel represents the results of reconstructions
of Irtysh I and the bottom panel represents the results reconstructions of Irtysh II.
resulting from the lens inversion. Then, averaging over the
Ji back projected image positions gives the reconstructed
source position.
These reconstructed sources can be forward
lensed to obtain the reconstructed images at locations
θreconstructed;i, j . At the end, the distances squared between
the true images and reconstructed images are calculated as
∆2 = |θtrue;i, j − θreconstructed;i, j |2 (9)
These values can be directly plugged into Equation (8) to
obtain the lens plane rms.
The main challenge in performing this task is to success-
fully identify the reconstructed counterparts for every true
image. The most helpful ways include searching for the near-
est neighbor images from a given source and determining the
parity of each true image and their reconstructed counter-
parts. The main problem faced during this calculation con-
cerns sources whose true and reconstructed multiplicities do
not match, i.e. extra reconstructed images are produced, or
for some true images, the reconstructed counterparts are not
found. Extra images can be produced because Grale some-
times creates extra mass clumps towards the edges of the
map, which results in better fitness values. These clumps
can be easily seen from the fractional mass difference maps
in Figure 5. The extra images can be eliminated based on
their location and parities. Situations, where reconstructed
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counterparts are not produced, have to be resolved differ-
ently; we discuss these below.
Summary of lens plane rms values obtained for the six
reconstructions performed are given in Table 3. The his-
tograms of the lens plane rms values for each reconstruction
are shown in Figure 10.
The third and fourth columns in Table 3 show the num-
bers of true and reconstructed images; the difference between
these is the number of true images for which reconstructed
counterparts were not found. The true images that do not
have reconstructed counterparts happen to lie near the cen-
tral mass peaks, which are under-constrained.
The lens plane rms values were found to be reasonably
small for all of the reconstructions, as shown in Table 3.
HFF clusters have . 150 images, and lens plane rms val-
ues of . 0.5′′ for typical reconstructions using, for example,
Lenstool or Grale. For reconstructions Ic and IIc these
values are smaller, 0.055′′ and 0.17′′, probably because ex-
act image locations and redshifts were used as input for all
∼ 150 images.
Table 3 clearly shows that there is an increase in lens
plane rms values when the number of input images is in-
creased. The trend is the same for both the synthetic clus-
ters, differing only in numerical values. One can also see that
the trend is strongest in the lens plane rms, weaker in the
mean distance (6th column), and weakest in the median dis-
tance (7th column). Because of the known sensitivity of rms
and averages to outliers, these findings imply that outliers
are partly responsible for the trends.
The fitness values of the Grale runs, i.e. the quantity
used as the figure of merit for the solutions produced in each
Grale run (see Section 3.1) correlate with the lens plane
rms values: the fitness values turned out to be the best for
the 150 images scenario and worse for 1000 images.
This trend of deteriorating lens plane rms with an in-
creasing number of images is opposite to the improvement
in the reconstructed mass distributions with the increasing
number of images we saw earlier (Figure 5 and 7). Though
surprising, this behavior is not totally unexpected. With
fewer input images, getting a good reconstruction is eas-
ier because of the wide range of degenerate mass solutions.
As the number of images increases the range of possible de-
generate mass solutions gets smaller, and as a consequence,
the limitations of the reconstruction methods become more
pronounced; it becomes harder to get a better fit for all the
images at the same time. This appears to be true for para-
metric and hybrid methods as well; for example, see figure 3
of Johnson & Sharon (2016) and Section 2.7 of Vega-Ferrero
et al. (2019). In the case of free-form methods, while the use
of a large number of the basis functions allows great flexibil-
ity, the recovered model is still only an approximation of the
true mass model, as is the case with parametric and hybrid
methods.
We also note that the lens plane rms values and the fit-
ness values of Irtysh I are significantly better than those of
Irtysh II. This is consistent with the result that Irtysh I is
better reconstructed than Irtysh II, possibly because the lat-
ter has a more clustered image distribution than the former.
A more detailed examination of what factors are responsi-
ble for the deterioration in lens plane rms in contrast to the
improvement in the mass distribution in Grale reconstruc-
tions, would require a further investigation.
6 RECONSTRUCTED TIME DELAYS
The time delay between the true images and the recon-
structed images can be used as a one-step method to deter-
mine the Hubble’s constant H0 (Refsdal 1964). In this sec-
tion, instead of estimating the value of the Hubble constant,
we perform an investigation of how much precision in H0 is
possible based solely on the different number of input lensed
image positions provided to Grale. Because we are using
parametric synthetic potentials to produce true images, true
time delays can be calculated exactly. Time delays based on
reconstructed mass distributions can be calculated at both
the true image locations and the reconstructed image loca-
tions.
For a given source, the ratio of reconstructed and true
time delays can be presented in two ways:
(i) pTT =
∆τreconstructed(θtrue)
∆τtrue(θtrue) (10)
where ∆τreconstructed(θtrue) are time delays based on recon-
structed mass distribution at the positions of the true im-
ages, and ∆τtrue(θtrue) are the true time delays, also for the
true image locations (see Table 4).
(ii) pRT =
∆τreconstructed(θreconstructed)
∆τtrue(θtrue) (11)
where ∆τreconstructed(θreconstructed) are time delays based
on reconstructed mass distribution at the positions of re-
constructed images (see Table 5).
Table 4 and Table 5 show the statistical results for the
values of pTT and pRT, respectively. While calculating the
reconstructed time delays, a few images produced negative
values, because the arrival sequence of the recovered images
is opposite compared to the true sequence. These were not
included in further calculations. This creates a difference in
the number of true and reconstructed time delays. In Ta-
ble 5 this difference, < 5%, is slightly larger than in Table 4,
< 1%, due to the presence of true images for which the re-
constructed counterparts were not found.
Histograms of the time delay ratios, pTT and pRT, for
all of the reconstructions of both Irtysh I and Irtysh II are
presented in Figure 11. The magenta histograms are of pTT
values, and the blue histograms represent the values of pRT.
The vertical dotted lines show the median values.
To quantify the goodness of reconstructions in terms of
time delays, we look at the median values for each of the
reconstructions, in Table 4 and Table 5. Averages (means)
are also presented, but these are sensitive to outliers, as can
be seen by comparing the mean and the median for Irtysh
IIa and IIb in Table 4.
The closer the median of these ratios is to unity, the bet-
ter the prediction of H0. For both clusters and both cases, the
median improves with the increasing number of images. In a
real observational situation, it is likely that only 1 or 2 time
delays will be available for any given cluster. This would
correspond to drawing 1 or 2 values from the histograms.
The width of the histograms, which we quantify using me-
dian absolute deviation (MAD), gives the prediction for the
precision of H0, which can be achieved by the corresponding
lens models. In general, a higher number of input images
allow one to achieve higher accuracy and precision in the
measurement of H0, using the Grale reconstruction algo-
rithm.
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Table 4. Summary of the values of ratio of reconstructed time delays over the true time delays at true image location (pTT). The
differences in the numbers of true and reconstructed time delays are because of the presence of negative time delays in the reconstruction,
which were not included.
Model #True #True #Reconstructed Mean Median Median Absolute Deviation
Images Time Delays Time Delays p¯TT p˜TT MAD(pTT)
a 1002 595 589 1.84923 0.999146 0.00938775
Irtysh I b 502 300 298 1.00445 0.997596 0.00788178
c 151 86 86 1.03079 1.03508 0.0116497
a 1002 662 656 2.22199 1.00139 0.00840069
Irtysh II b 502 329 327 3.01623 1.01106 0.00916241
c 151 98 97 1.1148 1.01409 0.0180351
Table 5. Summary of the values of ratio of reconstructed time delays at reconstructed image locations over the true time delays at
true image location (pRT). The differences in the numbers of true and reconstructed time delays are because of the presence of both the
negative time delays (which were not included) in the reconstruction and the reconstructed counterpart-less true images.
Model #True #True #Reconstructed Mean Median Median Absolute Deviation
Images Time Delays Time Delays p¯RT p˜RT MAD(pRT)
a 1002 595 583 0.996172 0.999486 0.00789496
Irtysh I b 502 300 295 1.01716 0.994002 0.0165835
c 151 86 86 1.03154 1.03527 0.0112512
a 1002 662 635 1.01912 1.00147 0.007146
Irtysh II b 502 329 314 1.09854 1.01119 0.00781871
c 151 98 97 1.057 1.01483 0.0188137
Figure 11. Histograms of the ratios of reconstructed and true time delays. The top panel represents the results of reconstructions of
Irtysh I and the bottom panel represents the results reconstructions of Irtysh II. The magenta histograms represent the values of pTT
and the blue histograms represent the values of pRT. The vertical magenta dotted line represents the median values of pTT and the blue
vertical dotted line represents the median values of pRT. The medians are very close, so it is very hard to distinguish the magenta and
blue vertical lines.
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Figure 12. Left Panel: the true (blue circles) and reconstructed (magenta triangles) source locations for reconstruction Ic. The filled
black dot represents the transformation origin. Right Panel: plot of the ratio of the reconstructed and true source positions (both w.r.t.
the transformation origin) as a function of the true source positions. Note that most points form a horizontal line at βˆ/β ≈ 1.025, which
is suggestive of mass sheet degeneracy.
7 RECONSTRUCTED SOURCES
Lens inversion techniques are, unfortunately, plagued by
various degeneracies. One kind of degeneracy faced in lens
reconstruction is the source plane transformation (SPT)
(Schneider & Sluse 2014), which is a generalization of the
mass sheet degeneracy (MSD). The exact MSD is broken in
our case, because of the use at multiple source redshifts. But
the generalized and approximate MSD can still exist, despite
the presence of sources at multiple redshifts (Liesenborgs
et al. 2008). The SPT can contribute to the reconstructed
mass maps, and affect the reconstructed time delays, but
does not affect the observed image positions. SPT changes
the deflection law for all of the sources. It can be described as
a transformation of the source locations in the source plane,
βˆ = [1 + f (β)]β, (12)
where β and βˆ are the true and reconstructed source loca-
tions with respect to the transformation origin, and f (β) is a
function of the true source positions. For the MSD, [1+ f (β)]
is a constant. To examine this kind of degeneracy, one needs
to find the location of the transformation origin i.e. where
f (β = 0) = 0, and from where the true and reconstructed
source locations are measured.
To determine if SPT is the main degeneracy in the re-
constructions performed in this paper, we scrutinized the
positions of the true and reconstructed sources. In most re-
constructions, the two sets of source positions did not exhibit
any discernible pattern, from which we conclude that degen-
eracies more complicated than SPT are involved. The one
exception was reconstruction Ic.
The true (blue circles) and reconstructed (magenta tri-
angles) source locations for Ic are presented in the left panel
of Figure 12. The transformation origin, represented by the
filled black dot, was found as follows. Each true source posi-
tion was connected to its reconstructed counterpart with a
straight line. In a pure SPT, all such lines would intersect at
a single point. In a more realistic situation, there will not ex-
ist a single intersection point, so one has to find a point that
best approximates the radial nature of the Equation (12)
transformation.
In the right panel of the same figure, we show the ratio of
the reconstructed and true source positions (both w.r.t. the
transformation origin), as a function of the true source po-
sitions. The distribution can be approximated by a straight
horizontal line, at βˆ/β ≈ 1.025, reminiscent of MSD. In fact,
the presence of this approximate MSD can also be deduced
from Figure 11. Of the 6 reconstructions, the one where the
median deviates the most from unity is Ic, by an amount
consistent with that obtained here.
The distribution in this panel can also be compared to
the top panel of figure 4 of Schneider & Sluse (2014), which
shows the same quantities, but for an analytically generated
galaxy-scale SPT. Compared to the latter, our plot does
not exhibit a well-defined pattern. This is probably because
other degeneracies also contribute.
To our knowledge, this is the first attempt to isolate
SPT in a reconstructed cluster mass distribution. A deeper
exploration of the degeneracies that affect the Grale recon-
structions will require a separate paper.
8 CONCLUSIONS
Synthetic cluster-lenses with ∼ 150 − 1000 images presented
in this paper mock the situation of near-future observations.
We used these clusters to characterize the performance of the
free-form lens inversion algorithm Grale. The summary of
our results is given in the following paragraphs.
In Section 4 we showed that using a larger number of in-
put images improves the reconstructed mass distributions,
recovering more subtle structures (Figure 3), for both the
simulated clusters, Irtysh I and II. From Figure 7 it can be
seen that in the ∼ 1000 image cases, ∼ 65% of the cluster
lens plane area has a fractional mass difference between the
true and reconstructed maps of < 10%. In the ∼ 150 image
cases, the corresponding area is only 40 − 50%. In addition,
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the dispersion in the mass density of the 40 Grale runs
that make up a reconstruction is narrower if a higher num-
ber of input images is used (Figure 6). We conclude that
Grale produces more accurate and precise projected lens
mass reconstructions when given more input images.
In Section 5, we saw that the lens plane rms, which
quantifies how the reconstructed images reproduce the true
ones, deteriorates when a larger number of input images is
used. For ∼ 150 and ∼ 1000 image cases the average val-
ues are 0.11and 0.28, respectively. This trend contradicts
the expectation of achieving an improved lens plane rms
as the mass reconstruction improves. We conclude that a
lower lens plane rms cannot guarantee a better—more accu-
rate and precise—mass reconstruction (Vega-Ferrero et al.
2019). As we have argued in Section 5, a large number of
input images is more likely to reveal the limitations of a lens
inversion method. Because lens plane rms may not prove to
be the best indicator of the quality of the mass reconstruc-
tions for either free-form or parametric methods, looking for
an alternative indicator is warranted. For Grale, one could
use the relation between the fractional mass difference and
fractional mass dispersion (Figure 9), quantified based on
simulated clusters.
Section 6 quantifies how well H0 can be measured with
Grale reconstructions. Tables 4 and 5 show that with a
higher number of input images, the median of the ratio of
reconstructed and true time delays is getting closer to unity.
For ∼ 150 and ∼ 1000 image cases the typical deviations from
1 are 2.5% and 0.1%, respectively. However, in any given ob-
served cluster, typically only 1 or 2 time delays can be mea-
sured. So the width of the histograms presented in Figure 11
are a better measure of the H0 accuracy. We quantify this
using a median absolute deviation. Typical values for ∼ 150
and ∼ 1000 image cases are 1.5% and 0.82%, respectively.
This indicates that an accurate measurement of H0 can be
done in the near future using the Grale reconstructed lens
models.
Contrary to these findings in Irtysh I and II where the
median predicted time delays are within about a percent
of the true ones, in HFF cluster MACS J1149 (Williams &
Liesenborgs 2019) Grale’s average estimate is an about a
factor of 2 below the true value. There are a few possible
reasons for this; the most likely is that even though the
total number of images is approximately the same in Irtysh
and MACS J1149, their spatial and redshift distributions are
not: in Irtysh I and II images are roughly evenly distributed
across the lens plane and have a wide distribution in redshift,
whereas in MACS J1149, 97 of the 123 images are in three
tight groups, corresponding to the knots of the three images
of the spiral galaxy at zs = 1.489. This explains why the
mass distribution around SN Refsdal images SX and S1 is
reconstructed with very low mass dispersion (∼ 10%; figure 5
of Williams & Liesenborgs (2019)). In contrast to mass, time
delays are affected by the whole lens plane. Since the images
are so sparse over most of the lens plane in MACS J1149,
time delays are not as well recovered, showing considerable
dispersion, as well as a bias. Therefore, it is not just the total
number of images, but their distribution in the lens plane
and redshift that affects the recovery of time delays.
Finally, in Section 7, we found that lensing degeneracies
affecting the reconstructions are more complicated than the
simple source plane transformation. Further research will be
required to characterize the degeneracies in more detail.
Overall, we conclude that Grale is well suited for
cluster-lens mass reconstruction with future observations,
and identify areas where further work is needed.
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APPENDIX A: ALPHAPOT
In this paper, the mathematical backbone of the synthetic
clusters is made up of the parametric potential ‘alphapot’
(Keeton 2001), whose mathematical form is given in the
Equation (1). Here the first and second derivatives of the
potential are listed, as they were useful for calculating sev-
eral strong lensing properties of the synthetic clusters used
e.g. convergence, magnification, time delay and most impor-
tantly to determine the deflection angles, for its use in the
image finding algorithm. The deflection angles in x and y
are given by the first derivatives of the potential,
αx =
∂Ψ
∂x
=
bα
2
(2x + K2y)
(
s2 + x2 +
y2
q2
+ K2xy
) α
2 −1
(A1)
αy =
∂Ψ
∂x
=
bα
2
(
2y
q2
+ K2x
) (
s2 + x2 +
y2
q2
+ K2xy
) α
2 −1
(A2)
The second derivatives of the projected potential are given
below,
Ψxx =
∂2Ψ
∂x2
= bα
(
s2 + x2 +
y2
q2
+ K2xy
) α
2 −1
+
bα
2
(α
2
− 1
) (
2x + K2y
)2 (
s2 + x2 +
y2
q2
+ K2xy
) α
2 −2
(A3)
Ψyy =
∂2Ψ
∂y2
=
bα
q2
(
s2 + x2 +
y2
q2
+ K2xy
) α
2 −1
+
bα
2
(α
2
− 1
) ( 2y
q2
+ K2x
)2 (
s2 + x2 +
y2
q2
+ K2xy
) α
2 −2
(A4)
Ψxy =Ψyx =
∂2Ψ
∂x∂y
=
∂2Ψ
∂x∂y
=
K2bα
2
(
s2 + x2 +
y2
q2
+ K2xy
) α
2 −1
+
bα
2
(α
2
− 1
) (
2x + K2y
) ( 2y
q2
+ K2x
)
×
(
s2 + x2 +
y2
q2
+ K2xy
) α
2 −2
(A5)
APPENDIX B: PLUMMER MASS
DISTRIBUTION
The gravitational potential of a Plummer sphere (Plummer
1911) is given by,
Φ(r) = − GM(r2 + a2
P
)1/2 (B1)
where aP is the characteristic width of the mass distribution.
The projected lens potential for the above potential is,
Ψ(θ) = Dds
Ds
2GM
c2Dd
ln(θ2 + θ2P) (B2)
where θP = aP/Dd is the characteristic angular width.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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