In this paper, we present some sufficient and necessary conditions for the absolute stability of timedelayed Lurie control systems, which improve the results we obtained before for the absolute stability of direct control, indirect control and critical control of Lurie systems. We also derived certain simple and easy applicable algebraic sufficient conditions for the absolute stability of time-delayed Lurie control systems, which provide a convenient tool for practical control engineers in designing absolutely stable systems or stabilizing nonlinear control systems.
Introduction
In modelling natural and social phenomena, the dynamic behaviour of many systems depends upon not only the current state, but also the system's history. Such phenomena are called time-delayed phenomena. Mathematical models arising from the areas of engineering, physics, mechanics, control system, chemical reaction, biological and medical systems always involve time delay. In particular, time delay often appears in automatic control [1, 2] . Any system with a feedback control involves unavoidable time delay since time is needed for the system to appropriately react to the input. Therefore, studying the absolute stability of time-delayed Lurie systems is naturally important and necessary [3] .
In [3] [4] [5] we obtained absolute stability conditions for the direct, indirect and critical controls of Lurie systems without time delay. However, not much attention has been paid to time-delayed Lurie systems (i.e., the Lurie systems described by differential difference equations). Although many researchers are, with the aid of the Matlab software LMI, still investigating the stability of Lurie systems with or without time delay, the conditions they obtained are only sufficient [6] [7] [8] [9] [10] [11] [12] [13] [14] .
In this paper, based on the results we obtained before [3] [4] [5] , we will continue to consider the absolute stability of Lurie systems with time delay. The results presented in this paper are different from those given in [6] [7] [8] [9] [10] [11] [12] [13] [14] . The paper is organized as follows. In the next section, we present the sufficient and necessary conditions for time-delay independent absolute stability of Lurie control systems with constant time delay. In Section 3, for the same type of systems described in Section 2, we derive the sufficient conditions for the absolute stability in the Hurwitz sectional region [0, k] . In Section 4, we will use lower dimensional system whose Jacobian matrix on its linearized part has only eigenvalues with negative real parts, and the absolute stability of partial state variables to study the absolute stability with time delay for the whole system's variables in the Hurwitz sectional region [0, k] . Finally, conclusion is drawn in Section 5.
Sufficient and necessary conditions for the absolute stability of Lurie systems with constant time delays
Consider the following Lurie system with constant time delays:
where c,h ∈ R n are constant vectors, z ∈ R n is the state vector, andÃ,B ∈ R n×n are real matrices; the time delays τ 1 > 0 and τ 2 > 0 are constants; the function f is defined as
where k is a positive real number.
represents a Banach space with uniform, continuous topological structure.
, the zero solution of system (1) is globally, asymptotically stable for any values of τ 1 , τ 2 0, then the zero solution of system (1) is said to be time-delay independent, absolutely stable (or time-delay independent, absolutely stable in the Hurwitz sectional region [0, k]) [3] [4] [5] 8, 14] .
It is easy to show that the necessary condition for system (1) to be time-delay independent, absolutely stable is c Th 0; and the necessary condition for system (1) to be time-delay independent, absolutely stable in the Hurwitz sectional region [0, k] is that ∀μ ∈ [0, k], the matrix A +B + μhc T is a Hurwitz matrix.
In fact, let
Then system (1) becomes
In particular, when τ 1 = τ 2 = 0, for an arbitrary μ ∈ [0, +∞), the matrixÃ +B + μhc T is a Hurwitz matrix. Thus we have
The above inequality holds for μ 1, implying that c Th 0.
Then it is easy to see that A +B + μhc T must be a Hurwitz matrix.
In the following, we use two full-rank linear transforms to change system (1) into a separable nonlinear system. There are two cases [3] .
(1) c Th 0. Without loss of generality, suppose c n = 0. Let
where
where A = ΩÃΩ −1 , B = ΩBΩ −1 , and h = Ωh. Since (3) is a nonsingular linear transformation, the time-delay independent absolute stabilities of the zero solutions of systems (1) and (4) are equivalent.
(2) c Th < 0. Without loss of generality, assumeh n c n = 0. Let y = Gz, where
Then system (1) can be rewritten as
Similarly, due to the nonsingularity of G, the time-delay independent absolute stabilities of the zero solutions of systems (1) and (5) are equivalent.
Definition 2.
We say that the zero solution of system (4) is time-delay independent, absolutely stable (or time-delay independent, absolutely stable in the Hurwitz sectional region [0, k]) with respect to (w.r.t.) the partial variable x n of the system, if
, the zero solution of system (4) is globally, asymptotically time-delay independent stable (or globally, asymptotically time-delay independent stable in the Hurwitz sectional region [0, k]) w.r.t. the partial variable x n of the system. Similarly, we can define the time-delay independent stability for the zero solution of system (5) w.r.t. the partial variable y n . Proof. Necessity. Suppose that the zero solution of system (4) is time-delay independent, absolutely stable. When A + B is a Hurwitz matrix, we can choose θ = 0 and thus
is not a Hurwitz matrix, we take f (x n ) = x n . Then system (4) becomes a linear time-delayed system:
From the sufficient and necessary conditions of global time-delay independent stability for constant time-delayed systems with constant coefficients [1, 2] , we know that all the eigenvalues of the characteristic equation of system (6), given by
must have negative real parts. This is equivalent to the conditions (1) and (2) in Theorem 1 (θ = 1) [1] . The condition (3) of Theorem 1 is obvious. The necessity is proved.
Sufficiency. Rewrite system (4) as
Let x * (t) = x(t 0 , φ)(t) be the solution of the following system:
Then from the method of constant variation, we know that the solution of (8) passing through the initial point (t 0 , φ) can be expressed as
where U(t, s) is the fundamental matrix solution, satisfying
From the conditions given in Theorem 1, it is known that there exist constants M 1, N 1 and α > 0 such that
Therefore, we have
∀ > 0, since x n (t) → 0 as t → +∞ and f (·) is a continuous function of x 0 , there exists δ 1 ( ) > 0 such that when φ < δ 1 ( ), the following inequalities hold:
Further let δ 2 = 3M , and M φ e −α(t−t 0 ) 3 when φ δ 2 . Then define
Now combining Eqs. (13)-(15) yields x(t) < when t t 0 and φ < δ( ). Hence, the zero solution of system (8) 
which implies that the zero solution of system (8) is globally, asymptotically stable. Due to the arbitrary of f (·) ∈ F , the zero solution of system (4) is time-delay independent, absolutely stable. The sufficiency is also proved. 2 (4) to be time-delay independent, absolutely stable are: The proof of Theorem 2 is similar to that for Theorem 1, and thus omitted for brevity.
Theorem 2. The sufficient and necessary conditions for the zero solution of system
Remark. The existence of the vector η = (η 1 , . . . , η n ) T is obvious. For example, η = θ . (θ is defined in condition (1) of Theorem 1, which is a constructive condition, while condition (1) in Theorem 2 is an existence condition, which is certainly not as good as condition (1) of Theorem 1.) The condition (1) of Theorem 1 can be easily verified. However, if an appropriate η is chosen, it may simplify the validation of other conditions in Theorem 2.
Similar to Theorems 1 and 2, we have the following theorems.
Theorem 3. The sufficient and necessary conditions for system (5) to be time-delay independent, absolutely stable are: 
θb) is a Hurwitz matrix, where
(O n×(n−1) , θb) = ⎡ ⎣ 0 · · · 0 θb 1 . . . . . . . . . . . . 0 · · · 0 θb n ⎤ ⎦ n×n := (θ ij ) n×n ; (2) det(iσ − P − Qe −iσ τ 1 − (O n×(n−1) , θb)e −iσ τ 2 ) = 0, ∀σ ∈ R;(3
Algebraic sufficient conditions for time-delay independent absolute stability
In this section, we consider time-delay independent absolute stability of constant time-delayed Lurie control systems in the Hurwitz sectional region [0, k], and derive some simple and easyapplicable algebraic criteria. These criteria are easy to be verified in practice and can be applied in designing absolutely stable systems or stabilizing an existing control system.
In system (4), assume that
Theorem 5.
If system (4) satisfies the following conditions: Proof. Since G is an M matrix, it is known from the property of M matrix that ∀β
Consider the positive definite, radially unbounded Lyapunov functional:
Suppose that the initial condition for the solution of system (4) is given by x(t) = φ(t), −τ t 0. Then we have
Thus along the trajectory of system (4) differentiating V with respect to time yields
Hence,
Equation (17) clearly indicates that the zero solution of system (4) is time-delay independent stable in the Hurwitz sectional region [0, k]. Next, we show that the zero solution of system (4) is time-delay independent attractive in the Hurwitz sectional region
)| is bounded, and thus
On the other hand, it follows from Eq. (17) that 
θ ij |h i |k, j = 1, 2, . . . , n;
θ ij |h i |k, i = 1, 2, . . . , n;
θ ij |h i |k + θ ji |h j |k ;
then the zero solution of system (4) is time-delay independent attractive in the Hurwitz
This is simply because that any of the above conditions implies that a ii < 0 (i = 1, 2, . . . , n) and G is an M matrix.
Similar to Theorem 5 and Corollary 1, we have the following theorem and corollary. 
Theorem 6. If system (5) satisfies the following conditions:
(1) p ii < 0, i = 1, 2, . . . , n; (2)G = (−(−1) δ ij |p ij | − |q ij | − θ ij |b i |k) n×n is an M matrix,
Corollary 2. If one of the following conditions is satisfied:
then the zero solution of system (5) is time-delay independent attractive in the Hurwitz sectional
Further, we have the following result.
Theorem 7. If system (4) satisfies the following conditions:
(1) there exist constants c i , i = 1, 2, . . . , n, such that Proof. Construct the positive definite, radially unbounded Lyapunov functional as follows:
Following the proof of Theorem 1, we obtain
Hence, we have
which indicates that the zero solution of system (4) is time-delay independent stable. Again, similar to Theorem 1, we can prove that
. Therefore, lim t→+∞ |x n (t)| = 0, which implies that the zero solution of system (4) is time-delay independent attractive w.r.t. the partial variable x n in the Hurwitz sectional region
Following the proof of Theorem 1, we can express the solution of system (4) as
where U(t, s) satisfies the following system:
and x * (t) = x(t 0 , φ) is the solution of the following equations:
The remaining part of the proof can follow the derivation given in the proof of Theorem 1 from Eqs. (11) To end this section, we give an example to demonstrate the applicability of the theoretical results obtained in this section. Example 1. Consider a 3-dimensional Lurie control system in the form of (4), given by ⎛
where f (·) ∈ F [0, 1/2] . It is seen that a 11 = −4 < 0, a 22 = −4 < 0 and a 33 = −6 < 0, and easy to verify that 
Criterion for absolute stability of complete states based on partial variables
In this section, we consider a decomposition method to obtain the absolute stability of the whole system's states, based on lower dimensional linear system which has negative real parts for its eigenvalues and that partial variables of the system are stable.
Let
Then system (4) can be rewritten as
It is obvious that the solutions of system (4) are equivalent to that of Eqs. (23) and (24). 
then the zero solution of system (23) and (24) is time-delay independent, absolutely stable in the Hurwitz sectional region [0, k].
Proof. For the partial variables of the system: x m+1 , x m+2 , . . . , x n , construct the positive definite, radially unbounded Lyapunov functional:
Therefore, the complete solution of system (23) 
Then we may follow the proof of Theorem 1 to write the solution of Eq. (23) as
where U (m) (t, s) is the fundamental matrix solution of the system:
Finally, we can follow the last part of the proof for Theorem 1 to show that the zero solution of system (4) is also time-delay independent, absolutely stable w.r.t. x (m) . This completes the proof of Theorem 9. The proof of Theorem 10 is similar to Theorem 9 and thus omitted.
Conclusion
In this paper, we present a further study on the absolute stability of Lurie systems involving time delay. We have obtained the sufficient and necessary conditions for the absolute stability of such systems, which improve the existing results. We have also derived some simple algebraic sufficient conditions, which are easy to be employed in practice. An example is given to demonstrate the applicability of theoretical results.
