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МНОЖИНІ РОЗМІЩЕНЬ 
Вступ 
У складних ситуаціях прийняття рішень 
вибір найкращої в деякому розумінні альтерна-
тиви з множини можливих альтернатив відбу-
вається із врахуванням багатьох критеріїв. Різ-
ним аспектам теорії векторної оптимізації при-
свячені праці багатьох учених [1—8]. Зокрема, 
великий інтерес становлять задачі багатокрите-
ріальної оптимізації з дробово-лінійними функ-
ціями критеріїв, оскільки вони моделюють від-
носні показники якості [9, 10]. Дослідження 
таких задач є актуальними, адже дробово-лі-
нійні функції мають широкий діапазон засто-
сувань у задачах оптимізації деяких відносних 
показників якості, таких, як собівартість, рента-
бельність, продуктивність, трудомісткість тощо. 
Моделі, що використовують такі критерії, відо-
бражають тенденції постійного зниження рівня 
собівартості з розрахунку на одиницю продук-
ції і підвищення якісних показників виробниц-
тва при збільшенні масштабів виробництва.  
Як відомо, задачі комбінаторної оптиміза-
ції, в тому числі багатокритеріальні, можуть бу-
ти зведені до задач цілочислового програму-
вання, однак це не завжди виправдано, оскіль-
ки при цьому втрачається можливість враху-
вання комбінаторних властивостей задачі, от-
же, доцільною є розробка нових підходів для 
розв’язування задач комбінаторного типу на 
основі дослідження властивостей їх допустимих 
областей. 
Постановка задачі 
У даній статті розглядаються багатокрите-
ріальні задачі оптимізації з дробово-лінійними 
функціями критеріїв на комбінаторній множи-
ні розміщень. При цьому враховується, що 
опуклою оболонкою множини розміщень є за-
гальний многогранник розміщень, множиною 
вершин якого є підмножина розміщень [11]. 
Властивості многогранника розміщень дають 
можливість звести розв’язування багатокрите-
ріальної задачі на дискретній комбінаторній 
множині до задачі з неперервною допустимою 
множиною. 
На підставі встановленого взаємозв’язку між 
багатокритеріальними комбінаторними задача-
ми і оптимізаційними задачами на неперерв-
них допустимих множинах з’явилась можли-
вість застосовувати класичні методи неперерв- 
ної оптимізації до розв’язування векторних за-
дач на комбінаторних множинах та розвивати 
нові оригінальні підходи, використовуючи влас-
тивості різних комбінаторних множин та їх 
опуклих оболонок [4—8]. 
Основні означення 
Розглядаються задачі векторної оптимізації 
з дробово-лінійними функціями критеріїв та-
кого вигляду: 
(Ф, ( )) : min {Ф( ) ( )}Z A B b b A B∈ , 
які полягають у мінімізації векторного крите-
рію Ф( )b  на евклідовій множині розміщень. 
Тут 1Ф( ) (Ф ( ),...,Ф ( ))lb b b=  − векторний крите-
рій, заданий на множині ( )A B  розміщень, по-
роджуваних деякою скінченною мультимножи-
ною = 1 2{ , ,..., }qB b b b . 
Впорядковану n-вибірку ≤( )n q  з елемен-
тів множини B  називають n-розміщенням. 
Розглянемо основні властивості множини 
розміщень ( )A B  [11] як області допустимих роз-
в’язків задачі (Ф, ( ))Z A B . Кожен елемент мно-
жини ( )A B  є упорядкованим набором n  дійс-
них чисел. Не втрачаючи загальності, упоряд-
куємо елементи мультимножини B  за неспа-
данням в такий спосіб: ≤ ≤ ≤K1 2 qb b b . Тоді 
опуклою оболонкою загальної множини роз-
міщень ( )A B  є загальний многогранник роз-
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⊂vert ( )M A B . 
При відображенні множини ( )A B  в евклі-
дів простір nR  сформулюємо задачу ( , )Z F X  
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максимізації векторного критерію ( )F x  на 
множині X , причому кожній точці ∈ ( )b A B  
поставимо у відповідність точку ∈x X , таку, 
що =( ) ( )F x F b : 
∈( , ) : min { ( ) | }Z F X F x x X , 
де = 1 2( ) ( ( ), ( ),..., ( ))lF x f x f x f x ; →















 ∈ = {1,..., }li N l ;  (1) 
∈ ;i nc R  ∈i nd R ; ∈0
iс R ; ∈0
id R ; X  — непо-
рожня множина в nR , що визначається таким 
чином: vertM X M⊆ ⊂ , = conv ( )M A B . 
Задача ( , )Z F X  може містити також ліній-
ні обмеження, що утворюють многогранну 
множину ⊂ nD R  вигляду = ∈ ≤{ | },nD x R Tx d  
де ∈ ;md R  ×∈ .m nT R  Таким чином, допустима 
множина матиме вигляд 
vertM D X M D⊆ ⊂I I . 
Під розв’язанням задачі ( , )Z F X  будемо 
розуміти знаходження елементів таких множин: 
( , )P F X  — ефективних (парето-оптимальних) роз-
в’язків, Sl ( , )F X  — напівефективних (за Слей-
тером) розв’язків, Sm( , )F X  — строго ефектив-
них (за Смейлом) розв’язків.  
Для будь-якого ∈x X  справедливі спів-
відношення 
 ∈ ⇔ ∈ < = ∅Sl ( , ) { | ( ) ( )}x F X y X F y F x ,  (2) 
∈ ⇔( , )x P F X  
 ⇔ ∈ ≤ ≠ = ∅{ | ( ) ( ), ( ) ( )} ,y X F y F x F y F x   (3) 
 
∈ ⇔ ∈ ≠
≤ = ∅
Sm( , ) { | ,
( ) ( )} .
x F X y X y x
F y F x
 (4) 
З означень випливає, що  
 ⊂ ⊂Sm( , ) ( , ) Sl( , )F X P F X F X .  (5) 
Оскільки допустима область X  обмежена, 
то множина ( , )P F X  непорожня і зовні стійка 
[1]. 
Властивості дробово-лінійних функцій 
Дробово-лінійна функція не є ні вгнутою, 
ні опуклою. Однак поверхні рівня кожної з 
функцій ∈( ),i lf x i N , тобто множини  
= ∈ 〈 〉 + 〈 〉 + = ∈0 0{ | , / , },
i n i i i i
b lL x R c x c d x d b i N , 
є гіперплощинами.  
В [12, 13] доведено, що будь-який локаль-
ний мінімум задачі дробово-лінійного програ-
мування є в той же час глобальним, і якщо оп-
тимальний розв’язок скінченний, то існує 
крайня точка многогранника = I ,G M D  яка                
є оптимальною. Це твердження виконується, 
якщо чисельник і знаменник дробово-лінійної 
функції не перетворюються одночасно в нуль 
для всіх .x X∈  Нехай 
 〈 〉 + > ∀ ∈ ∀ ∈0, 0 ,
i i
ld x d x X i N .  (6) 
Оскільки така умова значно спрощує на-
ступні доведення, то будемо вважати, що вона 
виконується.  
Теорема 1. На будь-якому прямолінійному 
відрізку, що належить многограннику ,M  дро-
бово-лінійна функція ( )f x  змінюється моно-
тонно. 
Теорема 2. Дробово-лінійна функція ( )f x  
досягає мінімуму (максимуму) тільки у верши-
нах многогранника .G  Якщо мінімум (макси-
мум) досягається в кількох крайніх точках, то 
він досягається і на многограннику. 
Спростимо вираз (1). Для цього збільшимо 
кількість компонент вектора x  на одиницю 
 += 1 1( ,..., , )n nx x x x  (7) 
і введемо додаткові обмеження +≤ ≤10 1.nx  
Тепер функції вигляду (1) можна записати так: 
  = 〈 〉 〈 〉 ∈( ) , / , , .i ii lf x c x d x i N  (8) 
Тут + +∈ ∈1 1,i n i nс R d R  — розширені вектори 
0( , )
i ic c , 0( , )
i id d . 
Означення 1. Неперервна функція ( )f x  є 
квазіопуклою функцією на опуклій множині 
,G  якщо виконується будь-яка з таких еквіва-
лентних умов: 
а) множина +∈ ≤ ∈1{ | ( ) , }nx R f x q x G  опук-
ла для всіх ;q  
б) ∈ < ⇒1 2 2 1, , ( ) ( )x x G f x f x   
⇒ λ + − λ ≤ ≤ λ ≤2 1 1( (1 ) ) ( ), 0 1.f x x f x  (9) 
Означення 2. Функція ( )f x  є строго квазі-
опуклою на множині ,G  якщо умова (9) вико-
нується у вигляді строгої нерівності. 
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Теорема 3.  Будь-який локальний мінімум 
строго квазіопуклої функції є глобальним. 
Очевидно, що функція ( )f x  є квазівгну-
тою на опуклій множині ,S  якщо функція             
(— ( )f x ) квазіопукла. Оскільки множина ∈{x  
+∈ − 〈 〉 〈 〉 ≤ ∈1 | , / , , }n i iR c x d x q x S  опукла для 
всіх значень ,q  то = 〈 〉 〈 〉( ) , / ,i if x c x d x  є квазі-
вгнутою функцією на множині G .  Якщо зро-
бити заміну ( )if x  на − ( )if x , то умову б) для 
неперервних квазівгнутих функцій можна за-
писати в такому вигляді: 
> ⇒ λ + − λ ≥2 1 1 2 1( ) ( ) ( (1 ) ) ( )i i i if x f x f x x f x  
або 
 λ + − λ ≥1 2 1 2( (1 ) ) min[ ( ), ( )]i i if x x f x f x   (10) 
для будь-яких ∈1 2,x x G  і ≤ λ ≤0 1.  
Для вгнутих і квазівгнутих функцій з точ-
ністю до зміни знаків зберігаються властивості 
опуклих і квазіопуклих функцій. Зокрема, 
будь-який локальний максимум вгнутої (строго 
квазівгнутої) функції є глобальним. 
Особливості багатокритеріальної задачі з 
дробово-лінійними функціями критеріїв 
Як відомо [9, 10], для розв’язування од-
нокритеріальних задач з дробово-лінійною              
функцією цілі існує велика кількість методів, 
які умовно розділяються на методи лінеариза-
ції, параметричні методи, модифікації симп-
лекc-методів, серед яких відомими є метод             
Чарнса і Купера, алгоритм Гілморі і Гоморі та 
ін. Що стосується розробки методів для роз-
в’язування задач багатокритеріального дробо-
во-лінійного програмування, то успіхи тут до-
сить скромні. Єдиний опублікований алгоритм 
наведено в праці Корнблута і Штойєра [2]. Цей 
алгоритм знаходить всі слабоефективні верши-
ни за умови, що множина допустимих розв’яз-
ків обмежена. Алгоритм знаходить і ефективні 
ребра, що проходять через точки розриву, а по-
тім відсічні площини, що теж проходять через 
точки розриву. Таким чином, у модифікованій 
задачі точки розриву стають вершинами. Проте 
такі методи не враховують наявність комбіна-
торних умов дискретної допустимої множини, 
а тому не придатні для розв’язування вказаних 
класів задач. Отже, слід з’ясувати, за яких умов 
можна використати такий алгоритм на випадок 
багатокритеріальних задач дробово-лінійної оп-
тимізації, що мають за допустиму множину  
комбінаторну множину розміщень. 
Розглянемо задачу 1( , ),Z F X  в якій крите-
рії ∈( ),i lf x i N , задані таким чином: 
перший — у вигляді 
1 1 1 1
1 0 0( ) ( , ) /( , );f x c x c d x d= 〈 〉 + 〈 〉 +  
всі інші — у вигляді 
= 〈 〉 + 0( ) ,
i i
if x c x c , 
тобто  
〈 〉 + = ∀ ∈0, 1 \{1}.
i i
ld x d i N  
Виконаємо заміну змінних: = 〈 〉 +10 ,y d x  
+ 10d , = 0i iy x y , 0 0y > , і розглянемо  таку век-
торну задачу: 
∈2 2 0( , ) : min { ( , ) }Z F Y F y y y Y , 
де =2 0 1 0 0( , ) ( ( , ),..., ( , ))lF y y f y y f y y ; =0( , )if y y  
= 〈 〉 + 〈 〉0 0, , ,
i ic y c y  ∈ li N , ∈ ,
i kc R  ∈0
iс R .  
Теорема 4. Якщо 〈 〉 + >1 0 10, 0d x d  і 
0x  є  
ефективним розв’язком задачі ( , )Z F X , а 
0( , )y y
∗ ∗  — ефективним розв’язком задачі бага-
токритеріального лінійного програмування 
2( , )Z F Y , то 0( , )y y
∗ ∗  —  ефективний розв’язок 
векторної задачі 1( , )Z F X . 
Д о в е д е н н я. Припустимо від супротив-
ного, що 0( , )y y
∗ ∗  не є ефективним розв’язком 
цієї задачі. Тоді ∃ ≤0 0 * *0: ( ) ( / )i ix f x f y y , тобто 
lr N∃ ∈ , таке, що виконуються нерівності 
0
0( ) ( / )r rf x f y y
∗ ∗<  і 0 0( ) ( / ), \{ }i i lf x f y y i N r
∗ ∗≤ ∈ . 
Якщо 1r = , то маємо 
 
1 1 1 1
0 0 0
1 1 1 1
0 0 0
, ,( / )
, ,( / )
c x c c y y c
d x d d y y d
∗ ∗
∗ ∗
〈 〉 + 〈 〉 +
<
〈 〉 + 〈 〉 +
,  (11) 
де 0 0 0, ,( / ) , \ {1}
i i i i
lc x c c y y c i N
∗ ∗〈 〉 + ≤ 〈 〉 + ∈ . 
Оскільки z  і 1 10,d x d〈 〉 +  мають однаковий 
знак, то знайдеться число ,θ  таке, що 1,d x〈 〉 +  
1
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що 0( , )y y  — допустимий розв’язок задачі 
2( , )Z F Y . Розділивши чисельник і знаменник 
лівої частини нерівності (11) на θ , отримаємо  
1 1 1 * 1 *
0 0 0 0( , ) / ( , )/ ,c y c y z c y c y z〈 〉 + < 〈 〉 +  
що суперечить твердженню про ефективність 
розв’язку 0( , )y y . Випадок, коли \{1}lr N∈ , до-
водиться аналогічно.  
Дана теорема дає можливість отримати 
ефективні розв’язки задачі 1( , )Z F X  в результа-
ті розв’язання багатокритеріальної лінійної за-
дачі  2( , )Z F X  за умови, що знаменник першо-
го критерію в ефективній точці є додатним. 
Якщо знаменник від’ємний, то, змінивши зна-
ки 0( , )
i ic c  і 0( , )
i id d   на протилежні,забезпечимо 
умови застосування теореми. 
Після зведення задачі ( , )Z F X  до вектор-
ної задачі 2( , )Z F Y  з лінійними критеріями мо-
жна використовувати достатні умови оптималь-
ності зазначених видів ефективних розв’язків, 
справедливі verty M∀ ∈ , отримані в працях 
[3—5].  
Розглянемо ряд теорем, які характеризу-
ють властивості розв’язків векторної комбіна-
торної задачі з дробово-лінійними функціями 
критеріїв. 
Теорема 5. Справедливі співвідношення  
Sl ( , ) vert Sl ( , ), ( , ) vertF G M F X P F G M⊂ ⊂I I
( , ),P F X⊂ Sm( , ) vert Sm( , ).F G M F X⊂I  
Д о в е д е н н я. Оскільки vert ,M D G⊂I  
то ( , ) vert ( , vert )P F G M D P F G M D⊂ ⊆I I I I  
( , )P F X⊆ . 
Співвідношення Sl( , ) Sl( , vert )F X F M D⊇ ⊃I  
Sl ( , ) vertF G M D⊃ I I , Sm( , ) Sm( ,F X F D⊇ I  
vertП) Sm( , ) vertПF G⊃I I  доводяться анало-
гічно. 
Теорема 6. Справедливі імплікації x∀ ∈   
vert : ( , ) ( , ),M x P F M D x P F X∈ ∈ ⇒ ∈I  x ∈  
Sl ( , ) Sl ( , )F M D x F X∈ ⇒ ∈I , Sm( , )x F M∈ I  
Sm( , )D x F X⇒ ∈I . 
Д о в е д е н н я. Оскільки G M D= I , то 
справедливі імплікації  
vert :x M∀ ∈  
( , ) ( , )
( , ) ( , ),
x P F M D x P F M D
P F G x P F X




Sl( , ) Sl( , )x F M D x F X∈ ⇒ ∈I , 
Sm( , ) Sm( , )x F M D x F X∈ ⇒ ∈I . 
Теорема 7. Якщо множина G  опукла, а всі 
функції ( ),i lf x i N∈ , строго квазівгнуті, то ви-
конується рівність 
 Sm( , ) ( , ) Sl( , )F G P F G F G= = .  (12) 
Д о в е д е н н я. Оскільки справедливе спів-
відношення (5), то доведемо включення  
Sl( , ) Sm( , ).F G F G⊂  Припустимо від супротив-
ного, що Sl( , ),x F G∈  але Sm( , )x F G∉ , тобто 
:y G∃ ∈  y x≠  і ( ) ( )F y F x≤ . Згідно зі строгою 
квазівгнутістю функцій ( ),i lf x i N∈ , критерію 
для будь-якої точки (1 )z x y G= λ + − λ ∈  вико-
нуються нерівності ( ) ( ) ,i i lf z f x i N< ∀ ∈  а це 
суперечить тому, що Sl( , ).x F G∈      
Як відомо, дробово-лінійні функції є стро-
го квазіопуклими на опуклій  множині, тому 
для множини Sl( , )F X  слабоефективних роз-
в’язків задачі ( , )Z F X  справедлива така тео-
рема. 
Теорема 8 [12]. Якщо функції ( ),i lf x i N∈ , 
векторного критерію є строго квазіопуклими і 
напівнеперервними знизу на лінійних відріз-
ках X, то множина Sl( , )F G  є об’єднанням 
ефективних множин ( , )P F G  підзадач ( , ),IZ F G  
,lI N⊂  I ≠ ∅ , тобто 
Sl( , ) { ( , ) : , | | 1}I lF G P F G I N I n= ⊂ ≤ +U . 
Визначимо необхідні і достатні умови 
(ефективності) парето-оптимальності розв’язків 
задачі векторної оптимізації ( , )Z F X . Для цього, 
скориставшись [13], введемо до розгляду ліній-
ну задачу частково комбінаторної оптимізації 
0min { , | ( ) 0, ,T Tg y P Q x y Q x x X〈 〉 − + + + = ∈  
 0},y ≥  (13) 
де 1 2( , ,..., )
n l
lP p p p R
×= ∈ ; 1 2( , ,..., ) ;
n l
lQ q q q R
×= ∈  
0 0( , , ) ni i i i ip d x c c x d R= 〈 〉 − 〈 〉 ∈ , li N∈ ; 
0(i i iq d c= −  
0 ) ,ni ic d R− ∈  ,li N∈  
ly R∈  та 0g > , lg R∈ . 
Теорема 9. Точка 0x X∈  є ефективним 
розв’язком векторної задачі ( , )Z F X  на комбі-
наторній множині розміщень ( )A B  тоді і тіль-
ки тоді, коли лінійна задача частково комбіна-
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торної оптимізації вигляду (13) має оптималь-
ний розв’язок ( , )x y∗ ∗  при 0y
∗ = . 
Д о в е д е н н я. Не о б х і д н і с т ь. Нехай 0x  
є ефективним розв’язком задачі ( , )Z F X . При-
пустимо протилежне: ( , )x y∗ ∗  — оптимальний 
розв’язок задачі лінійного програмування (13) 
при 0y∗ ≥ . Тоді з допустимості ( , )x y∗ ∗  випли-








r r r r
r r r r
c x c c x c
d x d d x d
〈 〉 + 〈 〉 +
<









i i i i
i i i i
c x c c x c
d x d d x d
∗
∗
〈 〉 + 〈 〉 +
≤
〈 〉 + 〈 〉 +
, \{ }li N r∈ .  (15) 
Отже, 0( ) ( )F x F x∗ ≤  і 0( ) ( )F x F x∗ ≠ , а це супе-
речить тому, що 0x  є ефективним розв’язком 
задачі ( , )Z F X . Таким чином, маємо 0y∗ = .
 
Д о с т а т н і с т ь. Припустимо від супротив-
ного, що задача лінійного програмування (13) 
має оптимальний розв’язок ( , )x y∗ ∗
 
при 0y∗ = , 
але 0x  не є ефективним розв’язком задачі 
( , )Z F X . Тоді 1 ,x X∃ ∈  такий, що 
1 0( ) ( ),f x f x≤  
тобто lr N∃ ∈ , таке, що виконуються нерівнос-





[( , ( ) , ( ) ) ( ( )
( ) )] ( ( ) ( ) )
r r T r r T r r T
r r T r r T r r T
d x c c x d d c
c d x d c c d x






[( , , ) ( )]
( ) , \{ },
T T T T
i i i i i i i i
T T
i i i i l
d x c c x d c d x
c d x i N r
〈 〉 − 〈 〉 + β − α ≥
≥ β − α ∈
 
або  
1 0( )T Tr r rp q x q x+ >  і 
1 0( )T Ti i rp q x q x+ ≥ , li N∈ . 
Отже, маємо 1 0( )T TP Q x Q x+ ≥ . Таким чином, 
встановлено, що існує 1 0y ≥ , такий, що вико-
нується рівність 
1 1 0( ) 0P Q x y Q xτ τ− + + + = . 
Оскільки 1x X∈ , то приходимо до того, 
що 1 1( , )x y  — 
допустимий розв’язок для задачі 
(13) і 1, 0.z g y= 〈 〉 >  Але це суперечить тому, 
що ( , )x y∗ ∗
 
з 0y∗ =  є оптимальним розв’язком 
задачі (13).  
На підставі доведених теорем, продовжую-
чи і розвиваючи дослідження праць [4—9], 
пропонується новий підхід до розв’язання за-
дачі ( , )Z F X , оснований на ідеях декомпозиції, 
релаксації, відсікаючих площин. 
Для визначення максимальних значень кри-
теріїв справедливе таке твердження. 












 де , ,nc d R∈  





с c с≤ ≤ ≤  ,n ni N∈  1j




d d≤ ≤ ≤  ,n nj N∈  то 0max { , }c x c〈 〉 +  чи-
сельника функції ( )f x  на множині ( )A B  роз-
міщень досягається в точці в ,
ji j n
x b j N= ∀ ∈  а 
0min { , }d x d〈 〉 +  знаменника ( )f x  — в точці 
1 2
н ( , ,..., ),
ni i i






=  1 {0}ns N −∀ ∈ U . 
Тоді відповідно верхня межа α  функції ( )f x  
та нижня межа β  визначаються так: α =  
в н( )/ ( ),i ic x d x=  
н в( )/ ( )i ic x d xβ = . 
Справедливість даного твердження очевид-
на, оскільки найбільше значення суми попар-
них добутків досягається при зіставленні не-
спадної послідовності ic  і неспадної послідов-
ності елементів множини розміщень, а най-
менше значення суми, відповідно, — при зі-
ставленні неспадної послідовності  id  і незрос-
таючої послідовності ix . 
Для розглянутого класу векторних задач на 
комбінаторній множині розміщень пропону-
ється метод головного критерію. Він полягає в 
тому, що вхідна багатокритеріальна задача зво-
диться до задачі оптимізації за одним критері-
єм ( ), ,r lf x r N∈  що є головним, за умови, що 
значення всіх інших критеріїв мають бути не 
менше деяких встановлених величин (гранич-
них значень) , \{ }i lt i N r∈ . Отже, маємо задачу 
( , ( )) : min { ( ) | ( ) , \{ },
}.
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Оптимальний розв’язок 0x  цієї задачі зав-
жди є слабоефективним, а якщо він єдиний (з 
точністю до еквівалентності f∼ ), то і ефектив-
ним. Якщо розв’язок 0x  ефективний, то він є 
єдиним (з точністю до еквівалентності f∼ ) 
розв’язком задачі ( , ( ))r iZ f X t  при будь-якому 
фіксованому lr N∈  і 
0( ), \{ }i i lt f x i N r= ∈ . 
Вибір одного з критеріїв як головного ніяк не 
зменшує свободи вибору оптимального роз-
в’язку. Для визначення граничних значень 
, \{ }i lt i N r∈ , можна скористатися наведеним 
вище твердженням, що дає можливість для 
встановлення верхніх і нижніх меж значень 
критеріїв ( ),i lf x i N∈ , на множині розміщень. 
Пропонуються два підходи до розв’язання вхід-
ної задачі ( , )Z F X . Перший полягає в призна-
ченні порогам , \{ },i lt i N r∈  мінімально мож-
ливих значень критеріїв ( ), ,i lf x i N∈  на мно-
жині розміщень з наступним розширенням до-
пустимої множини задачі ( , )rZ f X , якщо вхід-
на задача виявиться недопустимою, а у випадку 
її допустимості — знаходження ефективного 
або слабоефективного розв’язку. Другий підхід 
полягає в пошуку оптимального розв’язку за-
дачі при призначенні максимальних значень 
критеріям ( ), ,i lf x i N∈  з поступовим звужен-
ням допустимої області за допомогою вибору 
значень порогів , \{ },i lt i N r∈  наступних, упо-
рядкованих за спаданням за максимальними 
значеннями критеріїв. Процедура призначення 
серії граничних величин it  обмежень і в пер-
шому, і в другому підході дуже проста, оскіль-
ки з використанням твердження, наведеного 
вище, вона зводиться після впорядкування ко-
ефіцієнтів критеріїв до обчислення скалярного 
добутку двох векторів, тобто до знаходження 
значень лінійних критеріїв.  
Загальна ідея запропонованого методу 
розв’язання задачі ( , )Z F X  полягає в послідов-
ному включенні обмежень задачі, що описують 
область допустимих розв’язків.  
Алгоритм 
1. Зводимо багатокритеріальну задачу 
( , )Z F X  до однокритеріальної задачі ( ,rZ f  
( ))iY t , вибираючи  головний критерій. Покла-
демо 0ν = . 
2. Вибираємо обмеження початкової сис-
теми, що визначає область G Gν ⊂ , розв’язу-
ємо задачу ( , )Z f G ν  за допомогою симплекс-
методу і знаходимо оптимальний розв’язок за-
дачі yν . 
3. Якщо отриманий оптимальний розв’я-
зок є точкою множини розміщень, тобто вер-
шиною многогранника розміщень, то в знай-
деній точці yν  перевіряємо виконання обме-
жень, які не були враховані. Очевидно, ними 
можуть бути лише ті обмеження, що описують 
опуклу многогранну множину D, або обмежен-
ня-пороги (якщо використовується перший під-
хід). Якщо розв’язок yν  не задовольняє ці об-
меження, то варто додати до обмежень допус-
тимої області задачі ( , ( ))r iZ f G t
ν  найбільш по-
рушене з обмежень многогранної множини D 
або збільшити пороги (у випадку першого під-
ходу). Якщо розв’язок yν  задовольняє зазначе-
ні обмеження, то він є ефективним розв’язком 
задачі ( , )Z f G ν , а отже, і задачі 2( , )Z F Y .  
4. Якщо отриманий розв’язок yν  не є точ-
кою множини розміщень, то будуємо відсікан-
ня, що проходить через суміжні вершини і         
вершину, що відсікає ту, яка не є допустимою 
(точкою розміщень). Додаємо це відсікання до 
обмежень задачі ( , )Z f G ν . 
5. Порівнюємо значення ( )f yν  із значен-
ням цільової функції, знайденим на поперед-
ньому кроці. Якщо воно зменшується, то від-
кидаємо неактивні обмеження в точці yν . Як-
що значення ( )f yν  не змінюється, то ніякі об-
меження не відкидаємо. Із зміненою допусти-
мою областю задачі ( , )Z f G ν  переходимо до                
п. 2 для розв’язання цієї задачі.   
Та обставина, що жодне з обмежень не  
відкидається, якщо функція ( )f yν  дорівнює 
попередньому значенню, гарантує, що розв’я-
зується тільки скінченна кількість задач виду 
( , )Z f G ν . 
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Висновки 
Математична модель багатокритеріальної 
задачі із врахуванням комбінаторних властиво-
стей області допустимих розв’язків  і дробово-
лінійними цільовими функціями може бути за-
стосована при розв’язуванні практичних задач 
економіки, техніки, народного господарства. 
Встановлено взаємозв’язок між багатокритері-
альною задачею на комбінаторній множині       
розміщень та багатокритеріальною задачею на 
неперервній допустимій множині. Це дає мож-
ливість використати класичні методи неперерв-
ної оптимізації до розв’язання векторних ком-
бінаторних задач і на цій основі розвивати нові 
ефективні методи, застосовуючи властивості  
комбінаторних множин і їх опуклих оболонок. 
На основі доведених теорем, продовжуючи до-
слідження і розвиваючи результати праць [1—
9], ми запропонували підхід до розв’язування 
задачі ( , )Z F X , що полягає у зведенні пошуку 
розв’язків вхідної задачі до розв’язання серії 
скалярних (однокритеріальних) задач, перевірці 
оптимальності одержаних розв’язків. Методи 
розв’язання  однокритеріальних задач основані 




Для ілюстрації запропонованого підходу 
розв’яжемо таку задачу: знайти максимум век-












, 2 1 2( )f x x x= − +  визначе-
ні на допустимій множині розміщень, породжу-
ваних деякою мультимножиною {3,5,8,12},G =  
що є множиною, за обмежень 1 23 2 24x x+ ≥ . 
Многогранник M розміщень задається систе-
мою лінійних нерівностей 1{3 12, 3M x= ≤ ≤ ≤  
2 1 212, 8 20}x x x≤ ≤ ≤ + ≤ .   












 за обмежень ,x M∈  
1 2 maxx x t− + ≥ , 1 23 2 24x x+ ≥ . 
П е рши й  п і д х і д. Розглянемо точку 
1 2max ( 3, 12)x x= = , max 9t = . Отже, розв’язу- 













за обмежень ,x M∈  1 2 9,x x− + ≥  1 23 2 24x x+ ≥ . 
Отримали її оптимальний розв’язок: 1 2( , )x x =  
(3,12),=  *1 1 2 2 1 2
5/9
( , ) 5/9, ( , ) 9, ( )
9
f x x f x x F x
⎛ ⎞
= = = ⎜ ⎟⎜ ⎟
⎝ ⎠
. 
Д р у г и й  п і д х і д . Знайдемо 1min { x− +  
2 | },x x M+ ∈  1 2( , ) (12,3),x x =  min 9.t = −  Розгля-










 за обмежень 
,x M∈  1 2 9,x x− + ≥ −  1 23 2 24.x x+ ≥  Її оптималь-
ний розв’язок: 1 23, 12,x x= =  1 1 2( , ) 5/9,f x x =  
 2 1 2
5 / 9
( , ) 9, ( )
9
f x x F x∗
⎛ ⎞
= = ⎜ ⎟⎜ ⎟
⎝ ⎠
. 
З а д а ч а  2. Розглянемо задачу: 2max f =  









1 23 2 24x x+ ≥ . Оскільки min
5
17
t =  в точці 










. Очевидно, що знаменник 1 25x x+  
буде більшим за 0. Зробивши перетворення, 
отримаємо обмеження 1 22 3 0x x− + ≥ . Розв’я-
завши цю задачу, знайдемо розв’язок 1 3,x
∗ =  
2 12,x
∗ =  1 1 2( , ) 5/9,f x x
∗ ∗ =  2 1 2 1 2( , ) 9, ( , )f x x F x x




= ⎜ ⎟⎜ ⎟
⎝ ⎠
. Отже, в обох випадках одержали один 
і той же ефективний розв’язок. 
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Н.В. Семенова, Л.Н. Колечкина, А.Н. Нагирна 
РЕШЕНИЕ ЗАДАЧ ВЕКТОРНОЙ ОПТИМИЗАЦИИ 
С ДРОБНО-ЛИНЕЙНЫМИ ФУНКЦИЯМИ КРИТЕ-
РИЕВ НА КОМБИНАТОРНОМ МНОЖЕСТВЕ   
РАЗМЕЩЕНИЙ 
Рассматривается многокритериальная задача ком-
бинаторной оптимизации с дробно-линейными 
функциями критериев, заданная на множестве 
размещений. Предлагается подход к ее реше-
нию, обосновываются свойства области допус-
тимых решений задачи и их использование при 
разработке метода. 
N.V. Semenova, L.M. Kolechkina, A.M. Nagirna 
SOLVING THE PROBLEM OF VECTOR OPTIMI-
ZATION WITH LINEAR FRACTIONAL FUNC-
TIONS ON THE COMBINATORIAL SET OF AL-
LOCATIONS 
The paper deals with multicriterion problem of com-
binatorial optimization with linear fractional func-
tions of criteria set on plurality of allocations. We 
suggest the approach to its solution. Moreover, we 
specify the characteristics of the area of feasible 
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