Introduction
Next-generation sequencing (NGS) has played a key role in research on human diseases and is now rapidly becoming integrated into clinical practice. A major problem in utilizing such information is in the interpretation of a large number of genetic variants identified that have diverse and unknown clinical significance.
To evaluate whether a variant is a deleterious mutation or a benign polymorphism, many methods have been developed based on sequence conservation, characteristics of amino acid substitution, and the location of the variant within protein domains or three-dimensional protein structures. Others have combined these assessments to produce an overall prediction, yielding a better performance than any predictor alone [González-Pérez and López-Bigas, 2011; Kircher et al., 2014; Dong et al., 2015] .
Another kind of tool assesses the biological relevance of a gene to the disease in question as a function of association between the gene and a number of other genes known to correlate with the disease, or the seed genes. The association may include sequence homology, co-expression, shared functional annotation, co-occurrence in literature, and physical interaction between gene products [Moreau and Tranchevent, 2012] . Besides association between genes, others utilize the similarity between phenotypes to infer the correlation of a gene with the disease [Robinson et al., 2014] . Additionally, models have been created to integrate deleteriousness predictions with biological relevance assessment, which significantly out-performed the individual deleteriousness scores alone [Sifrim et al., 2013; Dubchak et al., 2014; Wu et al., 2014] .
To further narrow down candidate variants from an NGS study, there are scoring or filtering systems to select variants that cosegregate with the disease within a pedigree [Li et al., 2012; Sincan et al., 2012; Aleman et al., 2014; Koboldt et al., 2014; Santoni et al., 2014; Yao et al., 2014; Field et al., 2015] . However, due to the assumption of complete co-segregation and no allelic heterogeneity, these systems best work for high-penetrance genes for a Mendelian disease, but not for modest-risk (odds ratio ࣘ2) or intermediaterisk (2<odds ratio<5) genes for a complex disease. Moreover, these systems may impose restrictions on the pedigree structure. Alternatively, one can conduct a linkage analysis, which can handle extended pedigrees and an arbitrary number of sequenced individuals, incorporate individual-specific liability classes, and is robust to phenocopies and a reduced penetrance. It is important to note that in linkage analysis, the phase of the hypothetical causal variant is normally unknown, whereas in sequencing studies, we typically assume that the minor allele is the causal mechanism, thus assuming complete linkage disequilibrium and no recombination between the studied variant and the causal variant can dramatically increase the power of linkage analysis, as described in Thompson et al. (2003) .
Pathogenicity of a variant can also be evaluated by the allele frequency difference between independent cases and controls. For NGS studies, association analysis of each individual variant is not powerful due to the low population frequency and a large number of variants in the genome. Alternatively, aggregate analysis of multiple variants within a genomic region or gene, the rare-variant association test, is more powerful and has less multiple testing penalties [Li and Leal, 2008; Morris and Zeggini, 2010; Lee et al., 2014] . To further increase the power, a program named pVAAST was designed to unify a rare-variant association test with linkage analysis by permutation [Hu et al., 2014] .
In addition to pathogenicity, variant call quality should also be considered in the analysis of NGS data. Removing bad variant calls is the most common quality control procedure, but variants at the borderline of a filtering threshold may contain a relatively high proportion of false calls. Therefore, their quality should be considered in the analyses. For this purpose, VQSLOD calculated by the Genome Analysis Toolkit [DePristo et al., 2011 ] is a suitable measure.
To increase the power of a study, it is desired to integrate all these lines of evidence for pathogenicity inference. For this purpose, the likelihood-based approach proposed by Goldgar et al. (2004) is superior to a filtering-, machine learning-, or permutation-based method. Besides the ability to integrate the above-mentioned components in a quantitative fashion and with low computational demands, this approach also has the unique feature of classifying variants of unknown significance (VUS) for genetic testing following the guidelines of the International Agency for Research on Cancer (IARC) [Plon et al., 2008] . This study describes the implementation of such an approach, in which each component is developed de novo or improved from existing tools to fit into the scope of the framework.
Methods

Overview of the Framework
The proposed framework, PERCH (Polymorphism Evaluation, Ranking, and Classification for a Heritable trait), implements a new deleteriousness measure (BayesDel), an improved assessment of biological relevance of genes to the disease of interest (BayesGBA), a modified linkage analysis (BayesSeg), a novel rare-variant association score (BayesHLR), and a converted VQSLOD. All these components produce as output a Bayes factor in log10 scale so that they can be quantitatively integrated. VQSLOD and BayesDel are at the variant level, whereas BayesGBA, BayesHLR, and BayesSeg are at the gene level. To integrate variant level information into a gene level analysis, VQSLOD and BayesDel are combined to calculate a variant weight for BayesHLR and BayesSeg computation. BayesGBA is assessed within a gene network as a function of relatedness between a gene and a set of known disease genes. Finally, PERCH sums the BayesHLR, BayesSeg, and BayesGBA scores to calculate an overall score for each gene, which can be used for gene prioritization and candidate gene selection. For variant classification in known disease genes, segregation and association analyses are variant-based. PERCH sums the BayesHLR, BayesSeg, and BayesDel to calculate a variant-wise posterior probability of pathogenicity based on a user-defined prior probability. Figure 1 depicts the flowchart of gene prioritization in gene discovery research. The details of each component are described below.
BayesDel
The goal of this new measure was to achieve an accuracy that is comparable to the state-of-the-art methods and to output a Bayes factor. The proposed measure, BayesDel, combined multiple deleteriousness predictors to create an overall score. Because this tool was designed for large-scale variant analyses, only those predictors that were readily available for exome-wide or genome-wide annotation were considered. These included PolyPhen2 [Adzhubei et al., 2010] , SIFT [Kumar et al., 2009] , FATHMM [Shihab et al., 2013] , LRT [Chun and Fay, 2009 ], Mutation Taster [Schwarz et al., 2010] , Mutation Assessor [Reva et al., 2011] , PhyloP [Pollard et al., 2010] , GERP++ [Davydov et al., 2010] , and SiPhy [Garber et al., 2009] . These scores were obtained from the dbNSFP version 2.3 [Liu et al., 2011] . It is important to note that, similar to sequence conservation measured by GERP++, PhyloP, and SiPhy, population frequency of a variant also correlates with organismal fitness. Therefore, the deleteriousness predictors in this framework included the maximum minor allele frequency across populations (MaxMAF) in the Exome Aggregation Consortium (ExAC) version 0.3 [Lek et al., 2016] and the 1000 Genomes Project (G1K) phase 3 [McVean et al., 2012] .
A simple way to combine deleteriousness predictors is the naïve Bayesian approach, which assumes that all predictors are mutually independent. However, this is not true for these predictors because they more or less measure the same characteristics of a variant, such as sequence conservation and physical property of amino acid substitutions. Nevertheless, it has been proven that weighting alleviates the independence assumption and improves the performance of a naïve Bayesian model [Zhang and Shengli, 2004] . The rationale is that correlated predictors are down-weighted so that they jointly make a unit contribution.
Based on this idea, a combined deleteriousness score is defined as a weighted product of likelihood ratios:
) w i , where D i is each of the deleteriousness predictors. A likelihood ratio for each score value can be empirically estimated as the probability of observing the score in pathogenic variants divided by the probability in benign variants. However, it is impossible to calculate this for each score for these continuous measures, as the sample size is too small compared with the number of values. Therefore, the range of scores was divided into bins for likelihood ratio calculation. To make the estimation more stable, adjacent bins were merged so that the probability among benign variants, the denominator of the likelihood ratio, was at least 0.02. Using the mean value to represent each bin, a curve of likelihood ratios as a function of score values was generated, which was then smoothed by the least-squares fitting of polynomials to segments of the data. Using this curve, any query score can be translated into a likelihood ratio by linear interpolation. In deriving this curve, pathogenic variants were obtained from the "Pathogenic" or "Likely pathogenic" variants in ClinVar version 2015-08-04 [Landrum et al., 2014] and the "disease" variants in UniProtKB (accessed 2015-08-28) [Yip et al., 2008] , non-pathogenic variants were those in the dbSNP version 142, the 1000 Genomes Project, the Exome Aggregation Consortium, and the ALSPAC [Golding et al., 2001] and TWINSUK [Moayyeri et al., 2013] cohorts in the UK10K Project version REL-2012-06-02 [Walter et al., 2015] , excluding the above pathogenic variants in ClinVar or UniProtKB.
To obtain the weights, the model was optimized for the area under the receiver operating characteristic curve (AUC) by the controlled random search (CRS) algorithm with the "local mutation" modification [Kaelo and Ali, 2006] . CRS is a global optimization method that is comparable to a genetic algorithm [Price, 1977] . The "local mutation" modification makes the CRS more robust in finding the global maximum and more efficient by reducing the number of evaluations [Kaelo and Ali, 2006] . Variants for training the model were taken from ClinVar and UniProtKB, excluding those in the ENIGMA dataset to avoid overlapping between training and testing. Finally, there were 39,395 pathogenic variants and 39,978 neutral variants for training. Supp. Table S1 provides the weight of each component predictor obtained from the training. If some component scores are missing in a real application, the program changes the weights of the missing component to 0, and then normalizes the remaining weights, that is, the sum of weights is always 1. If too many scores are missing, defined as the sum of weights before normalization is less than 0.5, then BayesDel will be calculated from a genome-wide deleteriousness score such as CADD [Kircher et al. 2014] .
BayesGBA
As an example, the proposed framework used the GeneMANIA database [Mostafavi et al. 2008 ] to infer biological relevance using an improved guilt-by-association (GBA) algorithm, BayesGBA. One of the advantages of GeneMANIA is that it comprehensively incorporates multiple gene-gene association data, such as co-expression, co-localization, shared protein domains, shared pathway annotations, genetic interactions, and physical interactions among gene products. Nevertheless, other quantitative approaches could also be applied whenever large-scale genome-wide data were available.
Methods have been proposed to infer biological relevance based on association within a network like GeneMANIA, such as neighbor counting, naïve Bayes label propagation, Gaussian smoothing, and InterConnectedness (IC) [Wang and Marcotte, 2010; Hsu et al., 2011] . However, as has been pointed out previously, these methods favor the genes with higher node degrees Pavlidis, 2011, 2012] . Thus, they all suffer from the lack of specificity. The current framework uses an improved IC algorithm (described below) to compute GBA, which has unique features that are important for this application: besides its ability to take into account both direct and indirect connection between genes and take into account edge weights, it normalizes node degrees to improve specificity.
The interconnectedness (I ij ) between two nodes (i and j) in a weighed undirected network is defined as
, where w ij is the edge weight between node i and j; s i the strength of node i; and u are the set of nodes that are neighbors of both i and j. Edge weights are directly taken from GeneMANIA. The strength of a node in a weighted network is the sum of weights for the edges from the node to its neighbors. The original GBA score of node i by the IC method is calculated as
, where Sd is a set of seed genes. It can be seen that this method merely sums up the connections between a node and the seeds, ignoring the fact that different nodes have different connectivity with the entire network, and hence different possibility of connections with the seeds. To address this issue, the IC score in this framework is normalized so that
. Next, the scores are standardized (subtracting the mean and then dividing by the standard deviation) so that the final GBA scores are comparable between analyses.
The empirical likelihood ratio of a gene being causal for the disease of interest as a function of a GBA score was estimated by leave-one-out analyses of the DisGeNET gene-disease association database [Bauer-Mehren et al., 2011] . In each leave-one-out analysis, seed genes were defined as the known disease genes in DisGeNET excluding the left-out gene, and then GBA scores were calculated for all genes including the left-out one. Because of the normalization and the standardization procedure mentioned above, GBA scores are comparable between leave-one-out analyses and between diseases, so the scores from the whole database can be combined to generate a non-disease-specific likelihood ratio curve as a function of GBA, where the nominator was calculated from the left-out genes, and the denominator was from the remaining genes excluding the seeds. As expected, the Bayes factors monotonically and smoothly increased with GBA (Supp. Figure S1 ), confirming the validity of the proposed algorithm. In a real study, Bayes factor for a query gene can be calculated by interpolation of the corresponding GBA score against this curve.
BayesHLR
The BayesHLR is written by:
, where g i denotes one of the observed haplotype combinations (hereafter referred to as genotype), s j is an indicative variable for affection status (1 for cases and 0 for controls), n i is the number of samples with genotype g i , and n i,j the number of samples with genotype g i and status s j . P(g i ) is the population genotype frequency calculated from the data as r (n i 1 /n * 1 ) + (1 -r )(n i 0 /n * 0 ), where r is the prevalence of the disease. Expected genotype frequency in cases P(g i |s = 1) and in controls P(g i |s = 0) based on a specific disease model is calculated by the Bayes theorem:
where P(s = 1|g i ) is the penetrance of genotype g i for cases and P(s = 0|g i ) = 1 -P(s = 1|g i ) for controls. k is summed over the observed genotypes. The penetrance of g i is a function of a genetic model provided by the user and the probability that each of the two haplotypes is pathogenic. The latter is calculated by 1 -v [1 -w v m v ], where m v is the probability of carrying a minor allele for variant v, and w v is the weight for the variant, the probability that the minor allele is pathogenic. It is straightforward to calculate this weight as the posterior probability of pathogenicity using a non-informative prior probability and a Bayes factor calculated from deleteriousness and variant call quality.
BayesSeg
The modified linkage analysis method described in Thompson et al. (2003) is implemented in this framework. However, this method only provides a likelihood ratio score for each variant. To integrate co-segregation with BayesGBA and BayesHLR, a genewise co-segregation LOD score is calculated as the logarithm of the sum of likelihood ratios weighted by deleteriousness and variant call quality. The weights are normalized (sum to one) so that the summation is robust to linkage disequilibrium among rare variants. And because of the normalization, deleteriousness and variant call quality can be reused as weights in a rare-variant association analysis.
Converted VQSLOD Score
In this framework, positive VQSLOD is converted to zero, whereas negative VQSLOD is directly added with BayesDel to calculate a variant weight. The rationale for not using positive VQSLOD scores is, being a true variant does not make it more likely to be causal for the disease of interest, but being a false one makes it less likely so. Therefore, variants with positive VQSLOD should not be upscored, whereas those with a negative VQSLOD should be downscored.
Benchmark of Gene Prioritization
The aim of this simulation was to assess the performance of BayesDel, BayesHLR, BayesSeg, BayesGBA, and their integration for gene prioritization in NGS studies of complex human diseases targeting rare variants conferring a modest risk.
The hypothetical disease in this simulation had a total familial relative risk of 2, which was commonly seen in a complex disease such as breast cancer. Assuming a dominant inheritance model that the genotype relative risk was 2.5-10, the aggregated risk allele frequency was 0.0004-0.006, and the penetrance for non-carrier was 2%, then the hypothetical causal gene explained about 2%-6% of the total familial relative risk of the disease. This genetic model was in line with the state-of-the-art complex disease gene research in a way that the focus was to identify moderate-to high-risk genes explaining a small proportion of the total heritability. In the simulated studies, two cases (cousins) from each of the 20 high-risk pedigrees (with four affected members) were sequenced (Supp. Figure S2 ). The number of healthy controls for sequencing was four times the number of pedigrees. This is a reasonable number because (1) a large number of public control data will be available for NGS analysis; and (2) the power increase is negligible when the controlsto-cases ratio is beyond 4:1 [59] . Subsequently, the cousins from high-risk pedigrees were used for co-segregation analysis, and the independent cases (one case per pedigree) and controls were used for association analysis. To create realistic sequence data that maintain the linkage disequilibrium among variants and the distribution of allele frequencies, variant types and functional consequences, the 1000 Genomes Project (G1K) Phase 3 data were used as the source of haplotype pools. In each round of simulation, a causal gene for a disease was obtained from DisGeNET, where a proportion (10%, 25%, or 50%) of the variants whose minor allele frequency was below a cutoff value (0.0002 or 0.002) were randomly designated as causal variants conferring a relative risk (2.5, 5, 7.5, or 10) to the disease. The relative risk of a haplotype was then multiplicative of the relative risks of the causal variants in the haplotype. High-risk pedigrees were simulated by SLINK [Ott, 1989] . Causal and noncausal G1K haplotypes were randomly assigned to each sequenced individual in the pedigrees based on the results from SLINK. The advantage of this simulation was that (1) the linkage disequilibrium among variants, the distribution of allele frequencies, variant types, and functional consequences were largely maintained as in a real study; (2) locus and allelic heterogeneity among and within pedigrees were spontaneously simulated as would occur in the nature; (3) the disease model was typical or even more difficult in terms of the proportion of causal variants within a gene, the relative risk and allele frequency of the causal variants, the phenocopy rate, and the proportion of missing heritability explained by the gene and; (4) the research strategy mimic a real study.
The DisGeNET database was used to retrieve the true genedisease relationships. If a gene was linked with multiple diseases, only one of the diseases was randomly selected for simulation, so that no gene was over-counted. Deleteriousness scores of the causal and non-causal variants were randomly sampled from the BayesDel scores of the "selected" variants and the non-pathogenic non-benign variants from the UK10K Project, respectively. Because these variants were not used in the training of BayesDel, obtaining deleteriousness score distributions from them would not inflate the performance of BayesDel. PERCH and pVAAST analyzed the simulated data. Other methods were not considered for comparison here since they either were unable to integrate co-segregation, association, and biological relevance assessment, or the integration were not quantitative. Penetrance for the PERCH association and segregation analysis was 0.05, 0.5, 0.5 for 0, 1, 2 copies of a causal allele, respectively. Due to the high computational demands, the number of permutations for pVAAST was 1,000 times. This number was large enough to separate the top 20 genes given that there was a total of 17,377 genes computed by pVAAST. For both methods, analyses were restricted to functional variants whose minor allele frequency was less than 0.005. The accuracy of gene prioritization was evaluated as the probability of finding the disease gene among the top 20, 50, 100, and 200 genes. The McNemar's test was used to test for significant differences between analysis methods.
Deleteriousness of Variants Other than Missense Variants
Causal variants for a complex disease may not always reside in a coding region and change a protein sequence, and may not always be SNVs. To assess deleteriousness of all variants in the whole genome, this framework calculates deleteriousness scores from different sources for different variants. For coding SNVs, it combines the component scores, whereas for non-coding variants including SNVs and short insertions/deletions (InDels) in transcription factor binding sites, microRNA binding sites or RNA genes, it calculates deleteriousness from the CADD score. Nevertheless, it is expected that more sophisticated tools, such as the later version of CADD or other genome-wide predictors, will be integrated into this framework to fine-tune the deleteriousness predictions in the near future.
Results
Comparison of BayesDel with Other Deleteriousness Scores
It is of interest to compare the performance of BayesDel with each of its components and with other combinatory methods, such as CADD [Kircher et al., 2014] , MetaLR, and MetaSVM [Dong et al., 2015] . As pointed out by Grimm et al. (2015) , the evaluation of deleteriousness prediction tools is hindered by three types of circularity arising from (1) the same variants in both training and testing; (2) the same genes in both training and testing, where all variants in a gene are unanimously pathogenic or neutral; (3) the same variant classification mechanism in both training and testing. These are called the Type 1, Type2, or Type 3 Circularity hereafter. Considering these, the criteria in choosing test data to evaluate BayesDel were: (1) there should not be any overlapping variants between the training and testing dataset; (2) exclude genes with variants that are almost exclusively pathogenic or neutral; (3) since allele frequency is incorporated in BayesDel, benign variants should not be defined by allele frequency or the presence of homozygous alternative allele genotypes; (4) deleteriousness tools should be removed from the variant classification scheme in the definition of pathogenic variants whenever possible. Among these criteria, the first one controls for the Type 1 Circularity, the second one for the Type 2 Circularity, and the last two for the Type 3 Circularity. Per Grimm et al. (2015) , the fourth criterion is hard to meet due to the lack of documentation of all lines of evidence for pathogenicity in most variant databases. Fortunately, controlling for this kind of bias is not impossible, as demonstrated by the first testing dataset of this study (see below). The first dataset for benchmarking BayesDel was the BRCA1 (MIM# 113705) and BRCA2 (MIM# 600185) variant classification data from the ENIGMA consortium [Spurdle et al., 2012] . Variants in the ENIGMA data were classified by a method integrating association with the disease of interest in cases and controls, cosegregation with the disease in families, family history analysis, the co-occurrence of the variant in trans with a pathogenic variant, population frequency, functional assay, and deleteriousness predictions [Goldgar et al., 2004] . This classification method was well established, comprehensive, and had been adapted for clinical practice for 10 years [Eggington et al., 2014] . These facts, together with the large number of pedigrees, cases, and controls collected by the ENIGMA consortium, allowed for a high proportion (99.8%) of variants to be confidently classified. Therefore, these data were among the most accurate databases. Instead of defining benign variants by high allele frequency in controls, the ENIGMA classification used here was based strictly on family-history, co-occurrence, and co-segregation. Therefore, it was suitable for benchmarking a predictor that uses allele frequency in its assessment. More importantly, the deleteriousness component was removed from the ENIGMA classification scheme in this study, so there was no overlapping tool for variant classification between the gold standard and the methods in question. As stated in section Methods, ENIGMA variants were removed from the training of BayesDel. Although some component predictors were trained on datasets that may contain some of the ENIGMA variants, its effect was negligible because the ENIGMA variants constitute only a tiny proportion of the training datasets for those predictors. Furthermore, both the training and testing data had a mixture of pathogenic and neutral variants for each gene, so this dataset fulfills all the four criteria for test data selection. Finally, there were 26 likely pathogenic or pathogenic variants and 147 likely not pathogenic or not pathogenic variants for testing. The results of this benchmarking were in line with previously reported findings, where the ensemble scores MetaSVM, MetaLR and CADD had a better performance than most individual methods. Nevertheless, BayesDel yielded a significantly higher area under the receiver operating characteristic curve (AUC) than MetaSVM (0.94 vs. 0.90, P = 0.024), MetaLR (0.94 vs. 0.88, P = 0.008), and CADD (0.94 vs. 0.88, P = 0.022) (Fig. 2) .
Although the ENIGMA dataset was accurate and unbiased for benchmarking, it contained pathogenic and benign variants in only two genes, making it unsuitable to generalize the conclusions to other diseases or genes. Therefore, a second dataset was used to assess deleteriousness predictions. The pathogenic variants in this dataset were the "selected" variants created by Grimm et al. (2015) (accessed 2015-08-28), excluding variants in ClinVar or UniProtKB that have been used in the training of BayesDel. In Grimm et al. (2015) , the variants were "selected" to avoid overlapping with variants in the training of some deleteriousness scores including PolyPhen2 and Mutation Assessor, a feature that was also important for the benchmarking of BayesDel. Control variants were those from the ALSPAC and TWINSUK datasets within the UK10K Project, excluding pathogenic or benign variants from ClinVar, UniProtKB, or the above-mentioned pathogenic variants for testing. To fulfill the second criterion for test data selection, genes with a pathogenic variant rate of less than 20% or more than 80% were excluded. To this point, this dataset fulfilled the first three but not the fourth criteria, and thus the Type 3 Circularity was not fully controlled for. After filtering, there were 7,323 pathogenic and 8,164 benign variants for testing. In agreement with the previous findings, BayesDel outperformed all other methods, including the individual or combinatory scores (Fig. 3) . Compared with the second best method, MetaSVM, BayesDel had a significantly higher AUC (0.80 vs. 0.74, P = 2 × 10 -138 ). Changing the within-gene pathogenic variant rate threshold does not affect this conclusion.
Performance of PERCH in Gene Prioritization
To demonstrate the power of integrating BayesDel (d), BayesSeg (S), BayesHLR (H), and BayesGBA (G) for gene prioritization, whole exome sequencing studies of high-risk pedigrees for complex diseases were simulated imitating realistic but challenging situations in such studies. In these studies, each of the high-risk pedigrees had four affected cases, but only two were sequenced to reduce the cost while maintaining the ability to perform co-segregation analysis. Along with the familial cases, a number of independent control samples were also sequenced for the rare-variant association test. The performance of each analysis method was measured by the probability of finding the simulated causal genes among the top 20, 50, 100, and 200 genes. Different disease models were simulated based on the minor allele frequency cutoff for low-frequency variants, the proportion of low-frequency variants that were causal to the disease, and the relative risk of the causal variants. Results (Fig. 4) showed that, even without the integration of biological relevance and deleteriousness assessment, PERCH was more accurate than pVAAST 2.1.6 (pVAAST vs. H+S) by all measures for all simulated models. The difference was significant (P < 0.001) when the simulated relative risk was greater than or equal to 5. For intermediaterisk genes (RR = 2.5), the difference was significant for the "top 20" but not the other comparisons probably due to the small sample size. Figure 4 also indicates that BayesGBA alone was not a strong classifier for causal genes, but it consistently and significantly (P < 0.001) improved the overall accuracy of gene prioritization (H+S+G vs. H+S). Lastly, this benchmarking also showed that using BayesDel as a variant weight in BayesSeg and BayesHLR significantly (P < 0.001) improved the overall ranking accuracy ( 
Software Implementation
The software was designed to be flexible. A new component can be directly added whenever it is independent of the others in the framework, without the need to re-train any model or perform a permutation test. For example, it is straightforward to integrate LOD scores from a previous linkage study if it does not double count the same information. It is also easy to incorporate expression-profiling results. Likewise, removing a component from the model is also straightforward. Besides employing methods provided by the framework, it is also a trivial task to replace some of the components with external software packages, such as SEQlinkage for linkage analysis . In addition, the programs can filter variants by call quality, chromosomal region, allele frequency, deleteriousness, loss-of-function consequence, and whether the variant is a de novo mutation.
This software suite includes a number of command-line programs and uses the Unix pipe to organize a sequence of analyses. Without the need to permute or load all data before computation, PERCH is fast with low demands on memory. In an analysis of the whole-exome sequencing of 1,156 independent cases, 1,176 healthy controls, and 50 high-risk pedigrees, it took less than 8 min to run on a computer cluster with dual-socket 8-core Intel Xeon processors and 64G memory. All programs were written in C++. The current version is 1.0. This framework is available at http://BJFengLab.org/.
Discussion
This article describes a novel framework for gene prioritization in disease gene discovery research, which quantitatively unifies deleteriousness, allele frequency, call quality, segregation, association, and the biological relevance of genes to the disease of interest. This framework can also be used for the classification of VUS in clinical genetic testing.
The combined deleteriousness score proposed in this article has many advantages. First, it is more accurate than other tested methods, including the combined scores. Secondly, the naïve Bayesian approach treats missing values naturally, so it is not necessary to do imputation, which may introduce bias and hinders its usage. As a Bayes factor, it can be directly applied to the classification of VUS, as shown in this framework. One of the caveats in the evaluation of deleteriousness scores in this study was that Type 3 Circularity was not addressed by the second test dataset, whereas the first test data included only two genes. However, as stated by Grimm et al. (2015) , Type 3 Circularity was an issue "to beware of in the future" because its solution requires a variant database to document each line of evidence for pathogenicity. Nevertheless, the conclusion that BayesDel is more accurate than other deleteriousness scores should not be affected by circularity, as demonstrated by the first test dataset. Another caveat in BayesDel is the potential over-fitting to known variants, so that the performance may be different between known and novel variants. This is a pervasive problem in ensemble classifiers. It is expected that larger and more accurate variant databases will be generated by functional assays and comprehensive variant classification schemes. It will be interesting to see how these methods perform in the new data in the near future.
Additionally, users can choose the data source for allele frequency, or even not to include allele frequency in BayesDel. This is an important feature since it is particularly beneficial to calculate allele frequency in the studied population and/or obtain them from a sequence data that will be freely available in the future. It also may be desirable to customize a public data set to remove related phenotypes. For example, one may use the subset of ExAC (Exome Aggregation Consortium) without TCGA (The Cancer Genome Atlas) samples in a study of cancer. In some research where only extremely rare variants were selected for analysis, the contribution of allele frequency is negligible. PERCH has an option to use a model without allele frequency, which was separately trained and thus has different weights. In summary, users have full control over the usage of allele frequency based on their study designs.
This framework implements a novel rare variant association analysis called BayesHLR. It allows for a disease model with a reduced penetrance (dominant, recessive, or additive). By stratified analysis, it can adjust for cryptic population structures, confounding loci, and environmental risk factors. However, because BayesHLR aggregates the minor alleles of rare variants within a gene, it has the same limitations as other burden tests. Namely, it is not robust to protective rare variants and is sensitive to the proportion of causal rare variants in a gene. Still, this method is useful for most situations, since protective alleles for a severe disease are unlikely to be rare due to organismal fitness, and the problem of the small proportion of causal variants can be alleviated by allele frequency filtering, deleteriousness weighting, and domain-based analysis. Nevertheless, the output scores of the proposed framework can also be used as variant weights in other rare-variant association tests such as SSU [Basu and Pan, 2011] and SKAT-O [Lee et al., 2012] , which are more robust with respect to the percentage of causal variants and the presence of protective rare variants.
A caveat of BayesHLR and BayesSeg is that they require the user to specify a genetic model for the disease. For most complex diseases high-penetrance rare mutations should have been found by linkage studies, and common variants with low effect sizes should have been discovered by GWAS. Thus, the aims of most NGS studies are variants with in-between effects. Within this range, BayesHLR and BayesSeg are robust toward misspecification with regard to disease models, as indicated in the simulation where the disease model for testing was different from the disease model for data generation.
