I. INTRODUCTION
Even so much research was developed in soft computing techniques for designing controllers, still these techniques fails in particular areas. Neuro-controllers works according to the training given to them and their performance depends on the availability of vast data set of training inputs and target values of the process. Certainly there is a probability of missed data in the training set, in such case the controller fails to generate an accurate output. Also the performance of the fuzzy controllers is purely based on the rule base, selection of membership functions and their range and it was still challenging to decide the fuzzy parameters. Still today most of the control problems are smoothly solved by PID controllers due to simplicity in their design and easy implementation. It has been shown that two extra degrees of freedom from the use of a fractional-order integrator and differentiator make it possible to further improve the performance of traditional PID controllers. Details of past and present progress in the analysis of dynamic systems modeled by Fractional order differential equations (FODEs) can be found in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Literature survey gives the fractional controller which was developed by Crone in [3] , while [4, 12, 13] presented the controller and [3, 14] proposed the controller.
We extended the benefits of controller for AVR system. In Particular a masked λ controller block is developed in matlab simulink to optimize the parameters based on the recently developed optimization techniques instead of using toolbox which was restrained for using advanced optimization techniques. Genetic Algorithm (GA) and Ant Colony optimization (ACO ) techniques has already been used to determine optimal solution to several power engineering problems and we employed these algorithms to design an FOPID controller for Automatic voltage regulator (AVR) problem. The proposed controller is simulated within various scenarios and its performance is compared with those of an optimally-designed PID controller. Transient response and performance robustness characteristics of both controllers are studied and superiority of the proposed controller in all two respects is illustrated.
FRACTIONAL MODELING A. Integer Order Approximations
Online real-time, fractional-order differentiation may be required in control systems. Using filters is one of the best ways to solve the problems. By using filters, the fractional order transfer function is approximated to integer order.
B. Oustaloup's Recursive Filter
Some continuous filters have been summarized in [13] . Among the filters, the well-established Oustaloup recursive filter has a very good fitting to the fractional-order differentiators [14, 15] . Assume that the expected fitting range is . The filter can be written as ′ (1) where the poles, zeros, and gain of the filter can be evaluated from such that
where is the order of the differentiation and N is the order of approximation.
C. A Refined Oustaloup Filter
Here we introduce a new approximate realization method for the fractional-order derivative in the frequency range of interest .Our proposed method here gives a better approximation than Oustaloup's method with respect to both low frequency and high frequency. Assume that the frequency range to be fit is defined as . Within the pre-specified frequency range, the fractional-order operator can be approximated by the fractional-order transfer function as
According to the recursive distribution of real zeros and poles, the zero and pole of rank can be written as
Through confirmation by experimentation and theoretical analysis, the synthesis approximation can obtain the good effect when = 10 and = 9.
II. FRACTIONALORDER PID CONTROLLER
The block diagram of Fractional Order PID Controller is shown in Fig.1 
Fig.1. Block Diagram of Fractional Order PID controller
The differential equation of a fractional order λ μ controller is described by:
The continuous transfer function of FOPID is obtained through Laplace transform and is given by:
We designed masked fractional order PID block in Matlab simulink as shown in Fig.2 .The dialog box of fractional PID block is as shown in Fig.3 
Fig.2. Masked fractional order PID block
From Fig.3 , and are proportional, integrator and derivative gains respectively. Gamma and delta are orders of the integral and derivative parts, and respectively. and are lower and upper frequencies respectively, for which the fractional order inregral and derivative are approximated to integer order. Here, the fractional order integral and derivative are approximated to integer order by using a oustaloup filter and N is the order of approximation. is approximated to integer order by using oustaloup filter as follows In-order to make designing process easier the order of the approximated integer order of transfer function is reduced to 4 th order by using Hankel Minimum Degree Approximation(MDA) [16] .
is approximated to integer order by using oustaloup filter as follows
The above transfer function is reduced to 4 th order by using Hankel Minimum Degree Approximation(MDA) as follows 
AVR DESIGN USING FOPID CONTROLLER A. Linearized Model of Excitation System
The role of an Automatic Voltage Regulator (AVR) is to hold the terminal voltage of a synchronous generator at a specified level. We consider an alternator supplied controlled rectifier excitation system [17] for simulation. Five main components, namely amplifier, exciter, excitation voltage limiters, generator, measurement and filtering includes in the mathematical model of AVR system by ignoring the saturation and other non-linearities [18] . The transfer function of these components are represented as follows. [19] . Also, dedicated over excitation and under excitation limiters are employed to assure safe operation of the generator. Block diagram of the AVR compensated with an FOPID controller is shown in Fig.4 . In this figure, the combined effects of these limiters are represented by the upper and lower limits set to three times of the nominal value of the field voltage.
B. Performance Criterion
In control system design and analysis or for optimal control purposes, performance indices are calculated to be used as quantitative measures to evaluate a system's performance, where a control system is judged as an optimum system when the system parameters are adjusted so that the index used in the design reaches its minimum value, while constraints of the controlled system are respected. The commonly used indices are integral of the square of the error (ISE), integral of the absolute value of the error (IAE), integral of time multiplied by absolute value of the error (ITAE),integral of time multiplied by the squared error (ITSE). The ITAE measure, which will be implemented in this paper, is given by the following equation ITAE ∞ (15) Therefore, the proposed performance criterion is defined as (ITAE) (16) where k is . The Genetic Algorithm (GA) and Ant Colony Optimization (ACO) are utilized to design these five controller parameters such that the controlled system exhibits desired response and robust stability as evaluated by the proposed performance criterion.
IV. OPTIMIZATION ALGORITHMS
In this paper, we preferred two optimization algorithms for tuning the FOPID parameters. They are A) Genetic Algorithm B) Ant Colony Optimization A) Genetic Algorithm Genetic algorithm (GA) is the process of searching the most suitable one of the chromosomes that built the population in the potential solutions space.A search like this, tries to balance two opposite objectives: searching the best solutions (exploit) and expanding the search space. Thus, GA has become a robust optimization tool for solving the problems related to different field of the technical and social sciences [20] .
B) Ant Colony Optimization
The ant colony optimization algorithm (ACO) is an evolutionary meta-heuristic algorithm based on a graph representation that has been applied successfully to solve various hard combinatorial optimization problems. The main idea of ACO is to model the problem as the search for a minimum cost path in a graph. Artificial ants walk through this graph, looking for good paths. Each ant has a rather simple behavior so that it will typically only find rather poor-quality paths on its own. Better paths are found as the emergent result of the global cooperation among ants in the colony [21] . Each ant updates the pheromones deposited to the paths it followed after completing one tour and updates rules as follows where is pheromone value between nest i and j at k th iteration, θ is the general pheromone updating coefficient and is the cost function for the tour travelled by the ant.
Fig.4. Block diagram of an AVR employing an FOPID controller
Pheromones of the path belonging to the best tour and worst tour of the ant colony are updated as follows [22] :
Where and are the pheromones of the paths followed by the ant in the tour with the lowest cost value and with the highest cost value in one iteration respectively. After pheromone evaporation the ant algorithm forget its history and directed to search towards new direction without being trapped in some local minima as where is the evaporation constant. 
and . Figure 6 shows the original terminal voltage step response of the system with unity gain controller instead of FOPID controller.
B. Details of FOPID Design Using GA for the AVR
The following parameters are used for carrying out the FOPID design using GA:
Population size =90 Generations=100 Crossover fraction=0.75 Population initial range=[0;0.1] The order of approximation is set to N=3
C. Details of FOPID Design Using ACO for the AVR
The following parameters are used for carrying out the FOPID design using ACO: Fig.7 , depicting very close behaviors in the frequency range of interest. Fig.8 shows the step response of the AVR system with FOPID tuned by both GA and ACO is better than AVR system with normal PID. Also the bode diagrams of the AVR system with FOPID is shown in the Fig.8 .Both Figs.7 and 8 and Table I attest that the FOPID type AVR has better performance and higher robust stability than the PID type AVR.
E. Second Test: Robustness
To examine numerically the robustness of the FOPID controller with respect to parameter uncertainties, the following simulation is performed. Assume that , , and are 20% increases due to the change in loading condition, the actual generator transfer function is given by (21) Also the exciter transfer function is given by (22) The step responses with both generator and exciter uncertainties are shown in Fig.10 and the system is proved to be robust. 
VI. CONCLUSION
This paper presents a design method for determining the FOPID controller parameters using the Genetic Algorithm(GA) and Ant Colony Optimization (ACO) techniques. The proposed algorithms performed efficient search for the optimal FOPID controller parameters to the practical AVR system. Furthermore, it can be concluded from the above simulations that the proposed FOPID controller has more robust stability and performance characteristics than the PID controller applied to the AVR system. VII.
