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ABSTRACT
We demonstrate a method for reconstructing the weak lensing potential from the Lyman-α forest data. We derive an optimal estimator
for the lensing potential on the sky based on the correlation between pixels in real space. This method effectively deals with irregularly
spaced data, holes in the survey, missing data and inhomogeneous noise. We demonstrate an implementation of the method with
simulated spectra and weak lensing. It is shown that with a source density of >∼ 0.5 per square arcminutes and ∼ 200 pixels in each
spectrum (λ/∆λ = 1300) the lensing potential can be reconstructed with high fidelity if the relative absorption in the spectral pixels
is signal dominated. When noise dominates the measurement of the absorption in each pixel the noise in the lensing potential is
higher, but for reasonable numbers of sources and noise levels and a high fidelity map the lensing potential is obtainable. The lensing
estimator could also be applied to lensing of the Cosmic Microwave Background (CMB), 21 cm intensity mapping (IM) or any case
in which the correlation function of the source can be accurately estimated.
Key words. cosmology: observations
1. Introduction
Weak gravitational lensing (Bartelmann & Schneider 2001;
Bartelmann & Maturi 2017) describes the distortion of back-
ground sources of light by foreground matter in the regime where
statistical averaging is needed to detect the effect. As any ob-
ject at cosmological distances can be lensed, a variety of back-
ground sources apart from galaxies (Valdes et al. 1983; Kaiser
1992; Troxel et al. 2018), such as radio sources (Chang et al.
2004; Harrison et al. 2016), or even already-lensed images them-
selves (Birrer et al. 2018) can be studied with weak lensing tech-
niques. These examples are discrete objects and statistical mea-
sures of weak lensing (e.g., Miralda-Escude 1991), that are ap-
plied to those observations treat them as such. This includes esti-
mators of the foreground lensing matter distribution (e.g., Kaiser
& Squires 1993; Jeffrey et al. 2020). On the other hand, a con-
tinuous background source field at cosmological distances can
also be lensed, and a whole class of estimators has been devel-
oped to deal with this case, starting with the Cosmic Microwave
Background (CMB) as the source field (e.g., Bernardeau 1997;
Metcalf & Silk 1997, 1998; Zaldarriaga & Seljak 1999; Hu &
Okamoto 2002; Schaan & Ferraro 2019). In the continuous case,
it is the statistical properties of the field which change as it is
lensed, with the both the scale and isotropy of correlations im-
parting information on the foreground matter (see reviews by
Lewis & Challinor 2006; Hanson et al. 2010). In the present
paper we develop and test the first estimator appropriate to a
particular cosmological field for which lensing has not yet been
observed, the Lyman-α (Lyα) forest.
? E-mail: robertbenton.metcalf@unibo.it
After the CMB, another continuous field which has been
studied in this context is the emission from neutral hydrogen
in the Universe close to the epoch of reionization, investigated
using the 21 cm radio line (Madau et al. 1997; Furlanetto et al.
2006). In this case the field is in three dimensions as the use
of a discrete line yields redshift information, and datacubes of
line intensity are known as intensity maps (Wyithe & Morales
2007). Even at lower redshifts where galaxies act as more dis-
crete sources of 21cm emission, intensity maps can be made
without identifying individual sources, and trace out large-scale
structure more efficiently (Chang et al. 2010; Anderson et al.
2018). Weak lensing using estimators appropriate to 21cm in-
tensity maps have been developed (Zahn & Zaldarriaga 2006a;
Metcalf & White 2007a; Pourtsidou & Metcalf 2015; Foreman
et al. 2018, see also Pourtsidou & Metcalf 2014b for the low red-
shift case). They are generalizations of the estimators applied to
the CMB, and as in that case act on a continuous lensed source
field, usually employing Fourier techniques.
The neutral hydrogen density field also absorbs radiation,
and the Lyα line can be used to observe it in the spectra of
background galaxies and quasars (which we call “sources” here).
The absorption signatures are the Lyman-α forest (Rauch 1998;
Prochaska 2019), and are good tracers of the overall cosmolog-
ical density field on scales larger than the gas pressure smooth-
ing scale (of order 0.1 Mpc, Peeples et al. 2010). Clustering
of the Lyα forest (see e.g. Croft et al. 1998; Hui et al. 1999;
McDonald & Miralda-Escudé 1999, for some early work) is
now a mainstream cosmological probe, for example having been
used to measure the Baryon Oscillation scale at z = 2-3 (Busca
et al. 2013a; Slosar et al. 2013a; de Sainte Agathe et al. 2019),
the power spectrum of mass fluctuations (e.g., Chabanier et al.
2019), and constrain the properties of dark matter (e.g., Iršicˇ
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et al. 2017)). By including high redshift galaxies as well as
quasars a higher source density can be reached at the expense of
more telescope time. Lee et al. (2018) and Newman et al. (2020)
have used this higher density to construct 3 dimensional maps of
the neutral atomic hydrogen (HI).
The Lyα forest is well understood, and can be simulated
in the context of CDM models (e.g., Bolton et al. 2017;
Rogers et al. 2018; Chabanier et al. 2020). McQuinn & White
(2011, 2015) have studied the problem of measuring the power
spectrum from the Lyα forest. Many significant observational
datasets either exist (Ahumada et al. 2019; Lee et al. 2018; New-
man et al. 2020), are planned or are in progress (DESI Collab-
oration et al. 2016; Dalton et al. 2018; Flagey et al. 2018) The
forest is also the first weak lensing probe for which data exists
that has full spectroscopic information, thus bypassing the dif-
ficulties of galaxy lensing associated with photometric redshifts
(Bordoloi et al. 2010; Cunha et al. 2014). As such it represents a
useful source field for weak lensing, and Croft et al. (2018) and
Metcalf et al. (2018) explored what will be possible, but without
developing an estimator appropriate for the specific geometry of
the forest.
The Lyα forest requires development of a new lensing
estimator because although it samples a continuous three-
dimensional field, the sampling is not uniform or space-filling.
The absorption is imprinted in the spectra of sources (galaxies
or quasars), which have an angular extent which is much smaller
than the separation between them. The angular coverage is there-
fore effectively a set of delta functions, although the spectra are
continuous along the line of sight (excepting masked contami-
nated regions). There is also noise in the pixel values in these
spectra, including CCD readout noise, Poisson photon noise, flux
calibration errors and sky subtraction errors (see e.g., Bautista
et al. 2015). and also potentially large-scale correlated noise
from uncertainty in the zero level (continuum fitting, Blomqvist
et al. 2015). The angular positions of the sources are usually de-
termined to a much smaller uncertainty (< 0.05 arcsec, Ahn et al.
2012) than the mean lensing deflection angle of a few arcmins
(Lewis & Challinor 2006) however, and are not a source of noise
in themselves.
We are therefore not able to apply the usual quadratic estima-
tors (e.g., Hu & Okamoto 2002; Metcalf & White 2009) to forest
lensing, as these rely on uniform coverage with a regular grid. In
our previous work reconstructing the lensing potential from sim-
ulated Lyα forest sightlines (Croft et al. 2018), we worked with
a toy model mock survey, with all sources on an evenly spaced
grid, a situation not applicable to observational data. In practice,
the angular distribution of quasar and galaxy sources is not only
irregular, but can be extremely sparse, with the data sets with
largest current total numbers having a mean separation between
sources of order 10 arcmin (Blomqvist et al. 2019). In general it
would be extremely useful to have an estimator which can deal
with a variety of different survey geometries and sampling, and
that is our aim in this paper.
The method we develop is general, and although we focus
here on the Lyα forest, it has applications to the weak lensing of
other sources that can be treated as continuous and isotropic such
as the CMB (Lewis & Challinor 2006) or spectral line inten-
sity mapping (SLIM, e.g., Kovetz et al. 2017). In fact the same
method can be applied to any linear distortion in the 3D corre-
lation function relative to expectations, including redshift distor-
tions, or the scale of the Baryon Acoustic Oscillations (BAO).
The outline of our paper is as follows. In the next section
we review the necessary basics of Lyα observations. In section 3
we calculate the effect lensing has on the second order correla-
tions between the Lyα absorption in the pixels in the spectra of
quasars and galaxies. We derive our quadratic estimator for the
lensing potential and discuss some of its properties in section 4.
The methods used to simulate data are described in section 5 and
in the appendices. In section 6 the estimator is tested on various
simulated data sets. A final discussion is in section 8. The appen-
dices contain details about simulating data and on using different
expansions of the lensing potential in the estimator.
2. The Lyα forest
Neutral hydrogen will absorb photons through the Lyα transition
(λα = 1215.67 Å) along the sight line to high redshift sources.
Because of cosmological redshifting this absorption will appear
at an observed wavelength, (1 + z)λα, where z is below the red-
shift of the source. In general the redshift range of the Lyα forest
is limited to >∼ 2 because of atmospheric opacity at lower wave-
lengths. In individual cases the redshift range is limited on the
high side by the redshift of the source and on the low side by
confusion with absorption by the Lyβ line if not by the atmo-
sphere. Damped Lyα systems cannot be used so they need to
be masked out (see e.g. Font-Ribera et al. 2012). As a result of
these considerations the volume probed by the Lyα forest is very
irregularly sampled.
The flux at observed wavelength or pixel λ in the spectra of
the qth source can be written (Busca et al. 2013b; Slosar et al.
2011, 2013b)
fq,λ = Cq(λ) F¯(λ) (1 + δqλ) + nq,λ , (1)
where Cq(λ) is the unabsorbed spectrum of qth source, F¯(λ) is
the mean transmission in the forest at λ and nq,λ is uncorrelated
pixel noise. Other factors such as the sky background, spectro-
graph transmissivity and PSF are either negligible or can be ab-
sorbed into these quantities. The quantities δqλ are the fluctua-
tions in the absorption which to first order are proportional to
fluctuations in the column density of HI. For the purposes of this
paper however, the details of the relationship between δqλ and
the HI density or the dark matter density are not important. It will
only be assumed that the statistical distribution of δqλ is isotropic
and that its correlation function can be measured or modeled.
A two parameter model for the unabsorbed spectra, Cq(λ),
the δqλ’s and their covariance matrix can be found using dif-
ferent methods, for example those of Busca et al. (2013b) and
Slosar et al. (2011, 2013b), or by fitting template spectra in
the case of sources that are galaxies (Newman et al. 2020; Lee
et al. 2018). One method is to find the maximum likelihood so-
lution for δqλ by brute force minimization and then approximate
the covariance matrix as the Fisher matrix found numerically at
the maximum likelihood solution. F¯(λ) is found by averaging
across all sources in the data or perhaps from another survey
with higher signal to noise and higher resolution spectra (e.g.,
Faucher-Giguère et al. 2008). The fitting of these quantities will
induce covariance between pixels that would not otherwise be
there solely due to observational noise.
In this paper we will assume that the modeling of Cq(λ) and
F¯(λ) has already been done to find δqλ and the covariance ma-
trix N. It may also be advantageous to transform the data using a
function that makes the distribution of δqλ values strictly Gaus-
sian (e.g., Croft et al. 1998), but we do not investigate that here.
3. The effect of lensing on the Lyα forest
As light passes through structures in the Universe it will be de-
flected from a geodesic of the unperturbed, homogeneous metric.
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One way of representing this is to imagine many planes that are
perpendicular to the unperturbed light ray. At each plane the ray
is deflected. In the Born approximation the perpendicular posi-
tion at redshift z can be written as
x⊥(z) =
θD(z) −∑
m<z
D(zm, z) αˆm(θ)
 (2)
=
θ −∑
m<z
αm(θ)
D(z) (3)
where αˆm(θ) is the deflection at the mth plane and the sum is
over all planes at lower redshift (Petkova et al. 2014; Schneider
et al. 1992). The angular position of the image is θ, the angular
diameter distance between redshifts z1 and z2 is D(z1, z2), and
D(z) = D(0, z). The usual scaled deflection angle αm(θ) is ob-
tained by rescaling all deflection angles to redshift z. The total
deflection for a light ray originating at redshift z is hence the sum
over all lensing planes below z,
α(θ, z) ≡
∑
m<z
αm(θ). (4)
In addition for this paper we will make the approximation that
all the deflections of significance take place at a redshift smaller
than the redshift of the Lyα absorption that we will consider.
This is a good first approximation which can be relaxed when
the data warrants it.
In the weak lensing limit, the deflection field is curl free so
a lensing potential can be defined, the gradient of which is the
deflection
α(θ, z) = ∇φ(θ, z). (5)
The gradient ∇ here is taken with respect to the angular coor-
dinates θ. The potential is related to the convergence, κ(θ), by a
Poisson equation
∇2φ(θ, z) = 2κ(θ, z). (6)
The convergence is the trace of the magnification matrix and in
the weak lensing context can be interpreted as a weighted surface
density on the sky,
κ(θ) =
3
2
ΩmHo
c2
∫ χs
o
dχ
[
dA(χ)dA(χ, χs)
dA(χs)
]
δ(θ, χ) (7)
where δ(θ, χ) is the density contrast at the radial coordinate, co-
moving distance χ, dA(χ) is the comoving angular size distance,
Ωm is the matter density parameter and Ho is the Hubble param-
eter.
Gravitational lensing moves the apparent position of a source
on the sky. In the plane sky approximation (this approximation
is relaxed in Appendix A.4) the observed absorption δo at the
radial position r‖ and perpendicular position r⊥ is, to first order,
δo(x‖, x⊥) = δ
(
x‖, x⊥ − Dsα(θ))
= δ(x) − Dα(θ) · ∇⊥δ(x) + . . .
= δ(x) − D∇φ(θ) · ∇⊥δ(x) + . . . (8)
where δ(θ) is the intrinsic absorption, as it would have appeared
without lensing. To first order in the deflection, the observed ab-
sorption correlation function will be changed by
〈δo(x)δo(x′)〉 = 〈δ(x)δ(x′)〉 − Dα(x) · ∇⊥〈δ(x)δ(x′)〉
− D′α(x′) · ∇′⊥〈δ(x)δ(x′)〉 (9)
= ξ(r) +
[
Dα(θ) − D′α(θ′)] · ∇⊥ξ(r‖, r⊥) (10)
= ξ(r) +
[
Dασ(θ) − D′ ασ(θ′)] [ ∂r⊥
∂xσ⊥
∂ξ
∂r⊥
]
(11)
' ξ(r) + [d(z)α(θ) − d(z′)α(θ′)] · γ D2r⊥ ∂ξ∂r⊥
 (12)
' ξ(r) + [d(z)α(θ) − d(z′)α(θ′)] · γ [ 1|γ|2 ∂ξ∂ ln r⊥
]
(13)
= ξ(r) +
[
d(z)α(θ) − d(z′)α(θ′)] · γ G(r) (14)
where r = (|x‖ − x‖|, |x⊥ − x′⊥|), r = |r |, r⊥ = |x⊥ − x′⊥|, D
is the average angular distance to the two redshifts and d(z) =
D(z)/D(z, z′). ξ(r⊥, r‖) is the intrinsic, pre-lensing, correlation
function. Here γ is the angular separation of the two points x
and x′. In deriving line (13) we have assumed that any two pix-
els that are strongly enough correlated to contribute to the lens-
ing signal are at approximately the same angular size distance,
r‖  Ds,D′s. This approximation can be relaxed if necessary, but
is probably a good one. Line (14) serves to define the function
G(D, r). We have written the intrinsic correlation function as a
function of both r‖ and r⊥ to allow for redshift distortions caused
by the radial velocities of the HI.
Our proposed method is based on modelling the deflection
field φ(θ) in a form that is linear in the coefficients φˆ` for a set of
basis functions f`(θ),
φ(θ) =
∑
`
φˆ` f`(θ) . (15)
The deflection field α = ∇φ at angular position θ i is then related
to the model parameters φˆ j as
αν(θ i) =
∂
∂θν
φ(θi) =
∑
`
Aνi` φˆ` , (16)
where ν = 1, 2 is the component of the deflection field, and Aνi`
is the gradient of the model’s basis function f` in the point θ i. We
will shortly show specific instances of these models for a number
of well-known expansions of the potential.
Including the noise correlation matrix Ni j, the correla-
tion (14) between pixels δi and δ j can be written
〈δiδ j〉 = ξ(r i j) + Ni j +
∑
`
P`i jφˆ` (17)
= Ci j +
∑
`
P`i jφˆ` (18)
where
P`i j =
∑
ν
(
Aνi` −Aνj`
)
γν G(D, r i j). (19)
and C is the correlation matrix between pixels including intrin-
sic correlations, noise and correlations that come from the mod-
eling procedure outlined in section 2. The P`i j matrix will differ
depending on the model for the potential and on how its deriva-
tives are estimated.
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For example, if the potential is modelled by a discrete Fourier
transform (DFT) with coefficients φ˜` and ` = (`1, `2), we can
compute the deflection field,
α(θ) = ∇φ(θ) =
∑
`
i` ei` ·θ φ˜` , (20)
and the P`i j matrices (19),
P`i j = 2
(
` · θ i j
)
sin
(
` · θ i j
2
)
e−i` ·θi jG
(
D, r i j
)
, (21)
where θ i j = θi − θ j and θ i j = (θ i + θ j)/2.
More details for the implementation of this and other expan-
sions are given in Appendix A. We use the Legendre expansion,
section A.1, for our numerical demonstrations for reasons that
will become clear later. We have also implemented and tested
a bilinear, finite difference expansion on a grid and a Cheby-
shev expansion, section A.2. The advantage of the Legendre and
Chebyshev expansions are that they do not impose any bound-
ary conditions and, unlike the bilinear case, they have continuous
derivatives so that the deflection field is continuous.
Note that two pixels (i, j) in the spectrum of a single source
will have the same angular position and so P`i j will be zero.
Two pixels from different spectra will have uncorrelated noise,
so Ni j will be zero, except perhaps through the estimate (1) of
F¯(λ). The intrinsic correlation between the absorption must be
isotropic in angle, so ξ(r i j) will be a function of only the absolute
angular separation between the pixels and their radial separation.
4. Quadratic Estimator
We can express equation (18) in matrix form
〈∆〉 = C + Pνφ˜ν (22)
with the definition
[∆]i, j ≡ δiδ j. (23)
Assuming that the δ-field is Gaussian the Fisher matrix for
the parameters φ˜ evaluated at φ˜ = 0 is
Fαβ = −
〈
∂2 lnL
∂φ˜α∂φ˜β
〉
=
1
2
tr
[
PαC−1P∗βC−1
]
. (24)
This is the standard result for a multivariant Gaussian and easily
derived.
Now consider the quantity〈
δᵀC−1P∗µC−1δ
〉
=
〈
tr
[
C−1P∗µC−1∆
]〉
(25)
= tr
[
C−1P∗µC−1
(
C + Pνφ˜ν
)]
(26)
= tr
[
C−1P∗µ
]
+ tr
[
C−1P∗µC−1Pν
]
φ˜ν (27)
= tr
[
C−1P∗µ
]
+ 2Fµνφ˜ν (28)
where (24) and the invariance of the trace under cyclic permuta-
tions was used. We can therefore construct the unbiased estima-
tor that can be written in several different forms
φˆµ =
1
2
F−1µν
(
δᵀC−1P∗νC−1δ − tr
[
C−1P∗ν
])
(29)
=
1
2
F−1µν
(
tr
[
C−1P∗νC−1∆
]
− tr
[
C−1P∗ν
])
(30)
=
1
2
F−1µν tr
[
C−1P∗ν
(
C−1∆ − I
)]
(31)
=
1
2
F−1µν
(
zᵀP∗νz − tr
[
C−1P∗ν
])
(32)
where z = C−1δ
The covariance of this estimator is〈
φˆαφˆ
∗
β
〉
=
1
4
F−1αµF
−1
βν
(
C−1i j P
µ
jkC
−1
kmC
−1
np
(
Pνpq
)∗
C−1ql 〈∆mi∆ln〉 (33)
−tr
[
C−1Pµ
]
tr
[
C−1P∗ν
])
(34)
Now we will assume that the distribution of the pixel values
pre-lensing is Gaussian. This allows us to calculate the fourth
order moment
〈∆mi∆ln〉 = 〈δmδiδlδn〉 = CmiCln +CmlCin +CmnCil (35)
Plugging this into (33) gives〈
φˆαφˆ
∗
β
〉
= F−1αβ (36)
This is the Cramér-Rao lower limit on the covariance of an unbi-
ased estimator so estimator (29) is an efficient estimator, i.e. the
best that can be done given the assumptions.
In the above we have made the approximation that there is
just one φ(θ) (or α(θ)) field for all pixels. The deflection field
should be a function of the pixel’s redshift because of the dis-
tance factors and because some lensing of the high redshift pix-
els will be caused by structures that are at the redshift of the
lower redshift pixels (we call this self-lensing). The above for-
malism can be easily expanded so that there are a series of po-
tential fields, φ(θ, zs), so that the range of angular size distances
for the pixels is explicitly taken into account. When the data can
support more free parameters a slightly more complicated treat-
ment can be done. For now we will consider the φ(θ) field to be
averaged over the redshifts of the Lyα forest.
To calculate the estimator (29) one needs to find the inverse
of the covariance matrix C. The data vector z = C−1δ could be
calculated by solving Cz = δ without finding C−1, but it is still
needed to calculate the Fisher matrix and bias term. This can be
very numerically burdensome in realistic cases.
4.1. Unconstrained Modes & Degeneracies
Only differences in the deflection between points appear in the
estimator so the potential can only be constrained up to an ad-
ditive constant and a constant gradient. Physically the gradient
is a uniform shift in the sky which does not change the relative
positions of the sources.
In addition to these degeneracies the data may not constrain
some other properties of our reconstruction depending on the ex-
pansion and the distribution of sources on the sky. For example,
if the parameters of the expansion each have a limited range of
influence on the deflection field, as in a gridded representation
of the potential, then regions that have no data in them will be
unconstrained, i.e. holes in the map or regions off the edge of
the survey. In the extreme case where the number of model pa-
rameters exceeds the number of pairs so that the problem is un-
der determined there will clearly be combinations of parameters
that are unconstrained, but it is not necessary for the number of
parameters to be very high to have some unconstrained combi-
nations. These unconstrained combinations correspond to eigen-
vectors of F that have zero eigenvalues so they can be identified.
The physical degeneracies (the offset and gradient) do not
necessarily correspond perfectly to some combination of the ex-
pansion parameters. For example the gradient over a small field
cannot be expressed as a finite sum of discrete Fourier modes
or spherical harmonics. In these expansions the above procedure
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will not remove the gradient. In these cases large artificial gra-
dients can appear if they are not removed in a separate step. In
other expansions, such as the Legendre expansion used later, the
three degenerate modes are easily identified and removed.
Treating the deflection as a potential field necessarily re-
moves the curl or B-mode component of the deflection field.
This component is expected to be quite small in the weak lens-
ing regime and so we will ignore it here. If the B-modes ever be-
come of interest, they could be reconstructed by solving for the
scalar potential and the pseudo-scalar B-mode potential (Steb-
bins 1996) in a very similar way to what is done here.
4.2. Choice of basis
Since the individual correlations between spectra give limited
information on the deflection field it makes sense to try to re-
construct a smoothed version of the deflection field. Using a grid
with a resolution higher than the density of sources would clearly
make the problem under determined. As shown above, one pos-
sible basis is that of discrete Fourier modes. The appearance of
an artificial gradient as discussed in section 4.1 is a significant
drawback to this basis.
It is also possible to use the spherical harmonic coefficients
as free parameters (appendix A.4). This is probably not advan-
tageous unless the data covers almost all of the sky. Otherwise
there will be many unconstrained combinations of spherical har-
monic modes, making it difficult to obtain a solution for the po-
tential field. This approach might be advantageous for recovering
the power spectrum of the potential, but this will not be consid-
ered in this paper.
In what follows we use the Legendre expansion in a square
patch on the sky (appendix A.1). This has the advantages that the
degenerate modes can be easily removed, the deflection is con-
tinuous, there is no implicit periodicity and the expansion can be
cut off at a particular angular scale as with a DFT. The Legendre
polynomial of order n has n zeros so the effective angular scale
for a mode is the field size divided by n.
4.3. Sparse case & approximation
If the sources are clumped into groups that have relatively lit-
tle cross-correlation in the absorption and noise between them,
the computational cost of the quadratic estimator can be sig-
nificantly reduced. In this case the covariance matrix is block-
diagonal
C =

C (1) 0 · · · 0
0 C (2) · · · 0
0 0
. . . 0
0 0 · · · C (n)
 (37)
where C (k) is the covariance matrix for the sources in the kth of
n groups. Likewise
Pα =

Pα(1)
Pα(2)
...
Pα(n)
 (38)
The Fisher matrix (24) becomes
Fαβ =
1
2
n∑
k=1
tr
[
Pα(k)C
−1
(k)
(
Pβ(k)
)∗
C−1(k)
]
=
n∑
k=1
Fαβ(k) (39)
and the estimator (29) becomes
φˆµ =
1
2
F−1µν
n∑
k=1
tr
[
C−1(k)P
ν
(k)
(
C−1(k)∆(k) − I
)]
(40)
=
1
2
F−1µν
n∑
k=1
φ˜kν. (41)
Calculating this estimator is faster by a factor of ∼ 1/n2, uses
less memory by a factor of ∼ 1/n2 if each term is calculated in
series and has less numerical error than in the general case if
the sources are evenly distributed among the groups, but if there
is significant cross-correlation between the groups the estimator
will be less than optimal.
The groupings could be in positions on the sky and/or in red-
shift bins. To reduce computational cost the data could be broken
up into redshift bins, the quantities Fαβ(k) and φ˜
k
ν calculated, and
then combined with equation (41) to get an overall estimate of
the potential. This ignores correlations between bins, both intrin-
sic and in the noise, but might not entail a significant reduction
in the signal-to-noise.
5. Simulation method
To simulate the observations and test out implementation of the
estimator we need to simulate the absorption and the lensing po-
tential. Here we describe how we carry this out.
5.1. Simulating the Lyα forest
We have used two methods for simulating the absorption field.
The first is to go directly from the covariance matrix C for the
pixels to a simulated realization. The correlation matrix is calcu-
lated using the methods discussed in appendix C. The Cholesky
decomposition of the covariance matrix is
C = LLT (42)
where L is a lower triangular matrix. This decomposition is done
using the linear algebra package Eigen1.
We generate n normally distributed numbers:
δi = Lxi (43)
where the xi’s are uncorrelated normally distributed numbers
with variance 1, white noise. This data set, δi, will have the de-
sired covariance and be statistically equivalent to a sample taken
from a Gaussian random field .
Another method is to directly simulate a Gaussian random
field in 3D and then sample the field at the locations of the pix-
els. This would require a much larger array of simulated pix-
els than data voxels since it must resolve the pixels and contain
enough modes to fully represent the fluctuations on the scale of
the voxels. This is very computationally expensive and will give
the same results to the extent that the absorption field is Gaussian
random.
5.2. Simulating the lensing potential
We simulate the lensing potential by generating a two dimen-
sional Gaussian random field that is several times as large as the
intended field size using the standard method in Fourier space.
1 http://eigen.tuxfamily.org
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Fig. 1. The standard deviation of the Legendre lensing potential modes
(appendix A.1) as a function of field size. Each standard deviation is
estimated using 1000 simulated potential fields.
The field is then cropped to the desired size. This avoids impos-
ing periodic boundary conditions and includes Fourier modes
that are large than the field size. The resolution of the cropped
map is 512 x 512. The deflection is found by finite difference
method in configuration space. The power spectrum for the lens-
ing potential is calculated with the CAMB (Lewis et al. 2000)2
and CosmoSIS (Zuntz et al. 2015) 3 software. As discussed al-
ready, the constant and linear modes are not measurable so these
are subtracted from the simulated fields before comparing them
with the reconstructed field.
The parameters that are actually measured are the Legendre
coefficients so the expected signal can be characterized by find-
ing the standard deviation of these coefficients. This is done by
simulating fields and calculating their coefficients by numerical
integration. Figure 1 shows the standard deviation of the first 13
Legendre coefficients of 1000 simulations as a function of field
size excluding the degenerate modes - (0,0) , (1,0) and (0,1).
6. Demonstrations
To test how well the algorithm can reconstruct the lensing po-
tential we carried out a series of simulations. The source image
positions are chosen randomly within the field. The lensing po-
tential is simulated as described in section 5.2 and the deflection
at each of the source positions is calculated. The spectroscopic
pixels are displaced according to the deflection and a realiza-
tion of the absorption in each pixel is created as described in
section 5.1 and appendix C. Then the estimator is applied to
these pixels to recover the Legendre coefficients of the lensing
potential. An image of the reconstructed potential is created us-
ing these coefficients that can be compared to the original. This
is done many times with new realizations of the Lyα forest to
calculate the variance in the recovered coefficients.
The parameters that characterize each simulation run are: 1)
the angular size of the field over which the potential is recon-
structed, 2) the pixel length which is the length of the spectro-
scopic bin that is used to measure δ (this could be the spectro-
graph’s pixel size or an average over multiple pixels, but we will
still call it a "pixel" for simplicity.) This length is expressed in
comoving Mpc using the the conversion appropriate to the back-
ground cosmology.) 3) the number of sources within the field 4)
2 http://camb.info
3 https://bitbucket.org/joezuntz/cosmosis
number of pixels in each spectrum (in real data this will vary
among sources, but for the simulations it is the same for all
sources.) 5) the redshift of the lowest redshift pixel in each spec-
trum, which is taken to be the same for all sources, 6) the noise in
each pixel, σδ , which for these tests we take to be uncorrelated
between pixels, 7) the number of coefficients in the expansion of
the potential that are used.
Spectra used for studying the Lyα forest typically consist of
hundreds of pixels and the number of sources we expect to be
in the hundreds to tens of thousands. This results in ∼ 104 to
∼ 108 pixel pairs. This makes the storage and manipulation of
the matrices involved difficult. Fortunately, as we will show in
section 6.1, the correlation between pixels at different redshifts
(given the adopted pixel lengths) are small and so, for the pur-
poses of these simulations, they can be considered independent.
Using this property, we reconstruct the lensing potential using
only two consecutive pixels in each spectrum. These pixels are
at the same redshifts for all the sources. The Lyα simulation
within this redshift slice contains all the correct correlations be-
tween pixels. The optimal way to combine statistically indepen-
dent redshift slices is to simply average them (see section 4.3).
Using this property, we find the final potential reconstruction by
averaging the reconstructed lens maps from 100 redshift slices,
each with different realizations of the forest. The result should
have the same noise properties as the case with 200 pixels in each
of the spectra. We do not simulate gaps in the spectra caused by
masking, but this poses no fundamental problem. This procedure
greatly reduces the computational cost.
Table 1 gives the parameter values for each of the simulations
that will be discussed and some measures of the fidelity of the
reconstruction are given in the last four columns. The signal-to-
noise, S/N, is calculated by dividing the expected variance in
each coefficient due to signal (from Monte Carlo as in figure 1)
and by the variance expected for the estimator. This is done for
each mode and the range is given in columns 9 and 10.
The χ2/n column in table 1 is calculated for all of the co-
efficients (22 of them) that are measured for the particular ran-
dom realization simulated with the null hypothesis being that the
data is only the expected noise without any lensing signal. The
last column of of table is the p-value for the χ2 in the previ-
ous column. This p-value represents the probability of getting a
χ2 larger than what is measured if there were no lensing signal.
Small values signify stronger detections.
Figure 2a shows the input and reconstructed potential fields
for case AA, 5000 sources in one square degree. The initial po-
tential field has structure in it on a smaller scale than is repre-
sented by the finite Legendre series that is used in the recon-
struction. In the central panel of Figure 2a (and the others like it)
we show the potential constructed by calculating only the Leg-
endre coefficients of the input field that we are trying to estimate
and filtering the others out. It can be seen that it lacks some of
the detail of the original input fields. The right hand panel of
Figure 2a (and the others like it) is the reconstructed field us-
ing the estimated Legendre coefficients. By chance this field has
relatively mild structure in the potential. (No attempt has been
made to select better looking cases.) Never the less, in the AA
case the reconstructed image broadly reproduces many of the
features seen in the input field.
Figure 3a shows the results for case AA more quantitatively.
The upper panel shows predictions for the average signal and
noise in each Legendre coefficient. It can be seen there that the
analytic predictions given in section 4 for the variance of the es-
timator agree well with the variances estimated from the simula-
tions. It can also be seen that the noise in this case is well below
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Table 1. Simulation Runs. The number of pixels per spectrum ("#" in the column headings) is set to 2 for all runs. In addition to the listed
parameters the minimum redshift of the Lyα forest is taken to be z = 2. η is the angular density of sources and Lpix is the radial length of the voxels.
S/N is the ratio of the expected standard deviation of the coefficients to the standard deviation of the estimator for the coefficients.
label number field size η Lpix range of number of max min
of sources deg x deg - # deg−2 Mpc modes realizations σδ S/N S/N χ2/n p-value
AA 5000 1 x 1 - 2 5000 2 5 x 5 100 0 4.2 2.3 2.8 1.3 × 10−5
DD 2000 0.5 x 0.5 - 2 8000 2 5 x 5 100 0 3.8 2.1 5.9 ∼ 0
EE 500 0.5 x 0.5 - 2 2000 2 5 x 5 100 0 1.3 0.67 2.3 4.9 × 10−4
FF 200 0.5 x 0.5 - 2 1600 2 5 x 5 100 0 0.62 0.31 1.0 0.5
CC 1000 1 x 1 - 2 1000 2 5 x 5 100 0 1.2 0.67 2.6 5.7 × 10−5
BB 5000 5 x 5 - 2 200 2 5 x 5 100 0 0.95 0.50 1.2 0.23
GG 2000 1 x 1 - 2 2000 2 5 x 5 100 0.6 0.43 0.26 1.4 0.10
HH 2000 1 x 1 - 2 2000 2 5 x 5 100 0.8 0.3 0.18 0.7 0.84
II 2000 1 x 1 - 2 2000 2 5 x 5 100 0.5 0.53 0.30 1.0 0.5
JJ 5000 1 x 1 - 2 5000 2 5 x 5 100 0.6 1.04 0.67 2.1 1.9 × 10−3
KK 2000 1 x 1 - 2 2000 1 5 x 5 200 0.6 0.62 0.36 1.0 0.5
the expected signal. In the lower panel of figure 3a are the actual
input and output values for the particular potential field used in
the simulation. The p-value in table 1 is very small indicating the
a strong detection would be expected in this case.
Simulation run DD is shown in figure 2b and 3b. This case is
for a smaller area (0.5 x 0.5 deg) with a higher source density as
compared to run AA. The potential seems better recovered than
in the AA run, but this appears to be only because the structure
in the potential happens to be more robust. The upper panel of 3b
shows that the signal-to-noise would typically be smaller in this
case than for AA although still above one. Note that the scale in
figure 3b is different than that in 3a. The expected fluctuations
on a smaller field are smaller. The χ2/n = 5.9 in this case which
gives a p-value that is too small to calculate accurately meaning
that the detection would be very strong.
Simulation run EE is for the same size field as DD, but with
fewer sources, 500 compared to 2000. Figure 3c shows that the
signal-to-noise is smaller, but still apparently good enough to re-
cover the major features in the field shown in figure 2c and yields
a very small p-value. Run FF is the same, but with even fewer
sources, 200. Here it seems that the potential cannot be accu-
rately recovered (figures 2d and 3d). The χ2/n = 1.0, consistent
with noise.
Run CC is the same as AA, but with one fifth the number of
sources. From figure 2e it appears that a local peak in the poten-
tial is being detected, but not much more detail is present. Fig-
ure 3e confirms the impression that the signal-to-noise is around
one or a bit smaller for the individual coefficients. The p-value
very small indicating that a signal is strongly detected.
Run BB is with a larger field than AA and the same number
of sources. Figures 2f and 3f, and the χ2 show that we should not
expect to be able to reconstruct the potential with source densi-
ties this low despite the variance of the Legendre coefficients
being larger on this scale than it is for smaller fields.
In the first six simulation runs listed in table 1 the pixel noise
was taken to be zero. This represents the optimistic case were
the intrinsic variation in the absorption in each pixel is larger
than then the noise, signal dominated. This is not the case for
the majority of sources in current surveys that reach the kind of
source densities we are considering. For example CLAMATO
(Lee et al. 2018) and LATIS (Newman et al. 2020) both have
median pixel noise σδ ∼ 0.58 which makes them noise domi-
nated for individual pixels (σIGM ∼ 0.28 in our case) although
the bright quasar sources are signal dominated. For comparison
LATIS expects to have a source density of 2,000 deg−2 over 1.7
deg2 and CLAMATO about half the density over 1 deg2.
In the final simulations we added pixel noise that is taken to
be constant and uncorrelated. In this case N = σ2δ I . Run GG has
2000 deg−2 andσδ = 0.6. The results are shown in figures 2g and
3g. The signal takes a significant hit and although some structure
does seem to be recovered the p-value is 0.1 which signifies a
marginal detection. The noise was reduced somewhat in run II to
σδ = 0.5 (figures 2h and 3h). The image of the potential is better
recovered, but the signal-to-noise for the individual coefficients
is always below one. The χ2 is larger than for GG probably due
to chance.
Run JJ (figures 2i and 3i) has σδ = 0.6, but 2.5 times higher
source density than GG. The fidelity is much improved and the
p-value quite low. Finally, run KK (figures 2j and 3j) has smaller
spectral pixels (Lpix = 1 Mpc), but the same total range in wave-
length as the other runs. The other parameters are as in case GG.
The fidelity is similarly to GG indicating that the signal-to-noise
is not sensitive to Lpix, at least in this regime.
Figure 4 shows the normalized covariance between estimated
Legendre coefficients in case AA. These are estimated from
the repeated simulations with random Lyα forests. It can be
seen here that the estimates of the different coefficients are not
strongly correlated and thus can be considered independent mea-
surements. This plot looks very similar for all the other cases.
6.1. Noise scaling
Figures 5, 6 and 7 show the standard deviation of the estimator
as a function of number of spectral pixels per source, size of the
field on the sky and number of sources respectively. These are
calculated directly from the expected error given in Section 4. It
can be seen in Figure 5 that the variance scales as N−1spec indicating
that each map of the Lyα forest at a constant redshift constitutes
essentially an independent measurement of the lensing potential,
at least for a pixel length of 2 Mpc. This means that a calcula-
tion of the noise with one or two pixels per source can be easily
scaled to find the noise for more pixels and that the potential
estimates can be "stacked" as was done in the previous section
(Note that Section 4.3 shows that the optimal weighting is not
the simple average of the estimates except in the cases where the
noise, pixels positions and intrinsic correlations are identical in
each redshift bin.)
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(a) Simulation AA (b) Simulation DD
(c) Simulation EE (d) Simulation FF
(e) Simulation CC (f) Simulation BB
(g) Simulation GG (h) Simulation II
(i) Simulation JJ (j) Simulation KK
Fig. 2. Images of the lensing potential from the simulations of Table 1. The left panels of each case show the random realization of the input
lensing potential with the mean and gradient subtracted. The centre panels show only the reconstructed modes of the input field. The right panels
show the reconstructed field using 100 (or, for KK, 200) stacked redshift layers.
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(a) Simulation AA (b) Simulation DD
(c) Simulation EE (d) Simulation FF
(e) Simulation CC (f) Simulation BB
Fig. 3. In the top panel of each case are the standard deviations of the Legendre modes of the lensing potential and the expected errors in the
estimator. The blue bars are the variance of the coefficients calculated from a thousand realizations of the lensing potential. The orange dots in the
top panels are the expected standard deviation of the estimate of the coefficients according to the analytic formula (36). The smaller red dots are
the variance among the 100 simulations. They are in good agreement in all cases. The green dots are the errors expected if 100 (200 for case KK)
sets of the simulation are stacked as if they are at different redshifts. By comparing the green dots to the blue bars some idea of the signal-to-noise
can be gained. In this case the noise levels for 200 pixel spectra are below the typical signal values expected. In the lower panels are the coefficients
for the particular realization used in the simulation (blue bars) and the estimated values of those coefficients after stacking 100 (200 for case KK)
realizations of the Lyα forest. (orange dots). The modes are listed without the ones that are not measured (mn = 00, 10 and 01).
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(g) Simulation GG (h) Simulation II
(i) Simulation JJ (j) Simulation KK
Fig. 3. Continued
Fig. 4. The normalized covariance between the coefficient estimates in
simulation run AA (table 1). The estimates are consistent with being
uncorrelated.
Fig. 5. The standard deviation of the Legendre lensing potential modes
(appendix A.1) computed using the estimator as a function of the num-
ber of pixels in each of the spectra for a 0.5 deg x 0.5 deg field with 500
sources.
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Fig. 6. The standard deviation of the Legendre lensing potential modes
(appendix A.1) computed using the estimator as a function of the width
of a square field with 1000 sources and a depth of 200 pixels.
Fig. 7. The standard deviation of the Legendre lensing potential modes
(appendix A.1) computed using the estimator as a function number of
sources in a 1 deg x 1 deg field. This is for 200 pixels per source.
Figure 6 shows that the scaling with the size of the field is
not quite a power-law. Nevertheless the error in each coefficient
scales approximately as
σnm ∝∼ NγspecLβNαsource (44)
where γ ' −0.5, β ' 2.6 and α ∼ 0.8 for the modes and ranges
of parameters that we have investigated.
7. Sensitivity to assumption about the correlation
function
It should be noted that the quadratic estimator contains the cor-
relation function of the Lyα forest which must be estimated in
some way and thus might be in error. If the assumed covariance
C is incorrect the estimator will be biased. In the simplest case
where the assumed correlation function is off by a normalization,
C = a〈∆〉 where a is a constant, the average of the estimator will
be〈
φˆµ
〉
= a φµ +
(a − 1)
2
F−1µν tr
[
C−1P∗ν
]
(45)
so that there will be an erroneous scaling and bias. Given that
the correlation function can be assumed to be isotropic and a
smooth function of distance it seems reasonable that it can be
constrained well enough to allow for a good measurement of the
lensing. However this is a problem that has not yet been investi-
gated thoroughly.
8. Discussion
We have derived a minimum variance estimator for the gravi-
tational lensing potential using the Lyα forest and found that it
can recover an image of the the potential on ∼ 1 degree scales if
the source density is high and the pixel noise is low. We carried
out simulations that showed that our implementation functions
as expected. At the source densities and noise levels currently
available (Lee et al. 2018; Newman et al. 2020) the signal-to-
noise in the recovered map is expected to be marginal, but with
improvements in either of these a high fidelity map could be re-
covered.
The ELT (Extremely Large Telescope) should be able to
reach a magnitude fainter than CLAMATO or LATIS which will
mean source densities that are an order of magnitude greater
(η ∼ 104 deg−3) and a reduction in the pixel noise to point where
it is subdominant for a much larger fraction of the pixels (Ellis
& Dawson 2019; Schlegel et al. 2019). This should be a better
case than even our most optimistic simulations so high fidelity
lensing maps should be possible.
The estimator proposed here is computationally expensive.
The storage is ∝ N2pix and the computational time ∝ N3pix. This
could pose a limitation, but we believe this can be significantly
reduced through some methods in development. A remaining
question is whether the correlation function of the Lyα forest,
that is needed for the estimator, is or can be determined to high
enough accuracy to not bias the lensing potential estimate. We
do not believe that this posses a significant problem in the long
run, but it has still to be determined precisely how well this can
be done.
No attempt has been made here to recover the lensing power
spectrum from the Lyα forest. For the small field surveys studied
here any such estimate would be dominated by sample variance,
but it might be possible for larger, sparser surveys (see Metcalf
et al. 2017). Estimating the power spectrum will require a differ-
ent approach and will be the subject of a future paper.
The method used by the Planck collaboration to map the
lensing using the CMB is essentially to Wiener filter the tem-
perature and polarization maps to fill in masked regions of the
sky and then use an estimator based in spherical harmonic space
(Planck Collaboration et al. 2014, 2016). This is not an opti-
mal method and is not applicable to the Lyα forest because any
map of the sky that took full advantage of the accuracy of the
source positions would have such high resolution and so few
pixels containing sources that it would not be practical. Some
effort has been made to develop a real-space lensing estimator
for the CMB (Bucher et al. 2012). Our method could be applied
to the CMB by treating each unmasked pixel as a source and it
would take into account window functions and inhomogeneous
noise in an optimal way. For the whole Planck map this might be
computationally onerous, but it is certainly possible for smaller
CMB surveys in its present form.
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Appendix A: Expansions
In this appendix are the details for several possible expansions
or parameterizations of the lensing potential.
Appendix A.1: Legendre expansion
The two dimensional Legendre expansion of the potential will
be
φ(θ) =
Nx∑
m=0
Ny∑
n=0
amnFnm(θ) (A.1)
where
Fnm(θ) = Pm(x)Pn((y) (A.2)
Pm(x) are the Legendre polynomials and
x ≡ 2 θ1 − θ
o
1
∆θx
− 1 y ≡ 2 θ2 − θ
o
2
∆θy
− 1 (A.3)
where (θo1, θ
o
2) are the coordinates of the lower left hand corner
of the reconstructed field. ∆θx and ∆θy are the width and height
of the field. All the sources are within this field.
The orthogonality relation for these polynomials results in
amn =
(2n + 1)(2m + 1)
4
∫ 1
−1
dx
∫ 1
−1
dy φ(x, y)Pm(x)Pn(y) (A.4)
The recursion relation
P0(x) = 1
P1(x) = x
Pn+1(x) = [(2n + 1)xPn(x) − nPn−1(x)] /(n + 1)
(A.5)
is used to calculate the value of the Pn(x) and the relation
d
dx
Pn(x) = P′n(x) =
n
(x2 − 1) [xPn(x) − Pn−1(x)] (A.6)
is used to calculate its derivative.
Using (A.9), the deflection is
α(θ) = ∇φ(θ) =
Nx∑
m=0
Ny∑
n=0
2amn
(
P′n(x)Pm(y)/∆θx
Pn(x)P′m(y)/∆θy
)
(A.7)
Some of the advantages of using the Legendre expansion are:
1) No periodic boundary conditions are not implicitly imposed,
2) Unlike bilinear interpolation from a gridded potential, the de-
flection field is always continuous, 3) Unlike all the previous
expansions, the degenerate constant and linear components of
the potential field are completely contained in three coefficients
, a00, a01 and a10, that can be easily removed.
Appendix A.2: Chebyshev expansion
The Chebyshev polynomials have the same advantages as the
Legendre polynomials as an expansion for the potential. They
generally have more structure near the boundaries for a limited
number of modes.
The Chebyshev polynomials of the first kind are given by the
recursion relation
T0(x) = 1
T1(x) = x
Tn+1(x) = 2xTn(x) − Tn−1(x)
(A.8)
for the range −1 ≤ x ≤ 1. The derivative of them is given by
d
dx
Tn(x) = nUn−1(x) (A.9)
where Un(x) are the Chebyshev polynomials of the second kind
are given by
U0(x) = 1
U1(x) = 2x
Un+1(x) = 2xUn(x) − Un−1(x)
(A.10)
The two dimensional Chebyshev expansion is defined like in
the Legendre case
φ(θ) =
Nx∑
m=0
Ny∑
n=0
amnFnm(θ) (A.11)
where
Fnm(θ) = Tm(x)Tn((y). (A.12)
Using (A.9), the deflection is
α(θ) = ∇φ(θ) =
Nx∑
m=0
Ny∑
n=0
2amn
(
mUm−1Tn/∆θx
nTmUn−1/∆θy
)
(A.13)
Using the orthogonality and normalization of these polyno-
mials we can find the coefficients given a potential field
amn = mn
∫ 1
−1
dx
∫ 1
−1
dy
φ(x, y)Tm(x)Tn(y)√
1 − x2 √1 − y2 (A.14)
i =
1
pi
×
{
1 i = 0
2 i > 0 (A.15)
As in the Legendre case, modes a00, a01 and a10 are not mea-
surable because they represent a constant potential and two lin-
ear, or constant deflection, components.
Appendix A.3: Discrete Fourier Transform
The potential field in the flat-sky approximation can be expanded
as a N1 × N2 pixel map φ[n1, n2], 0 ≤ ni ≤ Ni − 1, using the
Discrete Fourier Transform (DFT),
φ[n] =
N1−1∑
k1=0
N2−1∑
k2=0
φˆk e2pii k1n1/N1+2pii k2n2/N2 , (A.16)
where 0 ≤ n < N, 0 ≤ k < N are multi-indices, and φˆk are the
N1 × N2 complex-valued modes of the expansion. The discrete
field values correspond to the continuous field at the grid points
θn ≡ n∆, where ∆ is the pixel size of the discrete map. We can
interpolate the DFT (A.16) to obtain a continuous potential field
over the field of view,
φ(θ) =
N1−1∑
k1=0
N2−1∑
k2=0
φˆk ei θ·lk , (A.17)
where the frequencies lk = (lk1 , lk2 ) are chosen to produce a real-
valued interpolation,
lki ≡
2pi
Ni∆

ki , 2ki < Ni ,
ki − Ni , 2ki > Ni ,
0 , 2ki = Ni .
(A.18)
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Fig. A.1. The modes in a 8 × 8 (left) and 9 × 9 (right) DFT expansion.
Light shaded modes are excluded due to symmetry, dark shaded modes
are excluded due to vanishing frequency.
The gradient of the potential field expansion (A.17) is the DFT
deflection angle,
α(θ) =
N1−1∑
k1=0
N2−1∑
k2=0
i lk φˆk ei θ·lk . (A.19)
Inserting this into equation (19) yields the elements of matrix P
for the DFT,
Pi j,k ≡ 2 lk·∆θi j|∆θi j | sin
( lk·∆θi j
2
)
ei lk·θ¯i j Gi j , (A.20)
where ∆θi j ≡ θi − θ j and θ¯i j ≡ (θi + θ j)/2 are the difference and
average of positions θi, θ j, respectively.
As stated above, the DFT (A.17) contains N1×N2 modes φˆk.
However, not all are independent, since a real-valued field has a
symmetry in its Fourier transform,
φˆN−k = φˆ
∗
k , (A.21)
where the asterisk denotes complex conjugation. We can there-
fore only constrain roughly half of the modes in our reconstruc-
tion, which implicitly determines the other half. Making the cut
in k2, we exclude all modes with 2k2 > N2. The remaining modes
still contain the symmetry
φˆN1−k1,0 = φˆ
∗
k1,0 ,
φˆN1−k1,N2/2 = φˆ
∗
k1,N2/2 (N2 even) ,
(A.22)
so that we must further exclude 2k1 > N1 for k2 = 0 or 2k2 = N2.
Other modes cannot be constrained because their fre-
quency lk vanishes, so that they do not contribute to the deflec-
tion field (A.19). This is the case for the constant mode (0, 0),
which is intuitively clear, since the offset of a potential has no
physical meaning. However, we must also exclude (N1/2, 0),
(0,N2/2), (N1/2,N2/2) from the reconstruction if N1, N2, or both
are even, which follows directly from the definition (A.18) of the
frequencies.
Fig. A.1 shows an example of the mode selection for even
and odd image sizes. The modes that can be constrained in the
reconstruction form the truncated vector φˆ
′
. Note that all con-
strained modes have a symmetric partner, so our reconstruction
contains exactly half of all possible values for k that do not have
vanishing frequencies.
The fact that we have truncated the vector of modes φˆ → φˆ′
implies further changes to the reconstruction. We cannot simply
perform the estimation with a similarly truncated matrix P → P′,
since the reconstruction requires the full Pφˆ. However, the prod-
uct Pφˆ can be rewritten in terms of φˆ
′
and P′ using the symme-
try Pi j,N−k = P∗i j,k,
(Pφˆ)i j =
∑
all k
Pi j,k φˆk =
∑
half k
{
Pi j,k φˆk + Pi j,N−k φˆN−k
}
=
∑
half k
{
P′i j,k φˆ
′
k + (P
′
i j,k φˆ
′
k)
∗} , (A.23)
where the last equality now expresses everything in terms of the
truncated quantities. Expanding P′ and φˆ
′
into real and imagi-
nary parts P′ = R + iQ and φˆ
′
= u + i u, the relation is evidently
still linear in u and u,
(Pφˆ)i j =
∑
half k
{
2Ri j,k uk − 2Qi j,k vk} , (A.24)
Appendix A.4: In Spherical Coordinates
When the survey covers a significant proportion of the sky it
is necessary to reconstruct the lensing potential on the sphere.
This requires only a change in the P matrix first introduced in
equation 18. One approach to this problem is to expand the lens-
ing potential in spherical harmonics instead of discrete Fourier
modes as was done in section A.3.
To derive the expression for P we go back to the expression
for the lensed flux
δ(θ i) = δ (θ i −α(θi)) (A.25)
= δ(θ i) +α(θi) · ∇δ(θi) (A.26)
= δi +αi · ∇δi (A.27)
= δi +∇φi · ∇δi (A.28)
where∇ is the gradient with respect to angle. To first order in the
lensing potential the product of pixel values is
δ(θi)δ(θ j) = δiδ j + δ j
[∇iφi · ∇iδi] + δi [∇ jφ j · ∇ jδ j] (A.29)
Averaging over the ansamble of δ(θ i) fields gives
〈δ(θ i)δ(θ j)〉 = 〈δiδ j〉 +
[
∇iφi · ∇i〈δ jδi〉
]
+
[
∇ jφ j · ∇ j〈δiδ j〉
]
(A.30)
= ξi j +
[
∇iφi · ∇iξi j
]
+
[
∇ jφ j · ∇ jξi j
]
(A.31)
The potential will be expanded in spherical harmonics
φ(θ, φ) =
∞∑
`=0
∑`
m=−`
a`mYm` (θ, φ) (A.32)
so that the gradient of potential is
∇φ(θ, φ) =
∞∑
`=0
∑`
m=−`
a`mΨm` (θ, φ) (A.33)
where Ψm` (θ, φ) are the vector spherical harmonics.
Isotropy requires that the correlation function be a function
of only the angular separation between pixels, γi j, and their ra-
dial positions. The angular separation is given by
cos(γi j) = sin(θi) sin(θ j) cos
(
φi − φ j
)
+ cos(θi) cos(θ j). (A.34)
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The gradient of the correlation function with respect to the posi-
tion of point i is
∇iξi j = ∇iξ(γi j, ri, r j) = ∂ξi j
∂θi
θˆ +
1
sin θi
∂ξi j
∂φi
φˆ (A.35)
=
[
∂γi j
∂θi
θˆ +
1
sin θi
∂γi j
∂φi
φˆ
]
∂ξ(γ, ri, r j)
∂γ
(A.36)
= ∇iγi j ∂ξ(γ, ri, r j)
∂γ
(A.37)
Using this the P matrix can be calculated as
P`mi j =
[
∇iγi j ·Ψm` (θi, φi) +∇ jγi j ·Ψm` (θ j, φ j)
] ∂ξ(γ, ri, r j)
∂γ
(A.38)
We will make the approximation that pairs of points that are
correlated enough to contribute significantly to the potential es-
timate will be separated by a small angle (γ  pi). To a good
approximation we can take
∂ξ(γ, ri, r j)
∂γ
' D¯i j ∂ξ(r⊥, r‖)
∂r⊥
(A.39)
where D¯i j is the average comoving size distance to the pixels i
and j.
Appendix B: Lyα Forest Power spectrum
For the power spectrum of the Lyα flux we use the model of
McDonald (2003)
Plyα (k) = T 2(k, µ)Plin(k, z) (B.1)
where Plin(k, z) is the linear power spectrum of matter and
T 2(k, µ) = b2 f (µ)2E(k, µ) (B.2)
is a transfer function with
f (µ) = 1 + β µ2 (B.3)
E(k, µ) = exp
[(
k
knl
)anl
−
(
k
kp
)ap
−
(
k
kν
µ
)av]
(B.4)
kν = kνo
(
1 +
k
kνp
)aνp
(B.5)
µ = |k‖|/|k|. (B.6)
The f (µ) factor is a result of redshift distortion and E(k, µ) comes
from a combination of nonlinear structure formation, thermal
broadening and gas pressure effects.
In our simulations we use the following parameter values
knl = 6.77 hMpc−1 kp = 15.9 hMpc−1
kνp = 0.917 hMpc
−1 kνo = 0.819 hMpc
−1
anl = 0.55 ap = 2.12 av = 1.5 aνp = 0.528
b2 = 0.0173 β = 1.58
as suggested by McDonald (2003).
McDonald (2003) does not consider any evolution in the
transfer function with redshift. We evolve the power spectrum
only through the evolution in the linear power spectrum Plin(k, z)
according to the usual linear theory. A more sophisticated model
can be used in the future, but this seems adequate for the pur-
poses of this paper.
Fig. C.1. The factor I`(k) given in (C.11) for the power spectrum dis-
cussed in section B with Lpix = 1 Mpc.
Fig. C.2. The first five multipoles of the correlation function (C.10) as
a function of separation for the power spectrum discussed in section B
with Lpix = 1 Mpc. The dotted curves are where the functions are nega-
tive.
Appendix C: Calculating the Lyα correlation
function
We need to find the correlation function for pixels (or voxels)
that are very narrow in the directions perpendicular to the line-
of-sight but finite in length along the line-of-sight. The variation
in the relative flux within a pixel of comoving length Lpix, or a
frequency interval translated into a comoving length, will be
δ¯(x) =
1
Lpix
∫ Lpix/2
−Lpix/2
dx′δ(x − x′) (C.1)
=
∫
d3k
(2pi)3
δk jo
(
Lpixk‖
2
)
ei x·k (C.2)
where j`(x) are the spherical Bessel functions and δ(x) is the rel-
ative density fluctuation, not the delta function. The correlation
function is
ξ(s) ≡
〈
δ¯(x)δ¯(x + s)
〉
=
∫
d3k
(2pi)3
jo
(
Lpixk‖
2
)2
P(k) ei s·k (C.3)
=
∫
dk‖dk⊥
(2pi)2
k⊥ jo
(
Lpixk‖
2
)2
J0 (s⊥k⊥) P(k⊥, k‖) ei s‖k‖ (C.4)
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where J0(x) is the Bessel function of the first kind.
For calculating the correlation function it is useful to expand
it in Legendre polynomials (Hamilton 1993)
ξ(s, α) =
∑
`
ξ`(s)P`(cos(α)) (C.5)
where µ = s‖/|s| = cos(α) and
ξ`(s) =
(
2` + 1
2
) ∫ pi
0
dα sin(α)P`(cos(α))ξ(s, α) (C.6)
=
(
2` + 1
2
) ∫ 1
−1
dµ P`(µ)ξ(s, µ) (C.7)
Symmetry requires that ξ`(s) = 0 for odd `. Inserting (C.4) and
using the integral∫ pi
0
dθ sin(θ)P` (cos(θ)) Jo(sk⊥ sin(θ)) exp
(
isk‖ cos(θ)
)
= 2i`P` (cos(α)) j`(sk) (C.8)
(Neves et al. 2006; Cregg & Svedlindh 2007) gives
ξ`(s) = (−1)`/2 2` + 1(2pi)2
∫ ∞
0
dk k2 j`(sk)
×
∫ 1
−1
dµ jo
(
Lpixk
2
µ
)2
P`(µ)P(k, µ). ` even (C.9)
Substituting the Lyα power spectrum (B.1) gives
ξ`(s) =
∫ ∞
0
dk
(2pi)2
k2 j`(sk)Plin(k) I`(k) (C.10)
with
I`(k) = (−1)`/2(2` + 1)
∫ 1
−1
dµ jo
(
Lpixk
2
µ
)2
T 2(k, µ)P`(µ)
(C.11)
For small k the prefactor, T 2(k, µ), becomes independent of k
(E(k, µ) → 1) so I`(k) will be constant for large scales. The first
few I`(k) are shown in figure C.1 for the power spectrum dis-
cussed in section B. The first five non zero ξ`(s) are plotted in
figure C.2.
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