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Abstract
In our previous works (2012, 2013), we provided a finite list of properties characterizing all potential types
of quadratic birational transformations of a projective space into a factorial variety, whose base locus is
smooth and irreducible. However, some existence problems remained open. Among them one had to prove
that the image of a given transformation was factorial, but in two particular situations, even the mere exis-
tence of the transformation was left as an open problem. In this paper, we use computer algebra methods
to construct explicitly four examples of such transformations; two of them were among those for which it
was not known that the image was factorial, and the other two show the existence of the two above referred
transformations.
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1. Introduction
A birational transformation ϕ : Pn 99K Z ⊆ PN of a projective space into a nondegenerate,
linearly normal, factorial variety Z ⊆ PN is called special if its base locus B ⊂ Pn is smooth
and irreducible (here, a factorial variety is a variety all of whose local rings are UFD). In this
situation, one has that the support of the singular locus of Z is contained in the support of the base
locus of ϕ−1; we also always assume that this inclusion is strict, i.e. that Z is “not too singular”.
The special transformation ϕ is said to be of type (d1,d2) if ϕ and ϕ−1 are, respectively, defined
by linear subsystems of |OPn(d1)| and |OZ(d2)|; ϕ is a quadratic transformation if d1 = 2. The
case where Z ⊆ PN is a factorial complete intersection is particularly interesting, which, in a
sense, generalizes the classical notion of special Cremona transformations, that is Z = PN .
The study of special birational transformations with some fixed numerical invariants (for ex-
ample, when fixing the dimension of the base locus, or fixing the type) is a classical problem and
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often challenging. The first general results were obtained by Crauder and Katz (1989, see also
1991), who classified all special Cremona transformations whose base locus has dimension at
most two. Soon after, Ein and Shepherd-Barron (1989) classified special Cremona transforma-
tions of type (2,2) as those given by systems of quadrics through Severi varieties. More recently,
in the same spirit, we classified in (2012) special birational transformations of type (2,2) into
smooth quadric hypersurfaces as those given by systems of quadrics through hyperplane sections
of Severi varieties. This classification has been extended in two directions: by Alzati and Sierra
(2013) when the image Z is an LQEL-manifold, and by Li (2015) when Z is a smooth hypersur-
face. In a different direction, Alzati and Sierra (2012) extended the classification of Crauder and
Katz to the case when Z ⊆ PN is a prime Fano manifold. They have also obtained classification
results in the case when the dimension of the base locus is three, except that they have not treated
two cases: that of quadratic transformations of P8, and that of cubic transformations of P6; see
Alzati and Sierra (2012, Remark 9) and Crauder and Katz (1991, Corollary 1).
Motivated by this and some related partial results in Stagliano` (2012), we studied in (2013)
special quadratic transformations into factorial varieties with dimB ≤ 3. A finite list of all po-
tential cases was provided. The main difficulty was to deal with the case of transformations of P8
of type (2,d), d > 1, having a nondegenerate threefold as base locus; specially, it was difficult
to exhibit examples of these transformations. In some cases, we had an example of transfor-
mation, but we were not able to establish that the image was factorial, due to lack of explicit
equations. However, in two cases, even the mere existence of the transformation was left as an
open problem. These cases were the following:
(I) a special Cremona transformation of type (2,5)with base locus a threefold scroll of degree
12 over a rational surface Y with K2Y = 5;
(II) a special birational transformation of type (2,4) into a quadric hypersurface with base
locus a threefold scroll of degree 11 over the Hirzebruch surface F1.
In the latter case, the existence of such a scroll over F1 was known thanks to Alzati and Besana
(2010), but we did not know, for example, if it was cut out by quadrics.
By establishing the existence for case (I), one also solves classification problems about spe-
cial Cremona transformations. Indeed, besides a known example due to Hulek et al. (1992), the
transformation in (I) can be the only possible special quadratic Cremona transformation having
three-dimensional base locus. Furthermore, the special quadratic Cremona transformations hav-
ing three-dimensional base locus are the same as the special Cremona transformations of type
(2,5). Similarly, by establishing the existence for case (II), one solves classification problems
about transformations into hypersurfaces. See Subsection 3.3 for more details.
The main result of this paper, Theorem 3.1, states the existence of four linked special quadratic
birational transformations of P8 belonging to the aforementioned list in Stagliano` (2013). Two
of them are the sought examples (I) and (II), while the other two were already known, but with-
out knowing whether the image was factorial; we establish the factoriality for these cases (see
Subsection 3.3 and Table 1).
In the construction of one of the four transformations, incidentally we encounter an example
of “almost special” quadro-quadric Cremona transformation of P11; in Section 4 we study this
example in details. Inspired by this, we explicitly construct a quadro-quadric Cremona transfor-
mation of P20, which should be related to the rank 3 Jordan algebra considered by Pirio and
Russo (2013, Examples 5.8 and 5.11).
In order to construct all our examples of quadratic transformations, we proceed first to con-
struct a (candidate) restriction map ψ to a general linear subspace of a certain dimension, and
then we try to lift ψ via a birational map ψ˜ . In the cases in which we expect that the base locus
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is a threefold scroll over a surface, a well-known result of adjunction theory suggests a way to
cook up an explicit parameterization of a hyperplane section S of such a scroll; then we define
ψ by the linear system of quadrics passing through S. Once we have obtained a birational map
ψ , we proceed as follows. We first determine the ideal a of the image of ψ and the inverse map
ψ−1. Then, by combining the forms defining ψ−1 with some generators of a, we define a suitable
rational map that in some way resembles the inverse of the hypothetical map ψ˜ . We then attempt
to invert this map.
The main difficulty is that, working in characteristic zero and in large enough projective
spaces, our initial maps ψ’s already involve polynomials with huge coefficients and many terms.
But the general standard algorithms often yield massive amounts of data, even with rather simple
input data. So it is necessary to use some ad-hoc algorithms that allow to reduce the use of data
and calculation times. In Section 2, we describe these algorithms as well as some computational
tools, which allow us to prove rigorously why our (human unreadable) output data provide the
new examples of transformations.
All codes described in this paper are written and executed in MACAULAY2 (Grayson and
Stillman, 2014), and all the input and output files are located at http://goo.gl/eT4rCR (an
archive containing them all is also attached to the pdf version of this paper). The implementations
of the algorithms in Section 2 are contained in the file bir.m2.
2. Some computational methods for rational maps between projective spaces
In this section, we briefly describe the algorithms that we will use in the following.
2.1. Computing inverse map
The most important tool we need is an efficient way to compute inverses of birational maps
with source a projective space. For this, we compute the inverse of a birational map onto its
image, ϕ : Pn 99K Pm, using the algorithm described by Russo and Simis (2001); although their
approach is not general, it works for our examples. More explicitly, we use the following:
Algorithm 2.1 (invertBirationalMapRS).
Input: a row matrix F = (F0, . . . ,Fm) over the polynomial ring k[x0, . . . ,xn] of the source space,
representing the map ϕ , and an ideal a of the polynomial ring k[y0, . . . ,ym] of the target space,
representing the ideal of the image of ϕ .
Output: a row matrix G = (G0, . . . ,Gn) over the polynomial ring k[y0, . . . ,ym], representing (a
candidate for) a lifting to Pm of ϕ−1.
• Find generators {(L0, j, . . . ,Lm, j)} j=1,...,q for the module of linear syzygies of (F0, . . . ,Fm);
• compute the Jacobian matrixΘ of the biforms {∑mi=0 yi Li, j} j=1,...,q with respect to the variables
x0, . . . ,xn (note that all the entries ofΘ are linear forms lying in the ring k[y0, . . . ,ym]), and con-
sider the map of graded free modules (Θ mod a) : (k[y0, . . . ,ym]/a)n+1→ (k[y0, . . . ,ym]/a)q;
• return a generator G for the kernel of (Θ mod a), seeing it as a row matrix over k[y0, . . . ,ym].
While computing the inverse of a map ϕ as above requires non-trivial algorithms, checking
that a given map η : Pm 99K Pn is a lifting of the inverse map of ϕ is straightforward.
Algorithm 2.2 (isInverseMap).
Input: two row matrices representing the maps ϕ and η .
Output: boolean value according to the condition that η ◦ϕ coincides with the identity of Pn.
• Determine a row matrix (H0, . . . ,Hn) of forms defining the composition η ◦ϕ : Pn 99K Pn;
• put T = H0/x0, and return true if and only if (H0, . . . ,Hn) = (x0 T, . . . ,xn T ).
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2.2. Checking birationality
One can check the birationality of a given map without going through calculation of the
inverse map. This can be done via computing the degree. Indeed, if ϕ : Pn 99K Pm is a ra-
tional map defined by a linear system 〈F0, . . . ,Fm〉, we consider the corresponding affine map
ϕa :An+1→Am+1, and the induced ring map ϕ˜ : k[y0, . . . ,ym]→ k[x0, . . . ,xn]. If p⊂ k[x0, . . . ,xn]
is the homogeneous ideal of a (general) point p ∈ Pn, then we have that ϕ−1 (ϕ(p)) is the pro-
jectivized of the cone ϕa−1 (ϕa (V (p)))\V (F0, . . . ,Fm), and this is defined by the saturation ideal
ϕp :=
(
ϕ˜
(
ϕ˜−1(p)
))
: (F0, . . . ,Fm)
∞.
So we can compute the degree of ϕ by computing the degree and the dimension of V (ϕp)⊂ Pn.
That is, we have the following:
Algorithm 2.3 (degreeOfRationalMap). Probabilistic approach.
Input: row matrix representing a rational map ϕ : Pn 99K Pm.
Output: the degree of ϕ .
• Pick up a random point p =V (p) on Pn (i.e., take n random linear forms on Pn);
• compute the above defined ideal ϕp;
• if dimV (ϕp)> 0 return 0, else return degV (ϕp).
The strength of this algorithm is that MACAULAY2 computes quotient and saturation of ideals
generally without difficulty. The approach is probabilistic because we could not get the right
answer when p belongs to a certain closed subset C(Pn. One can get a non-probabilistic version,
by performing the computation with a generic (i.e., symbolic) point p, but this seems very slow.
Remark 2.4. Note that Algorithm 2.3 can be adapted in an obvious way to obtain a probabilistic
algorithm for the calculation of all projective degrees of a rational map, not only from a projective
space (for the definitions see Harris, 1992, Example 19.4). We have roughly implemented this
with the routine projectiveDegrees. A non-probabilistic (but more expensive) way to do this
is described by Aluffi (2003).
2.3. Computing ideal of the image
Another useful remark is that we can compute the ideal of the image of a rational map with
source a projective space, without going through calculation of the kernel of the corresponding
ring map, at least when we know that the ideal is generated in degree less than some small integer.
We can proceed as in the following:
Algorithm 2.5 (homogPartOfImage).
Input: the corresponding ring map of a rational map ϕ = [F0, . . . ,Fm] : Pn 99K Pm, and an
integer d.
Output: a basis of the vector space H0(Pm,I(d)), where I denotes the ideal sheaf of the image.
• Take a generic homogeneous degree d polynomial G(y0, . . . ,ym) = ∑|I|=d aIyI ;
• substitute the yi’s with the Fi’s, so obtaining a homogeneous polynomial G˜ in the ring of Pn,
which vanishes identically if and only if G lies in H0(Pm,I(d));
• solve the homogeneous linear system in the aI’s given by the coefficients of G˜, finding a basis
of solutions;
• return the homogeneous polynomials in y0, . . . ,ym corresponding to this basis, by reinterpret-
ing the elements of the basis as lists of coefficients of G.
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This method may turn out to be much faster than computing the kernel of the corresponding
ring map. This is for example the case for the maps of Theorem 3.1, see Subsection A.3.
2.4. Computing base locus of the inverse map
For birational maps, like those returned by Algorithm 2.1, we can determine the base locus
of the inverse map via a heuristic method, without computing the inverse map. Indeed, consider
the special case, the only one we are interested in, in which we have a rational map η : PN 99K
Pn defined by a linear system of hypersurfaces of degree d, and Z ⊂ PN is an n-dimensional
subvariety such that the restriction η |Z : Z 99K Pn is a birational map of type (d,2). If H ⊂ PN
is a general hyperplane, then the image of H ∩Z via η is a general member of the linear system
defining the inverse map ϕ =η |Z−1. Thus, by considering the images of N+1 general hyperplane
sections Hi∩Z ⊂ PN , i = 0, . . . ,N, we obtain N+1 quadric hypersurfaces Qi ⊂ Pn such that the
intersection
⋂N
i=0 Qi is the base locus B⊂ Pn of ϕ . Even better, one can compute just the images
of linear sections obtained by intersecting Z with general subspaces of higher codimension c> 1.
So, when c is not too high (more precisely, when c is less than the codimension of B), one
determines intersections
⋂c
j=1 Q j of c general members of the linear system defining ϕ and can
obtain B by intersecting them. These considerations yield the following:
Algorithm 2.6 (baseLocusOfInverseMap).
Input: an ideal representing the subvariety Z ⊂ PN , a ring map representing the rational map
η : PN 99K Pn, and a list of ideals representing a sufficiently large set of sufficiently general
linear subspaces of PN .
Output: an ideal, candidate to be the ideal of the base locus B of ϕ .
• For each given subspace L ⊂ PN compute a basis of H0(Pn,I(2)), where I denotes the ideal
sheaf of the image of the restriction map η |Z∩L : Z∩L 99K Pn (use Algorithm 2.5 if Z = PN);
• return the ideal generated by all these quadratic forms.
2.5. Checking smoothness of the base locus
We can check if a closed equidimensional subscheme V (I) ⊂ PnQ is smooth over Q (equiva-
lently, over the algebraic closure of Q) by reducing to prime characteristic.
More precisely, if I is generated by forms F0, . . . ,Fm ∈ Z[x0, . . . ,xn], consider the proper mor-
phism f : Proj(Z[x0, . . . ,xn]/I) → Spec(Z). From Chevalley’s upper semicontinuity theorem
(Dieudonne´ and Grothendieck, 1960–1967, IV 13.1.5), for all but finitely many closed points
p ∈ Spec(Z), we have dim f−1(p) = dim f−1(0), where 0 denotes the generic point of Spec(Z).
Let c = n− dim f−1(0) and denote by J ⊂ Z[x0, . . . ,xn] the ideal generated by all minors of or-
der c of the Jacobian matrix (∂Fi/∂x j)i, j together with the forms Fi’s. Again we have a proper
morphism g : Proj(Z[x0, . . . ,xn]/J)→ Spec(Z), and we have that dimg−1(0) = −1 if and only
if f−1(0) is a smooth scheme. So once again from Chevalley’s upper semicontinuity theorem,
it follows that if for some p ∈ Spec(Z) we have dimg−1(p) = −1, then we have this for all but
finitely many p ∈ Spec(Z), and f−1(0) is a smooth scheme.
Thus we have the following:
Algorithm 2.7 (isSmooth).
Input: an ideal I = (F0, . . . ,Fm)⊂ Z[x0, . . . ,xn] as above, and a prime number p.
Output: a boolean value according to the condition of being smooth for V (I)⊂ PnQ.
• Compute the codimension c of the scheme V (I) over Q;
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• replace I with (I mod p);
• compute the ideal J generated by all minors of order c of the Jacobian matrix (∂Fi/∂x j)i, j
together with the forms Fi’s;
• compute the codimension e of V (J) (as scheme over Z/(p));
• if e > n then return true, else (print a message with a suggestion to) choose another prime p.
Remark 2.8. With our implementation of Algorithm 2.7, we can pass the optional argument
Use=>Sage to transfer the computation to the software system Sage (Stein and others, 2015),
because it seems that the latter is much faster to perform this type of computations. We also pass
the prime p via the optional argument reduceToChar=>p.
2.6. Checking irreducibility of the base locus
All our objects will be defined over the rational field Q, 2 where we can do the exact cal-
culations, but we will be interested in their properties over the complex field C. Of course, the
property of irreducibility does not transfer fromQ toC. However, one can check if a smooth sub-
scheme X ⊂ PnQ is irreducible over C, by computing the number of connected components over
the algebraic closure ofQ, that is the dimension overQ of H0(X ,OX ). Fortunately, MACAULAY2
is well able to perform these calculations, thereby making trivial the implementation of the fol-
lowing:
Algorithm 2.9 (numberConnectedComponents).
Input: homogeneous ideal I of, for example, a smooth subscheme X ⊂ Pn over Q;
Output: the number of connected components of X over Q.
• Compute the Q-vector space H0(X ,OX ) and return its dimension.
2.7. Checking factoriality of the image
For the special birational transformations we consider in this paper, checking that the image
of the transformation is a factorial variety is reduced to a simple computational verification.
Indeed, from Grothendieck’s parafactoriality theorem (see Grothendieck, 1968, XI, 3.14), an n-
dimensional local complete intersection is factorial whenever the dimension of its singular locus
is less than n−3. Of course, complete intersections are also local complete intersections.
Furthermore, it is worth observing that cones over Grassmannians (embedded by their Plu¨cker
embedding) are always factorial varieties. This follows from the following more general result.
Proposition 2.10. Let Z ⊂ Pn be a smooth projectively normal variety with PicZ ' Z〈OZ(1)〉.
Denote by Zi ⊂ Pn+i+1 the cone over Z of vertex a linear space Li ⊂ Pn+i+1 \Pn of dimension i
(Z = Z−1); in other words, Zi is the classical projective cone over Zi−1 ⊂ Pn+i in Pn+i+1. Then
Zi is a factorial variety.
Proof. (See also Hartshorne, 1977, Exercise II 6.3). Denote by S(Z) and S(Zi) the homogeneous
coordinate rings of, respectively, Z and Zi. The conditions on Z imply the fact that S(Z) is a UFD.
Since S(Zi) is isomorphic to the polynomial ring in one variable with coefficients in S(Zi−1), we
see by induction that, for every i, S(Zi) is a UFD. Now let p ∈ Zi and let Op,Zi denote the local
ring of p on Zi. If p /∈ Li, then p is a smooth point of Zi and soOp,Zi is a UFD. If p∈ Li, thenOp,Zi
is isomorphic to the localization of S(Zi−1) at the maximal ideal generated by all homogeneous
elements of positive degree, and so, again, it is a UFD. 2
2 Actually, all our objects will be defined over Z, and one may think them defined over Z/(p), where p is a prime.
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3. Transformations coming from threefold scrolls over surfaces
In this section we prove our main result:
Theorem 3.1. Let j= 0,1,2,3. There exists a special birational transformation ϕ j of type (2,2+
j) from P8 into a factorial complete intersection of 3− j quadrics in P11− j, whose base locus is
a linearly normal threefold scroll B j = PY j(E j) ⊂ P8 of degree 9+ j and sectional genus 3+ j
over a surface Yj, where Y0 = P2, Y1 = Q2 is the quadric surface, Y2 = F1 is the Hirzebruch
surface, and Y3 is a rational surface with K2 = 5.
We prove Theorem 3.1 providing an algorithm producing the explicit rational maps ϕ j’s, and
then we will can show everything reducing to computational verifications. The algorithm has
been implemented in MACAULAY2, dividing the input code into three files, INPUT1, INPUT2,
INPUT3, together with the file named bir.m2. From each input it comes out a respective output
file and the final, named equationsOfBj.m2, contains the maps, the inverses, and the equations
of the images.
3.1. Construction of the transformations
3.1.1. Construction of restriction maps
In this subsubsection, we describe the algorithm implemented in the file INPUT1, which de-
termines the equations of smooth surfaces, good candidates to be general hyperplane sections
of the desired scrolls. In other words, we describe how to construct, for j = 0,1,2,3, a smooth
surface S j ⊂ P7 of degree 9+ j and cut out by 12− j quadrics. Running this code on our machine
requires a few minutes.
To begin with, we recall the following well-known result of adjunction theory (see for example
Beltrametti and Sommese, 1995).
Fact 3.2. Let X = PY (E ) be a projective smooth threefold, embedded as a linear scroll over
a smooth surface Y , where E is a rank 2 vector bundle on Y , and let p : X → Y denote the
structural morphism. If S is a smooth hyperplane section of X, then the restriction p|S of p to S
is the reduction map of (S,H|S) to (Y,detE ), where detE is very ample and the number of points
blown up by p|S is c2(E ).
From this it follows that if the scrollB j =PY j(E j)⊂P8 in the statement of Theorem 3.1 exists,
then the surface Yj is embedded in P7+c2(E j) by detE j as a surface of degree 9+ j+ c2(E j), and
it is the reduction of the general hyperplane section S j ⊂ P7 of B j. But one can also deduce that,
putting s j = c2(E j), necessarily we must have s0 = 7, s1 = 8, s2 = 10, s3 = 8; so we do not have
much choice for the embedding of Yj and construct one of its parameterizations ν j as follows:
• For j = 0, we simply take the 4-tuple embedding ν0 of P2 in P14 as a surface of degree 16.
• For j= 1, we take a parameterization of a smooth quadric surface P2 99KQ2⊂P3 and compose
it with the 3-tuple embedding of P3 in P19; so we obtain a birational map ν1 : P2 99K P19
parameterizing a surface of degree 18 in P15 ⊂ P19.
• For j = 2, we take a parameterization ν2 : P2 99K P17 of the Hirzebruch surface F1 embedded
in P17 by 3C0 + 5 f as a surface of degree 21; this is given by the linear system of all quintic
curves containing a triple point in P2.
• For j = 3, we take a parameterization of the del Pezzo surface of degree 5 in P5, which is
given by the linear system of cubic curves passing through 4 points in general position in
P2, and compose it with the 2-tuple embedding of P5 in P20; so we obtain a birational map
ν3 : P2 99K P20 parameterizing a surface of degree 20 in P15 ⊂ P20.
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The next step is to project these surfaces from s j sufficiently general points. That is, for j =
0,1,2,3, we consider the composition of the parameterization ν j with a sequence of s j general
inner projections. Equivalently, we pick up s j general points p1j , . . . , p
s j
j on the source space of
ν j and compose ν j with the restriction to Yj ⊂ P7+s j of the projection from the linear span
〈ν j(p1j), . . . ,ν j(p
s j
j )〉 ⊂ P7+s j . Once this is done, we obtain a map ψ j : P2 99K P7 and determine
its image S j ⊂ P7. If the picked up points p1j , . . . , p
s j
j were sufficiently general, we now have a
smooth (irreducible) surface S j ⊂ P7 of degree 9+ j, sectional genus 3+ j, and cut out by 12− j
quadrics. This is easily verifiable if one uses Algorithm 2.7 for the smoothness condition.
As different choices of points p1j , . . . , p
s j
j yield in general different S j’s, we have chosen them
in order to obtain, as far as possible, more manageable coefficients in the equations of S j. The
ideals of our four S j’s are stored in the file equationsOfSj.m2,
3.1.2. Inverses of the restriction maps
Now, for each j = 0,1,2,3, consider the rational map ϕ ′j : P7 99K P11− j defined by the linear
system of quadrics passing through S j ⊂ P7. Using Algorithm 2.3, anyone can easily convince
himself that ϕ ′j is birational onto its image, but we now determine the explicit inverse map. This
is implemented in the file INPUT2, and running this code on our machine requires about 17 hours.
First of all, we must determine the ideal of the image of ϕ ′j. We note that if ϕ ′j is really what
we expect, i.e. the restriction to a general P7 ⊂ P8 of the map ϕ j in the statement of Theorem 3.1,
then the image of ϕ ′j must be a (complete) intersection Z j∩D j ⊂P11− j of a complete intersection
Z j of 3− j quadrics (i.e. the image of ϕ j) and a hypersurface D j of degree 2+ j. So, we are only
interested in finding generators for the ideal of the image of ϕ ′j of degree ≤ 2+ j. For this, one
can use Algorithm 2.5; however, when j = 2,3, it requires a lot of memory usage, and we opt to
compute the kernel of the corresponding ring map of ϕ ′j (this is the most expensive part of the
whole process). Having done this, we see that the achieved subscheme of P11− j is the expected
complete intersection Z j ∩D j ⊂ P11− j, and can now apply Algorithm 2.1 in order to determine
the inverse of ϕ ′j. It returns 8 forms on P11− j of degree 2+ j, and we define the rational map
η j : Z j 99K P8 given by the linear system generated by these 8 forms together with the form
defining D j. We have stored our data Z j and η j in the file inversesOfRestrictions.m2.
3.1.3. Liftings of the restriction maps
In this subsubsection, we describe the algorithm implemented in the last input file, INPUT3,
which has the only purpose of determining (at least modulo projective transformations) the in-
verse map ϕ j of η j, for j = 0,1,2,3. Running this code on our machine requires about 16 hours.
We proceed by discussing the cases according to the values of j.
For j = 3, we compute the inverse of η3 via Algorithm 2.1. One may also do this via Algo-
rithm 2.6. Indeed the quadratic forms generating the ideal returned by Algorithm 2.6 define a map
φ : P8 99K P8 such that φ ◦η3 is a projective transformation, and one can compute (φ ◦η3)−1 ◦φ .
For j = 2, we reduce the problem to that of determining the inverse of a Cremona transforma-
tion β of P8 of type (8,2). This is done by parameterizing the quadric hypersurface Z2 with a
birational transformation ρ of type (2,1) of P8; the map ρ is nothing more than the inverse of the
projection map of Z2 from one of its smooth points. Now, inverting β still seems very difficult
(even with Algorithm 2.1), but we can nevertheless determine the base locus of the inverse map
of β by using Algorithm 2.6 (which calls Algorithm 2.5). So, we obtain a map α : P8 99K P8
such that α ◦ β is a projective transformation. At this point, if α ◦ β is not the identity map,
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we compute its inverse and replace α with (α ◦β )−1 ◦α . Finally, we compute the composition
ϕ2 : P8 99K Z2 ⊂ P9 of the map α with the parameterization ρ of the quadric Z2. One also see
that the base locus of the Cremona transformation α is the union of the base locus of ϕ2 with a
simple point.
For j = 1, we use Algorithm 2.6 in order to compute a rational map ϕ1 : P8 99K P10 with the
same base locus of η−11 , but different from it. Once this is done, we can determine the image and
the inverse of ϕ1 (i.e. we correct Z1 and η1), by using Algorithms 2.1 and 2.5.
Finally, the case when j = 0 is very special and can be obtained, for example, as follows.
Consider the rational map η˜0 : P11 99K P11 defined by the linear system generated by the 9
quadrics defining η0 and the 3 quadrics defining Z0. It turns out that η˜0 is a quadro-quadric
Cremona transformation, and its inverse extends the map ψ0 : P7 99K P11 to a map of P11. Thus
we take ϕ0 to be the restriction to a general P8 ⊂ P11 of η˜0−1.
3.2. Proof of Theorem 3.1
We now must check that the above constructed rational maps ϕ j (whose data are stored in the
file equationsOfBj.m2) provide the sought transformations. From the main result of Stagliano`
(2013), one immediately sees that the statement of Theorem 3.1 is equivalent to the following:
For j = 0,1,2,3, there exists a special quadratic birational transformation from P8 into a facto-
rial complete intersection of 3− j quadrics in P11− j, whose base locus is a threefold of degree
9+ j. Moreover, a complete intersection of 3− j quadrics in P11− j is automatically factorial
whenever its singular locus has dimension at most 4 (see Subsection 2.7). Now the proof is
completely reduced to computational verifications; see Appendix A for more details.
3.3. Applications
Here we list consequences of Theorem 3.1 related to the problem of classification of special
birational transformations.
3.3.1. Case j = 3
From Theorem 3.1, it follows the existence of a linearly normal threefold embedded in P8 as a
linear scroll of degree 12 over a rational surface Y with K2Y = 5. As a consequence (see Stagliano`,
2013, Theorem 7.1), we deduce that there are exactly two types of special quadratic Cremona
transformations having three-dimensional base locus. In the other example, due to Hulek et al.
(1992), the base locus is given by an internal projection in P8 of a general three-dimensional
linear section G(1,5)∩P9 ⊂ P9 of G(1,5)⊂ P14. Furthermore, from results in Russo (2009), it
follows immediately that these two transformations are also the only special Cremona transfor-
mations of type (2,5). See cases with a = 0 in Table 1.
3.3.2. Case j = 2
The existence of a threefold embedded in P8 as a linear scroll of degree 11 over the sur-
face F1 has been established by Alzati and Besana (2010, see also (Besana et al., 2013)). From
Theorem 3.1, we also see that such a scroll is cut out by quadrics. This is already sufficient to
imply the existence of a quadratic birational map from P8 into a quadric Q8 of P9 (see Stagliano`,
2013, Example 6.14); but, again from Theorem 3.1, we see that there exists such an example
with Q8 ⊂ P9 factorial. In particular, we have solved the open problem left in Stagliano` (2012,
Section 7). That is, we can say that there are, exactly, four types of special birational transfor-
mations of type (2,d), d > 1, into a factorial hypersurface and whose base locus has dimension
three; these are the cases with a = 1 in Table 1. (For the description of the transformations of
type (2,1) into a hypersurface, see e.g. Stagliano` (2012, Section 3).)
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3.3.3. Cases j = 0 and j = 1
The existence of a threefold embedded in P8 as a linear scroll of degree 9 over P2, as well
as of degree 10 over the quadric surface, has been established by Fania and Livorni (1997). In
these cases, one can also deduce directly that they are cut out by quadrics and that give birational
maps (see Stagliano`, 2013, Examples 6.16 and 6.17). From Theorem 3.1, we see that there exist
such maps with factorial image. In particular, the existence of the example in the case j = 1,
together with Remark 3.3, establishes the effectiveness of the list of potential special birational
transformations of type (2,3) into a factorial del Pezzo variety, which is obtained in Stagliano`
(2013, Corollary 7.2); there are exactly three types of such transformations and correspond to the
three cases with d = 3 in Table 1.
3.3.4. Summary table
For the convenience of the reader, we summarize in Table 1 the list of the special birational
transformations ϕ : Pn 99K Z ⊆ Pn+a of type (2,d), with d > 1, and whose base locus B has
dimension 3. For details and the complete list when dimB≤ 3 and including the case when d = 1,
see Stagliano` (2013, Theorem 7.1). Notation: in the Table, we denote by Qm an m-dimensional
quadric hypersurface and by Qm1 ∩ ·· · ∩Qms a complete intersection of s m-dimensional quadric
hypersurfaces; λ and g respectively denote degree and sectional genus of B.
n a λ g Abstract structure of B d Z Existence
7 1 6 1 Hyperplane section of P2×P2 ⊂ P8 2 Q7 yes
8 0 12 6 Scroll over rational surf. with K2 = 5 5 P8 yes ( j = 3 in Thm. 3.1)
8 0 13 8 Blow-up of a Mukai variety at a point 5 P8 yes (Hulek et al., 1992)
8 1 11 5 Blow-up of Q3 at 5 points 3 cubic hyp. yes (Stagliano`, 2012)
8 1 11 5 Scroll over F1 4 Q8 yes ( j = 2 in Thm. 3.1)
8 1 12 7 Linear section of the spin. S10 ⊂ P15 4 Q8 yes
8 2 10 4 Scroll over Q2 3 Q91∩Q92 yes ( j = 1 in Thm. 3.1)
8 3 9 3 Scroll over P2 2 Q101 ∩Q102 ∩Q103 yes ( j = 0 in Thm. 3.1)
8 3 9 3 Quadric fibration over P1 3 (*) yes (Remark 3.3)
8 4 8 2 Hyperplane section of P1×Q3 2 (**) ? (yes if Z is factorial)
8 6 6 0 Rational normal scroll 2 G(1,5) yes
Table 1. All the special birational transformations Pn 99K Z⊆Pn+a of type (2,d)with d > 1 and dimB= 3.
(*): Z is the cone in P11 overG(1,4)⊂ P9; (**): Z is a quadric section of the cone in P12 overG(1,4)⊂ P9.
Remark 3.3. The third last case in Table 1 is of a special birational transformation ϕ : P8 99K
Z ⊂ P11 of type (2,3) whose base locus is a quadric fibration of degree 9. Such a transformation
exists (see Stagliano`, 2013, Example 6.17), and Z is the cone in P11 over the Grassmannian
G(1,4) ⊂ P9 ⊂ P11 of vertex a line L ⊂ P11 \P9. We now deduce that Z is a factorial variety
from Proposition 2.10.
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4. Two examples of quadro-quadric Cremona transformations
In this section, we apply again the algorithms described in Section 2 to obtain two explicit
examples of Cremona transformations of type (2,2). Their appropriate restrictions yield ex-
plicit examples of special birational transformations of type (2,2) into complete intersections
of quadrics. The code here used is contained in the file cremona22-input.m2.
4.1. A Cremona transformation of P11
We have already encountered this example in the discussion of the case j = 0 in Subsubsec-
tion 3.1.3. We return to the construction in more details and slightly simplifying the equations.
Consider the setΛ of the 7 points in P2: [1,0,0], [0,1,0], [0,0,1], [1,1,0], [1,0,1], [0,1,1], [1,1,1].
The saturate ideal ofΛ is generated by 3 cubics and dim |IΛ⊂P2(4)|= 7. The image Y ⊂P7 of the
rational map ϕ = ϕ|IΛ⊂P2 (4)| : P
2 99K P7 is a smooth surface of degree 9, and its saturated ideal
is generated by 12 quadrics. These 12 quadrics define a special birational map ψ : P7 99K P11 of
type (2,2) into a complete intersection of 4 quadrics. We then consider the 8 quadrics defining
ψ−1 together to the 4 quadrics defining ψ(P7). These 12 quadrics give a Cremona transformation
of P11. Explicitly, there is a Cremona transformation ω : P11 99K P11 given by:
x6 x10− x5 x11, x1 x10− x4 x10+ x3 x11, x6 x8− x2 x11, x5 x8− x2 x10,
x3 x8− x0 x10, x1 x8− x4 x8+ x0 x11, x6 x7− x1 x9+ x4 x9− x4 x11, x5 x7+ x3 x9− x4 x10,
x2 x7− x4 x8+ x0 x9, x1 x5− x4 x5+ x3 x6, x2 x3− x0 x5, x1 x2− x2 x4+ x0 x6.
(4.1)
The inverse ω−1 is given by:
−x5 x10+ x4 x11, x5 x9− x8 x9+ x6 x10− x1 x11+ x7 x11, x2 x10+ x3 x11, x4 x9− x1 x10,
−x8 x9+ x6 x10+ x7 x11, x3 x9+ x0 x10, x2 x9− x0 x11, x4 x6+ x5 x7− x1 x8,
x2 x4+ x3 x5, −x3 x6+ x2 x7− x0 x8, x1 x3+ x0 x4, x1 x2− x0 x5.
(4.2)
The base locus X of ω has dimension 6, degree 9, and Hilbert polynomial
P(t) = 3
(
t+4
4
)
−11
(
t+5
5
)
+9
(
t+6
6
)
.
The support of the singular locus of X is a linear space of dimension 2. Moreover, X is absolutely
irreducible. Indeed, we can obtain a birational map γ : P6 99K X ⊂ P11 of type (2,1), imitating a
known construction for smooth Severi varieties (that is, a smooth Severi variety S can be param-
eterized by the inverse of the restriction to S of the linear projection from the linear span of the
general entry locus; see Zak, 1993, Theorem 2.4(f)).
4.2. A Cremona transformation of P20
Similarly to the previous construction, we now construct an example of Cremona transforma-
tion of P20. Let E ⊂ P7 ⊂ P8 be a degenerate 3-dimensional Edge variety of degree 7; namely,
E is the residual intersection of P1×P3 ⊂ P7 with a general quadric in P7 containing one of the
P3’s of the rulings of P1×P3 ⊂ P7. Denoting by t0, . . . , t8 homogeneous coordinates on P8, we
can take P7 ⊂ P8 to be the hyperplane defined by t8, and E ⊂ P7 to be defined by the following
8 quadratic forms (see Stagliano`, 2012, Example 5.2):
−t1 t4+ t0 t5, −t2 t4+ t0 t6, −t3 t4+ t0 t7, −t2 t5+ t1 t6, −t3 t5+ t1 t7, −t3 t6+ t2 t7,
t20 + t
2
2 + t
2
3 + t1 t5+ t1 t6+ t0 t7, t0 t4+ t
2
5 + t2 t6+ t5 t6+ t3 t7+ t4 t7.
(4.3)
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Now, consider the birational map ϕ : P8 99K Y ⊂ P16 of type (2,1) defined by the linear system
|IE⊂P8(2)|; namely, ϕ is defined by the quadrics in (4.3) together to the monomials t0t8, . . . , t28 .
The image Y of ϕ is an irreducible variety of degree 33, and its saturated ideal is generated by 21
quadrics. We then consider the rational map ψ : P16 99K Z ⊂ P20 defined by these 21 quadrics,
where Z denotes its image. Here the calculations become much more arduous, and we are unable
to determine the ideal of Z. However, via Algorithm 2.5, one can determine the ideal generated
by all quadrics containing Z, and then to see that it is generated by 4 quadrics. Now, applying
Algorithm 2.1, by passing as input ψ and the ideal generated by these 4 quadrics, one obtains
(after several hours) that ψ is birational with inverse defined by quadrics. Finally, by taking
together the 17 quadrics defining ψ−1, and the 4 independent quadrics containing Z ⊂ P20, we
obtain a Cremona transformation ω : P20 99K P20, explicitly given by:
x10 x15− x9 x16+ x6 x20, x10 x14− x8 x16+ x5 x20, x9 x14− x8 x15+ x4 x20,
x6 x14− x5 x15+ x4 x16, x11 x13− x16 x17+ x15 x18− x14 x19+ x12 x20,
x3 x13− x10 x17+ x9 x18− x8 x19+ x7 x20, x10 x12− x2 x13− x7 x16− x6 x18+ x5 x19,
x9 x12− x1 x13− x7 x15− x6 x17+ x4 x19, x8 x12− x0 x13− x7 x14− x5 x17+ x4 x18,
x10 x11− x3 x16+ x2 x20, x9 x11− x3 x15+ x1 x20, x8 x11− x3 x14+ x0 x20,
x7 x11− x3 x12+ x2 x17− x1 x18+ x0 x19, x6 x11− x2 x15+ x1 x16, x5 x11− x2 x14+ x0 x16,
x4 x11− x1 x14+ x0 x15, x6 x8− x5 x9+ x4 x10, x3 x6− x2 x9+ x1 x10,
x3 x5− x2 x8+ x0 x10, x3 x4− x1 x8+ x0 x9, x2 x4− x1 x5+ x0 x6.
(4.4)
The inverse ω−1 is given by:
−x15 x18+ x14 x19− x11 x20, −x15 x17+ x13 x19− x10 x20, −x14 x17+ x13 x18− x9 x20,
−x11 x17+ x10 x18− x9 x19, −x15 x16+ x3 x19− x2 x20, −x14 x16+ x3 x18− x1 x20,
−x13 x16+ x3 x17− x0 x20, −x12 x16− x8 x17+ x7 x18− x6 x19− x5 x20,
−x11 x16+ x2 x18− x1 x19, −x10 x16+ x2 x17− x0 x19, −x9 x16+ x1 x17− x0 x18,
−x11 x13+ x10 x14− x9 x15, −x3 x12− x8 x13+ x7 x14− x6 x15− x4 x20,
x3 x5+ x2 x6− x1 x7+ x0 x8− x4 x16, −x3 x11+ x2 x14− x1 x15,
−x3 x10+ x2 x13− x0 x15, −x3 x9+ x1 x13− x0 x14,
−x8 x10+ x7 x11− x2 x12+ x5 x15− x4 x19, −x8 x9+ x6 x11− x1 x12+ x5 x14− x4 x18,
−x7 x9+ x6 x10− x0 x12+ x5 x13− x4 x17, −x2 x9+ x1 x10− x0 x11.
(4.5)
The base locus X of ω has dimension 12, degree 33, and Hilbert polynomial
P(t) =
(
t+8
8
)
−12
(
t+9
9
)
+45
(
t+10
10
)
−66
(
t+11
11
)
+33
(
t+12
12
)
.
As in the case of Subsection 4.1, we can obtain a parameterization of X with a birational map γ :
P12 99KX ⊂P20 of type (2,1); one of these parameterizations is stored in the file cremona22.m2.
In particular, X is absolutely irreducible. We are not able to determine the singular locus of X ,
but one can see that the vertex of the secant variety of X is a linear space of dimension 5, and it
is contained in the singular locus of X .
4.3. Some remarks about related open problems
After the classification results on special quadro-quadric birational transformations, into a
projective space (Ein and Shepherd-Barron, 1989), and into a quadric hypersurface (Stagliano`,
2012), one can consider the possible next problem of classifying special quadro-quadric bira-
tional transformations ϕ :Pn 99K Z⊂Pn+c into (factorial) complete intersections of c≥ 2 quadric
hypersurfaces. Using general results about special birational transformations, and results of the
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theory of (L)QEL-manifolds contained in (Russo, 2009; Ionescu and Russo, 2010), one can eas-
ily deduce that, for 2≤ c≤ 5, putting r = dimB the dimension of the base locus B of ϕ , one of
the following cases holds:
(i) r = 2, n = 6, c = 2;
(ii) r = 3, n = 8, c = 3;
(iii) r = 8− c, n = 14− c, c≤ 4, and if c≤ 3, then B is a prime Fano manifold of coindex 3;
(iv) r = 5, n = 12, c = 5;
(v) r = 12− c, n = 20− c, B is a prime Fano manifold of coindex 4;
(vi) r = 16− c, n = 26− c, B is a prime Fano manifold of coindex 5.
In the cases (i) and (ii), since r ≤ 3, we apply the results of Stagliano` (2013); so we deduce
that, in case (i), B is a linear section of P2×P2 ⊂ P8, and in case (ii), B is a threefold scroll of
degree 9 over P2. In case (iii) with c ≤ 3, by applying results of Mukai (1989), we see that B
is a linear section of G(1,5) ⊂ P14. In cases (v) and (vi), using the same argument of Stagliano`
(2012, Proposition 4.4(3)), we can determine the Hilbert polynomial of B, and so we see that it
is, respectively, as that of a general linear section of the scheme defined by (4.4), and as that of
a general linear section of E6 ⊂ P26; in particular degB is, respectively, 33 and 78. Finally, case
(v) with c = 2 is excluded from the main results in (Mok, 2008; Russo, 2009). Summarizing, in
particular, we have the following:
Proposition 4.1. Keeping notation as above, if 0 ≤ c ≤ 3, then B has the same Hilbert poly-
nomial as a general c-codimensional linear section of the base locus of one of the following
quadro-quadric Cremona transformations:
(a) one of the four special quadro-quadric Cremona transformations;
(b) one of the two transformations defined by (4.1) and (4.4) (here c = 3).
A. Computational details for the proof of Theorem 3.1
In this appendix, we explain how one can deduce Theorem 3.1 from the data of the file
equationsOfBj.m2, which contains the output of the procedure described in Subsection 3.1.
Loading this file in MACAULAY2 produces several groups of variables indexed by an integer
j from 0 to 3:
• phi_j is a ring map corresponding to a quadratic rational map ϕ j : P8 99K P11− j;
• idealB_j is simply defined as the ideal of the base locus of ϕ j;
• Z_j is the ideal of a complete intersection Z j ⊆ P11− j of 3− j quadrics;
• eta_j is a ring map corresponding to a rational map η j : P11− j 99K P8 defined by forms of
degree 2+ j.
In order to give a glimpse of what this file contains, we show the number of characters for writing
the main data:
i1 : load "equationsOfBj.m2"
i2 : -- number characters for writing phi_j
for j to 3 list # toString phi_j
o2 = {1668, 16044, 18880, 26486}
i3 : -- number characters for writing eta_j
for j to 3 list # toString eta_j
o3 = {1231, 160297, 1409699, 1702444}
It is quite standard and fast to check that idealB_j is the saturated homogeneous ideal of a
threefold B j ⊂ P8 of degree 9+ j, as well as computing the dimension of the singular locus of
Z j, and so to see that Z j is factorial. Further, using a tool like topComponents, one sees that B j
is equidimensional. We conclude by checking that ϕ j is birational, B j is smooth and absolutely
connected, and the image of ϕ j is Z j.
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A.1. Birationality of ϕ j
We see that ϕ j is birational, by checking that η j is a lifting to P11− j of the inverse of ϕ j, i.e.
that η j ◦ϕ j coincides, as a rational map, with the identity of P8 (Algorithm 2.2):
i4 : load "bir.m2";
i5 : for j to 3 list time isInverseMap(matrix phi_j,matrix eta_j)
-- used 0.0944848 seconds
-- used 78.4827 seconds
-- used 1878.9 seconds
-- used 31155.8 seconds
o5 = {true, true, true, true}
By the way of illustration, we use Algorithm 2.3 to check again birationality:
i6 : for j to 3 list time degreeOfRationalMap(matrix phi_j)
-- used 0.212941 seconds
-- used 0.47604 seconds
-- used 0.790374 seconds
-- used 2.23214 seconds
o6 = {1, 1, 1, 1}
Further, we determine all the projective degrees of ϕ j (see Remark 2.4):
i7 : time projectiveDegrees(matrix phi_0,ideal ringP8)
-- used 697.504 seconds
o7 = {8, 16, 23, 23, 16, 8, 4, 2, 1}
i8 : time projectiveDegrees(matrix phi_1,ideal ringP8)
-- used 2209.8 seconds
o8 = {4, 12, 20, 22, 16, 8, 4, 2, 1}
i9 : time projectiveDegrees(matrix phi_2,ideal ringP8)
-- used 10434.6 seconds
o9 = {2, 8, 17, 21, 16, 8, 4, 2, 1}
i10 : time projectiveDegrees(matrix phi_3,ideal ringP8)
-- used 3477.02 seconds
o10 = {1, 5, 14, 20, 16, 8, 4, 2, 1}
A.2. Regularity of B j
We check the absolute connection of B j using Algorithm 2.9:
i11 : for j to 3 list time numberConnectedComponents idealB_j
-- used 1.08971 seconds
-- used 60.295 seconds
-- used 290.407 seconds
-- used 12015.7 seconds
o11 = {1, 1, 1, 1}
Now, in order to prove that the scheme B j is smooth, it is sufficient to show that it is smooth as a
scheme over Z/(p), where p is some prime that does not produce a lowering of the codimension
(see Subsection 2.5). A good prime that we can take is for example 113, and this is verifiable
through Sage in a few minutes:
i12 : for j to 3 list isSmooth(idealB_j,reduceToChar=>113,Use=>Sage)
o12 = {true, true, true, true}
Alternately, we have also provided the file Bjs.sage, which contains the definitions of the
schemes B j’s in the Sage language. So we can check the smoothness of the B j’s by using
directly Sage (for instance j = 3):
sage: kk=GF(113);
sage: load(’Bjs.sage’)
sage: SingB3=B3.intersection(P8.subscheme(jacobian(eqsB3,varsP8).minors(5)));
sage: SingB3.dimension()
-1
sage: exit
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Exiting Sage (CPU time 1m47.59s, Wall time 2m14.86s).
A.3. Image of ϕ j
Finally, we compute the image of ϕ j. Running the following code also shows how Algo-
rithm 2.5 turns out to be much faster than computing the kernel of the ring map phi_j.
i13 : time Z0 = homogPartOfImage(phi_0,2);
-- used 3.93689 seconds
i14 : time Z0’= kernel phi_0;
-- used 3142.35 seconds
i15 : Z0’ == ideal Z0 and Z0’ == Z_0
o15 = true
i16 : time Z1 = homogPartOfImage(phi_1,2);
-- used 2.83038 seconds
i17 : time Z1’= kernel phi_1;
-- used 15228.3 seconds
i18 : Z1’ == ideal Z1 and Z1’ == Z_1
o18 = true
i19 : time Z2 = homogPartOfImage(phi_2,2);
-- used 1.30964 seconds
i20 : time Z2’= kernel phi_2;
-- used 14754.2 seconds
i21 : Z2’ == ideal Z2 and Z2’ == Z_2
o21 = true
Acknowledgements
I wish to thank the Department of Computer Science of the Federal University of Rio de
Janeiro for allowing me to access to the supercomputer where the codes of this paper were
run. I also wish to thank Nivaldo Medeiros and Abramo Hefez for stimulating discussions, and
Francesco Russo for introducing me to the fascinating subject of special birational transforma-
tions. A special thanks also goes to the associate editor and the anonymous referees of the Journal
of Symbolic Computation for their helpful comments.
References
Aluffi, P., 2003. Computing characteristic classes of projective schemes. J. Symbolic Comput.
35 (1), 3–19.
Alzati, A., Besana, G. M., 2010. Criteria for very ampleness of rank two vector bundles over
ruled surfaces. Canad. J. Math. 62, 1201–1227.
Alzati, A., Sierra, J. C., 2012. Special birational transformations of projective spaces, available
at http://arxiv.org/abs/1203.5690v2.
Alzati, A., Sierra, J. C., 2013. Quadro-quadric special birational transformations of projective
spaces. Int. Math. Res. Not. IMRN 21.
Beltrametti, M. C., Sommese, A. J., 1995. The Adjunction Theory of Complex Projective Vari-
eties. Vol. 16 of de Gruyter Exp. Math. Walter de Gruyter, Berlin.
Besana, G. M., Fania, M. L., Flamini, F., 2013. Hilbert scheme of some threefold scrolls over the
Hirzebruch surface F1. J. Math. Soc. Japan 65 (4), 1243–1272.
Crauder, B., Katz, S., 1989. Cremona transformations with smooth irreducible fundamental lo-
cus. Amer. J. Math. 111 (2), 289–307.
15
Crauder, B., Katz, S., 1991. Cremona transformations and Hartshorne’s conjecture. Amer. J.
Math. 113 (2), 269–285.
Dieudonne´, J., Grothendieck, A., 1960–1967. E´le´ments de ge´ome´trie alge´brique (EGA). Publ.
Math. Inst. Hautes E´tudes Sci. 4, 8, 11, 17, 20, 24, 28, 32.
Ein, L., Shepherd-Barron, N., 1989. Some special Cremona transformations. Amer. J. Math.
111 (5), 783–800.
Fania, M. L., Livorni, E. L., 1997. Degree ten manifolds of dimension n greater than or equal to
3. Math. Nachr. 188 (1), 79–108.
Grayson, D. R., Stillman, M. E., 2014. MACAULAY2 — A software system for research in alge-
braic geometry (version 1.7). Available at http://www.math.uiuc.edu/Macaulay2/.
Grothendieck, A., 1968. Cohomologie locale des faisceaux cohe´rents et the´ore`mes de Lefschetz
locaux et globaux. Vol. 2 of Adv. Stud. Pure Math. North-Holland, Amsterdam, se´minaire de
Ge´ome´trie Alge´brique du Bois-Marie, 1962 (SGA 2).
Harris, J., 1992. Algebraic geometry: A first course. Vol. 133 of Grad. Texts in Math. Springer-
Verlag, New York.
Hartshorne, R., 1977. Algebraic Geometry. Vol. 52 of Grad. Texts in Math. Springer-Verlag, New
York-Heidelberg.
Hulek, K., Katz, S., Schreyer, F.-O., 1992. Cremona transformations and syzygies. Math. Z.
209 (1), 419–443.
Ionescu, P., Russo, F., 2010. Conic-connected manifolds. J. Reine Angew. Math. 644, 145–157.
Li, Q., 2015. Quadro-quadric special birational transformations from projective spaces to smooth
complete intersections, available at http://arxiv.org/abs/1503.03385.
Mok, N., 2008. Recognizing certain rational homogeneous manifolds of Picard number 1 from
their varieties of minimal rational tangents. In: Third international congress of chinese mathe-
maticians, vol. 2. Vol. 42 of AMS/IP Stud. Adv. Math. Amer. Math. Soc., Providence, RI, pp.
41–61.
Mukai, S., 1989. Biregular classification of Fano 3-folds and Fano manifolds of coindex 3. Proc.
Natl. Acad. Sci. USA 86 (9), 3000–3002.
Pirio, L., Russo, F., 2013. Quadro-quadric Cremona maps and varieties 3-connected by cubics:
semi-simple part and radical. Internat. J. Math. 24 (13), 1350105:1–33.
Russo, F., 2009. Varieties with quadratic entry locus, I. Math. Ann. 344 (3), 597–617.
Russo, F., Simis, A., 2001. On birational maps and Jacobian matrices. Compos. Math. 126 (3),
335–358.
Stagliano`, G., 2012. On special quadratic birational transformations of a projective space into a
hypersurface. Rend. Circ. Mat. Palermo 61 (3), 403–429.
Stagliano`, G., 2013. On special quadratic birational transformations whose base locus has di-
mension at most three. Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat.
Appl. 24 (3), 409–436.
Stein, W. A., others, 2015. Sage Mathematics Software (version 6.5). Available at http://www.
sagemath.org.
Zak, F. L., 1993. Tangents and secants of algebraic varieties. Vol. 127 of Transl. Math. Monogr.
Amer. Math. Soc., Providence, RI.
16
