Introduction. Let M be a totally ordered set. A (Dedekind) cut
In this article we are looking for model completeness results of o-minimal structures M expanded by a set p L for a cut p of M . This means the following. Let M be an o-minimal structure in the language L and suppose M is model complete. Let D be a new unary predicate and let p be a cut of (the underlying ordered set of) M . Then we are looking for a natural, definable expansion of the L (D)-structure (M, p L ) which is model complete. The first result in this direction is a theorem of Cherlin and Dickmann (cf. [Ch-Dic] ) which says that a real closed field expanded by a convex valuation ring has a model complete theory. This statement translates into the cuts language as follows. If Z is a subset of an ordered set M we write Z + for the cut p with p R = {a ∈ M | a > Z} and Z − for the cut q with q L = {a ∈ M | a < Z}. We call Z + the upper edge of Z and Z − the lower edge of Z. Then the Cherlin-Dickmann theorem says that (M, p L ) is model complete if p is the upper edge of a convex valuation ring of a real closed field M . This theorem has been generalized by van den Dries and Lewenberg in [vdD-Lew] , for o-minimal expansions M of real closed fields and so called T -convex subrings of M (where T is the theory of M ; a T -convex valuation ring is the convex hull of an elementary restriction of M , cf. (4.3)).
If p is not an edge of a convex valuation ring of a real closed field M then one can show that the L (D)-theory (where L is the language of ordered rings) of (M, p L ) is not model complete (cf. [T1] , §16). So for model completeness we actually have to extend the language L (D).
We do the following. Let M be again an o-minimal expansion of a real closed field and let p be a cut of M . Let G(p) := {a ∈ M | a + p = p}, where a + p := (a + p L , a + p R ). G(p) is a convex subgroup of (M, +, ≤), called the invariance group of p. Moreover V (p) := {b ∈ M | b·G(p) ⊆ G(p)} is a convex valuation ring of M , called the invariance ring of p. Suppose there is a T -convex valuation ring V of M , such that V (p) is definable in (M, V ) (this is no restriction if M is a pure real closed field). Then our results (3.8) and (7.4) imply that we get model completeness of T h(M, p L ) if we expand the language L (D) by a unary predicate for the group G(p), a unary predicate for the ring V (p) and unary predicates for the sets {a ∈ M | a ± G(p) + = p} and {a ∈ M | a·V (p) = G(p) or a·m(p) = G(p)}, where m(p) denotes the maximal ideal of V (p).
This shows that the basic invariants of the cut p are G(p) and V (p). Indeed if M is a real closed field (or more general a polynomially bounded o-minimal structure with archimedean prime model) and A is a subset of M , then the theory of (M, p L ) over the parameter set A is entirely determined by saying where p is located when shifting the cuts G (p) + and V (p) + with certain maps M −→ M of the form a·x q + b, where a, b ∈ A and q is an exponent of M (hence q ∈ Q if M is a real closed field). This will be done in a sequel to this paper ( [T2] ).
We describe now, how the paper is organized and mention some important intermediate results. In order not to overload notations at the moment, we assume that T is an o-minimal expansion of groups, which has quantifier elimination, in the language L .
The results described above are based on a general description of so called "heirs" (cf. (2.6)) of cuts in o-minimal expansions of groups, proved in (2.9) below. It implies the following fixpoint criterion:
Let M ≺ N be models of T , let q be a cut of N and let p be the restriction of q on M such that p L is not definable in M . Then the L (D)-structure (M, p L ) is existentially closed in (N, q L ) (this is the definition of "q is an heir of p") if and only if for every definable function f : M −→ M with f (p) = p we have f (q) = q. How f is applied to p and q is explained in (2.4)).
For some cuts, this fixpoint criterion already implies that the theory of (M, p L ) has quantifier elimination in the language L (D), if T has a universal axiomatization (cf. (3.8) ). More precisely, this holds for cuts p such that p is not the fixpoint of any definable map f : M −→ M which is different from the identity, close to p. These cuts are called "dense", cf. (3.7). For example, if M is a subset of IR then the cut induced by α ∈ IR \ M on M has these property. In order to treat non-dense cuts let us take a cut p of a model M of T and consider the following two cases.
First suppose p is a translate of an edge of a convex subgroup, so p = a ± G + for some a ∈ M and some convex subgroup G of M . Then clearly every model completeness result concerning (M, G) implies a similar model completeness result for (M, p L ) and we are reduced to solving this last problem.
In the second case -if p is not such a translate -then we prove that a certain condition on p allows an application of model completeness results concerning (M, G) to (M, p L ) . This is the main goal in section 3, cf. (3.19) . The criterion in question -called the signature alternative (cf. (3.16)) -is a weakening of the valuation property for polynomially bounded structures (cf. [vdD-S] ,(9.2)). The signature alternative for a cut p implies the following. If p is not a translate of an edge of a convex subgroup of M , then there is no definable map f : M −→ M with f (p) = G(p)
+ . Hence the only way of shifting the cut p into the upper edge of its invariance group by a definable function is by applying a map a ± x. In view of the fixpoint criterion above this property reduces inheritance of cuts to inheritance of edges of subgroups. An important result is Theorem (7.2), which gives a large variety of cuts having the signature alternative.
If the signature alternative holds for a cut p (e.g. if T is polynomially bounded), then both cases above say that we have to understand convex subgroups of M if we want to understand p. For this, we go to expansions of fields now, so T will denote an o-minimal expansion of fields for the rest of the introduction.
Let G be a convex subgroup of M |= T . In order to understand the structure (M, G) we apply the same strategy as explained above for p, to the cut G + but now viewed as a cut of the multiplicative group (M >0 , ·, ≤) . M induces in a natural way an o-minimal expansion M >0 on this group, so the techniques above are indeed applicable. An important step is to prove the signature alternative for these cuts G + w.r.t. to the structure M >0 . This is the aim of section 5, cf. (5.4).
What happens if we go from G + to its invariance group w.r.t. M >0 ? We get the positive units of the invariance ring V (G) of G as defined above. So we are back to the Cherlin-Dickmann and the van den Dries -Lewenberg work. Provided, V (G) is definable from M enlarged by a T -convex valuation ring! Hence the results on T -convexity from [vdD-Lew] will be the starting point in section 5, for the proof of our results in section 7.
Finally I want to point out that Theorem (7.3) below implies the substantial part of almost everything which is described above. It is of technical nature and will be our starting point for the elementary theory of Dedekind cuts in in polynomially bounded structures, treated in [T2] . I wish to thank the referee for many helpful comments and suggestions.
2. Heirs. First we recall some general model theoretic notations and tools.
(2.1) Definition. Let L be a first order language, let M be an L -structure and let A ⊆ M . A subset X of M n is called A-definable if X is the set of all realizations in M of an L -formula with parameters from A. If N is an elementary extension of M , then this formula also defines a subset of N n and we denote this set by X N . If there is no ambiguity we also write X for X N . One may think of X as the formula defining X. Note that X is defined by several formulas, but X N does not depend on that representation.
A map f :
We'll also write f for f N if there is no ambiguity.
, is the set of all points x ∈ M , which are A-definable, i.e. the set {x} is A-definable.
Let L be a first order language. If M ≺ N is an elementary extension of L -structures andᾱ ∈ N n , then we write tp(ᾱ/M ) for the n-type p ofᾱ over M . Hence p is the set of all L -formulas in n fixed variables with parameters from M which hold true atᾱ in N . The tupleᾱ is called a realization of p and we writeᾱ |= p.
Recall that the set S n (M ) := {tp(ᾱ/M ) |ᾱ ∈ N n , N M } of all n-types of M is a Boolean space and the set M n is in 1-1 correspondence with the isolated points of S n (M ) viaā → tp(ā/M ) (ā ∈ M n ). We will always consider M n as a subset of S n (M ) in this way. Moreover the M -definable subsets X of M n are in 1-1-correspondence with the clopen subsets of S n (M ) via X → {p ∈ S n (M ) | X ∈ p}. Here, X ∈ p stands for "a formula defining X is in p". Therefore, geometrically, the notation X ∈ p reads better as p ∈ X (i.e. p is in the clopen defined by X).
is certainly a k-type of M , which we denote by f (p). We get a map {p ∈ S n (M ) | X ∈ p} −→ S k (M ) and this map extends the original map f :
Note that ifᾱ is a realization of p, X ∈ p,ᾱ from some elementary extension
We now turn to cuts.
Let X = (X, ≤) be a totally ordered set. A cut p of X is called principal if p is of the form a
Thus a cut p is principal if and only if the subset p L of X is quantifier free definable (with parameters) in the ordered set X considered as a first order structure in the language {≤}.
If p is a cut of X and x ∈ X then we also write
respectively. This definition extends the given order on X to a partial order on the Dedekind completion D := X ∪ {the cuts of X}. Finally we
Observe that the elements of X are not considered as cuts in our setup, hence x ≤ p is the same as x < p if x ∈ X and p is a cut of X. Now D is a totally ordered set extending X and D is Dedekind complete, i.e. every cut of D is principal.
An interval of X is a convex subset I of X such that I + and I − are principal. A neighborhood I of the cut p is an interval of X with I − ≤ p ≤ I + ; we write p ∈ I if I is a neighborhood of p. Observe that every cut has an open neighborhood, i.e. a neighborhood which is open in the order topology of X.
Let p be a cut of X and let Y ⊇ X be another totally ordered set. If q is a cut of Y we say q extends p or q lies over p or q is an extension of p and write
Observe that p always has a least and a largest extension on Y ; the least extension is the upper edge of p L in Y and the largest extension is the lower edge of
From now on, let T be an o-minimal extension of the theory of dense linear ordered sets without endpoints in the language L . Recall from [vdD-Lew] , (3.2) that T is equipped with a dimension; if p ∈ S n (M ), M |= T , then dim p denotes the dimension of M ∪ {ᾱ} over M with respect to this dimension, whereᾱ is a realization of p from some elementary extension of M .
Let M be a model of T . Then for each cut p of M there is a 1-type P of M such that
Since M is o-minimal, the type P is uniquely determined by p in this way. Therefore we'll frequently consider a cut p as the corresponding 1-type P which allows us to use the type set-up for cuts.
By o-minimality, a cut p of M is principal if and only if p L is an M -definable subset of M if and only if the 1-type corresponding to p is definable in the sense of type theory [Poi] 11.
Moreover if N M is an elementary extension of M , then an element α ∈ N is a realization of the cut p of M if and only if α is a realization of the 1-type determined by p. Therefore we write α |= p if α is a realization of the cut p.
Following [vdD-Lew] , (2.5), if M ≺ N are models of T and Z ⊆ N , then M Z denotes the definable closure of M ∪ Z in N . Note that if T expands the theory DOAG of nontrivial, divisible ordered abelian groups and A is any subset of a model N of T , which contains an element different from 0, then the definable closure of A in N is an elementary substructure of N (cf. [vdD-Lew] , (2.4) and (2.5)).
If p is a cut, (i.e. p ∈ M ), then the application of f to p does the obvious thing: by the monotonicity theorem [vdD3] 3,(1.2) there is an open interval I of M with p ∈ I ⊆ X such that f is constant on I or a strictly monotonous homeomorphism onto f (I). By o-minimality f (I) is again an open interval.
Suppose f is strictly increasing on
Proof. Since f (p) is a cut, there is an open interval I of M with p ∈ I such that f is a strictly monotonous homeomorphism onto the open interval f (I). I is of the form (a, b) with a < b from M ∪ {±∞}. We assume that a, b ∈ M , the other cases are similar. If the formula f (x) = x is in the type p, then we may shrink I, so that f is the identity on I and we are done. Hence we may assume that the formula f (x) = x is not in the type p, so f (x) = x is in the type p. By o-minimality we can shrink I so that f (x) = x for all x ∈ I.
Suppose f is strictly decreasing in (a, b) . Then f maps the cuts r of M with a < r < b bijectively and order reversing onto the cuts r of M with r ∈ f (I).
With these inequalities it follows that the graph of f meets the diagonal of M in a point c ∈ (a, b), contradicting the assumption f (x) = x for all x ∈ (a, b). 
(2.7) Remark. If A = M in (2.6), then we say 'heir' instead of 'heir over M '. It is easy to see that a single cut q of N is an heir of p := q M in the sense of (2.6) if and only if the 1-type corresponding to the cut q is an heir of the 1-type corresponding to the cut p in the sense of [Poi] 11.a. More generally, the tuple (q 1 , ..., q n ) is an heir of (p 1 , ..., p n ) if and only if for each n-type p over M with projections p 1 , ..., p n there is an n-type q over N with projections q 1 , ..., q n which is an heir of p in the sense of [Poi] . Moreover a compactness argument as in [Poi] 
Proof. If (q 1 , ..., q n ) is an heir of (p 1 , ..., p n ) over A, then certainly the condition holds. The converse follows from a straightforward simplification of the condition in (2.6).
The next theorem is the crucial starting point for the model theory of cuts in o-minimal expansions of groups. 
Proof. (i)⇒(ii) follows directly from the definition of "heir".
(ii)⇒(iii). Take f as in (iii), suppose f (p) = p and assume there is some β ∈ N with f (q) ≤ β < q. Since f is A-definable, we have f (p A) = p A, too. In particular the 1-type f (q) is an extension of p, so β is a realization of p A and f (q A β ) ≤ β < q A β . Therefore we may assume that N = A β . By (2.5), f is strictly increasing in some open A-definable neighborhood I of p A, in particular f (q) is a cut, thus f (q) = β and f (I N ) contains the realizations of p A in N (again, I N denotes the interval of N defined by the formula which defines I). Thus, there is somẽ
Since N = A β and β realizes p A we may apply (ii) and we get
Hence there are α,α ∈ M with f (α) = α < p <α and α ∈ I. Since f is strictly increasing in I M it follows f (p) < p, in contradiction to our assumption. ϕ(x, y) . Then N |= ψ(α) and it is enough to find some a ∈ M with a < p and M |= ψ(a). Since ψ has parameters from A, the set S of all realizations of ψ in A is nonempty and the cut S − of A is A-definable, hence principal, and different from +∞ A . If S − < p A, then there is some element a ∈ S with a < p A, so a < p and M |= ψ(a), too.
Hence we may assume that q A = p A ≤ S − . Since α < q and N |= ψ(α) it follows that for every b ∈ A with p A < b there is an element a ∈ A, a < b such that A |= ψ(a). Therefore, p A = S − is principal and not of the form
, there are elements a ∈ M with a < p and M |= ψ(a). Case 2. α is not a realization of p A. Analog to case 1. Observe that we do not need assumption (iii) in case 1 and 2.
Case 3. α and β realize p A. We may assume that p A < c for some c ∈ A (otherwise we proceed with −p and −q). We have to find a, b ∈ M with a < p < b and M |= ϕ(a, b). Since α < β < c we may replace ϕ(x, y) by ϕ(x, y) ∧ x < y < c and we may assume that A |= ∀x, y ϕ(x, y) → x < y < c.
By o-minimality and since ϕ(x, y) implies y < c, f (a) is a well defined element for all a ∈ A with A |= ∃y ϕ(a, y). 
, f is strictly increasing and continuous in some A-
and case 3.2 is proved. Otherwise there is some ε ∈ M , ε > 0 such that f (a) = m whenever a ∈ (m − ε, m). By continuity, also f (m) = m. This again means that f (p A) = p A, hence by (2.5), f is strictly increasing and continuous in some
Case 3.3. p is not principal. Then for each a ∈ M with a < p we have f (a) < p by assumption and because of p = m
we know that f must be strictly increasing in some neighborhood of p.
So we have proved that f (p) = p. In particular f (p A) = p A and by (2.5), there is some A-definable neighborhood I of p A, such that f is strictly increasing in I. Since α and β realize p A we have α, β ∈ I N . As β < c we have 
Proof. (i). If
Thus the least and the largest extension of p on N are fixed by f as well. By (2.9) this proves (i).
(ii). Let q be an extension of p on N , different from the least and the largest extension of p on N . Then there are realizations α, β of p with α < q < β.
Since α and β realize p we have f (p) = p and f is strictly increasing in some open M -definable neighborhood containing p. This shows f (q) = q and q is not an heir of p.
Another Consequence of (2.9) is that the "heir" relation is total, i.e. if A ≺ M, N are models of T , q is a cut of N and p is a cut of M with p A = q A, then p is an heir of q over A or q is an heir of p over A. We don't need this and omit the proof.
3. The invariance group. We start with basic facts about cuts of ordered abelian groups.
Let M = (M, +, 0, ≤) be an ordered abelian group and let X ⊆ M be a set. We write
In this paper we are interested in cuts of expansions of divisible ordered abelian groups mainly. In this case, the couple n·p :
These observations make the basic computations concerning cuts much easier in the divisible case and we'll restrict ourself to divisible groups soon. 
Furthermore we definep := G(p)
+ and we have |p| ≥p.
Proof. Straightforward.
For example the principal cuts a + and a − have invariance group {0}. Observe also, that if p − a is an edge of a convex subgroup for some a ∈ M , then this group is G(p). Another important observation is the following lemma. Proof. Let α ∈ N , 0 < α < q and suppose 2α > q. Then there is some a ∈ M with G < a ≤ 2α, since q is the largest extension of
Third Warning: Lemma (3.3) is not true in general for ordered abelian groups! If K is an ordered field and p is a cut of K with p > 0, then p is a cut of the ordered abelian groups (K, +, ≤) and (K >0 , ·, ≤). Hence we can associate two invariance groups with p. The group G(p) denotes the invariance group of p with respect to (K, +, ≤).
(3.4) Definition. Let p be a cut of an ordered field K. We define the multiplicative invariance group of p as
Hence G * (p) is the invariance group of |p| with respect to (
We recall the warning from above: if p is a cut of an ordered field, p > 0, then the expression " p 2 " is not well defined in general! Cuts of ordered fields is a subtle matter. We only need one proposition here, which shows how both invariance groups are linked if p is not an edge of a convex subgroup of (K, +, ≤):
(3.5) Proposition. Let K be an ordered field and let p be a cut of K with |p| >p. There is some c ∈ K such that
Proof. We may assume that p >p. Let H := G * (p). Since p >p we have 2 ∈ H.
The second equality holds since p >p. To see the first equality we may assume that a > 0. If a·p <p, then easily (1 + a)·p = p. Conversely take h ∈ H and assume (h − 1)·p >p.
First suppose h > 1. Then there is some 0 < h 1 < p
This argument shows that h > 1 and h·p = p imply (h − 1)·p ≤p, thus (h − 1)·p <p. On the other hand, if 0 < h < 1 and h·p = p then by claim 1 we have 1 
As α and α realizep it follows that a·β realizesp. Since β realizes q this means q = 1 a ·p. Because of this proposition, the multiplicative invariance group of a cut of an ordered field which is not an edge of a subgroup, pops up rarely in the present paper. On the other hand if G is a (convex) subgroup of (K, +, ≤), then the multiplicative invariance group of G + is a significant invariant of G (cf. (5.1) ). This will be analyzed later in detail (cf. section 5).
From now on we work with an o-minimal expansion T of divisible, ordered, abelian groups in the language L . Recall again, that any definably closed subset of a model of T different from {0} is an elementary substructure of M .
Let M be a model of T , let p be a cut of M and let f : M −→ M be M -definable such that f is not constant in any neighborhood of p. Then all the operations a + p, |p|,... defined above, coincide with the application of the corresponding functions x → a + x, x → |x|,... to the 1-type p. This gives us a strong tool to analyze the movements of cuts in o-minimal structures.
First we have another consequence of (2.9). 
Proof. (iii)⇒(ii) follows immediately from (2.9) and (ii)⇒(i) is obvious.
(i)⇒(iii) Let N M , β ∈ N and suppose β + is an heir of p. Let f be strictly monotonous on the M -interval I and p ∈ I. Since p is not principal we have β ∈ I, thus f (β
As (iv) is just a reformulation of (iii) we already know that (i)-(iv) are equivalent. Certainly (v) implies (iv).
(
Let I be an interval with p ∈ I such that f is strictly increasing on I. There is a closed interval I ⊆ I with p ∈ I such that f (x) − x is monotonous or constant. In any case there is some a ∈ M such that f (x) − x > a > 0 for all x ∈ I . Certainly we have a + p = p in this case.
Examples of cuts (in the theory of pure real closed fields) with the properties of (3.6) are all cuts of the field of real algebraic numbers that are realized by transcendental numbers from IR.
(3.7) Definition. A cut p is called dense if it is nonprincipal and if the equivalent conditions of (3.6) hold for p.
Let D be a new unary predicate and let T dense be the L (D)-theory T together with the axiom D is the set of elements on the left side of a dense cut By (3.6)(vi) this can be expressed by a single ∀∃-sentence.
The following theorem has been proved for a special case in [MMS] ,section 2.3. The model theory of dense pairs of o-minimal structures is also well understood (cf. [vdD2] ). For example the theory of pairs (N, M ), where M ≺ N is proper and dense in N , is a complete theory. 
and only if p A = q A. Hence if T has quantifier elimination and a universal system of axioms, then T
dense has quantifier elimination.
Proof. Since T expands the theory DOAG, T has quantifier elimination and a universal system of axioms if we add function symbols for all 0-definable functions. Therefore, by adding names for these functions, we may assume that T has quantifier elimination and a universal system of axioms. By the Blum criterion for quantifier elimination and our assumptions on T it is enough to prove the following. Let (M, D) and (N, E) be models of T dense and let
There is some β ∈ N such that p := tp(α/A) = tp(β/A) and 
Since β realizes p, the theorem is proved.
The theorem above frequently enables us to exclude dense cuts from examinations. In particular, this is necessary if we want to apply facts about nonprincipal cuts top. Note thatp is the upper edge of a convex subgroup of M , so by (3.6),p is principal if and only if p is dense or principal.
Next we introduce another basic invariant of cuts of divisible ordered abelian groups, namely the signature of a cut. We need a lemma to define it.
(3.9) Lemma. 
(3.10) Definition. Let M be a divisible ordered abelian group and let p be a cut of M . By (3.9) we may define the signature of p as the following integer: 
Observe again that there is at most one convex subgroup
(3.11) Examples. A. The principal cuts a + and +∞ have signature 1 and the principal cuts a − and −∞ have signature −1. Moreover, dense cuts (cf. (3.7)) have signature 0, since they are nonprincipal and by (3.6) they have invariance group {0}.
Moreover (3.6) implies that a cut p of a divisible, ordered abelian group M has invariance group {0} if and only if p is dense or of the form a ± for some a ∈ M .
B. Let p be a cut of a divisible, ordered abelian group M , p = ±∞ M . LetM be the group M/G(p). Since G(p) is convex,M is again a divisible ordered abelian group, so that the residue map ϕ : M −→M is order preserving. Then, as G(p) is the invariance group of p, we have
is again a cut of M . It turns out thatp has invariance group {0} and (i) for every a ∈ M , p = a ±p if and only ifp =ā
(ii) sign p = 0 if and only ifp is dense.
Conversely if q is a cut ofM , then certainly r :
C. In this example we exhibit certain cuts realized in fields of generalized power series. The definition and basic properties of these fields can be found in chapter 2 of the book [Da-Wo] . Let R be a real closed field, let N := R((t Q )) be the field of generalized power series with coefficients in R and exponents in Q; hence the elements of N are maps b : Q −→ R with wellordered support supp(b). Recall that N is a real closed field. Let M be the real closure of R (t) in N , where t stands for t 1 as usual. Every element a ∈ M is a Puiseux-series a = n≥n 0 a n t n k
Proof. If c ∈ N , c > 0 is a power series, c 0 ∈ R, c 0 > 0, γ ∈ Q and c = c 0 ·t γ + terms of higher order, then c < 
Now let ξ = +∞. Then the invariance group of ξ is a convex subgroup of (Q, +) different from Q, thus it is {0}. Therefore an element a ∈ M satisfies a·p =p if and only if a > 0 and v(a) = 0. In other words G
+ is the upper edge of the multiplicative group V * >0 we get sign * p = 1.
Case 3. ξ is not principal. Then sign
where m is the maximal ideal of V ), which implies ξ = v(a)
+ . Both conclusions contradict the assumption sign ξ = 0.
Note that in our determination of G * (p) and sign * p we used the same consideration as in example B above. Indeed, if we equip Q with the reverse order, then v is an homomorphism of ordered groups. Moreover ( * ) says thatp is the "preimage" of ξ under v, so the cases 2 and 3 correspond to items (i) and (ii) of example B. This finishes example C.
More examples can be found in section 6 below, where we introduce a method to produce cuts with prescribed signature. Let again T denote an o-minimal expansion of the theory of divisible, ordered abelian groups. Proof. Obviously we may assume that T is the theory of divisible, ordered abelian groups. (i). If sign p = −1, p = a −p with a ∈ M , then the largest extension q of p on M α , α |= p, is a − r, where r is the least extension ofp on M α . Thereforeq = r is not the largest extension ofp on M α . Conversely let q be the largest extension of p on some N M and supposeq is not the largest extension r ofp on N . Pick β ∈ N withq < β < r. Sinceq < β we have β + q > q and since q is the largest extension of p on N there is some a ∈ M with p < a < β + q, i.e. a − β < q. Since β < r we have a − r < a − β, so a − r < q and (a − r) M ≤ q M = p.
is (i) applied to −p. (iii). Say q is the largest extension of p. If sign p ≥ 0, then (iii) follows from (i). If p = a −p, then a − q is the least extension ofp on N , hence this extension isq. (iv)
. Let q denote the largest extension of p on N . We claim that α +q = q. Since α |= p we have α < q, hence α +q ≤ q. Because of sign p = 0 and (i), the cutq is the largest extension of p on N . So if β ∈ N with α +q < β < q, then there is some a ∈ M withp < a ≤ β − α. But then a + p > p and there is some b ∈ M with a + p > b > p. Since α and β are realizations of p it follows a + α > b > β, in contradiction to a ≤ β − α.
This shows α +q = q. The same argument applied to −p and the largest extension r of −p (note that sign −p = − sign p = 0) shows r = −α +r. Since −r is the least extension of p and sign p = 0 we can apply (i) and (ii), which givesr =q. Thus −r = α −q is the least extension of p on N . Certainly the map x → 2α − x swaps α +q and α −q. (v). First suppose sign p = 0, say p = a +p. Let H be the convex hull of G(p) in N and let r := a + H + . As a ∈ M , r extends p, hence q = r has signature 1 = sign p. Conversely suppose sign q = 0, say q = α +q, α ∈ N . Since p is omitted in N , there is some a ∈ M with α < a < p. Then a < q, hence q = a +q, which implies p = a +p.
(3.13) Definition. Let p and q be cuts of a model M of T . We define
It follows easily from the monotonicity theorem that p ∼ q implies q ∼ p (see also [Ma] , Lemma (3.1)). So ∼ is an equivalence relation among the cuts of M .
(3.14) Lemma.
Let p be a cut and let q be a cut extending p on N M . Then (i) If f : M −→ M is M -definable and q is an heir of p, then f (q) is an heir of f (p). (ii) If p = a ±p for some a ∈ M then q is an heir of p if and only if q = a ±q andq is an heir ofp. (iii) If p ∼p, then q is an heir of p if and only ifq extendsp.

Proof. (i) follows easily from (2.8). (ii)
. Say p = a +p. Ifq is an heir ofp and q − a =q, then clearly q = a +q is an heir of p = a +p. Conversely, if q is an heir of p, then q − a is an heir of p − a =p. Sincep is the upper edge of a convex subgroup it follows that q − a is the upper edge of a convex subgroup as well. Hence q − a =q.
In order to prove (iii) it suffices to show that q is an heir of p ifp ∼ p andp ⊆q. As sign p = 0 the cut p is not principal and we may use (2.9). So let f : M −→ M be M -definable with f (p) = p. We have to show that f (q) = q. From f (p) = p and (2.5) we know that f is strictly increasing on some open interval with endpoints in M , containing p. Therefore we may assume that f : M −→ M is bijective. By replacing f with f −1 if necessary we may furthermore assume that f (x) > x in some open M -definable interval I containing p. Let α be a realization of q. Since f (α) and α realize p it follows from the definition ofp that tp(f (α) − α/M ) ≤p. Since p ∼p the cutp is not realized in M α , hence there is some a ∈ M with 0 < f (α) − α < a <p.
By assumption a <q = G(q)
+ , thus a + q = q. From α < f (α) < a + α we get f (q) = q.
Hence in the cases sign p = 0 or p ∼p the question if q is an heir of p can be reduced to the question ifq is an heir ofp or ifq extendsp. A reformulation of the alternative "sign p = 0 or p ∼p" is (3.15)(i). (ii) If p is omitted in N , then f (q) =q for the unique extension q of p on N .
Proof. (i) (a)⇒(b)
. Say p = a +p. By (3.14)(ii) we have q = a +q and the cutq is an heir ofp. Since the map f 1 (x) := f (a + x) fixes the cutp we know f 1 (q) =q, i.e f (q) = f 1 (q) =q. (i) (b)⇒(a). Suppose sign p = 0. By (3.12)(i),(ii) the least and the largest extension q 1 and q 2 of p on N have the same invariance group. On the other hand we have f (q 1 ) = f (q 2 ), since f is strictly monotonous in an M -definable neighborhood of p. By (b) the cut f (q i ) is the upper edge of the invariance group of q i , a contradiction.
(ii) holds since q is an heir of p, soq is the unique extension ofp on N .
(3.16) Definition. If p is a cut of M with sign p = 0 and p is omitted in N M then by (3.12)(v), the unique extension q of p on N has again signature 0. We say that p has the signature alternative if sign p = 0 or if p ∼p and q ∼q where q denotes the unique extension of p on M α (α |=p).
This proves the Lemma. 
Proof. By (3.2), we only have to show ⊇. We may assume that p > 0 and thatp is not
So we may suppose that f (α) realizesp. Then f (p) =p, so f is strictly increasing in some open M -definable interval I containingp ((2.5)). Sinceq is an heir ofp we have f (q) =q. As α <q and f is strictly increasing on I we have f (α) <q too, i.e. f (α) + q = q. Proof. Because p ∼p, q is an heir of p by (3.14)(iii). By (2.8) we have to show: if α 1 , α 2 , β 1 and β 2 are elements of N and
By (3.17) we may assume that α 1 is a realization ofp. Since p ∼p the cut p has a unique extension q 1 = q M α 1 on M α 1 . Since p has the signature alternative we get q 1 ∼q 1 . By (3.18) we have G(q) ∩ M α 1 = G(q M α 1 ). Henceq extendsq 1 andq 1 extendsp. By (3.14)(iii) q is an heir of q 1 . By (3.17) applied to q 1 and q, there are M -definable maps f, g 1 , g 2 such that f (a 1 ), b 1 , b 2 ). So with a 2 := f (a 1 ) we found the required elements.
Review of T -convex valuation rings.
For the rest of this article we work with a complete, o-minimal expansion T of the theory of real closed fields in the language L . Basic valuation theory for models of these theories has been developed in the paper [vdD-Lew] :
Proof. (i) is [vdD-Lew] , (2.9) and (2.10).
(ii) is [vdD-Lew] , (2.13). Proof. [vdD-Lew] , (2.12) and (2.15). Proof. By [vdD-Lew] , (3.10), (3.13) and (3.14). Proof. It is enough to prove the Corollary in the case A = ∅. We work in the expanded language L df with the theory T df (cf. [vdD-Lew] , (2.3) and (2.4)), where we have a function symbol for each ∅-definable function M n −→ M . Since T has definable Skolem functions the theory T df has quantifier elimination and a universal system of axioms. (i). By (4.5) the theory (T df ) convex has quantifier elimination. This implies claim (i). (ii). By (i) the set p L is a Boolean combination of sets of the form f
Since T convex is weakly o-minimal and p is not principal, there are a, b ∈ M , a < p < b and some i ∈ {1, ..., r} such that f
(iii). Since (T df ) convex is model complete we have that W + is an heir of V + for each T -convex valuation ring W of N , lying over V . Conversely if q is an heir of p, then it is easy to see that
is an heir of V + and by (iii) applied to q = f (p) we get (iv).
Proof. [vdD3] , Theorem (A).
The invariance ring.
(5.1) Definition. Let K be an ordered field and let G be a convex subgroup of (K, +, ≤). We define the invariance ring V (G) of G as
As G is a convex subgroup of K it is not difficult to see that the set V (G) is a convex valuation
Observe that the group V (G) * >0 of positive units of V (G) is the invariance group of the cut G + with respect to the multiplicative, ordered group of positive elements of K.
Observe also that V (p) = K if and only if G(p) is equal to K or to {0}. So if K is a real closed field, then V (p) = K if and only ifp is principal if and only if p is principal or dense.
Warning. Even in the case 1 ∈ G, the ring V (G) is in general not the largest convex subring W of K, such that G is contained in the maximal ideal of W . V (G) has nothing to do with W ! Let R ⊆ S be real closed fields and let V denote the intersection of all V (p), where p runs through the cuts of R, which are realized in S. One can show that the convex hull W of V in S is the largest convex valuation ring of S, such that the residue field of W ∩ R is dense in the residue field of W . Hence this valuation ring is the same as defined by Macintyre ([Mac] ) and Baur ([Ba] ). We don't use this and omit the proof.
We use the invariance ring of a convex subgroup in this section in order to describe heirs of the upper edge of a convex subgroup of a model M of T -provided the invariance ring of the group is definable in some (M, V ), where V ⊆ M is a T -convex valuation ring. This will lead to a model completeness result (cf. (5.6)) for these groups and it serves as a preparation for the results in section 7 on the model theory of cuts with such invariance groups.
In particular sign p = 0 and sign * p = 0.
Proof. First note that V is proper, since p is definable in (M, V ) and nonprincipal.
Since there is no proper definable convex subgroup in an o-minimal expansion of a group, this contradicts (4.7).
By claim 1 we already know the "moreover" part of the theorem. Since V (p) is definable in (M, V ) with parameters from A we can apply (4.6)(ii) to V (p) + . We get an A-definable
Claim 2. There are elements a, b ∈ M , b = 0 with p = a + b·V (p) 
Let r 1 , r 2 be the least and the largest extension of p on N . Since p ∼ V + and V + 1 ∼ V + 2 we get r 1 ∼ r 2 . By (3.12)(iv) we have sign p = 0.
The same argument applied top and (M >0 , ·, ≤) shows that sign * p = 0. So we know sign p, sign
As dim M/M 0 = 1 and V = M , (4.2)(ii) implies that the cut V + is the least extension of
is a principal cut, the cut p 0 is principal as well. Since p is not principal and p is the least or the largest extension of the principal cut p 0 we get p = ±V
(recall that for a cut ξ of an ordered field, ξ ε denotes the result of the application of the map x ε to the cut ξ). This is so, since V 0 is a proper T -convex valuation ring of
ε . This shows claim 4. Now we prove that p = a + b·V (p)
By claim 2 applied to p 0 and M 0 there are a, b ∈ M 0 and ε ∈ {±1}
is definable in (M 1 , V 1 ), so by claim 3 applied to p 1 , there are a, b ∈ M 0 and ε ∈ {±1} with 
Proof. Assume sign
+ and q denotes the unique extension of G + on M α , then q is again the upper edge of a convex subgroup H of (M α , +) with sign * H + = 0 ((3.12)(v) applied to M >0 and
(5.5) Corollary. Let M ≺ N be models of T and let G be a convex subgroup of (M, +, ≤) with sign
Proof. By (5.4), the signature alternative holds for the cut G + with respect to the theory
+ . Therefore we can apply (3.19) for G + and the theory T >0 . This proves the corollary. 
Then T is model complete.
Proof. By (5.5) and Robinson's test for model completeness.
6. A method for producing cuts with prescribed signature.
In this section we'll show that for every cut p of a real closed field M , there is a real closed field N containing M and a cut q extending p, such thatq extendsp, V (q) lies over V (p) and such that sign q = δ, sign * q = ε for all prescribed values δ, ε ∈ {−1, 0, 1}. The precise statement can be found in (6.6). This result serves as a source for examples as well as a main ingredient for the proof of the consistency part of (7.4) on model completeness of o-minimal structures expanded by cuts.
(6.1) Lemma. Let M be a divisible ordered abelian group, let G be a convex subgroup of M and let (a i ) i∈IN be a sequence in M with
We have p < 3a 1 − G + , since p < 2a 1 and G + < a 1 . It remains to show that sign p ≤ 0. Suppose p = a + G + for some a ∈ M . There is some
Example. In the situation of (6.1) the signature of p may be −1, for example if M = IR, G = 0 and a i = ( 
In particular, there is an extension of p on N with signature 0 such that the invariance group of this extension is the convex hull of G in N .
Proof. From the choice of the α i we have 
where we can apply (6.2) to each p ∈ C : Let q be the cut {α
+ of N . By (6.2) we have sign q = 0 and G(q ) is the convex hull of G p in N . Since p is realized in N we get the corollary from (6.2)(iii).
(6.4) Lemma. Let T be an o-minimal expansion of DOAG. Let I be a totally ordered index set, 
is independent of p ∈ C by (a). (c) sign p 2i+1 = 0 for all i. Case 1. i is even (the case i = 0 is included since we do not need that sign * p i = 0 for this construction step).
By (6.3) applied to
extending p i for all p ∈ C such that sign p i+1 = 0 andp i+1 is the least extension ofp i on M i+1 . By (3.12)(iii), V (p i+1 ) lies over V (p i ), hence over V .
Case 2. i is odd. Let α p be a realization of p i (p ∈ C ) and let r be the least extension ofp i on M α p | p ∈ C . Then α p +r is an extension of p i and V (r) lies over V (p i ) ((3.12)(iii)), hence over V . From (6.3) applied to T >0 , r, and the convex hull of V in M i α p | p ∈ C we get some M i+1 M i α p | p ∈ C with dim M i+1 /M i = ℵ 0 + |C | and an extension r 1 of r on M i+1 with multiplicative invariance group U such that sign * r 1 = 0 and such that U is the convex hull of V in M i+1 . Since 2 ∈ U , we know that r 1 is the upper edge of a convex subgroup of (M i+1 , +, ≤) (cf. remark following (3.4)), hence U = V (r 1 ). Now we take p i+1 = α p + r 1 (p ∈ C ), which completes the construction. It remains to show that for each p ∈ C there is a cut q of N with sign q = 0 and G(q) = H. We take q = p i and apply (6.4) to the sequence (p 2i+1 ) i<ω : clearly we have q = p 2i+1 ; by (c) and (6.4)(iii) we have sign q = 0. By (b) and (6.4)(ii) again, we haveq = Proof. First we apply (6.5) and replace G by H and each p ∈ C by a cut q extending p with sign q = 0 and G(q) = H. Since V (H) is the convex hull of V in N M and V = M we know from (2.10), that V (H)
+ is an heir of V + . So in order to prove the proposition we may assume that sign p = sign * p = 0, G = G(p) and V = V (p) = M (p ∈ C ).
First we do the case δ = 0. If ε = 0, the result is (6.5). So let ε = 0. Let β be a realization of G + and for each p ∈ C let p 1 be the largest extension of p on M β . By (3.12)(iii) applied to T h(M ) >0 , the cutp 1 is the largest extension of G + on M β . First we prove that (q,q) is an heir of (p,p). Sincep has multiplicative signature 0, using our assumptions on V (p) and V (q), we can apply (5.5), which shows thatq is an heir ofp. Since sign p = 0 and V (p) + ∼ V + , the signature alternative holds for p by (7.2)(i). Hence we can apply (3.19) which shows that (q,q) is an heir of (p,p).
If γ 1 is not a realization of V (p) + , then there are elements a i , b i , c i as claimed: this follows from (3.17) applied to the theory T >0 , because (q,q) is an heir of (p,p). Hence we may assume that γ 1 is a realization of V (p) + . Since sign p = sign * p = 0, neither p norp is of the form a ± b·(V (p) + ) ±1 with a, b ∈ M . Since V (p) is definable in (M, V ), (5.2) is applicable. We get that neither p L nor G(p) are definable in (M, V (p)). Therefore, and since γ 1 realizes V (p) + , p andp must be omitted in M γ 1 .
Let p 1 := q M γ 1 be the unique extension of p on M γ 1 . Thenp 1 is the unique extension ofp on M γ 1 . Since V (q)
+ is an heir of V (p) + we can apply (3.18) to T >0 , thus V (q) lies over V (p 1 ), which shows that f (V (p 1 ) + ) is the upper edge of the T -convex valuation ring W ∩M γ 1 . Hence the assumptions of the theorem for p and q also hold for p 1 and q. Because sign * p 1 = 0 we can apply what we have already shown, namely: (q,q) is an heir of (p 1 ,p 1 ).
By (3.17) applied to T >0 , (q,q) and (p 1 ,p 1 ), there are M -definable maps h,g 1 ,g 2 , f 1 ,f 2 with f 1 (γ 1 ) < p 1 < f 2 (γ 1 ), g 1 (γ 1 ) <p 1 < g 2 (γ 1 ), γ 1 < V (p 1 ) + < h(γ 1 ) and M γ 1 |= ϕ(f 1 (γ 1 ), f 2 (γ 1 ), g 1 (γ 1 ), g 2 (γ 1 ), γ 1 , h(γ 1 )).
Therefore we can find elements a i , b i , c i in M as desired, if we know that (V (p 1 ) + ,p 1 , p 1 ) is an heir of (V (p) + ,p, p) . To see this, note first that V (p 1 ) + is an heir of V (p) + . Then, it follows from a standard compactness argument (cf. [Poi] 11.01) that there are cuts r 1 , r 2 , r 3 of M γ 1 with r 1 = V (p 1 ) + such that (r 1 , r 2 , r 3 ) is an heir of (V (p) + ,p, p). Since p 1 ,p 1 are the unique extensions of p,p respectively on M γ 1 we get p 1 = r 3 andp 1 = r 2 . So (V (p 1 ) + ,p 1 , p 1 ) is an heir of (V (p) + ,p, p) and this finishes the proof of (i).
(ii). If sign * p = sign * q = 0, then z * (p) =p, z * (q) =q and (ii) is implied by (i). So we assume that ε := sign * p = sign * q = 0, hence Z * (q) ∩ M = Z * (p) = ∅. Let a ∈ Z * (p) and let g(x) := a·x ε . Then g(V (p) + ) =p and g(V (q) + ) =q. Since V (q) + is an heir of V (p) + ,q is an heir ofp. By (7.2)(i) and (3.19) again, it follows that (q, q) is an heir of (p, p).
Let h(x) = a · x −ε . Then h(V (p) + ) = z * (p), h(V (q) + ) = z * (q) and it follows easily that (V (q) + ,q, z * (q), q) is an heir of (V (p) + ,p, z * (p), p).
