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Summary
We expand the Peierls-Nabarro phase-field model of dislocations on one active
slip plane introduced by Koslowski, Cuitin˜o, and Ortiz to the case of multi-
ple parallel slip planes embedded into a homogeneous anisotropic crystal. We
deduce the leading-order behavior of the energy as lattice size and slip plane
spacing tend to zero. Under a logarithmic rescaling, the limit energy in the
sense of Γ-convergence takes the form of a line-tension functional supported on
dislocation lines featuring interactions between parallel dislocation lines in dif-
ferent slip planes. An optimal dislocation configuration is shown to contain a
two-scale microstructure.
This is an extension of a result by Conti, Garroni, and Mu¨ller. We are able
to treat anisotropic materials with possibly nonpositive interaction kernels, and
obtain the leading order energy for non-dilute dislocations in a special geometry.
We use the theory of functions of bounded variation, the fractional Sobolev space
H1/2, and linear elasticity theory. We show some new results using iterated
mollification and multiscale analysis, and use a modified ball construction for
an extension result in BV .
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Nomenclature
N Natural numbers including 0.
Rn Euclidean space of dimension n ∈ N.
Tn = Rn/Zn Flat torus of dimension n ∈ N.
a ∨ b = max(a, b) Maximum of a, b ∈ R.
a ∧ b = min(a, b) Minimum of a, b ∈ R.
|x| Euclidean norm of x ∈ Rn.
Sn−1 Unit sphere in Rn.
x · y Euclidean scalar product of x, y ∈ Rn.
x× y Cross product of x, y ∈ R3.
x⊗ y For x ∈ Rn, y ∈ Rm, the matrix A ∈
Rn×m with entries Aij = xiyj .
x⊥ The vector x ∈ R2 rotated by 90◦ de-
grees counterclockwise.
x ‖ y x is parallel to y, i.e. x, y ∈ Rn are
linearly dependent.
x ⊥ y x, y ∈ Rn are orthogonal, i.e. x · y = 0.
eiθ The vector (cos θ, sin θ) ∈ R2.
|A| = Ln(A) Lebesgue measure of A.
Hk(A) k-dimensional Hausdorff measure.
A Closure of A.
A˚ Interior of A.
∂A Topological boundary of A.
convA Convex hull of A ⊂ Rn. If A ⊂ Tn, de-
notes the smallest set B ⊂ Tn contain-
ing A and all shortest paths between
two points x, y ∈ B.
[x, y] For x, y ∈ Rn the closed line segment
conv({a, b}).
1A Characteristic function of A.´
A
f dx =
´
A
f dLn Lebesgue integral of f .
D(U) Space of test functions on U .
S Space of Schwartz functions on Rn.
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D′(U) Space of distributions on U .
S ′ Space of tempered distributions on Rn.
M(U) Class of positive measures on U .
‖f‖p = ‖f‖Lp Lp-norm of f .
‖f‖k,p = ‖f‖Wk,p Sobolev norm of f .
Ff(k) = f̂(k) = 1(2pi)n
´
Rn f(x)e
−ik·x dx Fourier transform of f .
F−1f(x) = ´Rn f(k)eik·x dk Inverse Fourier transform of f .
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Figure 1:
Left: Purely elastic deformation of a square lattice.
Middle: Purely plastic deformation trough crystallographic slip along parallel
slip planes.
Right: Superposition of elastic and plastic deformations.
1 Introduction
1.1 Crystal plasticity
Plasticity describes the effect of permanent deformation of solids under load.
Typically, once a certain yield stress is applied, the material starts to deform
plastically, accompanied by dissipation of energy into heat. We study in partic-
ular plastic deformations of crystalline materials such as metals or minerals. At
a microscopic level, the permanent deformation of a single crystal is achieved by
plastic slip, the gliding of atoms along a plane to different neighbors. The active
slip planes are determined by the crystal structure. In practice, the preferred
slip directions are the shortest translation vectors of the crystal’s symmetry
group, e.g. the unit directions in a simple cubic crystal.
The microscopic kinematics of plastic slip are described by pairs (ω,B) of slip
planes ω ⊂ R3 and discrete Burgers lattices B ⊂ R3, where B is perpendicular
to the slip plane normal νω. We then consider a reference configuration Ω ⊂ R3
intersecting M ∈ N slip planes ω1, . . . , ωM , each equipped with a Burgers lattice
B1, . . . ,BM . The small deformation is described by the displacement field u :
Ω → R3, which is allowed to jump along each ωm by [u] = bm : ωm → R3, the
jump taking values in or near the Burgers lattice Bm. We naturally decompose
the distributional differential Du = ∇uL3+∑Mm=1 bm⊗νmH2xωm into an elastic
distortion βe = ∇uL3 and a plastic distortion βp = ∑Mm=1 bm ⊗ νmH2xωm.
Note that a fitting function space is either a subspace of SBV 2(Ω,R3) with
prescribed jump set Ju ⊆
⋃M
m=1 ω
m, or alternatively H1(Ω \⋃Mm=1 ωm,R3) as
long as ∇u ∈ L2, where the jumps appear as differences of the traces of u on
ωm.
1.2 Dislocations
While uniform plastic slip across an entire slip plane leaves the crystal structure
intact, in reality, particularly in polycrystals, which are made up of differently
aligned crystalline grains, we observe that under increasing load, slip occurs
first over a small section of the slip plane, then gradually the slipped region
expands. At the boundary line between the slipped and unslipped regions there
must necessarily be a crystallographic defect, called a dislocation, see Figure 2.
This motion of dislocations governs the propagation of plastic slip.
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Wherever dislocations are impeded from moving forward by certain obstruc-
tions such as grain boundaries, they tend to pile up, and the repellent interaction
between dislocations makes further plastic distortion more difficult. This effect
is referred to as strain hardening, or work hardening.
In our model, with Du = βe + βp, in general we cannot decompose u into
a purely elastic displacement ue with Due = βe and a purely plastic one up
with Dup = βp. In this linearized setting, this is possible only if 0 = curlβp =
− curlβe, where for β = (β1, β2, β3) ∈ R3×3 row-wise, (curlβ)j = curlβj . In
our case βp =
∑M
m=1 b
m ⊗ νmH2xωm, and
curlβp =
M∑
m=1
D˜bm × νm. (1)
where D˜bm ∈ D′(ω,R3⊗ω) denotes the in-plane distributional derivative, which
is embedded by extension into D′(Ω,R3×3), and the cross product D˜bm× νm ∈
R3×3 is taken row-wise.
This means that away from intersections of the slip planes, any nonconstant
slip field necessarily induces elastic distortion.
The tensor curlβp ∈ R3×3 is usually referred to as Nye’s dislocation density.
For a comprehensive study of dislocations, see e.g. [22], [23]. The meaning
of the tensor is made clear by Stokes’ theorem, in that a closed loop γ in the
reference configuration transported elastically to the deformed configuration,
i.e. following the crystal structure, ends up as a non-closed loop at an offset
ˆ
γ
βe · γ˙ dH1 = −
ˆ
Aγ
curlβp · ν dH2, (2)
where Aγ ⊂ Ω is a surface bounded by γ and ν its normal. The meaning of
curlβp · ν is the aggregate offset in a loop normal to ν.
For a single slip plane ω = R2×{0} with normal e3 in a simple cubic crystal,
we have after normalization that the Burgers lattice is B = Z2 ×{0}. A typical
nonconstant slip field with values in B is
b(x1, x2) =
{
e1 , if x1 > 0
0 , otherwise.
(3)
We get curlβp = e1⊗e1H1xRe1, a single straight dislocation line. Since e1 ‖ e1,
this is called an edge dislocation.
On the other hand, if
b(x1, x2) =
{
e2 , if x1 > 0
0 , otherwise,
(4)
we get curlβp = e2⊗e1H1xRe1. Since e2 ⊥ e1, this is called a screw dislocation.
These two types of dislocation were the two first identified by Volterra (see [35]),
although more complicated dislocations do exist. The jump in the slip field is
called the dislocation’s Burgers vector, and it measures the offset of a loop
around the dislocation. See Figure 2.
In general, if b ∈ BV (ω,B), by the structure theorem for BV functions (see
[5]), its jump set forms a rectifiable network of curves Jb ⊂ ω, with piecewise
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Figure 2:
Left: A point dislocation in a 2D square lattice (red). Atoms may change their
bonds along the slip line (blue). The dislocation marks the jump in the slip
field.
Middle: An edge dislocation (3) in a simple cubic lattice (red). Note that the
2D picture is simply extruded in the third dimension. Slip plane in blue.
Right: A screw dislocation (4) in a simple cubic lattice. In this case, the Burgers
vector is parallel to the dislocation line.
constant jumps [b] ∈ B, so that Db = [b]⊗νJbH1xJb, and the dislocation density
is likewise concentrated on a network of curves
curlβp = [b]⊗ (νJb × νω)H1xJb. (5)
The general setting of rectifiable dislocation line networks in 3-dimensional
space was recently studied in [10] and [12]. The case of parallel straight dislo-
cation lines was treated in the nonlinear setting in [32], [28], and more recently
in [19].
1.3 Energy considerations
We shall consider the setting of dislocation networks supported on M ∈ N
parallel planes via the phase-field approach, where the phase-field consists of the
M slip fields bm : ωm → R3, and u : Ω → R3 shall be assumed optimal under
the jump condition [u] = bm on ωm. Since this jump condition automatically
determines the gradient decomposition Du = βe+βp, we consider the linearized
elastic energy ˆ
Ω
Cβe : βe dx, (6)
where C ∈ R3×3×3×3 denotes the symmetric stiffness tensor, which is not fully
coercive but in fact only penalizes the symmetric part Asym = (A + A
T )/2
of a given distortion tensor A ∈ Rn×n. Given jumps b1, . . . , bM , an optimal
displacement field then solves 0 = divCβe = divC∇u outside of ⋃Mm=1 ωm. The
apparent problem of noncoercivity was famously solved by Korn’s inequality
min
A∈Rn×nskew
ˆ
Ω
|Du−A|2 dx ≤ C(Ω)
ˆ
Ω
|Dusym|2, (7)
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which holds for all open bounded connected Lipschitz domains. Introducing
jumps generally makes the situation more complicated, resulting in the space of
function of bounded deformation BD (see e.g [34]), but in our case, since the
jump planes are fixed, the elastic problem will be shown to be strongly elliptic.
For a slip field containing a single straight dislocation line as in (3) and (4)
with Burgers vector d ∈ B,
b(x1, x2) =
{
d , if x1 > 0
0 , otherwise,
(8)
we try to find the minimal elastic energy per unit length around the dislocation,
which we can replace by the squared L2 norm using Korn’s inequality, although
some work needs to be done since βe is not a gradient field, see [32], [28],[19].
We use Stokes’ theorem to see thatˆ
γ
βe · γ˙ dH1 = −d (9)
for every clockwise closed curve γ around Re1. In a hollow cylinder Cl,r,R =
{(x1, x2, x3) : 0 < x1 < l, r2 < x22 + x23 < R2} around Re1, we get by Ho¨lder’s
inequality and use of cylindrical coordinates the lower bound for the energyˆ
Cl,r,R
|βe|2 dx
≥
ˆ l
0
ˆ R
r
ˆ
{x1}×tS1
|βe · γ˙|2 dH1 dt dx1
≥ l|d|
2
2pi
ˆ R
r
dt
t
=
l|d|2
2pi
log(R/r), (10)
where γ = γx1,t is the clockwise unit speed curve parameterizing the circle
{x1} × tS1 ⊂ R3.
The total elastic energy thus diverges logarithmically around the dislocation
line as r → 0. In order to arrive at a finite energy model, different modifications
can be made, such as cutting out a small cylinder around the dislocation, mol-
lifying the dislocation density using a smooth kernel, or using a mixed growth
model replacing |βesym|2 in the energy with min(|βesym|2, |βesym|p) for some p < 2.
In case of the phase-field model, we allow for smooth transitions in the
slip field instead of sharp dislocation lines. Deviations of bm from Bm, which
signify a mismatch in the crystal lattice, are penalized by a Peierls potential
Wm(bm) ≈ dist2(bm,Bm). We introduce a length scale ε > 0 denoting the
width of the transition, called the core size of the dislocation. The energy we
consider for a family of slip fields b1, . . . , bM is then
Eε(b
1, . . . , bM )
=
1
ε
M∑
m=1
ˆ
ωm
dist2(bm,Bm) dH2
+ min
u : [u]=bm on ωm
ˆ
Ω\⋃Mm=1 ωm CDu : Dudx. (11)
13
A competitor near (8) for a single plane is given by
bλ(x1, x2) =

d , if x1 > λ
x1d/λ , if 0 ≤ x1 ≤ λ
0 , if x1 < 0,
(12)
and its energy in the unit square is given by Eε(bλ) ≈ λ/ε+ | log λ|, so that the
optimal transition width is indeed λ = ε, yielding energy on the scale | log ε|.
Note also that the contribution from the Peierls potential remains bounded.
We aim to extract the asymptotic behavior of Eε/| log ε|, in the sense of
Γ-convergence, which was introduced in the 1970s by De Giorgi. See [6],[15] for
an introduction to the topic.
In general, a family of functionals Fε : X → [−∞,∞] on a metric space X
is said to Γ-converge to a functional F : X → [−∞,∞] if
i) Whenever xε → x as ε→ 0, then F (x) ≤ lim infε→0 Fε(xε).
ii) For every x ∈ X there is a family xε such that xε → x as ε → 0 and
limε→0 Fε(xε) = F (x).
The first inequality is generally referred to as the lower bound and the second
as the upper bound. The family or sequence in (ii) is called a recovery sequence.
A family of energy functionals similar to (11) arises in the theory of phase
transitions, where u : Ω→ [0, 1] describes a mixture of phases, with energy
Fε(u) =
ˆ
Ω
1
ε
W (u) + ε|Du|2 dx, (13)
where W : R → R vanishes precisely at 0 and 1. Modica and Mortola showed
in [27] that Fε Γ-converges in the L
1-topology to F (u) = c|Du| = cPer({u =
1}) for u ∈ BV (Ω, {0, 1}). The constant in this case arises from an optimal
transition profile and depends explicitly on W .
The singular perturbation arising from the elastic energy in (11) resembles
more closely the squared H1/2-seminorm than the Dirichlet integral. For a
detailed treatment of fractional Sobolev spaces, see e.g. [1]. The model one-
dimensional problem
Gε(u) =
1
ε| log ε|
ˆ
R
W (u) dx+
1
| log ε|
ˆ
R
ˆ
R
|u(x)− u(y)|2
|x− y|2 dx dy, (14)
with W as before, was treated in [2], where the authors showed Γ-convergence
to 2|Du| = 2 Per({u = 1}), independently of W , because the main contribution
comes from the long-range interaction of the level sets {uε ≈ 1} and {uε ≈ 0}.
The problem of minimizing the linear elastic energy around a single slip plane
ω ⊆ R2 was studied in [25], [26], and [17], where it was shown that for isotropic
C, there is a positive definite −3-homogeneous kernel J : R2 \ {0} → R2×2sym such
that
min
u : [u]=b on ω
ˆ
Ω\ω
CDu : Dudx
=
ˆ
ω
ˆ
ω
(b(x)− b(y))J(x− y)(b(x)− b(y)) dH2(x) dH2(y). (15)
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Figure 3: The BV -elliptic envelope is realized by minimizing the original line-
tension energy in the square Qν with given jump boundary condition. Compare
to the definition of quasiconvexity in [14]. Possible microstructures include zig-
zag, intermediate phases, or combinations thereof. Since ϕrelsingle is necessarily
subadditive, the quadratic growth of ϕsingle is relaxed to linear growth.
This explicit representation allowed Garroni and Mu¨ller to show in [18] for
a single slip system and with Conti in [11] for multiple slip systems that the
Γ-limit in the L1-topology of Eε/| log ε| in the single plane case is finite on
BV (ω,B), where the limit energy Isingle is of line-tension type
Isingle(b) =
ˆ
Jb
ϕrelsingle([b], ν) dH1, (16)
where ϕrelsingle : B × S1 → [0,∞) is the BV -elliptic envelope (see [3],[4]) of the
function
ϕsingle(d, ν) =
ˆ
S1
d · J(x)d |x · ν| dH1(x), (17)
which is the energy density of a straight dislocation line in ω perpendicular to
ν with Burgers vector d.
The BV -elliptic envelope is defined as
ϕrelsingle(d, ν) = inf
{ ˆ
Jb∩Qν
ϕsingle([b], ν) dH1 : b = d1{x·ν>0} outside of Qν
}
.
(18)
Here Qν is the unit square in ω centered at 0 with one side parallel to ν.
The BV -elliptic envelope in the limit energy reflects the formation of dislo-
cation microstructure (see Figure 3), which needs to be appropriately treated
in proving the Γ-limit.
1.4 Content of the thesis
In this thesis, we generalize the Peierls-Nabarro model to the case of M ∈ N
parallel planes. In this case, the bulk elastic energy features interaction between
different planes.
In Section 2, we find the minimal Dirichlet energy in Rn \ ⋃Mm=1 ωm with
given jumps on the ωm. This result is classical, see e.g. [33], from where we
adapted the proof. We show that the space of jumps with finite energy is
precisely H1/2.
In Section 3, we move from the Dirichlet energy to the vector-valued linear
elastic problem. We follow the work in [17] but take some extra steps to show
15
existence, uniqueness, and linearity of the minimizer to the jump problem. We
find that, given jumps bm ∈ H1/2(Rn−1×{hm},Rn), the minimum elastic energy
is given by the bilinear form
Bh1,...,hM (b, b)
=
M∑
m,m′=1
ˆ
Rn−1
ˆ
Rn−1
(bm(x)− bm(y))J(x− y − (hm′ − hm)en)(bm′(x)− bm′(y)) dx dy, (19)
where b = (b1, . . . , bM ) ∈ H1/2(Rn−1,RMn) denotes the total slip field. The ker-
nel J : Rn \ {0} → Rn×nsym is −n-homogeneous and smooth, but not necessarily
positive everywhere. In fact, for more than one plane, the interaction is neces-
sarily negative somewhere, and even for one plane in an anisotropic material, we
were unable to prove positivity of the kernel. While in [17] it was shown that the
kernel is positive for isotropic materials, the use of Fourier transforms of singular
functions to define the kernel makes positivity in the anisotropic case difficult
to show analytically, even though the problem is finite-dimensional. We were
able to find many non-positive kernels yielding an elliptic bilinear form on H1/2
in Example 3.21, although those are not necessarily induced by a homogeneous
stiffness tensor C.
We go on to show that all the important properties of the kernel still apply
if the Euclidean slip plane Rn−1 is replaced by the torus Tn−1, and provide a
decomposition of the interaction kernel into integrable kernels with an inherent
length scale. In the rest of the thesis, we mostly restrict ourselves to the torus
T2 for technical reasons.
In Section 4, we proceed to make a few simplifications. Namely, we assume
that the slips bm are indeed tangential, i.e. that bm · en = 0, and that the
Burgers lattices are all equal to Z2 = Z2 × {0}. We also assume that the slip
planes are evenly stacked, i.e. that hm = mh(ε) for some h(ε), which may vary.
Results for more general configurations can be inferred by a change of variables
at the cost of more complicated notation.
we show that for evenly stacked slip planes, i.e. hm = h(ε)m, the energy
Eε,h(ε)/| log ε| provides compactness in L1(T2,RnM ), provided that
lim sup
ε→0
log h(ε)
log ε
< 1, (20)
to a limit function b ∈ BV (T2,Z2M ).
In this topology, dislocations are free to move within their plane but unable
to move between the planes. The jump set Jb ⊂ T2 is the union of the jump
sets Jbm ⊂ T2. Whenever only one of the M slip fields jumps, we expect the
same limit energy as for a single plane, namely ϕ((d, 0, . . . , 0), ν) = ϕrelsingle(d, ν).
However, whenever multiple of the bm jump simultaneously, we expect interac-
tion between these dislocations, see Figure 4. We are able to show the following
theorem:
Theorem 1.1. Let M > 0. Let h : (0,∞) → [0,∞). Consider the family of
energies defined for b ∈ H1/2(T2,R2M ),
Eε,h(ε)(b) =
1
ε
ˆ
T2
dist2(b,Z2M ) +Bh(ε),...,Mh(ε)(b, b). (21)
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hFigure 4: The limit energy is concentrated on the jump set of b, which is the
union of jump sets of the slip fields. When dislocations in different planes run
in parallel, they interact, which may be energetically favorable.
Then if
β = lim
ε→0
0 ∨ log h(ε)
log ε
∧ 1 (22)
exists, we have
i) If β < 1, then the energies Eε,h(ε)/| log ε| are equicompact in the L1(T2,R2M )
topology, up to constants, with limit functions as ε→ 0 in BV (T2,Z2M ).
The Γ-limit of Eε,h(ε)/| log ε| is the line-tension energy
I(b) =
ˆ
Jb
[
(1− β)ϕrel∞ + βϕ0
]rel
([b], ν) dH1. (23)
Here ϕ∞(d, ν) =
∑M
m=1 ϕsingle(d
m, ν) is the self-energy of a dislocation
ensemble at distance ∞, i.e. with no interaction between dislocations,
and ϕ0(d, ν) = ϕsingle
(∑M
m=1 d
m, ν
)
is the self-energy of a dislocation
ensemble at distance 0, i.e. a single dislocation.
ii) If β = 1, and
lim sup
ε→0
Eε,h(ε)(bε)/| log ε| <∞, (24)
then the sums bΣε =
∑M
m=1 b
m
ε are compact up to constants in the L
1(T2,R2)
topology for finite energy sequences bε, with limit functions b
Σ ∈ BV (T2,Z2)
and the Γ-limit of Eε,h(ε)/| log ε| in this topology is given for b ∈ BV (T2,Z2M )
by
I(b) =
ˆ
Jb
ϕrel0 ([b], ν) dH1. (25)
This result was announced in [13], and its physical implications were dis-
cussed in [20] and [21].
The compactness statements plus some additional properties are proved in
Section 4. The compactness result from Theorem 1.1 is proved in Propositions
4.5 and 4.7. Unlike in [18], [11], we cannot use the kernel representation of
Bh,...,Mh for compactness, because we the kernel is not necessarily positive. In-
stead we analyze the displacement field u : Ω\⋃Mm=1 → R3 to show compactness
of the jumps of u.
The upper bound for the limit energies is proved in Proposition 5.4 in Section
5, where we also calculate some microstructures, following [13], to show that the
double relaxation in the limit is nontrivial.
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The rest of this thesis is devoted to the lower bound, which is proved by
applying Proposition 8.2 to the results of Proposition 8.1.
In Section 6, we use a modified ball construction, the original having been
used in [24],[30], [31] for Ginzburg-Landau theory, to show an extension result
for SBV (R2,Z) functions defined up to a small error set. This result is used
multiple times throughout the thesis to deal with error terms which may be
large but localized, by simply covering the regions containing large error terms.
In Section 7, we show some estimates for the family of one-dimensional step
functions u = a+ bλ(x · ν) with a, b ∈ Z2M , λ : R→ Z monotone, and ν ∈ S1,
which were shown to well-approximate functions in BV (R2,R2M ) in [11], to
replace the action of the kernel with the line-tension energy.
In Section 8, we employ the results from the previous two sections in order
to show the lower bound. The proof is based on the one in [11], but special care
has to be taken due to the non-positivity of the kernel.
The standard decomposition of a kernel into its actions on annuli, as used in
[11] for a single slip plane in an isotropic material, in general does not preserve
positivity. Instead we use iterated mollification to decompose any convex pos-
itive translation-invariant functional into countably many positive functionals
which each have an inherent length scale. We use iterated mollification on the
total variation, following [11], as well as on the energy Bh(ε),...,Mh(ε).
2 The minimal Dirichlet energy for the jump
problem
2.1 The space H1/2(Rn−1)
We start with the following model problem:
Given Ω ⊂ Rn open with piecewise C1 boundary and boundary values f ∈
C1(∂Ω), find the minimizer u ∈ C2(Ω) of the Dirichlet energy
inf
{ˆ
Ω
|∇u(x)|2dx : u = f on ∂Ω
}
. (26)
Assuming a minimizer u ∈ H1(Ω) exists, it must be harmonic.
In case of the half-space Ω = Rn+ := Rn−1 × (0,∞), where we write x =
(x˜, xn), with boundary ∂Rn+ = Rn−1 × {0} =: Rn−1. We want to find the min-
imizer u ∈ H1(Rn+) of the Dirichlet energy whenever one exists and determine
its closed form.
Defining the n−1-dimensional Fourier transform of u for a fixed xn ∈ [0,∞)
as
uˆ(k, xn) =
ˆ
Rn−1
u(x˜, xn)e
−ik·x˜ dHn−1(x˜), (27)
we calculate the Dirichlet energy
ˆ
Rn+
|∇x˜u(x)|2 + |∂nu(x)|2 dx
=
1
(2pi)n−1
ˆ ∞
0
ˆ
Rn−1
|k2||uˆ(k, xn)|2 + |∂nuˆ(k, xn)|2 dk dxn. (28)
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By the Euler-Lagrange equation, Fourier transform of the minimizer solves al-
most everywhere the ODE ∂2nuˆ(k, xn) = |k|2uˆ(k, xn) with initial value uˆ(k, 0) =
fˆ(k). The only solution with finite energy is given by uˆ(k, xn) = e
−|k|xn fˆ(k),
and (26) reads
1
(2pi)n−1
ˆ ∞
0
ˆ
Rn−1
2|k|2e−2|k|xn |fˆ(k)|2 dk dxn
=
1
(2pi)n−1
ˆ
Rn−1
|k||fˆ(k)|2 dk. (29)
This is also called the squared H1/2-seminorm of f , denoted [f ]2
H1/2
, and
‖f‖2H1/2 :=
1
(2pi)n−1
ˆ
Rn−1
(1 + |k|)|fˆ(k)|2 dk (30)
defines the norm of the Hilbert space H1/2(Rn−1) ⊂ L2(Rn−1).
In real space the minimizer u of (26) is then given by the inverse Fourier
transform
u(x˜, xn) = F−1
(
e−|·|xn fˆ
)
=
ˆ
Rn−1
Φxn(x˜− y˜)f(y˜) dy˜, (31)
where Φ : Rn+ → R is the Poisson kernel for the half-space and satisfies Φˆxn(k) =
e−|k|xn . We can determine Φ explicitly:
Lemma 2.1. The Poisson kernel for Rn+ is given by
Φxn(x˜) =
Γ
(
n
2
)
pi
n
2
xn
(x2n + |x˜|2)
n
2
=
2
nαn
xn
(x2n + |x˜|2)
n
2
, (32)
denoting by αn = |B(0, 1)| the volume of the n-unit ball.
Proof. This proof is adapted from [33]. We use the Fourier inversion formula
for Φˆxn ,
Φxn(x˜) =
1
(2pi)n−1
ˆ
Rn−1
eik·x˜Φˆxn(k)dk. (33)
From now on we can assume by the scaling property of the Fourier transform
that xn = 1. In the case n = 2 integrating by parts twice yields
Φ1(x) =
2
2pi
ˆ ∞
0
cos(kx)e−kdk =
1
pi
(
1− x2
ˆ ∞
0
cos(kx)e−kdk
)
, (34)
and thus
Φ1(x) =
1
pi
1
1 + x2
, (35)
which is the desired formula.
In higher dimensions we decompose the one-dimensional kernel into Gaus-
sians
1
1 + x2
=
ˆ ∞
0
e−(1+x
2)udu =
ˆ ∞
0
e−ue−ux
2
du. (36)
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Taking the one-dimensional Fourier transform on either side and evaluating
at |k| for k ∈ Rn−1 yields
e−|k| =
1√
pi
ˆ ∞
0
1√
u
e−ue−
|k|2
4u du, (37)
since the Fourier transform of a Gaussian is again a Gaussian. Now we apply
the n− 1-dimensional inverse Fourier transform on both sides to obtain
Φ1(x˜) =
1
2n−1pin−1+
1
2
ˆ ∞
0
1√
u
e−u
ˆ
Rn−1
eik·x˜e−
|k|2
4u dk du
=
(4pi)
n−1
2
2n−1pin−1+
1
2
ˆ ∞
0
u
n−1
2√
u
e−ue−u|x˜|
2
du
=
1
pi
n
2
ˆ ∞
0
u
n−2
2 e−(1+|x˜|
2)u du
=
Γ
(
n
2
)
pi
n
2
1
(1 + |x˜|2)n2
, (38)
where we again used the fact that the Fourier transform of a Gaussian is a
Gaussian and switched the order of integration.
Now that we have an explicit formula for the minimizer of (26), we can find
an intrinsic form for its minimum.
Lemma 2.2. Let f ∈ H1/2(Rn−1). Then
1
(2pi)n−1
ˆ
Rn−1
|k||fˆ(k)|2 dk = 1
nαn
ˆ
Rn−1
ˆ
Rn−1
|f(x˜)− f(y˜)|2
|x˜− y˜|n dx˜ dy˜. (39)
Proof. Assume without loss of generality that f ∈ C∞c (Rn−1).
By the monotone convergence theorem we can cut off the left-hand side by
multiplying the integrand by e−t|k|, where t is a small positive number. Then
for all f ∈ H1/2(Rn−1)
1
(2pi)n−1
ˆ
Rn−1
|k||fˆ(k)|2dk
=
1
(2pi)n−1
lim
t↓0
ˆ
Rn−1
|k|e−t|k||fˆ(k)|2 dk
=− 1
(2pi)n−1
lim
t↓0
ˆ
Rn−1
∂te
−t|k||fˆ(k)|2 dk
=− lim
t↓0
ˆ
Rn−1
f(x˜)(∂tΦt ∗ f)(x˜) dx˜
=− lim
t↓0
ˆ
Rn−1
ˆ
Rn−1
f(x˜)f(y˜)∂tΦt(x˜− y˜) dy˜ dx˜
=
1
2
lim
t↓0
ˆ
Rn−1
ˆ
Rn−1
|f(x˜)− f(y˜)|2∂tΦt(x˜− y˜) dy˜ dx˜, (40)
where the last equality is due to the fact that
´
∂tΦt(x˜) dx˜ = ∂t
´
Φt(x˜) dx˜ = 0
and Φt, ∂tΦt ∈ L1(Rn−1) for all t > 0.
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Note that by Lemma 2.1
∂tΦt(x˜− y˜) = 2
nαn
[
1
(t2 + |x˜− y˜|2)n2
− 2t
2
(t2 + |x˜− y˜|2)n+22
]
. (41)
We show that the second term vanishes in the limit of the double integral and
only the limit of the first part remains. To see this, take R > 0 such that
f ∈ C∞c (B(0, R)), where B(0, R) ⊂ Rn−1. Then the domain of integration is
B(0, R)×B(0, R), and |f(x˜)− f(y˜)| ≤ Lip(f)|x˜− y˜|. Thus
ˆ
Rn−1
ˆ
Rn−1
|f(x˜)− f(y˜)|2 t
2
(t2 + |x˜− y˜|2)n+22
dy˜ dx˜
≤
ˆ
B(0,R)
ˆ
Rn−1
Lip2(f)
t2|h˜|2(
t2 + |h˜|2
)n+2
2
dh˜ dx˜
=
t4tn−1
tn+2
|B(0, R)|Lip2(f)
ˆ
Rn−1
|h˜|2(
1 + |h˜|2
)n+2
2
dh˜
=t|B(0, R)|Lip2(f)Cn−1, (42)
since the last integral is finite and depends only on n. We conclude that for any
f ∈ C∞c (Rn−1)
1
(2pi)n−1
ˆ
Rn−1
|k||fˆ(k)|2dk
=
1
nαn
lim
t↓0
ˆ
Rn−1
ˆ
Rn−1
|f(x˜)− f(y˜)|2
(t2 + |x˜− y˜|2)n2
dy˜ dx˜
=
1
nαn
ˆ
Rn−1
ˆ
Rn−1
|f(x˜)− f(y˜)|2
|x˜− y˜|n dy˜ dx˜ (43)
by the monotone convergence theorem.
2.2 The Dirichlet energy in terms of parallel jumps
We now consider the case of finitely many parallel interfaces ωhm = Rn−1×{hm},
where h1 < . . . < hM . We prescribe jumps bm ∈ H1/2(ωhm) at each interface
and minimize the Dirichlet energy
Eint[b
1, . . . , bM , h1, . . . , hM ]
= inf
{ˆ
Rn\⋃m ωhm |∇u(x)|
2dx : [u] = bm on ωhm
}
. (44)
The minimizer ub1,...,bM ,h1,...,hM is harmonic away from
⋃
m ωhm , with its
jumps [u] = u+ − u− ∈ H1/2(ωhm) prescribed on the interfaces ωhm . In the
case of one interface, i.e. M = 1, h1 = 0, the minimizer u is optimal in
both the upper and lower half-space, and the energy depends on its two traces
u+, u− ∈ H1/2(Rn−1). Since their difference has to be u+ − u− = b, we pick as
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the free parameter the lower trace w = u−, so that u+ = w + b. The energy
associated with w is by (29)
1
(2pi)n−1
ˆ
Rn−1
|k|
(
|wˆ(k)|2 + |wˆ(k) + bˆ(k)|2
)
dk. (45)
Optimizing this energy yields wˆ(k) = − 12 bˆ(k) for all k 6= 0, i.e. w = − 12b+ c for
some c ∈ R, and thus
Eint[b] =
1
2(2pi)n−1
ˆ
Rn−1
|k||bˆ(k)|2dk
=
1
2nαn
ˆ
Rn−1
ˆ
Rn−1
|b(x˜)− b(y˜)|2
|x˜− y˜|n dy˜ dx˜. (46)
If there are multiple interfaces, by Lax-Milgram ub1,...,bM ,h1,...,hM depends
linearly on the bm, so ub1,...,bM ,h1,...,hM = u
1 + . . .+uM , with um(x) the solution
for a single jump of bm at height hm. More precisely,
um(x) =
1
2
{
Φxn−hm ∗ bm(x˜) , if xn > hm
−Φhm−xn ∗ bm(x˜) , if xn < hm.
Then the Dirichlet energy for multiple interfaces is given by
Eint[b
1, . . . , bM , h1, . . . , hM ]
=
M∑
m=1
Eint[b
m] + 2
∑
m<m′
ˆ
Rn\(ωhm∪ωhm′ )
∇um(x) · ∇um′(x)dx. (47)
We determine the interaction terms by cutting out the two jump planes of um
and um
′
and integrating by parts. Since both functions are harmonic, this leaves
only boundary terms.
To this end fix m < m′ and define
Ωδ := Rn−1 ×
[
(−∞, hm − δ) ∪ (hm + δ, hm′ − δ) ∪ (hm′ + δ,∞)
]
. (48)
Then
2
ˆ
Ωδ
∇um(x) · ∇um′(x)dx
=− ∂δ
ˆ
∂Ωδ
um(x)um
′
(x)dHn−1(x)
=− 1
4
∂δ
ˆ
Rn−1
ˆ
Rn−1
bm(y˜)bm
′
(z˜)
[
2Φhm′−hm+2δ(y˜ − z˜)− 2Φhm′−hm−2δ(y˜ − z˜)
]
dHn−1(y˜)dHn−1(z˜). (49)
Taking the limit as δ → 0, the left-hand side converges to the integral over
Rn \ (ωhm ∪ωhm′ ) by monotone convergence, and the right-hand side converges
to
− 2
ˆ
Rn−1
ˆ
Rn−1
bm(y˜)bm(z˜)∂xnΦhm′−hm(y˜ − z˜) dHn−1(y˜) dHn−1(z˜)
=
ˆ
Rn−1
ˆ
Rn−1
(bm(y˜)− bm(z˜))(bm′(y˜)− bm′(z˜))∂xnΦhm′−hm(y˜ − z˜)
dHn−1(y˜) dHn−1(z˜). (50)
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Here we used again the fact that
´
∂tΦt(x)dx = 0.
In summary, for h1 < . . . < hM and b1, . . . , bM ∈ H1/2(Rn−1), we can write
the minimum of the Dirichlet energy with prescribed jumps b on Rn−1 × {hm}
explicitly as
M∑
m,m′=1
ˆ
Rn−1
ˆ
Rn−1
(bm(y˜)− bm(z˜))∂xnΦhm′−hm(y˜ − z˜)(bm
′
(y˜)− bm′(z˜)) dHn−1(y˜)
dHn−1(z˜). (51)
We shall show in the next section that a similar formula can be found for
the linear elastic energy.
3 The minimal linear elastic energy for the jump
problem
We now investigate the elastic displacement in the whole space around a single
slip plane. We shall consider the plane ω = Rn−1 × {0} = Rn−1. The slip will
be a function b ∈ C∞c (ω,Rn). We want to minimizeˆ
R3\ω
CDu : Dudx (52)
among all locally integrable displacement fields u : Rn \ ω → Rn with Dusym ∈
L2(Rn \ ω) and [u] = b on ω.
From here on out C ∈ Rn×n×n×n shall be a fixed fourth-order stiffness tensor
with the symmetries cijkl = cklij = cjikl. (C is a symmetric tensor acting on
the space of symmetric matrices Rn×nsym .) We will assume that C is positive
definite on Rn×nsym , i.e. A · CA ≥ c|A + AT |2 for all A ∈ Rn×n, where c > 0 is
a constant. Note that for n = 2, there are 6 degrees of freedom in choosing C,
for n = 3 there are 21, and in general there are n(n+1)(n
2+n+2)
8 . If we assume
additionally that C be isotropic, then there are only two degrees of freedom,
and CA = µ2 (A+A
T ) + λ trA Id.
Alternatively, u can be considered as an SBVloc(Rn,Rn) function with pre-
scribed gradient decomposition Du = ∇u + b ⊗ enHn−1xω. Denoting Eu =
Dusym, CDu : Du = CEu : Eu due to the symmetry of C.
We start with some basic facts about this minimization problem:
Lemma 3.1. Let u : Rn+ → Rn be locally integrable with Dusym ∈ L2(Rn+,Rn×nsym ).
Then there is exactly one A ∈ Rn×nskew with
´
Rn+
|Du−A|2 dx ≤ C ´Rn+ |Dusym|2 dx,
where C depends only on the dimension.
Remark 3.2. This result is called Korn’s inequality. While every connected
open bounded set with Lipschitz boundary and Rn permit Korn’s inequality, for
unbounded sets this is generally untrue, as in e.g. Ω = R× (0, 1). The reason it
works for the half-space is its self-similarity. For more information on Korn’s
inequality see e.g. [9].
Proof. Let C be the Korn’s constant for the half-ball B+. Then for every k > 0
there is some Ak ∈ Rn×nskew such that
´
B
2k+
|Du − Ak|2 dx ≤ C
´
Rn+
|Dusym|2 dx.
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By the triangle inequality |Ak − Ak+j |2 ≤ C2−kn
´
B
2k+
|Ak − Du|2 + |Ak+j −
Du|2 dx ≤ C2−kn ´Rn+ |Dusym|2 dx. As a Cauchy sequence in R3×3skew, the limit
matrix A exists and |Ak −A|2 ≤ C2−nk
´
Rn+
|Dusym|2 dx.
Then for any k > 0 we have
´
B
2k+
|A−Du|2 dx ≤ 2 ´
B
2k+
|Ak−Du|2 + |Ak−
A|2 dx ≤ C ´Rn+ |Dusym|2 dx. Since the right-hand side is independent of k, we
obtain the result for A.
Due to the infinite measure of Rn+, there is at most one A ∈ Rn×nskew such that´
Rn+
|Du−A|2 dx <∞, which proves uniqueness.
Next we show that if the jump is square-integrable, the two rotations in
the upper and lower half-plane coincide. While this does not hold in the gen-
eral SBD setting, the simple geometry of the single jump plane simplifies the
problem.
Lemma 3.3. Let u ∈ SBVloc(Rn,Rn) with Du = ∇u + [u] ⊗ enHn−1xω, with
∇usym ∈ L2(Rn,Rn×n) and [u] ∈ L2(ω,Rn), then there is a unique matrix
A ∈ Rn×nskew such that ‖∇u−A‖L2 ≤ C‖∇usym‖L2 .
Proof. By Lemma 3.1 there are two matrices A,B ∈ Rn×nskew in the lower and
upper half-space respectively. Consider the blow-down uR(x) = u(Rx)/R for
large R. Then
lim
R→∞
ˆ
B1−
|∇uR −A|2 dx+
ˆ
B1+
|∇uR −B|2 dx = 0. (53)
By Poincare´’s inequality in both half-balls, there exist cR, dR ∈ Rn such that
lim
R→∞
ˆ
B1−
|uR −Ax− cR|2 dx+
ˆ
B1+
|uR −Bx− dR|2 dx = 0. (54)
By the trace theorem we obtain that
lim
R→∞
ˆ
B1∩ω
|uR− −Ax˜− cR|2 + |uR+ −Bx˜− dR|2 dHn−1(x˜) = 0. (55)
However the difference of the two traces is the rescaled jump [uR(x˜)] = [u(Rx˜)]/R,
so by the triangle inequality
lim
R→∞
ˆ
B1∩ω
|Ax˜+ cR −Bx˜− dR|2 dHn−1(x˜)
≤6 lim
R→∞
ˆ
B1∩ω
|uR− −Ax˜− cR|2 + |[uR]|2 + |uR+ −Bx˜− dR|2 dHn−1(x˜)
=0. (56)
It follows that limR→∞(cR − dR) = 0 and that B − A = 0 on ω. However,
since B − A is skew-symmetric, it must be identically 0. Uniqueness of A is
obvious.
With this we can establish the existence of a unique minimizer to the jump
problem, up to a constant and a linearized rotation.
24
Lemma 3.4. Let β ∈ D′(Rn,Rn×n) be a distribution. Consider the minimiza-
tion problem
min
ˆ
Rn
C(Du− β) : (Du− β) dx (57)
among all u ∈ L2loc(Rn,Rn). Then
i) if some u ∈ L2loc(Rn,Rn) with
´
Rn |(Du − β)sym|2 dx < ∞ exists, then
there is a unique minimizer up to an additive constant and a linearized
rotation.
ii) if u ∈ L2loc(Rn,Rn) has
´
Rn |(Du− β)sym|2 dx < ∞, it solves divC(Du−
β) = 0 in D′ if and only if it is a minimizer.
Proof. Assume some u ∈ L2loc(Rn,Rn) with
´
Rn |(Du − β)sym|2 dx < ∞ exists.
Let ui ∈ L2loc(Rn,Rn) be a minimizing sequence. Let vi = ui − u1. Thenˆ
Rn
CDvi : Dvi dx
≤2
ˆ
Rn
C(Dui − β) : (Dui − β) + C(Du1 − β) : (Du1 − β) dx
≤C. (58)
By Korn’s inequality there are Ai ∈ Rn×nskew such that Dvi − Ai is bounded
in L2(Rn,Rn×n) and converges weakly in L2 (up to a subsequence) to some
Dv ∈ L2(Rn,Rn×n). Take u = v + u1 ∈ L2loc(Rn,Rn). Then (Dui − β)sym =
(Dvi +Du1 − β)sym ⇀ (Du− β)sym in L2, and due to lower semicontinuity we
get
ˆ
Rn
C(Du− β) : (Du− β) dx ≤ lim inf
i→∞
ˆ
Rn
C(Dui − β) : (Dui − β) dx. (59)
This shows that u is in fact a minimizer. Taking the difference between two
minimizers gives a function w ∈ L2loc with
´
Rn CDw : Dwdx = 0, so w = Ax+ c
for some c ∈ Rn and A ∈ Rn×nskew.
If u ∈ L2loc(Rn,Rn) is a minimizer, then u + φ is a competitor for all
φ ∈ C∞c (Rn,Rn), and
´
Rn C(Du − β) : Dφdx = 0, i.e. u solves the equation
divC(Du− β) = 0 in D′.
Now let u ∈ L2loc(Rn,Rn) be a function with
´
Rn C(Du−β) : (Du−β) dx <∞
and divC(Du− β) = 0 in D′. We show that
ˆ
Rn
C(Du− β) : Dφdx = 0 (60)
for all φ ∈ L2loc(Rn,Rn) with Dφsym ∈ L2(Rn,Rn×n). By density we only need
to show this for smooth functions.
Let φ ∈ L2loc(Rn.Rn)∩C∞ with Dφsym ∈ L2(Rn,Rn×n). By Korn’s inequal-
ity there is A ∈ Rn×nskew such that Dφ − A ∈ L2(Rn,Rn×n). Let R > 0. By
Poincare´’s inequality there is cR ∈ Rn such that
ˆ
B2R\BR
|φ−Ax− cR|2 dx ≤ CR2
ˆ
B2R\BR
|Dφ−A|2 dx. (61)
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Let ηR ∈ C∞c (B2R, [0, 1]) be a cutoff function with ηR = 1 in BR and |DηR| ≤
2/R. Define ψR = (φ−Ax− cR)ηR. Note that ψR ∈ C∞c (Rn,Rn) is a valid test
function, so that
0 =
ˆ
Rn
C(Du− β) : DψR dx
=
ˆ
Rn
C(Du− β) : DφηR dx
+
ˆ
Rn
C(Du− β) : (φ−Ax− cR)⊗DηR dx.
(62)
By dominated convergence, the first integral converges to the left-hand side of
(60), while the absolute value of the second is bounded by
ˆ
Rn
|C(Du− β) : (φ−Ax− cR)⊗DηR| dx
≤‖(Du− β)sym‖L2‖DηR‖L∞‖φ−Ax− cR‖L2(B2R\BR)
≤C o(R)/R, (63)
due to (61). Letting R→∞, (60) follows.
To show that u is indeed the minimizer, simply test with φ = v − u, where
v is any other competitor with finite energy.
Remark 3.5. For β = b⊗ enHn−1xω, with b ∈ H1/2(ω,Rn), the lemma shows
existence of a unique minimizer to (52).
Lemma 3.6. Let u ∈ S ′(Rn,Rn) be a tempered distribution with Dusym ∈ L2.
Then u ∈ L2loc and there is A ∈ Rn×nskew such that Du − A ∈ L2. Furthermore
there is some c ∈ Cn such that û−Ax−cδ0 ∈ L2loc(Rn \{0},Cn) and D̂u−A =
iû−Ax⊗ k almost everywhere.
Remark 3.7. This lemma justifies the use of standard Fourier arithmetic for
the wide class of tempered distributions with square integrable symmetrized dif-
ferential.
Proof. First we show that u is indeed in L2loc(Rn,Rn). For ε > 0, consider
the mollification uε = u ∗ φε ∈ C∞(Rn,Rn). Then uε ⇀ u in S ′, but also
(Duε)sym → Dusym in L2(Rn,Rn×n).
By Korn’s inequality on Rn, there are Aε ∈ Rn×nskew such thatˆ
Rn
|Duε −Aε|2 dx ≤ C
ˆ
Rn
|Dusym|2 dx. (64)
By Poincare´’s inequality on every ball B(0, N), N ∈ N, there are cNε ∈ Rn
such that ˆ
B(0,N)
|uε −Aεx− cNε |2 dx ≤ CN2
ˆ
Rn
|Dusym|2 dx. (65)
We can then extract a subsequence εi → 0 such that uεi − Aεix − cNεi ⇀
vN in H1(B(0, N),Rn) for every N ∈ N. On the other hand uεi ⇀ u in
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D′(B(0, N),Rn), and Aεix + cNεi ⇀ u − vN in D′(B(0, N),Rn). However, the
distributional limit of an affine sequence must be affine, so there are A ∈ Rn×nskew
not depending on N and cN ∈ Rn such that Aεi → A and cNεi → cN for every
N ∈ N, with u = vN + Ax + cN in D′(B(0, N),Rn). It follows that there is
v ∈ L2loc(Rn,Rn) such that ˆ
Rn
v · ϕdx = 〈u, ϕ〉 (66)
for every ϕ ∈ C∞c (Rn,Rn). By (65), equality also holds for all Schwartz func-
tions ϕ ∈ S, so indeed with some abuse of notation u ∈ L2loc(Rn,Rn). Since
Duεi −Aεi ⇀ Dv = Du+A in L2(B(0, N),Rn) for every N ∈ N, we also getˆ
B(0,N)
|Du−A|2 dx ≤ lim inf
i→∞
ˆ
Rn
|Duεi −Aεi |2 dx
≤C
ˆ
Rn
|Dusym|2 dx. (67)
Now we assume without loss of generality thatA = 0, i.e. Du ∈ L2(Rn,Rn×n),
and by Plancherel’s theorem, D̂u ∈ L2(Rn,Cn×n). Because D̂u = iû⊗ k in S ′,
we get that there is K ∈ N such that û = ∑|α|≤K aαδ0(∂α) + v, with aα ∈ Cn
and v(k) = −iDu(k)k/|k|2 ∈ L2loc(Rn \ {0},Cn). Now since
DF−1(
∑
|α|<K
aαδ0(∂
α)
=F−1(i(û− v)⊗ k)
=F−1(D̂u− D̂u) = 0, (68)
F−1(∑|α|<K aαδ0(∂α) = c ∈ Cn, so that û − v = F(c) = c/(2pi)nδ0 for some
c ∈ Cn.
Now we want to determine the pointwise values of a minimizer to the jump
problem. We do this by mollifying the jump measure.
Let β = b ⊗ enHn−1xω be the Rn×n-valued finite measure associated to a
fixed jump function b ∈ C∞c (ω,Rn).
Define βε = β ∗ φε the convolution of β with a standard mollifier φε ∈
C∞c (Bε).
Lemma 3.8. Let f ∈ C∞c (Rn,Rn). Then there is exactly one solution u ∈
H1(Rn,Rn) to −divCDu = f , given by u = G ∗ f , where G ∈ L1loc(Rn,Rn×n)
is −(n− 2)-homogeneous, smooth away from 0, and even.
For the proof, see Theorem 4.1 in [12].
Lemma 3.9. Let β = b⊗enHn−1xω, with b ∈ C∞c (ω,Rn). Then the minimizer
of
´
Rn C(Du − β) : (Du − β) dx is given, up to a rotation and an additive
constant, by
u(x) = −
ˆ
ω
CDG(x− y)enb(y) dHn−1(y). (69)
Here CDGen is the n× n matrix with coefficients (CDGen)ij = cinklGkj,l.
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Proof. Define u as above. Let v : Rn → Rn be the unique minimizer to (52)
with Dv−β ∈ L2(Rn,Rn×n) and ´
B(0,1)
v dx = 0. Let uε = u∗φε = G∗divCβε
and vε = v ∗ φε. Then Duε, Dvε ∈ L2(Rn,Rn×n), and divCDuε = divCDvε =
divCβε. Due to Lemma 3.4 it follows that uε − vε is constant. Letting ε go to
zero, it follows that u− v is also constant.
Definition 3.10. Define the Poisson kernel P : Rn \ {0} → Rn×n as P =
−CDGen, or componentwise Pik = −cjpknGij,p so that the minimizer u to
the jump problem (52) with b ∈ C∞c (ω,Rn) is given by u(x) =
´
ω
P (x −
y)b(y) dHn−1(y) whenever xn 6= 0.
Note that P is odd, smooth away from 0 and −(n− 1)-homogeneous.
Now we define the interaction kernel that appears in the closed form for the
elastic energy.
Definition 3.11. Define the interaction kernel J : Rn \ {0} → Rn×n as J =
CDPen, or componentwise Jkq = cijknPiq,j = −cijkncmpqnGim,pj.
Note that J is even, smooth away from 0 and −n-homogeneous.
Also define for h ∈ R the bilinear form defined on functions u, v ∈ L2(ω,Rn)
Ah(u, v)
=
ˆ
ω
ˆ
ω
(u(x)− u(y))J(x− y − hen)(v(x)− v(y)) dHn−1(x) dHn−1(y). (70)
Lemma 3.12. The bilinear form Ah as the following properties:
i) Ah is symmetric, and A−h = Ah.
ii) For h 6= 0 and u, v ∈ L2(ω,Rn) we have |Ah(u, v)| ≤ C‖u‖L2‖v‖L2/|h|.
Also
´
ω
J(x+ hen) dHn−1(x) = 0 for all h 6= 0.
iii) For all h ∈ R and u, v ∈ H1/2(ω,Rn) we have
|Ah(u, v)| ≤ C‖u‖H1/2‖v‖H1/2 . (71)
Proof. Ah is symmetric because J is a symmetric tensor by definition. Because
J is even, A−h = Ah by a change of variables (x, y) 7→ (y, x) and Fubini’s
theorem.
The estimate (ii) holds since |J(x+hen)| ≤ C/(|x|2 +h2)n/2, whose integral
is C/|h|, by the fact that ´
ω
J(x+hen) dHn−1(x) = 0, shown below, and Young’s
convolution inequality.
To show that
´
ω
J(x+hen) dHn−1(x) = 0, we want to show that
´
ω
DP (x+
hen) dHn−1(x) = 0. Clearly all partial derivatives are integrable.
Let i = 1, . . . , n− 1 be a tangential direction. Then
lim sup
R→∞
∣∣∣∣ˆ
BR∩ω
∂iP (x+ hen) dHn−1
∣∣∣∣
≤ lim sup
R→∞
ˆ
∂BR∩ω
|P (x+ hen)| dHn−2
≤ lim sup
R→∞
CRn−2/Rn−1 = 0. (72)
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|x|  h |x| = h |x|  h−h
−3
0
h−3
J(xe1 − he3)
J(xe1)
x
Figure 5: For n = 3, the −3-homogeneous kernel J(x) and the translated kernel
J(x − he3), where x3 = 0. The translated kernel is almost equal to the homo-
geneous one for |x|  h and at most Ch−3, so that for |x|  h it is dwarfed by
the homogeneous one.
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For the normal derivative ∂nP , note that since P is −(n− 1)-homogeneous,
the integral ˆ
ω∩BhR
P (x+ hen) dHn−1(x) (73)
is independent of h. Taking the derivative in h, we see that
ˆ
ω∩BhR
∂nP (x+ hen) dHn−1(x) = −R
ˆ
ω∩∂BhR
P (x+ hen) dHn−2(x). (74)
Since P is odd, smooth, and −n− 1-homogeneous, we can rewrite the surface
integral
R
ˆ
ω∩∂BhR
P (x+ hen) dHn−2(x)
=
R
2
ˆ
ω∩∂BhR
P (x+ hen)− P (x− hen) dHn−2(x). (75)
We estimate the integrand using the mean value theorem
R
2
ˆ
ω∩∂BhR
|P (x+ hen)− P (x− hen)| dHn−2(x) ≤ ChR (hR)
n−2
(hR)n
. (76)
Letting R → ∞, it follows that ´
ω
∂nP (x + hen) dHn−1 = 0 for all h > 0. For
h < 0 the same argument applies.
The estimate (iii) holds for C∞c functions because |J(x+ hen)| ≤ C/|x|n/2,
which gives the H1/2-bilinear form, and the Cauchy-Schwarz inequality. Also Ah
has a unique extension to H1/2(ω,Rn), for which the same estimate holds.
We show that the energy (52) is represented by A0.
Lemma 3.13. Let b ∈ C∞c (ω,Rn). Then the minimum energy in (52) is given
by 12A0(b, b).
Proof. By Lemma 3.9, the minimizer to (52) is given by
u(x˜, xn) =
ˆ
ω
P (x− y)b(y) dHn−1(y). (77)
Let M > 0 be such that b = 0 outside of BM ∩ ω. We define the domains
Ωε,R = {x = (x˜, xn) ∈ Rn : |xn| > ε, |x| < R} and Ωε = Ωε,∞. As this is a
Lipschitz bounded domain, through integration by parts and the fact that the
minimizer u solves divCDu = 0 in Ωε,R we obtain
ˆ
Ωε,R
CDu : Dudx =
ˆ
∂Ωε,R
CDu : u⊗ ν dHn−1. (78)
When |x| = R we can estimate |u(x)| ≤ C ´
BM∩ω |b(y)|/|x− y|n−1 dHn−1(y) ≤
C/(R −M)n−1 and |Du(x)| ≤ C/|R −M |n. As R → ∞, the equation above
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converges to
ˆ
Ωε
CDu : Dudx =
ˆ
∂Ωε
CDu : u⊗ ν dHn−1
=
ˆ
∂Ωε
ˆ
ω
CDP (x− y)b(y) : u(x)⊗ ν dHn−1(y) dHn−1(x)
=−
ˆ
ω
ˆ
ω
CDP (x− y + εen)b(y) : u(x+ εen)⊗ en dHn−1(y) dHn−1(x)
+
ˆ
ω
ˆ
ω
CDP (x− y − εen)b(y) : u(x− εen)⊗ en dHn−1(y) dHn−1(x)
=−
ˆ
ω
ˆ
ω
J(x− y + εen)b(y) · u(x+ εen) dHn−1(y) dHn−1(x)
+
ˆ
ω
ˆ
ω
J(x− y − εen)b(y) · u(x− εen) dHn−1(y) dHn−1(x). (79)
Now we use thatDP (·±εen) ∈ L1(ω,Rn×n×n), with
´
ω
DP (y±εen) dHn−1(y) =
0 for all ε > 0.
We can then rewrite (79) as
−
ˆ
ω
ˆ
ω
J(x− y + εen)b(y) · u(x+ εen) dHn−1(y) dHn−1(x)
+
ˆ
ω
ˆ
ω
J(x− y − εen)b(y) · u(x− εen) dHn−1(y) dHn−1(x)
=
1
2
ˆ
ω
ˆ
ω
J(x− y + εen)(b(y)− b(x)) · (u(y + εen)− u(x+ εen))
dHn−1(y) dHn−1(x)
− 1
2
ˆ
ω
ˆ
ω
J(x− y − εen)(b(y)− b(x)) · (u(y − εen)− u(x− εen))
dHn−1(y) dHn−1(x), (80)
where we used that
´
J(x± εen) dHn−1(x) = 0.
ˆ
Rn\ω
CDu : Dudx = lim
ε→0
ˆ
Ωε
CDu : Dudx
= lim
ε→0
1
2
ˆ
ω
ˆ
ω
J(x− y + εen)(b(y)− b(x)) · (u(y + εen)− u(x+ εen))
− J(x− y − εen)(b(y)− b(x)) · (u(y − εen)− u(x− εen))
dHn−1(y) dHn−1(x). (81)
Note that |J(y ± εen| ≤ C|y|−n. Since b ∈ H1/2(ω,Rn), the u(· ± εen)
are bounded in H1/2(ω,Rn) by Korn’s inequality, and converge strongly in
H1/2(ω,Rn) to the traces u+ and u− respectively, we can replace u(· + εen)
in the limit with u+, since
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=∣∣∣∣ˆ
ω
ˆ
ω
(b(y)− b(x))J(x− y + εen)
· [(u(y + εen)− u+(y))− (u(x+ εen)− u+(x))]
dHn−1(y) dHn−1(x)
∣∣∣∣
≤
ˆ
ω
ˆ
ω
|b(y)− b(x)| C|x− y|n∣∣(u(y + εen)− u+(y))− (u(x+ εen)− u+(x))∣∣
dHn−1(y) dHn−1(x)
≤C[b]H1/2 [u(·+ εen)− u+]H1/2
→ε↓0 0, (82)
and similarly we can replace u(· − εen) with u−.
Now that we deal only with the double integrals
= lim
ε→0
1
2
[ˆ
ω
ˆ
ω
(b(y)− b(x))J(y − x+ εen)
· (u+(y)− u+(x)) dHn−1(y) dHn−1(x)
−
ˆ
ω
ˆ
ω
(b(y)− b(x))J(y − x− εen)
· (u−(y)− u−(x)) dHn−1(y) dHn−1(x)
]
,
(83)
we can use dominated convergence on both double integrals, since |J(x − y ±
εen)| ≤ C/|x− y|n, J(x− y± εen)→ J(x− y) pointwise, and b, u+, and u− are
all in H1/2(ω,Rn), the above limit equals
1
2
[ˆ
ω
ˆ
ω
(b(y)− b(x))J(y − x)
(u+(y)− u+(x)) dHn−1(y) dHn−1(x)
−
ˆ
ω
ˆ
ω
(b(y)− b(x))J(y − x)
(u−(y)− u−(x)) dHn−1(y) dHn−1(x)
]
=
1
2
ˆ
ω
ˆ
ω
(b(y)− b(x))J(y − x)
(b(y)− b(x)) dHn−1(y) dHn−1(x). (84)
Example 3.14. i) For cijkl = δikδjl, i.e. CDu = Du, we know that up to
constants Gij(x) = δij |x|−(n−2), Pik(x) = −∂nGik(x) = δikxn/|x|n, and
Jkq(x) = ∂nPkq(x) = δkq|x|−n − nx2n/|x|n+2, which for xn = 0 coincides
with the kernel (46) in the H1/2-seminorm.
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ii) For cijkl = δikδjl + δjkδil and n = 3, i.e. CDu = 2Dusym, the isotropic
case with Poisson ratio σ = 0, the Green’s function is up to a constant
Gij(x) = 3δij/|x|+ xixj/|x|3. The kernel J is then given by
Jkq(x) =
δkq
|x|3 + 3δ3k
xqx3
|x|5 + 3δ3q
xkx3
|x|5 − 15
x23xkxq
|x|7 , (85)
or in matrix form
J(x) =
Id
|x|3 + 3x3
x⊗ e3 + e3 ⊗ x
|x|5 − 15x
2
3
x⊗ x
|x|7 , (86)
which for x3 = 0 yields Jkq(x) = δkq/|x|3, as expected.
iii) For the isotropic case with Poisson ratio σ ∈ (−1/2, 1), the kernel J is
given, in matrix form, by
J(x) =(1− 2σ) Id|x|3 + 2σ
e3 ⊗ e3
|x|3 + 3σ
x⊗ x
|x|5
+ (3− 3σ)x3x⊗ e3 + e3 ⊗ x|x|5 + 3σx
2
3
Id
|x|5 − 15x
2
3
x⊗ x
|x|7 , (87)
which evaluated at x3 = 0 gives
J(x) = (1− 2σ) Id|x|3 + 2σ
e3 ⊗ e3
|x|3 + 3σ
x⊗ x
|x|5 , (88)
the same kernel as in [11].
3.1 Interaction between parallel planes
For multiple parallel planes, the energy is given by a combination of the Ah.
Let M ∈ N be the number of jump planes and h1 < . . . < hM . We consider
the problem of minimizing the elastic elastic energy among deformations with
prescribed jumps on the planes ωhm = Rn−1 × {hm} ⊂ Rn:ˆ
Rn\⋃Mm=1 ωhm CDu : Dudx (89)
among all locally integrable functions u : Rn \⋃Mm=1 ωhm → Rn with Dusym ∈
L2(Rn \⋃Mm=1 ωhm ,Rn) and [u] = bm on ωhm .
By Lemma 3.4 we know that (89) has a unique minimizer for every b =
(b1, . . . , bM ) ∈ C∞c (Rn−1,RnM ) up to a single linearized rotation and a constant,
given by u =
∑
m Phm ∗ bm, where Phm is the Poisson kernel for the single jump
problem on ωhm . A double-integral form of the elastic energy in (89) follows
through integration by parts as in Lemma 3.13.
Lemma 3.15. Let h > 0, M ∈ N, bm ∈ C∞c (ωhm ,Rn) for m = 1, . . . ,M . Then
the minimum of the energy (89) is given by
1
2
M∑
m=1
A0(b
m, bm) +
∑
m<m′
Ahm′−hm(b
m, bm
′
), (90)
where we identify the ωhm with ω by orthogonal projection.
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Proof. By Lemma 3.4 the minimizer to (89) is u =
∑M
m=1 u
m, with
um(x˜, xn) =
ˆ
ω
P (x˜− y˜ − (hm − xn)en)bm(y) dHn−1(y). (91)
Then ˆ
Rn\⋃Mm=1 ωhm CDu : Dudx
=
1
2
M∑
m=1
A0(b
m, bm)
+ 2
∑
m<m′
ˆ
Rn\(ωhm∪ωhm′ )
CDum : Dum
′
dx. (92)
We now fix m < m′ and consider only the interaction term between um and
um
′
. We proceed as in the proof of Lemma 3.13, this time splitting the domain
into three parts, letting ε,R > 0 and setting
Ω−ε,R = {(x˜, xn) ∈ Rn : xn < hm − ε, |x˜| < R},
Ω0ε,R = {(x˜, xn) ∈ Rn : xn ∈ (hm + ε, hm
′ − ε), |x˜| < R},
Ω+ε,R = {(x˜, xn) ∈ Rn : xn > hm
′
+ ε, |x˜| < R}, (93)
we can use the Gauss divergence theorem in each domain, since divCDum =
divCDum′ = 0 away from ωhm ∪ ωhm′ , givingˆ
Ω−ε,R
CDum : Dum
′
dx =
ˆ
∂Ω−ε,R
CDum : um
′ ⊗ ν dH1, (94)
and likewise for Ω0ε,R and Ω
+
ε,R. Next we let R → ∞ on both sides of the
equation, leaving ˆ
Ω−ε ∪Ω0ε∪Ω+ε
CDum : Dum
′
dx
=−
ˆ
ω
hm
′
+ε
CDum : um
′ ⊗ ν dHn−1
+
ˆ
ω
hm
′−ε
CDum : um
′ ⊗ ν dHn−1
−
ˆ
ωhm+ε
CDum : um
′ ⊗ ν dHn−1
+
ˆ
ωhm−ε
CDum : um
′ ⊗ ν dHn−1. (95)
We insert the definition of P and J into the first surface integral, yielding
−
ˆ
ω
ˆ
ω
bm(x)J(y − x+ (hm′ − hm + ε)en)um′(y + (hm′ + ε)en)
dHn−1(y) dHn−1(x)
=
1
2
ˆ
ω
ˆ
ω
(bm(y)− bm(x))J(y − x+ (hm′ − hm + ε)en)
(um
′
(y + (hm
′
+ ε)en)− um′(x+ (hm′ + ε)en)) dHn−1(y) dHn−1(x), (96)
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where we used that
´
ω
J(y + hen) dHn−1(y) = 0 for every h 6= 0.
In the limit as ε ↓ 0, we can replace um′(·+ (hm′ + ε)en) by the upper trace
um
′
+ (·+hm
′
en), since the traces converge strongly in H
1/2(ω,Rn) and the kernels
J(· + (hm′ − hm + ε)en) are uniformly bounded by C/| · |n, allowing to bound
the difference using Ho¨lder’s inequality by
=
∣∣∣∣ ˆ
ω
ˆ
ω
(bm(y)− bm(x))J(y − x+ (hm′ − hm + ε)en)[
(um
′
(y + (hm
′
+ ε)en)− um′+ (y + hm
′
en))
− (um′(x+ (hm′ + ε)en)− um′+ (x+ hm
′
en))
]
dHn−1(y) dHn−1(x)
∣∣∣∣
≤C[bm]H1/2 [um
′
(·+ hm′en)− um′+ (·+ hm
′
)]H1/2
→ε↓0 0. (97)
Now that we deal only with the double integral
= lim
ε→0
1
2
ˆ
ω
ˆ
ω
(bm(y)− bm(x))J(y − x+ (hm′ − hm + ε)en)
(um
′
+ (y + h
m′en)− um′+ (x+ hm
′
en)) dHn−1(y) dHn−1(x), (98)
the kernels J(·+ (hm′ − hm + ε)en) converge pointwise to J(·+ (hm′ − hm)en)
and are uniformly bounded by C/| · |n, since both bm and um′+ (· + hm
′
) are
in H1/2, by the dominated converge theorem the double integral converges to
1
2Ahm′−hm(b
m, um
′
+ (· + hm
′
en)). This works also for the other three surface
integrals in (95), so that in the limit as ε ↓ 0 we get
ˆ
Rn\(ωhm∪ωhm′ )
CDum : Dum
′
dx
=
1
2
Ahm′−hm(b
m, um
′
+ (·+ hm
′
en))
− 1
2
Ahm′−hm(b
m, um
′
− (·+ hm
′
en))
+
1
2
A0(b
m, um
′
+ (·+ hmen))
− 1
2
A0(b
m, um
′
− (·+ hmen))
=
1
2
Ahm′−hm(b
m, bm
′
), (99)
since Ah is bilinear and the difference of upper and lower trace is the jump of
um
′
, which is bm
′
and 0 respectively.
Definition 3.16. We define for b = (b1, . . . , bM ) ∈ C∞c (Rn−1,Rn) the bilinear
form
Bh1,...,hM (b, b) =
M∑
m=1
A0(b
m, bm) + 2
∑
m<m′
Ahm′−hm(b
m, bm
′
). (100)
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We also define for h > 0 the shorthand notation Bh = Bh,2h,...,Mh.
Note that Bh can be represented by a kernel Jh : Rn−1 → RnM×nMsym , where
Jhmm′(z) = 12 (J(z + (m
′ −m)hen) + J(z − (m′ −m)hen)) ∈ Rn×nsym for m,m′ =
1, . . . ,M .
Remark 3.17. Note that B0(b, b) = A0(
∑M
m=1 b
m,
∑M
m=1 b
m). Also if b ∈
H1/2(Rn−1,RnM ) then h 7→ Bh(b, b) is continuous.
The kernel Jh : Rn−1 → RnM×nM is smooth away from 0 with Jλh(λx) =
λ−nJh(x).
3.2 Positivity of the kernel and iterative mollification
It is unknown in the anisotropic case whether the single-plane kernel J is positive
definite. However, through Korn’s inequality, we obtain at least
ˆ
Rn−1
ˆ
Rn−1
(b(x)− b(y))J(x− y)(b(x)− b(y)) dx dy ≥ c[b]2H1/2 . (101)
This is a strictly weaker condition than a pointwise bound from below, which
does however hold for all isotropic C (see example 3.14).
The multi-plane kernel Jh in general is not positive semidefinite, as can be
seen for M = 2 planes ω0, ωh, h > 0, in n = 2 with CDu = Dusym. Consider
the deformation
u(x1, x2) =
{
(−2x1x2, x21 − 1)T in (−1, 1)× (0, h)
(0, 0) elsewhere.
(102)
Then the jumps b = (b1, b2) ∈ H1/2(R2,R4) certainly satisfy
ˆ ˆ
|x−y|<h3/2
(b(x)− b(y))Jh(x− y)(b(x)− b(y)) dx dy ≥ ch3/2, (103)
since Jh(x) ≈ Id/|x|2 for |x|  h, but
ˆ
R2
|Dusym|2 dx = h2, (104)
thus the kernel Jh must have a significant negative part for |x| ≥ h3/2. For this
reason, a simple dyadic decomposition of the kernel Jh into its actions on the
annuli |x| ∈ (2−j , 2−j+1) does not yield a pointwise positive kernel. However,
we can decompose the kernel positively into length scales in other ways.
Let from now on φl(x) = l
−(n−1)φ(x/l) be an even standard mollifier on
Rn, i.e. φ ∈ C∞c (B(0, 1)), φ ≥ 0,
´
Rn−1 φdx = 1. Then define a new mollifier
as φ˜l = ~∞j=1φ2−j l, the infinitely iterated convolution of φl with its rescaled
versions. Note that the iterated convolutions ~Mj=1φ2−j l form a Cauchy sequence
in any Sobolev space W 1,p(Rn−1), making φ˜l ∈ C∞c (B(0, l) again a standard
mollifier with the additional property that φ˜l∗φl(x) = φ˜2l(x) = 2−(n−1)φ˜l(x/2).
Then the following lemma allows for a positive decomposition of Bh into dyadic
length scales.
Lemma 3.18. Let b ∈ H1/2(Rn−1,RnM ), l > 0. Then
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i) Bh(b ∗ φ˜l, b ∗ φ˜l) ≤ Bh(b ∗ φl, b ∗ φl) ≤ Bh(b, b).
ii) The bilinear form b 7→ Bh(b ∗ φl, b ∗ φl) is positive semidefinite, bounded
from above by C‖b‖2L2/l, and represented by a double integral with kernel
z 7→ − 12Bh(φl, φl(· − z)), which is a RnM×nMsym matrix.
Proof. For the inequality Bh(b∗φl, b∗φl) ≤ Bh(b, b), note that Bh is a positive
semidefinite bilinear form on H1/2(Rn−1,Rn) and thus convex. Note that φl
defines a Borel probability measure µ on H1/2(Rn−1,Rn) supported on the
translations b(·−x). Since Bh is translation invariant and by Jensen’s inequality,
Bh(b ∗ φl, b ∗ φl)
=Bh(
ˆ
H1/2(Rn−1,Rn)
x dµ(x),
ˆ
H1/2(Rn−1,Rn)
x dµ(x))
≤
ˆ
H1/2(Rn−1,Rn)
Bh(x,x) dµ(x)
=
ˆ
H1/2(Rn−1,Rn)
Bh(b, b) dµ(x)
=Bh(b, b). (105)
The inequality Bh(b ∗ φ˜l, b ∗ φ˜l) ≤ Bh(b ∗ φl, b ∗ φl) is the previous inequality
applied to the test function b ∗ φl/2 and the mollifier φ˜l/2.
To show the kernel representation, use Fubini’s theorem to obtain
Bh(b ∗ φl, b ∗ φl)
=
ˆ ˆ
b(z)Bh(φl, φl(· − (z − z′))b(z′) dz dz′. (106)
Note that |Bh(φl, φl(· − z))| ≤ C min(l−n, |z|−n) by the bounds on Jh. Thus´
Rn−1 |Bh(φl, φl(· − z))| dz ≤ C/l andˆ
Rn−1
Bh(φl, φl(· − z)) dz = Bh(φl,
ˆ
Rn−1
φl(· − z) dz) = 0. (107)
With this we see that
Bh(b ∗ φl, b ∗ φl)
=− 1
2
ˆ ˆ
(b(z)− b(z′))Bh(φl, φl(· − (z − z′))(b(z)− b(z′)) dz dz′. (108)
The L2-bound follows from Young’s convolution inequality and the L1-bound
on the kernel.
Now both Bh(· ∗ φ˜l, · ∗ φ˜l) and Bh − Bh(· ∗ φ˜l, · ∗ φ˜l) are positive definite
bilinear forms. We can iterate this decomposition as follows:
Definition 3.19. Define for b ∈ H1/2(Rn−1,RnM ), h ∈ [0,∞], and j ∈ Z the
quadratic form
Bh,j(b, b) = Bh(b ∗ φ˜2−j , b ∗ φ˜2−j )−Bh(b ∗ φ˜2−(j−1) , b ∗ φ˜2−(j−1)) (109)
and the corresponding kernel Jh,j : Rn−1 → RnM×nMsym as
Jh,j(z) = −1
2
(
Bh(φ˜2−j , φ˜2−j (· − z))−Bh(φ˜2−(j−1) , φ˜2−(j−1)(· − z))
)
. (110)
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Lemma 3.20. i) For every h > 0, j ∈ Z Bh,j is a positive semidefinite
bilinear form on L2(Rn−1,RnM ) represented by the integrable kernel Jh,j
with Bh,j(b, b) ≤ C2j‖b‖2L2 for all b ∈ L2(Rn−1,RnM ).
ii) The kernels Jh,j : Rn−1 → RnM×nMsym obey the following estimates
|Jh,j(z)| ≤ C
{
2nj , for |z| ≤ 2−j
2−2j/|z|n+2 , for |z| ≥ 2−j . (111)
iii) Whenever 2−j ≤ h,
|Jh,j(z)− J∞,j(z)| ≤ C
{
2−2j/hn+2 , for |z| ≤ h
2−2j/|z|n+2 , for |z| ≥ h. (112)
Note that J∞,j is the kernel defined without interactions between the planes.
Proof. (i) follows from Lemma 3.18. Define the notation Jz(x) = J(x+ zen).
To prove (ii), the estimate |Jh,j(z)| ≤ 2nj also follows from Lemma 3.18. For
the other estimate, assume that |z| > 6× 2−j . Then
Bh(φ˜2−j , φ˜2−j (· − z))
=− 2
ˆ
Rn−1
ˆ
Rn−1
φ˜2−j (x)Jh(x− y)φ˜2−j (y − z) dx dy, (113)
so that by a Taylor expansion on Jh we get since φ˜l is even,
|Bh(φ˜2−j , φ˜2−j (· − z)) + 2Jh(z)|
≤C2−2j‖D2Jh‖L∞(B(z,2−j))
≤C2−2j |z|−(n+2), (114)
and likewise
|Bh(φ˜2−j+1 , φ˜2−j+1(· − z)) + 2Jh(z)|
≤C2−2j+2|z|−(n+2), (115)
so that |Jh,j ≤ C2−2j |z|−(n+2) whenever |z| > 6× 2−j .
For (iii), note that (Bh − B∞)(b, b) = 2
∑
m<m′ A(m′−m)h(b
m, bm
′
). Also,
by a Taylor expansion on Jh,
|− 1
2
A(m′−m)h(φ˜l, φ˜l(·−z))−J(m′−m)h(z)| ≤ C‖D2J(m′−m)h‖L∞(B(z,l)l2. (116)
The same holds for φ˜2l. Since (h, z) 7→ Jh(z) is smooth and −n-homogeneous,
its Hessian is smooth and −n− 2-homogeneous, so for |z| ≤ 2h we get
‖D2J(m′−m)h‖L∞(B(z,l) ≤ C
hn+2
, (117)
and for z > 2h
‖D2J(m′−m)h‖L∞(B(z,l) ≤ C|z|n+2 . (118)
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Note that the kernels Jh,j : Rn−1 → RnM×nMsym are integrable and have
integral 0, since
ˆ
Rn−1
Bh(φ˜2−j , φ˜2−j (· − x)) dx
=
ˆ
Rn−1
ˆ
Rn−1
ˆ
Rn−1
(φ˜2−j (y)− φ˜2−j (z))(φ˜2−j (y − x)− φ˜2−j (z − x))Jh(y − z) dz dy dx
=
ˆ
Rn−1
ˆ
Rn−1
(φ˜2−j (y)− φ˜2−j (z))Jh(y − z)
ˆ
Rn−1
(φ˜2−j (y − x)− φ˜2−j (z − x)) dx dz dy
=
ˆ
Rn−1
ˆ
Rn−1
0 dy dz = 0. (119)
It follows that Jh,j does not have a positive sign. In fact, even in the isotropic
case with M = 2, the kernel Jh is not positive definite everywhere on Rn−1 for
h 6= 0. For anisotropic C, it is not even known whether the single-plane kernel
J : Rn−1 → Rn×nsym is positive definite almost everywhere.
However, the quadratic forms associated with these kernels are necessarily
nonnegative. This nonnegativity is equivalent for L1 kernels to nonnegativity
of Jˆ(0)− Jˆ(k) almost everywhere in Fourier space.
We now show that for n = 3 there exist smooth −3-homogeneous scalar-
valued kernels on R2\{0} which are not positive but produce a positive definite,
even elliptic, bilinear form on H1/2.
Example 3.21. Let α, δ > 0. Define the kernel Jα,δ : R2 \ {0} → R as
Jα,δ(z) =
{
−δ|z|−3 , if |z2| < α|z1|
|z|−3 , otherwise. (120)
Then Jα,δ is −3-homogeneous and not positive, but for α, δ small enough we
have ˆ
R2
ˆ
R2
(u(x)− u(y))2Jα,δ(x− y) dy dx ≥ c(α, δ)[u]2H1/2 (121)
for all u ∈ H1/2(R2).
Proof. For z ∈ R2 with |z2| < α|z1|, we define z′ = z/2 + αz1e2 = (Id/2 +
2αe2 ⊗ e − 1)z and z′′ = z − z′ = (Id/2 − 2αe2 ⊗ e − 1)z, and note that
z′2 ∈ (αz′1, 3αz′1), z′′2 ∈ (−3αz′′1 , (−αz′′1 ), so that |z′|, |z”| < c(α)|z|. Then we
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z
z′
z′′
Figure 6: If the difference z = y − x is in the region where Jα,δ < 0, z is split
up into z′ + z′′, which are both in the region where Jα,δ > 0.
estimate for u ∈ H1/2(R2)
ˆ
R2
ˆ
{z∈R2 : |z2|<α|z1|}
(u(x+ z)− u(x))2
|z|3 dz dx
≤2
ˆ
R2
ˆ
{z∈R2 : |z2|<α|z1|}
(u(x+ z′ + z′′)− u(x+ z′))2 + (u(x+ z′)− u(x))2
|z|3 dz dx
≤8c(α)3
ˆ
R2
ˆ
{z∈R2 : |z2|≥α|z1|}
(u(y + z)− u(y))2
|z|3 dz dy. (122)
It follows that for δ < 1/(16c(α)3),
ˆ
R2
ˆ
R2
(u(y)− u(x))2Jα,δ(y − x) dy dx
≥1
2
ˆ
R2
ˆ
{z∈R2 : |z2|≥α|z1|}
(u(x+ z)− u(x))2
|z|3 dz dx
≥ 1
2 + 16c(α)3
[u]2H1/2 . (123)
Remark 3.22. While Jα,δ is not smooth, any smooth (away from 0) −3-
homogeneous kernel between Jα,δ and | · |−3 has at least the same ellipticity
without necessarily being positive.
After periodification of the kernel (see Section 3.3 below), the above examples
will still have a negative part near 0, where the effect of the periodification is
negligible.
3.3 Fourier methods
We now change the domain of integration from the Euclidean space Rn to the
partially periodic setting Tn−1 × R, so that the jumps are (0, 1)n−1-periodic.
Consider the jump problem forM jumps (b1, . . . , bM ) = b ∈ C∞(Tn−1,RnM )
on M planes ωhm = Tn−1 × {hm}, where h1 < . . . < hM , and Tn−1 is the torus
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Rn−1/Zn−1:
inf
{ ˆ
Tn−1×(R\{h1,...,hM})
CDu : Dudx
: u ∈ H1(Tn−1 × (R \ {h1, . . . , hM}),Rn), [u] = bm on ωhm
}
. (124)
If we can solve the jump problem in Rn \⋃Mm=1 ωhm , it turns out there is an
easy solution for the periodic problem:
Lemma 3.23. The periodic jump problem (124) has a unique (up to constants)
minimizer u ∈ H1(Tn−1 × (R \ {h1, . . . , hM},Rn) given by
u(x) =
M∑
m=1
ˆ
ωhm
P per(x− y)bm(y) dHn−1(y) (125)
with energy
1
2
M∑
m=1
ˆ
ωhm
ˆ
ωhm
(bm(x)− bm(y))Jper(x− y)(bm(x)− bm(y)) dHn−1(x)
dHn−1(y)
+
∑
m<m′
ˆ
ωhm
ˆ
ω
hm
′
(bm(x)− bm(y))Jper(x− y)(bm′(x)− bm′(y))
dHn−1(x) dHn−1(y), (126)
where P per : Rn \ {0} → Rn×n is given by
P per(x) =
1
2
∑
z∈Zn−1×{0}
(P (x− z) + P (x+ z)). (127)
Jper : Rn \ {0} → Rn×nsym is given by
Jper(x) =
∑
z∈Zn−1×{0}
J(x− z). (128)
Remark 3.24. Note that in the definition of P per, the symmetrization does not
formally change the sum, but since in general |P (x)| only decays as |x|−(n−1),
the symmetrization ensures the series’ convergence. In the harmonic case of
course P (x) = Cxn/|x|n, which is summable without symmetrization.
Proof. Uniqueness of the minimizer can be shown as in Lemma 3.4. Also u ∈
H1(Tn−1× (R\{h1, . . . , hM},Rn) is a minimizer to (124) if and only if it solves
[u] = bm on Tn−1 × {hm} and divCDu = 0. We now assume that M = 1,
h = 0, since otherwise we are only dealing with a finite sum of translations
of such solutions. Note that there exists R > 0, b0 ∈ C∞c (Bn−1R ,RnM ) with∑
z∈Zn−1 b0(x − z) = b(x). Then the jump problem (52) for b0 is solved by
u0 = P ∗ b0.
We show that u = 12
∑
z∈Zn−1(u0(· − z) + u0(· + z)) is in H1(Tn−1 × (R \
{0},Rn) and solves [u] = b on Tn−1 × {0}, divCDu = 0.
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To this end note that for x ∈ (0, 1)n−1 ×R and z ∈ Zn−1 with |z| > √n, we
have
|P (x+ z) + P (x− z)| = |P (z + x)− P (z − x)| ≤ C |x||z|n (129)
since P is odd. It follows that the series in the definition of P per converges
absolutely. Also u(x) = 12
∑
z∈Zn−1 u0(x− z) + u0(x+ z)) converges absolutely
locally uniformly in Tn−1 × (R \ {0}), and u is smooth away from its jump
plane. By the locally uniform convergence we obtain divCDu = 0 away from
the jump. We have yet to show that u ∈ H1(Tn−1 × (R \ {0}),Rn). To this
end, we write u = u1 +u2, with u1(x) =
∑
z∈Zn−1∩BR+√n u0(x− z) and u2(x) =
1
2
∑
z∈Zn−1\BR+√n(u0(x− z) + u0(x+ z)). Note that while u is periodic, u1 and
u2 are not. We see that u1 ∈ H1((0, 1)n−1 × (R \ {0}),Rn), since it is a finite
sum of H1-functions. To show that u2 ∈ H1((0, 1)n−1 × R,Rn), remember
|DP (x)| ≤ C|x|n . (130)
Then for x ∈ (0, 1)n−1 × R we have
|Du2(x)| ≤C
∑
z∈Zn−1\BR+√n
‖b0‖L1‖DP‖L∞(Rn\B|x−z|−R)
≤C‖b0‖L1
∑
z∈Zn−1\BR+√n
min((|z| −R−√n)−n, x−nn )
≤C(1 + |xn|)−1. (131)
This implies that Du2 ∈ L2((0, 1)n−1 × R,Rn×n. All in all, u ∈ H1 and has
jump [u] = b on Tn−1 × {0} by the continuity of the trace operator.
Finally to show the representation of the energy with help of the periodic
kernel integrate by parts.
Since the minimal energy for Tn−1 behaves the same way as on Rn−1, we
introduce a shorthand notation for the case hm = mh with h ∈ [0,∞].
Definition 3.25. For b ∈ C∞(Tn−1,RnM ) and h > 0 define for x ∈ Tn−1 the
kernelJh : Tn−1 → RnM×nMsym as
Jperhmm′(x) =
1
2
(Jper(x+ (mh−m′h)en) + Jper(x− (mh−m′h)en)) . (132)
Also define the quadratic form
Bperh (b, b)
=
ˆ
Tn−1
ˆ
Tn−1
(b(x)− b(y))Jperh (x− y)(b(x)− b(y))
dHn−1(x) dHn−1(y). (133)
Since the torus Tn−1 is a group under addition, the convolution of two peri-
odic functions f, g ∈ L2(Tn− 1) is the periodic function f∗g(x) = ´Tn−1 f(y)g(x−
y) dHn−1(y).
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Figure 7: Illustration of Lemma 4.1. The classical one-dimensional Sobolev
inequality can be improved upon by a logarithmic prefactor if we are given a
choice of dyadic length scales, since the square root function is logarithmically
not in H1(0, 1).
Also since Tn−1 is locally Euclidean, and φ ∈ C∞c (Bn−1(0, 1/2)) is a stan-
dard mollifier on Rn−1, its periodic extension is a standard mollifier on Tn−1.
Defining again φ˜l = ~∞j=1φ2−j l the infinite convolution, for l ≤ 14 we get again
φ˜2l = φ˜l ∗ φl = 2n−1φ˜(2·). The decomposition of Bperh from Definition 3.19
can be defined in the same way, and the results from Lemmas 3.18,3.20 hold
as well, where in the latter |z| is shorthand notation for the periodic function
dist(z,Zn−1) for z ∈ Tn−1, since there are multiple straight lines from z to 0 in
the torus.
4 The phase-field energy and compactness
We consider the following energy functional defined for b ∈ H1/2(T2,R2M ),
where ε, h > 0.
Eε,h(b) =
1
ε
ˆ
T2
dist2(b,Z2M ) +Bperh (b, b), (134)
4.1 Preliminaries
We show the following variant of a Poincare´/Sobolev inequality.
Lemma 4.1. Let u ∈ L1loc(Rn−1 × [0,∞)). Let N ∈ N, j1, . . . , jN ∈ Z, θ ∈
(0, 1). Then for at least b(1− θ)Nc many ji,ˆ
Rn−1
|u(x, 2−j)− u(x, 0)|2 dHn−1(x) ≤ 16 2
−j
θN + 1
ˆ
Rn−1×(0,∞)
|∂nu(x)|2 dx.
(135)
Remark 4.2. For N = 1, θ = 0, this is the classic one-dimensional Sobolev
inequality. We will take N ≈ | log ε|, this will allow us to cancel the factor
1/| log ε| in the energy, in turn discarding some length scales where the inequality
may not be satisfied.
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Proof. We prove this by contradiction. Assume by rescaling that there exists
u ∈ L1loc(Rn−1 × [0,∞)) with
´
Rn−1×(0,∞) |∂nu(x)|2 dx = 1 andˆ
Rn−1
|u(x˜, 2−j)− u(x˜, 0)|2 dHn−1(x˜) ≥ 16 2
−j
θN
(136)
for at least dθNe+ 1 many points xn = 2−j .
Fix Ψ ∈ L2(Rn−1) with ‖Ψ‖L2 = 1 and consider instead the function
v(x˜, xn) = u(x˜, 0) + ‖u(x˜, xn) − u(x˜, 0)‖L2Ψ(x˜). Then (136) is satisfied for
v as well, and
´
Rn−1×(0,∞) |∂nv(x)|2 dx ≤ 1. Also v(x˜, xn) = w(xn)Ψ(x˜),
with w(0) = 0, |w(2−j)|2 ≥ 16 2−jθN+1 for at least dθNe + 1 many j ∈ Z, and´∞
0
|w′(t)|2 dt ≤ 1.
We show that such a w cannot exist. We replace w by the piecewise affine
interpolation between (0, 0), all the points
(
2−j ,
√
16 2−j
θN+1
)
where j is as in (136),
and continued constantly after the largest such 2−j . We shall call this function
w˜.
Since w˜ is concave, increasing, and linear between interpolation points, its
energy is minimal for the obstacle problem (136), in particular lower than that of
w. However, we can estimate its energy in each of the at least dθNe+1 intervals
I = (2−j
′
, 2−j) or I = (0, 2−j) where w˜ is affine. On each such interval we have
|w˜′|2 ≥ 4 2jθN+1 , whereas the length of I is at least 2−j/2, giving a contribution´
I
|w˜′(t)|2 dt ≥ 2θN+1 . This contradicts the assumption that there are at leastdθNe+ 1 such intervals.
We now show that a series of stacked plates is rigid as long as there is no
normal jump between them and at least one of them is thick.
Lemma 4.3. Let ω ⊂ Rn−1 be open, or ω = Tn−1. Let Ω = ω × (−1, 1). Let
M ∈ N and ω˜ b ω open, bounded, connected with Lipschitz boundary. Then
there is a constant CM,ω > 0 such that the following holds: For all −1 < h1 <
. . . < hM < 1 let ωhm = ω × {hm}. Also define h0 = −1 and hM+1 = 1. Let
u ∈ H1(Ω \⋃Mm=1 ωhm ,Rn) with [u · en] = 0 on ωhm . Then for m = 0, . . . ,M
there are Am ∈ Rn×nskew with Amen = Am
′
en for all m,m
′ = 1, . . . ,M and
M∑
m=0
ˆ
ω˜×(hm,hm+1)
|Du−Am|2 dx ≤ CM,ω
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx. (137)
In the case ω = Tn−1 we can choose Am = 0.
Remark 4.4. Note that the constant does not depend on the width of the
plates, only on their number. This is due to the lack of jump in the normal
direction. If normal jumps are allowed, a thin bent plate between two unde-
formed blocks violates the inequality. The only lack of rigidity is the rotation
of plates against each other. As M → ∞, we proved exponential growth of the
Korn’s constant. We can show a lower bound of the order M2 by considering
M plates of width 2/M and deforming each plate identically by the displacement
u(x˜, y) = cos(x1)en + y sin(x1)e1, with y = xn − hm in ω × (hm, hm+1). Note
that u only jumps in e1-direction, and thatˆ
Ω\⋃m ωhm |Eu|
2 dx ≈M
ˆ 2/M
0
y2 dy ≈ 1/M2, (138)
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Figure 8: Illustration of Lemma 4.3. Stacked thin plates with no normal dis-
placement jump can rotate against each other but are otherwise rigid.
whereas for any family (Am ∈ Rn×nskew)m and any ω˜ with Hn−1(ω˜) ≥ Hn−1(ω)/2
we get
M∑
m=0
ˆ
ω˜×(hm,hm+1)
|Du−Am|2 dx ≈ 1. (139)
Proof. Since there are M + 1 regions without jumps, at least one of them has
thickness hm+1 − hm ≥ 2/(M + 1). Assume without loss of generality that
this holds for m = 0. Otherwise show the statement for Ω × (hm, 1) and for
Ω× (−1, hm+1), since we no longer need hM+1 − h0 = 2.
Let l = dist(ω˜, ∂ω)/
√
n− 1). We cover ω˜ with dyadic n−1-cubes qz,l of side
length l that lie in ω. We let ω′ =
⋃
z qz,l and note that ω˜ ⊆ ω′ ⊆ ω, and that
ω′ is connected with Lipschitz boundary.
We obtain A0 ∈ Rn×nskew by applying Korn’s inequality in ω′×(h0, h1), which is
connected with Lipschitz boundary. Note that the Korn’s constant only depends
on ω′ and M . Assume without loss of generality that A0 = 0.
Now assume that m = 1, . . . ,M+1 and we have found A0, . . . , Am−1 ∈ Rn×nskew
such that Aien = 0 for all i = 0, . . . ,m− 1 and
m−1∑
i=0
ˆ
ω′×(hi,hi+1)
|Du−Ai|2 dx ≤ C(Ω,M,m)
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx. (140)
We now take h = min(l, hm+1 − hm) and cover ω′ with cubes qz,h of side
length h with finite overlap. This is possible since h ≤ l, by possibly subdi-
viding each cube making up ω′ separately. Now for each cube qz,h there are
n-dimensional cubes Q+z,h = qz,h× (hm, hm+h) and Q−z,h = qz,h× (hm−h, hm).
We now apply Korn’s inequality in all the Q+z,h to obtain a family (Az ∈ Rn×nskew)z
such that ∑
z
ˆ
Q+z,h
|Du−Az|2 dx ≤ C
ˆ
ω′×(hm,hm+h)
|Eu|2 dx. (141)
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By the Poincare´-trace inequality there are c+z ∈ Rn with∑
z
ˆ
qz,h×{hm}
|u+ −Azx− c+z |2 dHn−1 ≤ Ch
ˆ
ω×(hm,hm+h)
|Eu|2 dx. (142)
For the lower trace, we note that u · en ∈ H1(ω × (−1, 1)), and by (140)
ˆ
ω′×(h0,hm)
|D(u · en)|2 dx ≤ C(ω′,M,m)
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx. (143)
We now apply the Poincare´-trace inequality in all the Q−z,h to obtain d
−
z ∈ R
with
∑
z
ˆ
qz,h×{hm}
|u−·en−d−z |2 dHn−1 ≤ C(ω′,M,m)
ˆ
Ω\⋃Mj=1 ωhm |Eu|
2 dx. (144)
Note that u · en does not jump on ωhm .
Taking the difference between the en-component of (142) and (144) yields∑
z
ˆ
qz,h
|Azen|2 dHn−1 ≤ C(ω
′,M,m) + C
h
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx. (145)
We now replace Az with A˜z ∈ R(n−1)×(n−1)skew by discarding Az’s nth row and
column. Then A˜z can also be considered a skew-symmetric n × n matrix by
filling it with zeros. Then∑
z
ˆ
Q+z,h
|Az − A˜z|2 dx ≤ (C + C(ω′,M,m))
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx (146)
and∑
z
ˆ
Q+z,h
|Du− A˜z|2 dx ≤ (C + C(ω′,M,m))
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx. (147)
Now define v ∈ H1(ω′,Rn−1) by v(x˜) = ffl hm+h
hm
pi ◦ u(x˜, t) dt, where pi =
Id− en ⊗ en. Then by Jensen’s inequality
ˆ
ω′
|Ev|2 dHn−1
≤
∑
z
ˆ
qz,h
|Dv − A˜z|2 dHn−1
≤C + C(ω,M,m)
h
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx. (148)
We can now use Korn’s inequality in ω′ to obtain A ∈ R(n−1)×(n−1)skew with
ˆ
ω′
|Dv −A|2 dHn−1 ≤ C + C(ω
′,M,m)
h
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx. (149)
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By a triangle inequality, identifying A with an n× n matrix Am as before,
ˆ
ω′×(hm,hm+h)
|Du−Am|2 dx ≤ C˜
ˆ
Ω\⋃Mm=1 ωhm |Eu|
2 dx. (150)
If h = hm+1−hm this shows the induction step with a new constant C(ω′,M,m+
1) = C˜. If h = l, we can extend the above inequality to ω′ × (hm,min(hm +
2l, hm+1)) by choosing a larger constant. Repeating this step at most 2/l times,
we can extend it up to ω′ × (hm, hm+1).
This proves the statement by restricting from ω′ to ω˜. Note that for ω =
Tn−1 we can choose ω′ = ω, allowing us to choose Am = 0 for each m.
4.2 Compactness results
We now focus only on the case where n = 3, hm = mh for some h > 0.
In this situation we show compactness for the energy
Eε,h(b) =
1
ε
ˆ
T2
dist2(b,Z2M ) +Bperh (b, b), (151)
where b = (b1, . . . , bM ) ∈ H1/2(T2,R2M ) is a slip field, i.e. a jump field b ∈
H1/2(T2,R3M ) with bm · e3 = 0 for every m = 1, . . . ,M .
Proposition 4.5 (Compactness I). Let M > 0, εi ↓ 0, hi = h(εi) ↓ 0, with
lim inf
i→∞
log h(εi)
log εi
≥ 1. (152)
Then for every sequence bi ∈ H1/2(T2,R2M ) with
lim sup
i→∞
1
| log εi|Eεi,hi(bi) ≤ T <∞, (153)
there are numbers η0 ∈ (0, 1), C > 0 such that for all η ∈ (0, η0) there are
sequences ki →∞, vΣi ∈ BV (T2,Z2) with
i) limi→∞ 2ki‖vΣi −
∑M
m=1 b
m
i ‖L2 = 0.
ii) supi |DvΣi |(T2) ≤ CTη .
iii) lim supi to∞
1
ki
A0(v
Σ
i ∗ Φ2−ki , vΣi ∗ Φ2−ki ) ≤ (1 + η)(log 2)T .
iv) For every i, there are at least b(1− η)kic many j ∈ {1, . . . , ki} with
ˆ ˆ
|x−y|≤2−j
|vΣi (x)− vΣi (y)|2
2−3j
dx dy ≤ CT
η
. (154)
Remark 4.6. This gives us compactness for the sum of slips
∑M
m=1 b
m for
bounded energy sequences, which (modulo constants and subsequences) will con-
verge in L1 to a BV (T2,Z2) function.
Stronger compactness can not be expected, as the Γ-limit depends only on∑M
m=1 b
m and not the individual slips.
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Proposition 4.7 (Compactness II). Let M > 0, εi ↓ 0, hi = h(εi) ↓ 0, with
lim
i→∞
log h(εi)
log εi
= β ∈ [0, 1). (155)
Then for every sequence bi ∈ H1/2(T2,R2M ) with
lim sup
i→∞
1
| log εi|Eεi,hi(bi) ≤ T <∞, (156)
there are numbers η0 ∈ (0, 1), C > 0 such that for all η ∈ (0, η0) there are
sequences ki →∞, vi ∈ BV (T2,Z2M ) with
i) limi→∞ 2ki‖vi − bi‖L2 = 0.
ii) supi→∞ |Dvi|(T2) ≤ CTη .
iii) lim supi→∞
1
ki
Bperhi (vi ∗ Φ2−ki ,vi ∗ Φ2−ki ) ≤ (1 + η)(log 2)T .
iv)
lim sup
i→∞
1
ki
 ki∑
j=d(β+η)kie
Bper∞,j(vi,vi) +
b(β−η)kic∑
j=1
Bper0,j (vi,vi)

≤(1 + η)(log 2)T. (157)
v) For every i, there are at least b(1 − β − η)kic many j ∈ {dβkie, . . . , ki}
with ˆ ˆ
|x−y|≤2−j
|vi(x)− vi(y)|2
2−3j
dx dy ≤ CT
η
. (158)
vi) For every i, there are at least b(β − η)kic many j ∈ {1, . . . , bβkic} with
ˆ ˆ
|x−y|≤2−j
|∑Mm=1 vmi (x)−∑Mm=1 vmi (y)|2
2−3j
dx dy ≤ CT
η
. (159)
Remark 4.8. Note that the sum
∑M
m=1 v
m
i is still bounded in BV (T2,Z2), but
now the full slip vector b converges (modulo constants and subsequences) to a
BV (T2,Z2M ) function in L1. In fact we get this for bounded energy sequences
as long as lim infi→∞
log h(εi)
log εi
< 1, as in that case we can extract a subsequence
and some β ∈ [0, 1) where the limit is attained.
Proof of Compactness I. Fix i ∈ N. Let u : T2 × R \⋃Mm=1 ωmhi → R3 be the
minimizer of (52). Then it follows from Lemma 4.3 that
ˆ
T2×R\⋃Mm=1 ωmhi |Du|
2 dx ≤ CT | log ε|. (160)
Consider all N = b(1 − η/2)| log2 ε|c length scales 2−j ∈ (ε1−η/2i , 1). By
Lemma 4.1 applied to u−(x1, x2, x3) = u(x1, x2, hi − x3) and u+(x1, x2, x3) =
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u(x1, x2, x3 −Mhi) with θ = η/128, to obtain (1 − η/64)N length scales 2−j
withˆ
T2
|u±(x1, x2, 2−j)− u±(x1, x2, 0)|2 dH2(x1, x2) ≤ 2−j C log 2
η(1− η/2)T. (161)
for both u+ and u−. Additionally, for at least (1−η/32)N of these length scales
2−j , additionally ˆ 2−j+1
2−j
ˆ
T2
|Du±|2 dx ≤ 64CT/η. (162)
Now fix one such j and consider the lattice Zj = 2
−jZ2∩T2 and for each z ∈ Zj
the squares Qz,2−j+1 and Qz,2−j , where Qz,l ⊂ T2 denotes the square with center
z and side length l. Note that the larger squares have finite overlap and the
smaller squares cover T2. Let
wz =
 
Qz,2−j+1
u+(x1, x2, 2
−j)− u−(x1, x2, 2−j) dH2(x1, x2). (163)
Then by (162) and a Poincare´ and trace inequality∑
z∈Zj
ˆ
Qz,2−j+1
|u(x1, x2, 2−j)− u−(x1, x2, 2−j)− wz|2 dH2(x1, x2)
≤C2−jT/η. (164)
Also by (161) and a triangle inequality∑
z∈Zj
ˆ
Qz,2−j+1
|u+(x1, x2, 0)− u−(x1, x2, 0)− wz|2 dH2(x1, x2) ≤ C2−jT/η,
(165)
where the u± are understood as traces. Now the difference of the uppermost
trace u+(x1, x2, 0) and the lowermost trace u
−(x1, x2, 0) at slip planes is similar
to the sum of all jumps.
ˆ
T2
∣∣∣∣u+(x1, x2, 0)− u−(x1, x2, 0)− M∑
m=1
bm(x1, x2)
∣∣∣∣2 dH2(x1, x2)
≤Mhi
ˆ
T2×(0,Mhi)\
⋃M
m=1 ωmhi
|Du|2 dx, (166)
by the one-dimensional Sobolev inequality. Note that hi| log εi|  ε1−η/2i ≤ 2−j
for εi small enough. Combining all these estimates and Lemma 4.3 yields
∑
z∈Zj
ˆ
Qz,2−j+1
|
M∑
m=1
bm(x1, x2)− wz|2 dH2(x1, x2) ≤ C2−jT/η. (167)
Now note that dist2(
∑M
m=1 b
m,Z2) ≤ M dist2(b,Z2M ), and also εi| log εi| 
2−j . Thus ∑
z∈Zj
ˆ
Qz,2−j+1
dist2(wz,Z2) dH2(x1, x2) ≤ C2−jT/η. (168)
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We can find functions wj : T2 → Z2 piecewise constant in all Qz,2−j such that∑
z∈Z
ˆ
Qz,2−j
|wj(x1, x2)− wz|2 dH2(x1, x2) ≤ C2−jT/η. (169)
Then by a triangle inequality,
ˆ
T2
|wj(x1, x2)−
M∑
m=1
bm(x1, x2)|2 dH2(x1, x2) ≤ C2−jT/η. (170)
Also, because the squares Qz,2−j+1 and Qz′,2−j+1 have significant overlap for
z, z′ ∈ Zj nearest neighbors, we also get∑
z,z′ n.n.
ˆ
Qz,2−j+1∩Qz′,2−j+1
|wj(z)− wj(z′)|2 dH2(x1, x2) ≤ C2−jT/η, (171)
and consequently∑
z,z′ n.n.
ˆ
∂Qz,2−j+1∩∂Qz′,2−j+1
|[wj ]|2 dH1 ≤ CT/η. (172)
Since in Z2, |x − y|2 ≥ |x − y|, this gives us in particular |Dwj |(T2) ≤ CT/η,
but also ˆ ˆ
|x−y|≤2−j
|wj(x)− wj(y)|2
2−3j
dx dy ≤ CT/η. (173)
Define ki = b(1− η)| log2 εi|c. Note that since there are (1− η/32)N length
scales 2−j , there has to be at least one with (1− η/4)N ≤ j ≤ N , i.e. ε1−η/2i ≤
2−j˜ ≤ ε1−7η/8i for η small enough. Define vΣi = wj˜ for one such j˜. Then we
have already shown that (i) and (ii) hold. (iv) holds for the at least (1− η/32−
η/2)N ≥ (1 − η)ki length scales j ≤ ki because ‖vΣi − wj‖2L2 ≤ C2−jT/η, and
the double integral (173) is a positive semidefinite bilinear form on L2(T2), with
ˆ ˆ
|x−y|≤2−j
|vΣi (x)− vΣi (y)|2
2−3j
dx dy
≤2
ˆ ˆ
|x−y|≤2−j
|wj(x)− wj(y)|2
2−3j
dx dy + C2j‖vΣi − wj‖2L2 . (174)
Finally, to show (iii), consider the deformation
u˜(x1, x2, x3) =
{
u(x1, x2, x3 +Mhi) , if x3 > 0
u(x1, x2, x3 + hi) , if x3 < 0.
(175)
Note that u˜ ∈ H1(T2 × R \ ω0,R3), with jump [u˜](x1, x2) = u+(x1, x2, 0) −
u−(x1, x2, 0), and
ˆ
T2×R\ω0
CDu˜ : Du˜ dx ≤ Bperhi (b, b). (176)
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This implies that A0([u˜] ∗ φ˜2−ki , [u˜] ∗ φ˜2−ki ) ≤ A0([u˜], [u˜]) ≤ Bperhi (b, b). Also,
the bilinear form A0(· ∗ φ˜2−ki , · ∗ φ˜2−ki ) is positive semidefinite and L2-regular,
meaning that
A0(v
Σ
i ∗ φ˜2−ki , vΣi ∗ φ˜2−ki )
≤(1 + η)A0([u˜] ∗ φ˜2−ki , [u˜] ∗ φ˜2−ki )
+ C(1 +
1
η
)2ki‖[u˜]− vΣi ‖2L2 , (177)
where the L2-norm was estimated in (166). Since 2−j  2−ki for i large, the
error term tends to 0. This completes the proof.
To show compactness in the separated regime β ∈ [0, 1), we proceed similarly
as before, only making sure to retain information about each of the jumps
instead of only their sum.
Proof of compactness II. Fix i ∈ N. Let u : T2 × R \⋃Mm=1 ωmhi → R3 be the
minimizer of (52). Then it follows from Lemma 4.3 that
ˆ
T2×R\⋃Mm=1 ωmhi |Du|
2 dx ≤ CT | log εi|. (178)
Consider all N = b(1− η/2)| log2 εi|c length scales 2−j ∈ (ε1−η/2i , 1).
For m = 1, . . . ,M define u±m(x1, x2, x3) = u(x1, x2,mhi ± x3).
By Lemma 4.1 applied to each of the u±m with θ =
η
128M , to obtain (1− β −
η/64)N length scales 2−j ≤ hi with
ˆ
T2
‖u±m(x1, x2, 2−j)− u±m(x1, x2, 0)‖2 dH2(x1, x2) ≤ 2−j
C log 2
η(1− η/2)T. (179)
for each of the u±m. Additionally, for at least (1 − β − η/32)N of these length
scales 2−j , additionally
ˆ 2−j+1
2−j
ˆ
T2
|Du±m|2 dx ≤ 64CT/η. (180)
Now fix one such j and consider the lattice Zj = 2
−jZ2∩T2 and for each z ∈ Zj
the squares Qz,2−j+1 and Qz,2−j , where Qz,l ⊂ T2 denotes the square with center
z and side length l. Note that the larger squares have finite overlap and the
smaller squares cover T2. Let
wmz =
 
Qz,2−j+1
u+m(x1, x2, 2
−j)− u−m(x1, x2, 2−j) dH2(x1, x2). (181)
Then by (180) and a Poincare´ and trace inequality∑
z∈Zj
ˆ
Qz,2−j+1
|u+m(x1, x2, 2−j)− u−m(x1, x2, 2−j)− wmz |2 dH2(x1, x2)
≤C2−jT/η. (182)
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Also by (179) and a triangle inequality∑
z∈Zj
ˆ
Qz,2−j+1
|bm(x1, x2)− wmz |2 dH2(x1, x2) ≤ C2−jT/η, (183)
since bm is the difference of the traces u±m.
Now note that εi| log εi|  2−j . By the Pythagorean identity and the trian-
gle inequality the vector wz = (b
1
z, . . . , b
M
z ) satisfies∑
z∈Zj
ˆ
Qz,2−j+1
dist2(wz,Z2M ) dH2(x1, x2) ≤ C2−jT/η. (184)
We can now find functions wj : T2 → Z2M piecewise constant in all Qz,2−j such
that ∑
z∈Z
ˆ
Qz,2−j
|wj(x1, x2)−wz|2 dH2(x1, x2) ≤ C2−jT/η. (185)
Then by a triangle inequality,
ˆ
T2
|wj(x1, x2)− b(x1, x2)|2 dH2(x1, x2) ≤ C2−jT/η. (186)
Because the squares Qz,2−j+1 and Qz′,2−j+1 have significant overlap for z, z
′ ∈ Zj
nearest neighbors, we also get∑
z,z′ n.n.
ˆ
Qz,2−j+1∩Qz′,2−j+1
|wj(z)−wj(z′)|2 dH2(x1, x2) ≤ C2−jT/η, (187)
and consequently∑
z,z′ n.n.
ˆ
∂Qz,2−j+1∩∂Qz′,2−j+1
|[wj ]|2 dH1 ≤ CT/η. (188)
Since in Z2M , |x− y|2 ≥ |x− y|, this gives us in particular |Dwj |(T2) ≤ CT/η,
but also ˆ ˆ
|x−y|≤2−j
|wj(x)−wj(y)|2
2−3j
dx dy ≤ CT/η. (189)
Now define ki = b(1 − η)| log2 εi|c. Note that since there are (1 − β − η/32)N
length scales 2−j ≤ hi, for η small enough there has to be at least one with
(1 − η/4)N ≤ j ≤ N , i.e. ε1−η/2i ≤ 2−j˜ ≤ ε1−7η/8i . Define vi = wj˜ for one
such j˜. Then we have already shown that (i) and (ii) hold. (v) holds for the
at least (1 − β − η/32 − η/2)N ≥ (1 − β − η)ki length scales j ≤ ki because
‖vi−wj‖2L2 ≤ C2−jT/η, and the double integral (189) is a positive semidefinite
bilinear form on L2(T2), with
ˆ ˆ
|x−y|≤2−j
|vi(x)− vi(y)|2
2−3j
dx dy
≤2
ˆ ˆ
|x−y|≤2−j
|wj(x)−wj(y)|2
2−3j
dx dy + C2j‖vi −wj‖2L2 . (190)
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To show (iii), use that the bilinear form Bperhi (· ∗ φ˜2−ki , · ∗ φ˜2−ki ) is positive
semidefinite and L2-regular, meaning that
Bperhi (vi ∗ φ˜2−ki ,vi ∗ φ˜2−ki )
≤(1 + η)Bperhi (b ∗ φ˜2−ki , b ∗ φ˜2−ki )
+ C(1 +
1
η
)2ki‖b− vi‖2L2 . (191)
Since 2−j˜  2−ki for i large, the error term tends to 0. This leaves us to prove
(iv) and (vi).
We first estimate
Bperhi (vi ∗ φ˜2−ki ,vi ∗ φ˜2−ki )
≥Bperhi (vi ∗ φ˜2−ki ,vi ∗ φ˜2−ki )
−Bperhi (vi ∗ φ˜2−d(β+η)kie+1 ,vi ∗ φ˜2−d(β+η)kie+1)
+Bperhi (vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie)
=
ki∑
j=d(β+η)kie
Bperj,hi(vi,vi) +B
per
hi
(vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie). (192)
Note that 2−d(β+η)kie  hi. We now wish to replace hi by ∞ in the first term
and by 0 in the second. By Lemma 3.20,∣∣∣∣∣∣
ki∑
j=d(β+η)kie
|Bperj,hi(vi,vi)−B
per
j,∞(vi,vi)
∣∣∣∣∣∣
≤C
ˆ ˆ
|x−y|≤hi
2−2d(β+η)kie|vi(x)− vi(y)|2
h5i
dx dy
+ C
ˆ ˆ
|x−y|>hi
2−2d(β+η)kie|vi(x)− vi(y)|2
|x− y|5 dx dy. (193)
Now we note that for x, y ∈ T2 and l ∈ (0, 1/4), the ball B(x, 2l) is Euclidean,
and ˆ ˆ
|x−y|≤2l
|vi(x)− vi(y)|2 dx dy
≤2
ˆ ˆ
|x−y|≤2l
|vi(x)− vi(x+ y
2
)|2 + |vi(y)− vi(x+ y
2
)|2 dx dy
=4
ˆ ˆ
|x−y|≤2l
|vi(x)− vi(x+ y
2
)|2 dx dy
=16
ˆ ˆ
|x−y|≤l
|vi(x)− vi(y)|2 dx dy. (194)
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Note that this inequality also holds for l > 1/4. Thus,
ˆ ˆ
|x−y|>hi
2−2d(β+η)kie|vi(x)− vi(y)|2
|x− y|5 dx dy
≤2−2d(β+η)kie
∞∑
j=1
ˆ ˆ
|x−y|≤2jhi
|vi(x)− vi(y)|2
25jh5i
dx dy
≤2−2d(β+η)kie
∞∑
j=1
2−j
ˆ ˆ
|x−y|≤hi
|vi(x)− vi(y)|2
h5i
dx dy
=2−2d(β+η)kie
ˆ ˆ
|x−y|≤hi
|vi(x)− vi(y)|2
h5i
dx dy. (195)
Now note that there is a j1 ∈ d(β + η/2)kie, . . . , d(β + η)kie with
ˆ ˆ
|x−y|≤2−j1
vi(x)− vi(y)
2−3j1
dx dy ≤ CT/η. (196)
Using (194), we get that
2−2d(β+η)kie
ˆ ˆ
|x−y|≤hi
|vi(x)− vi(y)|2
h5i
dx dy
≤2
−j1
hi
2−2d(β+η)kie
ˆ ˆ
|x−y|≤2−j1
vi(x)− vi(y)
2−5j1
dx dy
≤2−ηki/22−2j1
ˆ ˆ
|x−y|≤2−j1
vi(x)− vi(y)
2−5j1
dx dy
≤C2−ηki/2T/η. (197)
This tends to 0 as ki → ∞, so we can replace
∑ki
j=d(β+η)kieB
per
j,hi
(vi,vi) with∑ki
j=d(β+η)kieB
per
j,∞(vi,vi).
We have yet to replace hi by 0 in
∑b(β−η)kic
j=1 B
per
j,hi
(vi,vi). If β = 0 we are
already done because the sum is empty. Otherwise note that
Ehi,hi(vi ∗ φ˜2−d(β+η)kie)
=
1
| log hi|B
per
hi
(vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie)
+
1
hi| log hi|
ˆ
T2
dist2(vi ∗ φ˜2−d(β+η)kie ,Z2M ) dx
≤ 1| log hi|B
per
hi
(vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie)
+
1
hi| log hi|
ˆ
T2
|vi ∗ φ˜2−d(β+η)kie − vi| dx
≤ 1| log hi|B
per
hi
(vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie)
+ C
2−(β+η)ki
hi| log hi|
T
η
. (198)
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Letting i→∞, we use that | log hi|| log εi| → β, so that
lim sup
i→∞
1
| log hi|Ehi,hi(vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie)
≤ 1 + η
(log 2)βki
lim sup
i→∞
Bperhi (vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie). (199)
We can apply Proposition 4.5 to the sequence vi ∗ φ˜2−d(β+η)kie , giving us
k˜i ∈ (β − η)ki, βki) and a function vΣi ∈ BV (T2,Z2) with
lim sup
i→∞
1
k˜i
b(β−η)kic∑
j=1
Aj,0(v
Σ
i , v
Σ
i )
≤ lim sup
i→∞
(1 + η)2
βki
Bperhi (vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie). (200)
Using the L2-estimate (i) from Proposition 4.5 and the fact that Bper0 (b, b) =
A0(
∑M
m=1 b
m,
∑M
m=1 b
m), it follows that
lim sup
i→∞
1
ki
b(β−η)kic∑
j=1
Bperj,0 (vi,vi)
≤ lim sup
i→∞
1 + Cη
ki
Bperhi (vi ∗ φ˜2−d(β+η)kie ,vi ∗ φ˜2−d(β+η)kie), (201)
Proposition 4.5 also gives us the (β − η)ki length scales j ∈ (1, b, βkc) with
ˆ ˆ
|x−y|≤2−j
|vΣi (x)− vΣi (y)|2
2−3j
dx dy ≤ CT/η. (202)
Again by (i) from Proposition 4.5 we obtain the same bound for
∑M
m=1 v
m
i . This
ends the proof.
5 The limit energy and upper bound
By the compactness result, the limit energy, in the sense of Γ-convergence,
is finite only for functions u ∈ BV (T2,Z2M ), if β < 1, or for ∑Mm=1 um ∈
BV (T2,Z2), if β ≥ 1. We shall show that the limit energy is of line-tension
type, i.e. there is ϕ : Z2M × S1 → [0,∞) such that the Γ-limit of Eε,h(ε)/| log ε|
in the L1-topology is given by I(u,T2), where for any Borel set A ⊂ T2
I(u, A) =
ˆ
Ju∩A
ϕ([u], ν) dH1, (203)
where Ju ⊂ T2 is the jump set of u, [u] ∈ Z2M the jump, and ν ∈ S1 the normal
to the jump set, which exist H1-almost everywhere.
We can obtain an upper bound on ϕ by considering for a function u ∈
BV (T2,Z2M ) with a jump set consisting of finitely many line segments the
competitor uε = u ∗ φε.
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Then whenever β = limε→0
log h(ε)
log ε ∈ [0, 1] exists, we can calculate
lim
ε→0
Eε,h(ε)(uε)
| log ε| = (1− β)I∞(u,T
2) + βI0(u,T2), (204)
where I∞ is the line-tension energy with energy density
ϕ∞(b, ν) =
M∑
m=1
ϕsingle(b
m, ν), (205)
I0 is the line-tension energy with energy density
ϕ0(b, ν) = ϕsingle(
M∑
m=1
bm, ν), (206)
and ϕsingle : Z2 × S1 → [0,∞) is given by
ϕsingle(b, ν) = 2
ˆ
{x∈R2 : x·ν=1}
bJ(x)b dH1(x). (207)
The energy density ϕsingle is so named because it appears naturally for
dislocations in a single plane. I∞ and I0 are so called because they arise
naturally for distance between planes of ∞ or 0 respectively. Note that for
lim supε→0
log h(ε)
log ε ≤ 0 we also get that the limit energy of uε is I∞, corre-
sponding to β = 0 and if lim infε→0
log h(ε)
log ε ≥ 1 the limit energy of uε is I0,
corresponding to β = 1.
One could now assume that (1−β)I∞+βI0 is the Γ-limit. However, neither
I∞ nor I0 are lower semicontinuous. In fact, lower semicontinuity of line-tension
functionals is equivalent to the following condition, see [3], [4].
Definition 5.1. A function ϕ : Z2M × S1 → [0,∞) is called BV-elliptic if for
any b ∈ Z2M and any ν ∈ S1, defining ub,ν(x) = b1{x·ν>0}, we have
ϕ(b, ν) ≤ inf
{ˆ
Ju∩Qν
ϕ(u, ν) dH1 : u = ub,ν outside of Qν
}
, (208)
where Qν ⊂ R2 is a unit square with one side parallel to ν.
Given a function ϕ : Z2M × S1 → [0,∞), define the BV-elliptic envelope of
ϕ as
ϕrel(b, ν) = inf
{ˆ
Ju∩Qν
ϕ(u, ν) dH1 : u = ub,ν outside of Qν
}
. (209)
Note that the BV-elliptic envelope is indeed BV-elliptic, and the relaxation
of I in (203) is given by
Irel(u, A) =
ˆ
Ju∩A
ϕrel([u], ν) dH1. (210)
We deduce that the Γ-limit of Eε,h(ε)/| log ε| is at most
[(1− β)I∞ + βI0]rel , (211)
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and we will later find matching lower bounds for the cases β = 0, 1, but not for
β ∈ (0, 1). Note that
ϕrel∞ (b, ν) =
M∑
m=1
ϕrelsingle(b
m, ν) (212)
and
ϕrel0 (b, ν) = ϕ
rel
single
(
M∑
m=1
bm, ν
)
, (213)
by taking as competitor an almost optimal competitor to the cell problem for
bm in each component m in the first case, whereas in the second case we take
um = ubm,ν for m = 1, . . . ,M − 1, and for m = M we take an almost optimal
competitor for
∑M
m=1 b
m minus
∑M−1
m=1 ubm,ν .
We now define polyhedral functions.
Definition 5.2. A function u ∈ BV (T2,Z2M ) is called polyhedral if u =∑N
i=1 bi1Ai for some N ∈ N, some b1, . . . , bN ∈ Z2M and some polyhedra
A1, . . . , AN ⊂ T2. A set A ⊂ T2 is called a polyhedron if its boundary con-
sists of finitely many line segments.
It turns out that polyhedral functions are energy dense for all line-tension
energies.
Lemma 5.3. Let ϕ : Z2M × S1 → [0,∞) be Borel with ϕ(z, ν) ≤ Cϕ(b, ν)
whenever ν ∈ S1, b ∈ Z2M , and z ∈ Z2M with zi ≤ bi for i = 1, . . . , 2M . Let
u ∈ GSBV (T2,Z2M ) ∩ L1(T2,Z2M ). Then there are polyhedral functions uk
converging to u in L1 such that for all A ⊂ T2 open
lim sup
k→∞
ˆ
Juk∩A
ϕ([uk], ν) dH1 ≤
ˆ
Ju∩A
ϕ([u], ν) dH1. (214)
The growth condition is satisfied in particular by ϕsingle,ϕ∞, ϕ0, their re-
laxations, and all their convex combinations. To prove this lemma, we use
Corollary 1.2 from [7].
Proof. First take M ∈ N, define uM componentwise as (uM )i = −M ∨ui ∧M .
Then uM → u in L1 as M →∞, JuM ⊂ Ju, and [um]→ [u] pointwise almost
everywhere on Ju. By the growth condition on ϕ we can use the dominated
convergence theorem,
lim
M→∞
ˆ
JuM∩A
ϕ([uM ], ν) dH1 =
ˆ
Ju∩A
ϕ([u], ν) dH1. (215)
This shows that we need only consider u ∈ (BV ∩ L∞)(T2,Z2M ). Let
ϕ∗∗ : Z2M ×R2 → [0,∞) denote the lower semicontinuous convex envelope in ν
of the 1-homogeneous-in-ν extension of ϕ to Z2M ×R2. Then we use Corollary
1.2 from [7] to obtain a sequence vk → u in L1 of polyhedral functions with
lim sup
k→∞
ˆ
Jvk∩A
ϕ∗∗([vk], ν) dH1 ≤
ˆ
Ju∩A
ϕ([u], ν) dH1. (216)
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Finally, by Carathe´odory’s theorem for convex functions, see [29], for each
b ∈ Z2M and each ν ∈ R2 and each δ > 0 there are ν1, ν2, ν3 ∈ S1 and t1, t2, t3 >
0 with t1ν1 + t2ν2 + t3ν3 = ν and
ϕ∗∗(b, ν) ≤
3∑
i=1
tiϕ(b, νi) + δ. (217)
To obtain uk, simply replace all maximal line segments in Jvk with normal
ν and jump [b] with nonintersecting pairwise disjoint polygonal curves with the
same endpoints and normals ν1, ν2, ν3 as above.
5.1 The upper bound
We now show that in the intermediate case β ∈ (0, 1), we can improve on (211).
Proposition 5.4. Assume that β = limε→0
log h(ε)
log ε ∈ [0, 1] exists. Let u ∈
BV (T2,Z2M ). Then for every ε there is uε ∈ H1/2(T2,R2M ) such that uε → u
in L1 and [
(1− β)Irel∞ + βI0
]rel
(u,T2) ≤ lim inf
ε→0
Eε,h(ε)(uε)
| log ε| . (218)
For β = 1, if instead of u ∈ BV (T2,Z2M ) we only assume ∑Mm=1 um ∈
BV (T2,Z2) then we can find uε ∈ H1/2(T2,Z2M ) such that
∑M
m=1 u
m
ε →∑M
m=1 u
m in L1(T2,R2) and
Irel0 (u,T2) ≤ lim inf
ε→0
Eε,h(ε)(uε)
| log ε| . (219)
Proof. Assume by energy density that u is polyhedral. Assume that β ∈ (0, 1),
since otherwise there is nothing left to prove. Let 0 < η < min(β, 1− β)/2. For
every line-segment γ ⊂ T2 making up Ju with normal ν and jump b ∈ Z2M , find
a polyhedral competitor v ∈ BV (Qν ,Z2M ) to the cell problem in Definition 5.1
with
I∞(v, Qν) ≤ (1 + η)ϕrel∞ (b,ν). (220)
Then define for ε > 0 a global function vεβ by replacing u with a translation of
v(·/εβ) in a family of dyadic squares x + εβQν centered on γ, for each γ, such
that the squares are disjoint and
I∞(vεβ ,T2) ≤ (1 + 2η)Irel∞ (u,T2). (221)
Then as a competitor to the energy Eε,h(ε)/| log ε| take uε = vεβ ∗ φε/2. We
shall decompose T2 into the following five disjoint sets depending on ε and η:
A1 =
{
x ∈ T2 : dist(x, Jv
εβ
) ≤ ε} , (222)
A2 =
{
x ∈ T2 : dist(x, Jv
εβ
) ∈ (ε, εβ+η)} , (223)
A3 =
{
x ∈ T2 : dist(x, Jv
εβ
) ≥ εβ+η,dist(x, Ju) ≤ εβ−η
}
, (224)
A4 =
{
x ∈ T2 : dist(x, Ju) ∈ (εβ−η, εη)
}
, (225)
A5 =
{
x ∈ T2 : dist(x, Ju) ≥ εη
}
. (226)
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T2
Ju
εβ−η
εη
εβ
ε
εβ+η
Jv
εβ
Figure 9: Construction of the recovery sequence for (1−β)Irel∞ +βI0. The main
contribution to the energy comes from the rectangles around the jump lines at
scales ε to εβ+η and εβ−η to εη.
We note immediately that uε = vεβ outside of A1 and uε = u in A4 ∪A5.
We start by estimating the nonconvex part of the energy,ˆ
T2
dist2(uε,Z2M ) dx ≤ |A1| ≤ Cε, (227)
showing that this quantity vanishes in the limit when rescaled by 1/ε| log ε|.
To estimate the nonlocal part, we first note that ‖uε‖L∞ ≤ C independently
of ε, and that uε is C/ε-Lipschitz, so that for all x ∈ T2 we getˆ
T2
|uε(x)− uε(y)|2
|x− y|3 dy
≤
ˆ
B(x,ε)
C|x− y|2
ε2|x− y|3 dy +
ˆ
T2\B(x,ε)
C
|x− y|3 dy
≤C/ε, (228)
and if dist(x, Jv
εβ
) > ε, we even get
ˆ
T2
|uε(x)− uε(y)|2
|x− y|3 dy
≤
ˆ
T2\B(x,dist(x,Jv
εβ
)/2)
C
|x− y|3 dy
≤C/dist(x, Jv
εβ
), (229)
since uε(y) = uε(x) otherwise. The first estimate is enough to show thatˆ
A1
ˆ
T2
|uε(x)− uε(y)|2
|x− y|3 dy dx
≤C|A1|/ε ≤ C, (230)
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which upon rescaling logarithmically tends to zero. Now since vεβ is polyhedral,
we can use the coarea formula to bound the contributions to the double integral
from A3 by ˆ
A3
ˆ
T2
|uε(x)− uε(y)|2
|x− y|3 dy dx
≤C
ˆ
A3
C
dist(x, Jv
εβ
)
dx
≤C
ˆ 2εβ−η
εβ+η
C
t
≤Cη| log ε|, (231)
which upon rescaling is at most Cη. Here we used the fact that to be εβ−η-close
to Ju means being at most distance 2ε
β−η from Jv
εβ
. The contribution from
A5 is estimated the same way asˆ
A5
ˆ
T2
|uε(x)− uε(y)|2
|x− y|3 dy dx
≤C
ˆ
A5
C
dist(x, Jv
εβ
)
dx
≤C
ˆ 1
εη
C
t
≤Cη| log ε|. (232)
This makes it clear that the main contribution to the energy comes from A2
and A4.
We first focus on the contribution from A2, whereˆ
A2
ˆ
T2\B(x,εβ+η)
|uε(x)− uε(y)|2
|x− y|3 dy dx ≤
C|A2|
εβ+η
≤ C. (233)
Define for every maximal line segment γ = [a, b] ⊂ Jv
εβ
with normal ν =
(b− a)⊥/|b− a| and constant jump b ∈ Z2M the set
Bγ = {x+ sν : x ∈ γ, |s| ∈ (ε, εβ+η), B(x, 2εβ+η) ∩ Jv
εβ
\ γ = ∅}, (234)
which consists of two rectangles to either side of γ, so that the different Bγ are
all contained in A2 and at distance at least ε
β+η from each other. Note that
due to the construction of vεβ , we have
lim
ε→0
sup
t∈(ε,εβ+η)
H1({x ∈ T2 : dist(x, Jv
εβ
) = t} \
⋃
γ
Bγ) = 0. (235)
Thus by the coarea formula and since the above sup not only tends to 0 but
is also uniformly bounded,
lim
ε→0
1
| log ε|
ˆ
A2\
⋃
γ Bγ
ˆ
B(x,εβ+η)
|uε(x)− uε(y)|2
|x− y|3 dy dx
≤ lim
ε→0
ˆ εβ+η
ε
H1({x ∈ T2 : dist(x, Jv
εβ
) = t} \⋃γ Bγ)
t| log ε| dt
=0. (236)
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The only contribution from A2 that is left in the limit is
1
| log ε|
∑
γ
ˆ
Bγ
ˆ
A2
(vεβ (x)− vεβ (y))Jperh (ε)(vεβ (x)− vεβ (y))
1|x−y|<εβ+η dy dx. (237)
At this point we can replace Jperh(ε) with the −3-homogeneous kernel J∞, since
for |x − y| < εβ+η we have |Jperh (ε)(x − y) − J∞(x − y)| ≤ C/h3  |x − y|−3,
since h(ε) ≈ εβ .
We note that if x ∈ Bγ , y ∈ A2 with |x − y| < εβ+η, then uε(y) − uε(x) is
either 0 or b, depending on whether x and y are on equal or opposite sides of γ.
This finally allows us to explicitly calculate, with L denoting the length of Bγ ,ˆ
Bγ
ˆ
A2
(vεβ (x)− vεβ (y))J∞(x− y)(vεβ (x)− vεβ (y))
1|x−y|<εβ+η dy dx
=2L
ˆ −ε
−εβ+η
ˆ
{y∈T2 : y·ν>ε,|y−tν|<εβ+η}
bJ∞(x− y)b dy dt
=2L
ˆ −ε
−εβ+η
ˆ
{x∈S1 : x·ν>0}
ˆ εβ+η
ε−t
x·ν
rbJ∞(x)b
r3
dr dx dt
=2L
ˆ −ε
−εβ+η
ˆ
{x∈S1 : x·ν>0}
bJ∞(x)b
(
x · ν
ε− t − ε
−β−η
)
≤L
ˆ
S1
bJ∞(x)bx · ν ((1− β − η)| log ε|+ C)
≤ ((1− β − η)| log ε|+ C)H1(γ)ϕ∞(b, ν). (238)
Rescaling logarithmically and summing over all γ yields
lim sup
ε→0
1
| log ε|
ˆ
A2
ˆ
T2
(uε(x)− uε(y))Jperh(ε)(uε(x)− uε(y)) dy dx
≤(1− β − η)I∞(vεβ ,T2) + Cη. (239)
We can do the same construction in A4, where we note for |x−y| ∈ (εβη , εη)
that |Jperh(ε)(x− y)− J0(x− y)| ≤ Ch(ε)2/|x− y|5 + C  |x− y|−3, that
lim sup
ε→0
1
| log ε|
ˆ
A4
ˆ
T2
(uε(x)− uε(y))Jperh(ε)(uε(x)− uε(y)) dy dx
≤(β − η)I0(u,T2) + Cη. (240)
Combining all estimates and since η was arbitrary, we obtain that
Γ- lim sup
ε→0
Eε,h(ε)
| log ε| ≤ (1− β)I
rel
∞ + βI0, (241)
and by energy density of polyhedral functions and lower semicontinuity of the
Γ-lim sup that
Γ- lim sup
ε→0
Eε,h(ε)
| log ε| ≤ ((1− β)I
rel
∞ + βI0)
rel (242)
for all u ∈ BV (T2,Z2M ).
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5.2 Some properties of the double relaxation
In this section we calculate the limit energy in the case of two planes in a simple
cubic lattice, with distance h(ε) = ε1/2. In this case, the limit energy density
for a jump d = (d1, d2) ∈ Z4 with normal ν ∈ S1 is given by
1
2
(ϕrel∞ + ϕ0)
rel(d, ν)). (243)
For ease of notation we shall ignore the factor 12 in this section. Then we
get ,since ϕrel ≤ ϕ for all line-tension energy densities, that
ϕrel∞ + ϕ
rel
0 ≤ (ϕrel∞ + ϕ0)rel ≤ (ϕ∞ + ϕ0)rel. (244)
All three energy densities in this inequality are BV -elliptic. The left one
appears if a single microstructure minimizing both energies at once exists, the
middle one appears in our situation, where small-scale microstructure has to
follow large-scale microstructure, and the right one is the best energy achieved
by using a single microstructure.
We now show, following [13], that both inequalities in (244) can be strict.
To this end we use the explicit form of ϕsingle and ϕ
rel
single for small Burgers
vectors found in [8]. There it was found that up to a constant
ϕsingle(d, ν) = |d|2 − ν˜
1− ν˜ (d · ν)
2, (245)
where ν˜ ∈ (−1, 1/2) is the material’s Poisson ratio. It follows by a truncation
argument that for i = 1, 2
ϕrelsingle(ei, ν) = ϕsingle(ei, ν), (246)
with only straight dislocations realizing the relaxation. In fact, for every η > 0
there is δ = δ(η) > 0 such that whenever u ∈ BVloc(R2,Z2) is a competitor to
the cell problem for ei, ν, i.e. u(x) = ei1{x·ν>0} outside of Qν , with
ˆ
Ju∩Qν
ϕrelsingle([u], νJu) dH1 ≤ (1 + δ)ϕsingle(ei, ν), (247)
then |D(u · ei)|(Qν) ≤ 1 + η and |D(u · e⊥i )|(Qν) ≤ η.
On the other hand, for d = e1 + e2 and ν = e1, the authors found that
ϕrelsingle(e1 + e2, e1) < ϕsingle(e1 + e2, e1) = ϕsingle(e1, e1) + ϕsingle(e2, e1),
(248)
with an almost optimal microstructure requiring deviations from the straight
line, i.e. there is δ0 > 0 such that whenever u ∈ BVloc(R2,Z2) with u(x) =
(e1 + e2)1{x·e1>0} outside of Q hasˆ
Ju∩Q
ϕsingle([u], νJu) dH1 ≤ (1 + δ0)ϕrelsingle(e1 + e2, e1), (249)
then (|D(u · e1)|+ |D(u · e2)|)(Q) ≥ 2 + δ0.
We can then show that this incompatability in microstructure can make both
the inequalities in (244) strict.
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First we show that for d = (e1, e2), ν = e1, we have
(ϕrel∞ + ϕ
rel
0 )(d, ν) < (ϕ
rel
∞ + ϕ0)
rel(d, ν). (250)
The left-hand side evaluates by (246) to
(ϕrel∞ + ϕ
rel
0 )(d, e1)
=ϕsingle(e1, e1) + ϕsingle(e2, e1) + ϕsingle(e1 + e2, e1). (251)
Now assume that inequality holds and consider a competitor u = (u1, u2) ∈
BVloc(R2,Z4) to the cell problem on the right with energy in the square Q =
[−1/2, 1/2]2
ˆ
Ju∩Q
(ϕrel∞ + ϕ0)([u], νJu) dH1
≤(1 + δ˜)(ϕrel∞ + ϕrel0 )(d, e1), (252)
with δ˜ = min(δ0, δ(δ0/5)), so that
|D(u1 · e1)|(Q) ≤1 + δ0
5
, (253)
|D(u1 · e2)|(Q) ≤δ0
5
, (254)
|D(u2 · e1)|(Q) ≤δ0
5
, (255)
|D(u2 · e2)|(Q) ≤1 + δ0
5
, (256)
and
2 + δ0
≤(|D((u1 + u2) · e1)|+ |D((u1 + u2) · e2)|)(Q)
≤(|D(u1 · e1)|+ |D(u1 · e2)|+ |D(u2 · e1)|+ |D(u2 · e2)|)(Q)
≤2 + 4δ0
5
, (257)
a contradiction.
Similarly, we can show that for d = (e1 + e2,−e2), ν = e1, we have
(ϕrel∞ + ϕ0)(d, ν) < (ϕ∞ + ϕ0)
rel(d, ν), (258)
and the same inequality automatically holds for the BV -elliptic envelope of the
left-hand side.
Evaluating the left-hand side yields by (246)
(ϕrel∞ + ϕ0)(d, e1) = ϕ
rel
single(e1 + e2, e1) + ϕ
rel
single(e2, e1) + ϕ
rel
single(e1, e1). (259)
We again assume equality holds and consider a competitor u = (u1, u2) ∈
BVloc(R2,Z4) to the cell problem on the right with energyˆ
Ju∩Q
(ϕ∞ + ϕ0)([u], νJu) dH1
≤(1 + δ˜)(ϕrel∞ + ϕ0)rel(d, e1), (260)
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where again δ˜ = min(δ0, δ(δ0/5)), so that
|D((u1 + u2) · e1)|(Q) ≤1 + δ0
5
, (261)
|D((u1 + u2) · e2)|(Q) ≤δ0
5
, (262)
|D(u2 · e1)|(Q) ≤δ0
5
, (263)
|D(u2 · e2)|(Q) ≤1 + δ0
5
. (264)
But now
2 + δ0
≤(|D(u1 · e1)|+ |D(u1 · e2)|)(Q)
≤|D((u1 + u2) · e1)|+ |D((u1 + u2) · e2)|
+ |D(u2 · e1)|+ |D(u2 · e2)|)(Q)
≤2 + 4δ0
5
, (265)
a contradiction.
6 Extension of BV functions in a perforated do-
main
In this section, we develop a type of ball construction as seen in [24],[30], [31].
6.1 The boundaries of bounded convex sets in the plane
Lemma 6.1. Let U ⊆ R2 be open, bounded, and convex. Then the measure-
theoretic boundary of U is ∂∗U = ∂U , and there are Lipschitz closed curves
γ : S1 → ∂U , θ : S1 → S1 such that both are surjective and ”monotone” and
γ(t) + sθ(t) + rθ⊥(t) is not in U for all t ∈ S1, s ≥ 0, and r ∈ R.
Here a continuous map f : A→ B between topological spaces is called ”mono-
tone” if f−1(V ) is connected for all V ⊂ B connected. Note that for f : R→ R
continuous, this coincides with the normal notion of monotonicity.
Proof. Clearly ∂∗U ⊆ ∂U . Conversely, let x ∈ ∂U . Take some B(y, r) b U .
By convexity and openness, the interior of the cone conv({x} ∪ B(y, r)) is
contained in U . For any ρ ∈ (0, |x − y| − r) the limit cone takes up the same
volume fraction θ ∈ (0, 1) of B(x, ρ). Thus |B(x, ρ)∩U | ≥ lim supn→∞ |B(x, ρ)∩
conv({xn}∪B(y, r))| = |B(x, ρ)∩conv({x}∪B(y, r))| = θ|B(x, ρ)|. On the other
hand, there is a supporting hyperplane, and |B(x, ρ) ∩ U | ≤ |B(x, ρ)|/2. Thus
x ∈ ∂∗U .
In order to parametrize ∂U , assume by a scaling and translation thatB(0, 1) ⊆
U ⊆ B(0, R) for some R > 0. Consider the map γ˜(v) := sup{t : tv ∈ U}v from
S1 to ∂U . γ˜ is well-defined since U is open and bounded. It is automatically
injective and its image is contained in ∂U .
Assume that there is x ∈ ∂U\γ˜. Then x lies in the interior of the line segment
(0, γ(x/|x|)). But then x lies in the interior of the cone conv(γ(x/|x|)∪B(0, 1)),
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θ(s)
γ(s)
x
γ(x/|x|)
0
Figure 10:
Left: The boundary of a bounded convex set can be parametrized from the
circle. For every boundary point γ(s), there may be multiple normal vectors
θ(s). The perimeter of the ball around the convex set grows linearly.
Middle: The map γ in the proof of Lemma 6.1 hits the entire boundary, because
any covered boundary point x lies in the blue cone, and thus in the interior of
the convex set.
Right: If two convex sets touch, the convex hull of their union has minimal
perimeter among all sets covering both. The blue lines are shorter than the red
lines they replace.
which is contained in U . Thus x is not in ∂U , a contradiction (see Figure 10
middle).
γ˜ is Lipschitz because the gauge function v 7→ inf{s > 0 : v ∈ sU} is convex
on R2 and thus Lipschitz on all compact subsets, and in particular bounded
away from 0 on S1, so that γ˜(v) = v/ inf{s > 0 : v ∈ sU} is also Lipschitz.
We take θ˜ := −γ˜′⊥/|γ˜′| wherever it exists. Due to the convexity of U ,
θ˜ : S1 → S1 is ”monotone” and thus rectifiable. By parameterizing both by
their combined arc length and interpolating the jumps of θ˜ we obtain Lipschitz
versions γ, θ of both.
Lemma 6.2. Let U ⊂ Rn be open and convex. Then Ur = B(U, r) is open and
convex, and H1(∂Ur) = H1(∂U) + 2pir.
Proof. Openness and convexity are clear. We shall use γ and θ from Lemma 6.1
to parametrize ∂Ur. If x ∈ ∂Ur, there is v ∈ S1 with x = γ(v) + rθ(v). Thus
H1(∂Ur)
=
ˆ
S1
|γ′ + rθ′| dH1
=
ˆ
S1
|γ′|+ r|θ′| dH1
=H1(∂U) + 2pir, (266)
since θ′ and γ′ are parallel with equal signs almost everywhere.
Lemma 6.3. Let U1, U2 ⊂ R2 be open, convex, and bounded, with dist(U1, U2) =
0. Then H1(∂ conv(U1 ∪ U2)) ≤ H1(∂U1) +H1(∂U2).
This is true in a much more general context. For a proof see e.g. [16]. For
a graphical argument, see Figure 10 right. The analogous statement in higher
dimensions is false.
65
0 1 2 3 4f =
γ
Figure 11: For a measure µ concentrated on a curve γ, we can bound µ(Ω) by
an integral over the level sets of a C1 function f . Note that most level sets
{f = t} only intersect γ countably often. The inequality in Lemma 6.4 is due
to an angular mismatch and can be made precise.
6.2 A ball construction using increasing convex sets
We show a coarea formula for measures concentrated on rectifiable curves.
Lemma 6.4. Let Ω ⊂ R2 be open. Let µ ∈ M(Ω) be a Radon measure con-
centrated on a countable family of rectifiable C1 curves, i.e. µ =
∑
i∈N giH1xγi,
with gi : γi → [0,∞) Borel measurable. Let f ∈ C1(Ω). Then
ˆ
R
∑
i∈N
∑
x∈f−1(t)∩γi
gi(x)
|∇f(x)| dt ≤ µ(Ω). (267)
In particular, the integrand is well-defined for almost every t ∈ R.
Proof. Since both sides of the equation are additive with respect to curves, we
can assume without loss of generality that µ = gH1xγ, with γ ∈ C1([0, L],Ω)
parametrized by arc length. Then µ(Ω) =
´ L
0
(g ◦ γ)(s) ds.
Note that by Sard’s Lemma, L1({f ◦ γ(s) : (f ◦ γ)′(s) = 0}) = 0, and by
localization, we can assume that (f ◦ γ)′ 6= 0. By the chain rule, |(f ◦ γ)′(s)| =
|∇f(γ(s))·γ˙(s)| ≤ |∇f(γ(s)|, where we also used the Cauchy-Schwarz inequality
for the Riemannian metric.
Now locally (f ◦ γ)−1 ∈ C1(R) by the inverse function theorem, and
ˆ
R
∑
x∈f−1(t)∩γ
g(x)
|∇f(x)| dt
=
ˆ
(f◦γ)([0,L])
(g ◦ γ)(f ◦ γ)−1(t)
|∇f((f ◦ γ)−1(t))| dt
≤
ˆ
(f◦γ)([0,L])
(g ◦ γ)(f ◦ γ)−1(t)|((f ◦ γ)−1)′(t)|
=
ˆ L
0
(g ◦ γ)(s) ds = µ(Ω). (268)
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Using this formula, we show that, given a measure concentrated on a family
of rectifiable curves, such as |Du| for u ∈ BV (T2,Z2M ), and a small set with
very small perimeter ω, there is a set ω˜ ⊃ ω with small perimeter and a small
amount of measure on the boundary.
Lemma 6.5. For any δ > 0 there exists η > 0 such that for any ω ⊂ T2
with |ω| < 1/2 and H1(∂ω) ≤ η and any Radon measure concentrated on a
countable family of rectifiable C1-curves µ =
∑
j∈N gjH1xγj, there is a finite
family ω1, . . . , ωN ⊂ T2 of pairwise disjoint convex closed sets, covering ω, with
|ω˜i| < 1/2,
∑N
i=1H1(∂ωi) < δ, and
N∑
i=1
H1(∂ωi)∑
j∈N
∑
x∈∂ωi∩γj
gj(x)
 ≤ δµ(T2 \ ω). (269)
Also each ωi ∩ ω 6= ∅ and maxi sup{|x− y| : x ∈ ωi, y ∈ ω} < δ.
Note that here, ∂ω denotes the topological boundary, which is generally
much larger than the reduced boundary ∂∗ω and the measure-theoretic bound-
ary ∂∗ω.
We shall prove this by applying Lemma 6.4 with a carefully chosen f . This
is essentially a ball construction as used in [24], [30], [31] for Ginzburg-Landau
energies, except we use general convex sets instead of just balls for the covering.
Proof. We start by covering ∂ω with finitely many balls B(xk, rk), k = 1, . . . ,K,
with
∑K
k=1 rk ≤ Cη. Now we define a family of at most K convex closed sets by
starting with {B(xk, rk) : k = 1, . . . ,K} and iteratively replacing two nondis-
joint convex open sets with the convex hull of their union until all remaining
sets are pairwise disjoint.
We end up with the pairwise disjoint family ω01 , . . . , ω
0
K(0) of convex closed
sets covering ∂ω, and because |ω| < 1/2 also ω, with ∑K(0)k=1 H1(∂ω0k) ≤ Cη due
to Lemma 6.3.
We then define functions rk : [0,∞) → [0,∞), k = 1, . . . ,K(0) through
rk(0) =, r
′
k = H1(∂B(ωk, rk)), and sets ωtk = B(ω0k, rk(t)). Then by Lemma 6.2
d
dt
H1(∂ωtk) = 2piH1(∂ωtk) (270)
and
d
dt
K(0)∑
k=1
H1(∂ωtk) = 2pi
K(0)∑
k=1
H1(∂ωtk). (271)
We keep enlarging the convex sets until the collision time t1 = inf{t >
0 : the familyωt1, . . . , ω
t
K(0) is not disjoint}, at which point we again iteratively
replace any nondisjoint pair ωt1k , ω
t1
k′ with conv(ω
t1
k ∪ ωt1k′) until the family is
disjoint. At this point we reduce K(t) to the new number of disjoint closed
convex sets ωt11 , . . . , ω
t1
K(t1)
.
We then again let rk : [t1,∞) → [0,∞), k = 1, . . . ,K(t1) solve rk(t1) =
H1(∂ωt1k ), r′k = H1(∂B(ωt1k , rk) and set ωtk = B(ωt1k , rk(t)) for t ≥ t1.
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We grow the convex sets up to the next collision time, and then iterate again.
Since we started with finitely many sets, there are only finitely many collision
times, and the evolution of K(t) and the family ωt1, . . . , ω
t
K(t) is well-defined for
all t ≥ 0, satisfying
d
dt
H1(∂ωtk) = 2piH1(∂ωtk) (272)
for all non-collision times t and all k = 1, . . . ,K(t), and by Gronwall’s Lemma
and Lemma 6.3
K(t)∑
k=1
H1(∂ωtk) ≤ Cηe2pit. (273)
Now we define f(x) = inf{t ≥ 0 : x ∈ ⋃K(t)k=1 ωtk}. Now whenever f(x) is not
a collision time, then x ∈ ∂ωt(x)k for some k = 1, . . . ,K(t(x)), and
∇f(x) = ν
2piH1(∂ωt(x)k
, (274)
where ν ∈ S1 is the outer normal to ωt(x)k at x.
Now if
η <
δ
2piCe2pi/δ
(275)
we get for t ≤ 2pi/δ that
K(t)∑
k=1
H1(∂ωtk) ≤ δ, (276)
and by Lemma 6.4 that
ˆ 2pi/δ
0
K(t)∑
k=1
 ∑
x∈∂ωtk∩
⋃
j∈N γj
2pigj(x)H1(∂ωtk)
 dt
≤µ(T2 \ ω). (277)
The result then follows by choosing a non-collision time t ∈ (0, 2pi/δ) such
that
K(t)∑
k=1
 ∑
x∈∂ωtk∩
⋃
j∈N γj
gj(x)H1(∂ωtk)

≤δµ(T2 \ ω). (278)
Corollary 6.6. For any δ > 0 there exists η > 0 such that for any open
Ω ⊂ T2, for any Borel ω b Ω with H1(∂ω) ≤ η and dist(ω, ∂Ω) ≥ δ, and any
u ∈ BV (Ω\ω,Z2M ) with a rectifiable, piecewise C1 jump set, there is a function
w ∈ BV (Ω,Z2M ) with w = u on Ω\B(ω, δ) and |Dw|({w 6= u}) ≤ δ|Du|(Ω\ω).
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ω ω˜
Figure 12: Sketch of Corollary 6.6. The missing set ω is enlarged to ω˜, where
u is extended from its boundary values. The extra total variation is small if
H1(ω) is small.
Proof. Apply Lemma 6.5 to µ = |Du|xΩ. Define
w =
{
zi , in ωi
u , in Ω \⋃Ni=1 ωi, (279)
where zi ∈ Z2M is one of the values taken by the trace of u on ∂ωi. Then
|Dw|({w 6= u})
=
N∑
i=1
ˆ
∂ωi
|u− zi| dH1
≤
N∑
i=1
(
H1(∂ωi)
∑
x∈Ju∩∂ωi
[u](x)
)
≤δ|Du|(Ω \ ω), (280)
where we used the Poincare´ inequality on each of the ∂ωi.
7 Slip fields with parallel straight dislocation
lines
In this section we introduce the subclasses S and S1 of BV (R2,Z2M ) of functions
which jump on parallel straight lines, with jumps positive multiples of the same
Burgers vector.
Definition 7.1. Define the class of one-dimensional step functions as
S := {u ∈ BVloc(R2,Z2M ) : u(x) = a+ bλ(x · ν)
for some a, b ∈ Z2M , ν ∈ S1, λ : R→ Z monotone}. (281)
We also define the class of one-dimensional single-step functions as
S1 := {u(x) = a+ bλ(x · ν) ∈ S : ]Jλ ≤ 1}. (282)
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These functions were used in [11] to show the lower bound, since they allow
one to pass from the nonlocal energies Bperh,j to the line-tension energy appearing
in the limit. Because the kernel we use is not positive, we have to take care that
the jump lines are far enough apart, see Lemma 7.6.
7.1 Energy estimates for positive kernels
Here we focus on estimates for kernels Kj : T2 → R, j ∈ N, of the type
Kj(x) =
{
23j , if |x| ≤ 2−j
2−2j
|x|5 , if |x| > 2−j .
(283)
Note that by Lemma 3.20, we have |Jperh,j | ≤ CKj for all j ∈ N, h ∈ [0,∞]. Here
|x| = dist(x,Z2).
The next lemma shows that long-range effects in the double integral with
kernel Kj are much smaller than effects up to length 2
−j .
Lemma 7.2. Let A ⊂ T2 be convex, in the sense that for x, y ∈ A, any shortest
path connecting x, y is also in A. Let u ∈ L2(A), 1 ≤ j, i ∈ N. Then
ˆ
A
ˆ
A
(u(x)− u(y))2Kj(x− y)1{|x−y|∈(2−j−i,2−j−i+1)} dx dy
≤2−i
ˆ
A
ˆ
A
(u(x)− u(y))2Kj(x− y)1{|x−y|≤2−j} dx dy. (284)
Note that if A ⊂ T2 has diamA ≤ 12 , it is Euclidean, and there is exactly
one shortest path. In practice we shall consider only A with small diameter or
A = T2.
Proof. Note that due to the convexity of A, we can change variables and estimate
ˆ
A
ˆ
A
(u(x)− u(y))21{|x−y|∈(2−j−i,2−j−i+1)} dx dy
≤ 2
ˆ
A
ˆ
A
[
(u(x)− u(z(x, y)))2 + (u(y)− u(z(x, y)))2]
1{|x−y|∈(2−j−i,2−j−i+1)} dx dy
= 16
ˆ
A
ˆ
A
(u(x)− u(y))21{|x−y|∈(2−j−i−1,2−j−i)} dx dy, (285)
where (x, y) 7→ z is a measurable almost everywhere differentiable map assigning
to two points an intermediate point. Note that ∇xz = ∇yz = 12 Id at all points
of differentiability. Iterating this inequality and multiplying by a constant yields
ˆ
A
ˆ
A
(u(x)− u(y))2 2
−2j
25(−j−i)
1{|x−y|∈(2−j−i,2−j−i+1)} dx dy
≤2−i
ˆ
A
ˆ
A
(u(x)− u(y))223j1{|x−y|∈(2−j−1,2−j)} dx dy. (286)
The result then follows because Kj(x) ≤ 2−2j25(−j−i for |x| in (2−j−i, 2−j−i+1) and
Kj(x) = 2
3j for |x| in (0, 2−j).
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We can also control the double integral with kernel Kj by the squared jump
length
´
Jw
[w]2 dH1 for w ∈ BV (T2,Z) provided the jump set is not too dense:
Lemma 7.3. Let 1 < i < j ∈ N. Let A,B ⊆ T2 be such that [x, y] ⊂ A ∪ B
whenever x ∈ A, y ∈ B, with |x − y| ≤ 2−j+i. Let w ∈ BV (A ∪ B,Z) have a
jump set consisting of countably many line segments along which [w] is constant,
such that every line segment [x, y] as above only intersects Jw at most N times.
Then ˆ
A
ˆ
B
(w(x)− w(y))2Kj(x− y)1{|x−y|≤2−j+i} dy dx
≤CN
ˆ
Jw∩(A∪B)
[w]2 dH1, (287)
for some universal constant C.
Remark 7.4. Note that if A = B is convex, or if A is convex and B = B(A,R)\
A, then any line segment [x, y] is indeed contained in A ∪ B. If w ∈ S has
lots of parallel jumps, then the statement is clearly false, as (w(x) − w(y))2 =
(
∑
z∈Jw∩[x,y][w](z))
2 ∑z∈Jw∩[x,y][w]2(z).
Proof. If x ∈ A, y ∈ B, |x− y| ≤ 2−j+i, then
(w(x)− w(y))2
≤N
∑
z∈Jw∩[x,y]
[w]2(z)
=N
∑
[a,b]⊂Jw:[x,y]∩[a,b]6=∅
[w]2[a,b] (288)
for L4-almost every (x, y), since two short line segments in the torus intersect
nowhere, once, or everywhere. Thus,
ˆ
A
ˆ
B
(w(x)− w(y))2Kj(x− y)1{|x−y|≤2−j+i} dy dx
≤
∑
[a,b]⊂Jw
[w]2[a,b]
ˆ
B([a,b],2−j+i)
ˆ
Ux
Kj(x− y) dy dx. (289)
Here Ux = {y ∈ B(x, 2−j+i) : [x, y]∩ [a, b] 6= ∅} is the shadow of [a, b] behind
x.
We now restrict ourselves to one segment [a, b] ⊂ Jw and assume without
loss of generality that −a = b = L2 e1, with L > 0.
We consider three cases:
Case 1: L ≥ 2−j+i. In this case , if |x2| ≤ 2−j , thenˆ
Ux
Kj(y − x) dy ≤
ˆ
T2
Kj(y − x) dy ≤ C2j . (290)
If |x2| > 2−j we get
ˆ
Ux
K(y − x) dy ≤
ˆ
T2\B(x,|x2|)
Kj(y − x) dy ≤ C 2
−2j
|x2|3 , (291)
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and integrating over B([a, b], 2−j+i) yields
ˆ
B([a,b],2−j+i)
ˆ
Ux
Kj(y − x) dy dx ≤CL
ˆ 2−j+i
0
(
2j ∧ 2
−2j
t3
)
dt
≤CL. (292)
Case 2: L ≤ 2−j . In this case, if |x| < L, we estimate
ˆ
Ux
Kj(y − x) dy ≤ 2j . (293)
If L < |x| < 2−j , then, since [a, b] ⊂ B(0, L), we see that Ux is contained in
a cone around x with angle L|x| , and
ˆ
Ux
Kj(y − x) dy ≤ L|x|
ˆ
T2
Kj(y − x) dy ≤ C L|x|2
j . (294)
If |x| ≥ 2−j , Ux is still contained in the same cone, andˆ
Ux
Kj(y − x) dy ≤ L|x|
ˆ
T2\B(x,|x|)
Kj(y − x) dy
≤C L|x|
2−2j
|x|3 . (295)
Integrating over B([a, b], 2−j+i), which is contained in B(0, 2−j+i+1), we see
that ˆ
B(0,2−j+i+1)
ˆ
Ux
Kj(y − x) dy
≤
ˆ L
0
Ct2j dt+
ˆ 2−j
L
Ct
L
t
2j dt+
ˆ 2−j−i+1
2−j
Ct
L
t
2−2j
t3
dt
≤CL22j + CL+ CL2−2j22j ≤ CL. (296)
Case 3: 2−j < L < 2−j+i. If |x2| ≤ 2−j and |x1| ≤ L, thenˆ
Ux
Kj(y − x) dy ≤ C2j . (297)
If 2−j < |x2| < L and |x1| ≤ L, we get
ˆ
Ux
Kj(y − x) dy ≤
ˆ
T2\B(x,|x2|)
Kj(y − x) dy ≤ C 2
−2j
|x2|3 . (298)
If |x2| ≥ L or |x1| ≥ L, then |x| ≥ L, and we can again use the cone estimate
ˆ
Ux
Kj(y − x) dy ≤ C L|x|
2−2j
|x|3 . (299)
Integrating over the first domain yields twice
ˆ
[−L,L]×[0,2−j ]
ˆ
Ux
Kj(y − x) dy ≤ CL. (300)
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Integrating over the second domain yields twice
ˆ
[−L,L]×[2−j ,L]
ˆ
Ux
Kj(y − x) dy ≤ CL
ˆ L
2−j
2−2j
t3
dt ≤ CL. (301)
Integrating over the third domain, using the inclusion B([a, b], 2−j+i) ⊂
B(0, 2−j−i+1), we get that
ˆ
B(0,2−j−i+1)\B(0,L)
ˆ
Ux
Kj(y − x) dy
≤
ˆ 2−j−i+1
L
Ct
L
t
2−2j
t3
dt
≤CL2
−2j
L2
≤ CL. (302)
All in all we always get that the total integral is bounded by a constant times
the length of the segment [a, b]. Summing up over all segments making up Jw
yields the result.
7.2 Energy estimates for step functions
One-dimensional step functions allow for replacing the nonlocal energies Bperj,∞
and Bperj,0 with a line-tension energy.
Lemma 7.5. Let u ∈ S1. Let j ∈ Z, s < t ∈ N. Then for any square Qz,2−j ,
defining the box A = B(Ju, 2
−j−t+s) ∩Qz,2−j , we have
(log 2)I∞(u,Qx,2−j )
≤
ˆ
A
ˆ
A
(u(x)− u(y))Jperj+t,∞(x− y)(u(x)− u(y)) dx dy
+ c2j−s(|Du|(Qz,2×2−j ))2. (303)
The proof of this lemma involves a lengthy calculation.
Proof. We write u = a+ bλ(x · ν), with a, b ∈ Z2M , λ : R→ {0, 1} monotone,
and assume by density that ν ∈ Q2. Consider the periodic function u0 ∈
BV (T2,Z2M ) defined by u0(x) = a+ bΛ(x ·Nν), where Λ : T1 → {0, 1} is the
function jumping up at Z and down at Z+ 12 and N ∈ N is such that Nν ∈ Z2.
If u is constant, all terms are 0. We can therefore assume that u has exactly
one jump line in Q, making A either a triangle, if the jump happens in a corner
of Qz,2−j , or a polygon with four to six corners.
Now we simplify the geometry of A. Assume by translation that Jλ = {0}
and that Ju ∩ Qz,2−j = {x ∈ R2 : x · ν = 0, x · ν
⊥
|ν| ∈ (0,H1(Ju))}. We now
replace
ˆ
A
ˆ
A
(u(x)− u(y))Jperj+t,∞(x− y)(u(x)− u(y)) dx dy (304)
73
by
2H1(Ju ∩Qz,2−j )
ˆ
(−2−j−t+s,0) ν|ν|
ˆ
(0,∞)ν+ν⊥
bJj+t,∞(x− y)b
1|x−y|≤2−j−t+s dx dH1(y). (305)
Note that we have replaced the periodic kernel Jperj,∞ by Jj,∞ and added or
removed some near the boundary of A. To see how much has changed, note
that
|Jperj,∞ − Jj,∞| ≤ C
∑
z∈Z2\{0}
2−2j−2t
|z|5 ≤ C2
−2j−2t. (306)
The corner terms due to the change in geometry we can bound by |b|22−j−t.
Now note that the double integral in (305) only depends on s and not on j
or t, since we replaced Jperj+t,∞ with Jj+t,∞.
On the other hand, a term similar to (305) appears also in Bperk,∞(u0,u0).
Here we have
Bperk,∞(u0,u0)
≤2H1(Ju0)
ˆ
(−2−k+s,0) ν|ν|
ˆ
(0,∞)ν+ν⊥
bJk,∞(x− y)b
1|x−y|≤2−k+s dx dH1(y)
+ C|b|2H1(Ju0)(2−s + 2−k), (307)
where error terms arise again from long-range effects and from replacing the
periodic kernel with the Euclidean one.
Finally, we can easily find that
Bperk,∞(u0,u0)
=Bper∞ (u0 ∗ φ˜2−k ,u0 ∗ φ˜2−k)−Bper∞ (u0 ∗ φ˜2−k+1 ,u0 ∗ φ˜2−k+1)
=(log 2)I∞(u0) +O(2−k). (308)
Summing up all error terms, we find that
ˆ
A
ˆ
A
(u(x)− u(y))Jperj+t,∞(x− y)(u(x)− u(y)) dx dy
≥H1(Ju ∩Q)ϕ∞(b, ν)− c|b|22−j(2−s + 2−t). (309)
This is the result of the lemma, since (|Du|(Qz,2×2−j ))2 ≤ 4|b|22−2j .
We can generalize this estimate to step functions with multiple jumps if
these jumps are far enough apart.
Lemma 7.6. Let j ∈ Z, t, s ∈ N, Qz,2−j ⊂ T2 some square. Let w ∈ S with no
two jumps within (0, 2−j−t+s) of each other. Then
(log 2)I∞(w, Qz,2−j )
≤
ˆ
Qz,2−j
ˆ
Qz,2−j
(w(x)−w(y))Jperj+t,∞(x− y)(w(x)−w(y)) dx dy
+ c2j−s(|Dw|(Qz,2×2−j ))2. (310)
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Proof. Write w(x) = a+ bλ(x · ν), with ν ∈ S1.
By Fubini’s theorem
ˆ
Qz,2−j
ˆ
Qz,2−j
|w(x)−w(y)|2Kj+t(x− y)1{|x−y|<2−j−t} dx dy
≤C2−j |b|2
ˆ
R
ˆ
R
22j+2t|λ(t)− λ(s)|21{|t−s|<2−j−t} dt ds
≤C2−j |b|2
ˆ
R
2j+t|λ(s+ 2−j−t)− λ(s)|2 ds
≤C2−j |b|2(|Dλ|(R))2 ≤ C2j(|Dw|(Qz,2×2−j ))2. (311)
By Lemma 7.2, we can neglect long-range effects for the kernel Kj+t and by
extension, for Jperj+t, more precisely,
∣∣∣∣ˆ
Qz,2−j
ˆ
Qz,2−j
(w(x)−w(y))Jperj+t(x− y)(w(x)−w(y))1{|x−y|>2−j−t+s} dx dy
∣∣∣∣
≤c2−s
ˆ
Qz,2−j
ˆ
Qz,2−j
|w(x)−w(y)|2K(x− y)1{|x−y|<2−j−t} dx dy
≤c2j−s(|Dw|(Qz,2×2−j ))2. (312)
We can now apply Lemma 7.5 to boxes Ai around each jump of w, where
w|Ai = wi ∈ S1 and obtain the result since∑
i
(|Dwi|(Qz,2×2−j ))2 ≤ (|Dw|(Qz,2×2−j ))2. (313)
Lemma 7.7. Let t, s ∈ N. Let δ > 0. Then there is η > 0 such that the following
holds: Let j ∈ N \ {0},, Qz,2−j ⊂ T2 some square. Let w ∈ S have no two
jumps within (0, 2−j−t+s) of each other. Let B ⊂ Qz,2−j be open with Lipschitz
boundary, |B| ≤ |Qz,2−j |/2, and H1(∂B) ≤ η2−j. Let v ∈ BV (Q \ B,Z2M ).
Then
Irel∞ (w, Q) ≤(1 + δ)Irel∞ (v, Q \B)
+ c2j+t−s‖w − v‖L1(Q\B) + c2−t|Dw|(Qz,2×2−j ). (314)
Here c depends only on Irel∞ .
Note that Q might as well be a subset of R2, since j ≥ 1.
Proof. Assume without loss of generality that Qz,2−j ⊂ R2, j = 0. Also note
that the estimate depends only on t − s, and we shall assume that s = 0. We
denote Qr = Qz,r for r ∈ (0, 2).
If η is small enough, there is r ∈ (1− 2−t, 1− 2−t−1) such that ∂Qr ∩B = ∅,
H1(∂Qr ∩ Jw) = 0, and
‖w − v‖L1(∂Qr) ≤ c2t‖L1(Q1\B). (315)
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Jw
Jv
B
Figure 13: Sketch of the proof of Lemma 7.7. In each of the convex dashed
regions, v is almost a competitor to w for the cell problem for I∞, for which
w is optimal. Jumps of w outside of the dashed square, as in the upper left,
produce a small error term.
Now define u˜ ∈ BV (Q1 \ (B ∩Qr),Z2M ) as
u˜ =
{
w , in Q2 \Qr
v , in Qr \B.
(316)
Write w(x) = a+bλ(x·ν) with ν ∈ S1. Let t1 < . . . < tN be the jump points
of λ. Note that by the assumption, ti+1 − ti ≥ 2−t. If η is small enough, we
can now find si ∈ (ti, ti+1) for i = 1, . . . , N − 1 such that {x · ν = si} ∩ ∂B = ∅,
H1({x · ν = si} ∩ Ju˜) = 0, and
N−1∑
i=1
‖u˜−w‖L1({x·ν=si}∩Q1) ≤ c2t‖v − w‖L1(Q1\B). (317)
See Figure 13 for a visualization.
Knowing this, we define the functions u˜i ∈ BV (Q1 \ (B ∩Qr),Z2M ) as
u˜i(x) =

a+ bλ+(ti) , if x · ν ≥ si
u˜ , if x · ν ∈ (si−1, si)
a+ bλ−(ti) , if x · ν ≤ si−1,
(318)
with s0 = −∞, sN = ∞. Finally, if η is small enough, we can use Lemma 6.5
to extend each u˜i to a function ui ∈ BV (Q1,Z2M ) which outside of Q1 has a
single jump line, making it a competitor to a cell problem. Then
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Irel∞ (w, Q1) ≤
N∑
i=1
Irel∞ (ui, Q1)
≤(1 + δ)
N∑
i=1
Irel∞ (u˜i, Q1 \ (B ∩Qr))
≤(1 + δ)Irel∞ (v, Qr \B)
+ c2t‖v −w‖L1(Q1\B)
+ c2−t|Dw|(Q2). (319)
Here we used the fact that Irel∞ is BV -elliptic and in particular I
rel
∞ (u,A) ≤
c|Du|(A).
7.3 Approximation by step functions
Next we show that BV -functions can be well-approximated by one-dimensional
step functions assuming a low decay in total variation under mollification.
Proposition 7.8. Let l > 0, φl : R2 → [0,∞) a standard mollifier with
suppφl ⊆ B(0, l) and φl ≥ 1l2 on B(0, l/2). Define the square QL := (−L/2, L/2)2
for all L > 0. Let M > 0. Then there is a constant CM such that for all
u ∈W 1,1(Q9l,RN ), defining
η1 :=
1
l2
ˆ
Ql
dist(u,ZN ) dx,
η2 :=
1
l
|Du|(Q9l),
η3 :=
1
l
(ˆ
R2
|Du|(φ4l ∗ χQl) dx−
ˆ
Ql
|D(u ∗ φ4l)|dx
)
,
whenever η2 ≤M , there is u0 ∈ S with
1
l
‖u− u0‖L2(Ql/2) ≤ CM
(
η1 + η
5/6
2 η
1/6
3
)
.
and ‖u0 − a‖L∞(Ql/2) ≤ η2 for some a ∈ ZN .
The proof of this proposition can be found in [11].
Here a mollification radius of 4l is needed so that for all x, y ∈ Ql we get
φ4l(x− y) ≥ cl2 . Also χQl ∗ φ4l ≤ χQ9l .
Remark 7.9. Note that since η1 ≤ 1 and η3 ≤ η2 ≤M , we also have for such
u that
1
l2
‖u− u0‖2L2(Ql/2) ≤ CM
(
η1 + η
5/6
2 η
1/6
3
)
.
8 The lower bound
We now show the lower bound for the energy 1| log ε|Eε,h(ε).
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Proposition 8.1. Let M > 0, β ∈ (0, 1), η > 0, ki → ∞, vi ∈ BV (T2,Z2M )
be as in the results of Proposition 4.7. Let δ > 0. Then there is a sequence of
open sets Bi ⊂ T2 with lim supi→∞H1(∂Bi) ≤ δ, lim supi→∞ |Bi| ≤ δ
2
4pi , and a
sequence wi ∈ BV (T2 \Bi,Z2M ) with
lim inf
i→∞
(log 2)
[
(1− β)Irel∞ + βI0
]rel
(wi,T2 \Bi)
≤(1 + C√η + δ) lim inf
i→∞
1
ki
 ki∑
j=d(β+η)kie
Bper∞,j(vi,vi) +
b(β−η)kic∑
j=1
Bper0,j (vi,vi)
 (320)
and lim supi→∞ ‖wi − vi‖L1(T2\Bi) = 0.
We will follow the proof from [11], choosing two length scales j∞, j0 ∈
{1, . . . , ki} instead of one at which to modify the function vi according to Propo-
sition 7.8. This is made more difficult by the non-positivity of the kernels in
Bper∞,j . We finally compare the line-tension energy of the small-scale competitor
to that of the large-scale competitor using Lemma 7.7.
Proof. In the proof we will consider k fixed and suppress the index i. We also
write v = vk. We introduce the large cutoff parameters M∞,M0 > 0, the very
large iterative mollification step sizes m∞,m0 ∈ N, the minimum and maximum
length scale gaps between square size and kernel T+∞ > T
−
∞ ∈ N, T+0 > T−0 ∈ N,
and the jump distance bandwidths s∞, s0 ∈ N, all of which will be chosen later.
Step 1: Iterative mollification and choice of length scale.
We define the functions vj : T2 → R2M for j ∈ N as follows: For j ≥ k take
vj = v. For j < k define iteratively vj = vj+m∞ ∗ Φ2−j+4 . We note first
of all that ‖dist(vj ,Z2M‖L1(T2) ≤ ‖vj − v‖L1(T2) ≤ C2−j/η by the Poincare´
inequality. Also since Bper∞,j˜ is convex and invariant under translations (see
Lemma 3.18) we observe that Bper∞,j˜(vj ,vj) ≤ B
per
∞,j˜(v,v) for all j, j˜ ∈ N. Finally
by a telescopic sum,
k∑
j=1
|Dvj+m∞ |(T2)− |Dvj |(T2) ≤
m∞C
η
, (321)
and each term in the sum is nonnegative.
Now we pick a length scale j∞ ∈ {d(β+ η)ke, . . . , k} such that the following
hold:
i)
1
T+∞ − T−∞
T+∞∑
t=T−∞
Bper∞,j∞+t(v,v) ≤
1 + 2
√
η
b(1− β − η)kc
k∑
j=d(β+η)ke
Bper∞,j(v,v).
(322)
ii) |Dvj∞+m∞ |(T2)− |Dvj∞+m∞ |(T2) ≤ Cm∞√ηk .
iii) There are at least (1−√η)(T+∞ − T−∞) many t in {T−∞, . . . , T+∞} such thatˆ
T2
ˆ
T2
|v(x)− v(y)|2Kj∞+t(x− y) dx dy ≤
C
η
. (323)
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Since the first condition is not satisfied by at most (1 − 2√η)b(1 − β − η)kc
many j ∈ {d(β + η)ke, . . . , k}. The second condition is not satisfied by at most√
ηb(1− β− η)kc many j. By Lemma 7.2 the third condition is not satisfied by
1
2
√
ηb(1− β− η)kc many j, so that for k large enough there is at least one such
j∞.
Step 2: The first local modification and choice of t∞.
We now consider the following family of squares: Let Z∞ = 2−j∞Z2/Z2 ⊂ T2.
Then in each square Qz,8×2−j , z ∈ Z∞, we consider the three quantities
ηz1 =2
2j∞
ˆ
Qz,8×2−j
|vj∞+m∞ − v| dx,
ηz2 =2
j∞ |Dvj∞+m∞ |(Qz,8×2−j ),
ηz3 =2
j∞
( ˆ
T2
|Dvj∞+m∞ |(1Qz,8×2−j∞ ∗ Φ2−j∞+4) dx
− |D(vj∞+m∞ ∗ Φ2−j∞+4)|(Qz,8×2−j∞ )
)
. (324)
Now, as noted,
∑
z η
z
1 ≤ C2j∞−m∞/η,
∑
z η
z
2 ≤ C2j∞/η, and
∑
z η
z
3 ≤ Cm∞√ηk 2j∞ .
We shall identify two families of bad squares B1∞, B
2
∞ ⊂ Z∞ where we are
unable to produce good estimates, where we leave the function vj∞+m∞ un-
touched. Later we will have to deal with these missing squares.
We define the set B1∞ = {z ∈ Z∞ : ηz2 > M∞} and note that 2−j∞]B1∞ ≤
C
ηM∞
and apply Proposition 7.8 to all squares Qz,8×2−j∞ with z /∈ B1∞, yielding
modifications uz ∈ S so that by Remark 7.9∑
z∈Z∞\B1∞
‖uz − v‖L1(Qz,4×2−j ) ≤ CM∞2−j∞
(
2−m∞ +
Cm∞
ηk1/6
)
, (325)
and
∑
z∈Z∞\B1∞
‖uz − vj∞+m∞‖2L2(Qz,4×2−j ) ≤ CM∞2
−j∞
(
2−m∞ +
Cm
1/6
∞
ηk1/6
)
. (326)
Additionally, ∑
z∈Z∞\B1∞
|Duz|(Qz,4×2−j∞ ) ≤ Cη , (327)
and for all t ∈ {T−∞, . . . , T+∞} for which (323) holds, we get∑
z∈Z∞\B1∞
ˆ
Qz,4×2−j∞
ˆ
Qz,4×2−j∞
|uz(x)− uz(y)|2Kj∞+t(x− y) dx dy
≤C
η
(
1 + 2tCM∞
(
2−m∞ +
Cm∞
ηk1/6
))
. (328)
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From this, we can infer that the squared jumps of uz in smaller squares are
integrable, i.e. ∑
z∈Z∞∩B1∞
ˆ
Juz∩Qz,2×2−j∞
|[uz]|2 dH1
≤C
η
(
1 + 2tCM∞
(
2−m∞ +
Cm∞
ηk1/6
))
. (329)
Finally, note that in every square Qz,4×2−j∞ , z ∈ Z∞ \ B1∞, there are at
most M∞ parallel jump lines, and the sum of lengths of the jumps is bounded
by C/η.
We are now ready to pick the length scale t∞ ∈ {T−∞, . . . , T+∞} such that
iv)
Bper∞,j∞+t∞(v,v)
≤ 1 + 6
√
η
T+∞ − T−∞
T+∞∑
t=T−∞
Bper∞,j∞+t(v,v)
≤ 1 + C
√
η
(1− β − η)k
k∑
j=d(β+η)ke
Bper∞,j(v,v). (330)
v) ˆ
T2
ˆ
T2
|v(x)− v(y)|2Kj∞+t∞(x− y) dx dy ≤ C/η. (331)
vi) Letting B2∞ = {z ∈ Z∞ \ B1∞ : uz has two jump lines with distance
between 2−j∞−t∞−s∞ and 2−j∞−t∞+s∞}, we have
2−j](B2∞) ≤
2s∞M√
η(T+∞ − T−∞)
∑
z∈Z∞\B1∞
|Duz|(Qz,4×2−j∞ ). (332)
Such a t∞ exists because the first inequality is not satisfied by at most
T+∞−T−∞
1+6
√
η ≤ (1 − 3
√
η)(T+∞ − T−∞) for η small enough, the second by at most√
η(T+∞ − T−∞) due to (ii), and the third by at most
√
η(T+∞ − T−∞), since
2−j∞
T+∞∑
t=T−∞
]({z : uz has jumps within (2−j∞−t−s∞ , 2−j∞−t+s∞)}
≤2sM
∑
z∈Z∞\B1∞
|Duz|(Qz,4×2−j∞ ). (333)
Step 3: The second local modification
Wen now modify all uz for z ∈ Z∞ \B1∞ \B2∞ such that all jumps are far apart.
If uz(x) = a + bλ(x · ν), with ν ∈ S1, define wz(x) = a + bΛ(x · ν), where
Λ : R → Z is a function obtained by modifying λ between a maximal group of
jump points t1 < . . . < tN ∈ Jλ with |tN − t1| < 2−j∞−t∞+s∞ . Note that these
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maximal groups are unique and have distance at least 2−j∞−t∞+s∞ as long as
s∞ ≥ 1, because otherwise z ∈ B2∞. For each such group, we set
Λ(t) =
{
λ+(tN ) , if t > t1,
λ−(t1) , if t ≤ t1.
(334)
Now the jumps of wz are at least 2
−j∞−t∞+s∞ apart, and we can easily see that
vii) ∑
z∈Z∞\B1∞\B2∞
‖wz − uz‖2L2(Qz,3×2−j∞ )
≤2−t∞−s∞
∑
z∈Z∞\B1∞\B2∞
(|Duz|(Qz,4×2−j∞ ))2
≤CM∞
η
2−j∞−t∞−s∞ (335)
and
viii) |Dwz|(Qz,3×2−j∞ ) ≤ |Duz|(Qz,4×2−j∞ ) for all z ∈ Z∞ \B1∞ \B2∞.
Finally, for z ∈ B1∞ ∪B2∞, set wz = vj∞+m∞ .
Step 4: The first global competitor w∞
We now eliminate the overlap of the squares Qz,3×2−j∞ to construct a global
function w∞ for which we control the energy I∞ in most of T2.
We pick an a ∈ Q0,2−j∞ such that
ix) The squared difference along the edges is integrable, i.e.∑
z,z′∈Z∞
ˆ
∂Qz+a,2−j∞∩∂Qz+a,2−j∞
|wz −wz′ |2 dH1
≤CM∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
)
(336)
and
x) The double integral with the positive kernel restricted to a small strip near
the boundary of the squares is small, i.e.∑
z∈Z∞
ˆ
Qz+a,2−j∞ \Qz+a,2−j∞ (1−2−t∞+s∞ )
ˆ
T2
|wz(x)− vj∞+m∞(y)|2Kj∞+t∞(x− y) dy dx
≤2−t∞+s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
Cm
1/6
∞
ηk1/6
+ +
1
η
2−t∞−s∞
))
. (337)
Such an a exists due to estimates (326) and (335), where we used the in-
equality |p− r|2 ≤ 2|p− q|2 + 2|q − r|2 on both integrands. More precisely, for
the double integral near the boundary of the squares
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ˆ
Q0,2−j∞
∑
z∈Z∞
ˆ
Qz+a,2−j∞ \Qz+a,2−j∞ (1−2−t∞+s∞ )
ˆ
T2
|wz(x)− vj∞+m∞(y)|2Kj∞+t∞(x− y) dy dx da
≤2
ˆ
Q0,2−j∞
∑
z∈Z∞
ˆ
Qz+a,2−j∞ \Qz+a,2−j∞ (1−2−t∞+s∞ )
ˆ
T2
|wz(x)− vj∞+m∞(x)|2Kj∞+t∞(x− y) dy dx da
+ 2
ˆ
Q0,2−j∞
∑
z∈Z∞\B1∞
ˆ
Qz+a,2−j∞ \Qz+a,2−j∞ (1−2−t∞+s∞ )
ˆ
T2
|vj∞+m∞(x)− vj∞+m∞(y)|2Kj∞+t∞(x− y) dy dx da
≤2−2j∞−t∞+s∞
(
CM∞2
t∞
(
2−m∞ +
Cm
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
)
+
C
η
)
, (338)
whereas for the edgesˆ
Q0,2−j∞
∑
z,z′∈Z∞
ˆ
∂Qz+a,2−j∞∩∂Qz+a,2−j∞
|uz − uz′ |2 dH1 da
≤C2−j∞
∑
z∈Z∞
ˆ
Qz,2×2−j∞
|uz − vj∞+m∞ |2 dx
≤2−2j∞CM∞
(
2−m∞ +
Cm
1/6
∞
ηk1/6
)
. (339)
Here a can be any point where no integrand is larger two times its mean.
Now we can define the global function w∞ : T2 → R2M as
w∞ = wz, in Qz+a,2−j∞ . (340)
Then by the previous estimates,
‖w∞ − vj∞+m∞‖2L2(T2) ≤ CM∞2−j∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
)
, (341)
so that
Bper∞,j∞+t∞(w∞,w∞)
≤(1 + η)Bper∞,j∞+t∞(v,v) +
CM∞
η
2t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
)
. (342)
Additionally we get the finer estimates∑
z∈Z∞
ˆ
Qz+a,2−j∞ \Qz+a,2−j∞ (1−2−t∞+s∞ )
ˆ
T2
|w∞(x)−w∞(y)|2Kj∞+t∞(x− y) dy dx
≤2−t∞+s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
))
, (343)
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and ˆ
Jw∞\
⋃
z∈B1∞∪B2∞ Qz+a,2−j∞
|[w∞]|2 dH1
≤C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞+s∞
)
. (344)
from (viii) and (vii) respectively.
Step 5: Localization
We wish to replace Bper∞,j∞+t∞(w∞,w∞) with the sum∑
z∈Z∞\B1∞\B2∞ˆ
Qz+a,2−j∞
ˆ
Qz+a,2−j∞
(w∞(x)−w∞(y))Jperj∞+t∞(x− y)(w∞(x)−w∞(y)) dx dy
(345)
in order to apply Lemma 7.6. However, to do so we would have to discard
all interactions among the bad squares and interactions between bad and good
squares. All short-range (shorter than 2−j∞−t∞+s∞) interactions between squares
are small by (343), while all long-range (longer than 2−j∞−t∞+s∞) interactions
are small by (341). This leaves interactions among the bad squares. We now
show that these terms can be made mostly positive even if the kernel is not
positive by enlarging the bad squares.
To this end, we define the measure µ ∈M(T2) defined by
µ =|[w∞]|2H1xJw∞
+
∑
z∈Z∞
2j∞
ˆ
Jw∞∩Qz,3×2−j
|[w∞]|2 dH1H1x∂Qz,3×2−j∞ . (346)
Then defining ω˜ =
⋃
z∈B1∞∪B2∞ Qz,8×2−j∞ , we see that
H1(∂ω˜) ≤C2−j∞](B1∞ ∪B2∞)
≤ C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
, (347)
that |ω˜| ≤ 1/2, and that
µ(T2 \ ω˜)
≤C
ˆ
Jw∞\ω˜
|[w∞]|2 dH1
≤C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
)
. (348)
Then by Lemma 6.5 there are pairwise disjoint convex open sets ω1, . . . , ωN ⊂
T2 with
∑N
i=1H1(∂ωi) ≤ δ
(
CM∞(2
−m∞ + Cm
1/6
∞
ηk1/6
) + M∞s∞√
η(T+∞−T−∞)
)
covering all
bad squares Qz+a,2−j∞ , z ∈ B1∞ ∪B2∞, such that
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N∑
i=1
H1(∂ωi)
∑
x∈∂ωi∩Jw∞
|[w∞(x)]|2
≤δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
,
(349)
and
N∑
i=1
∑
z∈Z∞:Qz,3×2−j∞∩∂ωi 6=∅
ˆ
Jw∞∩Qz,2−j∞
|[w∞]|2 dH1
≤δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
,
(350)
because H1(∂ωi) ≥ 2−j∞ .
Here δ : [0,∞) → [0,∞) is a continuous function with δ(0) = 0, by Lemma
6.5.
Now define for every i = 1, . . . , N a function w˜i : ∂ωi → Z2M , by partitioning
∂ωi into finitely many connected curve segments of intrinsic length between
2−j∞−t∞+s∞ and 2−j∞−t∞+s∞+1 and setting w˜i = w∞(x) for some x within
that segment. Then the jumps of w˜i are at least 2
−j∞−t∞+s∞ apart.
In each such segment w∞x∂ωi jumps at most 16 times (at most twice in each
of the four squares Qz+a,2−j∞ the segment touches and at most once for each
time it crosses an edge, which will happen at most eight times). This implies
that ∑
x∈Jw˜i
|[w˜i(x)]|2 ≤ 16
∑
x∈Jw∞∩∂ωi
|[w∞(x)]|2, (351)
and ˆ
∂ωi
|w˜i −w∞|2 dH1 ≤ 16× 2−j∞−t∞+s∞
∑
x∈Jw∞∩∂ωi
|[w∞(x)]|2. (352)
Since the jumps of w˜i are at least 2
−j∞−t∞+s∞ apart, there are at most
S = bH1(∂ωi)2j∞+t∞−s∞c of them, and w˜i takes at most S different values in
Z2M .
We now define a function wi : T2 → R2M , with wi = w∞ in ωi, and
extending each of its 2M components as follows:
Let w˜i : ∂ωi → Z denote one of the 2M components of the function w˜i. Then
its range can be written {y1, . . . , yS}, with ys ≤ ys+1 for all s = 1, . . . , S − 1.
We then define ω0i = ωi, ω
s
i = B(ωi, s2
−j∞−t∞+s∞) for s = 1, . . . , S.
Note that all the ωsi with s ≤ S are convex open sets, with H1(ωsi ) ≤
(1 + 2pi)H1(ωi).
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ωi
wi
Figure 14: Construction of the function wi : T2 → R2M outside of ωi. The
number of phases is reduced going outward until only one is left. The absolute
value of the nonlocal energy outside of ωi is bounded by cH1(∂ωi)|Dw|(∂ωi).
Let p : T2 \ ωi : ∂ωi be the orthogonal projection onto the boundary. We
define wi(x) = w˜i(p(x)) ∨ ys in ωsi \ ωs−1i , for s = 1, . . . , S, and wi = yS in
T2 \ ωSi . See Figure 14.
We see that
N∑
i=1
ˆ
Jwi\ωi
|[wi]|2 dH1
≤C
N∑
i=1
H1(∂ωi)
∑
x∈∂ωi∩Jw∞
|[w∞(x)]|2. (353)
There are two types of jumps of wi: Jumps along rays outward from ωi,
and jumps along the ∂ωsi . The length of the rays is at most S2
−j∞−t∞+s∞ ≤
H1(∂ωi). To see the bound for jumps along the ∂ωsi , note that
H1(∂ωi)
∑
x∈Jw˜i
|[w˜i ∨ ys+1]|2 +
ˆ
∂ωi
|(w˜i ∨ ys+1)− (w˜i ∨ ys)|2 dH1
≤H1(∂ωi)
∑
x∈Jw˜i
|[w˜i ∨ ys]|2, (354)
and by induction over s
S−1∑
s=0
ˆ
∂ωi
|(w˜i ∨ ys+1)− (w˜i ∨ ys)|2 dH1 ≤ H1(∂ωi)
∑
x∈Jw˜i
|[w˜i]|2. (355)
We can now apply Lemma 7.3 to each wi and the pairs of domains A =
ωs+1i \ ωsi , B = ωsi and A = ω1i \ ωi, B =
⋃
z∈Z∞:Qz,3×2−j∞∩ωi 6=∅Qz,3×2−j∞ ,
with j from the lemma replaced by j∞ + t∞ and i from the lemma replaced by
s∞. Note that each line segment from A to B does indeed remain in A∪B and
only intersects Jwi at most 20 times, due to the geometry of the construction.
Adding up all contributions, we realize that
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N∑
i=1
ˆ
T2\ωi
ˆ
T2
|wi(x)−wi(y)|2Kj∞+t∞(x− y)1{|x−y|≤2−j∞−t∞+s∞} dy dx
≤δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
.
(356)
Since each wi is in L
2 and a competitor for the positive semidefinite bilinear
form Bper∞,j∞+t∞ , it follows that
0 ≤
N∑
i=1
Bper∞,j∞+t∞(wi,wi)
≤
N∑
i=1
[ˆ
ωi
ˆ
ωi
(w∞(x)−w∞(y))Jperj∞+t∞,∞(x− y)(w∞(x)−w∞(y)) dx dy
+ C
ˆ
T2\ωi
ˆ
T2
|wi(x)−wi(y)|2Kj∞+t∞(x− y)1{|x−y|≤2−j∞−t∞+s∞} dy dx
+ C
ˆ
T2
ˆ
T2
|wi(x)−wi(y)|2Kj∞+t∞(x− y)1{|x−y|>2−j∞−t∞+s∞} dy dx
]
,
(357)
allowing us to bound from below
N∑
i=1
ˆ
ωi
ˆ
ωi
(w∞(x)−w∞(y))Jperj∞+t∞,∞(x− y)(w∞(x)−w∞(y)) dx dy
≥− δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
.
(358)
This allows us to discard the self-actions of each ωi from the double integral
Bper∞,j∞+t∞(w∞,w∞). We can also bound the short-range interaction between
ωi and T2 \ ωi by applying Lemma 7.3 to w∞, A = B(∂ωi, 2−j∞−t∞+s∞) ∩ ωi,
and B = B(∂ωi, 2
−j∞−t∞+s∞) \ ωi, which again satisfy the conditions with
at most eight intersections of the jump set of w∞ (once in the interior of
A, once on ∂ωi, at most once in each of the three squares touched in ωi,
and at most three times for the edges of the squares), and since A ∪ B ⊂⋃
z∈Z∞:Qz,3×2−j∞∩∂ωi 6=∅Qz,3×2−j∞ we have
N∑
i=1
ˆ
ωi
ˆ
T2\ωi
|w∞(x)−w∞(y)|2Kj∞+t∞(x− y)1{|x−y|≤2−j∞−t∞+s∞} dy dx
≤C
∑
z∈Z∞:Qz,3×2−j∞∩∂ωi 6=∅
ˆ
Jw∞∩Qz,2−j∞
|[w∞]|2 dH1
≤δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
.
(359)
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Combining (358), (359), and Lemma 7.2 we obtain
ˆ
T2\⋃Ni=1 ωi
ˆ
T2\⋃Ni=1 ωi(w∞(x)−w∞(y))J
per
j∞+t∞(x− y)(w∞(x)−w∞(y)) dx dy
≤Bper∞,j∞+t∞(w∞,w∞)
−
N∑
i=1
ˆ
ωi
ˆ
ωi
(w∞(x)−w∞(y))Jperj∞+t∞,∞(x− y)(w∞(x)−w∞(y)) dx dy
+ C
N∑
i=1
ˆ
ωi
ˆ
T2\ωi
|w∞(x)−w∞(y)|2Kj∞+t∞(x− y)1{|x−y|≤2−j∞−t∞+s∞} dy dx
+ C
N∑
i=1
ˆ
ωi
ˆ
T2\ωi
|w∞(x)−w∞(y)|2Kj∞+t∞(x− y)1{|x−y|>2−j∞−t∞+s∞} dy dx
≤Bper∞,j∞+t∞(w∞,w∞)
+ δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
+ C2−s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
. (360)
Finally we define ω∞ =
⋃
z∈Z∞:Qz+a,2−j∞∩
⋃N
i=1 ωi 6=∅Qz+a,2−j∞ , which con-
sists of squares, has measure |ω∞| ≤ 1/2, and perimeter
H1(∂ω∞) ≤
N∑
i=1
C(H1(ω∞) + 2−j∞)
≤Cδ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)
. (361)
Each of the ωi contains at least one square of side length 2
−j∞ and has at
least that diameter, and the total length of all exposed lower edges of squares
touching ωi is at most its diameter plus 2
−j∞ , and likewise for all upper, left,
and right edges.
Again using Lemma 7.2 and estimate (350), we see that
ˆ
ω∞\
⋃N
i=1 ωi
ˆ
T2
|w∞(x)−w∞(y)|2Kj∞+t∞(x− y) dy dx
≤δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
+ C2−s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
, (362)
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so thatˆ
T2\ω∞
ˆ
T2\ω∞
(w∞(x)−w∞(y))Jperj∞+t∞(x− y)(w∞(x)−w∞(y)) dx dy
≤Bper∞,j∞+t∞(w∞,w∞)
+ δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
+ C2−s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
. (363)
Finally, using Lemma 7.2 and the estimate (343), we can reduce the double
integral to the sum of double integrals over the good squares making up T2\ω∞,
so that ∑
z∈Z∞:Qz+a,2−j∞⊂T2\ω∞
ˆ
Qz+a,2−j∞
ˆ
Qz+a,2−j∞
(w∞(x)−w∞(y))Jperj∞+t∞(x− y)(w∞(x)−w∞(y)) dx dy
≤δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
+ C2−s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
+ 2−t∞+s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
))
. (364)
We then use Lemma 7.6 in each of the squares applied to the function
w∞xQz+a,2−j∞ ∈ S, which since z /∈ B1∞ have
|Dw∞xQz+a,2−j∞ |(Qz+a,2×2−∞ ) ≤ C2−j∞M∞, (365)
yielding
(log 2)
∑
z∈Z∞:Qz+a,2−j∞⊂T2\ω∞
I∞(w∞, Qz+a,2−j∞ )
≤
∑
z∈Z∞:Qz+a,2−j∞⊂T2\ω∞
ˆ
Qz+a,2−j∞
ˆ
Qz+a,2−j∞
(w∞(x)−w∞(y))Jperj∞+t∞(x− y)(w∞(x)−w∞(y)) dx dy
+ c2−s∞M∞
C
η
. (366)
For the jumps on edges between squares, we now only have to use estimate
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(336), so that
(log 2)I∞(w∞,T2 \ ω∞)
≤(1 + η)Bper∞,j∞+t∞(v,v) +
CM∞
η
2t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
)
+ δ
(
C
ηM∞
+
CM∞s∞√
η(T+∞ − T−∞)
)
×
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
+ C2−s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+ 2−t∞−s∞
))
+ 2−t∞+s∞
(
C
η
+ CM∞2
t∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
))
+ c2−s∞M∞
C
η
+ CM∞
(
2−m∞ +
m
1/6
∞
ηk1/6
+
1
η
2−t∞−s∞
)
(367)
where we also replaced Bper∞,j∞+t∞(w∞,w∞) with B
per
∞,j∞+t∞(v,v) using (342).
We finish this part by fixing 1M∞  s∞  T−∞  T+∞  m∞  k, such
that for a given δ∞ > 0 we have
xi)
(log 2)I∞(w∞,T2 \ ω∞) ≤ (1 + δ∞ + η)Bper∞,j∞+t∞(v,v), (368)
xii)
‖w∞ − v‖L1(T2\ω∞,R2M ) ≤ δ∞2−j∞−t∞ ≤ 2−βk, (369)
and
xiii) The set ω∞ ⊂ T2 is closed, with |ω∞| ≤ 1/2 and H1(∂ω∞) ≤ δ∞.
Step 6: The competitor w0.
We now repeat the previous five steps to find j0 ∈ {bηkc, . . . , b(β − η)kc} and
t0 ∈ {T−0 , . . . , T+0 } along with a function w0 : T2 → R2M that is locally in S
in all squares Qz+a,2−j0 , with z ∈ Z0 \B10 , and a ∈ Q0,2−j0 , with jumps within
each square Qz+a,2j0 for z ∈ Z0 \ B10 \ B20 at least 2−j0−t0+s0 apart. In the
localization step, when defining ω˜, we add the squares Qz,8×2−j0 for which z is
in
B30 = {z inZ0 \B10 : H1(∂ω∞ ∩Qz+a,2j0 ) > ρ2−j0}, (370)
where ρ > 0 is some small parameter. We see that
2−j0]B30 ≤
Cδ∞
ρη
, (371)
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which is small for δ∞ small. After growing the set
ω˜0 =
⋃
z∈B10∪B20∪B30
Qz,8×2j0 (372)
into a set ω0 ⊂ T2 with |ω0| ≤ 1/2 and H1(∂ω0) ≤ δ(H1(∂ω˜0)), we get in the
remaining squares if 1M0  s0  T−0  T+0  m0  k that
xiv)
(log 2)I0(w∞,T2 \ ω∞) ≤ (1 + δ0 + η)Bper0,j0+t0(v,v), (373)
xv)
‖w0 − v‖L1(T2\ω0,R2M ) ≤ δ02−j0−t0 , (374)
and
xvi) The set ω0 ⊂ T2 is closed, with |ω0| ≤ 1/2 and H1(∂ω0) ≤ δ0.
Now we can use Lemma 7.7 in each of the squares Qz+a,2−j0 making up
T2 \ ω0 so that
Irel∞ (w0, Qz+a,2−j0 )
≤ (1 + δ′(ρ)) Irel∞ (w∞, Qz+a,2−j0 \ ω∞)
+ c2j0+t0−s0‖w0 −w∞‖L1(Q
z+a,2−j0 \ω∞) + c2
−t0 |Dw0|(Qz,2×2−j ). (375)
The last error term can be estimated as before, leaving us after summation over
all squares with ∑
z∈Z∞:Qz+a,2−j0∩ω0=∅
Irel∞ (w0, Qz+a,2−j0 )
≤(1 + δ′(ρ))Irel∞ (w∞,T2 \ ω∞) + δ0. (376)
Here δ′ : [0,∞)→ [0,∞) is the modulus of continuity in Lemma 7.7, and since
for every ρ > 0 we only had to choose δ∞ small enough, this error term can be
made arbitrarily small.
The jumps across the edges of squares are small for w0 as well, as in (336),
so that
(log 2)
[
(1− β)Irel∞ + βI0
]
(w0,T2 \ ω0)
≤(1 + δ0)
[
(1− β)Bper∞,j∞+t∞(v,v) + βBper0,j0+t0(v,v)
]
+ δ0. (377)
Now we turn to the characterizations of j∞, t∞, j0, and t0, such that
(log 2)
[
(1− β)Irel∞ + βI0
]
(w0,T2 \ ω0)
≤(1 + δ0 + C√η) 1
k
 k∑
j=d(β+η)ke
Bper∞,j(v,v) +
b(β−η)kc∑
j=1
Bper0,j (v,v)
+ δ0. (378)
We see that this is the statement of the lemma if δ0 is small enough, with
w = w0 and ω = ω0, if k is large enough.
90
We now apply Lemma 6.5 one final time to pass to the lower bound for
u0 ∈ BV (Ω,ZN ), using the lower semicontinuity of Irel = [(1− β)Irel∞ + βI0]rel.
Proposition 8.2. Let Irel(u,Ω) =
´
Ju∩Ω ϕ
rel([u], ν) dH1 on BV (Ω,Z2M ) for
Ω ⊂ T2 open be a lower semicontinuous energy of line-tension type. Let u0 ∈
BV (T2,Z2M ).
Let δ > 0. Then there is η > 0 such that the following holds:
Let ωk ⊆ T2 be a sequence of open bounded sets with H1(∂ωk) ≤ η, |ωk| ≤
1/2, uk ∈ BV (T2 \ ωk,Z2M ) a sequence with supk |Duk|(Ω \ ωk) < ∞ and
‖uk − u0‖L1(T2\ωk) → 0.
Then
(1 + δ) lim inf
k→∞
Irel(uk,T2 \ ωk) ≥ Irel(u0,T2).
We shall construct from uk a new sequence wk ∈ BV (T2,Z2M ) using only
slightly more energy and ending up in a small L1-ball around u0.
Proof. Let ε = 2−j > 0 be some small parameter. We shall consider the grid
Lε,p = {x ∈ T2 : x1 − p1 ∈ εZ/Z or x2 − p2 ∈ εZ/Z} centered at p ∈ T2 and
its neighborhood Uε,p = B(Lε,p, ε
2). We want to find for every k ∈ N some
pk ∈ [0, ε)2 ⊂ Z2 such that
i) |Du0|(Uε,pk) ≤ cε|Du0|(T2),
ii) ωk ∩ ∂Uε,pk = ∅,
iii) ‖uk − u0‖L1(∂Uε,pk ) ≤ cε‖uk − u0‖L1(Ω\ωk).
Once we have found such a pk, we define ω˜k = ωk \Uε,pk and vk ∈ BV (T2 \
ω˜k,Z2M ) as
vk =
{
uk , in T2 \ ωk \ Uε,pk),
u0 , in T2 ∩ Uε,pk .
(379)
Note that
|Dvk|(T2 \ ω˜k) ≤ |Duk|(T2 \ ωk) + cε|Du0|(T2) + c
ε
‖uk − u0‖L1(T2\ωk) ≤ C
(380)
for k large enough.
We then apply Lemma 6.5 to vk in every square Q = pk + z + (0, ε)
2 ⊆ T2
with z ∈ εZ2/Z2, with parameter δ = ε2.Then for η small enough with respect
to ε, we obtain a function wk ∈ BV (
⋃
Q,Z2M ) with wk = u0 on Lε,pk ∩
⋃
Q.
Then by Poincare´ inequality in each square we get that
‖wk − u0‖L1(⋃Q) ≤ cε(|Dwk|(T2) + |Du0|(T2) ≤ Cε (381)
for k large enough.
The energy of wk can then be bounded by
Irel(wk,T2) ≤Irel(vk,T2 \ ω˜k) + c|Dwk|({wk 6= vk})
≤Irel(uk,T2 \ ωk) + c|Du0|(Uε,pk) + c‖uk − u0‖L1(∂Uε,pk ) + Cε
≤Irel(uk,T2 \ ωk) + Cε+ C
ε
‖uk − u0‖L1(T2\ωk). (382)
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Now we only need to pick ε small enough. In fact, by the lower semicontinuity
of Irel there exists ε > 0 such that
(1 + δ/2) inf{Irel(w,T2) : ‖w − u0‖L1(T2) ≤ Cε} ≥ Irel(u0,T2). (383)
Inserting wk for k large enough into the left hand side yields, for ε small
enough,
Irel(u0,T2) ≤(1 + δ/2) lim inf
k→∞
Irel(wk,T2)
≤(1 + δ) lim inf
k→∞
Irel(uk,T2 \ ωk). (384)
Combining the previous two propositions, as well as the fact that ki ≥
(1 − η) log εi/ log 2, we arrive at the lower bound for Theorem 1.1 whenever
ui → u0 in L1(T2), since then ‖wi − u0‖L1(T2\ωi) → 0.
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