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BOUNDS FOR EXIT TIMES OF BROWNIAN MOTION AND
THE FIRST DIRICHLET EIGENVALUE FOR THE LAPLACIAN
RODRIGO BAN˜UELOS†, PHANUEL MARIANO⋆, AND JING WANG‡
Abstract. For domains in Rd, d ≥ 2, we prove universal upper and lower
bounds on the product of the lowest eigenvalue for the Laplacian to the power
p > 0 and the supremum over all starting points of the p-moments of the exit
time of Brownian motion. It is shown that the lower bound is sharp for integer
values of p and that for p ≥ 1, the upper bound is asymptotically sharp as
d→∞. Our upper bounds improve the known results in the literature even for
p = 1. For all p > 0, we verify the existence of an extremal domain among the
class of domains that are convex and symmetric with respect to all coordinate
axes. For these domains we conjecture that the cube is extremal.
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1. Introduction
There is a large class of results often referred to as generalized isoperimetric
inequalities that have wide interest in both the mathematics and physics commu-
nity. At the heart of these inequalities is the classical isoperimetric inequality which
states that among all regions of fixed volume, surface area is minimized by balls. In
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spectral theory among the classical results is the celebrated Rayleigh-Faber-Krahn
inequality which states that among all domains D ⊂ Rd having the same volume
as a ball D∗,
(1.1) λ1(D) ≥ λ1(D∗),
where λ1(D) denotes the first Dirichlet eigenvalue for the Laplacian in D. Further,
equality holds if and only if D is a ball. Other such classical isoperimetric-type
inequalities involving integrals of green functions and heat kernels can be found in
in the classical books of Polya´ and Szego [70] and Bandle [5].
On the other hand, it has also been known for many years that one can state
many of these inequalities in terms of exit time of Brownian motion from the domain
D. This probabilistic connection provides new insights and raises many interesting
questions on their validity for processes other than Brownian motion, such as Le´vy
processes. To illustrate, let Bt be a d−dimensional Brownian motion starting at
the point x ∈ D and let
τD = inf {t > 0 | Bt /∈ D} ,
be its first exit time from D. Using the symmetrization techniques for multiple
integrals in [33, 56, 57] it follows that
(1.2) sup
x∈D
Px (τD > t) ≤ P0 (τD∗ > t) ,
for all t > 0. In particular,
(1.3) sup
x∈D
Ex [τD] ≤ E0 [τD∗ ] .
Equality holds in these inequalities if and only if D is a ball. Inequality (1.1) follows
from inequality (1.2) by taking logs, dividing by time and letting time go to infinity.
More precisely, for D ⊂ Rd the classical result states that
lim
t→∞
1
t
log Px (τD > t) = −λ1(D)
2
In a similar way, the classical isoperimetric inequality can be obtained from isoperi-
metric inequalities for exit times of Brownian motion using small time behavior.
These are now classical results with many extensions and applications that can be
found in [2, 35, 71, 9] and many other references given in these papers.
There have been other extremal problems for exit times of Brownian motion
where instead of fixing the volume one fixes the inradius RD. This quantity is
defined to be the supremum over the radii of all balls contained in D. In this paper
we always assume that 0 < RD < ∞ whenever RD appears. The exit time τD is
trivially monotone increasing as a function of D and for a ball B(0, r) ⊂ Rd we have
supx∈B(0,r)Ex
[
τB(0,r)
]
= E0[τB(0,r)] =
1
dr
2. It follows that 1dR
2
D ≤ supx∈D Ex [τD].
On the other hand, since for domains in the plane removing points does not affect
the exit time but can decrease the inradius, it follows that the opposite inequality
supx∈D Ex [τD] ≤ C2R2D cannot hold with a universal constant C2. It follows from
[18] that under a certain capacity condition which in particular holds for all simply
connected domains in the plane, we do have supx∈D Ex [τD] < CR
2
D. In [12], the
authors proved that if we denote the best constant for the planar simply connected
case by D, then
2
(1.4)
1
2
R2D ≤ sup
x∈D
Ex [τD] ≤ DR2D,
with 1.584 ≤ D ≤ 3.228. This upper bound on D is the best available in the
literature while the lower bound was improved in [66] to 1.6707. The question of
finding the best constant on the right hand side of (1.4) for all simply connected
domains remains wide open, although the existence of an extremal domain was
proved in [13].
The problems we will address in this paper concerned yet another extremal prob-
lem where the inequalities involve the maximal expected lifetime supx∈D Ex [τD] and
λ1(D). Since it trivially holds that for domains D1, D2 ⊂ Rd such that D1 ⊂ D2
we have λ1(D2) ≤ λ1(D1), it follows that λ1(D) ≤ λ1(B(0,1))R2D , where λ1(B(0, 1)) is
the eigenvalue for the unit ball, which is just a constant depending on d. Exactly
as the case of an upper bound of the form C2R
2
D for the maximal expected time,
a lower bound of the form Cd
R2D
for the eigenvalue does not hold. Again, removing
points in two dimensions does not affect λ1(D) but it can certainly decrease R
2
D.
On the other hand, exactly as with the supx∈D Ex[τD], under the capacity con-
dition the variational formula for λ1(D) and Ancona’s Hardy inequality [3] show
that λ1(D) is bounded below by a
Cd
R2D
. Thus for domains with the capacity condi-
tion the quantities supx∈D Ex[τD], R
2
D and
1
λ1(D)
are all comparable. Questions of
proving sharp comparison theorems for all these quantities are wide open and have
been extensively studied. It was proved in [12] that for a simply connected planar
domain D,
(1.5) 2 ≤ λ1(D) sup
z∈D
Ez [τD] ≤ 7ζ (3) j
2
0
8
≈ 6.08,
where j0 is the first positive root of the first Bessel function. The lower bound had
been known for many years. It holds for any domain in Rd and its proof is quite
simple, see the proof of Theorem 2.1 below.
For further discussion on these problems and connections to another long stand-
ing open problem concerning the hyperbolic metric (in the case of simply connected
planar domains), we refer the reading to [12, pg. 598] and [6].
While the two sided comparabilities of supx∈D E[τD] with R
2
D and of λ1(D)
with 1
R2D
require assumptions on the domain, the two sided comparability between
supx∈D E[τD] and λ1(D) holds under very general conditions on D. More precisely,
whenever λ1(D) > 0, it holds that
(1.6) 2 ≤ λ1(D) sup
x∈D
Ex [τD] ≤ Cd
for some constant Cd depending only on d. It was proved, independently, by van
den Berg-Carrol in [26] and Giorgi-Smits [45], that inequality (1.6) holds with
(1.7) Cd = 2 (4 + 3d log 2) ,
and that asymptotically the linearity in d is the best possible. In [45], the better
bound
(1.8) d+
4 · 2d/4Γ (d/4 + 1)
Γ1/2(d/2 + 1)
≈ c1d+ c2.
3
is obtained. In the papers [22, 46], the authors independently show that the lower
bound of 2 in (1.6) is sharp for all bounded domains. The authors construct a
sequence of non-simply connected domains Dǫ ⊂ Rd satisfying λD supx∈D Ez[τD] <
2 + ǫ for any small enough ǫ > 0, thus proving that the lower bound 2 is sharp.
The question of proving a sharp upper bound is wide open even when restricted
to special classes of domains such as planar simply connected or convex domains.
However, there has been some progress in obtaining a better understanding of the
behavior of the constant as a function of d. In the recent paper [72], the author
develops new techniques to improve the upper bound to
(1.9)
d
4
+
√
d
2
√
5
(
1 +
1
4
log 2
)
+ 2.
for general domains. This bound is a significant improvement over (1.8). In fact,
by comparing with the ball it shows that the leading term d4 is sharp.
In this paper we improve on Vogt’s upper bound and prove versions for higher
moments of the exit time. Many of the results in the literature are stated in terms
of the torsion function. This is a scaled version of the expected exit time. More
generally, for 0 < p < ∞, we define the p−torsion moment function up : D → R¯+
by,
(1.10) up(x) =
1
2pΓ (p+ 1)
Ex [τ
p
D] ,
in D. Not to be confused with the p−torsion function related to the p-Laplacian
[34, 42, 45]. When k ∈ N, and supx∈D uk(x) <∞, these functions are solutions to
(1.11)
{
−∆u1 = 1 u1 ∈ H10 (D)
−∆uk = uk−1 uk ∈ H10 (D) , k = 2, 3, . . .
When p = 1,
u1(x) =
1
2
Ex[τD]
is the classical torsion function which has been extensively studied in the literature
with application in many areas of mathematics and mathematical physics. Here
we refer the reader to the classical works [5, 53, 70]. For applications to the study
of heat flow and conduction, exit time moments, torsional rigidity, the study of
minimal sub-manifolds, and optimal trapping of Brownian motion and gradient
estimates, we refer the reader to [31, 30, 59, 49, 52, 54, 55, 62, 21]. In [67], the author
obtains a spectral bound for the torsion function of symmetric stable processes that
has the correct order of growth. The functions uk have also been applied to the
study of heat flow in [63, 64, 65, 21]. In [38], the authors provide an algorithm
that produces uniform approximations of arbitrary continuous functions by exit
time moments. In [61] a finite exit time moment condition is used to imply a
version of Phragme´n-Lindelo¨f principle. We also point to the work of [50], where
the authors use the L1 norms of uk to give an alternative characterization for λ1(D)
on Riemannian manifolds. In the closely related papers [37, 43], the authors give
upper bounds on λ1(D) using the L
1 norms of exit time moments on manifolds.
For the rest of this paper we will work with the function Ex [τ
p
D] and leave the
trivial translation of the bounds for up(x) to the interested reader. We will use the
notation (as in [12, pg. 598])
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(1.12) Mp,d(E, λ) = sup
D
{
λp1(D) sup
x∈D
Ex[τ
p
D]
}
(1.13) mp,d(E, λ) = inf
D
{
λp1(D) sup
x∈D
Ex[τ
p
D]
}
,
where the supremum and infimum are taken over all domainsD ⊂ Rd with λ1(D) >
0.
The purpose of this paper is to prove sharp upper and lower bounds forMp,d(E, λ)
and mp,d(E, λ), respectively. The paper is organized as follows. The upper and
lower bounds are contained in Sections 2,3,4 in Theorems 2.1, 3.1 and 4.1. In The-
orem 4.4 we show our upper bound is asymptotically sharp for large d by proving
(1.14) lim
d→∞
Mp,d(E, λ)
dp
=
1
4p
,
for p ≥ 1. Our results improves the results and methods given in [12, 45, 26, 72]
for the case p = 1. Our proof combines the probabilistic techniques as in [45] and
the analytic techniques from [72].
In Section 5, we compare our upper bound estimates for M1,d(E, λ) to the pre-
vious known estimates. In Section 6 we discuss the problem of finding extremal
domains D for the quantity Mp,d(E, λ) restricted to various subclasses of domains.
In Theorem 6.6, we prove the existence of an extremal domain for the functional
Gp(D) := λ1 (D)
p
sup
x∈D
Ex [τ
p
D] ,
for any p > 0 in the class of convex bounded domains that are symmetric with
respect to all axes. We conjecture that the unit hyper-cube
Qd = {(x1, x2, . . . xd) ∈ Rd : |xi| < 1}
is the maximizer of Gp in this special class of domains. We refer the reader to the
references [20, 29, 47, 58, 23, 24, 25, 27, 28] for further results on improving upper
bound estimates and for the conjecture that amongst all planar convex domains
the equilateral triangle is extremal. Finally, in Section 7 we discuss a conjectured
sharp lower bound for non-integer moments and show it holds in the simplest case
of d = 1.
2. The Lower Bound for mp,d(E, λ)
Let KD (x, y, t) be the Dirichlet heat kernel for ∆ in D. The transition density
pD for Brownian motion killed upon leaving D is given by
pD (x, y, t) = KD (x, y, t/2) ,
as 12∆ is the generator of Brownian motion. We can then write
E [τpD] = p
∫ ∞
0
tp−1Px (τD > t) dt = p
∫ ∞
0
∫
D
tp−1pD (x, y, t) dydt
= 2pp
∫ ∞
0
∫
D
sp−1KD (x, y, s) dyds.
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Theorem 2.1. Fix p > 0. Then
(2.1) 2pΓ (p+ 1) ≤ mp,d(E, λ).
Furthermore, the inequality is an equality when p takes values in N.
Proof. We first prove the inequality. Let us assume for the moment that the domain
D is bounded (or even just that it has finite volume). In this case we have a discrete
spectrum with a complete set of eigenfunctions on L2(D) and the eigenfunction ϕ1
corresponding to λ1(D) is in L
∞(D). For this, we refer the reader to [39]. Since
(2.2) e−λ1t/2ϕ1(x) =
∫
D
pD(x, y, t)ϕ1(y)dy
integrating in time we find that
ϕ1(x)
2pp
λp1(D)
Γ (p) = ϕ1(x)
∫ ∞
0
ptp−1e−λ1t/2dt(2.3)
= p
∫ ∞
0
∫
D
tp−1pD(x, y, t)ϕ1(y)dydt
≤ sup
y∈D
ϕ1(y) ·
(
p
∫ ∞
0
∫
D
tp−1pD(x, y, t)dydt
)
= sup
y∈D
ϕ1(y)Ex [τ
p
D] .(2.4)
Since pΓ(p) = Γ(p + 1), this gives the desired lower bound by taking a supremum
over all x ∈ D.
To remove the boundedness assumption on D, let r > 0 and consider the open
set D ∩B (0, r) which is nonempty for large enough r. Since D ∩ B(0, r) ⊂ D, we
have Ex
[
τpD∩B(0,r)
]
≤ Ex [τpD] and it follows that
sup
x∈D∩B(0,r)
Ex [τ
p
D] ≥ sup
x∈D∩B(0,r)
Ex
[
τpD∩B(0,r)
]
≥ 2pΓ (p+ 1)·
(
λ1 (D ∩B (0, r))
)−p
.
Taking r →∞ completes the proof of the lower bound.
It remains to prove the sharpness of (2.1). For any d ≥ 2, it was shown by van
den Berg in [22, Theorem 1] that there exists of a sequence of bounded domains
Dǫn ⊂ Rd satisfying
(2.5) 2 ≤ λ1(Dǫn) sup
x∈Dǫn
Ex[τDǫn ] < 2 + ǫn,
where ǫn → 0, as n → ∞. That is, van den Berg showed that the inequality (2.1)
is sharp for p = 1. Independently, the same result was shown in [46, Theorem
3.3] using a different proof. As it turns out, van den Berg’s domains also show the
sharpness for any integers larger than 1. For this, we need the following inequality
whose proof we provide here for completeness. (See for example [7, Corollary 1]
and [32, Lemma 18.1])
We remark that the lower bound in (2.1) for p = 1 has been known for many
years, as mentioned in [12].
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Lemma 2.2. Let D ⊂ Rd be a domain satisfying supx∈D Ex [τD] < ∞. Then for
any k ∈ N,
Ex
[
τkD
] ≤ k!(sup
x∈D
Ex [τD]
)k
, x ∈ D.
Proof. By the Markov property and Fubini’s theorem we have for any a ≥ 0,∫ ∞
a
Px (τD > t) dt =
∫ ∞
0
Px (τD > t+ a) dt
=
∫ ∞
0
Ex
[
1(τD>a)PXa (τD > t)
]
dt = Ex
[
1(τD>a)EXa [τD]
]
≤
(
sup
x∈D
Ex [τD]
)
Px (τD > a) .(2.6)
Multiplying both sides by kak−1 and integrating on a gives that∫ ∞
0
kak−1
∫ ∞
a
Px (τD > t) dtda =
∫ ∞
0
tkPx (τD > t) dt =
1
k + 1
Ex
[
τk+1D
]
,
and (
sup
x∈D
Ex [τD]
)∫ ∞
0
kak−1Px (τD > a) da =
(
sup
x∈D
Ex [τD]
)
Ex
[
τkD
]
.
The desired inequality then follows by induction. 
Returning to the sharpness of inequality (2.1), fix k ∈ N. Let Dǫn be the domains
satisfying (2.5). We claim that
λ1 (Dǫn)
k · sup
x∈Dǫn
Ex
[
τkDǫn
]
≤ 2kk! + 2k · k!ǫn + o(ǫn)
where ǫn → 0 as n→∞.
Indeed, from Lemma 2.2 and the estimate (2.5).
λ1 (Dǫn)
k · sup
x∈Dǫn
Ex
[
τkDǫn
]
≤ λ1 (Dǫn)k k!
(
sup
x∈Dǫn
Ex
[
τDǫn
])k
= k!
(
λ1 (Dǫn) · sup
x∈Dǫn
Ex
[
τDǫn
])k ≤ k! (2 + ǫn)k
= 2kk! + 2k · k!ǫn + o(ǫn).
This proves the sharpness of the inequality (2.1) and completes the proof of the
Theorem. 
It is reasonable to conjecture that under the same assumptions as in Lemma 2.2,
the inequality
(2.7) Ex [τ
p
D] ≤ Γ (p+ 1)
(
sup
x∈D
Ex [τD]
)p
holds for any p ≥ 1. This leads us to the following conjecture.
Conjecture 2.3. The lower bounds (2.1) is sharp for any p ≥ 1.
For further speculations on the validity of (2.7), see (7.2) and Proposition 7.1.
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3. The Upper Bounds for Mp,d(E, λ)
We begin by recalling the classical upper incomplete gamma function
Γ (s, x) =
∫ ∞
x
us−1e−udu.
The main result of this section is the following upper bound.
Theorem 3.1. For any p > 0, we have
(3.1) Mp,d(E, λ) ≤ 2pΓ(p+ 1)C1(d, p),
where
C1 (d, p) :=
inf
a>0,0<ǫ<1
{
ap
2pΓ (p+ 1)
+
1
Γ (p)
ed/4
√
2
(8d)d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
ǫ
)d/2
Γ (p, (1− ǫ) a/2)
(1− ǫ)p
}
.
(3.2)
Proof. Note Ex [τ
p
D] = p
∫∞
0 t
p−1
Px(τD > t)dt. The idea is to split the integral into
two parts and to estimate them separately using improvements of the estimates in
[72]. Since
E [τpD] = p
∫ a/λ1
0
tp−1Px (τD > t) dt+ p
∫ ∞
a/λ1
tp−1Px (τD > t) dt
≤ a
p
λp1
+ p
∫ ∞
a/λ1
tp−1Px (τD > t) dt(3.3)
=
ap
λp1
+ pI,(3.4)
where
I =
∫ ∞
a/λ1
tp−1Px (τD > t) dt.(3.5)
The estimate on I is obtained in Lemma 3.2 that is presented below, which in turn
yields (3.1). 
Lemma 3.2. For any x ∈ D, a > 0, we have
(3.6) I ≤ 2p e
d/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
ǫ
)d/2
Γ (p, (1− ǫ) a/2)
(1− ǫ)p λp1
.
The proof of the above lemma will be given in section 3.1. In section 5 we will
show, numerically, that the bound gives improvements to already known bounds in
[12, 45, 26, 72], even for the case p = 1.
As a direct consequence it gives a sharp bound for p = 1, which improves the
result in [72].
Corollary 3.3. We have
(3.7) M1,d(E, λ) ≤ d
2
1
yd
(
1 +
√
yd
) =: 2C3(d, 1.)
Here, y = yd ∈ (0, 1) is the unique solution to
(3.8) − d+ d√y + (4 + 4Ad) y + (2d) y log ((1 + 1/√y) /2) = 0, y ∈ (0, 1) ,
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where
Ad = log
[
2d/2ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
]
,
and
lim
d→∞
yd = 1.
Proof. From (3.2) we have
C1(d, 1) := inf
x>0,0<y<1
f(x, y)
where f : R+ × [0, 1]→ R+ is defined by
f(x, y) =
x
2
+
ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
y
)d/2
1
(1− y)e
−(1−y)x/2.
We will optimize this function. Note that
fx (x, y) =
1
2
− 1
2
ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
y
)d/2
e−(1−y)x/2,
we obtain the minimizer of f(·, y)
xy =
2
(1− y) log
[
ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
y
)d/2]
.
We are then let to minimize the one variable function
g(y) := f (xy, y) =
1
1− y log
[
ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
y
)d/2]
+
1
(1− y)
=
d
2 log
(
1+1/
√
y
2
)
+ 1 +Ad
1− y
where
Ad = log
[
2d/2ed/4
√
2
(8d)d/4
√
Γ (d)
Γ (d/2)
]
.
Since
g′(y) =
−d (1−√y)+ ((2d) log( 1+1/√y2 )+ 4 + 4Ad) y
4 (1− y)2 y ,(3.9)
if we assume that yd is a solution to g
′(y) = 0, then
(3.10) (1 +Ad) =
d
4yd
(1−√yd)− d
2
log
(
1 + 1/
√
yd
2
)
.
Plugging (3.10) back in (3.9) we have that
g (yd) =
d
4
1
yd
(
1 +
√
yd
) ,
hence we obtain (3.7). Next we show that (3.8) has a unique solution. Let Fd :
(0, 1)→ R be
Fd(y) = −d
4
+
d
√
y
4
+ y (1 +Ad) +
d
2
y log
(
1 + 1/
√
y
2
)
.
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We easily find that limy→0 Fd(y) = − d4 < 0, Fd(1) = 1 + Ad > 0 and F ′d(y) > 0.
Therefore the conclusion follows. 
Remark 3.4. From the above corollary we can easily deduce that limd→∞ yd = 1.
It can be easily shown that yd exists (for instance see (3.3) in [72]). From (3.10)
we have
(4 + 4Ad) yd
d
= 1−√yd − 2yd log
(
1 + 1/
√
yd
2
)
.
Taking d → ∞ on both sides we then obtain y∞ = 1. This limit coincides with
the conclusion in [72], but the corollary is sharper comparing to [72] by providing
almost explicit expression for yd.
3.1. Proof of Lemma 3.2 (Upper bound for I). In this section we derive an
improvement to Vogt’s result in [72] to obtain our upper bound for I .
Lemma 3.5. Let D ⊂ Rd be measurable, α > 0, and let L be a bounded operator
on L2(D) satisfying
(3.11)
∥∥e−αρwLeαρw∥∥
2→∞ ≤ 1,
for all w ∈ D, where ρw (x) = |x− w| , w ∈ Rd. Then
(3.12) ‖L‖∞→∞ ≤
√
2πd/4
(2α)d/2
√
Γ (d)
Γ (d/2)
Proof. The proof is essentially the same as in [72, Proposition 2.5]. Note that
‖Lf‖∞ = supw∈D ‖e−αρwLf‖∞. Then we have
‖e−αρwLf‖∞ ≤ ‖e−αρwf‖2 ≤ ‖e−αρw‖2‖f‖∞.
Let σd−1 denote the surface measure of the unit sphere, then the conclusion follows
from the estimate below.∥∥e−αρw∥∥2
2
=
∫
e−2α|w−y|χD(y)dy ≤
∫
e−2α|y|dy
= σd−1
∫ ∞
0
e−2αrrd−1dr =
2πd/2
Γ (d/2)
Γ (d)
(2α)d
.

Using Lemma 3.5, we then obtain the following estimates that improve the result
in [72, Theorem 2.1].
Proposition 3.6. For all ǫ ∈ (0, 1], we have
∥∥∥e−t(−∆)∥∥∥
∞→∞
≤ ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
ǫ
)d/2
e−(1−ǫ)λ1t,
for t ≥ 0. In particular, for all x ∈ D and t ≥ 0,
(3.13) Px(τD > t) ≤ ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
ǫ
)d/2
e−(1−ǫ)
λ1t
2 .
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Proof. The proof is similar to Theorem 2.1 in [72]. Here we only sketch the key
steps. Consider the operator H = −∆D−λ1, it is a self-adjoint operator in L2 (D)
with λ(H) = 0. Clearly the heat kernel of e−tH has the Gaussian upper bound
|Kt(x, y)| ≤ eλ1t · 1
(4πt)
d/4
exp
(
−|x− y|
2
4t
)
for all t > 0 and a.e. x, y ∈ D. It then holds that (see proof of Theorem 2.1, page
43 in [72]) for any ǫ ∈ (0, 1]
∥∥e−αρwe−tHeαρw∥∥
2→∞ ≤ (8πǫt)
−d/4
(
1 +
1
β
)d/4
eλ1ǫte(1+β)α
2ǫt+α2(1−ǫ)t.(3.14)
Applying Lemma 3.5 to L = e−tH and using (3.14) we have that
∥∥e−tH∥∥∞→∞ ≤
√
2πd/4
(2α)d/2
√
Γ (d)
Γ (d/2)
· (8πǫt)−d/4
(
1 +
1
β
)d/4
eλ1ǫte(1+βǫ)α
2t,
taking α2 = d/4(1+βǫ)t we obtain
∥∥e−tH∥∥∞→∞ ≤ √2πd/4
√
Γ (d)
Γ (d/2)
(8πǫt)−d/4
(
(1 + βǫ) t
d
(
1 +
1
β
))d/4
eλ1ǫt+d/4.
Optimizing the right hand side of the above inequality by taking β = ǫ−1/2 we have
∥∥e−tH∥∥∞→∞ ≤ ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
·
(
1 +
1√
ǫ
)d/2
eλ1ǫt+d/4.
This then completes the proof. 
Proof of Lemma 3.2. By (3.13) we have
I =
∫ ∞
a/λ1
tp−1Px (τD > t) dt
≤ ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
ǫ
)d/2 ∫ ∞
a/λ1
tp−1e−(1−ǫ)
λ1t
2 dt(3.15)
= 2p
ed/4
√
2
(8d)d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
ǫ
)d/2
Γ (p, (1− ǫ) a/2)
(1− ǫ)p λp1
.
4. Sharp Asymptotics for Mp,d(E, λ).
This section concerns the asymptotic estimates forMp,d(E, λ) in high dimension.
First we give an upper bound estimate of Mp,d(E, λ) by analyzing the variational
problem in Theorem 3.1, which provides the correct leading order in d for all p ≥ 1.
Theorem 4.1. For p > 0,
Mp,d(E, λ) ≤ 2p
(
d
8
+ c
√
d+ 1− 1
1− yd
)p
C2 (d, p)
where
C2(d, p) := 1 + p
∫ ∞
1
up−1e(1−u)[(1−yd)(
d
8+c
√
d+1)−1]du,
11
and
(4.1) c =
1
4
√
5
(
1 +
1
4
log 2
)
, and yd =
1(
1 + 16c
5
√
d
)2 .
In the proof of this Theorem we will use the following.
Lemma 4.2. With c and yd as in (4.1) we have
(4.2) log
[
2
1
4−d2
(
1 +
1√
yd
)d/2]
+ 1 ≤ (1− yd)
(
d
8
+ c
√
d+ 1
)
.
Proof. First note
LHS =
1
4
log 2 +
d
2
log
(
1 + 1/
√
yd
2
)
+ 1.
Denote by γ := 85c and set x =
γ√
d
. We can easily check that 0 < x < 1. Clearly
1 + 2x = 1√yd , and hence
LHS =
5
4
γ2 +
d
2
log
(
1 + (1 + 2x)
2
)
=
5
4
x2d+
d
2
log (1 + x) .
On the other hand
RHS =
(
1− 1
(1 + 2x)
2
)
d
8
(
1 +
8c√
d
+
8
d
)
=
x+ x2
(1 + 2x)
2
d
2
(
1 + 5x+
8
γ2
x2
)
.
Thus it suffices to show that for all x ∈ (0, 1),
5
2
x2 + log (1 + x) ≤ x+ x
2
(1 + 2x)
2
(
1 + 5x+
8
γ2
x2
)
.
This can be shown by elementary calculus. See details in [72, page 46]. 
Proof of Theorem 4.1. Let
f (x, y) := xp + 2p pCd
(
1 +
1√
y
)d/2
1
(1− y)pΓ (p, (1− y)x/2) ,
where Cd =
ed/4
√
2
(8d)d/4
√
Γ(d)
Γ(d/2) . Then
2pΓ(p+ 1)C1(d, p) = inf
x>0,0<y<1
f(x, y).
First by letting
fx(x, y) = px
p−1
(
1− Cde−(1−y)x/2
(
1 +
1√
y
)d/2)
= 0
we obtain the critical point
(4.3) xy =
2
(1− y) log
[
Cd
(
1 +
1√
y
)d/2]
.
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Hence
f (xy , y) =
2p
(1− y)p
(
log
[
Cd
(
1 +
1√
y
)d/2])p
+ p2pCd
(
1 +
1√
y
)d/2
1
(1− y)pΓ
(
p, log
[
Cd
(
1 +
1√
y
)d/2])
.
It is known that (for instance see [1, 6.1.18])
Γ (d)
Γ (d/2)
=
Γ (2(d/2))
Γ (d/2)
≤ 2d−1/2
(
d
2e
)d/2
,
hence we have
(4.4) Cd ≤ 2−d/2+1/4.
Combining (4.2) and (4.4) we get
log
[
Cd
(
1 +
1√
yd
)d/2]
≤ log
[
2
1
4− d2
(
1 +
1√
yd
)d/2]
≤ (1− yd)
(
d
8
+ c
√
d+ 1
)
− 1.(4.5)
Using (4.5) in f (xy, y) we then obtain
f (xyd , yd) ≤ 2p
((
d
8
+ c
√
d+ 1
)
− 1
1− yd
)p
+
p2p
(1− yd)p II,(4.6)
where II = Cd
(
1 + 1√yd
)d/2
Γ
(
p, log
[
Cd
(
1 + 1√yd
)d/2])
. Making the substitu-
tion x = u log
[
Cd
(
1 + 1√yd
)d/2]
and pluggin in (4.5) we have
II = Cd
(
1 +
1√
yd
)d/2(
log
[
Cd
(
1 +
1√
yd
)d/2])p ∫ ∞
1
up−1
(
Cd
(
1 +
1√
yd
)d/2)−u
du
≤ Cd
(
1 +
1√
yd
)d/2
(1− yd)p
((
d
8
+ c
√
d+ 1
)
− 1
(1− yd)
)p ∫ ∞
1
up−1
(
Cd
(
1 +
1√
yd
)d/2)−u
du.
(4.7)
Moreover, clearly from (4.5) we have
(4.8)
(
Cd
(
1 +
1√
yd
)d/2)−u
≤ e−u[(1−yd)( d8+c
√
d+1)−1],
hence
(4.9)
II ≤ (1− yd)p
((
d
8
+ c
√
d+ 1
)
− 1
1− yd
)p ∫ ∞
1
up−1e(1−u)[(1−yd)(
d
8+c
√
d+1)−1]du.
Using (4.9) in (4.6) we arrive at
f (xyd , yd) ≤ 2p
(
d
8
+ c
√
d+ 1− 1
1− yd
)p [
1 + p
∫ ∞
1
up−1e(1−u)[(1−yd)(
d
8+c
√
d+1)−1]du
]
.

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In the lemma below we show that our result is indeed sharp, by comparing to a
unit ball.
Lemma 4.3. Let B (0, 1) ⊂ Rd be the unit ball centered at zero, then(
d
4
)p
≤ λp1 (B (0, 1)) sup
x∈B(0,1)
Ex
[
τpB(0,1)
]
,
for p ≥ 1.
Proof. It is well known that λ1 (B(0, 1)) ≥ d24 (for instance, see [44, Example 5.8]).
By a simple calculation we have that Ex
[
τB(0,1)
]
= 1−|x|
2
d . Hence supx∈B(0,1) Ex
[
τB(0,1)
]
=
E0
[
τB(0,1)
]
= 1d . By Jensen’s inequality we have
λp1 (B (0, 1)) · E0
[
τpB(0,1)
]
≥ λp1 (B (0, 1)) ·
(
E0
[
τB(0,1)
])p
=
dp
4p
.

We now have the main result of this section.
Theorem 4.4. For p ≥ 1,
(4.10) lim
d→∞
Mp,d(E, λ)
dp
=
1
4p
.
Proof. From Theorem 4.1 we have
Mp,d(E, λ) ≤ 2p
(
d
8
+ c
√
d+ 1− 1
1− yd
)p
C2 (d, p) ,
where
C2(d, p) := 1 + p
∫ ∞
1
up−1e(1−u)[(1−yd)(
d
8+c
√
d+1)−1]du,
and
yd =
1(
1 + 16c
5
√
d
)2 , c = 14
√
5
(
1 +
1
4
log 2
)
.
First we claim that limd→∞ C2(d, p) = 1. Note that
(1− yd)
(
d
8
+ c
√
d+ 1
)
− 1 ≥ 1 + 4c
5
√
d→∞
as d→∞. Hence when u ≥ 1 we have
lim
d→∞
up−1e(1−u)[(1−yd)(
d
8+c
√
d+1)−1] = 0,
Moreover, since∫ ∞
1
up−1e(1−u)[(1−yd)(
d
8+c
√
d+1)−1]du ≤
∫ ∞
1
up−1e(1−u)du ≤ eΓ(p),
by the dominated convergence theorem we obtain that
(4.11) lim
d→∞
∫ ∞
1
up−1e(1−u)[(1−yd)(
d
8+c
√
d+1)−1]du = 0.
It now follows readily that
lim sup
d→∞
Mp,d(E, λ)
dp
≤ 1
4p
.
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Together with Lemma 4.3 we then obtain that 14p ≤ lim infd→∞
Mp,d(E,λ)
dp , as needed.

5. Some Comparison
We start this section by a comparison of bounds we obtained on M1,d(E, λ) with
the known upper bounds. We show how the bounds obtained in this paper are
not only obtained through a new method, but are indeed improvements to already
known bounds.
The bounds for M1,d(E, λ) can be found in Table 1:
d = 1 2 3 4 5
λ1(B) supx∈B E [τB] 2.4674 2.8916 3.2898 3.6704 4.0382
Ban˜uelos-Carroll, [12] 6.0827
van den Berg-Carrol, [26] 12.15888 16.3177 20.4766 24.6355 28.7944
Giorgi-Smits, [45] 5.5800 8.0898 13.2236 23.6274 45.2082
Vogt, [72] 3.461 4.2126 4.8476 5.422 5.958
2C1 (d, 1) ≤ 3.33825 4.07569 4.69866 5.26371 5.79201
2C3(d, 1) ≤ 3.33825 4.07569 4.69866 5.26371 5.79201
Table 1. Numerical upper bounds for M1,d(E, λ)
We explain how the estimates of C1 (d, 1) and (3.8) are obtained. For example,
the bound of
C1(2, 1) ≤ 2.03785,
was found by numerically optimizing the function
f1 (a, ǫ) :=
ap
2pΓ (p+ 1)
+
1
Γ (p)
ed/4
√
2
(8d)
d/4
√
Γ (d)
Γ (d/2)
(
1 +
1√
ǫ
)d/2
Γ (p, (1− ǫ) a/2)
(1− ǫ)p .
over a > 0 and 0 < ǫ < 1 for d = 2 and p = 1 (see Theorem 3.1). Using a computer
algebra system, in this case Mathematica, it estimates that the minimum of f1 (a, ǫ)
is obtained at
a = 1.65659, ǫ = 0.173247.
Similarly, the bound of
C1(2, 1) ≤ 2.03785
is found by numerically solving the equation
(5.1) − d+ d√y + (4 + 4Ad) y + (2d) y log ((1 + 1/√y) /2) = 0, y ∈ (0, 1) .
Remark 5.1. In the the above table and introduction of the paper, we have quoted
the upper bound in [45]. We point out that there is a error in the proof of the crucial
estimate (pages 295-296)
(5.2)
∫ ∞
0
Px(τΩ > t,Bt ∈ B(x,mt
√
λ1(Ω)))dt ≤
4 · 2d/4md/2Γ(d4 + 1)
λ1(Ω)Γ1/2(
d
2 + 1)
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needed for their upper bound where m is a constant to be otimized. This is due
to the use of the eigenfunction expansion for the characteristic function of the ball
B(x,mt
√
λ) and the incorrect inequality in [45, Eq. (2.11), page 296]. The following
argument corrects the error. Using their notation for the domain as Ω ⊂ Rd, let
KΩ(t, x, y) be the Dirichlet heat kernel for the Laplacian in Ω. We have
Px(τΩ > t,Bt ∈ B(x,mt
√
λ1(Ω)))
=
∫
Ω
KΩ(t/2, x, y)χ
B(x,mt
√
λ(Ω))
(y)dy
≤
(∫
Ω
(KΩ(t/2, x, y))2dy
)1/2
‖χ
B(x,mt
√
λ1(Ω))
(y)‖L2(Ω,dy)
= (KΩ(t, x, x))1/2‖χ
B(x,mt
√
λ1(Ω))
(y)‖L2(Ω,dy)
≤ (e−t/2λ1(Ω)KΩ(t/2, x, x))1/2‖χ
B(x,mt
√
λΩ1 )
(y)‖L2(Ω,dy)
≤ e−t/4λ1 1
(2πt)d/4
‖χ
B(x,mt
√
λ1(Ω))
(y)‖L2(Ω,dy),
where we used the semigroup property (Chapman-Kolmogorov equations) and the
trivial bound that KΩ(t, x, x) ≤ e−t/2λKΩ(t/2, x, x) = e−t/2λ 1
(2πt)d/2
. Now use
‖χ
B(x,mt
√
λ1(Ω)
(y)‖L2(Ω,dy) ≤
(
πd/2
Γ (d/2 + 1)
(
mt
√
λ1(Ω)
)d)1/2
to get
Px(τΩ > t,Bt ∈ B(x,mt
√
λ1(Ω))) ≤ m
d/2λ1(Ω)
d/4
2d/4Γ1/2 (d/2 + 1)
e−λ1(Ω)t/4td/4.
Integrate on t gives (5.2).
6. Extremal Domains
6.1. Convex Domains. Given the isoperimetric inequalities (1.1) and (1.3) (as
well as other inequalities where balls are extremals), one could speculate about the
maximality of the ball B for these extremal problems. It was pointed out in [12,
pg. 599] that in fact
(6.1) λ1 (B) sup
x∈B
Ex [τB] < λ1 (T) sup
x∈T
Ex [τT] ,
where T is is the equilateral triangle. This was also later observed in [46, Corollary
3.7]. It was conjectured in [46] that no extremal domain exists over the class of all
domains. The authors give evidence for their conjecture in their Proposition 3.1.
Their techniques involve defining a shape derivative. They show that in the class
of bounded open C2 domains, if λ1 (D) ‖uD‖∞ is differentiable at D, then D is not
a maximizer.
From the above discussion it is reasonable, when looking for extremals, to restrict
the class of domains. In [69], Payne showed that
(6.2) m1,d(E, λ) =
π2
4
,
16
where the infimum in (1.13) is now taken over all convex domains. From this
it follows trivially that the minimizer domain over convex domains is given by
the infinite slab Sd = R
d−1 × (−1, 1). It is proved in [46], that in the class of
convex domains there exists maximizers and it is conjectured that when d = 2, the
equilateral triangle T is an extremal. That is,
Conjecture 6.1 (Convex Domains, [46]). With the supremum in (1.12) taken over
all convex domains,
(6.3) M1,2(E, λ) = λ1 (T) sup
x∈T
Ex [τT] .
We believe that if this conjecture is true for p = 1, then is true for all p > 1.
6.2. Symmetric Convex Domains. There are interesting problems concerning
the geometry of the Laplacian in planar convex domains which remain open but for
which there has been substantial progress for doubly symmetric (symmetric with
respect to the both coordinate axes) convex domains. As an example, we mention
the hot spots conjecture in [10, 19, 68, 51]. Another example is the fundamental
gap Conjecture which was studied under symmetry assumptions on the domain
[15, 17, 40]. We point out that this conjecture has been solved in full generality in
[4].
Given Conjecture 6.1, it is reasonable to conjecture that with the supremum in
(1.12) taken over all doubly symmetric planar convex domains, we have
M1,2(E, λ) = λ
p
1(Q2)E0[τQ2 ],
where
Q2 = {(x, y), |x| < 1, |y| < 1}
is the square in the plane.
It is not hard to see that for the unit disc B = B(0, 1), we have
(6.4) λ1(B) sup
x∈B
Ex [τB ] < λ1(Q2) sup
x∈Q2
Ex [τQ2 ] .
Indeed, note that in both cases supx∈B Ex [τB] = E(0,0) [τB ] and supx∈Q2 Ex [τQ2 ] =
E(0,0) [τQ2 ]. Furthermore,
λ1(B)E(0,0) [τB] =
j20
2
≈ 2.8916,
where j0 is the first positive root of the first Bessel function.
On the other hand, λ1 (Q2) =
π2
2 and by independence,
P(0,0)(τQ2 > t) = P0(τI > t)P0(τI > t),
where I = (−1, 1). The eigenfunction expansion for the heat kernel for the interval
I (see proposition 7.1 below or [36, 60]) leads to the formula
(6.5) E(0,0) [τQ2 ] =
[
1− 32
π3
∞∑
n=0
(−1)n
(2n+ 1)
3 sech
[(
n+
1
2
)
π
]]
.
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Thus
λ1(Q2)E0 [τQ2 ] =
π2
2
[
1− 32
π3
∞∑
n=0
(−1)n
(2n+ 1)
3 sech
[(
n+
1
2
)
π
]]
≈ 2.90843
which verifies (6.4). Hence, even in the class of doubly symmetric domains the ball
fails to be extremal.
As it was done in [46, Theorem 3.2], we show that an extremal domain does exist
in the class of doubly symmetric convex domains. More generally, we consider the
class of convex domains in Rd that are symmetric with respect to each coordinate
axes. Define
Mp (D) = sup
x∈D
Ex [τ
p
D] ,
Gp (D) = λ
p
1 (D) sup
x∈D
Ex [τ
p
D] = λ
p
1 (D)Mp (D) .
Definition 6.2. Let C be the class of bounded convex domains in Rd. Let SC be the
subclass of domains in C that are symmetric with respect to each coordinate
axes.
For two open sets A,B ⊂ Rd we define the Hausdorff distance dH by
dH (A,B) = max
{
sup
x∈B\A
inf
y∈∂B
d (x, y) , sup
x∈A\B
inf
y∈∂A
d (x, y)
}
.
In the sequel we use the fact that inclusion is stable under convergence with respect
to dH. That is, take sets Gn ⊂ Dn ⊂ Rd for all n. If Gn → G with respect to dH
and Dn → D with respect to dH, then G ⊂ D.
Lemma 6.3. If Dn ⊂ SC such that Dn → D ∈ C with respect to the Hausdorff
metric then D ∈ SC.
Proof. Take x = (x1, x2, . . . , xd) ∈ D, then x ∈ Dn for n large enough. Since Dn is
symmetric then (−x1, . . . , xd) , (x1,−x2, . . . , xd) , . . . , (x1, x2, . . . ,−xd) ∈ Dn for n
large enough. Since inclusion is stable under limits of the Hausdorff distance then
(−x1, . . . , xd) , (x1,−x2, . . . , xd) , . . . , (x1, x2, . . . ,−xd) ∈ D as well. This shows D
is symmetric with respect to all axes. Convexity is well know. 
Lemma 6.4. Suppose G ⊂ D ⊂ Rd and D is of bounded Lipschitz domain.
(i) If p ≥ 1, then
(6.6) sup
x∈D
Ex [(τD − τG)p] ≤ Cp,D sup
x∈D\G¯
(d (x, ∂D))
β
.
(ii) If 0 < p < 1, then
(6.7) sup
x∈D
Ex [(τD − τG)p] ≤ CD sup
x∈D\G¯
(d (x, ∂D))
βp
.
Here β > 0 depends on the Lipschitz character of the domain.
Proof. Take x ∈ G. By the strong Markov property we have
Ex [(τD − τG)p] = Ex [EτG [τpD]]
≤ sup
x∈∂G
Ex [τ
p
D] .(6.8)
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Under the assumption that D is a bounded Lipschitz domain, it follows that D
is intrinsic ultracontractive (IU). That is, for any η > 0, there is a t0 = t0(η,D) > 0
such that for all t > t0,
(6.9) (1− η) e−λ1(D)tϕ1(x)ϕ1(y) ≤ KD(x, y, t) ≤ (1 + η) e−λ1(D)tϕ1(x)ϕ1(y),
for all x, y ∈ D, where ϕ1 is the ground state eigenfunction for D. In fact, (IU)
holds for a wider class of domains (beyond Lipschitz) and wider class of diffusion.
It has been extensively studied in the literature with many different applications.
We refer the reader to [39] and [8] for some of the first results on this topic that
include the Lipschitz domains case. Writing
GD(x, y) =
∫ ∞
0
KD(x, y, t)dt
for the Green’s function for D, it follows trivially that for all IU domain D,
GD(x, y) ≥ CDϕ1(x)ϕ1(y), uniformly on x, y ∈ D. Integrating over D we see
that Ex [τD] ≥ CDϕ1(x).
Take η = 1/2 and assume p > 1. Applying (6.9), we have for all x ∈ D,
Ex [τ
p
D] = p
∫ ∞
0
tp−1Px (τD > t) dt
= p
∫ t0
0
tp−1Px (τD > t) dt+ p
∫ ∞
t0
tp−1
∫
D
KD(x, y, t/2)dydt
≤ ptp−10 Ex [τD] +
3
2
ϕ1(x)p
∫ ∞
t0
tp−1
∫
D
e−λ1(D)t/2ϕ1(y)dydt
≤ C1,p,DEx [τD] + C2,p,Dϕ1(x).
≤ Cp,DEx [τD] .
Thus for any p > 1,
sup
x∈G
Ex [(τD − τG)p] ≤ Cp,D sup
x∈∂G
Ex [τD]
≤ Cp,D sup
x∈D\G¯
Ex [τD](6.10)
On the other hand, for x ∈ D\G¯ we have Px[τG > 0] = 0, then
sup
x∈D\G¯
Ex [(τD − τG)p] = sup
x∈D\G¯
Ex [τ
p
D]
≤ Cp,D sup
x∈D\G¯
Ex [τD] .(6.11)
It is well known that for bounded Lipshitz domains, Ex [τD] ≤ CD (d (x, ∂D))β
where β > 0 depends on the Lipszhitz character of the domain. For the proof of
the case d = 2, which extends to any d ≥ 2, see [41, Proposition 2.3] or the remark
in [14, pg 199]. This proves the case p ≥ 1. If 0 < p ≤ 1, then Jensen’s inequality
gives that Ex [τ
p
D] ≤ (Ex [τD])p and (ii) follows from (6.8) and and (6.11). 
Proposition 6.5. For any p > 0, the functional Mp (D) is continuous in the class
C or SC with respect to the Hausdorff metric.
Proof. Fix p > 0. We first prove Mp is continuous in the class SC. Showing Mp is
continuous in the class C is done similarly. Let {Dn} ∈ SC such that Dn → D ∈ SC
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as n → ∞ with respect to the Hausdorff metric. We show Mp (Dn) → Mp (D) as
n→∞.
There exists a sequence {tn} ⊂ R+ such that tn → 1 and tnDn ⊂ D for every n.
By monoticity of exit times we have that
(6.12) Mp (tnDn) ≤Mp (D) .
Suppose 0 < p < 1, then using the elementary inequality xp − yp ≤ (x− y)p
whenever 0 < y ≤ x, we have that Ex [τpD] ≤ Ex
[
τptnDn
]
+ Ex [(τD − τtnDn)p]. By
Lemma 6.4 (ii),
(6.13) Mp (D) ≤Mp (tnDn) + (CDdH (D, tnDn))βp ,
where the constant CD depends only on D.
For p ≥ 1, using the elementary inequality xp − yp ≤ pxp−1 (x− y) whenever
0 < y ≤ x we have that
Ex
[
τpD − τptnDn
] ≤ pEx [τp−1D (τD − τtnDn)]
≤ p (Ex [τpD])(p−1)/p (Ex [(τD − τtnDn)p])1/p .(6.14)
Again by Lemma 6.4 (ii), we have,
sup
x∈D
Ex [(τD − τtnDn)p] ≤ Cp,D sup
x∈D\tnDn
d (x, ∂D)
β
≤ Cp,DdH (D, tnDn)β
so that
(6.15) sup
x∈D
Ex
[
τpD − τptnDn
] ≤ C1/pp,D pMp (D)(p−1)/p dH (D, tnDn)β/p .
Thus using (6.15) we have
(6.16) Mp (D) ≤Mp (tnDn) + C1/pp,D pMp (D)(p−1)/p dH (D, tnDn)β/p .
Together with (6.13) we then conclude that there exists constants Cp,D, CD > 0
such that
Mp (D)(6.17)
≤Mp (tnDn) + (CDdH (D, tnDn))p 1(p<1)
+ C
1/p
p,DpMp (D)
(p−1)/p
dH (D, tnDn)
β/p
1(p≥1)
Combining (6.12), (6.17) and the fact that Mp (tnDn) = t
2p
n Mp (Dn) gives the
desired result. 
We may finally state and prove our main result of this section.
Theorem 6.6 (Existence of Extremals). For any p > 0, the shape functional Gp
admits a maximizer in the class C or SC.
Proof. Fix p > 0. We consider the class of symmetric bounded convex domains SC.
The proof is the same for C. Let Mp,d (E, λ) = supD∈SC Gp (D) and pick Dn ∈ SC
such that
lim
n→∞Gp (Dn) =Mp,d (E, λ) .
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By scaling we may assume the domains Dn are all contained in a fixed compact set
K. By the Blaschke selection Theorem, there is a subsequence {Dnk} ⊂ SC such
that Dnk → D ∈ SC with respect to dH. By Lemma 6.3, we know that D ∈ SC.
We can rename this subsequence Dn. By Equations (3.2) and (3.3) of [46, page 12]
we know that D has a non-empty interior. By Proposition 6.5, Mp is continuous
with respect to the Hausdorff metric in the class SC and λ1 (D) is also well known
to be continuous with respect to dH (see [48]). Thus
Gp (D) = lim
n→∞
Gp (Dn) =Mp,d (E, λ) ,
as needed. 
With the existence of extremals guaranteed for all dimension and and all 0 <
p <∞, we have the following.
Conjecture 6.7. With the supremum taken over all domains D ∈ SC, we have
Mp,d(E, λ) = λ
p
1(Qd)E0[τ
p
Qd
],
where
Qd = {(x1, x2, . . . xd) ∈ Rd : |xi| < 1},
denotes the unit cube in Rd.
6.3. Hyperrectangular domains. Conjecture 6.7 in general seems to be non-
trivial. In fact, even the simplest case does not seem obvious. More precisely, let
a = (a1, a2, . . . , ad), where ak > 0 for all k. Set Ra = {x = (x1, x2, . . . , xd) : |xk| <
ak, k = 1, . . . , d}. Denote the the origin in Rd by 0.
Conjecture 6.8 (Hyperrectangular domains).
(6.18) λp1(Ra)E0
[
τpRa
] ≤ λp1(Qd)E0 [τpQd
]
with equality only when Ra = Qd.
Since the eigenvalues of both Ra and Qd are explicit and the components of the
Brownian motion are independent, the inequality (6.18) can be stated in several
different forms. Here is one. Let Iak = (−ak, ak) and recall that I = (−1, 1). Then
(6.18) is equivalent to
(6.19)
(
d∑
k=1
1
a2k
)p ∫ ∞
0
p tp−1
d∏
k=1
P0(τIak > t)dt ≤ dp
∫ ∞
0
p tp−1 (P0(τI > t))
d
dt.
Using the fact that P0
(
τIak > t
)
= P0
(
τI >
t
a2k
)
we may even assume that
a1 = 1 < a2 < · · · < ad. In addition, using the fact that we know the heat kernel
for an interval in terms of the eigenfunctions expansion (all which are explicitly
given), the inequality has a rather appealing form. Let us look at the case d = 2
and p = 1. Then (6.19) is equivalent to
(
1 + a2
) [
1− 32
π3
∞∑
n=0
(−1)n
(2n+ 1)
3 sech
[(
n+
1
2
)
π
a
]]
,
≤ 2
[
1− 32
π3
∞∑
n=0
(−1)n
(2n+ 1)
3 sech
[(
n+
1
2
)
π
]]
,(6.20)
for all a > 1.
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Unfortunately, despite its simplicity and all its possible formulations, we have
not been able to prove Conjecture 6.8 even in the case d = 2 and p = 1.
6.4. Elliptical Domains. We point out that for p = 1, Conjecture 6.7 does hold
for ellipses. In fact, the following stronger statement holds. Let
Ea,b :=
{
(x, y) ∈ R2 : x
2
a2
+
y2
b2
< 1
}
.
Then, with B the unit disc in R2,
(6.21)
π2
4
≤ λ1(Ea,b)E(0,0)[τE(a,b) ] ≤ λ1(B)E(0,0) [τB] =
j20
2
,
To prove this inequality, it suffices to show that
(6.22)
π2
4
(
a2 + b2
a2b2
)
≤ λ1 (Ea,b) ≤ j
2
0
2
(
a2 + b2
a2b2
)
.
Assuming for the moment the validity of (6.22), observe that since it is easy to
check that
E(x,y)
[
τEa,b
]
=
a2b2 − b2x2 − a2y2
(a2 + b2)
,
by showing that the right hand side satisfies 12∆u = −1 with zero boundary condi-
tions, we have
E(0,0)
[
τEa,b
]
=
a2b2
a2 + b2
Thus the right hand side of (6.22) implies the right hand side of (6.21).
The left hand side of (6.22) is trivial by domain monotonicity. Since Ea,b ⊂
(−a, a)× (−b, b), it follows immediately that
λ1 (Ea,b) ≥ λ1 ((−a, a)× (−b, b)) = π
2
4
(
a2 + b2
a2b2
)
.
The right hand side inequality in (6.22) is due to Polya´ and Szego¨ and can be
found in [70, pg. 98]. Their proof is based on the technique known as conformal
transplantation. To do so, one can use a test function ϕ(x, y) with ϕ |∂Ea,b= 0
which is an obvious modification of the eigenfunction for the disc and plug it into
the Rayleigh quotient. Such function is given by
ϕ(x, y) = J0
(
j0
√
x2
a2
+
y2
b2
)
,
where J0 is the first Bessel function and j0 is its first positive root. See [70] for
details.
7. Sharp Lower Bound
We end with some remarks concerning the sharp lower bound in Theorem 2.1
for all p ≥ 1.
As mentioned above, the lower bound m1,d(E, λ) ≥ 2 has been known for many
years. In [22, 46], it was shown that m1,d(E, λ) = 2, and in Theorem 2.1 we show
that mk,d(E, λ) = 2
kk! for k ∈ N and mp,d(E, λ) ≥ 2pΓ (p+ 1) for any p ≥ 0. In
section 2 we conjectured that this lower bound should be attained for any p ≥ 1.
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As already observed, what is needed is the inequality
(7.1) Ex [τ
p
D] ≤ Γ (p+ 1)
(
sup
x∈D
Ex [τD]
)p
,
for any p ≥ 1, which we believe should be true. If we let p = n+ δ, for 0 < δ < 1,
the proof of Lemma 2.2 gives that
Ex[τ
p
D] ≤ p(p− 1) · · · (1 + δ)Ex[τδD]
(
sup
x∈D
Ex[τD]
)n
≤ p(p− 1) · · · (1 + δ) (Ex[τD])δ
(
sup
x∈D
Ex[τD]
)n
= p(p− 1) · · · (1 + δ)
(
sup
x∈D
Ex[τD]
)p
=
Γ (p+ 1)
Γ(1 + δ)
(
sup
x∈D
Ex [τD]
)p
,
where we used Jensen’s inequality for the second inequality and the last equality
follows from the fact that Γ(x+ 1) = xΓ(x).
It is well known that in the interval [1, 2] the function Γ(x) has an absolute
minimum at xm with 1.46 < xm < 1.47 for which Γ(xm) ≈ 0.8856031944 · · · . Thus
for 0 < δ < 1, 0.885 < Γ(1 + δ) ≤ 1. This gives the inequality
(7.2) Ex[τ
p
D] ≤ (1.129)Γ(p+ 1)
(
sup
x∈D
Ex [τD]
)p
.
If we look at the interval Ia = (−a, a) we can prove inequality (7.1) for all
p > 1.15. Indeed we have
Proposition 7.1. Fix a > 0, then for any p > 0,
P0 (τIa > t) =
4
π
∞∑
n=0
(−1)n
2n+ 1
exp
(
− (2n+ 1)
2
π2
8a2
t
)
,
and
E0
[
τpIa
]
=
4 · 8p · a2pΓ (p+ 1)
π2p+1
∞∑
n=0
(−1)n
(2n+ 1)
2p+1 .
Moreover, for p >
log( π4 )
log( 8
π2
)
≈ 1.15,
E0
[
τpIa
] ≤ Γ (p+ 1) (E0 [τIa ])p .
Proof. By scaling we may assume that a = 1 and as above I = (−1, 1). Given that
the eigenfunctions and eigenvalues for ∆ on I are given by
φn (x) = sin
(nπ
2
(x+ 1)
)
and λn =
(nπ
2
)2
,
the transition probabilities for the Brownian motion (heat kernel for 12∆) are given
by
pI(x, y, t) =
∞∑
n=1
exp
(
−
(nπ
2
)2 t
2
)
sin
(nπ
2
(x+ 1)
)
sin
(nπ
2
(y + 1)
)
,
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and
P0 (τI > t) =
∫ 1
−1
pI(0, y, t)dy
=
∞∑
n=0
exp
(
− (2n+ 1)
2 π2
8
t
)
(−1)n
∫ 1
−1
sin
(
(2n+ 1)π
2
(y + 1)
)
dy
=
4
π
∞∑
n=0
exp
(
− (2n+1)2π28 t
)
(−1)n
2n+ 1
.
Therefore,
E0 [τ
p
I ] = p
∫ ∞
0
tp−1P0 (τI > t) dt(7.3)
= p
∫ ∞
0
tp−1
4
π
∞∑
n=0
exp
(
− (2n+1)2π28 t
)
(−1)n
2n+ 1
dt
=
4
π
p
∞∑
n=0
(−1)n
2n+ 1
∫ ∞
0
tp−1 exp
(
− (2n+ 1)
2
π2
8
t
)
dt
=
4Γ (p+ 1)
π
∞∑
n=0
(−1)n
2n+ 1
(
8
(2n+ 1)
2
π2
)p
=
4 · 8p · Γ (p+ 1)
π2p+1
∞∑
n=0
(−1)n
(2n+ 1)
2p+1 .
Using the fact that
∞∑
n=0
(−1)n
(n+ r)s
=
1
Γ(s)
∫ ∞
0
ys−1e−ry
1 + e−y
dy, r, s > 0,
we can trivially bound
f(p) :=
4 · 8p
(2π)2p+1
∞∑
n=0
(−1)n(
n+ 12
)2p+1 = 4 · 8p(2π)2p+1 1Γ(2p+ 1)
∫ ∞
0
y2pe−y/2
1 + e−y
dy
≤ 4 · 8
p
(2π)2p+1
1
Γ(2p+ 1)
∫ ∞
0
y2pe−y/2dy =
4 · 8p
(2π)2p+1
22p+1
Γ(2p+ 1)
∫ ∞
0
x2pe−xdx
=
4 · 8p
(2π)2p+1
22p+1
Γ(2p+ 1)
Γ (2p+ 1) =
4 · 8p
π2p+1
.
Since
4 · 8p
π2p+1
≤ 1 ⇐⇒ p > log
(
π
4
)
log
(
8
π2
) ≈ 1.15,
we see that for p >
log(π4 )
log( 8
π2
)
we have
E0 [τ
p
I ] = f(p)Γ (p+ 1) ≤
4 · 8p
π2p+1
Γ (p+ 1)
≤ Γ (p+ 1) = Γ (p+ 1) (E0 [τI ])p .

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Finally, substituting p = 12 above we have
(7.4) E0
[
τ
1/2
I
]
=
8
√
2Γ (3/2)
π2
∞∑
n=0
(−1)n
(2n+ 1)
2 .
Thus, in order to have E0
[
τ
1/2
I
]
≤ Γ(32 ) (E0 [τI ])
1/2
= Γ(32 ), we need to check that
(7.5)
8
√
2
π2
∞∑
n=0
(−1)n
(2n+ 1)2
≤ 1.
Since
∞∑
n=0
(−1)n
(2n+ 1)
2 = β(2)
is the Catalan’s constant with value 0.915965 · · · , it follows that the inequality (7.5)
is not true. Thus, the inequality (2.7) is false, in general, for 0 < p < 1.
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