We show in this article how orthogonal polynomials appear in certain representations of grid shaped quivers. After a short introduction into the general notion of quivers and their representations by linear operators we define the notion of an SIE quiver representation: All intrinsic endomorphisms arising from circuits in the quiver act as scalar multipliers. We then present several lemmas that ensure this SIE property of a quiver representation. Ladder commutator conditions and certain diagram commutativity "up to scalar multiples" play a central role. The theory will then be applied to three examples. Extensive calculations shows how Associated Laguerre, Legendre-Gegenbauer polynomials and binomial distributions fit into the framework of grid shaped SIE quivers. One can see, that this algebraic point of view is foundational for orthogonal polynomials and special functions.
Introduction
We show in this article how orthogonal polynomials appear in certain representations of grid shaped quivers. After a short introduction into the general notion of quivers and their representations by linear operators between vector spaces we define the notion of an SIE quiver representation: All intrinsic endomorphisms arising from circuits in the quiver act as scalar multiples. We then present several theorems that ensure this SIE property of a quiver representation. Ladder commutator conditions and certain diagram commutativity "up to scalar multiples" play a central role. The theory will then be applied to three examples. Extensive calculations show how Laguerre, Legendre-Gegenbauer polynomials and the discrete binomial distribution fit into the framework of grid shaped SIE quivers. This point of view onto orthogonal polynomials seems not to be known, see [2] , [8] , [7] , e.g. Note that we study operator algebraic aspects of orthogonal polynomials, we do not pursue orthogonality in the literal sense or functional analytic or numerical approaches.
An enhancement of the theory including further examples of orthogonal polynomials, q-orthogonal polynomials connected by operators of the Weyl algebra, h-Weyl algebra, q-Weyl algebra or (q, h)-Weyl algebra, see [4] , is not included here.
Grids
In this article we will study so called grids of operators. Let A be a fixed associative unital algebra over C with a representation on a vector space V . A grid is a directed graph with vertices • nm , indexed by pairs (n, m) ∈ Z×Z. Between two neighbouring vertices there is a pair of arrows, one in each direction. There are horizontal, vertical and diagonal arrows. The local situation at the vertex • nm is shown in the diagram
• n−1,m−1
• n−1,m
• n−1,m+1
• n,m−1
• n,m
• n,m+1
• n+1,m−1 
One can see that we have adopted the following general convention for indices of arrows: An arrow with superscript + has the index of its target vertex. An arrow with superscript − has the index of its source vertex.
In this article we will study grids or quivers that only have double arrows, as shown in the above diagram. In mathematical terms this means that that we can assign to each arrow a a unique arrow a op between the same vertices pointing in the opposite direction, that is t(a op ) = s(a), s(a op ) = t(a).
Then for every path a = (a m · · · a 1 ) there is an opposite path, 
Representations of Quivers
Like every directed graph, a quiver or grid can be considered as a category with the vertices as objects and the arrows as morphisms. A representation ̺ of this quiver is just a functor from this category to the category of (complex) vector spaces. In other words it is an assignment ̺ :
of vertices • i to vector spaces V i and of arrows a j to linear operators A j acting between these vector spaces in the obvious way:
So, a representation of a quiver is just a diagram of vector spaces and operators such that the quiver carries the information about the diagram structure. This situation is shown in the following diagram, the grid shape serves as an example again. 
A homomorphism of two representations (V i , A j ) and (W i , B j ) is just a collection of linear operators (ϕ i : V i → W i ) i∈I that commute with the arrow operators A j in the right way: For any arrow a j in the quiver we have
To each path a = (a m · · · a 1 ) we can assign the operator product A = A m · · · A 1 . The path product corresponds to the operator product. An operator assigned to a circuit is a vector space endomorphism. We will call it a circuit endomorphism.
Now we consider a fixed representation ̺ of a quiver. We say that a circuit endomorphism A j : V s(j) → V s(j) acts as a scalar or it is a Scalar Intrinsic Endomorphism (SIE), if it is a scalar multiple of the identity mapping on V s(j)
Here and from now on we identify a scalar multiple of the identity operator with the scalar itself.
The quiver representation ̺ will be called an SIE representation, if all circuit endomorphisms arising in it are SIE. The following lemmas collect some simple linear algebraic observations about SIEs.
Lemma 1 (Narrow circuit endomorphisms) Let a be a path in the quiver and A = ̺(a), A op = ̺(a op ) the corresponding operators in both directions V s(a) (iv) If all short circuit endomorphisms act as scalars then all circuit endomorphisms act as scalars.
Proof The proof of (iii) is simply based on the fact that BC = α·id implies B injective and C surjective.
We are going to show (iv): For a path a = (a m · · · a 1 ) of arrows and its operator counterpart A = A m · · · A 1 we have the identity
Inductively -starting with the innermost circuit operator A op m A m -all the circuits act as scalars and commute with the outer operators.
Lemma 2 (Wide circuit endomorphisms) Consider the following part of a representation (U nm ) of a grid. (3) Assume that the eight narrow circuit endomorphisms act as scalars as follows:
Let γ nm , δ nm be two more numbers such that their product equals the product of the four numbers
Then the following sixteen equations are equivalent.
The first four equations state that the wide circuit endomorphisms along the square in counterclockwise direction act as the same scalar. The next four equations contain the same statement for the clockwise direction. The other eight equations describe the "up to scalar commutativity" of the diagram. Cyclic commutation shows all the other implications.
Ladders
We now consider a single (finite or infinite) path in the quiver together with its opposite path. A representation of a path, called a ladder, is illustrated by the diagram 
Ladders appear abundantly in quantum mechanics and quantum field theory (see [1] ). In [3] they are used for studying Markov chains on trees. A basic study of this notion and many examples can be found in [6] . The following theorem from ladder theory is taken from [6] , the setting here is a little bit different, mainly due to other index conventions.
For a given general ladder we define the narrow circuit operators
Lemma 3 (Scalar commutators) Assume that there is a sequence (α n ) n∈Z of (real or complex) numbers, such that
Then the ladder 
with eigenspaces
) is a well defined SIE subladder of (6) .
Proof The identity (7) ensures that the two different expressions in the definition of E n are equivalent. Now let v ∈ E n . Then
The Weyl algebra
The Weyl algebra is generated as an associative unital C algebra by the two operators D, X subject to the canonical commutator relation
The standard representation is by operators acting on C ∞ (R) via differentiation (D) and multiplication with the variable (X), respectively. If p is a polynomial over C , then
In the Weyl algebra we additionally define the operators
The Laguerre grid
In this section we assume that the operator X in the Weyl algebra is invertible. On the algebraic level this can be achieved by adjoining X −1 to the Weyl algebra. With respect to the standard representation we have to restrict the domain of the relevant functions, to R + , e.g. Now, for n ∈ N 0 , k ∈ Z define the (second order differential) Laguerre operator
and -according to some fixed representation of the Weyl algebra -the spaces
The diagram below shows locally the so-called Laguerre grid. The global Laguerre grid is defined for n ∈ N 0 , k ∈ Z. Note that the second index k := m − n encodes the numbers of the NE/SW diagonals instead of the horizontal rows. 
Theorem 4 (Laguerre grid) The Laguerre grid is a well defined SIE grid. The various circuit endomorphisms U nk → U nk act as scalars as follows
The double arrow symbolizes the narrow circuit endomorphisms in the direction as stated. The triangle symbols △ denote the various triangle circuit endomorphisms, the square symbols denote the square circuit endomorphisms in clockwise and counterclockwise direction, respectively.
Proof (1) The horizontal narrow circuit endomorphisms in East and West direction are:
When choosing the number sequence α nk = n, we find that the ladder commutator condition (7) in Lemma 3 is fulfilled, 
with ker H nk = eig(A ⊏ nk , α nk ) are well defined. Because of
we see that the even more restricted horizontal SIE subladders 
are well defined.
(2) Because of 
are well defined. The vertical circuit endomorphisms on U nk are
This shows that (14) is an SIE subladder.
(3) The Northeast arrow in (9) is well defined. Starting at U nk , then going East and North yields the operator
The Northeast narrow circuit endomorphism on U nk is
All the other statements can be shown in a similar fashion, alternatively one can refer to Lemma 2.
Associated Laguerre polynomials
We have
Within the standard representation V = C ∞ (R) of the Weyl algebra we have ker D = 1 . Thus, for n, k ≥ 0 the spaces U nk = L k n are spanned by the associated Laguerre polynomials
The diagram below shows the (monic) associated Laguerre polynomials in the grid for n = 0, . . . 5 and m = n + k = 0, . . . , 7. Note that all operators are only displayed up to scalar multiples. For clarity we did not draw the diagonal arrows. 
+ XC
When taking into account the norming factors for the Laguerre polynomials the local diagram (9) has to be modified 
The reader might wonder why we did not consider this diagram right from the start. But when including the norm factors the condition (10) on the scalar ladder commutator is not longer fulfilled. This condition is foundational for the whole "Laguerre system".
We can now demonstrate that many of the classical identities for associated Laguerre polynomials can be derived from the diagram (16).
Theorem 5 (Associated Laguerre polynomials) For the associated Laguerre polynomials the following relations hold (i) Three term recurrence relation.
(ii) There are various so called three-point-rules
(iii) Sheffer sequence. The North and West arrows pointing to L k+1 n−1 yield the identity
Within the standard representation we have
Proof (i) See the diagram (16). The two diagonal arrows in Northeast and Southwest direction starting at L k n contain the two equations
Adding up the two equations yields the three term recurrence relation in (i).
(ii) and (iii) were already shown in the theorem.
(iv) For fixed n ∈ N 0 we prove by induction over k ∈ N 0
This operator jumps over |k| steps in Southeast (k ≥ 0) resp. Northwest
The initial case k = 0 is trivial. In order to show the induction step k−1 → k we consider the following chain of operators
The operator on the middle arrow is well defined according to the induction hypothesis. Then on U nk we compute the composition
For k ≤ 0 the reflection is realized by the inverse multiplication operator (−X) k . Inspection of the leading coefficient then shows that
(v) In order to compute L k n ∈ U nk we start at U n+k,−(n+k) (bottom line in the above diagram (15)), go k steps north, then reflect across the main diagonal, altogether
One can figure out the scalar factor by comparison of the leading coefficients.
Within the standard representation the operator
9 The Legendre-Gegenbauer grid
In the Weyl algebra we additionally define the operator
It fulfills the commutator relation
For n, ℓ ∈ R define the (second order differential) Legendre operator
and its kernel
Here we assume that the operators X 2 and R act as injective operators on the given representation space. This is fulfilled for the standard representation of the Weyl algebra on C ∞ (R) or any suitable subspace.
The diagram below shows the local structure of the Legendre-Gegenbauer grid in the Weyl algebra. 
Theorem 6 (Legendre-Gegenbauer grid) The Legendre-Gegenbauer grid is a well defined SIE grid. The various circuit endomorphisms U nℓ → U nℓ act as scalars as follows
When choosing the number sequence α nℓ = n(n + ℓ − 1), we find that the commutator condition (7) in Lemma 3 is fulfilled, 
(2) The vertical narrow circuit endomorphisms in North and South direction are:
Again the difference of the two circuit operators is a scalar. With β nℓ = (n + ℓ − 1)(n + ℓ − 2) we find that the commutator condition (7) in Lemma 3 is fulfilled,
= β n,ℓ+2 − β nℓ . 
R(XD
(3) The diagonal narrow circuit endomorphisms in Southeast and Northwest direction are
Once more the difference of the two circuit operators is a scalar. With η nℓ = n(n + ℓ) we find that the commutator condition (7) in Lemma 3 is fulfilled,
= ℓ − 1 = η n+1,ℓ−2 − η nℓ . 
Lemma 3 implies that the diagonal ladders in the
are well defined SIE subladders.
(4) Note that the Northeast square is commutative.
Then, with steps (1) and (2) we get for the Northeast square endomorphism in counterclockwise direction
[(n + ℓ + 2)X + RD](XD + n + ℓ) = [R(XD − n) + ℓ + 1] (n + 1)(n + ℓ + 2) (XD + n + ℓ) = (n + 1)(n + ℓ)(n + ℓ + 1)(n + ℓ + 2) and in clockwise direction
= (n + 1)(n + ℓ)(n + ℓ + 1)(n + ℓ + 2) (5) The Northwest square on U nℓ is commutative up to scalar factors.
(n + ℓ − 1)(nX − RD)(XD + n + ℓ)
(6) The North Northwest triangle circuit endomorphism acts on U nℓ as follows
We skip all the other calculations, since they can be done in a similar manner or by reference to Lemma 2.
The Legendre-Gegenbauer polynomials
We define
This space generates an SIE subladder (W nk ) of the subladder (U nk ). Within the standard representation V = C ∞ (R) of the Weyl algebra we have ker D = 1 . Thus, for n, k ≥ 0 the spaces W nk are one-dimensional. For n ≥ 0 the one-dimensional spaces W nℓ exactly contain the Legendre-Gegenbauer polynomials 
XD + 12
Now taking into account the norming factors for the Gegenbauer polynomials the local diagram (18) has to be modified
. 
The norm factors were not incorporated in the first Legendre-Gegenbauer diagram (18), because then the scalar commutator conditions (19), (21) and (23) are destroyed. We can read off some of the classical identities for Legendre-Gegenbauer polynomials from the diagram (26).
Theorem 7 (Legendre-Gegenbauer polynomials) For the LegendreGegenbauer polynomials the following relations hold (i) Three term recurrence relation.
(iii) Rodrigues formula. For an index pair (n, ℓ) ∈ N × (2N + 1) the Legendre-Gegenbauer polynomial P ℓ n is given by
Proof (i) By looking at the two horizontal arrows in East and West direction starting at P ℓ n in (26) we get the two equations
Adding up the two equations yields the three term recurrence relation.
(iii) (1) We are going to show the two following equalities and then
(4) We now perform the induction step (n, ℓ) → (n − 1, ℓ + 2). Here we have
So far we have proved the two upper lines in (28) for all n ∈ N, ℓ ∈ 2N + 1.
(5) We prove the third identity in (28), it is
This is an equation between two polynomials, we check it by applying the derivative operator r times for all r = 0, . . . , n
and then comparing the leading coefficient. In fact it is (2n + ℓ − 1)! n! · (n + ℓ − 1 − r)! on both sides. So our claim follows.
The h-Weyl algebra
Now for fixed h = 0 we consider the so called h-Weyl algebra. It is generated as an associative unital C algebra by three operators M, D, X with the four relations
It is not hard to derive the following additional relation
The h-Weyl algebra has two particular representations. The first one, called diff representation is on a space of functions (or appropriate subspace) with a discrete variable
The symbols M (mix), D (difference) and X arise from this difference operator representation. The second representation, called trig representation, is related to the first one by Fourier transform and Pontryagin duality. The h-Weyl algebra acts on smooth functions on a circle with radius
hperiodic functions on R) (or appropriate subspace)
For M = I and h = 0 the h-Weyl algebra reduces to the original Weyl algebra. The two representations reduce to the standard representation of the Weyl algebra.
The Binomial grid
From now on we will only consider the h-Weyl algebra with h = 1. We define the following operators
and note some relations
= 0
Define for n, m ∈ Z the (second order difference) binomials operators 
Proof (1) The horizontal narrow circuit endomorphisms are
When choosing the number sequence α nm = n, we find that the commutator condition (7) in Lemma 3 is fulfilled, 
in the binomial grid (38) are well defined SIE subladders. Within the diff representation (31) the operator M is the discrete heat distribution operator. So the above ladder can be called the Heat ladder.
(2) The vertical circuit endomorphisms in North and South direction are:
The difference of the two circuit endomorphisms is again a scalar,
where β nm = m. Lemma 3 again implies that the vertical ladders 
in the binomial grid (38) are well defined.
(3) We use (33), (34) and steps (1) and (2) in order to compute the Northeast square circuit endomorphism on U nm in counterclockwise and clockwise direction
The proof is finished.
The Binomials
The relations
This subspace of U 00 generates an SIE subrepresentation (W nm ) of the grid (U nm ) by
Within the trigonometric representation (32) we have W 00 = ker X = 1 , where 1 is the constant-1 function on S. So the subrepresentation (W nm ) is given by
Within the Diff representation (31) we have W 00 = ker X = δ 0 , where δ z is the "Kronecker Delta" function on Z. There are some interesting identities for operators appearing in this subrepresentation (W nm ) of the binomial grid. Then the statement of the theorem follows directly with the relation (36):
