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Abstract
We are interested in how ideas from document clustering can be used to improve the retrieval accuracy of
ranked lists in interactive systems. In particular, we are interested in ways to evaluate the eectiveness of
such systems to decide how they might best be constructed. In this study, we construct and evaluate systems
that present the user with ranked lists and a visualization of inter-document similarities. We first carry out a
user study to evaluate the clustering/ranked list combination on instance-oriented retrieval, the task of the
TREC-6 Interactive Track. We find that although users generally prefer the combination, they are not able
to use it to improve eectiveness. In the second half of this study, we develop and evaluate an approach that
more directly combines the ranked list with information from inter-document similarities. Using the TREC
collections and relevance judgments, we show that it is possible to realize substantial improvements in
eectiveness by doing so, and that although users can use the combined information eectively, the system
can provide hints that substantially improve on the user’s solo eort. The resulting approach shares much
in common with an interactive application of incremental relevance feedback. Throughout this study, we
illustrate our work using two prototype systems constructed for these evaluations. The first, AspInQuery, is
a classic information retrieval system augmented with a specialized tool for recording information about
instances of relevance. The other system, Lighthouse, is a Web-based application that combines a ranked
list with a portrayal of inter-document similarity. Lighthouse can work with collections such as TREC, as
well as the results of Web search engines. Ó 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Most information retrieval (IR) systems rank the documents in a collection according to how
likely they are to satisfy the query. The documents are presented in that order, in what is called a
ranked list. The higher in the ranked list a document is (i.e., the lower the rank number assigned to
the document), the more the system expects that document is likely to be relevant to the query.
The goal of much research in IR is to improve the quality of the ranked list, i.e., to modify the
system such that relevant documents appear higher in the ranked list and non-relevant documents
are ‘‘pushed’’ further down.
The problem with ranked lists is that the relevant documents are often not at the top of the
ranked list. Even when a system is particularly accurate, there might be a few relevant documents
highly ranked, with the rest substantially further down in the ranking. Finding the rest of the
relevant documents requires wading through many that are non-relevant. In some situations this
problem is not important, but it is particularly acute in cases where users want broad coverage of
a topic.
Another technique that some IR systems use to help users find relevant documents is clustering.
In this case, the system starts with a set of documents and every document is compared to every
other document, resulting in pairwise similarities. Documents that are suciently similar to each
other are grouped together into clusters. These clusters can be used in several ways: the clusters
might be compared to the query and presented in a ranked list, or the cluster containing a high-
ranked document might be highlighted in case the user is interested.
The advantage of clustering is that it brings highly similar documents together, and it is well
known that those documents are likely to be relevant to similar queries. The disadvantage is that
‘‘highly similar’’ is dicult to define. Setting a threshold for what should and what should not be
in a cluster is very dicult. As a result, clusters are likely to be either useful but very small, or else
larger and too scattered to be useful.
In this study, we are interested in evaluating eorts to combine clustering with the traditional
ranked list. We will do that by creating systems that present the user with a ranked list as well as a
visualization of the way that documents cluster. To avoid the cluster threshold problem, we will
place the documents in a visualization that illustrates their similarity to each other, without
making explicit choices about where the cluster begins or ends. We will allow the users to make
that choice.
Our interactive system evaluations will be carried out using TREC data. We show in this study
how the judgments from TREC can be used in two dierent ways. The first and most obvious is
the user study that carefully monitors several users attempting a task using variants on the same
system. Unfortunately, much work of this nature has had inconclusive results (Veerasamy &
Belkin, 1996; Lagergren & Over, 1998): it is very dicult to craft a meaningful user study that
shows significant dierences between two systems. 2 For that reason, we will also show how the
TREC relevance judgments can be used in a batch-oriented way to find eective interactive search
2 User studies can also be used to study the process by which searchers find information, and not just to decide
whether a system is eective. When we disparage the results of interactive systems, we refer only to the issue of
eectiveness and not to whether interesting data about user processes were discovered.
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strategies that can be integrated into a system. We are using TREC data in dierent ways to
achieve the same goal: improving the eectiveness of interactive systems.
More specifically, we make two eorts to address the question of system value. First, we
construct a system (AspInQuery) designed to help a user with a specific retrieval task. We evaluate
the eectiveness of combining a ranked list with clustering by monitoring users on two versions of
the system: one with and one without the visualization. We will show that although there is some
indication that the visualization helps the user, the results are not statistically significant, and no
solid conclusion can be drawn.
In the second part of this study, we build a new system (Lighthouse) that adds an inter-
document similarity visualization to the ranked list. In this portion, we use the TREC collections
and relevance judgments to evaluate the ability of a system to use the information in the visu-
alization to improve the ordering of documents in a ranked list. We show that this re-ranking
operates much like interactive relevance feedback, and that it aords substantial improvement in
retrieval eectiveness. Because this portion of the study is a laboratory evaluation and not a user
study, it is possible to process substantially more queries and draw statistically significant con-
clusions.
This paper proceeds as follows. In the next section, we will discuss the component tech-
niques used in our systems. In Section 3 we will discuss the user evaluation that was done
with AspInQuery as part of TREC. Section 4 describes the use of TREC corpora to evaluate
the Lighthouse system intended for interactive use. We discuss related and prior work in
Section 5, future directions for this work in Section 6, and then draw overall conclusions in
Section 7.
2. Retrieval components
The work in this study used two systems for its research. The first, called AspInQuery, was a
system specifically designed to address instance-oriented retrieval (explained below). That system
included a ranked list, a visualization of inter-document similarity, and a ‘‘smart piece of paper’’
called an aspect window for recording instance information. The second system, called Light-
house, is targeted toward more general purpose IR searching. It includes the ranked list and
visualization only. This section discusses the method of generating ranked lists, how inter-doc-
ument similarity is visualized, and what an aspect window is.
2.1. Ranked lists
Document ranking in both systems is done using InQuery (Allan et al., 1998). Although In-
Query allows a query to be specified using a variety of combination of evidence operators, in this
work queries are always a list of words, each of which contributes equally to the belief that a
document is relevant to an information need. To calculate the belief that a document is relevant, a
belief is determined for each word in the query and then those beliefs are averaged. The weight of
the ith term in the vocabulary, wi, is computed using the InQuery weighting formula, which uses
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Okapi’s tf score (Robertson, Walker, Jones, Hancock-Beaulieu, & Gatford, 1995) and InQuery’s
normalized idf score:
wi  0:4 0:6  tftf  0:5 1:5doclen=avgdoclen 
logN  0:5=docf 
logN  1 : 1
Here, tf is the number of times the term occurs in the document, docf the number of doc-
uments the term occurs in, doclen the number of terms in the document, avgdoclen the av-
erage number of terms per document in the collection, and N is the number of documents in
the collection.
Every document in the collection is assigned a score in this way. Documents are then presented
in descending order of belief score.
2.2. Inter-document similarity
To determine inter-document similarity, we use a vector-space approach where each document
is represented by a vector of term weights V . Here, the weight of an individual term, vi, is the same
as wi without the 0.4 and 0.6 scaling (i.e., wi  0:4 0:6  vi), making the weighting more con-
sistent with other vector space systems. The dissimilarity between a pair of documents is measured
by the secant of the angle between the corresponding vectors (i.e., 1= cos h). That value is the
inverted measure of similarity between documents that is widely used in the vector-space model
(Salton, 1989).
Given the dissimilarity (or similarity) between documents, a clustering system would choose
which documents to group. In our systems, however, we merely wish to portray the relations
between the documents. Note that the document vectors exist in a high-dimensional vector space
(there is one dimension for every unique word in the corpus). In general, we cannot accurately
portray n-dimensional objects in two or three dimensions.
A set of techniques under the generic name of Multidimensional Scaling (MDS) has been
developed to present high-dimensional objects in just a few dimensions (Borg & Lingoes, 1987).
An MDS algorithm accepts a matrix of inter-object dissimilarities and attempts to create a set of
points in a Euclidean space such that the distances between the points as closely as possible
correspond to the dissimilarities between original objects. A number of such algorithms exist; for
our work we have selected an approach called spring-embedding. Our choice was motivated by
the graph-drawing heritage of spring-embedding (Fruchterman & Reingold, 1991; Swan & Allan,
1998) – it is supposed to generate eye-pleasing pictures – and the availability of the source code.
The spring-embedding algorithm models document vectors as objects in two or three-dimen-
sional visualization space. It is assumed that the objects repel each other with a constant force.
They are connected with springs and the strength of each spring is inversely proportional to the
1= cos dissimilarity between the corresponding document vectors. This ‘‘mechanical’’ model be-
gins from a random arrangement of objects and due to existing tension forces in the springs,
oscillates until it reaches a state with ‘‘minimum energy’’ – when the constraints imposed on the
object placements by the springs are considered to be the most satisfied. The result of the algo-
rithm is a set of points in space, where each point represents a document and the inter-point
distances closely mimic the inter-document dissimilarity. Fig. 1 gives an example of 50 documents
‘‘spring-embedded’’ in two and three dimensions.
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2.3. Aspect window
The aspect window portion of our system (used only in AspInQuery) addresses a task-specific
problem: given a query, find documents that cover as many instances (aspects) of relevance as
possible. 3 For example, in a query about ferry sinkings in the news, the task was to find a list of
all ferries that sank, not to find all documents about ferry sinkings. (Section 3.1.1 details how this
task was defined in our work.)
With a basic IR system, an analyst may be able to find the documents containing various
instances, but he or she has to use another window or a piece of paper to keep track of what
has been found already. We implemented an ‘‘aspect window’’ tool to help with this task. The
idea is to provide an area where documents on a particular instance can be stored. To help label
the information, statistical analysis of word and phrase occurrences is used to decide what terms
and phrases are most distinctive about a document or set of documents in an instance. In
addition, we provided an area for the user to manually assign additional keywords or labels if
needed.
Each area of the aspect window has a colored border, a text field at the top for entering a
descriptive label, and an automatically generated list of the five noun phrases that most distin-
guish the group of documents assigned to this instance from the remainder of the collection. Fig. 2
shows an example of the aspect window. The system shows two groups of documents (two in-
stances) already identified and a third area waiting for the next instance. The first instance con-
tains one document that the user entered into the instance by dragging from the ranked list display
3 In TREC-6, the task was referred to as ‘‘aspect retrieval’’. Since then, the terminology has shifted to refer to
instances of relevance rather than aspects. That shift explains the name of the system – ‘‘AspInQuery’’ – as well as the
name of its window.
Fig. 1. A set of 50 documents visualized in both two and three dimensions. The visualization is created by spring-
embedding the 50 documents based upon their similarities in a high-dimensional space.
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into the instance’s document list. The system then analyzed the selected document and found five
phrases that describe the instance; the analyst manually added ‘‘velnacrine’’.
Although the aspect window is an integral part of AspInQuery, and is critical in the interactive
evaluation discussed next, we did not evaluate its eectiveness directly. The focus of this work is
on the other two components of our systems: ranked lists and visualizations of inter-document
similarity.
3. Interactive evaluation
In this major part of the study we use the TREC relevance judgments and environment to
evaluate the eectiveness of a three-dimensional (3-D) visualization of inter-document similarity.
This work was driven by the TREC-6 Interactive Track (Voorhees & Harman, 1998; Swan &
Allan, 1998), an evaluation of ‘‘instance oriented information retrieval’’, wherein users are tasked
with identifying documents relevant to as many ‘‘instances’’ of a query as they can. The structure
of our experiments was determined to a large extent by the TREC-6 guidelines.
In this task, the final output of the searches is not just a list of relevant documents, but is
instead a list of relevant instances, where a document may contain information about multiple
instances, and several documents may relate to the same instance – the output is an overlapping
non-hierarchical clustering of relevant documents, and the interesting information is the clusters,
not the documents. While the task design did not specifically call for the saved documents to be
Fig. 2. The Aspect window.
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clustered in that way (it only required retrieving documents covering as many instances as pos-
sible), we felt that building a system that assisted in that clustering was valuable. For that purpose,
we built the aspect window (discussed previously).
Because of our interests in task-targeted interactive systems, we chose to build and evaluate a
system that was designed specifically to aid a user with instance retrieval. We constructed the
AspInQuery system for the instance retrieval task without any visualization. A second version,
called AspInQuery Plus below, includes the visualization. Our goal was to compare user per-
formance with and without the visualization so that we could conclude whether or not it was
helpful.
We were interested in the 3-D visualization because we hypothesized that it might help identify
documents discussing the same instance – that is, documents about the same instance would be
likely to be highly similar. If true, the 3-D display would provide the user with information about
whether a document is worth investigating further, helping the user to sort through documents
more quickly. In AspInQuery Plus, documents in the 3-D window are persistent between multiple
queries issued for the same task: when new documents are retrieved they are colored light blue
(light purple when read) and are placed in the 3-D window by the forces exerted from already
placed documents. An analyst who is under time pressure could use the 3-D display to decide that
the unjudged document near that instance is probably on the same instance and so not worth
examining. A retrieved document that is far from all already-marked instances is more likely to be
useful.
We also used a NIST-supplied control system called ZPRISE. The general design of the TREC-
6 Interactive Track called for all systems to be compared via this common control, in the hope
that it would be possible to compare all participating systems without doing pairwise compari-
sons. The ZPRISE system was a simple search engine without any visualization of inter-document
similarity and without an aspect window.
3.1. User study evaluation
Our goal in the user study was to determine whether AspInQuery Plus provided any advantage
over AspInQuery – that is, whether the 3-D visualization was helpful. We had a total of 24
participants in our user study. They were equally divided between librarians (12 experienced
searchers, all with an MLS degree, 11 of them female) and a more general user population (12
inexperienced searchers, a range of education but mostly undergraduate students, 5 of them fe-
male).
The basic unit for the TREC-6 experimental design was a block, each block having four users.
Each user ran six topics, three with the experimental system, and three with the control system.
Two of the four users did the first three searches with the experimental system, and the other two
users did the first three searches with the control system. Topic order was held constant. This
Latin square design allows blocking on both topics and users, and the average of the diagonals
gives an estimate of system-specific dierences. All groups participating in the TREC-6 Interactive
Track used this experimental design, which is described in greater detail by Lagergren and Over
(1998). We ran three groups, each composed of two blocks, one block of general users and one
block of librarians. This design allowed us to block on experienced/novice users in our assessment
of the systems. Group (1) used AspInQuery and ZPRISE while Group (2) used AspInQuery Plus
J. Allan et al. / Information Processing and Management 37 (2001) 435–458 441
and ZPRISE. Those groups allowed comparison via the control system (ZPRISE) and repre-
sented our ocial participation in TREC-6. In theory, we could compare AspInQuery to As-
pInQuery Plus via the control. After TREC-6, we ran the study with an additional set of users:
Group (3) used AspInQuery and AspInQuery Plus, allowing those systems to be compared di-
rectly. The breakdown into three groups allowed us to participate in the TREC-6 Interactive
Track to evaluate system eectiveness, but also allowed us to examine the eect of AspInQuery
Plus more accurately.
Before the searches, each participant filled out a questionnaire to determine age, education,
gender and computer experience, and two psychometric tests (Ekstrom, French, Harman, &
Dermen, 1976), a test of verbal fluency (Controlled Associations, test FA-1) and a test for
structural visualization (Paper Folding, test VZ-2). We gave each participant a piece of scratch
paper before each search, and a short questionnaire after each. Each search had a 20 min time
limit, and the participant was instructed to stop the search if they had not finished in 20 min. After
all the searches were finished the participant was given a final questionnaire, and then ‘‘de-
briefed’’. The study was conducted single blind: the participants were not told until the debriefing
which system was the control and which was the experimental system.
3.1.1. Data set and measures
The corpus used was newspaper articles from the Financial Times, 1991–1994, an approxi-
mately 200,000 article subset of the TREC collection. Six topics were selected by NIST from
previous TREC experiments. The documents marked relevant by users were sent to NIST where
they were combined with the saved documents from other sites participating in the Interactive
Track. The assessors read the documents and developed a list of instances for each topic (e.g., the
list of dierent ferries that sank) and a mapping between each saved document and the instance(s)
covered, if any. From this, scores of instance precision and instance recall were obtained for each
run. Instance precision is the proportion of the saved documents that contained at least one in-
stance. Instance recall is the proportion of identified instances that are covered by the saved
documents. Note that instance-oriented IR does not entail finding all the documents that mention
a topic, as normal IR does, but is instead concerned with finding a set of documents that contains
all the relevant information about the topic represented in the corpus.
The resulting TREC judgments allow us to evaluate the eectiveness of our interactive systems,
so that we can compare them to see which is more eective. If users consistently do better with one
system than another, we can conclude that one is more eective. Ideally, the instance judgments
will allow repeated trials of numerous systems, so that we can converge upon the best possible
result.
3.2. Results
Our participation in the TREC-6 Interactive Track (Swan & Allan, 1998) was intended to
address several questions. In this study we only consider issues related to use of the 3-D window.
One of those hypotheses was that better spatial reasoning ability would make it more likely that
users would use the 3-D window. However, we found no significant evidence to support that idea.
The best predictor of who will use an interface element was prior experience with similar elements,
not spatial ability.
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3.2.1. Indirect comparison
To determine the eectiveness of the two experimental systems we performed ANOVA on group
1 (AspInQuery and ZPRISE) and again on group 2 (AspInQuery Plus and ZPRISE). We treated
topic, searcher, and system as factors and precision, recall, and time as dependent variables. We
performed the ANOVA with all interactions and found no significant interactions, so we used a
main eects model. Topic was the most significant predictor of recall, precision, and time taken.
This is not surprising as it is well known that topic diculty has a strong influence on IR results.
Fortunately the topic eects were quite consistent, and the Latin squares design allowed it to be
subtracted out. Without blocking on topics, topic eects would have hidden smaller eects.
User dierences were the next most important factor after topic dierences. Instance recall and
elapsed time were both heavily influenced by the searcher. Once again blocking on individual
dierences is required in order to find system level dierences.
System eects were smaller than either topic or user eects, aecting fewer dependent variables
and showing far less significance for the variables aected. Notable system dierences are reported
in the first two columns of Table 1. Specifically, that ZPRISE outperformed AspInQuery whereas
AspInQuery Plus outperformed ZPRISE.
The design of the TREC experiment was intended to allow comparisons between dierent
systems by comparing those systems with a common control. We designed our two systems to be
identical except for the presence of an additional window in AspInQuery Plus. We felt that if there
were a strong dierence in eectiveness between the two systems we would know that it was
caused by the additional window. If use of a common control allows us to accurately measure
system caused dierences, we can combine the data for the two groups and perform ANOVA.
Significance testing using Tukey’s Studentized Range Test shows a dierence between AspIn-
Query Plus and AspInQuery at the 0.03 confidence level, with a ranking of the systems AspIn-
Query Plus is better than ZPRISE which is better than AspInQuery, and with AspInQuery Plus
outperforming AspInQuery in average recall by 0.15, equivalent to finding an additional three
instances out of 20. Since the 3-D window was intended as a recall enhancing device we were
encouraged by this result.
We appeared to have shown that the 3-D visualization is helpful. However, the comparison was
made via a third control system. How reliable is that indirect comparison?
3.2.2. Direct comparison
In order to confirm our result, and to verify the assumption that dierent systems could be
indirectly compared by comparing them with a common control, we compared the two systems
Table 1
Pairwise comparison of three systems, measured by instance recalla
Ranking Dierence Significance
AIÿ ZPRISE ZP > AI 0.0867 P < 0:04
AIÿZPRISE AI > ZP 0.0616 P  0:06
AIÿAI (via control) AI > AI 0.1500 P < 0:03
a The ‘‘Dierence’’ column reflects the average dierence in the instance recall scores for the better system over the
worse. The comparison of AspInQuery and AspInQuery Plus is indirect via the control system, ZPRISE.
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directly in group 3. The ANOVA comparison showed no dierence between the two systems in
eectiveness. Fig. 3 shows the 95% confidence intervals for the dierence in mean recall as de-
termined by comparison through the control, and direct comparison. There is no overlap between
the two confidence intervals. The indirect comparison (as conceived of for TREC-6) was not a
reliable method for identifying which systems were more eective.
System level dierences are small compared to dierences caused by topics or by users. Ideally,
to measure system eects we should hold both topic and user constant across tests. Due to
learning eects this is not feasible, and users cannot run the same topic more than once. New users
are required for each test, and dierences between the sets of users can aect the results. The
design of the Interactive Track experiment calls for the use of a common control, the same six
topics presented in the same order, and a common Latin Square design to allow indirect com-
parisons of systems between sites (Lagergren & Over, 1998). However, the design only requires
four users per system. Small sample sizes can aect experiments in several ways. The most obvious
and expected is a reduction in the power of the test – large dierences between systems are re-
quired in order to obtain statistically significant results. Another problem that can occur with
small sample sizes, especially with human subjects, is the possibility of getting highly coherent
samples of subjects that are not representative of the population as a whole.
3.2.3. Interference from traits
We recruited all our groups the same way, and balanced the distribution of experienced and
novice users, but we made no attempt to balance the groups on other traits. We analyzed the
characteristics recorded for the dierent groups of users to see if there were any traits where the
groups diered radically. Fig. 4 shows the score for Spatial Ability (VZ-2) for the three groups.
This distribution of VZ-2 scores for groups one and two has a t-value of 3.707 (P < 0:01).
Fig. 5 shows the dierence in mean instance recall between the experimental systems and
ZPRISE, plotted against VZ-2 (instance recall scores were normalized for each topic to have zero
mean and unit variance to remove topic eects). Only two of the eight members of group 1 did
better with the experimental system, and only one member of group 2 did worse. Also, only one
member of group 1 scored above 11 on VZ-2, and only one member of group 2 scored below that.
Fig. 3. 95% Confidence intervals for dierence between AspInQuery Plus and AspInQuery recall.
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The dierence between systems correlates with score on VZ-2, though not as strongly as it does
with group number, with users scoring below 11 doing better with the experimental system 3 out
of 8 times, as opposed to users scoring above 11 doing better 5 out of 7 times (with one user doing
equally well with both systems).
Not only are there large dierences between the two groups in VZ-2 score, there are also very
small dierences within each group. A likely explanation for the dierent results of the two
comparisons (via control vs. direct) is that our two systems are essentially identical and both of
our systems require high visual skills to be eective. The dierence in response that we saw is
caused by the large dierence in average spatial skills between groups, but the dierences within
groups are too small for the interaction eects to be noticeable.
We had expected to find that users with high spatial skills would find the system with the 3-D
window more usable, but we had not expected that result for the basic system. In hindsight, we
note that the basic system required the use of ‘‘drag and drop’’ to save documents, and explicitly
Fig. 4. Distribution of spatial ability across groups. Group 3 (at the top) compared AspInQuery to AspInQuery Plus;
group 2 compared AspInQuery Plus to ZPRISE; and group 1 (bottom) compared AspInQuery to ZPRISE.
Fig. 5. Dierence in experimental/control instance recall and spatial ability. Group 2 compared AspInQuery Plus to
ZPRISE; and group 1 (bottom) compared AspInQuery to ZPRISE.
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used a spatial metaphor, where relevant documents had to be dragged to a dierent window to be
saved. This metaphor may be awkward or counterintuitive for users who do not have strong
spatial skills. Alternatively, there may be another trait that happens to cluster with spatial ability
that explains the dierence.
3.3. Summary and implications
In our TREC-6 Interactive Track work, we explored the value of a 3-D visualization of doc-
ument relatedness. We did that by comparing a system with and without the visualization. Be-
cause the evaluation was done in the text of the TREC Interactive Track, we did a comparison of
the two systems indirectly via a control system (ZPRISE). This approach showed an advantage to
using the visualization.
We also extended the TREC Interactive Track to include a direct comparison of our two
systems. In that case, we found that there was no significant advantage to using the visualization.
Instead, we found evidence to suggest that existing spatial reasoning ability accounted for the
dierence in user performance in the indirect comparison.
We were puzzled by these results because we had seen numerous examples during development
where the visualization clearly provided useful information. Unfortunately, the user study model
of the TREC-6 Interactive Track does not appear to be a good vehicle for exploring this question.
The cross-system eects are small and dicult to tease out when combined with topic and searcher
eects. For that reason, we decided to try more batch-oriented evaluation of a system that
combines the ranked list and visualization. Our hope is that we can find a dierent way of using
TREC data to evaluate interactive systems.
4. O-line evaluation
Our goal is to find eective ways for searchers to use a visualization of inter-document simi-
larities (such as the spring embedded portrayal). Our experience indicates such an interface has
value, but we hypothesize that the interactive user study described above (like others Veerasamy
& Belkin, 1996; Lagergren & Over, 1998) did not have sucient power to detect the dierence
because the improvements are obscured by other variations between users and systems. That is,
the huge number of possible dierences between systems, compounded by variation between users
and topics, makes it extremely dicult to isolate eectiveness improvements.
In this, the second major portion of this study, we show how TREC relevance judgments can be
used in a batch setting to evaluate the eectiveness of combining two result presentation tech-
niques. Specifically, we will describe an underlying algorithm used by the Lighthouse system and
evaluate its eectiveness at finding relevant documents. Lighthouse accepts a user’s query and
presents the top ranked documents (usually 50) from a selected collection or the Web. In addition,
Lighthouse calculates inter-document similarities and visualizes their relationships using the
spring embedding algorithm described in Section 2.2. We will show that if the user uses the ranked
list to find some relevant material, and then switches to the visualization, he or she will find the
relevant documents faster than using either the list alone, with or without relevance feedback. The
approach is described in more detail below.
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An important aspect of this work is that the recommended algorithm that a user should follow
was developed through batch experiments using TREC relevance judgments. By training and
testing the system using the judgments as if they were entered in an interactive setting, we were
able to build and tune a system that provides demonstrably increased retrieval eectiveness. This
same process would have required hundreds of users in numerous expensive studies if it had been
carried out more traditionally.
4.1. Merging ranks and relatedness
Bookstein (1983) argues that information retrieval should be envisioned as a process, in which
the user is examining the retrieved documents in sequence and the system can and should gather
feedback to adjust the retrieval. We can adopt that notion while looking at ordering of retrieval
results by combining the ranked list and visualization.
For example, when using a simple ranked list, the documents are ordered by probability of
being relevant, the user starts at the top of the ranked list and proceeds down the list examining
the documents one-by-one. In that case, any feedback information is ignored.
An interactive relevance feedback approach defines another document ordering, though it
starts similarly: the documents are ordered by probability of being relevant, and the user begins at
the top and examines the documents until the first relevant document is found. That document is
used to modify the query, the unexamined documents are reordered by a new probability of being
relevant to the new query, and the process continues. Here, the user feedback is combined with the
ranked list to create an improved system.
Ultimately the way a system is used to find documents defines an ordering of the documents – a
ranking. Because the word ranking is closely associated with the original ranked list, we will call
this process and the resulting order in which documents are supposed to be examined a search
strategy. We have already defined the ranked list search strategy and the interactive relevance
feedback search strategy. The search strategy for clustering could be something like: ‘‘Select the
best cluster. Pick a document from that cluster and examine it. If the document is relevant, ex-
amine the rest of the cluster, otherwise pick another cluster’’.
A search strategy defines an ordering of the documents, so given a set of documents and rel-
evance judgments two search strategies can be compared using well-known evaluation measures
for the ranked list such as recall and precision (Voorhees & Harman, 1998). In the remainder of
this section, we describe and evaluate a strategy that combines a ranked list and a visualization.
We will then evaluate its benefit over simpler approaches. Our goal is to determine whether there
is value in the combination.
4.2. The Lighthouse strategy
Consider the following interactive search strategy. At the beginning, we start with the docu-
ment that is the most similar to the query. Thus, we order the documents by probability of being
relevant and follow this ordering until we find the first relevant document. We then switch to the
inter-document similarity visualization. From that point forward, the searcher is presented with
the unexamined document that is closest to the average known-relevant document. Fig. 6
illustrates how the algorithm moves through and selects from the set of documents. There the
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document vectors are shown as disks: the black disks indicate relevant documents, the white are
non-relevant, and the gray are unexamined documents. The first known relevant document is the
disk with the cross in the center. The cross indicates the current center of the relevant document
cluster and the big circle, its boundaries. We show three separate snapshots of the cluster-growing
process starting from the leftmost picture. The closest document to the center of the cluster is non-
relevant (a white disk); it is ignored and the next disk is considered. It corresponds to a relevant
document (a black disk), so it is included into the cluster and the cluster center is adjusted – the
cross shifts in the second snapshot; the gray cross indicates the old position of the cluster center.
The process continues until all documents are examined.
This approach resembles an interactive relevance feedback procedure. However, we use only
the information that is available after the first retrieval session and we do not require any query
modifications and repetitive usage of the retrieval system. Our system that uses this approach is
called Lighthouse.
In the next section, we use the TREC relevance judgments to explore whether the described
strategy is eective in comparison to other approaches. We also consider whether it helps to
choose the next document based on proximity in 2-D, 3-D, or in the full number of dimensions
needed to represent the vectors (D-D).
4.3. Experiments
For our experiments we used TREC ad-hoc queries with their corresponding collections and
the relevance judgments supplied by NIST accessors (Voorhees & Harman, 1997). Specifically,
TREC topics 251–300 and 301–350 were converted into queries and ran against the documents in
TREC volumes 2 and 4 and against the documents in TREC volumes 4 and 5 correspondingly.
For each TREC topic we have created four types of queries that varied in size and complexity:
(1) a query constructed by extensive analysis and expansion (Allan et al., 1997); (2) the description
field of the topic; (3) the title of the topic; and (4) a query constructed from the title by expanding
it using Local Context Analysis (LCA) (Xu & Croft, 1996). A query of the last type has size and
complexity between the corresponding queries of the first and second types. That way we had
eight dierent data sets, each containing the results of 50 queries.
Our assumption is that during a typical retrieval session a user does not generally look beyond
the first screen showing the retrieved material – that is approximately equivalent to 10 retrieved
Fig. 6. Three consecutive snapshots of the cluster-growing phase of our search strategy. We start from the document
with an ‘‘X’’ inside and look for the rest of relevant documents. We show the state as the first, second, and third relevant
documents are discovered. The white disks represent the known non-relevant documents, the black disks are the known
relevant, and the gray disks are the unknown documents.
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documents. Thus, we are interested in analyzing just the top portion of the ranked list. For each
query we selected the 50 highest ranked documents.
The first question was to compare our search strategy with the search strategies for the ranked
list and for interactive relevance feedback. The interactive relevance feedback is performed in the
following way. We start from the top of the ranked list. Each time a new relevant document is
discovered (by looking at the TREC judgments), we take all the examined documents and use
them to modify the weights in the original query. Additionally, the query is expanded by adding
the 10 highest ranked terms from the examined documents (Allan, 1996). Note that this procedure
takes into account both relevant and non-relevant documents. The unexamined documents in the
set are re-ranked using the new query and we continue down the list.
4.4. Results
We measured performance of the ranked list, relevance feedback and the combination of the
ranked list and clustering (Lighthouse) on the 50 highest ranked documents for 100 queries of four
dierent types. We adopted average precision as the main evaluation statistic. The order of
documents in each search strategy is the same starting from the top of the ranked list to the first
relevant document. As we are interested in examining the dierence in our approaches, we
compute the average precision for the part of the document ordering that is dierent for each
search strategy – using only the documents that were originally ranked below the first relevant
document. Note that a document set that has zero or one relevant document will have precision of
zero. The first two columns in Table 2 show the average precision numbers for two hypothetical
search strategies: one randomly distributes relevant documents among non-relevant (‘‘random’’)
and the other ranks all relevant documents above all non-relevant (‘‘best’’). The worst case
performance – when all non-relevant documents are examined before any of the relevant ones –
corresponds to the average precision of 14.7 and is always at least 40% worse than the random
performance. These numbers provide a scale for our performance results.
Table 2
Performance of the search strategies for the ranked list (RL), interactive relevance feedback (RF), and Lighthouse, the
combination of the ranked and clustering RL CLa
Total average RL RF RL CL (Lighthouse)
Random Best Original D-D 2-D 3-D
24.5 83.0 39.1 46.0 48.4 46.7 48.0
Improvement over RL (17.6%) (23.3%) (19.0%) (22.3%)
Improvement over RF (4.8%) (1.1%) (4.0%)
Improvement over D-D ()4.0%) ()1.0%)
improvement over 2-D (2.8%)
a Average precision numbers, percent improvement over the simple ranked list (the first line in each row), and percent
improvement over the relevance feedback (the second line in each row) are shown. Besides the actual ranked list quality
as generated by InQuery (‘‘original’’) we show two hypothetical cases: ‘‘random’’ – the relevant documents are equally
distributed in the list and ‘‘best’’ – all the relevant are positioned before all non-relevant. Three dierent cases of the
search strategy for the Lighthouse combination are considered: one in the original document vector space (D-D),
another in 2-dimensional space (2-D), and another in 3-dimensional space (3-D).
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4.4.1. Combination vs. ranked list alone
Table 2 shows that our Lighthouse search strategy outperforms the ranked list. We observed a
23.3% increase in precision across dierent query complexities and sizes. The dierence is sta-
tistically significant by two-tailed t-test with P < 0:05. Our search strategy also outperforms the
traditional relevance feedback approach by a small margin (4.8%). However, that dierence is not
generally statistically significant.
This result means that we have demonstrated there is value in the inter-document similarity
information. In the sense that the visualization is derived from those similarities, and that it di-
rectly reflects the way we are using those similarities, we have also shown value in the visual-
ization. It is possible to imagine Lighthouse being used without the visualization. For example, it
might highlight the next document in a ranked list that should be considered, or it might reorder
the list after every judgment (though Aalbersberg, 1992 claims that such abrupt changes in the
document order are undesirable and should be avoided). However, users prefer systems that
expose more of the reason for their actions (Koenemann & Belkin, 1996), perhaps because it gives
them a greater sense of control (Shneiderman, Byrd, & Croft, 1997), suggesting value in visual-
ization that guides the user to the next choice as well as making it visually apparent why that
choice is reasonable.
4.4.2. Eect of fewer dimensions
The document vectors occupy a very high-dimensional space where the number of dimensions
is equal to the vocabulary size of the retrieved set. When the documents are visualized with the
spring-embedding algorithm, some of the documents may be shown nearby when they are
actually unrelated because of the constraints imposed by fewer number of dimensions. Addi-
tionally, the document dissimilarity cannot be accurately mapped onto Euclidean distance be-
cause it is not a metric: the triangle inequality is not always satisfied for the 1= cos distance
function.
Thus, during the transition from the document vector space to a Euclidean space of a few
dimensions the cluster of relevant documents might lose the intuitive spherical shape and appear
distorted. The spherical shape of the cluster is important as it is supported by the notion of spatial
closeness. If the cluster is distorted – e.g., it has an ellipsoidal shape – we will have to explain why a
particular spatial direction is preferred over another while the choice of the closest object is being
made.
If we ignore the distortions and keep the cluster spherical, we preserve the visualization met-
aphor but we are likely to lose in the performance of the search strategy. To keep the cluster
spherical while running the clustering algorithm we use the Euclidean distance between points in
the visualization instead of 1= cos dissimilarity between the original document vectors.
Thus the second question we investigate in this study is how much of the search strategy quality
we will sacrifice by preserving the consistency of the visualization. Our intuition is that a higher
dimensional visualization will provide more degrees of freedom and therefore it has a better
chance to represent the inter-document relationships accurately than a lower dimensional one. We
expect that the search strategy in a 3-D visualization will exhibit better performance than in 2-D
and the search strategy in the original document-vector space (D-D) will be the best.
Table 2 shows a small drop in precision when the search strategy is moved from the high-di-
mensional document space into a fewer number of dimensions. The drop in precision is less when
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three dimensions are used instead of two and it is almost never statistically significant by two-
tailed t-test with P < 0:05.
The modest loss in eectiveness because of spring-embedding into 2- or 3-D means that the
visualization can be used to select the ‘‘next’’ document. Though we obtain slightly better per-
formance by making the choice in D-D, we sacrifice some ‘‘explainability’’ because of the inac-
curate mapping into fewer dimensions. There appears to be no dierence between 2-D and 3-D, so
that choice is primarily a user opinion.
4.4.3. Users’ performance
We have argued that the reason for including the visualization with the ranked list (rather than
just suggesting the next document) is that it provides more information to a searcher. We won-
dered whether choosing the document ‘‘closest to known relevant documents’’ was something that
users could do from the visualization without system help.
Thus the third question of our study is how eective in locating the relevant information will
the user be when given the spring-embedding visualization of the retrieved set? We believe that the
notion of spatial similarity in the spring-embedding visualization is an intuitive and accurate
metaphor for representing inter-document relationships. We hypothesize that the user’s search
strategy will be similar to ours in both procedure and eectiveness.
We carried out a user study with 20 people (Leuski & Allan, 2000b) and showed that spatial
proximity is an intuitive and well-recognized (by the users) metaphor for similarity between ob-
jects. The users were presented with 50 spheres floating in space. Most of the spheres were painted
in white, there always was one green sphere and possibly several red ones. The users were told that
all spheres are either green or red, and that the white spheres are hiding their true color which can
be revealed by double-clicking the sphere with the mouse. The users were also told that the spheres
of similar color (e.g., green spheres) tend to clump together. We asked the users to locate all green
spheres as quickly as possible and to try to avoid finding the red spheres. Each user had to solve 10
of these problems – five in 2 dimensions and five in 3 dimensions.
We observed that the users’ search strategy tends to follow the model incorporated into our
algorithmic approach. The users were significantly more successful with the visualization than
they would be by following the ranked list (see Table 3). We also observed that our algorithmic
approach outperforms the users. The precision dierence between the users and the algorithm
arises from diculty in precisely identifying the inter-object distances in the visualization. We also
observed that the higher accuracy with which 3-D structure represents the document set is negated
by the heavy cognitive eort that is required from the users to navigate the visualization (Se-
brechts, Cugini, Laskowski, Vasilakis, & Miller, 1999).
4.5. Implications
These results confirm, in the same way that relevance feedback experiments do, that user
feedback can dramatically improve the eectiveness of a ranked list. Unlike most past eorts
(with some recent exceptions (Allan, 1996)) we also show that it is also true when feedback is
incremental – and even if no new documents are retrieved. Further, we have confirmed this
result in a setting where we believe the user will be able to oversee and control the feedback
process.
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The visualization that we use to that eect is a 2- or 3-D approximation of relationships in a
high-dimensional space. Those results show that the dimensionality reduction does not sub-
stantially degrade the inter-document similarity information. As one might expect, 3-D approx-
imation is better than 2-D since it retains one extra degree of freedom to position the documents.
On the other hand, our user experiments have suggested that the extra dimension is of no value to
the users, because of additional cognitive overhead.
5. Prior and related work
Both of the studies described in this paper were possible because of the existing TREC rele-
vance information (Voorhees & Harman, 1998). In this paper we have talked about how that
information can be used in two dierent ways to evaluate interactive systems.
Portions of the work in this paper have been reported on elsewhere. Preliminary analysis of the
TREC-6 interactive study was discussed in the TREC-6 proceedings (Allan et al., 1998). The same
work has also been discussed much more broadly and with substantial focus on statistical sig-
nificance (Swan & Allan, 1998). This paper has provided a dierent view of the work, considering
only the portions related to 3-D interfaces, evaluating that interface with TREC judgments, and
using it as a launching point for the Lighthouse research.
As our work on evaluating interactive information retrieval systems developed, we reported
intermediate results in various venues. Our early eorts (Leuski & Allan, 1998, 2000a) explored
the question of how TREC relevance judgments can be used to create meaningful evaluations of
interactive systems. We showed that they could be combined with a simulated ‘‘search strategy’’ to
find eective information browsing approaches. We presented an in-depth discussion of a
browsing strategy (Leuski & Allan, 2000b) that motivated design choices for the Lighthouse
system described in this paper. In this paper, we have continued and elaborated upon the analysis
in that earlier work. In the next section, we will propose how the ideas can be extended to instance
retrieval.
Multiple document organization approaches have been designed and studied in recent years.
The most widely used method is the ranked list where the documents are ranked by their prob-
Table 3
Users’ performance navigating the visualizations of 10 randomly selected document setsa
RL Algorithm User
2-D 3-D 2-D (v. RL%) Significance 3-D (v. RL%) Significance
(v. Alg. 2-D%) (v. Alg. 3-D%)
(v. Usr. 2-D%)
42.9 59.1 61.4 55.8 (30.1%) P < 5 10ÿ8 53.2 (24.1%) P < 5 10ÿ6
()5.7%) P < 5 10ÿ4 ()13.3%) P < 5 10ÿ12
()4.6%) P < 0:01
a The numbers are averaged across all selected document sets. Average precision numbers, percent improvement over
the ranked list search strategy, percent improvement over the algorithmic search strategy in the corresponding di-
mension, and percent improvement of using 3-D over 2-D are shown. We also show the significance level for each
dierence by two-tailed t-test.
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ability of being relevant: the highest ranked document is the most similar to the query, the second
is slightly less similar, and so on. This ordering is simple, intuitive, and the user is expected to
follow it while examining the retrieved documents. The evaluation methods for this approach are
also well-developed and the ranked list has been shown to perform well under multiple circum-
stances (Voorhees & Harman, 1997, 1998).
The main disadvantage of the ranked list is that once the ordering is defined it cannot be
changed. Thus, a small mistake in the query formulation may result in the relevant material
appearing in the list far away from the top and it is impossible to recover from this situation short
of changing the query and reordering the documents. The relevance feedback procedure does
exactly this: it allows the user to mark the examined documents as relevant, adjusts the original
query to resemble the relevant documents, and uses the modified query to re-rank the documents.
This approach has been shown to dramatically improve performance (Salton & Buckley, 1990).
The use of clustering in Information Retrieval is based on the Cluster Hypothesis: ‘‘closely
associated documents tend to be relevant to the same requests’’ (van Rijsbergen, 1979, p. 45).
Croft (1978) and more recently Hearst and Pedersen (1996), showed that this hypothesis holds in a
retrieved set of documents. A simple corollary of this hypothesis is that if we do a good job at
clustering the retrieved documents, we are likely to separate the relevant and non-relevant doc-
uments into dierent groups. If we can direct the user to the right group of documents, we would
increase his or her chances of finding the interesting information with minimal eort.
A major problem of course is to find the cluster (or clusters) containing relevant documents.
For example, Hearst and Pedersen (1996) suggested having the users select the cluster of relevant
documents based on the textual descriptions of the clusters created automatically by their system.
It is common for information organization to be presented graphically. The documents,
paragraphs, and concepts are usually shown as points or objects in space with their relative po-
sition indicating how closely they are related. Allan (1995, 1997) developed a visualization for
showing the relationship between documents and parts of documents. It arrayed the documents
around an oval and connected them when their similarity was strong enough.
The Vibe system (Dubin, 1995) is a 2-D display that shows how documents relate to each other
in terms of user-selected dimensions. The documents being browsed are placed in the center of a
circle. The user can locate any number of terms inside the circle and along its edge, where they
form ‘‘gravity wells’’ that attract documents depending on the significance of those terms in that
document. The user can shift the location of terms and adjust their weights to better understand
the relationships between the documents.
High-powered graphics workstations and the visual appeal of 3-D graphics have encouraged
eorts to present document relationships in 3-space. The LyberWorld system (Hemmje, Kunkel,
& Willet, 1994) includes an implementation of the Vibe system described above, but presented in
3-space. The user still must select terms, but now the terms are placed on the surface of a sphere
rather than the edge of a circle. The additional dimension should allow the user to see separation
more readily.
The Bead system (Chalmers & Chitson, 1992) uses a graph drawing algorithm called spring-
embedding (the same algorithm is incorporated into the systems in this paper) for placing high-
dimensional objects in a low-dimensional space. The system puts documents in 3-D space, po-
sitioning them according to the inter-document similarity. The Bead research did not investigate
the question of separating relevant and non-relevant documents. The system was designed to
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handle very small documents – bibliographic records represented by human-assigned keywords.
We adopted a similar approach and applied it to complete, full-sized documents in both of our
systems. Additional details of our earlier work are reported elsewhere (Leuski & Allan, 1998,
2000a; Swan & Allan, 1998).
All of this work has focused on developing the power of a ranked list or of a clustering ap-
proach. Our work, in contrast, unites the two approaches in one system and shows how their
respective powers combine to yield an even more eective system. Anick and Vaithyanathan
(1997) also integrated clustering and ranking to facilitate browsing of the retrieval results, but did
not explore the eectiveness. In a recent TREC experiment, Claritech investigated the eectiveness
of clustering presentation against traditional ranked list approach for relevance feedback (Evans,
Huettner, Tong, Jansen, & Bennett, 1999). Their result is somewhat inconclusive – the observed
advantage of the clustering presentation was small and not statistically significant.
6. Future work
Our work on using 2- and 3-D visualizations of document similarity has proceeded through two
stages so far. The first, AspInQuery, was only a marginal success, in that it was very task-specific
and did not result in intuitive conclusions. The Lighthouse eort, however, is demonstrating
results that match intuition and allowing us to better understand the way ranked lists and inter-
document similarities relate. We are interested in moving Lighthouse forward in numerous ways.
For example, we can consider the query as a document, place it in the visualization and initiate
the search strategy from that ‘‘query–document’’ instead of the first relevant document in the
ranked list. It will allow us to remove dependency on the ranked list completely and consider only
the clustering visualization. However, a document–query similarity is almost always much lower
than a document–document similarity (small queries have few words in common with docu-
ments), so the query–document will appear as a sphere that is far away from the rest of the
documents. The positioning error created by the MDS algorithm will be far greater for the query
than for the documents and this error might very well result in a bad selection for the seed
document.
Our study assumes that the retrieved set of documents remains constant. One alternative would
be to apply the relevance information obtained from the user to retrieve more potentially relevant
documents, showing them as new objects ‘‘flying’’ into the visualization similar to the AspInQuery
Plus. We believe that the batch-oriented evaluation approach discussed in this paper can be ex-
tended to accommodate new documents filtering into the set, however, we leave this question for
future work. Nevertheless, the assumption of having a fixed document set is reasonable when the
collection access is expensive, or the whole collection is not available as in routing or filtering
(Allan, 1996).
Our search strategy performs best when there is only one relevant topic in the retrieved set. In
that case all the relevant documents form one cluster that is easily detected as soon as the first
relevant document is located. The strategy does not take into account cases when there are several
dierent but relevant topics and clumps of relevant documents appear to be scattered in the
visualization. The users were observed to perform better than the algorithm in such a situation:
getting annoyed by discovering many non-relevant spheres in one part of the visualization, the
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users jumped away and explored a dierent area. Our search strategy is not able to do that,
though it might be possible to provide such an eect.
A problem that is strongly related to the ‘‘multi-topic’’ notion of relevance is that of instance
retrieval, the fundamental task of the user study discussed in Section 3. We have been exploring
ways to enhance Lighthouse so that it includes instance information. For example, Fig. 7 shows a
sample screen from Lighthouse where instances are represented as ‘‘pie slices’’ on the spheres.
Lighthouse uses color and direction of the slice to discriminate between instances. The left side of
the visualization is dominated by the spheres with a dark horizontal slice (slice in the position of
‘‘3 o’clock’’). Note two ‘‘2 o’clock’’ sliced spheres in the middle of the cluster. The right side of the
visualization is composed of two overlapping clusters of spheres with diagonal light-shaded slices:
one with slices that go from top left to bottom right (‘‘5 o’clock’’) and the other with slices from
bottom left to top right (‘‘1 o’clock’’). The dark solid shaded spheres represent non-relevant
documents that do not contain any instances. Note that the sphere in the center of the visual-
ization has two slices: a horizontal one as its neighbor on the left (‘‘3 o’clock’’) and the next
clockwise slice as its neighbor on the right (‘‘4 o’clock’’). It remains an open problem how best to
represent instances in this type of a system. Currently we are working on extending the search
strategy evaluation to the task of instance-retrieval.
Fig. 7. Lighthouse visualization that includes instances of relevance as ‘‘pie slices’’ on the spheres that correspond to
documents.
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Our analysis in this study was limited to the top 50 retrieved documents for each query. We
plan to extend our experiments to accommodate a large number of documents hoping that the
clustering visualization might pull in more relevant documents. However, we designed the system
as a browsing tool to locate individual documents and not to study the topic distribution in the
collection. For the interactive setting it will be dicult to accommodate more than 100 documents
on the screen at one time. Even with 100 objects the visualization becomes ‘‘overcrowded’’ with
spheres. It will be more interesting to consider approaches when the known documents slowly
‘‘drop out’’ from the picture getting replaced with the fresh unknown documents as the search
progresses. The rate of the documents disappearance will depend on their relevance and the user
preferences.
One problem with any relevance feedback approach is the requirement for the user to provide
relevance judgments. The user has to explicitly mark the examined documents, otherwise the
feedback procedure fails. We plan to consider a more subtle approach for eliciting the judgments.
Every time the user selects a document to examine, we will highlight two dierent documents that
could be examined next: one if the user likes the current document and another if the user does not
like it. We can then attempt to deduce the relevance value of that document by taking into ac-
count the user’s next choice.
When the user discovers a new relevant document the relevance feedback procedure analyses
the document and modifies the query. We are currently considering similar methods where instead
the document representations are modified by moving the relevant documents closer together and
away from the non-relevant documents.
7. Conclusions
We have evaluated the improvements in eectiveness that can be gained through the use of
visualization (in 2- or 3-D) of document relatedness. We used two types of evaluation:
1. We carried out a user study as part of the TREC-6 Interactive Track, and compared a task-
specific system with and without a 3-D document visualization. We found suggestions that
the visualization might help, but nothing significant. Although larger studies might find an ef-
fect, the cross-user and cross-topic dierences were so large that it is dicult to tease out the
eects of the visualization.
2. We developed an approach that rearranges the order of presentation of documents, but does it
without actually shifting their position on the display. This provides the user with the power of
immediate updates to the ranked list without abrupt and potentially confusing changes in the
display. We showed that it is possible to combine the ranked list and the visualization to
achieve something as powerful as relevance feedback, in a way that may be easier for searchers
to understand.
Visualizations of clustering and inter-document similarity have appeared numerous times in the
literature, however none of them has ever been widely adopted. Our user study experience raised
the possibility that no one uses the techniques because they do not help. Our batch studies, on the
other hand, suggest that the problem is not whether the combination is useful, but how to use it.
The TREC corpora, judgments, workshops, and style of evaluation were all instrumental in our
being able to explore the value of combining two techniques. Continued progress in this area is
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likely to require a balance between user studies and batch-oriented experiments. That is, batch
studies might be used to discover search and browsing strategies that are more eective than those
already known. Armed with that information, a system can be built to guide users toward those
eective strategies. Where necessary, user studies could confirm that benefit. We hope that TREC
will continue to provide the material necessary to move in that direction.
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