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1. Introduction
Irreducibility of polynomials and generation of irreducible polynomials have played an important
role in the theory of ﬁnite ﬁelds and their applications, especially coding theory and cryptography.
A.K. Lenstra and E. Verheul [6] used a cubic irreducible polynomial x3 − cx2 + cpx − 1 over a ﬁnite
ﬁeld Fp2 , where p is an odd prime, to design a cryptosystem called the XTR cryptosystem. In order to
obtain a compact representation of the elements in Fp6 , they made use of the trace map onto Fp2 . In
particular, the XTR uses the subgroup of order p2 − p+ 1 of the multiplicative group of Fp6 to ensure
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of Fp6 . Each element g of the subgroup that is not in the ground ﬁeld Fp2 has its characteristic
polynomial of the form x3 − Tr(g)x2 + Tr(g)px− 1 over Fp2 , where the trace map is from Fp6 to Fp2 .
To achieve eﬃcient key generation of the XTR cryptosystem, Kim et al. studied cubic irreducible
polynomials of the form x3 − cx2 + cqx − 1 deﬁned over Fq2 where q is a power of prime p, and
established a correspondence between the set of such irreducible polynomials and the set of irre-
ducible polynomials of the form x3 − tax2 + bx+ a in Fq[x] where t is a quadratic non-residue in Fq .
Their correspondence is so explicit that one can use it to generate a cubic irreducible polynomial over
Fq2 from a cubic irreducible polynomial over Fq , and vice versa. Compared to general purpose algo-
rithms or some special algorithms [1–3,5–8], their method is somewhat easier to generate irreducible
polynomials of degree three in the speciﬁc setting.
In this paper, we generalize the results of Kim et al. to irreducible polynomials of arbitrary prime
degree  3. More precisely, we establish, for an odd prime r and an integer 1 e  r−12 , a one-to-one
correspondence between a family of irreducible polynomials of the form xr − cxr−e + cqxe −1 over Fq2
and a family of irreducible polynomials of the form xr −μ1xr−1 +μ2xr−2 +· · ·−μr−2x2 +bx−a over
Fq , where t is a quadratic non-residue in Fq , r˜ = (r − 1)/2, μ2i−1 = c(i)atr˜−i+1 for 1  i  r˜, μ2i =
(a(i) + b(i)btr˜)t−i for 1 i  r˜ − 1, and a(i) , b(i) and c(i) are chosen to satisfy some conditions which
will be explained later. Like in [4], our approach is somewhat theoretical but the transformations
are constructive. Moreover, our transformations can be used to provide an explicit correspondence
between certain irreducible polynomials when the parameters are speciﬁed.
2. Certain irreducible polynomials over Fq and Fq2
In this section, we give a one-to-one correspondence between a set of irreducible polynomials of
a prime degree over Fq2 and that over Fq .
Let p be an odd prime. We assume that every ﬁeld of characteristic p that we consider is a subﬁeld
of a ﬁxed algebraic closure of the prime ﬁeld Fp . Then the ﬁnite ﬁeld Fq is uniquely determined by
the number q = pk of elements that it contains.
2.1. Preliminary lemmas
Some preliminary results are required for the statement and the proof of our main theorem later.
Let r be an odd integer, r˜ = (r − 1)/2 and R = {1,2, . . . , r}. We denote a subset of R by A and the
number of elements of A by |A|. We call A an i-set when |A| = i.
For the time being, we regard β1, β2, . . . , βr as indeterminates and denote by Ai the elementary
symmetric function on β1, β2, . . . , βr of degree i. That is, Ai =∑(∏ j∈A β j) for each i = 1,2, . . . , r,
where the sum is over all i-subsets A of R . Note that A0 = 1.
Lemma 1. Let α and t satisfy α2 = t. Then
r∏
i=1
(1+ βiα) =
r˜∑
i=0
A2it
i +
r˜∑
i=0
A2i+1tiα, (1)
r∏
i=1
(1− βiα) =
r˜∑
i=0
A2it
i −
r˜∑
i=0
A2i+1tiα. (2)
Proof. Expanding and rearranging lead to the desired result:
r∏
(1+ βiα) =
r∑
Aiα
i =
r˜∑
A2iα
2i +
r˜∑
A2i+1α2i+1i=1 i=0 i=0 i=0
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r˜∑
i=0
A2it
i +
r˜∑
i=0
A2i+1tiα.
The latter equality is derived by replacing α by −α. 
Lemma 2. Let hi denote (1−βiα)/(1+βiα) and di = Ai(h1,h2, . . . ,hr). Suppose that α and t satisfy α2 = t.
1. For each  with 1  r,
d = 1∏r
i=1(1+ βiα)
[
r˜∑
i=0
u()i A2it
i +
r˜∑
i=0
v()i A2i+1t
iα
]
, (3)
where, for each i with 0 i  r˜ ,
u()i =
∑
j=0
(−1) j
(
2i
j
)(
r − 2i
 − j
)
and
v()i =
∑
j=0
(−1) j
(
2i + 1
j
)(
r − 2i − 1
 − j
)
.
2. For each  with 1  r˜ ,
dr− = 1∏r
i=1(1+ βiα)
[
r˜∑
i=0
u()i A2it
i −
r˜∑
i=0
v()i A2i+1t
iα
]
(4)
and
u()j = (−1)vr˜− j . (5)
Proof. We need a combinatorial observation to expand
d
r∏
i=1
(1+ βiα) =
∑
A⊂R,|A|=
[∏
j∈A
(1− β jα)
∏
j∈R−A
(1+ β jα)
]
. (6)
Let B ⊂ R be any i-set. If we ﬁx an -set A ⊂ R , then the term (∏k∈B βk)αi appears exactly once
in the expansion of
∏
j∈A(1 − β jα)
∏
j∈R−A(1 + β jα), while the sign is determined by the parity of
|A ∩ B|. Thus one can obtain the coeﬃcient s,B of (∏k∈B βk)αi in the expansion of (6) by assigning
signs properly to the
(r

)=∑j=0 ( ij)(r−i− j) choices of -sets A.
There are
( i
j
)(r−i
− j
)
choices of A that satisfy the condition |A ∩ B| = j. Thus we have s,B =∑
j=0(−1) j
( i
j
)(r−i
− j
)
. Note that s,B depends only on |B| = i and we may write s,i for s,B . There-
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d
r∏
i=1
(1+ βiα) =
r∑
i=0
∑
B⊂R|B|=i
s,i
(∏
k∈B
βk
)
αi
=
r∑
i=0
s,i Aiα
i
=
(
r˜∑
i=0
s,2i A2it
i
)
+
(
r˜∑
i=0
s,2i+1A2i+1ti
)
α.
By letting u()i = s,2i and v()i = s,2i+1(i = 0,1, . . . , r˜), we obtain Eq. (3).
For the second assertion, we ﬁrst note that
s,r−i =
∑
j=0
(−1) j
(
r − i
j
)(
i
 − j
)
=
∑
k=0
(−1)(−1)k
(
i
k
)(
r − i
 − k
)
= (−1)s,i .
Hence u()i = s,2i = (−1)s,r−2i . Now Eq. (5) is obtained since v()r˜−i = s,2r˜−2i+1 = s,r−2i for 0 i  r˜.
The remaining equation (4) is shown from the following:
s,i =
∑
j=0
(−1) j
(
i
j
)(
r − i
 − j
)
=
i∑
j=0
(−1) j
(
i
j
)(
r − i
 − j
)
=
i∑
j=0
(−1) j
(
i
i − j
)(
r − i
r − i −  + j
)
= (−1)i sr−,i . 
We shall need some additional notation to state and prove the main theorem. With the same
notation as in previous lemmas, let us deﬁne two matrices U and V , of size (r˜−1)× (r˜−1) and r˜× r˜,
respectively, to be
U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
u(1)1 u
(1)
2 · · · u(1)r˜−1
...
u(e−1)1 u
(e−1)
2 · · · u(e−1)r˜−1
u(e+1)1 u
(e+1)
2 · · · u(e+1)r˜−1
...
u(r˜)1 u
(r˜)
2 · · · u(r˜)r˜−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 · · · 1
v(1)0 v
(1)
1 v
(1)
2 · · · v(1)r˜−1
...
v(e−1)0 v
(e−1)
1 v
(e−1)
2 · · · v(e−1)r˜−1
v(e+1)0 v
(e+1)
1 v
(e+1)
2 · · · v(e+1)r˜−1
...
v(r˜)0 v
(r˜)
1 v
(r˜)
2 · · · v(r˜)r˜−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
for r˜ > 1. We can regard U and V as matrices deﬁned over the prime ﬁeld Fp . Let us deﬁne three
column vectors u0, ur˜ and v to be
u0 =
(−u(1)0 , . . . ,−u(e−1)0 ,−u(e+1)0 , . . . ,−u(r˜)0 )T ,
ur˜ =
(−u(1)r˜ , . . . ,−u(e−1)r˜ ,−u(e+1)r˜ , . . . ,−u(r˜)r˜ )T ,
v = (−1,−v(1)r˜ , . . . ,−v(e−1)r˜ ,−v(e+1)r˜ , . . . ,−v(r˜)r˜ )T .
In case when U and V are nonsingular, we let a(i) and b(i) be the ith components of the column
vectors U−1u0 and U−1ur˜ , respectively, and c(i) be the ith component of V−1v.
2.2. A correspondence of certain irreducible polynomials
Since p is odd, half of the elements of F∗q are non-squares in Fq . Let t be a non-square element
in Fq . Then t becomes a square in the quadratic extension Fq2 . Let α be a square root of t . Then
(αq)2 = (α2)q = tq = t and hence αq = −α. Moreover, we have Fq2d = Fqd (α) for any positive odd
integer d.
Theorem 1. Let r be an odd prime, r˜ = (r − 1)/2 and e an integer such that 1 e  r˜ . In case that U and V
are nonsingular, there is a one-to-one correspondence between the set of irreducible polynomials in Fq2 of the
form
xr − cxr−e + cqxe − 1 (7)
and the set of irreducible polynomials in Fq of the form
xr − μ1xr−1 + μ2xr−2 + · · · − μr−2x2 + bx− a, (8)
where μ2i−1 = c(i)atr˜−i+1 for 1 i  r˜ and μ2i = (a(i) + b(i)btr˜)t−i for 1 i  r˜ − 1.
Note that if r = 3 then the matrix U is not deﬁned and V is the trivial matrix consisting of single
entry 1. In this case, the hypothesis on U and V is omitted and our proof can be modiﬁed in an
obvious way, which yields almost the same proof as in the paper [4].
Proof. Suppose that F (x) is an irreducible polynomial over Fq2 of the form (7). Let us ﬁrst note that
−xqr F (x−q) = F (x)q which follows from
−xqr F (x−q)= −1+ cx−eq − cqx(r−e)q + xqr
= F (x)q.
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r on the roots of F (x). Otherwise, F (x) has a root h such that h(−q)k = h for some 1 k < r. Then we
have hq
2k = h for k < r, which is impossible. Therefore, h = h−qr . Namely, the norm hhqr of h over Fqr
is 1. It follows from the Hilbert Theorem 90 that h = gqr−1 for some g ∈ Fq2r .
Recall that Fq2r = Fqr (α) is the quadratic extension of Fqr . Since g ∈ Fq2r , g can be represented
as g = γ1 + γ2α for some γ1, γ2 ∈ Fqr . We remark that γ1 cannot be 0. Otherwise, h = gqr−1 =
(γ2α)
qr−1 = αqrα−1 = −1, a contradiction. Thus we can rewrite h as, by letting β = γ2/γ1 ∈ Fqr ,
h = gqr−1 = (γ1 + γ2α)qr−1 =
(
1+ γ2
γ1
α
)qr−1
= (1+ βα)qr−1.
Note that since h /∈ Fq2 , β is not contained in Fq .
Let h1, . . . ,hr be the roots of F (x) and let βi ∈ Fqr be deﬁned by hi = (1 + βiα)qr−1. Then the
complete factorization of F over its splitting ﬁeld Fq2r can be written as
F (x) =
r∏
i=1
(x− hi) =
r∏
i=1
(
x− h−qi
)
.
Also, the polynomial F (x) deﬁned over Fq2 can be expressed by
F (x) = xr − cxr−e + cqxe − 1
=
r∏
i=1
(x− hi) =
r∏
i=1
(
x− h−qi
)
=
r∏
i=1
(
x− (1+ βiα)qr−1
)
=
r∏
i=1
(
x− 1− βiα
1+ βiα
)
.
In the last equality we used the fact that
(1+ βiα)qr−1 = 1+ β
qr
i α
qr
1+ βiα =
1− βiα
1+ βiα .
In the following, we use the same notation as in the previous lemmas and associate the irreducible
polynomial F (x) over Fq2 to an irreducible polynomial F∗(x) deﬁned in the ﬁeld Fq whose roots are
β1, β2, . . . , βr : F∗(x) =∏ri=1(x− βi).
To see that F∗(x) is irreducible over Fq , we show that the roots βi ’s are conjugate over Fq . Since
hi ’s are conjugate over Fq2 , h
q2
i = hi+1 where the indices are taken modulo r. Then
(
1− βiα
1+ βiα
)q2
= 1− βi+1α
1+ βi+1α .
So, (1−βq2i α)(1+βi+1α) = (1−βi+1α)(1+βq
2
i α) and, by expanding both sides, we have β
q2
i = βi+1.
Then βq
2r˜
i = βr˜+i and hence βi = βq
r
i = (βq
2r˜
i )
q = (βr˜+i)q . Thus the assertion is proved.
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with 1  i  r˜ and i = e. By the previous lemmas, we immediately get several equalities as shown
below.
First, d = 0, for each  (1  r˜,  = e), leads to the following:
0 = u()0 A0 + u()1 A2t + u()2 A4t2 + · · · + u()r˜ A2r˜ tr˜, (9)
0 = v()0 A1 + v()1 A3t + v()2 A5t2 + · · · + v()r˜ A2r˜+1tr˜ . (10)
Note that in the case r = 3 the above equations are not introduced. Also note that, if c = m + nα,
m,n ∈ Fq , then, since (−1)ede = −c,
m = (−1)e−1
∑r˜
i=0 u
(e)
i A2it
i∏r
i=1(1+ βiα)
and n = (−1)e−1
∑r˜
i=0 v
(e)
i A2i+1t
i∏r
i=1(1+ βiα)
.
Since 1 = dr , we have
1 = 1∏r
i=1(1+ βiα)
[
r˜∑
i=0
A2it
i +
r˜∑
i=0
A2i+1tiα
]
. (11)
Since
∏r
i=1(1+ βiα)qr−1 = 1,
∏r
i=1(1+ βiα) is contained in Fqr . So by (11), we have the equation:
0 = A1 + A3t + A5t2 + · · · + A2r˜+1tr˜ . (12)
Eqs. (9), (10) and (12) provide two systems of equations: a system of r˜ − 1 equations in r˜ unknowns
A2, A4, . . . , A2r˜ and the other one of r˜ equations in r˜ + 1 unknowns A1, A3, . . . , A2r˜+1 as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 = u(1)0 + u(1)1 A2t + u(1)2 A4t2 + · · · + u(1)r˜ A2r˜ tr˜,
...
0 = u(e−1)0 + u(e−1)1 A2t + u(e−1)2 A4t2 + · · · + u(e−1)r˜ A2r˜ tr˜,
0 = u(e+1)0 + u(e+1)1 A2t + u(e+1)2 A4t2 + · · · + u(e+1)r˜ A2r˜ tr˜,
...
0 = u(r˜)0 + u(r˜)1 A2t + u(r˜)2 A4t2 + · · · + u(r˜)r˜ A2r˜tr˜,
(13)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 = A1 + A3t + A5t2 + · · · + A2r˜+1tr˜,
0 = v(1)0 A1 + v(1)1 A3t + v(1)2 A5t2 + · · · + v(1)r˜ A2r˜+1tr˜,
...
0 = v(e−1)0 A1 + v(e−1)1 A3t + v(e−1)2 A5t2 + · · · + v(e−1)r˜ A2r˜+1tr˜,
0 = v(e+1)0 A1 + v(e+1)1 A3t + v(e+1)2 A5t2 + · · · + v(e+1)r˜ A2r˜+1tr˜,
...
0 = v(r˜)A1 + v(r˜)A3t + v(r˜)A5t2 + · · · + v(r˜)A ˜ tr˜ .
(14)0 1 2 r˜ 2r+1
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By Eqs. (13) and (14),
A2it
i = a(i) + b(i)A2r˜ tr˜, i = 1, . . . , r˜ − 1, (15)
A2i−1ti−1 = c(i)A2r˜+1tr˜, i = 1, . . . , r˜. (16)
Therefore, the irreducible polynomial F∗(x) = xr − A1xr−1 + · · ·− Ar−2x2 + Ar−1x− Ar has the desired
form as in the statement.
Conversely, suppose that F∗(x) is an irreducible polynomial deﬁned in Fq[x] of the form
xr − μ1xr−1 + μ2xr−2 + · · · − μr−2x2 + bx− a, (17)
where μ2i−1 = c(i)atr˜−i+1 for 1 i  r˜ and μ2i = (a(i) + b(i)btr˜)t−i for 1 i  r˜ − 1.
Let β1, β2, . . . , βr be all the roots of F∗(x) in Fqr . Then
F∗(x) = (x− β1) · · · (x− βr),
and, by the conditions on μ’s, the elementary symmetric polynomials Ai satisfy
Ar = a,
Ar−1 = b,
A2it
i = a(i) + b(i)Ar−1tr˜, i = 1, . . . , r˜ − 1,
A2i−1ti−1 = c(i)Artr˜, i = 1, . . . , r˜. (18)
Let
F (x) =
r∏
i=1
(
x− (1+ βiα)qr−1
)
.
We ﬁrst note that
∑r˜
i=1 c(i) = −1 and hence by Eq. (18)
r˜+1∑
i=1
A2i−1ti−1 =
r˜∑
i=1
c(i)Art
r˜ + Artr˜ = −Artr˜ + Artr˜ = 0. (19)
Hence
∑r˜
i=1 A2iti = 0, for otherwise
r∏
i=1
(1− βiα) =
(
r˜∑
i=0
A2it
i
)
−
(
r˜∑
i=0
A2i+1ti
)
α = 0.
This implies α = β−1i for some i and so α ∈ Fq2 ∩ Fqr = Fq , which is a contradiction.
Write F (x) as
F (x) =
r∏(
x− (1+ βiα)qr−1
)= r∏(x− 1− βiα
1+ βiα
)
.i=1 i=1
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1−β jα
1+β jα , 1  j  r.
Now, we shall determine the coeﬃcients of the polynomial F (x). Note that for each  with 1  r˜
and  = e,
r˜∑
i=0
v()i A2i+1t
i =
r˜−1∑
i=0
v()i A2i+1t
i + v()r˜ Artr˜
=
(
r˜−1∑
i=0
v()i c
(i+1)
)
Art
r˜ + v()r˜ Artr˜
= −v()r˜ Artr˜ + v()r˜ Artr˜ = 0. (20)
Similarly,
r˜∑
i=0
u()i A2it
i =
r˜−1∑
i=1
u()i A2it
i + u()0 + u()r˜ Ar−1tr˜
=
r˜−1∑
i=1
u()i
(
a(i) + b(i)Ar−1tr˜
)+ u()0 + u()r˜ Ar−1tr˜
=
(
r˜−1∑
i=1
u()i a
(i)
)
+
(
r˜−1∑
i=1
u()i b
(i)
)
Ar−1tr˜ + u()0 + u()r˜ Ar−1tr˜
= −u()0 − u()r˜ Ar−1tr˜ + u()0 + u()r˜ Ar−1tr˜ = 0. (21)
Hence, for each 1  r˜ with  = e, by Eqs. (19), (20) and (21), we have
d =
∑r˜
i=0 u
()
i A2it
i + α∑r˜i=0 v()i A2i+1ti∑r˜
i=0 A2iti + α
∑r˜
i=0 A2i+1ti
= 0. (22)
On the other hand, by Lemma 2 and (20), d = dr− for 1  r˜. So Eq. (22) leads to d = 0 for all
r˜ + 1  r with  = r − e, as well as for 1  r˜ with  = e.
By Lemma 1 and (19),
dr =
r∏
i=1
1− βiα
1+ βiα
= (
∑r˜
i=0 A2iti) + (
∑r˜
i=0 A2i+1ti)α∑r˜
i=0 A2iti
=
∑r˜
i=0 A2iti∑r˜
i=0 A2iti
= 1.
Since αq = −α and Ai, t ∈ Fq , we get dqe = dr−e from Lemma 2. Hence, putting c = (−1)e+1de
yields that an irreducible polynomial F (x) is of the form
F (x) = xr − cxr−e + cqxe − 1,
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c = (−1)e+1de = (−1)e+1
∑r˜
i=0(u
(e)
i A2it
i) + (∑r˜i=0 v(e)i A2i+1ti)α∑r˜
i=0 A2iti
= (−1)e+1
∑r˜
i=0 u
(e)
i A2it
i∑r˜
i=0 A2iti
+ (−1)e+1
∑r˜
i=0 v
(e)
i A2i+1t
i∑r˜
i=0 A2iti
α.
Since αq
2 = α and βi ’s are roots of the irreducible polynomial F∗ over Fq , the Frobenius map σq2
permutes 1−βiα1+βiα in length r. In other words, the roots of F (x) are conjugate to each other over Fq2
and hence the polynomial F (x) is irreducible over Fq2 .
The one-to-one correspondence is immediate from our transformations. That is, if we start with
an irreducible polynomial F (x) of the form (8) then the polynomial F˜∗ ∈ Fq2 [x] obtained from F∗(x)
is F (x) again. Since the converse also holds, we conclude that the correspondence is one-to-one. 
We remark that, in the paper [4], the authors gave another one-to-one correspondence between
cubic irreducible polynomials of certain types. Namely, there is a one-to-one correspondence between
the set of irreducible polynomials in Fq2 [x] of the form f (x) = x3 − cx2 + cqx − 1 and the set of
irreducible polynomials in Fq[x] of the form x3 +ux2 − tx+ v . In fact, this correspondence is a special
case of Theorem 1 in the sense that one can associate f (x) to the reciprocal g∗(x) = 1a x3g(x−1) of
g(x) instead of g itself, where g(x) = x3 − tax2 + bx+ a as mentioned in the introduction.
Corollary 1. (See [4].) Suppose that p > 2. Then there is a one-to-one correspondence between the set of
irreducible polynomials in Fq2 of the form x
3 − cx2 + cqx − 1 and the set of irreducible polynomials in Fq[x]
of the form x3 − atx2 + bx+ a. The correspondence is given by:
For a given F (x) = x3 − cx2 + cqx − 1 with c = m + nα, m,n ∈ Fq, we associate G(x) = x3 − nm+1 x2 +
3−m
t(m+1) x+ nt(m+1) .
Conversely, for a given G(x) = x3 − atx2 + bx + a, we associate F (x) = x3 − cx2 + cqx − 1 with c =
3−bt
1+bt + 4at1+btα.
Proof. First, note that e = 1, r˜ = 1, d1 = c =m+nα and so this case does not introduce the matrix U .
Instead of using the matrix, we just follow the proof directly. Since u(1)0 = 3, u(1)1 = −1, v(1)0 = 1 and
v(1)1 = −3, we have
A1 + A3t = 0, (23)
m = 3− A2t
1+ A2t , n =
A1 − 3A3t
1+ A2t . (24)
Now, a straightforward computation shows
A2t = 3−m
m + 1 and A3t = −
n
m + 1 .
Since A1 = −A3t = nm+1 , G has the desired form. The relations (23) and (24) also show that F must
be of the form in the corollary. 
Corollary 2. Let Fq be a ﬁnite ﬁeld of characteristic p and t a quadratic non-residue in Fq with t = α2 for
some α ∈ Fq2 . There is a one-to-one correspondence between the set of irreducible polynomials in Fq2 of the
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2atx2 + bx− a. The correspondence is given by:
For a given F (x) = x5 − cx4 + cqx − 1 with c = m + nα, m,n ∈ Fq, we associate G(x) = x5 − 3nm+1 x4 +
10+2m
(m+1)t x
3 + 2n
(m+1)t x
2 + 5−3m
(m+1)t2 x+ n(m+1)t2 .
For a given G(x) = x5 + 3at2x4 + 5+bt2t x3 − 2atx2 + bx− a, we associate F (x) = x5 − cx4 + cqx− 1 with
c = 5−bt2
3+bt2 + −8at
2
3+bt2 α.
Proof. Note that e = 1, r˜ = 2, u(2)1 = −2, −u(2)0 = −10, −u(2)2 = −2, v(2)0 = 2, v(2)1 = −2 and −v(2)2 =−10. Then
U = (−2), V =
(
1 1
2 −2
)
.
So we get
A1 = −3A5t2, A2t = 5+ A4t2, A3t = 2A5t2. (25)
From d1 = c and
m = 5+ A2t − 3A4t
2
1+ A2t + A4t2 =
5− A4t2
3+ A4t2 , (26)
n = 3A1 − A3t − 5A5t
2
1+ A2t + A4t2 =
−8A5t2
3+ A4t2 , (27)
we have
A4t
2 = 5− 3m
m + 1 and A5t
2 = − n
m + 1 .
Thus G is of the desired form. Note that m + 1 = 0. If not then c = −1 + nα and so F (−1) = 0 since
cq = (−1+nα)q = −1−nα. This is impossible. For the converse, the relations (25), (26) and (27) also
show that F is of the form as in the corollary. 
Corollary 3. Suppose that p > 2. Then there is a one-to-one correspondence between the set of irreducible
polynomials in Fq2 [x] of the form x5 − cx3 + cqx2 − 1 and the set of irreducible polynomials in Fq[x] of the
form x5 − at2x4 + −5+3bt2t x3 + 2atx2 + bx− a. The correspondence is given by:
For a given F (x) = x5 − cx3 + cqx2 − 1 with c =m + nα, m,n ∈ Fq, we associate G(x) = x5 − nm−1 x4 −
2(m+5)
(m−1)t x
3 + 2n
(m−1)t x
2 + m−5
(m−1)t2 x− n(m−1)t2 .
For a given G(x) = x5 − at2x4 + −5+3bt2t x3 + 2atx2 + bx − a, we associate F (x) = x5 − cx3 + cqx2 − 1
with c = bt2−5
bt2−1 + −4at
2
bt2−1α.
Proof. Note that e = 2, r˜ = 2, u(1)1 = 1, −u(1)0 = −5, −u(1)2 = 3, v(1)0 = 3, v(1)1 = −1 and −v(1)2 = 5.
Then
U = (1) and V =
(
1 1
3 −1
)
.
Hence we get
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From d2 = −c and
−m = 10− 2A2t + 2A4t
2
1+ A2t + A4t2 =
5− A4t2
−1+ A4t2 , (29)
−n = 2A1 − 2A3t + 10A5t
2
1+ A2t + A4t2 =
4A5t2
−1+ A4t2 , (30)
we have
A4t
2 = m − 5
m − 1 and A5t
2 = n
m − 1 .
Thus G has the form as in the corollary. Note that m − 1 = 0. Otherwise, c = 1+ nα and −1 must be
a root of F (x) since cq = (1 + nα)q = 1 − nα. This is impossible. For the converse, the relations (28),
(29) and (30) show that F has the desired form. 
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