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ABSTRACT 
Populations of house mice (Mus musculus L.) irrupt at 
irregular intervals throughout the wheatlands of south-east Australia 
and in parts of the arid and semi-arid inland. A previous study in 
South Australia postulated that such plagues occurred 
after unusual rai nfal 1 or flooding caused, during the normally arid 
summers, concurrent abundance of food and moist soil in which mice 
could burrow. This thesis reports a capture-mark-release study of 
mice on an irrigated cereal farm, where summer flood irrigation and 
autumn harvest appeared likely to provide those twin requirements 
each year. In the last two years of the three-year study, an 
ancilliary, comparative examination of a population on an unirrigated 
cereal farm, in the same climatic region but on different soils, was 
conducted also. 
Concurrent with a widespread plague, both populations irrupted 
during the study: on the Irrigated Farm during the 1979-80 summer, 
and on the Dry farm during the following autumn. Changes in 
abundance of mice before, during, and after the irruptions are 
examined in terms of the quality of mice (growth rates; body 
composition and condition; and the incidence of chronic poly-
t . l th .CtC!USOd bAyt. b "11 "1 "f . ) d th . ar 1cu ar ar r1 1s A c mo ac1 us moni 1 orm1s an eir 
performance (survival; dispersal; length of breeding season; 
prevalence of pregnancies; and mean litter size). 
Mouse numbers on the Irrigated Farm exhibited annual cycles in 
which the peaks progressively increased from 1978 to 1980. The peaks 
also occurred progressively earlier in the year: late winter in 
1978; early winter in 1979; and summer in 1980. The last peak, 
which is referred to as an •outbreak 1 , is distinguished from the 
other two: first, mice invaded and damaged the rice crop before the 
flood irrigation waters were drained, and second, the population 
subsequently crashed to extinction. 
The ·j mmedi ate cause of the outbreak was the presence of many 
over-wintered, nulliparous females at the commencement of breeding in 
the spring of late 1979. Their presence is, in turn, attributed to a 
sequence of changes in the qua 1 i ty and performance of mice, and in 
the population structure. Those changes began no later than autumn 
of 1978. Mice continued to grow, and some to breed, during the 
winter. Rapid churning of the population continued through winter 
and spring, and population growth was slow. Mice were in their peak 
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condition by spring, when an epizootic of actinobacillosis also 
peaked. At the beginning of the next breeding season {October 1978), 
the average litter size was 9.8 young per litter, compared to 6.4 a 
year earlier. The earlier population peak, in June 1979, is 
attributed to failure of mice to disperse. In the previous year, 
dispersal at crop draining returned the sex ratio to 1:1. In March 
1979, however, an excess of females remained on the banks. Juveniles 
failed to mature, and adult males and females regressed so that the 
population was completely stagnant within six weeks. Individuals 
became obese in early winter then lost weight and increased in length 
very slowly compared to growth rates in the previous winter. Winter 
survival was subsequently high. After the outbreak(during the next 
breeding season) the condition of mic~ declined rapidly. Again, 
breeding ceased at crop-draining, and the population became extinct. 
Each of the three annual increase phases was simulated by a 
computer model based on litter size, number of adult females at the 
beginning of the breeding season, and dispersal patterns. The 
presence of high-quality food during the irrigation seasons and in 
the autumn of 1978, when there was very high rainfall, is concluded 
to determine the onset and duration of reproduction as well as growth 
rates of individuals. 
proposed, to account 
population structure. 
A food-quality, spacing-behaviour model is 
for the observed changes in abundance and 
It is also proposed that a suite of 
intercompensating forces regulated this population around two 
population densities, each associated with a particular social 
structure. The outbreak is seen as an eventual failure of that suite 
to regulate the population. 
It is also concluded that, under the conditions on the 
Irrigated Farm, the consecutive abundance of food and nesting sites 
during summer is not a sufficient condition to cause an outbreak; 
and that a prolongation of the breeding season by autumn rains 
providing high quality food for an extended period is also required. 
On the Dry Farm, mice permanently inhabited a piggery, which 
was a 1 so the only site on either farm where they were found after the 
irruption. The irruption on the Dry Farm, by occurring some 18 to 24 
months after good rains, differed from those studied previously in 
other unirrigated areas. Further, this irruption did no,~ ~Alild up in 
the wheatfield, which the mice vacated before the summer harvest, 
presumably because the sandy soils were too arid. Nor did mice reach 
vi 
plague proportions at a temporary wheat stores where food and shelter 
were in excess. It is concluded that the South Australian hypothesis 
requires modification to allow for differences in the landscape 
heterogeneity of winter and summer refuge habitats. 
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1.1 INTRODUCTION 
l.l{A) BROAD OBJECTIVES 
In the 1 ast 80 years, the wheat be 1 t of southern and south-
east Austra 1 i 1a has suffered at 1 east 13 p 1 agues of house mice. The 
plagues are notorious for their destruction and contamination of 
crops, machinery, domestic goods and personal possessions (Cleland 
1918; Newsome 1966; Ryan and Jones 1972; Hopf, Morely and Humphries. 
1976; Australian Wheat Board 1981), and for the distress experienced 
by people living in close association with seemingly countless 
numbers of mice. There are a number of accounts which highlight the 
fear, frustration, resentment and desperation felt by those people 
during mouse plagues (e.g. Cleland 1918; Elton 1942; Newsome 
1966; Plomley 1972; Redhead 1980a). One excerpt from a newspaper 
is included as an example in Appendix I. Between plagues, the mice 
are rare or absent and the three basic questions are: (a} how do 
the plagues arise? (b) why do they cease? and (c) can they be 
prevented? 
By examining the ecology of two populations of house mice, 
this thesis makes a contribution towards answering those questions. 
The study of population dynamics, as a scientific discipline, 
began in 1798 (Kendeigh 1961) when Malthus published his "Essay on 
Principles of Population". Malthus concluded that 
11 The ultimate check to population appears then to be want of 
food, arising necessarily from the different ratios according 
to which population and food increase. But this ultimate 
check is never the immediate check, except in cases of actual 
famine". 
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Since that time, investigation of how populations are 
regulated (i.e. returned to some equilibrium value from states of 
rarity or abundance) has been a major subject of ecological study 
(reviewed by Lidicker 1978; Krebs et a1. 1973; Keith 1974; Krebs 
1978a; Stenseth 1977a and Golley, Petrusewicz and Ryskowski 1975). 
Investigations involving small mammals have been especially important 
amongst these, for the reasons given by Lidicker (1978) and Stenseth 
(1977b), and various models of animal abundance have arisen from such 
studies. But recently Lidicker (1978) was still able to write 
"it must be admitted that there are extremely few, if any, 
cases among species of small mammals where we can claim 
general agreement on our understanding of regulation of 
numbers in the field 11 • 
The necessity of such knowledge for the successful control of 
rodent outbreaks has been stressed repeatedly (e.g. Elton 1942, 
especially pp 8-11, 92, 230 and 482; Chitty 1954, p 19; Barnett and 
Prakash 1975); and the twin aims of population research remain 
inseparable, namely, on the one hand, to gain knowledge on which to 
base safe and effective control, and, on the other, to further our 
understanding of the world: Elton implored 
"with some idea of understanding, not for power a 1 one, but on 
account of its own wildness and beauty, the unstable fabric of 
the living cosmos". 
1.l(B) SPECIFIC AIMS 
(i) Previous research into mouse plagues in Australia 
From his study of feral house mice in the wheatlands of South 
Australia, Newsome (1969b) concluded that, in most years, 
reproduction was confined temporally to late spring, summer and early 
autumn and spatially to minor habitats such as reedy creek-beds where 
the clay soils form cracks as they dry. The mice can use the cracks 
to reach the moist sub-soil in summer. (A similar use of cracks in 
dried clay soils has been described by Redhead (1979) for Rattus 
sordidus in the Northern Territory.) Winter breeding, Newsome 
hypothesized, was prevented by shortage of food. In late spring and 
summer some mice emigrated to nearby wheatfields but were unable to 
breed there because the ground was too hard for them to burrow 
into. Breeding was thus prevented in the major habitat in most years 
by shortage of nesting places. Occasionally, however, early summer 
rains softened the soils of the wheat fields. Mice then burrowed and 
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reproduced. If these conditions continued for 3-5 months, a mouse 
plague resulted. 
With minor variations, the Newsome hypothesis was extended by 
Newsome and Corbett (1975) to include truly feral mice in the arid 
interior of Australia, together with other species of rodents living 
the're. 
From an examination of meteorological and historical records, 
Saunders and Giles (1977) found that each mouse plague in New south 
Wales and Victoria between 1900 and 1970 followed a prolonged or 
severe drought over at least two consecutive winter-spring periods 
and then only after one or two 1 good 1 winter-spring periods. They 
did not, however, test the statistical significance of that 
relationship. 
An alternative hypothesis to that of Saunders and Giles is 
that the 8 pl agues in s'outhern New South Wal es between 1901 and 1970 
were entirely random with respect to the year in which they arose. 
Using the pseudo-random number generator of the CSIRO Cyber 76 
computer, eight plague years were al located at random to the 70 
possible years. The only qualification was that plagues could not 
arise in two consecutive years, though a plague could extend over 2 
years. The total process was repeated 100 times. None of the 100 
attempts resulted in all plagues arising within two years of the 
prolonged or severe droughts designated by Saunders and Giles. 
Hence, the probability of the reported relationship between droughts 
and plagues arising by chance alone, if plagues were distributed 
randomly, was less than one in 100. 
Another alternative hypothesis is that plagues could not arise 
during any of the 30 drought years, but they could arise at random 
during the remaining 40 non-drought years. Again, the possibility of 
separate plagues in two consecutive years was precluded. From 100 
attempts, none allocated all plagues to the two-year periods 
following two-year droughts. Thus, the conclusion by Saunders and 
Giles that the occurrence of mouse plagues is strongly associated 
with the distribution of drought years remains unrefuted by these 
tests. 
It would appear, however, that the hypothesis of Saunders and 
Gil es confounds two-year winter droughts with subsequent drought-
break i ng rains, for not only does it demand the severe drought, but 
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also good winter-spring rains between the drought and the plague. In 
the inland of Australia, drought is the normal condition and drought-
breaking rains can be considered as the abnormal event. This can be 
confirmed from the graphs of residual mass (RM) in Fig. 12 of Foley 
( 1957), where residual mass is the accumulated difference between 
long-term average and actual monthly rainfal 1. In the 57 years 
between 1900 and 1956 in .southern NSW, RM increased through winter 
and spring of only the following 15 years (Years of mouse plagues, 
after Saunders and Gil es except where shown, are interspersed in 
parentheses amongst the wet-winter years): 1900, 1903, 1905 
(1903,4,5), 1906, 1915, 1916, 1917 {1917)' 1920, 1921 (1921)' 1923, 
1924 {1925, Plomley 1972), 1931 (1932), 1939 (1940), 1953, 1956 
(1956, Plomley 1972). For RM to increase over winter-spring does not 
require a preceding drought, just above average winter-spring 
rains. A further indication that good winter-spring rains ultimately 
a 11 ow mouse pl agues to erupt is given by a comparison of the northern 
and southern wheatbelt of N.S.W. in 1939. In the north, Foley's RM 
did not increase during 1939, but it did in the south, from -100 in 
January to +600 in December. A mouse plague occurred in the south in 
1940, but not in the north. 
(ii) Fluctuations, cycles, upsurges, outbreaks and plagues 
The term 'population cycle' in recent times has come to mean 
the periodic fluctuation of population density from rarity to 
abundance then to rarity again (e.g. Krebs et al. 1973). Each cycle 
can be divided into four phases - increase, peak, decline and low. 
The periodicity of the cycles need not be strict for the term 1 cycle 1 
to be applied. Use of the term has not, however, always been so 
catholic. Population fluctuations of many animal species in the 
north American arctic and sub-arctic show a strict periodicity. The 
term 1 cyclic 1 is restricted by Keith (1963, 1974) to such 'non-random 
fluctuations with mean intervals between major peaks of around ten 
years 1 • A shorter cycle with a period of 3 to 5 years occurs among 
populations of microtine rodents in both northern Europe and northern 
America (summarized by Elton 1942), though Keith (1963) thought that 
these were all, with the possible exception of snow hares (Lepus 
timidus} in Scotland, irregular short-term irruptions. 
In Australia, a number of species of rodents other than Mus 
musculus undergo aperiodic fluctuations, and these are often 
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accompanied by fluctuations in the number;-s of predators. Rattus 
vil1osissimus {Finlayson 1939; Carstairs 1974, 1976; Newsome and 
Corbett 1975), Notomys alexis (Newsome and Corbett 1975), Rattus 
sordidus (McDougall 1946; Redhead 1979} and perhaps Mel omys 
littoralis (McDougall 1946; Redhead 1971) are most notable. Records 
of numbers are poor, and many outbreaks may have escaped reporting. 
A summary is provided by Pl oml ey 1972. Most mouse pl agues occur in 
N.S.W. in the same year as, or one to two years before R. villosissi-
mus plagues in Queensland or the Northern Territory. The apparent 
constant lag-time between cycles of different species has been taken 
as evidence of either some external causal factor outside the eco-
system, or some general innate causal mechanism in the individuals in 
the population. While the Australian records are very imprecise 
compared to those from North America, a similar 10-year cycle, with 
lag phases between species, can be seen if one wishes to see them, 
for example, in the mouse plagues in 1921-22, 1932, 1940, 1969-70 and 
1979-80, often followed a year later by rat plagues in lower 
latitudes. Interspersed amongst those mouse plagues are, however, a 
number which do not adhere to a cycle, for example, those of the 
years 1903, 4, 5, 1916-17, 1925, 1948, 1955, 1965 and 1975. Some ot· 
these, such as 1925, 1955 and 1975 may have been fairly localized, 
for they do not always feature in the literature. The 1975 plague is 
a good example of localized irruptions, occurring at Hillston, NSW, 
near Eyre's Rock in central Australia and at Ernabella in the far 
north of South Australia. The point is that local plagues arise at 
various times, in an aperiodic manner. Another example is provided 
by the Rattus villosissimus plague of 1966-1972. According to 
P1om1ey's reference from The Age of 16 June 1966, R. villossissimus 
were abundant at that time at Brunnette Downs and Avon Downs on the 
Barkly Tablelands, though Newsome and Corbett (1975) caught none till 
1 ate 1967. My experience suggests that they may have omitted to set 
traps in the isolated patches of Sylvester Land System, for, in 1974 
I caught R. villosissumus on that land system while the rats were 
still absent from the major habitat of Mitchell Grass Plains. 
Returning to the main point, the rat plague resurged near 
Boulia, some 600 km south east of Brunette Downs, in 1972. By 1974, 
none was caught at Boulia, just as the increase was getting underway 
at Brunnette Downs (Redhead and Williams, unpublished findings). As 
related by Newsome and Corbett (1975), this upsurge at Boulia 
followed local flooding. From these examples it can be seen that 
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localized fluctuations occur, out of phase with each other, in 
different parts of the species range where conditions are better than 
normal. 
Another example of rainfall as the cause of fluctuations in 
abundance is shown by rats in North Queensland canefields. Standard-
ized estimates of rat damaged canes entering one mill each year were 
reported by Farquar ( 1967). These estimates are an index of rat 
density {Redhead 1975). They show major peaks in 1928, 1934, 1939, 
1943, 1948, 1951, 1955, 1960 and 1966. Redhead (1980b) showed that 
much of the variance of damage could be explained by rainfall in 
April and May of the previous year, and he used this relationship to 
accurately predict peak damage in 1974 and 1975. While the biology 
of Mus musculus and rats of the tropical canefield are quite 
different {Redhead 1971; Redhead and Saunders 1980) this example 
serves to show that apparent cycles can be due, in the main, to 
weather conditions. 
To conclude this section, the relationship between upsurges of 
rodent numbers in the Australian inland has been related to prior 
rainfall events very lucidly by Newsome and Corbett {1975). That 
recent large mouse plagues have been approximately 10 years apart is 
due to chance, and neither strict periodicity nor innate population 
mechanisms need be invoked to explain their occurrence. 
(iii) Aims of this study 
If the science of population dynamics was born in 1798, it has 
remained an orphaned runt in Australia in spite of some signs of 
early and brilliant maturation, such as the works of W.A. McDougall 
on rats in sugar-cane fields (particularly McDougall 1946). Apart 
from the studies by Newsome and his colleagues, there have been only 
three other investigations of wild house mice reported in Australia. 
Kirby (1974) conducted an ecological-genetic study on the Turretfield 
site used by Newsome (1969a,b; 1970). A similar study was done by 
Singleton (1981) on mice in aviaries and Williams and Wilson (1980) 
examined mouse populations on the intensively-farmed Darling Downs of 
S.E. Queensland. 
The paucity of data from Australia is in marked contrast to 
the situation in Europe and North America. For example, at a recent 
conference discussing vole outbreaks in Europe, it was proposed that 
future research should emphasise the construction of mathemat i ca 1 
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models for prediction and simulation, as sufficient field-data had 
already been gathered to facilitate such endeavours (Arata 1977). 
Though better cared for elsewhere, the science of population 
dynamics has not always grown as some would wish. In his review of 
current attitudes and directions of small-mammal population research, 
Lidicker (1978) called for the study of novel perturbations of 
natural systems. Such perturbations could be either those that are 
encountered by chance during long-term studies or those imposed 
intentionally by the investigator. 
Irrigated rice farms in an otherwise arid region of New South 
Wales seem likely to provide, each year, the twin conditions 
described by Newsome as necessary for the formation of mouse 
plagues. Furthermore, a large proportion of each farm remains 
unirrigated each year because of crop rotation. Such farms therefore 
appear to offer the possibility of direct comparison of populations 
which differ in availability of food and shelter. That is, farming 
practices impose a range of perturbations on the mouse 1 s environment. 
Based on the background described briefly above, the following 
aims for the present study were set up: 
1. To compare the distribution and abundance of house mice on 
an irrigated cereal farm with those on a non-irrigated cereal farm in 
the same climatic region. 
2. To relate changes in population size and structure to the 
primary demographic processes of birth, death and migration • 
. 3. To examine the hypotheses advanced previously by Newsome 
(1969a) and by Saunders and Giles (1977) to explain the ultimate 
environmental factors causing mouse plagues in southern Australia. 
4. To determine which features of the biology of mouse 
populations in southern Australia may be utilized for prevention, 
prediction or control of mouse plagues. 
l.l(C) FORMAT OF THIS THESIS 
After the present introductory chapter, which a 1 so contains 
descriptions of the study sites and of the general methodology 
employed, Chapter 2 reports variation in abundance of mice at each 
site over the period of the study. Together, Chapters 1 and 2 set 
the scene for the central theme of the study - quantification of the 
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demographic processes responsible for variation in abundance. 
In Chapter 3 seasonal and annual variation of growth of 
individuals are investigated, firstly as an aid to age-determination 
used in subsequent chapters, and secondly to examine body fat content 
and weight/length relationships as indices of well-being. Chapter 4 
reports variation in reproductive productivity in terms of litter 
size, prevalence of pregnancy and duration of breeding season. The 
remaining two primary demographic processes of mortality and dispers-
al are examined in Chapter 5. Chapter 6 contains a brief description 
of changes in a mouse population at a temporary wheat storage 
facility. The last two chapters may be regarded as a synthesis of 
the Chapters 1 to 6. In Chapter 7, an attempt is made to simulate 
some of the population increases that were observed, and Chapter 8 
summarizes the main conclusions to be drawn from the results. For 
convenience, tables and figures are lumped in sequence at the end of 
each chapter. 
In this thesis the findings of the study are placed in the 
context of previous research in the 1 Discussion 1 section of each 
chapter and a separate review of the literature is not provided. 
This is possible because of a recent detailed review of the biology 
of the house mouse (Berry 1981a), with smaller reviews also being 
given by Fertig and Edmonds (1969), Berry (1970a), Anderson (1978), 
Bronson (1979) and Fitzgerald, Karl and Moller (1981). Similarly, 
the broad subject area involving the mechanisms of population 
fluctuation and regulation has also been reviewed a number of times, 
as noted above. 
l.l(D) SOME DEFINITIONS 
(i) House mice 
Throughout this work, the following terminology is used: 
1 House mouse• and 1 house mice' are used as synonyms for Mus 
musculus and the related forms discussed briefly below. Similarly, 
the terms 1 mice 1 and 1 mouse 1 are used as shorthand for 1 house mice 1 
and 1 house mouse 1 • Other species are distinguished by their 
scientific and/or common names. 
'Domesticated mice' are house mice which have had their 
reproduction and genetic development controlled by man (Bruell 
1970). House mice may wel 1 have been kept and bred by man for some 
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3000 years and they have been used as subjects of investigations in 
laboratories since at least 1664 {Festing and Lovell 1981). The 
multitude of domesticated strains developed in laboratory colonies 
are referred to as 'laboratory mice'. No domesticated mice were used 
in the present study. 
House mice living freely, as were the subjects of this thesis, 
in fields, haystacks, sheds, houses etc. are referred to as 'wild 
mice'. At no time has man had control over the genetic composition 
of wild mice. Mice captured in the field and taken to the laboratory 
for experiments or observations are 'wild mice under laboratory 
conditions'. 
Three categories of wild mice were delineated by Bruell 
{1970): {l) aboriginal mice, of which there are none in Australia, 
have never been associated with man; { 2) commensa 1 mice 1 i ve in 
close association with man, while {3) feral mice were once commensal, 
btit have now returned to an existence which is independent of man. 
Some confusion has existed on the classification of mice in 
agricultural fields. In regarding them and populations from 
haystacks as feral, Bronson {1979) contrasts their seasonal, unstable 
and sparse food resources and their high potential for population 
outbreak with the stable resources and numbers of commensal 
populations. On the other hand, Selander and Yang (1970) found that 
mice from agricultural fields were morphologically and genetically 
indistinguishable from those from barns. Jn Australian wheatfields, 
mice Hving in or near the crop may be some kilometres away from the 
nearest man-made structures, and it seems reasonable to regard them 
as feral. In more intensive agricultural operations, they could 
equally as well be regarded as commensaL The problem is probably 
only important, however, when the feral/commensal dichotomy is used 
as the basis for classifying and generalizing attributes of 
populations. As shown by Fitzgerald, Karl and Moller {1981), the 
attempt by Bronson {1979) to do that was unsuccessful. 
{ii) Systematics and taxonomy of house mice 
The Australian form of the house mouse is usually considered 
to be M.m. domesticus which was brought to Australia from north-west 
Europe. With the advent of modern techniques of biochemical genetics 
and cytogenetics, the systematics of house mice in Europe has been 
greatly revised. Recent reviews by Brothwell {1981), Mars.hall and 
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Sage ( 1981) and Thal er, Bonhomme and Brit ton-Davi di an ( 1981) 
summarize the present kn owl edge. Mus muscul us domest i cus and Mus 
musculus musculus are separated by a narrow hybrid zone. Although 
the two forms are not reproductively isolated from each other, their 
genetic compositions remain distinct on each side of the hybrid 
zone. Each form is regarded as a semi-species by Thaler et al. 
(1981), and as a full species by Marshall and Sage (1981). 
Mice from throughout Europe (not to mention Asia and America) 
have probably been transported to Austra 1 i an ports whose c 1 imates 
range from monsoonal to cold temperate, but not systematic survey has 
been done. If, as is suspected by Thaler et al. (1981), the location 
of the narrow hybrid zone in Europe is determined by climatic differ-
ences, one may reasonably assume that similar genetic discontinuities 
will eventually be found in Australia, where the climatic zones are 
at least as distinct as tbose in Europe. 
1.l(E) SOCIAL STRUCTURE AND SPATIAL ORGANIZATION IN POPULATIONS OF 
HOUSE MICE 
Bronson (1979) classifies natural populations of Mus musculus 
as (i) relatively stable, high density, commensal populations in 
barns, chicken coops etc., and (ii) relatively unstable, low density, 
feral populations in grasslands and cult·ivated areas. He includes 
seasonal populations in cereal stacks in the feral group because the 
colonizers of the stacks come from the grasslands and cultivated 
areas. 
(i) Structure of commensal populations. 
(a) The demic model. Strong disagreement exists about the 
state of knowledge of commensal populations. On the one hand, 
Fitzgerald, Karl and Moller {1981) state that "very little is known 
about commensal populations in which individuals are free to 
disperse". On the other hand, the model proposed by Anderson {1964, 
1967) has been widely accepted. 
Anderson (1964) considers that each farm granary he examined 
contained one or more family groups of mice, which were 
reproductively isolated from each other because of defense of group 
territories. Anderson (1967) writes that the average composition of 
each deme "appeared to consist of 4 adult females and 3 adult 
males 11 • The groups remain small, because the reproductive surplus is 
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dissipated by emigration. It was also proposed that an offspring of 
a resident eventually inherits the territory. 
The general acceptance of this model is exemplified by the 
following summary by Defries and Mclearn (1972) who state: 
11 Investigations of biochemical polymorphisms in wild populations, 
field and laboratory studies of their ecology and behaviour, and 
behavioural genetic analyses of the social behaviour of laboratory 
mice all indicate that stable populations of house mice are comprised 
of small breeding units, or demes, with little genetic interchange 
among them". Similar statements have been made by Berry (1970a) and 
Bronson (1979). 
Deme formation and maintenance, particularly with respect to 
emigration of young males and to repulsion of mice attempting to 
invade the deme, is based on male aggressive behaviour and 
territorial defense (Crowcroft and Rowe 1963). Sometimes, females 
and juveniles also defend the demic territory against invaders 
(Reimer and Petras 1967). Urinary marking not only defines the 
dominant male 1 s territory (Bronson 1971; Harrington 1976) but also 
conveys information about the soci a 1 status of the marking male 
(Bronson 1979). Aggressive contacts between males may be necessary 
for reinforcement of the pheromonal signals (Jones and Nowell 1973) 
and subordinate males do not mark territories (Desjardins, Maruniak 
and Bronson 1973). 
Numerous findings have been made of demic structure in 
confined populations of house mice (Crowcroft 1955, 1966; Crowcroft 
and Rowe 1963; Reimer and Petras 1967; De Fries and McClearn 
1972; Busser, Zweep and van Oortmerssen 1974; van Zegeren 1980; 
Lidicker 1976) and, for the purpose of this discussion, the various 
names which have been applied 
territories" (Eibl-Eibesfeldt 
social units" (Berry 198lb) 
to the social units, such as "group 
1950) and "territorially restricted 
may be regarded as synonomous with 
"demes". Under these conditions in which emigration is prevented by 
the enclosure, non-territorial males are socially stratified into 
subdominant and subordinate castes in both domestic and wild (Busser, 
Zweep and van Oortmerssen 1974) house mice. 
Evidence of demic structure in wild populations in the field, 
however, is restricted to the finding of small home ranges (or inter-
capture movements), apparent absence of movements of individuals 
between locations, and to findings of genetically sub-divided 
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populations. 
(b) Home ranges in commensa1 eopulations. Home ranges, or, 
more commonly, average di stances between consecutive captures, have 
invariably been found to be sma11 in commensa1 populations of house 
mice: 3.7 m (Young, Strecker and Emlen, 1950, in two buildings from 
which egress was possible); 6.1 and 3.8 m for males and females, 
respectively, in a barn (Brown 1953); and 4.0 min a barn (Stickel 
1979). Some mice do make longer journeys however. One mouse in the 
buildings studied by Young, Strecker and Emlen (1950) moved 42.7 m, 
and 10 per cent of the movements between captures of a11 their mice 
exceeded 9 metres. The longest movement found by Brown (1953) was 24 
m. He found that 79 per cent of a 11 i ndi vi duals moved at least 9 m 
between captures. 
Because the level of reproductive success of the few mice with 
long movements is unknown, the observation that most mice in 
commensal populations have small home ranges does not constitute 
evidence of genetic isolation. 
(c) Dispersal to and from commensal populations. According 
to the demic model of commensal populations, the rate of pre-
saturation dispersal (Lidicker 1975) from each deme is high, as young 
individuals, especially males, are driven out of the group territor-
ies. Territorial males, some subordinate males and most females may 
remain in the deme. Findings from natural populations are few, 
however, and also contradictary. In contrast to the stability to be 
inferred from the demic model, Rowe and Swinney (1977) found that 
house mouse populations in buildings on 
ephemeral and- unstable. Furthermore, 6 out 
recaught in a bui 1 ding different from that 
but whether they successfully entered, 
territories is not known. 
an 
of 
of 
and 
English farm were 
439 individuals were 
their first capture, 
bred in, existing 
Considerable movement between barns and neighbouring outdoor 
areas has been found (Rowe and Swinney 1977; Evans 1949). No 
evidence of movement between a barn and nearby fields was found by 
Brown (1953), but he trapped outside the barn on only one occasion 
during his two-year study. Petras {1967a) found 2 out of 12 recapt-
ured mice in a building adjacent to the one of original capture. 
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(d) Genetical studies of commensal populations. That mouse 
populations are subdivided was first proposed by Philip (1938). 
Lewontin and Dunn (1960), on the basis of a computer study, conclude 
that the frequencies of t-alleles found in wild populations could be 
explained only if the population consisted of breeding units, each of 
which contained fewer than 20 individuals. A study of Anderson 
(1964) is referred to, above. 
Petras (1967a) estimated inbreeding coefficients from allele 
frequencies at three electrophoretically-determined loci. His 
estimates agreed with the theoretical values for a sub-divided 
population, if it were assumed that the immigration rate into a sub-
population was between 2 and 20 per cent. Given the ephemeral nature 
of some populations, it is possible that this assumption is not met 
in natural populations. Selander (1970) notes a possible bias in 
Petras' results due to pooling over seasons and years. 
would overestimate the inbreeding effect of sub-division. 
The bias 
Similar studies by Selander and Yang (1969) and Selander, Yang 
and Hunt (1969) found genetic heterogeneity between barns and within 
large barns. Selander {1970) concludes that the size of an average 
deme was probably less than 10 breeding individuals. Myers (1974) 
points out that Selander's studies involved removal of mice, which 
should have disrupted demes, thereby causing a mixing of genotypes. 
In summary, the demic model of sub-divided house mouse 
populations relies heavily on inference from genetical studies. The 
model was originally proposed to account for variation in genotype 
frequencies at the t-locus, but alternative causes, including 
relative fitness differences (Kirby 1974; Pennycuik, Johnston, 
Lidicker and Eastwood 1978) and differential selection (Myers 1974) 
can also explain those results. No information about the fate or 
reproductive success of dispersing individuals exists. The wide-
spread acceptance of the model seems to have little basis, and 
statements such as the following, by van Oortmerrsen (1970), 
transform hypotheses into dogma. Oortmerrsen writes 
"This is consistent with the total number of animals Anderson 
(1964, 1967) found in breeding units. He calculated from his 
trapping data that on the average 3 mature males and 4 mature 
females are present in such a deme". 
As noted above, Anderson (1967) concludes that the average 
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deme 'appeared to consist' of that number of mice, which is a much 
less definitive statement than van Oortmerrsen's would convey. 
(ii) Structure of feral populations 
(a) The demic model applied to feral populations. The demic 
model of population subdivision has been applied to feral populations 
most rigorously by Anderson. This application is based on the idea 
that the deme structure has arisen as a response by mice to 
unpredictable instability in the environment. Anderson (1978) 
writes:-
"! refer to the house mouse as a serendipitous animal. 
Serendipity is an apparent aptitude for making fortunate 
discoveries accidentally. The environments exp 1 oited by th~ 
house mouse share a high degree of unpredi ctabi 1 i tJ::; 
granaries may be emptied; agricultural fields harvested; 
steppes are subject to drought, gra~ing and fire. Then again, 
granaries are suddenly filled with grain, fields are planted 
and steppes sometimes abound in seed crops. 
Behaviours that maintain small, discrete populations in 
favourable habitats, while generating large numbers of 
emigrants, are well suited to this kind of unpredictability." 
(Emphases added) 
Bronson {1979) argues that the demic model resulted from 
investigations of mice in relatively stable populations with high 
density of available food. Furthermore, he postulated that in 
unstable feral environments, where scarcer food imposes a need for 
much larger home ranges, resident male mice would be unable to defend 
such a large area and the territorial system could not function. But 
the alternative models of spatial organization of feral populations 
that he suggests appear inadequate. Given zero comp 1 exity of the 
environmental substrate, Bronson proposes relative dominance 
relationships' between nearest neighbours (i.e. he accepts large home 
ranges but not territory defence). For situations with some 
complexity of the substrate, he proposes deme/territories with social 
instability due to temporal instability in the environment. This 
seems to be in contrast to Selander's {1970) observation that 
heterogeneity in allele frequencies among breeding groups of mice was 
inevitable, because of the polygamous, tribal. territorial social 
system, even in large populations that are continuously distributed. 
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During study of a sparse population, Fitzgerald, Karl and 
Moller (1981) found that mice did maintain distinct boundaries with 
neighbours of the same sex. Within three days of a resident leaving 
his home range, it was occupied by a neighbour, suggesting that 
somehow the areas were being defended, and thus should be regarded as 
individual territories. Their most striking example was of a male 
mouse with a territory of 2.6 ha. It took the mice three nights to 
patrol it. These data do not support previous proposals that large 
territories could not be maintained (Bronson 1979), nor those that 
postulate a genera 1 i zed group deme/territory mode 1 for f era 1 mice 
(Anderson 1970; Selander 1970). 
(b) Home ranges in feral populations. In their study of a 
feral population of Mus musculus in New Zealand forest, Fitzgerald et 
-~· (1981) review data on home range from earlier studies, including 
those mentioned above in the section on commensal populations. Mean 
range lengths ranged from 3.7 m (Stickel 1979) to 122.9 m (their own 
study), with a strong negative relationship between range length and 
population densities when the latter were below about 100 mice/ha. 
Above that density, range lengths appeared to decrease only slowly as 
density increased. They pointed out that the relationship was not 
necessarily causal, and that other factors, especially food, may 
affect both parameters. 
The mice studied by Fitzgerald et al. regularly visited the 
inner parts of their home ranges. Similar observations were made by 
Nikitina et al. (1976). Fitzgerald et al. also described female 
ranges which sometimes, but not always, overlapped those of males. 
Narrow, jointly-used boundary strips existed between territories of 
neighbours of the same sex. This study took place at a time of 
declining population density (3.3 to 0.6 mice/ha). There was little 
or no recruitment of young until near the end of the study. It would 
appear that conditions for mice were sub-optimal for breeding and 
survival, implying that: 
(i) large areas were necessary to obtain food, and 
(ii) large areas could be defended because of the low 
intensity of intrusion. 
Mice, including pregnant females, making excursions of about 
200 m from a reed bed to a nearby wheatfield then back again within a 
few days were reported by Newsome (1969b), but it is not known 
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whether territorial defense was involved. Other studies have 
previously suggested or concluded that mice in feral populations 
occupy exclusive territories (Anderson 1967, Justice 1962, Berry and 
Jakobson 1974) though none of the evidence is unequivocal. Hi 11 ock 
mice (Mus musculus hortulanis) occupy shared territories in hillocks 
of stored food (Naumov 1940). While it is clear that the findings of 
these studies tend not to support the conclusion by Bronson (1979) 
that mice are unab 1 e to defend territories in sparse fera 1 popul at-
i ons, there is a need for definitive observation and experiment. 
This is particularly so with respect to the questions of whether 
active defense of territories occurs, the role played by pheromones 
in such defense, whether the defense is attenuated as density 
increases and the impact of defense mechanisms on male and female 
offspring of territorial males and females. 
(c) Genetical studies of feral populations. Skeletal 
variation among house mice from 15 ricks, with no obvious physical 
barrier between them, were examined by Berry (1963). Frequencies of 
the morphs differed greatly between ricks and it was concluded that 
the rick populations were genetically isolated from each other. 
Very slow spreading of a recessive lethal t-a11e1 throughout 
Great Gull Island, after its introduction in six male mice at one 
location, has been considered to be due to genetic subdivision of the 
population and the inheritance of a male's territory by his offspring 
{Anderson, Dunn and Beasley 1964; Anderson 1967). Kirby (1974) 
points out that five years after the introduction there was no 
difference between the frequency of the allele at each end of the 
island. The relative fitness of the genotypes, discussed above, 
could explain the slow spread. 
Myers (1974) found within-population genetic heterogeniety 
which was transitory, but she found no evidence of temporally stable 
genetic subdivision of populations. Similar results are given by 
Kirby (1974). He observed the levels of inbreeding caused by 
population subdivision to decline drammatically, probably because of 
high rates of immigration into the population. 
(d) Dispersal to and from feral populations. If adult feral 
mice occupy exclusive territories, as suggested by Fitzgerald et al. 
(1981), pre-saturation dispersal by young mice must occur at a high 
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rate. High loss rates of both adults and juveniles were found by 
Caldwell (1964) when he examined an old field population of house 
mice and Peromyscus polionotus. Caldwell 1 s house mouse population 
apparently consisted of two types of mice. The majority were 
dispersers, or transients, whose fate was not examined, while a very 
small proportion were residents. Also, inter-grid movements as large 
as 700 m were observed. 
1.l(F) THE MOUSE PLAGUE OF 1979-80 
During the period of the present study, a major mouse plague 
occurred in South Australia, Victoria and New South Wales. Although 
it was neither as widespre~d nor as severe as the last previous major 
plague in 1969-70, considerable economic losses were incurred in all 
three states. 
The timing of the plague can be gauged roughly from Fig. 1.1 
which shows an index of mouse abundance as monitored by wheat 
industry personnel. The upsurge was first observed in May 1979, with 
the peak of the plague being reached about a year later. This trend 
coincides with other reports of the course of the plague. For 
example, high mouse numbers were first noticed by South Australian 
farmers in early winter of 1979 when mice were eating wheat 
germinating in the fields. Damage to all stages of the wheat crop 
then followed, with the greatest impact being in the mallee-soil 
regions from September to the end of harvest (South Australia Govt., 
unpublished data). By the beginning of the next year the plague was 
even worse, extending throughout the entire mallee-soil area of South 
Australia and into the Victorian Mallee (Fig.1.2}. Newspaper reports 
indicate that by May 1980 the plague was.waning. 
In New South Wales there were reports of mice in large numbers 
from Wentworth, Trangie, Parks and Dubbo in late 1979 but not in 
1980. Widespread damage, especially to maturing rice crops occurred 
in the Murrumbidgee Irrigation Region (see below) in January and 
February 1980 (Redhead 1980a}. Severe losses of sunflower seed 
occurred at planting on Gundaline Station in October 1979 (G. 
Saunders, pers. comm.). Subsequently, losses total ling about $1 
million were inflicted on coarse grain crops until mid-1980 on that 
farm, alone (Hutchins, pers. comm.). In the Hillston area a plague 
peak occurred in late autumn, 1980, as shown in Chapter 2. 
The geographic extent of the 1979-80 mouse plague (Fig. 1.2} 
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corresponded to that of the 1969-70 plague, as described by Newsome 
and Corbett (1975). I know of only one irruption of mice in the 
interval between the two plagues in the New South Wales wheatbelt. 
In early 1975 severe losses due to mouse damage occurred in coarse 
grain crops north of Hi 11 ston. Amongst the 1 os ses were those of one 
grower who reported losing a 95 ha crop of maize. Mice were also 
numerous then at Merriwagga (Fig. 1.2). 
In sub-coastal forests near the Victorian-New South Wales 
border, severe forest fires are followed one to three years later by 
local irruptions of mice {Gatling and Newsome 1980). 
1.2 THE STUDY SITES 
l.2(A) TWO FARMS 
Live-trapping was carried out at two farms. One - the 
Irrigated Farm - is at Benerembah, 20 km southwest of Griffith, in 
the Murrumbidgee I rri gat ion Region of New South Wal es. The other -
the Dry Farm - is a sheep-wheat enterprise near Merriwagga, some 70 
km north of the Irrigated Farm and about 20 km from the nearest 
irrigation. These two sites allowed a comparison of mouse 
populations on irrigated and dry-farmed cereal farms in the same 
climatic region (Fig. 1.3). 
l.2(B) GEOMORPHOLOGY AND SOILS 
Both farms are on the Riverine Plain of New South Wales. 
Totalling 7.7 million hectares, the plain was formed by sedimentary 
deposition from ancient streams (the 'prior streams' of Butler, 
various references). The present-day river systems (Murray, 
Murrumbidgee, Lachlan, Goulbourn, etc.) have had very little effect 
on the geomorphology or soil distribution (Butler 1979), but recent 
aeolean deposits commonly overlie the alluvium (Butler 1950; van 
Dijk 1958). 
The prior streams entered the plain from the hills in the 
south and east. Consequently, there is a sequence of alluvial 
deposition in which particle size generally decreases through a 
fringing plain in the east to the far plain in the west. Over this, 
the aeolean influence is greatest in the north-east, where wind-born 
materials have been deposited against adjoining ridges. The Dry Farm 
lies in this north-eastern region, while the Irrigated Farm lies at 
the other end of the sequence, on the far plain (Fig. 1.4). 
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(i) Soils of the Dry Farm. 
The Dry Farm lies just within the north-east margin of the 
Riverine Plain (Stannard 1968; Langford-Smith 1960; Leigh and 
Noble, 1972; Butler et al. 1973). Butler et al. described the 
typically undulating plains with low sand ridges as 'plains of 
indistinct character'. The aeolean influence has caused the area to 
be known as 'the soft red country' (Northcote 1966). The pattern of 
sand ridges determines the di stri but ion of soil types which range 
from sand to sandy clay (Fig. 2.2) and which fall within the 
solonized-brown Great Soil Group (Talsma 1963). They are also known 
as mallee soils and the region can be regarded as a northern outlier 
of the South, Australian and Victorian mallee referred to 
previously. Water infiltration of the soils is rapid because of the 
relatively large soil particles and cracking as the soils dry is 
negligible. Given adequate rainfall, wheat yields exceed three 
tonnes per hectare, as in the record year of 1978. These soils are, 
however, poor retainers of moisture and in drought years the wheat 
crop may fail completely. The Dry Farm is on the western limit of 
adequate rainfall for wheat growing, and such failures are common, 
the most recent being in 1977. 
The following characteristics contributed to the siting of the 
study in this general area. Firstly, it had experienced a mouse 
plague in 1969-70 and 1974-75. Secondly, the soil was basically non-
cracking, and there were no obvious natural refuge habitats such as 
reed beds. An examination of Newsome 1 s hypothesis was therefore 
possible. Thirdly, the large annual variation in wheat yield, from 
failure to bumper crop, made it likely that large differences in 
mouse numbers might be encountered over a relatively small number of 
years. The particular farm was chosen because of the presence of a 
pigsty, as described below and because the farmer was enthusiastic 
about the study. 
(ii) Soils of the Irrigated Farm. 
The distribution of soils on the far plain is determined by 
the courses of the prior streams (Butler 1950, 1958) (Fig. 1.5). The 
type of crop grown is, in turn, determined by soil type. Thus, an 
area of sandy loam (probably Thulabin sand as described by Stannard 
(1968, 1970) was used for wheat growing in 1978 and 1979 and was 
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aerially-sown to improved pasture in early 1980. This is referred to 
as the 1 wheat area• in following sections. Adjoining it is a rice-
growing area of red-brown clay (probably Willbriggie clay loam) with 
an adjoining extensive area of grey-black, heavy, self-mulching clay 
which is the optimal rice soil (probably the Wunnamurra clay of 
Stannard, 1970). Together, these two areas of clay soil types make 
up the 1 rice area' referred to below. 
Both the severity of cracking as the soils dry and the soil 1 s 
ability to retain water increase along the sand to clay-loam to 
heavy-clay sequence. Speed of infiltration of water into the soil 
decreases across that sequence. 
l.2(C) CLIMATE 
Long-term climatological averages at Griffith are given in 
Table 1.1. The warm temperate climate (classification BSfk on the 
Koppen scale; Gutteridge, Haskins and Davey 1970) at both sites is 
semi-arid, and the rainfall is distributed uniformly throughout the 
year. 
(i) Temperature. 
Weekly mean minimum and maximum temperatures at the CSIRO 
Meteorological station at Griffith are given in Tables 1.2 and 1.3 
for 1977 to 1980, inclusive. July is the coldest month with an 
average of 17.5 frosts. The lowest minimum temperature on record (-
5.20C) was, however, in June of 1958. 
The warmest winter during the study was in 1979 when the 
weekly mean maximum was 16.1°C, compared to 12.9, 13.8 and 15.3°C in 
1977, 1978 and 1980, respectively. Weekly mean minimum temperatures 
in winter, at 4.2 to 4.6°C, were similar in all years except 1977, 
when it was 2.2°C. 
January is the hottest month, and the highest recorded maximum 
temperature (46.4°C) was in January 1939. During this study the mean 
weekly minimum temperature during the summer of 1978-79 was 2.5°C 
higher than in both 1977-78 and 1979-80. The mean maximum 
temperature was similarly higher, at 33.4°C. 
{ii) Rainfall. 
Averaged over many years, the annual ra inf a 11 at Griffith is 
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divided about equally between all months of the year. Variations 
about monthly medns are large, however, and West (1945) defines a 
'wet winter' at Griffith as one in which at least 150 mm of rain 
falls during two consecutive months, with at least 100 mm in either 
one. A 'wet winter' occurs once every six years on average, but 
since 1966 there has been only one, in 1978. The winter of 1968, 
during which 138 mm of rain fell in May and June, just fails to 
qualify as a 'wet winter'. The occurrence of a mouse plague some 12 
months after each of these two winters supports the proposal, above, 
that high winter rainfall is necessary for plague formation. 
Weekly rainfall during the present study is shown in Fig. 
1.6. In 1978 the annual total rainfall was 573 mm (142% of the long-
term average), compared to 372 mm (92%), 299 mm (74%) and 298 mm 
(74%) in 1977, 1979 and 1980, respectively. Autumn, winter and 
spring of 1978, as well as the 1978-79 summer, were all wetter than 
the corresponding season in the other years. The summer of 1979-80, 
when the outbreak of mice occurred, received less than one quarter of 
the rainfall of either of the previous two summers (13.7 mm compared 
to 61.8 mm in 1977-78 and 72 mm in 1978-79). 
1.2(0) SOIL-WATER BALANCE 
Because of the high temperatures and low rainfall, evaporation 
dominates the water balance of unirrigated soils in summer and so 
restricts plant growth (Butler 1979). To examine any residual effect 
of summer i rri gat ion on the growth of grasses during the subsequent 
seasons, a soil moisture balance was 
developed by Slatyer (1960a and b}. 
simulated along the lines 
The resultant estimates of 
available water in the top metre of a soil similar to Willbriggie 
clay loam are shown in Fig. 1.7. Details of the model are given in 
Appendix II. 
From Fig. 1.7 the annual occurrence of a summer drought can be 
seen clearly. The model estimates that in the summer of 1978-79, the 
drought started, in the absence of irrigation, in the 2nd week of 
January, 1979. In all other summers the simulated starting time was 
not later than mid-November. 
It can also be seen in Fig. 1.7 that, except in 1980, the 
simulated residual effect of summer irrigation was short-lived after 
the rice crop was drained. This 1 ack of pro 1 onged residual effect 
was due to recharging of the water balance by sufficient rainfall in 
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winter to bring a 11 soils, whether previously irrigated or not, to 
field capacity. It is clear that the moisture content of unirrigated 
soi 1 in summer is independent of the presence or absence of 
irrigation during the previous summer. 
The above model is an over-simplification, especially in terms 
of the relationship between actual and potential evapotranspiration, 
but also in terms of topography, runoff and rate of infiltration of 
rain into the soil. It is concluded, however, that the model depicts 
between-year differences adequately. 
l.2(E) AGRICULTURE ON THE RIVERINE PLAIN 
(i) Major zones of production 
I now review those agricultural practices likely to affect 
mouse populations on the Riverine Plain. 
Only 202,500 ha, or less than 3 per cent, of the Plain lies in 
the intensively-irrigated Irrigation Areas. Within the two 
Irrigation Areas, near Griffith and Venda, soils are suitable for 
citrus and stone fruit orchards and vineyards. Mice are not 
considered as economically-important pests in these horticultural 
areas, and no investigations were conducted there. Irrigation 
Districts - where large portions of farms are not laid out for 
irrigation, and where individual farms are larger than in the 
Irrigation Area - make up a further 1.0 million hectares, or 13% of 
the Plain (Leigh and Noble 1972). The Irrigated Farm lies in one 
such district - the Benerembah Irrigation District - which, together 
with the Tabbita and Wah Wah Districts, and the Mirrool and Yanco 
Irrigation Areas,make up the Murrumbidgee Irrigation Region (M.I.R.). 
In the Merrowrie Creek District, and at Darlington Point south 
of Griffith, large areas of coarse grain and oil seed crops are grown 
under irrigation using artesian and/or river water. Apart from wheat 
production on the eastern margin of the plain, the remaining 
unirrigated majority of the plain is used for sheep grazing. Thus, 
irrigation is a major feature of the Riverine Plain, as can be seen 
from Fig. 1. 3. 
(ii) Agriculture on the Irrigated Farm 
(a) Rice cultivation. Within the M.I.R., rice is by far the 
largest source of income (Fig. 1.8A). The major features of rice 
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cultivation, which have been summarized previously by Boerema (1973, 
1974a), are shown in Figs. l.8B and 1.9. 
All rice is grown under flood irrigation in contoured bays 
which are separated by levees (otherwise known as contour banks) 
which usually follow natural contour lines at 7.5 cm intervals. 
After initial flattening and surveying of the ground, the contour 
banks are raised by use of large plough blades. 
The bays range in size from about 0.5 to 7 hectares, depending 
on the slope of the land. Irrigation water is lifted from 
distribution channels (Fig. l.9A) by wheel pumps to the highest point 
of the farm, whence it is fed by gravity to the bays. A current 
trend is for precision levelling of land, so that bay size can be 
increased and rectangular contours built. The traditional contour 
method was used on the study farm, however. 
Rice is sown in spring (late September or early October) as 
soon as temperatures are high enough to ensure germination. Three 
methods of sowing were employed at one time or other on the Irrigated 
Farm during the period of this study, viz.; 
Combine sowing: seed is sown at depths of not more than 2.5 
ems into drills in seeds beds well-prepared by previous ploughing. 
The bay is then flooded and drained. Rice seed is therefore 
available to mice from the banks. When the rice is 18-23 cm tall, 
permanent water is applied to a depth of about 5-13 cm. This water 
stays on for about 100 days until the crop is ready to harvest. 
Sod sowing: seed is sown directly into pasture or into 
stubble from the previous crop, so the seed bed is not made 
uni nhabitab 1 e for mice by preparatory p 1 oughi ng and the seeds are 
available to mice. The irrigation schedule is the same as for 
combine sowing. 
Aerial sowing: pre-germinated rice seeds are dropped from 
aircraft directly into the permanent (for the life of the crop) 
irrigation water. Some seeds fall onto the contour banks and grain 
produced there is not removed at harvest. 
Flowering of the crop usually occurs in late January or early 
February, and the grain matures approximately 40 days later. A 
significant correlation between yield and mean minimum temperature 
during February has been found {Boerema 1974b). Harvesting, by self-
propelled combines {headers) commences in mid-March and continues 
Chapter 1. 26. 
until late April. The irrigation water is drained 1-2 weeks before 
harvest. Tangled or fallen (lodged) crops reduce yield because the 
headers cannot pick up all the grain from near ground level. Yields 
in lodged crops were found by Hartley (1980) to be reduced from 9.6 
tonnes/hectare to 6.9 tonnes/hectare. If mice eat an average of 5 
grams of rice grain per mouse per day, such a residue of 2.7 
tonnes/hectare left in the field would be sufficient to support some 
2700 mice/hectare from harvest at the end of March until the end of 
November. This calculation does not include unharvested .rice on the 
banks in aerially-sown crops but it does presume that none of the 
residual grain germinates or is spoilt by moisture. 
The maximum permissable rice area per farm has increased from 
24.3 ha in 1976, through 32.4 to 48.6, 48.6 to 80.9 ha in 1980. 
Except on the largest farms in the Irrigation Districts, this 
increase has disrupted the traditional rotation practice of following 
the rice crop with a winter cereal (wheat or barley) then going to 
fallow or improved pasture for a number of years {Fig. 1.9D). 
Consequently, it has become increasingly common for two consecutive 
rice crops to be grown without a summer fallow between them (Kennedy 
1977). With the one exception of Grid 75, as noted below, all live 
trapping in the irrigated rice area was done in second-year crop and 
subsequent stubble. This procedure allowed an examination of the 
differences in mouse numbers due to annua 1 weather conditions by 
elimi~ating differences between first and second-year rice crops 
(Fig. 1.10). 
Because rice dominates the agriculture of the area (Fig. 1.8A) 
there is much uniformity between the farms. For example, only four 
varieties of rice are permissible in the M.I.R., (Rice Marketing 
Board 1980). Selection of seed and its treatment with insecticide 
and fungicide are also uniform. All are carried out, off-farm, by 
rice industry authorities. Furthermore, the cultural practices such 
as seeding-rates for each variety tend to be uniform. All planting 
is done between late September and late October. Similarly, if fine 
weather prevails, harvesting of the total crop of the M.I.R. is 
completed within about 6 weeks, from mid March to the end of April. 
Of course there are differences between irrigated rice farms: 
1. Larger farms on the Irrigation Districts have larger areas 
under fallow, pasture and winter cereals compared to smaller farms in 
the Irrigation Areas. Also the rotation interval between successive 
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rice crops in the same bays can be longer on district farms. 
2. On District farms rice production may be associated with 
irrigated winter pastures of subterranean clover (Trifolium 
subterraneum) or ryegrass (Lolium rigidum) for sheep and/or cattle. 
Even on the smaller Area farms, some growers graze 1 i vestock on 
contour banks and rice stubble, while others do not. 
3. The size of bays varies with the slope of the land, and 
whether or not precision levelling has been used. 
4. Prior streams, and therefore sandier soils and poorly-
drained low-lying areas, are more common in the rice growing area 
south-west of Griffith, including Benerembah, than in the rice areas 
north and east of Griffith (Butler et al. 1973). 
5. The rice industry is highly profitable, and in recent 
years many farmers have drained and levelled previously unutilized 
land. On the Irrigated Farm, this has resulted in the felling of a 
large area of black box trees (Eucalyptus bicolor) This area was put 
under rice in 1980 (Fig. 1.10). Contour banks are usually rebuilt 
during such farm re-alignment, so their ages and the successional 
stages of vegetation on the banks vary between and within farms. 
(b) Weeds. Except for a stand of b 1 ack box trees on the 
lowest part of the farm (Fig. 1.11) and smaller stands of grey box 
(Eucalyptus woollsiana) on the sandy soils, the vegetation consists 
of grasses and herbs. These are, in the main, species which colonize 
disturbed ground and degraded pastures. A list of those which are 
known to be eaten by mice in the field is given in Table 1.4. Of 
them, Barley grass (Hordeum leporinum) is important because of the 
early seeding at the end of winter when other food is scarce. 
Barnyard grass (Echinochloa crusgalli) (Fig. 1.12) is the main source 
of cover and the main food of mice on the banks. Seed heads which 
have been detached from the pl ant and dragged to a favoured feeding 
spot by a mouse are commonly seen on the contour banks (Fig. 
1.13.A). Up to 40,000 seeds per pl ant can be produced (Leigh and 
Mull am 1965) and in the USA the first mature seeds can be present 
only 52 days after germination (Vengris, Kakperska-Palaez and 
Livingston 1966). The taxonomy is poorly understood, but four 
varieties may be present in the M.I.R. These range from early spring 
flowering to a late autumn flowering form (Jones 1934, ctted by Grist 
1975, p. 283). After the heavy autumn rains in 1978, barnyard grass 
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seed was still being eaten by both mice and budgerigars 
{Melopsittacus undulatus) in August. 
On old contour banks which have been undisturbed for a few 
years, water couch and common couch appear to replace barnyard 
grass. Some exploratory trapping was done during this study on 
couch-covered banks away from the study site. Mice were always rare 
or absent. 
It is not known whether mice eat the seeds of Typha muelleri 
and T. angustifolia (cumbungi, cat-tail or bullrush), which are very 
common and provide excellent harbourage for mice (Fig. l.12B). Camel 
melon {Citrellus lanatus) and Paddy melon (Cucumis myriocarpus) were 
very common on contour banks but none were seen to have been eaten by 
mice. Paterson's curse {also known as Salvation Jane; Echium 
plantagineum) ·is common in all years, but in late 1978 a purple 
carpet of it covered pastures throughout S.E. Australia including the 
Irrigated Farm. The many other species of grasses and herbs 
occurring on the Irrigated Farm are included in the summary given by 
Leigh and Mulham {1965). 
(c) Other Animals. At least seven feral cats (Felis 
domest i cus) hunted on the farm in 1978. Some used the piles of 
fallen black-box trees as lairs. Two groups of foxes (Vulpes vulpes) 
were present at all times. One had its lair in the E. woollsiana 
area, the other diagonally opposite, in the vicinity of wood piles 
remaining in 1979 and 1980. 
Barn owls (Tyto alba) were often seen. At least one family 
group of black-shouldered kites (Elanus notatus) hunted over the farm 
throughout the study. Brown falcons (Falco berigora) and crows 
(Corvus coronoides) were common, but appeared to be feeding mainly on 
frogs and carrion. Swamp harriers (Arcus aeruginosus) were seen 
occassionally, as were tawny frogmouths (Podargus strigoides). 
Brown snakes (Pseudonaja textilis) were common in each summer, 
especially in November. Seven were seen in one day in November 
1979. Black snakes (Pseudechis porphyriachus) were also present, but 
no tiger snakes (Notechis scutatus) were seen. 
European carp (Cypri nus carpi o) were abundant in the 
irrigation water. When this was drained, the bottom of channels were 
covered by dead and dying fish, which were eaten by cats and foxes. 
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Freshwater crayfish {family Parastacidae) (yabbies) which burrow into 
the channel banks were also eaten by cats and foxes when the ground 
was moist. 
(iii) Agriculture on the Dry Farm. 
(a) Wheat cultivation. As mentioned above, farms in this 
area lie on the western limit of wheat production. The remainder of 
the unirrigated plain is either unutilized or used for pastoral 
purposes. 
Because of drought many wheat crops in the area did not make 
sufficient grain to warrant harvesting in late 1977. In May 1978 an 
80 ha field was planted to wheat. Unusually good rains, especially 
in January, May, June and September, resulted in a crop of 3.0 tonnes 
per hectare, which was harvested in November. Sheep then grazed the 
wheat stubble and surrounding pastures. After one ploughing of the 
paddock, it was again planted to wheat in May 1979. The crop yielded 
1.4 tonnes per hectare at harvest in November. 
The cycle was repeated with barley, instead of wheat, planted 
in June to give the third consecutive annual crop from this 
paddock. At harvest in November 1980, the yield was 1.5 tonnes per 
hectare. The field was then left fallow. 
The original vegetation on the site of the wheat field was 
mallee scrub. A remnant acts as a windbreak along the northern 
border of the wheatfield from which it is separated by a ploughed 
'headland' about 3 m wide (Fig. 1.14). Trees cleared from the 
wheatfield are piled along this northern edge. Piles vary in size, 
ranging from 2.5 to 8.5 m across. The dead logs· are stacked 
irregularly and loosely, and only to a height of about one metre. 
The three piles in and around which traps were routinely set are 
separated from each other by 100 m and 275 m and are about 3m from 
the northern edge of the wheatfield. 
A house and adjoining garage, a shearing shed and a piggery 
are situated 300, 450, and 450 m from the wheatfield. 
(b} Farm buildings. No traps were set in the farm residence, 
adjoining garage or their surrounds. Both buildings are old and mice 
certainly were present in the garage at times. 
In addition to cereal cropping, sheep rearing is a major 
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enterprise. The shearing shed is somewhat dilapidated. Large 
amounts of junk and equipment are stored outside it and on the wooden 
floor, which is 10 to 20 cm above ground level. Each year, grain is 
stored for a few weeks in the shed before sowing. The shed being 
open on one side, there are no real barriers to entry or egress by 
mice. On the other three sides mice can easily move through gaps in 
the outer wall. 
The holding yards adjoining the shed are, themselves, clear of 
vegetation though a narrow band of long grass grows immediately 
outside them. This is usually hayed-off. An old tank and a pile of 
rubble (mainly old bricks) lies nearby. 
A sma 11 piggery was operated by the farmer during the study. 
These buildings were also derelict, and had large amounts of junk 
associated with them. The main sty was of galvanized iron walls and 
concrete floor. Mice could move in and out of this building via two 
open doorways and through gaps up to 10 cm wide between the iron 
sheets and the concrete floor. Pigs were fed on wheat, which was 
always available to mice as either milled pig food in the sty or as 
whole grain beneath two small mobile silos outside the sty. 
On one side, the sty adjoined open yards, clear of vegetation 
except for large shade trees. Pigs ran free in these yards. Another 
rubble pile was situated 5 m outside the yards, and some 12 m from 
the main pig shed. Effluent from the piggery flowed into an open 
trench, the surrounds of which supported a lush growth of grass. 
1.3 METHODS 
1.3(A) TRAPPING ON THE IRRIGATED FARM 
I now describe the routine monthly live-trapping that was 
carried out from January 1978 to Apri 1 1981. Particular methods, 
such as extraction of body fat and the provision of supplementary 
food, are given in the relevant chapters. 
In January 1978 Elliot live-traps were used. From then on, 
Longworth traps baited with wheat were used exclusively. No bedding 
or insulation was provided in them. 
(i) Location of traps 
The locations of the second-year rice areas each year are 
shown in Fig. 1.10. In each of those areas, traps were set in lines 
Chapter 1. 31. 
on the contour banks and in grids in the bays. The interval between 
trap stations on lines and grids was 10 m. Traps were set for three 
consecutive nights except on the occasions shown in Tab 1 e 1. 5 when 
they were set for four nights. 
(a) ~· In 1978 and 1979 one grid was set in each of three 
and two bays, respectively (Fig. 1.10). Each grid contained 48 trap 
stations in 6 rows of 8 and covered an actual area of 0.35 ha. If 
half a trap interval is added as a boundary strip, the total grid 
area can be regarded as 0.48 ha. In 1978 one trap was set at each 
trap station. In al 1 other years, two traps were set no more than 
one metre apart at each station. Also in 1978, a grid (Grid 75) was 
set in a first-year stubble bay. 
An attempt was made in 1980 to increase the numbers of 
recaptures each month by setting a grid over the whole of a 0.8 ha 
bay. Two traps were used at each station. As in other years, the 
interval between stations was 10 m. The same layout was used in a 
second-year rice stubble bay in April, 1981. 
(b) Banks. Traps were set either singly, as in 1978, or in 
pairs, as in all other years, at 10 m intervals along contour banks 
adjacent to the grids described above. In 1978, the whole length of 
each of 3 banks was trapped on each occasion. This used most of the 
available traps so that banks and bays were trapped in different 
weeks of each month. It is shown in Chapter 5 that in 1978 very few 
mice were recaptured far from their original points of release. 
Tagged mice caught for the first time on a grid had moved from the 
bank immediately adjacent to the grid trap station. Therefore, in 
1979 the 1 ength of bank to be trapped was restricted to the 200 m 
immediately adjacent to each grid. This allowed simultaneous 
trapping of banks and bays. As on the grids, one trap was set per 
station in 1978 and two were set at each in other years. 
In 1980 two traps per station were set on banks on three sides 
of the 0.8 ha bay ref erred to above. 
(ii) Variation of cropping procedures 
The 1978 second-year crop area was aerially-sown in October 
1977, and harvested in early April. The vegetation on the contour 
banks and the rice stubble were burnt on 15-17 August, 1978, and the 
... 
,, 
""' 
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bays were sod-seeded on the same days to barley which was harvested 
in November. The area then remained fallowed. 
Farming of the 1978-79 and 1979-80 second-year crop areas 
differed from that of 1977-78 in two respects. Firstly, the 1978-79 
and 1979-80 rice crops were sown by combine, as opposed to aeri a 1 
sowing in 1978. Secondly, no winter cereal crop was grown in 1979 
and 1980 when the rice stubble remained unburnt and ungrazed 
throughout each year. 
In summary, traps were set at monthly intervals on banks 
adjacent to the rice crop. After harvest in April, trapping was 
continued on these banks throughout the year until the fol lowing 
February. From September to February, it was necessary to trap both 
the old field banks and the newly irrigated banks. This clearly 
strained the resources 'and, in general, old-field banks were 
routinely trapped until December, then whenever possible. .The 
reverse applied to the newly irrigated b~nks. Bays were trapped at 
approximately monthly intervals from as soon as possib.le after the 
irrigation water was drained off. 
1.3{B) TRAPPING ON THE ORY FARM 
Longworth traps were set at intervals of about one month at 
four locations on the Dry Farm, as follows {Fig. 1.15). In the 
wheatfield, two lines each of 20 traps at 10 m intervals were set 
from November 1978 to April 1979. From May until the end of the 
study, another two lines were used also, so that the four roughly 
parallel lines were about 150 m apart. At the woodpiles, a total of 
20 traps were set in and around the base of three piles. At the 
pigsty. 5 traps were set on the concrete floor next to the walls with 
another 5 next to the outside wal 1. A further 5 were set in an old 
shed next to the sty and 10 were set in and around the stubble pile. 
At the woolshed, 10 traps were set inside the shed, with a further 20 
in the adjoining yards and nearby stubble heap. 
1.3(C) PROCESSING OF MICE 
On the irrigated farm there was usually sufficient vegetation 
on the second-year banks and in the stubble bays to ensure that mice 
confined in the traps were not exposed to the sun. Nevertheless, in 
summer clearing of traps was begun soon after sunrise. Similarly, 
the small numbers of mice caught in the Dry-Farm wheatfield ensured 
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that mice were released soon after sunrise and no losses due to heat 
exhaustion were experienced. 
Occasional losses were experienced during winter. However, 
the small number did not warrant provision of bedding to protect the 
mice. Once again, the abundant grasses and rice stubble provided 
insulation either in situ or after being gathered up and placed over 
the trap. 
An individually-numbered 'Hauptner' brand ear-tag was fitted 
to the right pinna of each mouse. The classification of reproductive 
condition is described at the beginning of Chapter 3. Each mouse was 
weighed to the nearest 0.2 g with a Pesola spring-balance. Head-body 
length was measured to the nea~est millimetre with a steel rule and 
the presence of wounds or inJections was noted. 
released at its exact point of capture. 
Each mouse was 
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Table 1.1 Weather at Griffith (Lat. 34°18'S, Long. 146°04'E., Altitude 125 m.) - M?an 
t1:nthly Data (1931-75). 
Jan. Feb. Mar. Apr. May. June July Aug. Sept. Oct. Nov. Dec. Total 
Max tefTP {°C) 31.8 30.8 27.9 22.8 18.2 14.8 14.1 16.l 19.5 23.2 26.9 29.8 
Min tefTP (°C) 16.2 15.7 13.3 8.9 5.7 3.7 2.8 3.7 5.5 8.8 11.7 14.3 
Rainfall (rnn) 28 31 40 36 l3 35 30 36 29 43 28 30 404 
Daily hours 
of sunshine 10.3 9.7 9.0 7.7 6.3 5.1 5.2 6.4 7.8 8.4 9.5 9.6 
No. of frosts 0.5 3.7 11.3 14.5 17.5 15.6 12.5 6.0 1.4 83.0 
E vapn ( rnn) 287 240 197 119 67 46 49 77 118 178 235 276 1889 
U.S. Class A. 
• > 
35 
Table 1.2 Mean weekly maximum temperature (°C) at Griffith, N.S.W. 
(A) SPRING 
Week 
36 37 38 39 40 41 42 43 44 45 46 47 48 T (S.E.) 
1977 15.5 16.6 22.3 22.1 23.5 29.1 22.8 28.l 27.2 25.5 25.1 27.7 32.2 24.4 (1.3) 
1978 18.4 16.0 18.1 18.6 20.4 23.3 21.9 27.2 23.0 23.1 24.4 25.4 31.2 22.4 (1.2) 
1979 16.1 19.4 19.3 21.0 20.5 21.4 20.0 26.8 25.3 29.1 28.0 29.5 28.1 23.4 (1.2) 
1980 19.4 21.0 19.7 23.8 27.8 23.7 25.8 28.1 23.0 23.2 34.0 31.1 34.7 25.8 (1.4) 
(B) SUMMER 
Week 
1 2 3 4 5 6 7 8 9 T (S.E.) 
1977 29.3 34.5 30.8 37.2 34.6 34.8 37.4 26.0 26.8 -
77-78 29.8 33.6 30.0 27.8 29.6 30.8 32.0 31.1 28.7 28.6 32.3 35.4 30.6 30.8 (0.6) 
78-79 25.5 27.1 26.8 31.5 36.3 39.4 45.4 34.1 35.2 33.8 33.1 31.6 33.9 33.4 (1.5) 
79-80 33.7 29.6 29.8 31.4 33.3 31.9 30.0 29.6 30.2 27.8 32.1 36.6 30.7 31.3 (0.6) 
(C) AUTUMN 
Week 
10 11 12 13 14 15 16 17 18 19 20 21 22 T (S.E.) 
1977 30.4 25.8 26.6 24.2 25.8 22.0 22.3 19.4 21.6 20.5 17.7 15.0 13.1 21.9 (1.3) 
1978 33.9 32.0 25.7 21.3 24.3 24.6 33.1 20.1 26.2 20.6 15.2 17.6 20.5 24.2 (1.6) 
1979 27.6 31.6 30.4 27.2 25.2 21.5 23.3 20.4 21.3 15.7 15.8 18.3 16.1 22.6 (1.5) 
1980 34.1 24.3 31.8 28.2 25.3 25.8 27.8 21.7 19.7 19.7 19.8 15.4 16.7 23.9 (1.6) 
(D) WINTER 
Week 
23 24 25 26 27 28 29 30 31 32 33 34 35 T (S.E.) 
1977 15.0 16.9 15.0 11.8 15.1 15.6 15.2 13.0 17.0 18.0 20.1 32.6 20.5 12.9 (1.8) 
1978 13.5 11.2 14.6 12.1 12.8 10.9 15.0 14.2 15.5 14.8 12.8 14.6 17.8 13.8 (0.5) 
1979 18.8 16.7 17.3 16.7 13.9 14.5 17.0 14.7 14.1 16.2 16.6 16.3 16.7 16.1 (0.4) 
1980 12.6 13.4 15.2 16.5 11.9 12.5 15.8 15.2 14.9 16.8 15.8 21.1 17.7 15.3 (0.7) 
I 
I 
··:1 
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Table 1.3 Mean weekly minimum temperature (°C) at Griffith, N.S.W. 
(A) SPRING 
Week 
36 37 38 39 40 41 42 43 44 45 46 47 48 T 
35: 
(S.E.) 
1977 1.6 .2.7 4.3 8.1 8.2 14.8 6.0 12.7 11.4 8.2 9.6 13.9 17.9 9.2 (1.6) 
1978 8.5 5.6 7.6 7.2 6.2 8.2 4.8 13.8 10.3 13.S 10.S 10.6 16.6 9.0 (0.8) 
1979 5.9 8.1 3.5 9.7 8.9 8.9 8.2 12.9 7.8 13.6 12.0 13.0 11.2 9.5 (0.8) 
1980 4.0 6.1 6.1 8.4 8.6 7.8 9.4 12.6 9.6 10.1 17.8 15.0 14.0 10.0 (1.1) 
49 so 51 52 1 2 
(B) SUMMER 
Week 
3 4 5 6 7 8 9 
1977 - 14.4 19.9 16.0 13.3 17.7 20.2 19.9 15.7 13.8 
T (S.E.) 
77-78 14.3 14.2 11.6 14.2 17.0 14.0 16.S 18.1 16.6 13.0 16.0 17.7 13.0 15.1 (0.6) 
78-79 11.1 14.2 13.0 21.3 19.6 21.5 20.0 18.5 19.2 17.4 15.S 18.2 18.0 17.5 (0.9) 
79-80 16.1 12.3 12.5 15.6 18.2 15.8 13.9 14.0 16.5 11.7 17.1 18.4 13.8 15.0 (0.6) 
(C) AUTUMN 
Week 
10 11 12 13 14 15 16 17 18 19 20 21 22 T (S.E.) 
1977" 14.7 7.0 12.2 10.3 9.8 4.9 6.9 4.4 8.2 8.8 8.1 5.4 3.5 8.0 (0.8) 
1978 18.4 18.0 16.5 9.5 10.2 10.8 9.3 4.2 7.5 9.5 7.6 7.8 8.1 10.6 (1.2) 
1979 11.5 17.0 16.0 12.1 10.7 5.8 11.8 8.7 8.4 6.2 2.0 8.7 6.2 9.6 (1.2) 
1980 17.8 11.8 12.8 10.4 8.3 7.5 13.5 13.6 5.6 12.1 8.5 2.0 9.0 10.2 (1.1) 
(D) WINTER 
Week 
23 ·24 25 26 27 28 29 30 31 32 33 34 35 T (S.E.) 
1977 2.2 4.6 2.2 1.4 -.1 2.3 -.1 1.7 2.2 2.0 3.6 4.1 8.1 2.2 (0.4) 
1978 8.0 4.5 7.3 4.9 4.4 2.8 4.8 4.4 .2.6 6.6 3.3 1.4 2.4 4.6 (0.6) 
1979 5.7 3.1 7.4 6.0 3.1 3.1 3.1 2.3 0.9 4.0 3.3 4.2 4.2 4.2 (O.S) 
1980 4.2 3.2 3.4 3.2 4.9 3.0 2.5 2.7 3.8 2.9 5.3 7.3 4.2 4.1 (O.S) 
Table 1.4 
Farm. 
Common p I ants which ar·e known to provide food for mice on the Irr I gated 
Common name 
Barnyard grass 
Barley grass 
Name Form First First 
appear- seed 
ance 
Echlnocloa crus-gal ll grass spring spring 
Hordoum I opor I num grass autumn I ate 
winter-
Seeds 
eaten 
yes 
yes 
ear ly spring 
Pnlcum white! 
~s rotundfs 
Rumex crystal llnus 
grass 
grass summer summer 
sedge 
sedge 
herb 
Rye grass 
Pepper grass 
Nut grass 
Dirty dora 
Shiny dock 
Curled dock 
Peppercrss 
Rumex crlspus herb 
l2.f?_lj_i_l!m hyssop I to! l Un:!_ herb 
summer summer 
spr Ing summer 
autumn spring 
autumn sr Ing 
autumn spring 
Burri medic Medlcago polymorpha_ 
Paterson 1 s curve Ech i U.!1.1_..E_l_3nta_g I neum 
(or Salvation 
Janel 
Saffron thistle 
Black thistle 
Flax-leaf 
t leabane 
Carthomus lanatus 
Clrslum vulgare 
Erlgeron bonarlensis 
& spring 
legume autumn spring 
herb autumn spring 
th lstle autumn 
th lstle autumn 
herb 7 
summer 
spring 
year-
roun d 
yes 
? 
? 
yes 
yes 
yes 
prob-
ably 
prob-
ably 
yes 
yes 
7 
Lite-
span 
annual 
annual 
annual 
perenn i a I 
perennial 
perennial 
perenn la 
annual 
annua I 
annual 
annual 
biennial 
annual 
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Table 1.5. Schedule of live-trapping in the rice areas 
on the Irrigated Farm in 1978, 1979 and 1980. (I.R. = 
irrigated rice; R.S. = rice stubble; D = drained rice 
crop, before harvest; B. S. = barley· stubble; B = barley.) 
DATE SITE CROP TRAP- MICE CAUGHT 
NIGHTS od <:; Cf 
1978 
16, 17 Jan Bank 81 I. R. 177 24 15 
Bank 82 I.R. 100 6 4 
Bank 83 I.R. 75 5 4 
Bank 84 I. R. 48 5 3 
400 40 16 
30 Jan, 2 Feb Bank 82 I.R. 50 9 6 
Bank 84 I. R. 46 5 5 
Bank 89 I.R. 50 7 1 
Bank 80 I. R. 50 6 4 
196 27 16 
27 Feb - 1 Mar Bank 81 I. R. 150 12 6 
Bank 82 I. R. 150 5 7 
Bank 84 I.R. 120 22 13 
Bank 89 I.R. 117 26 12 
Bank 80 I. R. 105 14 19 
642 79 57 
13-16 Mar Bank 82 I. R. 105 5 13 
Bank 84 I.R. 129 12 11 
Bank 89 I.R. 129 13 12 
Bank 80 I. R. 96 10 19 
459 40 55 
31 Mar - 6 Apr Bank 83 D 60 20 20 
31 Mar - 6 Apr Bays (edges) D 340 61 55 
Bays (centres) D 340 93 61 
17, 19 Apr Bay 75 R.S. 144 6 13 
Bay 85 R.S. 192 7 6 
336 13 19 
38. 
(cont.) 
38a. 
17, 19 Apr Bank 81 R.S. 40 4 5 
Bank 84 40 2 2 
80 6 7 
1, 3 May Bank 81 R.S. 156 22 32 
Bank 82 R.S. 160 10 16 
Bank 84 R.S. 160 21 24 
Bank 89 R.S. 200 18 9 
Bank 80 R.S. 120 9 11 
796 80 92 
22, 24 May Bay 75 R.S. 192 17 17 
Bay 83 R.S. 144 28 28 
Bay 84 R.S. 144 19 22 
Bay 85 R.S. 192 19 18 
672 83 85 
27 June Bank 81 R.S. 210 53 41 
17 I 20 July Bay 75 R.S. 144 10 9 
Bay 83 R.S. 144 23 31 
Bay 84 R.S. 144 30 29 
Bay 85 R.S. 144 38 36 
576 101 105 
17, 20 July Bank 81 R.S. 33 10 10 
Bank 82 R.S. 108 21 18 
Bank 84 R.S. 129 18 23 
Bank 89 R.S. 57 17 13 
Bank 80 R.S. 120 27 18 
1, 3 Aug Bay 75 R.S. 144 14 14 Bay 83 R.S. 144 13 16 Bay 84 R.S, 144 9 14 Bay 85 R.S. 144 23 18 
576 59 62 
15, 17 Aug Bank 81 R.S. 171 56 51 2 3 I 25 Aug Bank 84 R.S. 120 17 28 
Bank 89 R.S. 120 25 32 Bank 80 R.S. 120 43 30 
531 131 141 
(cont.) 
13, 15 Sep Bay 75 B 144 7 5 38b. 
Bay 83 B 144 8 4 
Bay 84 B 144 3 8 
Bay 85 B 144 2 1 
576 20 18 
25, 27 Sep Bank 81 B 171 33 22 
Bank 84 B 60 9 15 
231 42 37 
25, Oct Bay 83 B 144 2 0 
Bay 84 B 144 2 1 
Bay 85 B 144 3 2 
432 7 3 
30 Oct - 2 Nov Bank 81 B 228 17 7 
Bank 84 B 117 3 2 
345 20 9 
13, 17 Nov Bank 76 I .R. 120 2 2 
Bank 77 I. 'R. 120 4 7 
Bank 78 I.R. 60 2 1 
Bank 79 I.R. 60 3 2 
360 11 12 
4 I 7 Dec Bay 83 B.S. 144 6 4 
Bay 84 B.S. 144 7 4 
288 13 7 
Bank 83 B.S. 180 9 9 
Bank 84 B.S. 120 10 5 
Bank 89 B.S. 120 5 6 
420 24 20 
1979 
8, 12 Jan Bank 81 B.S. 120 14 16 
Bank 84 B.S. 120 12 16 
Bank 89 B.S. 120 9 1'5 
Bank 80 B.S. 120 15 22 
480 50 69 
31 Jan - 2 Feb Bank 76 I.R. 120 14 10 
Bank 77 I.R. 120 4 5 
Bank 78 I .R. 120 10 7 
Bank 79 I. R. 120 16 11 
480 54 33 
23, 25 Feb Bank 81 B.S. 180 52 42 
Bank 84 B.S. 120 24 28 
Bank 89 B.S. 120 17 28 
420 93 98 
Bay 83 B.S. 144 20 24 
Bay 84 B.S. 144 10 14 
288 30 38 
38c. 
- ~------.,._,.~-
28 Feb Bank 75 I.R. 80 7 6 
Bank 76 I.R. 40 2 9 
120 9 15 
13, 15 Mar Bay 83 B.S. 144 15 20 
Bank 81 B.S. 156 38 29 
Bank 76 I.R. 120 12 24 
Bank 75 I.R. 80 3 8 
Bay 74 I.R. 144 27 13 
26 Mar Bank 81 B.S. 540 109 92 
Bay 83 B.S. 96 11 12 
23, 25 Apr Bank 75 R.S. 120 34 35 
Bank 76 R.S. 120 32 38 
Bay 74 R.S. 288 33 51 
Bay 75 R.S. 288 27 55 
4, 6 May Bank 75 R.S. 120 53 59 
Bank 76 R.S. 120 43 48 
Bay 74 R.S. 288 31 60 
Bay 75 R.S. 288 40 61 
4' 6 Jun Bank 75 R.S. 120 43 42 
Bank 76 R.S. 120 51 44 
Bay 74 R.S. 288 50 57 
Bay 75 R.S. 288 47 53 
2, 4 Jul Bank 75 R.S. 120 43 41 
Bank 76 R.S. 120 42 55 
Bay 74 R.S. 288 42 59 
Bay 75 R.S. 288 46 64 
15, 17 Aug Bank 75 R.S. 120 47 37 
Bank 76 R.S. 120 70 58 
Bay 74 R.S. 288 46 27 
Bay 75 R.S. 288 98 91 
4, 7 Sep Bank 75 R.S. 120 15 10 
Bank 76 R.S. 120 33 37 
Bay 74 R.S. 288 15 9 
Bay 75 R.S. 288 53 48 
2, 4 Oct Bank 75 R.S. 120 8 4 
Bank 76 R.S. 120 27 26 
Bay 74 R.S. 288 10 5 
Bay 75 R.S. 288 44 29 
22, 24 Oct Bank 75 R.S. 120 9 7 
Bank 76 R.S. 120 16 16 
Bay 74 R.S. 288 5 4 
Bay 75 R.S. 288 5 8 
19, 21 Nov Bank 75 R.S. 120 29 17 
Bank 76 R.S. 120 37 20 
Bay 74 R.S. 288 46 15 
Bay 75 R.S. 288 52 20 
10, 12 Dec Bank I.R. 264 
39. 
18, 20 Dec Bank 75 R.S. 120 17 19 
Bank 76 R.S. 120 27 22 
Bay 74 R.S. 288 20 11 
Bay 75 R.S. 288 28 15 
3, 5 Dec Bank 9 2) I. R. 100 38 17 Bank 9 3) 
25, 28 Feb Bank 92) D 200 14 50 Bank 9 3) 
25, 28 Feb Bank 91) D 50 9 24 Bank 94) 
31 Mar - 3 Apr Bank 91) R.S. 240 44 Bank 94) 85 
Bay 9 0) R.S. 100 36 15 Bay 9 2) 
14, 18 Apr Bay 90 R.S. t! JA 148 108 
19-22 May Bay 90 R.S. 414 190 167 
24-26 June Bay 90 R.S. 414 88 78 
21, 23 July Bay 90 R.S. 41~ 0 0 
21, 23 July Bank 9 R.S. L- /. ::) ''" 2 0 
Subsequently, 207 trap nights were set in Bay 90 in August, 
September, October, November and December. 
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Fig.1.1 The duration of the 1979-80 mouse 
plague in southern Australia as shown by an 
index of mouse abundance monitored by wheat-
industry personnel. 
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CHAPTER 2 
2.1 INTRODUCTION 
How the abundance of an animal species is measured depends on 
the reasons for measurement, for estimates of abundance have no 
intrinsic value and should be regarded only as means of obtaining 
more important information (Caughley 1977, p. 12). Whether one 
measures actual population size, absolute density or a density index* 
is determined by the use to be made of the information. In southern 
Australian wheatlands the changes in abundance of house mice from 
rarity to plague proportions then to rarity again are apparent even 
to those who would prefer not to know - the farmers, housewives, and 
silo workers. In conversation, Griffith farmers might estimate 
relative abundance during a mouse plague by the number of times a 
bucket fills with mice in a couple of hours, by the severity of 
damage, by how many burrow entrances they see, or by the numbers of 
mice seen on a road at night. At the other extreme, Smith, Gardner 
et al. (1975) consider that accurate estimation of population density 
was probably the most important objective of research associated with 
the International Biological Program. In such studies of whole 
ecosystems, with their multitude of interconnecting causes and 
*As used here, the term 'density index' is synonymous with 'Relative 
density' (RD) as used by Seber f1973) to describe measurement of 
density in units other than area- • Examples are insects per leaf, 
rabbits seen crossing a road in one hour and mice per trap-night. 
'Relative density' has been used elsewhere in a different sense. For 
example, Caughley (1977, p. 12) used it as the ratio of one 
population relative to the next, which to the present writer is a 
more logi ca 1 use of the term. Unfortunate 1 y, Ca ugh l ey subsequently 
uses the term in the same way (p. 14) as Seber. 
The question is: To what is density intended to be relative -
another density or a related statistic? When related to another 
density, the term 'relative density' should be used. When related to 
another statistic, the term 'density index' should be used. The 
latter term would also include other commonly used statistics related 
to density, such as the number of calls per hour, the number of scats 
per mile of road, etc. 
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effects, inaccurate estimates of abundance can lead to gross errors 
in the calculation of other parameters such as productivity. Where a 
study has different objectives, abundance estimated as density 
indices suffice. According to Caughley (1977), such problems may 
include those associated with 'utilization of habitat, rate of 
increase, dispersal, and the reaction of a population to management 
treatments'. The present study falls within this category, so either 
an index or an estimate of density could be used. 
2.2 METHODS 
2.2(A) REJECTION OF TOTAL COUNTS, CAPTURE-MARK-RELEASE ESTIMATES AND 
THOSE BASED ON SPATIAL DISTRIBUTION 
Estimates of density can be classified according to the method 
used to obtain them as follows: (i) total counts over the whole 
area, (ii) total count on sample plots, including line transects, 
(iii) density estimates based on spatial distribution and (iv) 
capture-mark-release (i.e. capture-recapture) estimates. The 
attributes and shortcomings of the methods are discussed by Seber 
(1973). 
In the present study, (i) was .obviously impractable and those 
in (iii) were rejected as inapplicable to a species of which at least 
some of the individuals are highly mobile, cryptic and socially 
highly developed. 
Methods in (iv) were rejected because the probability of 
capture varies among individual wild house mice (Young,- Neess and 
' Emlen 1952; Crowcroft and Jeffers 1961; Newsome 1966). 
Most capture-mark-rel ease methods assume equal probability of 
capture, though one model which does not require this assumption was 
formulated by Burnham and Overton ( 1979). It is for a closed 
population (i.e. without recruitment by immigration or births), 
however, and therefore not suitable for the present study. 
If equal probability of capture is assumed there are a number 
of models applicable to open populations. For example Myers (1974) 
used the method of Jolly (1965) on a wild population of house mice 
but variances about the resultant estimates of population size were 
unacceptably wide. Jolly's method was also used by Redhead (1979) on 
Rattus sordi dus after he had tested for equal probability of capture 
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amongst a sub-population of marked individuals. Again, during rapid 
population increase, the variances were unacceptably large. They 
were small, however, during a non-breeding season when the population 
was confined to a refuge habitat which was covered by the trapping 
grid so that there was no immigration. 
Also in Australia, Kirby (1974) used the Lincoln Index for 
estimating numbers of house mice. The assumptions that his 
population was closed and that marked and unmarked mice had equal 
survival and equal trappability were not, however, tested. 
Smith (1968) compared Lincoln Index estimates of house mouse 
numbers in a disused peanut field with the numbers of mice dug from 
burrows there. He found that the Index overestimated males and 
underestimated females. 
Because of these earlier observations of unequal catchability, 
and in the absence of suitable statistical and trapping methods to 
overcome the inequality, capture-mark-rel ease methods were not used 
to estimate abundance in the present study. 
The choice was thus narrowed to total counting of the minimum 
number known to be alive on sample plots (referred to as enumeration 
by Hilborn, Redfield and Krebs, 1976) or to use of a density index. 
2.2(B) REJECTION OF NUMBER OF BURROWS AS AN INDEX OF DENSITY 
Two density indices were available: number of mice per trap-
night and number of active mouse burrows. Use of burrows was 
rejected for the following reasons. 
(1) It was not possible to distinguish with certainty between 
mouse burrows and those made by yabbies. Many mouse burrows had 
typi ca 1 fans of soil at the entrance, and many yabby burrows had 
distinctive raised rims of packed soil. Many burrows, however, had 
neither feature. 
(2) It was not possible to distinguish with certainty between 
active and inactive mouse burrows. Many burrows were obviously 
active, as shown by the presence of fresh soil, footprints, food or 
faeces near or in the entrance. Many were clearly disused, as shown 
by cobwebs or grass across the entrance. The majority, however, 
could not be classified unequivocally as one or the other. 
(3) It was considered unlikely that al 1 burrow entrances 
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could be located, and that the proportion located would vary 
seasonally and between banks and bays. 
( 4) The re 1 at i onshi p between ab so 1 ute density and number of 
mouse bur row ent ranees was not known and cou 1 d not be known without 
an accurate determination of absolute density. Furthermore, it was 
considered that the relationship would alter seasonally and as the 
population density altered, so that serial estimations of absolute 
density would be required to quantify the relationship. It was also 
considered likely that the relationship in the hard, compacted soils 
of the bays would differ from that in the more friable soil of the 
banks. 
2.2(C) THE CHOICE BETWEEN ENUMERATION AND CATCH PER UNIT EFFORT 
To some extent, the choice between absolute density estimated 
by total counts and the density index of mice per trap-night was also 
dictated by logistics. It was possible to trap on each bay or bank 
for three, and sometimes four, consecutive nights. Even if it had 
been possible to trap for longer, the continued disturbance and 
repeated confinement of some mice which entered a trap every night 
would probably have created severe art if acts. In addition, many 
house mouse populations contain transients (Berry and Jakobson 
1974; Newsome 1969a; Caldwell 1964; Gentry 1966; Stickel 1979; 
de Long 1967). Prolongation of the trapping period could, therefore, 
be expected to add new transients to the sample for as long as traps 
were set. Under such conditions, enumeration is precluded. 
That the duration of the sampling period should be short 
compared to the time span of the demographic processes occurring in 
the population is a basic restriction on any census method. 
Therefore, where transient animals might be entering and leaving the 
population each night, trapping on only one night is preferable. 
More nights, however, are probably necessary to trap sufficient 
resident mice for accurate determination of features such as mean 
weight and prevalence of pregnancy from sample statistics. A 
compromise is therefore necessary. A 11 live-trapping reported in 
this thesis was done over at least three consecutive nights. 
Sometimes four, but never more, were used {Table 1.5). 
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2.2(0) CORRECTION OF CATCH PER UNIT EFFORT, AFTER CAUGHLEY (1977) 
The relationship between density and catch per unit effort is 
unlikely to be linear over the range of densities encountered in an 
upsurge of M. muscul us. As the density becomes high, a large 
proportion of the traps will catch a mouse and few traps will remain 
open to catch the remaining mice. In an attempt to enumerate the 
population on each of his grids, Newsome (1966, 1969a) added extra 
traps so that an excess was always available. Changing the number of 
traps in such a way varies both catching effort and efficiency at the 
same time, and any estimate of catch per unit effort will be biased 
upwards at low density. 
The non-linear relationship between density and catch per unit 
effort was examined by Andersson (1976) and Caughley (1977) who 
converted the frequency of capture per trap ( f) to a density of 
catches per trap (d) via the relationship 
-
1 - f = e-d 
This formula is used throughout this thesis and a11 density 
statistics are in this corrected form. 
As can be seen from Fig. 4.4 of Caughley (1977), there is 
little difference between the corrected and raw estimate of catch per 
unit effort when few mice are present. At high densities, the 
differences can be quite large. The effect of the correction 
procedure, therefore, is to increase the relative magnitude of 
population peaks. 
2.3 RESULTS 
2.3(A) ABUNDANCE OF MICE ON THE DRY FARM 
(i) The piggery and its surrounds. 
Mice were always present at the piggery and it was there that 
they reached the highest densities observed on the Dry Farm. 
Throughout 1979 numbers were generally constant and below 10 mice per 
100 trap-nights (corrected after Caughley (1977)) except in the 
winter months of May and June, when there were slightly more 
(Fig.2.lC). By late February 1980, the density index had increased 
to 14 and continued to do so through April to a peak of 94 in May. 
By June, numbers had dee lined to the April value and by August there 
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were once again fewer than 10 mice per 100 trap-nights (corrected). 
Numbers remained at this level until February 1981, when the farmer 
abandoned the piggery. 
(ii) The wood piles. 
In most respects, the abundance of mice at the wood piles was 
similar to that at the piggery. However, no mice were caught at the 
wood piles in January, February and March 1979, nor from October 1980 
to March 1981 (no sampling in January). As at the piggery, there was 
a small increase in numbers in the winter of 1979, and a larger 
increase to peak numbers in May 1980 (Fig. 2.lB). There is some 
indication that the upsurge commenced earlier at the woodpiles than 
at the piggery as shown by the late February indices of 26 at the 
wood piles and 14 at the piggery, respectively. Unfortunately, no 
trapping was carried out at the Dry Farm in January 1980 so the exact 
timing of the initial increase is not known. 
(iii) The wheat field 
Mice were first caught in the wheatfield in winter 1979, 
though only at the rate of 1 per 100 trap-nights (corrected). Two 
weeks later, the field was sown to wheat. The density index remained 
at less than 1 until September {Fig. 2.l(a). By mid-October it had 
increased to 2, then reached its peak value of 11 mice per 100 trap 
nights (corrected) in mid-November. Three weeks later, no mice were 
caught in the wheatfield, though the trapping effort was identical to 
that expended in November. 'The wheat harvest commenced on 7 
December, the day after the traps were lifted. 
In March and April 1980, the density index was less than 1. A 
slight increase to 11 occurred in May, corresponding to the increases 
seen at the piggery and log piles. Despite constant trapping effort, 
no mice were caught subsequently in the wheat field, even though 
another cereal crop was planted in May 1980 and harvested in December 
of that year. 
2.3(B) ABUNDANCE OF MICE ON THE IRRIGATED FARM 
(i) Contour banks 
Mice were present at al 1 times on the second-year contour 
banks except from July to October (inclusive) in 1980. Except during 
that period and the fol lowing 5 months, and in November 1978, the 
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density index on the banks always exceeded the highest value ever 
observed at the Dry Farm wheat field. 
In all three years there was an annual cycle of abundance, and 
differences in abundance between years were manifested as difference 
in both magnitude and timing of the population upsurges. 
In 1978, numbers remained constant at about 20 per 100 trap-
ni ghts (corrected} from January through to early May then increased 
three-fold during winter to peak in At.:gust. A rapid eight-fold 
reduction then occurred during the next three months of spring. 
In mid summer (late January) of the next year, about the same 
number of mice were present as at that time in the previous year. 
The increase occurred earlier in 1979, however, and, at 192 in late 
autumn (mid May) it was about 3 times larger than the 1978 
increase. Numbers remained high until August when, as in the 
previous year, there was a rapid decline in spring to a minimum value 
in late October. Compared to the previous year, however, about twice 
as many mice were still present. 
The 1980 upsurge occurred even earlier, in summer. By 
December 1979 the density index \'Jas al ready equal to that observed 
when the previous increase was under way in April 1979. That is, the 
1980 upsurge was some 4 months earlier than that of 1979 which, in 
turn, was 3-4 months earlier than in 1978. 
An index value for peak numbers in 1980 was not obtained. 
This was due in part to a poisoning campaign by the farmer who used 
Endrin-soaked wheat on the contour banks in January to protect the 
maturing rice crop from mice. Even though the irrigation water had 
not yet been drained the crop was being damaged by mice which invaded 
from the banks and climbed throughout the emergent crop. Hundreds of 
carcasses were counted on the banks but it was not possible to 
estimate how many mice were killed because, according to the farmer, 
thousands more were washed down the adjacent irrigation canal. 
Certainly, many carcasses were seen in the canal (which is pictured 
above in Fig. 1. 9A) but how many came from upstream could not be 
judged. 
By late February, numbers on the banks had declined to the 
mid-January level of approximately 70 per 100 trap-nights (corrected) 
and by June the population was ext i net. It was not unt i 1 January 
that mice· were once again trapped on 2nd-year banks adjacent to a 
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rice crop. Although the density index of 5 which was observed at 
that time appears to indicate a scarcity of mice. when compared to the 
abundance at similar times in 1978 and 1979, it should be noted that 
it is of the same order as that which was common at the piggery, the 
best mouse habitat on the Dry Farm. By March 1981 mice had returned 
to the abundance level first observed in early 1978. 
(ii) Bays adjacent to the above banks 
Because workers setting traps in the rice crop before it is 
drained damage it severely, only one attempt was made to determine 
whether mice inhabited the bays at that time in 1978 and 1979. 
Twenty Longworth traps were each floated on a polyurethane board in 
the flooded crop on the nights of 28 February and 1 March, 1979. One 
young female was trapped. In Chapter 5, it is shown that this mouse 
was typical of females dispersing from unsaturated populations. Two 
days later the water was drained from the bays. Numerous data also 
reported in Chapter 5 show clearly that mice colonize the bays en 
masse, immediately the crop was drained in 1978 and 1979. 
In late March of 1978, one week after draining, the corrected 
density index in the bays was 23. It then fell to 5 after harvest in 
April, then increased to peak in late June. Throughout spring, when 
the bays supported a barley crop which was harvested in November, the 
density index remained below 5. Thus, in 1978 the trend in numbers 
on the bays was quite different from that described above for the 
banks. 
In 1979, mice were as abundant during the week after draining 
as they had been at that time in the previous year. Unlike the case 
in 1978, however, numbers continued to increase through April and May 
to a peak of 126 per 100 trap-nights (corrected) in June. Following 
a slight decline through July and August, a ten-fold decline then 
occurred in spring, so that only 10 mice per 100 trap-nights 
(corrected) were present on the bays in late October. 
In 1980, mouse damage in the rice crop became apparent in 
January. Trapping in the bays in February revealed a density index 
exceeding 100. The rice crop was harvested in late February, earlier 
than in other years so as to restrict losses caused by the mice. 
During the week after harvest, the density index had fallen to 38, 
but by mid-April mice were as abundant as they had been in 1 ate 
February. They then continued to increase in numbers to a peak 
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density index of 198 in May, some 3-4 months after the peak on the 
adjacent banks and only slightly earlier than the previous year's 
peak. The ensuing population crash was even more rapid than in 
previous years and the population was extinct by late July. 
2.4 DISCUSSION 
2.4(A) ANNUAL CYCLES 
The populations of mice on 2nd-year contour banks on the 
Irrigated Farm during the period of this study are characterized by 
annual peaks of abundance. Annual peaks are also apparent at the 
piggery and at the wood-piles on the Dry Farm. Three features of the 
population peaks on the Irrigated Farm should be noted: 
( i) the peak of early 1980 differed from the previous two 
peaks in that (a) it was followed by local extinction and (b) it was 
accompanied by massive dispersal of mice into the irrigated rice 
crop. 
(ii) the annual peaks occurred progressively earlier, by a 
difference of 3 or 4 months. 
(iii) the annual peaks were progressively higher. 
The demographic process which caused these features are 
examined in the remainder of this thesis. Here the discussion is 
limited to comparison of the observed changes in abundance with those 
of other studies. 
Studies of house mouse populations outdoors by Evans (1949), 
de Long (1967), Myers (1974) and Stickel (1979) did not continue long 
enough to show whether annual peaks occurred and there is no evidence 
of annual peaks in the results of Fitzgerlad, Karl and Moller (1981) 
who studied a sparse mouse population in a New Zealand forest. 
Numbers were low in February 1976, at their peak in February 1977 and 
low again a year later. 
Population peaks occurred in two years during a 41!cyear study 
of house mice in a disused field in California (Pearson 1963). As in 
the present study the second peak occurred in autumn (September) 
compared to v1inter (December) for the first. Mice were rare in the 
other three autumn-winter periods. 
Also in the USA, Brown (1953) observed autumn peaks in a 
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population of house mice. Unlike the populations in the present 
study, however, smaller, early-spring peaks were also present. 
A popu 1 at ion of house mice in a reed bed in South Australia 
peaked in June 1964, March-April 1965 and January-February 1966 
(Newsome 1969b). Again, an annual progression of about three months 
is apparent in the timing of the peaks. Mice remained sparse from 
March 1966 to January 1977. Occurring in May 1964, March-April 1965 
and February to May in 1966, annual peaks in the wheatfield 
population coincided approximately with the peaks at the reed bed. 
Three consecutive autumn-winter peaks were observed by Berry 
(1968) in an island population of house mice and studies of varying 
intensity on that island revealed such a peak each year from 1960 to 
1969 (Berry and Jakobson 1971). 
It can be seen from the above examples that the occurrence of 
annual peaks, usually in autumn-winter, is a common phenomenon in 
wild house mouse populations. Where favourable conditions persist 
throughout the year and allow permanent residency of mice, annual 
peaks may be a general phenomenon. Other species of sma 11 mammals 
have annual cycles also. On Brooks Island in California, voles 
peaked in each summer from 1960 to 1971. On the adjacent mainland, 
two-year cycles in abundance occur. Li di ck er ( 1973) suggests that 
higher winter survival on the island caused the shortening of the 
abundance cycle to 1 year on the island compared to 2 years on the 
mainland. 
It is a truism that no population can continue to grow or 
decline forever. The processes which halt growth or decline are said 
to 'regulate' the population, and, populations with annual cycles are 
regulated both around their peak densities and their trough densit-
ies. On this basis, the population increase of early 1980 can be 
distinguished from the increases that occurred in 1978 and 1979. In 
the first two years, population growth ceased before a catastrophic 
density was reached. In each of those years, the population then 
declined, but not to extinction. This summary implies the existence 
of an equilibrium density towards which the population is driven by 
regulating forces, and away from which it is driven by anti-
regulating forces (Lidicker 1978). In 1980 anti-regulating forces 
prevailed, the population reached a catastrophically high density, 
then crashed to extinction. That outbreak can, in this way, be seen 
as a failure of the population regulation which operated in previous 
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years. This conclusion raises the question: Was the regulation of 
the 1978 and 1979 population increases due to anything more than 
chance intervention of stochastic events such as weather? 
Krebs (1978a) examined how best to answer such questions. He 
favours identification of the regulating forces, or factors, by 
looking for invariant relationships in all the cycles exhibited by a 
population. This is followed by experimental testing of whether or 
not the perceived factor is indeed a necessary and sufficient cause 
of the cyclicity. The alternative approach, the multifactorial 
model, does not assume that all cycles in a population have a common 
cause (e.g. Keith 1974; Lidicker 1978). The present study can be 
regarded as the first step of Krebs 1 approach, or one part of the 
description required by lidicker's approach. If future experimental 
manipulation is to have any chance of testing the appropriate 
factors, or even of asking the correct questions, at least the major 
features of the unperturbed system must be quantified by preliminary 
descriptive study. Similarly, if the multifactorial approach is 
adopted, the present description would have to be continued by 
further monitoring for perhaps at least another decade. 
2.4(8) NON-SUFFICIENCY OF SIMULTANEOUS ABUNDANCE OF SHELTER AND FOOD 
AS CONDITIONS FOR MOUSE PLAGUES ON THE IRRIGATED FARM 
It is proposed in Chapter 1 that a mouse plague should erupt 
each year on the Irrigated Farm if the necessary and sufficient 
requirement for plague formation is simultaneous abundance of shelter 
and food for a period of 3-5 months. Although use of the term 
'plague' causes some difficulties, there are two features which may 
be common to all Australian mouse plagues: they end with a rapid 
extinction of the population, and mice disperse into marginal 
habitats during them. The term 'outbreak' is applicable to this 
phenomenon. Although mice were more abundant on the Irrigated Farm 
than on the Dry Farm, only the population increase of early 1980 was 
characterized by massive dispersal and by subsequent extinction. In 
contrast, the previous two peaks were regulated both before an 
outbreak density was reached and as the population declined. It is 
therefore concluded that on the Irrigated Farm abundance of shelter 
and food for 3-5 months was not sufficient for plague production. 
Some other factor was necessary to over-ride the regulating forces. 
The demographic changes associated with the regulation of this 
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population are examined in the remaining parts of this thesis. Four 
features of the trends in abundance shown in Fig. 2.1 are central to 
that examination: 
(a) the progression towards mid-summer of the timing of the 
annual peak; 
(b) periods of relative constancy of mouse numbers on the 
banks from January to late May 1978 and from November 1978 to late 
March 1979; 
(c) the decline in numbers in the bays from March to April 
1978, compared to an increase at that time in 1979. 
(d) numbers were stable on banks and bays which were fallowed 
during the irrigation seasons (shown by open circles during the 
irrigation seasons in Fig. 2.1). This indicates that the anti-
regulating forces which increased population size on the irrigated 
banks were absent or outweighed on the fallow banks. 
2.4(C) DIFFERENTIAL ABUNDANCE 
(i) Transients and residents 
Dispersal produces homeless travellers, or vagrants, who are 
in search of a new home. Mice caught for the first time on an area 
may be (1) residents that will be recaught later, (2) residents that 
die before being recaught, (3) migrants passing through. It is 
desirable that the sizes of the migratory (i.e. transient) and the 
resident fractions be estimated separately. Where (nearly) complete 
enumeration of the population is possible, this separate calculation 
has been done by assigning to the transient class all mice caught 
only once (Newsome 1979). In the present study on-site survival was 
often low. Mice caught on the last night of a trapping sequence had 
a high probability of not being recaught at the next trapping. It 
cannot be concluded however that they were transients and no attempt 
is made here to distinguish between transients and residents. 
(ii) Abundance of juveniles, sub-adults and adults 
Age-structure of a population is an important factor in its 
rate of growth. Examination of the relative abundance of juveniles, 
sub-adults and adults is left to Chapter 4. 
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3.1 INTRODUCTION 
It has been proposed by Krebs (1966), Sawicka-Kapusta (1968) 
and Kolodziej-Banach (1976) that growth rates of individuals - as 
superficial indicators of more fundamental changes in the population 
- might hold the key to understanding the causes and mechanisms of 
microtine population cycles. This chapter examines that suggestion 
in relation to populations of Mus musculus. 
Needham {1933) defined growth as the incorporation of 
exogenous materials into new chemico-rnorphological units within the 
body. In juveniles, this additive process causes rapid increase in 
the mass of the body. Two measurements related to change of mass 
were taken from individual mice during the present study: (a) 
growth of head-body length, which can be regarded as a measure of 
skeletal size, and which is referred to as 'longitudinal 1 growth, 
(b) increase in weight, which is referred to as 'ponderal growth'. 
This somehat pondorous terminology is necessary to clarify which 
aspect of growth is being discussed below at a particular time. 
As pointed out by Prosser {1950), growth of juveniles not only. 
results in an absolute increase in the amount of exogenous material 
incorporated into the body but also in characteristic relative 
changes in the proportions of water, salts and organic compounds in 
the body. After the attainment of adulthood, these proportions 
remain constant. Any variations from this adult equilibrium usually 
involve changes in body fat content, while the proportions of 
protein, ash and water remain strikingly constant. Hence, in an 
examination of the relationship between population fluctuation and 
·growth of individuals, the study of body fat content may be just as 
necessary, and as fruitful, as the study of length or weight changes. 
In the present chapter, data on growth of wi 1 d mice from the 
two farms are reported for the two years leading up to the mouse 
plague of early 1980, and for the subsequent period of population 
crash and rarity. These findings are then related to other 
parameters of the study population, such as survival rates, 
reproductive productivity and population size. The chapter concludes 
with an attempt to place the findings in the context of other 
investigations of murid and microtine rodents. 
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3.2 METHODS 
3.2(A) GROWTH RATES ESTIMATED FROM RECAPTURED INDIVIDUALS 
At release (t1) and recapture (t2), head-body lengths (L 1 and 
L2 respectively) were measured to the nearest millimetre, and the 
corresponding weights ( w1 and w2) \>1ere measured by spring ba 1 ance 
calibrated to 0.5 g. Relative instantaneous growth rates were 
calculated from the formula given by Brody {1945, p 508): 
where Kw is relative instantaneous ponderal growth rate and (T 2 - T1) 
is the time interval, in days, between release and recapture. 
The corresponding formula, with substitution of L for W, was 
used to estimate relative instantaneous longitudinal growth, KL. 
Not all the available data could be used. In particular, mice 
for which the recapture interval (T2 - T1) was less than 20 days or 
more than 60 days were excluded from the analysis. The necessity for 
an upper limit arises because Kw is an estimate of (l/W)(dW/dt), 
where, of course, dW/dt is the tangent to the curve at a point t 1, 
and (T2 - T1) would be the secant approximating that tangent. When 
(T 2 - T1) is large, the approximation is poor, and 60 days was 
arbitrarily set as the upper limit of (T2 - T1). On the other hand, 
when (T2 - T1) is very small, the amount of growth during that 
interval is undetectable by the methods used, and Kw would be 
underestimated as zero. An arbitrary lower limit of 20 days was 
used, therefore. 
Since the primary interest here is to examine variations of 
growth rate between seasons and between years, variation due to 
different proportions of younger animals in the population at each 
sampling must first be eliminated. Two methods were used because 
there are some useful features peculiar to each, as is shown below. 
(i) Analysis of covariance. 
Separate analyses of growth rates on banks and bays were 
precluded by the small size of some samples. Data from the two were 
therefore pooled and analyzed by sex and month. Logarithms of head 
body length and weight at t 1 were included as covariates in the 
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respective analyses. Poo 1 i ng across some months with few recaptures 
was also necessary, and data from April, May and June, 1978, were 
lumped, as were data from October, November and December 1978, and 
from March and April 1979. No recaptures were obtained in January or 
February of either year. 
(ii) Regression analysis. 
For mice recaptured in each month, Kw and KL were regressed on 
the logarithms of w1 and L1, respectively. 
This method has been used in other studies, by regressing Kw 
for each individual against w1 (Redhead 1979) or against the mean of 
w2 and w1 (De Long 1967; Krebs 1966). If the regression for each 
sample does not depart significantly from linearity an arbitrary but 
representative value of w1 can be chosen and the corresponding value 
of Kw then obtained from the regression line. This allows comparison 
of the growth rates of a 'hypothetical, standardized' individual at 
different times. 
Clearly this method is closely related to the first. Analysis 
of covariance, in effect, consists of fitting a series of parallel 
regressions relating the dependent variate (KL in this case) to the 
covariate (ln L1). The vertical displacement between regression 
lines then measures the difference in response by the dependent 
variate (KL) to the treatments (sex and month), regardless of the 
covariate {ln L1) (Bliss, 1970, p 454). The major difference between 
the two methods is that the second does not assume that the sample 
regression lines are parallel. 
3.2(B) BODY-FAT CONTENT 
Two groups of mice were obtained from parts of the Irrigated 
Farm not used in the capture-recapture study. Mice in one group were 
snap-trapped and given to me by Mary Bomford who was studying the 
diet and nutrition of mice concurrently with my study. Stomachs were 
removed before the carcasses were frozen. Mice in the other group 
were caught in Elliot live-traps, weighed, measured for head body 
lengths, then killed. Adrenals were removed, the carcasses were 
frozen, and stomachs removed at a later date. 
Each carcass was dried overnight in a vacuum oven at 60°C, 
pulverized in a blender for 15 seconds and placed in a pre-weighed, 
single thickness, 22 x 80 mm, cellulose extraction thimble. Carcass 
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plus thimble were weighed together to obtain the total dry weight 
(OW) of the carcass. Fat was extracted for five hours with technical 
grade carbon tetrachloride in Soxhlet apparatus. The thimbles and 
contents were redried overnight at 60° C, left to cool in a 
dessicator and then weighed to give the fat-free (lean) body weight 
(LOW). Total body fat (FAT) was calculated as FAT= OW - LOW and the 
proportion of fat as a percentage of dry weight, i.e. 
%FAT = 100 (FAT}/DW 
A preliminary analysis, in which 10 carcasses were subjected 
to two extractions, each of 5 hours, showed that all removable fat 
had been extracted after the first 5 hours. 
3.3 RESULTS 
3.l(A) LONGITUDINAL GROWTH RATES ESTIMATED FROM RECAPTURED 
IND IV IOUALS 
(i) Adjustment of growth rates for common size by anal,}'.sis of 
covariance. 
Relative instantaneous growth rates (KL) were calculated for 
270 female and 312 male mice. Some 17 per cent of the variance of KL 
was due to differences between months of recapture. The sex by month 
interaction was also significant (P < 0.001) (Table 3.lA). Inclusion 
of ln L1 as a covariate reduced the residual variance of KL to 54.5 
per cent. The covariate itself accounted for 23.2 per cent of the 
variance and the difference between sexes was significant (F13, 552 = 
7.098; P < 0.001, Table 3.lB). When the monthly means of KL were 
adjusted for the covariate, the values shown in Figure 3.1 (together 
with the raw means) were obtained. These adjusted means may be 
regarded as the mean growth rate of individuals in each monthly 
sample, adjusted for a standard head-body length of 79.7 mm, which 
corresponds to the grand mean of ln L1 (4.38) for males and females 
combined. 
While both adjusted and raw means showed similar annual cycles 
(Fig. 3.1), the adjusted means are necessary for direct comparison of 
growth .rates, as explained above, and the following summary of 
results refers to adjusted means. 
In August 1978 and May, November and December 1979, females 
had significantly higher adjusted mean rates than had males. (t-
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tests, P < 0.05). In none of the three samples in which males showed 
higher r.ates i.e. September of both years and June 1979, was the 
difference between sexes significant (t-tests, P > 0.05). 
Longitudinal growth was fastest in November, 1979, for both 
males (mean adjusted KL = 0.23 per cent per day) and females (mean 
adjusted KL= 0.34 per cent per day). For females, the November 
adjusted mean rate was significantly higher than those from all the 
other samples (t-test, smallest t = 3.048, P < 0.01). For males, the 
pattern was the same, except that there was no significant difference 
between mean growth rates in November and in March-April, 1979 (t21 = 
1.98; P > 0.05). At these peak rates, a female with L1 of 79.7 mm 
would reach 85.3 mm after 20 days. A male of similar L1 would reach 
83.5 mm after that time had elapsed. 
Comparison of peak growth rates in 1978 and 1979 was not 
possible because data from November 1978 were pooled with those from 
October and December. Consequently the value shown for November 1978 
in Fig. 3.1 is probably an underestimate. 
Longitudinal growth virtually ceased in late winter and early 
spring of both years; the slowing of growth occuring earlier in 1979 
than in 1978. This difference between the two years is best seen by 
comparison of growth rates of females in August (mean adjusted KL of 
0.09 and 0.02 in 1978 and 1979, respectively; t 43 = 2.788; P< 
0.01). At the August 1978 rate of 0.09 per cent per day, a female 
with L1 equal to 79. 7 mm would reach 81.2 mm in 20 days. At the 
corresponding 1979 rate, it would reach 80.0 mm. 
Before winter, in May 1979, females had been growing more 
rapidly than males (mean adjusted KL of 0.21 and 0.12 per cent per 
day, respectively; t 52 = 2.788; P < 0.01). After winter, however, 
males resumed growing sooner than females. Thus for males the 
September adjusted mean rate was significantly higher than those of 
July and August. For females, there were no significant differences 
between the adjusted mean rates of July, August and September. 
(ii) Adjustment of growth rates for common age by analysis of 
regression lines. 
In none of the samples did the relationship between KL and ln 
L1 show a significant departure from linearity and the PARALLEL macro 
of GENSTAT was used to examine the differences between slopes and 
intercepts of those regression lines. Statistics describing each 
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line are given in Appendix III. PARALLEL first calculates a value 
of the F statistic from that portion of the variance of KL which is 
attributable to differences in the slope of two or more regression 
lines. When the calculated F value did not exceed the critical 
values given by Rohlf and Sokal (1969) for P = 0.05, a common slope 
was assumed and the lines were then tested for significant 
differences between intercepts by using t-tests. If the difference 
between the intercepts of two (or more) lines with the same slope was 
not significant, data from the two (or more) samples were pooled and 
the common regression line was obtained (Table 3.2). For example, 
four regression lines, all differing in slope and intercept, are 
shown in Fig. 3.2 for the eight trapping periods of 1979. 
From each of the resultant regressions the mean KL 
corresponding to a 1 hypothetical, standardized 1 head-body 1 ength of 
79.7 mm was estimated (Fig. 3.3). Generally, the results agree 
closely with those from the analysis of covariance, as discussed 
above. 
The similarity of the results reflects the close relationship 
between the two methods of analysis and it may appear that it is 
unnecessary to report the second method. However, a further use can 
be made of the analyses of regression lines, as is shown in the next 
section. 
(iii) Construction of growth curves 
Brody's basic definition of relative instantaneous growth rate 
(KL) is 
dL· 
KL· =-1 I Li 
1 
dt 
The linear relationships between KL· and ln L1 . obtained in (ii) 
l 1 
above, are of the form 
where A is the asymptote. 
The last relationship states that the growth rate of an individual at 
time is proportional to the difference between current and 
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asymptotic sizes. 
equation. 
That is the basic assumption of the Gompertz 
From the above, 
dl· d~ = -m (lnA - ln L1 ) +a 
If we let xi = ln Li, then 
dl ·---9.! ( 1 nA - x) = -m dt. 
dl 
Integrating both sides gives 
ln (ln A - ln Li) = - m t 1 whence 
-mt L· = Ae-e l 
which is the Gompertz function. 
Values of both A and m,. given in Table 3.2 above for each trapping 
period, allowed construction of the Gompertz curves shown in Fig. 
3.4. Each curve thus represents the growth of some hypothetical 
individual that grew for all its life at the value of KL obtained at 
a particular trapping period. 
Finally, composite curves were constructed from the Gompertz 
curves. For example, a mouse alive at sampling on May 12 and June 4 
and July 3, 1979 would grow for 52 days at the rate given by the 
curve for May-June in Fig. 3.4 and then at the slower July rate. The 
growth of such a mouse surviving from May through July can therefore 
be approximated by two Gompertz curves which are linked to form a 
composite curve. Such composite curves, given in Fig. 3.5, clearly 
reflect (i) the annual cycle of growth rates, and (ii) the more 
severe slowing of growth in winter of 1979 compared to 1978, which 
were reported above. 
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3.3(B) PONDERAL GROWTH RATES ESTIMATED FROM RECAPTURED INDIVIDUALS 
(i) Adjustment of growth rates for common size by analysis of 
covariance 
To exclude weight changes due to pregnancies, only data for 
males were examined. Data from 325 recaptures were analysed. With 
the inclusion of the covariate ln w1, the proportion of the total 
variance of Kw remaining unexplained decreased from 91% to 58%. The 
covariate itself explained 28.3 per cent of the variance (Table 3.3). 
As was the case for longitudinal growth, monthly mean values 
of Kw, adjusted for the covariate, showed a roughly annual cycle, 
with autumn and late spring-summer rates higher than those in winter 
and early spring (Fig. 3.6). The maximum Kw of 0.60 per cent per day 
represents a weight increase from 13.9 g to 15.7 g in 20 days. 
In 1978, the adjusted mean Kw did not fall below 0.10 per cent 
per day, and the lowest rate was observed in September. In 1979, 
however, there was a rapid decline to zero growth by July. This 
difference between years is exemplified further by the highly 
significant differences between adjusted mean values of Kw in July of 
each year. In 1978, a male of w1 equal to the overall mean of 13.9 g 
was adding 0.31 percent of its weight each day. After 20 days, it 
would reach 14.8 g and after 60 days, 16. 7 g. In the same month of 
1979, however, a similar mouse was losing 0.03 percent per day. 
After 20 days, it would weigh 13.8 g, and after 60 days, 13.7 g. 
(ii) Adjustment of growth rates for common size by analyses of 
regression lines 
Of the regressions relating Kw to ln w1, those for September 
1978 and August and September 1979 were not significant (Fig. 3.7, 
Table 3.4). Therefore, they were not used for the calculation of 
standardized growth rates. 
The mean value of w1, for all 325 males used in this analysis 
was 13.9 g, which was used as the standard weight. Corresponding 
values of Kw estimated for each month from the remaining regression 
lines (Fig. 3.8) showed an annual cycle. The highest rate (0.73 per 
cent per day) was in November 1979 with the lowest in July of that 
year (0.07 per cent per day). 
As described for longitudinal growth, the monthly regression 
statistics were converted into Gompertz growth curves (Fig. 3.9(A)}. 
As before, these were then combined into composite growth curves. 
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Examples for mice born in each of autumn 1978, autumn 1979 and spring 
1979 are shown in Fig. 3.9(B). The composite curve for males born in 
autumn 1978 shows a steady increase in weight towards a spring 
asymptotic value of about 16.5 g. The corresponding curve for 1979 
showed an irregular and slower increase towards a winter asymptote of 
about 13 g. It also shows compensatory growth in late spring and 
early summer towards an asymptotic weight similar to that of 1978. 
3.3(C) BODY FAT CONTENT 
(i) Sex differences 
Soxhlet extractions were performed on 193 carcasses from the 
rice crop and stubble and on 167 from the wheat area on the Irrigated 
Farm. Of the two groups, 64 and 36 respectively were analysed 
without their sex being recorded. The estimated fatness (% F) of the 
remaining individuals from each crop type were tested for differences 
between sexes and between months by analysis of variance (Table 
3.5). In the wheat area, females were fatter than males in August 
1979 (t37 = 24.491, P < 0.001), November 1979 (t30 = 14.811, P < 
0.001) and in February 1980 (t33 ::: 2.21, P< 0.05). Results for 
unsexed mice from these samples, therefore, were not included. All 
mice in the April 1980 sample were unsexed. 
In the rice area there were no significant differences between 
fat contents of the two sexes (F::: 0.004, P > 0.05). Sexes were 
therefore pooled, together with the unsexed mice, to obtain the mean 
values shown in Fig. 3.10. 
(ii) Seasonal variation of fat content 
(a) Rice area. Mean fatness varied considerably through the 
crop cycle. After the rice harvest in April 1979 there was a rapid 
* increase to a peak value of 39.1% in June. 
For mice living in the rice stubble area the ensuing decline 
continued through winter and spring, to a minimum value of 12.4% in 
*Analysis of ottier carcasses provided by Mary Bamford stiowed that 
obesity was a common phenomenonc in 1979. Very fat mice were present 
in a nearby sorghum crop in July, and on two rice stubble areas some 
35 kilometres away, near the northeastern extremity of the irrigated 
region, in September. 
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November. These stubble mice were also less fat than mice on a near-
by area which was being irrigated for the next rice crop (12.4% and 
17.3%, t 43 = 8.631, P < 0.001). As mouse numbers reached plague pro-
portions in the irrigated area in January to March, 1980, mean 
fatness continued to increase to around 23%, where it remained as the 
population crashed. 
(b) Wheat area. No data were obtained from the wheat area on 
the Irrigated Farm in June 1979, when the wheat crop had recently 
germinated. The similarity between mean fatness of both sexes in the 
rice and of females in the wheat in August (25.6% and 24.6%, t 44 = 
0.55, P> 0.05), suggests that a June peak probably occurred in the 
wheat area also. 
During the plague, females in the wheat area were 
significantly fatter than mice in the rice area (t 39 = 3.053, P < 
0.01), but males were not (t 54 = 1.357, P > 0.05). 
(iii) Relationship of fat content to live weight and to water 
content. 
For 53 males whose carcasses were analyzed for body-fat 
content, a record of weight at capture was also available. For these 
mice (females were not included because of pregnancies) live weight 
(W) was highly correlated with weight of body water (ABWAT) (r2 = 
0.93) and with lean dry weight (LEAN) (r2 = 0.82) but not with weight 
of body fat (ABFAT) (r2 = 0.01) (Table 3.6). When the 53 mice were 
partitioned according to month and location of capture, variation in 
W was explained primarily by weight of body fat (ABFAT) in June 1979, 
when mice were obese, and by weight of body water (ABWAT) at other 
times. Lean dry weight (LEAN) was also highly correlated with W in 
February 1980 in mice from the wheat stubble. 
The re 1 at i onshi p between W and the three body components is 
clearly a complex one. At most times, mice were lean, and body fat 
contributed little or nothing to variation of weight. For obese 
mice, fat content, as percentage of total body weight, was strongly 
negatively correlated with percent body water (r2 = 0.90); so that 
(%FAT)~ -1.2670 {%WATER}+ 91.27, 
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whence 100 ABFAT = -1.2670 {100 ABWAT) + 91.27 
w w 
and W = 100 {ABFAT + 1.267 ABWAT)/91.27 
When the relationship between W, ABFAT and ABWAT was examined 
for all the 53 male mice of known W, the best fit was given by the 
relationship 
W = 1.155 ABFAT + 1.285 ABWAT + 0.702 
which explained 98.1% of the variance of W. 
Lean body weight has not been included in this last formula, 
because LEAN is highly correlated with ABWAT (r2 = 0.70). 
3.3(0} CONDITION INDEX 
Previous sections of this chapter reported separate investig-
ations of changes in weight and length. In the present section, the 
relationship between live weight (W) and head-body length (L) of male 
mouse at each sampling is examined. 
Log-log transformations yielded straight line regressions, in 
accord with the classical relationship of Brody (1945):-
whence ln W = ln d + b ln L 
i.e., ln W = D + b ln L, where p = ln d. 
Basically, the analysis consisted of examinat~on of these 
sample regression lines from various locations and sampling occasions 
within the same season {Table 3.7). Within-season samples were 
compared by use of PARALLEL as described in Section 3.3A(ii) above. 
Those which did not differ in the slope or intercept of their 
regression lines were pooled, and used in later examination of mean 
weights of mice with standardized lengths. 
Only mice from the routine capture-mark-release trapping 
described in Chapter 1 were used in this analysis. Some samples 
contained recaptured tagged mice. Any mouse caught in two or more 
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samples was included in each analysis. This may cause data from one 
month to be correlated with that from previous months. To examine 
the effects of including recaptured mice, the analysis was repeated, 
using animals caught on one occasion only. Exclusion of recaptured 
mice hardly altered the results from those found when the recaptured 
mice were included, and the findings from that larger body of data 
are reported first. 
(i) Variation Within Seasons 
(a) Irrigation season, January to April, 1978. Mice were 
trapped between 19 January and 20 April, 1978, from contour banks 
adjacent to irrigated rice, from similar banks in nearby unirrigated 
fallow and - within a week of draining of the bays - from within the 
rice crop. Some of the last group were near the edges of the bays, 
and others in the middle. Neither slopes nor intercepts of the 
latter two samples differed significantly (App. Table 3.1, Part A), 
and their common regression line was therefore used in the comparison 
with the other six samples. These were found to differ significantly 
in intercepts (F 6 ,344= 7.89; P < 0.001), but not in slope (F 6 ,344 = 
1.63; P > 0.05). Subsequent t-tests showed four lines, of signific-
antly different intercept. Among these is the line for 18 mice from 
unirrigated banks in the fallowed area. It is noteworthy because it 
does not differ significantly from the line for 35 mice from nearby 
banks in the irrigated area (lines d and a, respectively, App. Table 
3.1 (iii) It is also worth noting that the regressions 
for 39 mice on the banks before the crop was drained and for 152 mice 
caught in the bay after draining were not significantly different 
(line C, App. Table 3.1 (iii). 
(b) Post-harvest season, 1978. Mice were trapped on a 0.35 
ha grid in each of four bays of rice stubble in May, July, August and 
September. These 16 regressions differed significantly in intercepts 
(F15 , 226 = 3.46, P < 0.001) but not in slopes (F = 1.59; P > 0.05) 
(App. Table 3.2A). Subsequent t-tests revealed three of the grids 
(grids 83, 84 and 85) in August, and two in September (84 and 85) 
separating out onto one line with intercept of -9.0. All four grids 
in May and July, together with grid 75 in August, and 75 and 83 in 
September, formed another, of intercept -10.5 (App. Table 3.2A 
(iii)). Thus, on grids 83 and 84 the weight of mice, relative to 
their lengths, increased between July and August. This corresponds 
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to the results given in Figs. 3.3 and 3.6 where longitudinal growth 
remained constant at that time, but mean ponderal growth rates 
increased from July to August. 
Regressions for five samples of mice trapped on contour banks 
in the second-year rice stubble area, from May through September, 
also did not differ significantly in slope (F4 379 = 0.90; P > , 
0.05), though the difference in intercepts was highly significant 
(F 4 379 = 9.39; P < 0.001) (App. Table 3.28). After the t-tests, 
' pooling resulted in three lines with different intercepts; one line 
for May, one for June and August, and one for July and September. 
(c) Irrigation season, 1978-1979. Growth of grasses and rice 
crop was rapid during the early and middle parts of this period. The 
16 samples, therefore, were divided initially into one group of 5 
samples from November 1978 to February 1979, and another group 
containing 11 samples from late February 1979 to April. The last was 
taken immediately before the rice harvest. 
The first group divided into two lines of the same slope 
(F4, 22t 0.35, P > 0.05) but different intercepts (~4 , 227 = 5.44, P < 
0.001}. Four samples from November to early February constituted 
one, distinct from the mid-February sample from unirrigated fallowed 
land (App. Table 3.3A). 
The second set of 11 lines resolved into three groups, whose 
regression lines differed only in intercept (for slopes, F = 1.071, P 
> 0.05; for intercepts, F = 7.96, P < 0.001; App. Table 3.38). 
March and April samples in the rice crop formed one group, with two 
samples from unirrigated contour banks, in February and March, 
forming the second, and a similar sample in April giving the third. 
(d) Post-harvest season, 1979. On nine occasions from April 
through November, mice were trapped on two 0.35 ha grids in each of 
two rice-stubble bays, and on two adjacent contour banks. For each 
sample, mice from both bays were lumped together, as were those from 
the two banks, giving 18 regression lines initially. 
Analysis of variance revealed a difference in slopes within 
the 18 lines. A simultaneous test procedure (Sokal and Rohlf 1969) 
showed three groups of lines with different slopes between groups (P 
< 0.001), but not within each group (App. Table 3.4, (iv)). Mice 
caught on banks and in bays in September and early October, together 
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with mice on only banks in April, July, and late October made up one 
group. Mice from both banks and bays in May, June, and November, and 
from bays in April, July and 1 ate October made up the other. The 
third group consisted of only one sample, that from the bays in 
August. 
(e) Plague period: Irrigation season, 1979-1980. When 
examined together, five samples from banks in the irrigated rice 
crop, plus four from the old, unirrigated rice stubble area had 
regressions of different slopes. The s i mu 1taneous test procedure 
revealed two samples from the irrigated rice in December forming one 
group with common slope, and the remaining seven samples forming 
another (App. Table 3.5). Subsequent t-tests of intercepts within 
each group yielded a total of four regression lines for this period 
(App. Table 3.5 (iv)). The population reached plague proportions by 
January and despite a poisoning campaign that caused a temporary 
reduction in numbers, the plague was still at its peak at the end of 
the irrigation season. 
(f) Post-harvest 1980. The plague subsided abruptly in 
May. Samples were obtained from rice stubble areas in early April, 
1 ate Apri 1, May and June. No mice were caught from July through 
October, in spite of constant effort. The four regression lines from 
these samples did not differ in slope (F 3 456 = 1.17; P > 0.05). , 
Regressions for early April and June had similar intercepts, as did 
the samples from late April and May (App. Table 3.6). 
(g) Wheat area, irrigated farm (App Table 3.7). Six samples 
totalling 230 mice were obtained. The first sample was taken soon 
after germination of the wheat in June, and the others covered the 
period through harvest in December, to the plague, in February and 
April, 1980. The regression line for April 1980, towards the end of 
the plague, differed in slope from the other five (F5 218 = 3.45, P < 
' 0.01). Among the remaining five lines, the intercept for February -
the other plague sample - differed significantly from the rest 
( F 4 180 = 15. 3 7, P < 0. 001) • 
, 
(h) Dry-farm, Merriwagga (APP Table 3.8). Regressions for 
seventeen samples from November 1978 to February 1981 differed 
significantly in intercepts (F 16 426 = 13.00, P < 0.001), but not. in , 
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slopes (F 16 ,426 = 0.98, P > 0.05). After testing the differences 
between intercepts, six lines of common slope and differing inter-
cepts were obtained. 
(ii) Comparisons of mean weights of mice of standardized length, 
January 1978 to August 1980 
(a) Irrigated rice area. The above pooling of samples whose 
regressions did not differ significantly in slope or intercept 
reduced the original 76 regressions to 21. These, in turn divided 
into two groups of 16 and 5. Within each group slopes were not 
significantly different, though some intercepts were (Tables 3.8 and 
3.9). 
Parallelism of the regression lines within each group allowed 
I 
the calculation of an adjusted mean weight R; for each line (i), 
using the formulae 
-1 
Wi = w1- 2.8141 (L;- 4.3584), for the 16 lines with slopes of 2.8141 
-1 - -
W; = w1- 2.3086 (Li- 4.3584), for the 5 lines with slopes of 2.3086 
where 
-1 
w. =adjusted mean log weight for line i, l 
-Wi =mean log weight for line i, 
-Li =mean log head-body length for line i, 
4.3584 log 78.1, which is the head body length for which 
mean log weight is adjusted. It corresponds to the 
overall mean log length from the group of 16 lines, 
and differs slightly from the mean (4.3541) from 
the other group of 5 lines. 
These adjusted mean weights, converted to arithmetic seal e, 
are shown in Fig. 3.11. Adjusted means for February and April 1978, 
and August and December 1979 were derived from the group of 5 
regression lines, and are marked in Fig. 3.11 by *. Within each of 
the two groups of lines, differences between adjusted means was 
tested by the formula given by Bliss (1970, p 502). 
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From Fig. 3.11 it can be seen that in 1978, mean adjusted 
weight of mice on the banks increased from the end of February to 
peak in April, immediately after harvest. In the bays, it remained 
around that April level until September, though the differences 
between bays in August and September were significant (t256 = 4.626, 
P < 0.001). Mice on the banks, however, lost weight, relative to 
length, from April to July. Despite the significant increase from 
July to August (t308 = 3.631, P < 0.001), mice on the banks were 
significantly lighter, for a given length, than those in the bays 
from June to October, 1978. 
In contrast to 1978, during 1979 there was no April peak of 
adjusted mean weight and mice did not lose weight, relative to 
length, from April onwards. Rather, adjusted mean weight tended to 
increase in the latter part of 1979. Also in 1979, after the rice 
harvest, mean adjusted weights were not consistently higher on bays 
than on banks, as had occurred in 1978. This was due to the lighter 
weight, for a given length, of mice in bays after the 1979 harvest 
compared to post-harvest 1978 (eg., July; t = 6.347, P < 0.001). 
During the 1978-79 irrigation season, mice on contour banks in 
the irrigated rice area had significantly larger adjusted mean weight 
than those on similar, but unirrigated, banks. Mice in the 
unirrigated area in December 1978 and February 1979 were smaller than 
all others in 1979. 
During the plague, mice were in poor condition. Though mice 
on the irrigated rice area in December 1979 had higher adjusted 
weights than those on unirrigated land, as in the previous year, by 
February, they were significantly lighter (t209 = 2.07, P < 0.05). 
From February to April 1980, at the height of the plague, adjusted 
mean weight remained depressed at the lowest level observed in the 
rice area. Surprisingly, the condition of the mice in the stubble 
bay then increased between April and late May when the mean adjusted 
weight was similar to that found during the winter of 1979. This 
state of apparent well-being lasted little more than one month, 
however, and by July the mean adjusted weight had fallen to the low 
values observed during the plague (Fig. 3.11). 
On stubble bays over the three winters, mean weight adjusted 
for a head-body length of 78.1 mm ranged from 15.1 g for some mice in 
1978, through 13.3 and 13 g in 1979, to 12.7 g in June 1980. Within 
two weeks of the last mentioned sample, mice could no longer be 
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caught on the stubble bays. 
(b) Irrigated wheat area. Adjusted mean weights of mice at 
wheat planting, germination and harvest were the same, at 13.9 g 
(Fig. 3.12). After harvest in December, the area was aerially sown 
to improved pasture. Adjusted mean weight then declined signific-
antly to 12.5 g in February and to 11.7 g in April. Adjusted mean 
weight was significantly higher in the wheat area than in the rice 
area in June 1979. At harvest, in December, the value for the wheat 
area was significantly higher than that for the rice stubble bays and 
adjacent banks, but not significjitly different from that in the new, 
irrigated, rice crop. The adjusted mean from the wheat area in April 
1980 was significantly lower than all other values obtained from the 
Irrigated Farm. 
The regressions for April, June and December 1979, and 
February 1980, had slopes which did not differ significantly from 
sixteen regressions obtained from the irrigated rice area. The slope 
of the regression line for April 1980 did not differ significantly 
from any of five lines, also obtained from the rice area, but 
differed in slope to the previous sixteen. 
(c) Dry farm, Merriwagga. Adjusted mean weights were 
obtained using the same formula as for the Irrigated Farm, but with 
the value of 2.3655 substituted for the common slope of the 17 
regression lines. 
Much greater temporal variation in adjusted weight was 
observed than on the irrigated farm. Peak values occurred around 
harvest in 1978 and 1979, but unlike those at the irrigated farm, 
were followed by rapid declines {Fig. 3.12). 
(iii) Inclusion of recaptured mice in the analysis 
As mentioned previously, the above analysis included some 
individuals in more than one sample. The analysis was re-run without 
those recaptured individuals, and the regression statistics obtained 
were compared with the above results. The effect of excluding the 
recaptures was negligible (Table 3.10). As was the case when 
recaptures were included, the lines did not differ in slope and 
inclusion of the recaptured individuals had virtually no effect on 
the regression statistics such as the common slopes (2.8028 with 
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recaptures and 2. 7961 without), the tot a 1 residua 1 variances 
(0.009445 with recaptures and 0.009562 without) and the mean of ln L 
across a11 13 samples (4.36 with recaptures compared to 4.35 
without). The retention of recaptured mice in the samples provides a 
more accurate description of the population structure than if 
recaptured mice were excluded, and the analysis is presented, 
therefore; with them included. 
3.4 DISCUSSION 
Three sets of data from wild mice in the field are analyzed 
and reported above. Firstly, growth rates estimated from recaptured, 
tagged i ndi vi dua 1 s varied both seasonally and between years. These 
growth rates were used to construct growth curves for i ndi vi duals 
born at different times. Secondly, temporal variation of body fat 
content was also found. Mice were obese in June, 1979, but lean at 
other times. A third set of data, which included the first, was 
used to examine bodily condition of mice by regressing weight on 
length. Again, large temporal variation was found. 
3.4(A) GROWTH RATES ESTIMATED FROM CAPTURE-RECAPTURE DATA 
(i) Rationale for the use of growth curves 
When weight or length of an individual mouse under constant 
conditions is plotted against its age, the resultant curve is 
sigmoid. If growth curves can be constructed from field-caught mice, 
they can be compared with the many which have been provided 
previously from 1 aboratory studies. Mathematical models of growth 
are classified by Sandland and McGilchrist (1979) as (a) strictly 
statistical (which are not dealt with here), and (b) biologically 
based. The latter, such as the l ogi st i c, Gompertz and the von 
Bertalanffy functions, provide estimates of parameters which have 
biological meaning, such as asymptotic size, growth rates etc. 
Properties of these curves have been discussed by many authors, of 
whom Ricklefs (1967, 1968, 1976), Fendley and Brisbin (1977) and 
Johnson, Sargeant and Allen (1975) are of interest to ecologists. 
Richards (1959) showed the three to be closely related members of a 
family of curves which now bear his name, and all three functions may 
fit any one set of findings (Eisen 1976). The three models differ 
only in the proportion of the asymptotic value obtained at the point 
of inflection. Monteiro and Falconer (1966) verified the proposal by 
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Brody (1945) that attainment of sexual maturity is closely related to 
the point of inflection. Such a relationship clearly did not exist 
on the Irrigated Farm, where conditions were more variable than those 
usually encountered in laboratory mouse colonies. 
(ii) Static models, and the need for composite curves 
In the present study, no attempt is made to fit a particular 
model to the data. Rather, the use of the Gompertz function resulted 
from the finding of linear relationships between individual growth 
rates and the 1 ogarithm of the re 1 evant body dimension at the first 
of the two captures. If such a relationship had been found between 
growth rates and, say, head-body length, or some function of it other 
than the logarithm, a model other than the Gompertz would have 
resulted. 
The use of deterministic models of growth suffers from a major 
deficiency when they are applied to wild animals, because the models 
are stationary. That is, the parameters (asymptote (A) and rate 
parameter (m) for the Gompertz function) are assumed not to vary over 
the time interval covered by the recaptures. Caution in the use of 
the models has been advocated, especially when seasonal 'spurts' of 
growth are observed (Dunham 1978). That nine regression lines (Fig. 
3.2), each significantly different from each other in terms of 
intercept but not slope, were fitted to the data from the fourteen 
samples is evidence that both the asymptotic dimension and the growth 
rate varied with time. 
This problem of stationary parameters was partly overcome by 
restricting the data set to only those recaptures made 20 to 60 days 
after release, as explained above. 
Sequential joining of parts of different Gompertz equations to 
form the composite growth curves (Figs. 3.7, 3.8, 3.12) introduces 
further error. Within each composite, at the point where two 
component curves join, the parameter values change abruptly. Using 
the same example as before, a female mouse in June 1979 would have 
the values of A = 98.4 and m = -.0092 for growth in head-body 
length. The next part of the composite curve, for July 1979, would 
have A = 91.8 and m = -.0051 (from Table 3.5). In reality, of 
course, there would be a gradual change from the value for June to 
that for July. The curves in Figs. 3.5 and 3.9 have been smoothed 
slightly, by eye, to overcome this deficiency, but that smoothing did 
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not alter the basic shape. 
(iii) Compensatory growth 
Waddington {1957) coined the word 1 homeorhesis 1 for the 
tendency of growing organisms to return to their paths of development 
after deviating from them. Examples of compensatory growth, whereby 
animals reach their characteristic final size range after growth has 
been checked, are given by Hazel, Baker and Reinmiller (1943), 
Prader, Tanner and von Harnack (1963), Monteiro and Falconer (1966), 
Williams and Hughes (1975), Park and Nowosielski-Slepowron (1971). 
Severe undernutrition in early life can, however, result in permanent 
stunting. The extent to which the animal recovers depends upon the 
age at onset of the nutritional deficits and on the duration of the 
deficit (Schultze 1955; Widdowson and Mccance 1963; Winnick and 
Noble 1966; Brown and Guthrie 1968; Widdowson and Kennedy 1962). 
An important example of compensatory growth which followed socially 
induced retardation is discussed below. 
3.4(B) VARIATION OF GROWTH RATES 
Factors affecting growth rates under laboratory conditions 
have been reviewed by Eisen (1976). They can be classified as (i) 
genetical, (ii) nutritional, and (iii) environment-al factors other 
than nutrition. The effect of these factors is to alter the 
parametric values of the growth equation, without changing the basic 
shape of the curve (Eisen 1976, Roberts 1981). 
(i) Genetic factors 
(a) Genetical variation in growth rates. Selective breeding 
of laboratory mice has resulted in many strains with characteristic 
body sizes (Goodale 1938; MacArthur 1944, 1949; Falconer 1953; 
Rahnefeld ~l. 1963; Roberts 1961, 1965; Barnett, Munro, Smart 
and Stoddart 1975). In the absence of nutritional differences such 
se 1 ect ion can alter the growth parameters, and the growth changes 
resemble those described in the present study. For example, two 
lines of laboratory mice - one selected for large 6-week body weight 
and the other for smallness - had growth curves which differed in 
absolute growth rate, asymptote, age at the inflection point and the 
rate parameter (Eisen 1976). 
A 1 though gen et i c-envi ronrnent interactions have been observed 
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in laboratory strains of mice, Roberts (1965) considers they are 11 not 
of over-riding importance" and that variation of body weight in wild 
M. musculus results either from chance selection in small colonizing 
populations or from nutritional and other environmental variables 
(Roberts 1981). 
On islands off the British Coast, Mus musculus are larger than 
those from the mainland. According to Berry (1964), the mean body 
size of one island population increased by 15% in about 70 
generations. The genetic basis of the size difference was 
demonstrated by maintenance of the trait after the isl and mice were 
bred in the 1 aboratory ( Berry 1964). The mechanisms 
conferring selective advantage on larger animals remain conjectural 
and genetic correlates of high growth rates include large litters, 
long tails and docility. Body fat appears variable in this 
respect. Reproductive productivity was found by Roberts (1961) to be 
negatively correlated with selection for increased body size of 
females, while Bradford (1971) found a positive correlation between 
ovulation rate and size. 
A genetic polymorphism for growth rates in fluctuating 
microtine populations has been proposed (Newson and Chitty 1962; 
Chitty 1967; Stenseth 1978; Boonstra and Krebs 1979; Beacham 1979, 
1980), as has genetic correlation between productivity, survival and 
dispersal rates and growth rates (e.g., Gaines, McClenaghan and Rose 
1978, Beacham 1979). Models of microtine population cycles, in which 
genotypic polymorphism is a major driving factor, have also been 
proposed. Though there is evidence of seasonal selection for 
skeletal size in Mus musculus on the island of Skokholm (Berry l970a) 
no attempts have yet been made to explain variations in house mouse 
population densities in this way. 
{b) The 1 Chitty Effect'. Populations of voles (Microtus sp.) 
at peak density include unusually large individuals (Chitty 1952; 
Chitty and Chitty 1962). Termed the 'Chitty effect 1 by Boonstra and 
Krebs ( 1979) this is now recognized as a standard feature of vole 
population cycles (Beacham 1980). Three possible explanations have 
been proposed by Krebs (1966). 
(a) Individuals in peak populations have higher growth rates. 
(b) Individuals. in peak populations grow at the same rate but 
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continue to grow for a longer time, to reach higher asymptotic 
weights. 
(c) Growth rates and asymptotes are similar at all population 
densities, but survival is higher in increase and peak phases. 
Krebs (1964) attributed the presence of larger lemmings during 
the peak phase to higher growth rates. Later, however, he found no 
differences in growth rate during a eye 1 i cal change in numbers of 
Microtus californicus and concluded that the presence of larger 
individuals was due to their increased survival (Krebs 1966). 
Highest growth rates were found by Krebs, Gaines, Keller, Myers and 
Tama_rin (1973) in the increase phase. Rates in the peak phase were 
lower and those in the decline phase were lowest of all. Beacham 
(1980) found that both rate and asymptote varied in a cyclic 
population of Microtus townsendii and concluded that growth rates 
were influenced by (a) seasonal effects, {b) the phase of the 
po~ulation cycle, (c) size of the individual (as distinct from age of 
the individual) and, possibly, {d) genetic variation within the 
population. 
In the present study asymptotic values and growth rates were 
higher during the increase phase. 
(c) Should the 'Chitty Effect' be called the 'McDougall 
Effect? Genetically based or not, if the growth rates are correlated 
with productivity, survival and dispersal rates, they are of major 
demographic importance. Nonetheless, they have received little 
attention in studies of murine rodents. McDougall {1946), however, 
captured very large Rattus sordidus immediately before and during 
peak numbers in north Queensland. He writes: 
'This type of information is the best guide to population 
fluctuation and it .is concluded that the presence of both young 
and old rats at the same time is the only available criterion 
of a population upsurge. The extent of the build-up depends on 
the time interval over which such a population composition 
exists. The use of this criterion takes into account both 
effective breeding and survival and will distinguish the 
concentration of populations from the true upsurge.' 
Findings from the present study, together with those of 
McDougall (1946) and Redhead (1979) show that the Chitty (or, perhaps 
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more correctly, the McDougall) effect is manifested in at least some 
murine populations but whether it is due to a cyclical shift in 
genotype frequencies was not examined. 
(ii) Nutrition 
In the present study, food was abundant in May-June 1979. 
While food supply per individual was not measured as part of this 
study, some measurements were made by Mary Bomford, who has kindly 
made her findings available to me. She estimated that 1.13 tonnes of 
rice grain (oven-dried) per hectare were left in a rice bay after 
harvest. She also found that rice continued to constitute more than 
90% of the volume of stomach contents of mice on contour banks from 
May until August and 40% until October 1979. At 5 g/day, 1.13 tonnes 
would support more than 800 mice per hectare for 40 weeks. This 
evidence, combined with the finding of obese mice in June, indicates 
that an absolute shortage of food was not responsible for suppression 
of growth in the winter of 1979. 
Maintenance of animals on diets low in protein and high in 
carbohydrate can, however, result in supressed growth. The reduced 
growth may then be accompanied by a reduction in the amount of food 
eaten (Meyer 1958; Meyer and Hargus 1959). Radcliffe and Webster 
(1978) conclude that rats on diets with insufficient protein to 
support maximal rates of protein deposition eat less, and so regulate 
energy intake instead of acquiring sufficient protein by over-
eating. Body composition may be affected. Some 93% of weight gained 
by rats fed a low-protein diet (6% casein, Meyer 1958), was due to 
fat deposition. Leatham (1961) considers that the optimum dietary 
protein level to support reproduction and growth of laboratory rats 
is 16%, while Richardson, Godwin, Wilkes and Canman (1964) found that 
10% is insufficient to support lactation. A diet of rice, at about 
9% protein, may be sufficiently unbalanced to cause the slow winter 
growth observed in 1979. In addition, poorly balanced mixtures of 
amino acids constituting the dietary protein can also influence 
growth rate and food intake (Harper, Benevenga and Wohleuter 1970). 
Rice is deficient in lysine and the addition of fish-meal to a rice 
diet increases animal growth rates (Grist 1975; p. 452). The small 
amounts of green plant tissue and invertebrates found by Bomford 
(pers. comm.) in the diet of mice in rice stubble may serve the same 
function. Perhaps, in 1978, with continual rainfall in autumn, 
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winter and spring, invertebrates and green p 1 ant tissue were more 
abundant. 
Pre-weaning nutritional effects have been much studied by 
manipulating litter size. Some studies have shown that animals in 
small litters grow faster than those in large litters, presumably 
because they are better nourished (Parkes 1926; Kennedy 1957; 
Widdowson and Mccance 1960; Myers and Poole 1963; Winick and Noble 
1966; Park and Nowasielski-Slepowran 1971; Cameron 1973; Pegel 1 man 
and Korabel 1 nikow 1973; Frazer 1977). On the other hand, Millar 
(1975) found young Peromyscus leucopus to have growth rates that were 
independent of litter size. It is shown in Chapter 4 that average 
litter size in December 1978 was much larger than in November 1977, 
but it is not possible to conclude from the present results whether 
this factor was responsible for the slow growth in winter of 1979. 
The high growth rates in October to December 1978, and in April 1979 
suggest that it was not. 
Nutritional requirements of animals are modified by environ-
mental factors, especially temperature. At high enironmental 
temperatures reductions in growth rates of rats and mice have been 
observed (Pennycuick 1964, 1969 and 1972). Sudden exposure to low 
temperatures has a similar initial effect (Wolfe and Barnett 1977). 
Subsequently, food intake is increased, allowing increased heat 
production (Barnett 1980). Under long-term exposure to cold, 
adaptive changes occur. Domestic mice reared by Barnett and Neil 
( 1971) at 21°c were heavier than those raised by them at 3°c, 
presumably because the latter group stored less energy as fat 
(Barnett and Widdowson 1965). Unlike domestic mice, however, wild 
mice bred by Dickson weighed 26.1 ± 0.9 g as adults in the cold 
compared to 22.0 ± 0.8 g at 21°c after 7 generations. {Cited by 
Barnett 1980). While the autumn of 1979 was slightly cooler than 
that of 1978, the average weekly mean minimum temperature during the 
winter of 1979 was much the same as that of 1978. Exposure to cold 
weather therefore appears unlikely to be the cause of the reduced 
growth in the winter of 1979. 
The results presented here complement the few other Australian 
descriptions of variable growth rates in wild small mammals. 
Together they provide evidence of a phenomenon which has long been 
recognized in Europe and has recently been the subject of a number of 
studies in North America. For example, Adamczewska ( 1961) referred 
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to "generative" (spring) and "vegetative" (autumn) generations of 
Apodemus flavico11is, and related the higher growth rate and 
productivity of the spring generation to food supply. In contra st, 
Schwarts, Ischenko, Ovchinnikova, 01enyev, Pekrovsky and Pyastolova 
(1964) observed differential growth rates of autumn and spring 
generat i ans under conditions of constant food supply and constant 
food quality. In spring, the autumn cohort exhibited compensatory 
growth. Consequently, the maximum weights nearly coincided by late 
spring, though the generations differed in age by 7 months. 
Schwarts et al. (1964) suggest that differential growth rates 
between sea son a 1 cohorts might be genera 1 across a wide range of 
rodent species and across various temperate to sub-arctic 
environments. Subsequent observations by other workers tend to 
support their conjecture, at least for microtine rodents (e.g. 
Clethrionomys glareolus (Zejda 1971), Apodemus agrarius (Adamczewska-
Andrzejewska (1971, 1973), Microtus townsendii (Beacham 1980), 
II 
Microtus agrestis (Myllymaki 1977), Microtus pennsylvanicus (Brown 
1973 and Pyastalova 1971). For the Murinae, however, there are very 
few records. Evans (1949) reports little or no weight gain by mice 
in a population at or near its peak in winter. De Long (1967) 
observed weight of wild Mus musculus to fall during the autumn and 
increase during spring. Supplementary feeding resulted in higher 
growth rates in winter compared to control grids. In the monsoon 
tropics, where rainfall is highly seasonal, Redhead (1979) observed 
Rattus sordi dus to grow slowly and to cease breeding through the 
inter-monsoonal (dry) season. Later, at the onset of the monsoon 
season, rats which survived through the season of 1 ow growth and 
absence of breeding grew very rapidly. In another year, breeding 
continued through the dry season. It wc:s accompanied by high rates 
of longitudinal and ponderal growth. 
The only other clear example of seasonal variation of the 
growth rate of an Austra 1 i an sma 11 mammal is that given by Kemper 
(1979) for Pseudomys novaehol landiae. Warneke (1971) suggests that 
Rattus fuscipes experiences a check in growth during winter, possibly 
because of sub-optimal nutrition. 
The seasonal depression of growth followed by compensatory 
higher rates observed in the present study differ strikingly from the 
cornpensator·y growth described by Monteiro and Falconer (1966). They 
observed retardation of growth during the exponential phase, before 
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the inflection in the growth curve was reached. The inflection was 
always at the same weight, but it took longer for retarded 
individuals to reach it. Compensatory growth then occurred in the 
asymptotic growth phase, after the inflection. The present results 
also show a slowing during the exponential phase, but, in addition, 
they show a shift of the inflection point and a depressed asymptotic 
weight. Subsequent compensatory growth, at a high rate, then 
achieves the potential asymptote. Similar curves were reported by 
II 
Batzli, Getz and Hurley (1977) and by Myllymaki 
(1977). 
(iii) Environmental factors other than nutrition 
(a) Social factors. In confined populations of house mice, 
reproductive output declines when the population density is very 
high. The reduced productivity is accompanied by a decline in growth 
rate of individuals (Christian, Lloyd and Davis 1965). Crew and 
Mirskaia (1931) found that domestic mice born in crowded conditions 
were smaller at birth than uncrowded controls, but at weaning there 
was no difference between the two classes. 
Such changes may be regarded as pathological responses to 
severe crowding in confined populations (Lidicker 1976). Only in 
recent years have non-pathological responses to social interactions 
at lower population densities been considered. Even then, before the 
work of Batzli, Getz and Hurley (1977) on voles, interest was in 
changes in reproductive performance, rather than growth rates. They 
found that 1 itter mates usually suppress each other's growth when 
they are kept in the same cage or when i so 1 ated from one another 
except for a common air supply. Completely isolated litter mates are 
not retarded. Batzli et al. therefore conclude that pheromones are 
involved. Compensatory growth occurs after the suppressed vol es are 
caged with strangers of the opposite sex, provided that there is 
direct contact between the strangers Variation in 
growth rates and fert i 1 i ty were a 1 so observed by Gyug and Mi 11 ar 
( 1981) who cone l ude that the growth of Peromyscus l eucopus and of £...=._ 
maniculatus after 40 days of age is control led by the factors that 
control their fertility. They also conclude that the season of birth 
is of lesser importance. 
These results are in contrast to those of Vandenbergh, 
Drickarner and Colby (1972) who conclude that social interactions 
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regulate sexual maturation but not growth rates. They found growth 
rates of females to be unaffected by the experimental social 
conditions. Regardless of treatment, however, all their females 
became fertile. This was not the case in the present study where 
young females failed to mature and older females regressed to 
infertility. 
3.4(C) COMPARISONS WITH PREVIOUS GROWTH STUDIES OF AUSTRALIAN MUS 
MUSCULUS 
Newsome (1969a) studied populations of wild house mice in and 
near wheatfields. He aged individual mice by use of the following 
formulae obtained from known aged mice in the laboratory: 
For males, 
For females, 
loge Age = -3.859 + 0.086 L 
loge Age = -4.075 + 0.090 L 
where age is in weeks and Lis head-body length in millimetres. 
Also in Australia, Kirby (1974) used capture-recapture data to 
estimate growth rates of free-living mice at Turretfield. Except in 
the winter of 1972 females grew faster and reached larger asymptotic 
values for H-B length than did males. The growth equations reported 
by Kirby were: 
L = 93 - 33.56 (.29l)T/42 
for females except in the winter of 1972; 
L = 92.56 - 32.56 (.706)T/42 
for females in the winter of 1972; and 
L = 86.92 - 26.92 (.2ll)T/42 
for males; where T is age, in days. 
Kirby does not comment on why the females grew more slowly in 
May-July 1972 than at other times. His findings were drawn from four 
populations, two of which had abundant food at feeding stations. 
Data for only one year were analysed, so it was not possible to 
determine whether slowing of female growth at mid-winter is an annual 
event. 
During the present study, 270 female and 312 male mice were 
recaptured between 20 and 60 days after release. Head-body lengths 
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(mm) were measured at release (L 1) and 
and T2 respectively. Age on each 
relationships given by Kirby (1975) 
differences between the estimated ages 
known number of days elapsed (T2 - T1). 
100. 
at recapture (L 2) on days T 1 
day was estimated from the 
and Newsome (1969a). The 
was then compared with the 
Because growth in the wild 
varied seasonally, data from the present study were analyzed for each 
month separately. 
In 14 out of 16 comparisons, the differences in age calculated 
from Newsome 1 s formula are smaller than the observed differences 
(Table 3.11). It is concluded that the mice in the present study 
grew more slowly than those measured by Newsome in his laboratory. 
The asymptotic head-body length found for males by Kirby was 
86.9 mm. Twenty-nine of the 312 males recaptured during the present 
study had head-body lengths longer than that, suggesting that Kirby's 
curve was unlikely to fit the present data. For the remaining 283 
data pairs the elapsed time interval between captures was again 
consistently undererestimated (Table 3.11). 
3.4(0) BODY FAT 
(i) Factors affecting fat deposition and utilization 
The obesity of both male and female mice in the rice stubble 
area in June 1979, when reproduction had recently ceased is con-
cordant with the syndrome described by Strecker and Emlen (1953), 
Crowcroft and Rowe (1957) and Lidicker {1976) for confined 
populations of mice. 
Early studies of fat content of rodents were conducted in the 
temperate regions of the northern hemisphere. Most of them reported 
an annual cycle, with accumulation of body fat in autumn or winter 
followed by depletion of the reserves during spring and summer as was 
observed in the present study in the early winter of 1979. It was 
often concluded that the fat deposits acted both as sources of energy 
for use in winter and as insulation against low temperatures (Hayward 
1965; Lynch 1973; Sawicka-Kapusta 1968; Kolodziej-Banach 1976). 
Recent evidence of other patterns of fat dynamics indicates 
that, in at least some small-mammal species, fat deposition may serve 
other functions. First, Evans (1973) and Perrins (1979) found no 
annual cycle of fat storage by Microtus agrestis and Clethrionomys 
gapperi, respectively, and Kolodziej-Banach (1976) calculated that 
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the fat reserves of wild obese Microtus arvalis were sufficient to 
last an individual without food for only two days. 
Second, the question of why the fat content of some sma 11 
mammals varies seasonally was examined by Field {1975) at an 
equatorial site where fluctuations of mean monthly maximum and 
minimum temperatures were less than 2°C and where fluctuation in day 
length throughout the year was al so smal 1. Body-fat of Lemnixomys 
striatus and Praomys natalensis was highest during the rainy season, 
and negatively correlated with reproductive activity. The few 
European studies in which both fat content and reproductive activity 
have been accurately recorded also indicate a negative correlation 
between fertility and fat content (e.g. Caldwell and Connell {1968) 
with Peromyscus polionotus; Gyug and Millar (1980) with female 
Peromyscus maniculatus but not males; Batzli and Pitelka (1971) with 
Microtus californicus). 
Further examples of negative correlation beteen fertility and 
body-fat content come from previous observations of obese mice in the 
wild. All three observations were from high density populations in 
haystacks (Strecker and Emlen 1953; Rowe, Taylor and Chudley 1964; 
Newsome 1971). Strecker and Emlen (1953) conclude that both obesity 
and reproductive regression result from food shortage. Somewhat 
similar conclusions were reached by Andrzjewski (1975) who found that 
bank vo 1 es (Cl ethri onomys gl areal us) which were provided with 
supplementary food contained less fat than an unfed group ( 18 to 20% 
compared to 24%) presumably because the fed group mobilised the 
excess energy for the purpose of reproduction. Female mice caught at 
a haystack by Newsome were judged to be anoestrous or about to become 
so. They had recently finished lactating. At autopsy, five of the 
six had mesenteric fat. Newsome appears to be invoking a stress-
related mechanism of fat deposition when he concludes that these mice 
were the successful competitors for food during a food shortage. 
Finally, Pucek (1973) found coefficients of variation of up to 
53 and 84 per cent in the fat content of wild Clethrionomys glareolus 
and Apodemus flavicollus respectively. Major sources of variation 
were (a) between years, (b) between seasons, (c) between age groups 
and (d) between individuals. Pucek concludes that a number of 
factors determine fat deposition and utilization, as did Judd et al. 
(1978) for Peromyscus. 
A similar view is expressed by Gyug and Millar (1980) who 
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conclude that fat levels in individual Peromyscus are intrinsically 
control led and not simply subject to extrinsic control through the 
balance of food availability and energy expenditure. 
Lidicker (1976) observed that young Mus musculus failed to 
become sexually mature at high population densities in a large 
enclosure outdoors. In addition, previously reproductively active 
older mice regressed to a non-active state. Ultimately, 44 per cent 
of males and 68 per cent of adult females were either stunted or 
regressed and many were obese. Excess food was available and, though 
the stagnation occurred in winter, Lidicker rejected cold weather and 
food shortage as its cause. He concludes that the obesity is part of 
a non-pathol ogi ca 1 syndrome associated with the regulation of 
reproduction by non-aggressive social interactions at high densities. 
Evidence that food was not in short supply in at least May and 
June of 1979 is given above. In spite of the abundant food supply, 
reproductive stagnation occurred in 1979, when fertility crashed from 
peak values in late February and early March to almost zero little 
more than a month later. A similar, slightly slower, decline 
occurred at about the same time in 1980 (Chapter 4). Mice were 
fattest in June, and it was not until fat content had declined to 15 
percent in September-October that reproduction recommenced. Hence, 
the syndrome closely resembles that described by Lidicker (1976). 
In laboratory mice, genes for obesity(~), diabetes(~) and 
adiposity (~) are wel 1 known. In C57BL/6Wf rni.~e segregating. tor le.thaJ AY, 
heterozgotes AYa contain 47.7% of dry weight as fat - a value similar to 
the highest observed in the present study - compared to 15.6% for the 
h omozygotes aa Wolff 1963 Recently, a gene for 
adiposity (Ad) was discovttrec in laboratory descendents of three 
populations of warfarin-resistant mice. The genes for adiposity and 
warfarin resistance are linked, but it is not known what, if any, 
selective advantage is conferred on the individual mice by the 
adipose gene (Wallace and MacSwinney 1979). The physiological basis 
of an inherited sterile obese syndrome was studied by Drasher, Dickie 
and Lane (1955) who showed that the sterility in some individuals 
could be prevented by underfeeding. Roberts (1981) refers to the 
necessity of breeding obese strains at a young age, before they 
become fat and infertile. 
Summer and winter responses to fasting by lean and~ mice 
were compared by Cuendet et al. (1975). While ob mice survived up to 
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30 days, lean mice survived only three in winter, and seven in 
summer. Mortality was due to insufficient fat storage, rapid 
depletion of fat and early and continued metabolism of body protein. 
Lean mice in summer metabolized fat more efficiently than in winter, 
and thus delayed the onset of protein catabolism. The obese mice 
appeared to utilize a different metabolic path from that used by lean 
mice, with an initial brief burst of protein catabolism, followed by 
slow and prolonged depletion of fat reserves. An obesity-diabetic 
syndrome similar to- those observed in some strains of 1 aboratory mice 
also occurs in wild desert rodents when they are fed high calory 
diets in the 1 aboratory (Wise 1977 a). Co 1 eman ( 1978) suggests that 
these species have developed a 'thrifty metabolism' in the face of 
limited food supplies. Efficient lipogenesis and hyperphagia, allow 
fat stores to be built up rapidly when food is plentiful. Further, 
decreased rate of utilization of fat then allows longer survival in 
times of food shortage. The syndrome in laboratory mutants and in 
desert natives thus have obvious similarities (Coleman 1978). Wise 
(1977b) regards the obesity-diabetes syndrome as evidence of a 
survival advantage to genotypes that have potential diabetic 
expression. 
The model has never been examined in wild mouse populations, 
but the occurrence of genes for obesity suggests that such studies 
would be worthwhile. Three types of lipid cycles were found in four 
sympatric species of rodents by Fleharty, Krause and Stinnett 
(1973). They propose that the different cycles reflect the evolut-
ionary hi stories of the species. Whether Mus muscul us has evolved a 
'thrifty metabolism' as a native of arid regions and now, in the MIR, 
succumbs to the deleterious effects of the affluence (to use 
Coleman's terms) of irrigated rice farms by expression of obesity, 
reproductive stagnation, disturbed carbohydrate metabolism and 
perhaps diabetes remains to be examined. 
Finally, the possibility that both obesity and reproductive 
stagnation are due to carbohydrate/protein imbalance remains as 
discussed previously. 
It was expected that obese, reproductively stagnant and 
slowly-growing mice would be trapped again during the winter of 
1980. Extinction due to food shortage after the outbreak precluded 
that observation. 
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3.4(E) CONDITION INDEX 
(i) Rationale for the use of the allometric equation as an index of 
condition 
The ratio of live weight to head-body length has been used as 
an indicator of the well-being of individuals. For example, Clark 
(1980) used 
D = W/L 
for R. rattus. D can be called a condition index. Because weight 
tends to vary with the cube of linear growth (Brody 1945), a more 
realistic index is given by 
D = W/L3 
as used by Hsai Wu-Ping and Sun Chung-Lu (1963), and Clark (1980) and 
as an expression of fish plumpness (Giles 1978). The general form of 
D is, of course, the allometric equation, 
D = W/Lb 
Observed values of b range from 2.0 to 3.5 (Giles 1978). In 
logarithmic form, the expression is identical to the general equation 
for the regression lines reported above, 
ln W = D + b ln L 
Only when obese mice were present in the present study was 
live-weight highly correlated with weight of body fat. For that one 
sample, D also was strongly correlated with weight of body fat (r2 = 
0.94), indicating that it is an index of fatness. When lean mice 
were examined, however, no significant correlation was found between 
D and weight of body fat. Weight of body water or lean dry weight 
also were not correlated with D. 
Caughley {1977) considers most of the various condition 
indices of previous studies to be useless because it is not known 
what they measured. In the present study, it is not at all clear 
what was being measured, other than change in mean weight adjusted 
for a given length. There is, however, evidence from previous 
research on children from diverse ethnic and social backgrounds that 
D does, in fact, measure condition (Ehrenberg, 1968, 1975; Kpedekpo 
1970; Uche 1981). 
(ii) Possible causes of differences between slopes 
In the present study the log-log relationship was examined in 
more than 3500 mice in 82 samples from the rice and wheat areas of 
the irrigated farm, and over 400 mice from 17 samples from the dry 
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farm. After pooling samples whose regressions did not differ in 
slope or intercept, two groups of para 11e1 1 i nes described the mice 
from the irrigated farm, with a third group for the dry farm. Common 
slopes of the three groups differed significantly from each other. 
This variation in slope is a major departure from the results for 
human studies referred to in the previous paragraph and the reason 
for it must be examined. 
Three operators measured the mice on the two farms, and one 
(myself) was common to both. Different slopes due to operators could 
arise if one of them consistently undermeasured, or consistently over 
measured, large mice, for examp 1 e. Consistent differences between 
operators for 2...!l. mice would result in their obtaining different 
intercepts but not different slopes. The following evidence suggests 
that operator differences were not the cause: 
(a) no differences in slopes were revealed by the 17 
Merriwagga samples, which were obtained by two operators; 
(b) on the irrigated farm, mice from stubble bays in August 
1979 fell into one group·, of slope 2.309, and those from adjacent 
banks during the same week, and processed by the same operator, fell 
into the other (slope b = 2.814); 
(c) iri December 1979, two operators each trapped mice on 
contour banks in the irrigated rice crop. Both samples had 
regression lines of slope 2.309. One of these operators also trapped 
mice on unirrigated stubble bays and on adjacent unirrigated banks at 
that time. Both these last two samples fell into the group with 
slope 2.814. Had differences in slope been caused by operator 
differences, different findings would have eventuated. 
As only male mice were examined, the different slopes can not 
be attributed to sexual dimorphism. 
It is cone 1 uded that differences between operators did not 
cause the regression lines for 5 of the 76 samples from the irrigated 
rice area to have a slope which differed from that of the remaining 
71. Similarly, it is concluded that the regressions from the Dry 
Farm differed in slope from those of the Irrigated Farm for reasons 
other than operator differences. Major between-site differences are 
suggested by the fact that all the Merriwagga mice were in a distinct 
group whose regression lines differed in slope from those from the 
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irrigated farm. 
The failure of 5 samples to fit the model provided by the 
other 71 samples should not be allowed to divert attention from the 
generality of the results. Of the 3458 males measured from the rice 
area, only 302 were included in the five aberrant samples. 
The results show that males were heavier for a given length in 
autumn after draining of the bays in 1978 than they were at that time 
in 1979. How that observation is related to the continuation of 
breeding in 1978 compared to rapid cessation at that time in 1979 is 
not known. Similarly, it is shown in the next chapter that 1 arge 
females in the bays in August 1978 were the major component of the 
breeding population at that time. Those females correspond to the 
males with the highest condition index observed during the study. 
The rapid decline in adjusted mean weight during the period 
from .December 1979 to February 1980 gives a clear indication of 
poorer condition during the plague, especially when that decline is 
compared to the constant adjusted mean weight at the corresponding 
time twelve months earlier. Similar declines at the Dry Farm and in 
the irrigated wheat area indicate that mice were in poor condition at 
all three locations during the plague. 
Table 3.1 (A) Analysis of variance and (B) analysis of 
covariance of relative instantaneous longitudinal growth rates 
(~) of male and female Mus musculus, Irrigated Farm, 1978-79. 
(KL has been multiplied by 106 in these analyses). 
Variation d.f. Sum of Mean F 
squares squares 
(A) Analysis of variance 
Month 13 1. 783 x 108 1.372 x 107 9.41 
Sex 1 6.989 x 104 6.989 x 104 o.os 
Month and sex 13 5.217 x 107 4.013 x 106 2.75 
Residual 553 8.062 x 108 1.458 x 106 
Total 580 1.037 x 109 1.788 x 106: 
(B) Analysis of covariance 
Month 13 2.412 x 108 1.855 x 107 18.12 
106 106 
I Sex 1 7.269 x 7.269 x 7.10 
Month x Sex 13 3.195 x 107 2.457 x 106 2.40 
Covariate 
(ln L1) 108 108 
. 
1 2.409 x 2.409 x 235.19 
Residual 552 5.653 x 108 1.024 x 106 
Total 580 1.087 x 109 
107. 
108. 
Table 3. 2. Regression statistics for the relationship K1 = m ln L1 + a 
for Mus musculus on the Irrigated Farm. 
k(++) % Month of Sex Intercept (S.E.) Slope (S.E.) Variance + e 
recapture (a) (m) explained 
Apr-June 78 M 
F .04238 (. 00696) -. 00924 (. 00157) 98.4 41. 3 (J) 
July 78 M .04554 (.00561) -.01029 (.00128) 87.3 47.1 (A) 
F .02315 (.01373) -.00512 (.00315) 91.8 5.4 (K) 
Aug 78 M .04554 (.00561) -.01029 (.00128) 87.3 47.1 (A) 
F .02315 (.01373) -.00512 (.00315) 91. 8 5.4 (K) 
Sept 78 M .04554 (. 00561) -. 01029 (.00128) 87.3 47.1 (A) 
F .02315 (.01373) -.00512 (.00315) 91.8 5.4 (K) 
Oct-Dec 78 M .04554 (.00561) -.01029 (.00128) 87.3 47.l (A) 
F .08209 (. 01336) -.01828 (.00303) 89.4 55.8 (L) 
Mar-Apr 79 M .04424 ( .00980) -.00981 (.00225) 90.9 42.1 (B) 
F .08209 (.01336 -.01828 (. 00303) 89.4 55.8 (L) 
May 79 M .04424 (.00980) -.00981 (.00225) 90.9 42.1 (B) 
F .04238 (. 00696) -.00924 (. 00157) 98.4 41.3 (J) 
June 79 M .07235 (. 0067 5) -.01631 (.00154) 84.5 61.0 (C) 
F .01604 (.00408) -.00356 (. 00092) 91.1 16. 1 (M) 
July 79 M .04064 (.00934) -.00927 (.00217~ 80. 2 37.1 (D) 
F .01604 (.00408) -.00356 (.00092 91.1 16.1 (M) 
Aug 79 M .01509 (. 00706) -. 00341 (.00162) 83.4 10.0 (E) 
F • 00811 (.00496) -.00179 (.00114) 92.8 6.0 (N) 
Sept 79 M .01072 (.2319) -.00219 (. 00537) Nil (F) 
F • 04313 (.01591) -. 00975 (. 00367) 83.9 33.5 (O) 
Oct 79 M .05927 (.01818) -.01338 (.00415) ~3.8 21 (G) 
F .02143 (.01769) -.00471 (.00406) 94.2 1.5 (P) 
Nov 79 M .09269 (. 04470) -.02061 (.01018) 89.8 26 (H) 
F .10359 (~02833) -.02291 (.00648) 92.0 ' 46. 9 (Q) 
Dec 79 M • 07235 (.00675) -. 01631 (.00154) 84.5 61.0 (C) 
F .08209 (.01336) -.01827 (.00303) 89.4 55.8 (L) 
(+) Months with a common regression line have common letters in the 
column on the extreme right-hand side of the table. 
(++) k as the intercept on the x-axis (i.e. growth rate equals zero), 
thus, e is the asymptotic value (A) of head-body length, L1• 
109. 
Table 3. 3 Analysis of covariance of relative instantaneous 
ponderal growth rate (l<w) of male Mus m.usculus, Irrigated Farm. 
Source of Sums of Mean 
variation d.f. squares and squares F 
products Q< 10) (xio) 
Months 13 S.548' o.,6576 5.338 
Covariate 
(ln w1) 1 17.25 17• 25 140. 077 
Residual 310 38.19 0-1232 
0.1975 
Total 324 63.99 
Table 3.4 Regression statistics for the relationship Kw = m ln w1 +a for male Mus 
musculus, Irrigated Farm. 
Month of recapture 
April-June 1978 
October 1979 
December 1979 
July 1978 
August 1978 
September 1978 
August 1979 
September 1979 
Oct-December 1978 
March-April 1979 
May 1979 
June 1979 
July 1979 
November 1979 
Intercept (S.E.) 
.0512 (.0120) 
.0289 (.0081) 
.0149 (.0124) 
.0630 (.0288) 
.0236 (.0171) 
• 0302 ( .-0202) 
.0300 (.0117) 
.0354 (.0112) 
.1075 (.0417) 
Slope (S.E.) 
-.0180 (.0024) 
-.0100 (.0016) 
-.0052 (.0025) 
-.0223 (.0058) 
-.0075 (.0034) 
-.0133 (.0041) 
-.0094 (.0024) 
-.0137 (.0023) 
-.0380 (.0083) 
ek(**) Variance 
explained 
17.1 40.0 
18.0 42.5 
17.7 3.9 
16.8 60.3 
23.4 27.4 
9.7 43.1 
24.2 28.0 
13.2 52.7 
16.9 71 
1--' 
I-' 
0 
111. 
Table 3.5 Analysis of variance of body-fat content of male and 
female mice from two parts of the Irrigated Farm. 
Source of variation d.f. Sum of squares Mean squares F 
(A) Rice area 
Month 3 1101. 98 367.33 6.152 
Sex 1 0.26 0.26 0.004 
Month x sex 3 45.97 15.32 0.257 
Residual 120 7165.55 57.71 
Total 127 8313. 76 65.46 
(B) Wheat area 
Month 2 790.41 395.20 11.690 
Sex 1 295.74 295.74 8.748 
Month x sex 2 163.00 81.50 2.411 
Residual 125 4224.73 33.81 
Total 130 5474.87 42.11 
112. 
Table 3. 6 Proportion of variance of live weight explained by fat, lean 
weight and water content in 53 male mice, Irrigated Farm. 
Sample Location n Mean fat Proportion explained 
content (%) ABFAT LEAN ABWAT 
June 1979 rice stubble banks 5 38.S 0.91 0.16 NIL 
Nov 79 irrigated rice banks 11 17.2 NIL 0.43 0.91 
Feb 80 wheat stubble 23 13.5 0.30 0.95 0.99 
Apr 80 wheat stubble 9 19.S 0.21 NIL 0.78 
Feb, Apr 80 rice stubble 5 23.0 0.13 0.34 0.91 
53 0.01 0.82 0.93 
/ 
Table 3. 7 Preliminary classification of sub-samples of male 
M. musculus from the Irrigated Farm. 
113. 
Year Season Number of Number of 
subsamples mice 
Rice area 
1978 Irrigation season (Jan - April) 8 358 
1978 Post-harvest to rice planting 21 647 
1978-79 Irrigation season 16 459 
1979 Post-harvest to rice planting 18 1270 
1979-80 Irrigation season 9 260 
1980 Post-harvest to planting 4 464 
76 3458 
114. 
Table 3.8 Regression statistics for the relationship In W = D + b In L for 16 
groups of previously-lumped samples of male mice, irrigated farm. 
(fl Regression statistics 
Lumped samples n 
Mar, Apr 1978, 191 
prior to harvest 
Jan 1978, irrigated banks 53 
Sept 78, stubble bays 84, 48 
85; Aug bays 83, 84, 85 
May & July 78 stubble 
bays 75, 83, 84, 85, and 210 
Aug bay 75 & Sept bays 
75 & 83. 
May 78, banks 
June & Aug 78, stubble 
banks 
July & Sept 78, stubble 
banks 
Nov & Dec 78, Jan and 
ear I y Feb 1979, 
i rr I gated banks 
Mid Feb 79, irrigated 
banks 
Mar, Apr 1979, irrigated 
banks 
1979 post-harvest-
Group A 
1979 post-harvest-
Group B 
Dec 1979, Feb 1980, 
unlrrigated banks 
Feb, Mar, Apr 1980, 
Irr I gated banks 
1980 early April & June 
1980 mid Apr i I & May 
81 
186 
122 
145 
92 
107 
767 
366 
102 
109 
127 
337 
(Ii) Analysis of variance 
Source 
Regression 
Intercepts 
Slopes 
Residual 
Total 
d.f. 
. 1 
12 
12 
2699 
2724 
Sum of 
squares 
134.82889 
2.46565 
0.17605 
25. 74588 
163.21647 
bCS.E.l Dcs.E.> F 
2.5542 C0.1157) - 8.5167 C0.5087lCBl 487.2 
2.7237 C0.1354) - 9.2947 C0.5098lWGl 404.4 
2.6934 <0.1815) - 9.0248 C0.7933lCCl 220.2 
3.0062 C0.0826) -10.4656 C0.3604lCE) 1324.1 
2.6970 (0.1226) - 9.1013 (0.5294)(J) 483.9 
2.6731 C0.1180) - 9.0394 C0.5167) (0) 512.6 
2.7288 C0.0977) - 9.3210 C0.4309JCAJ 780.0 
2.8189 C0.0814) - 9.6907 C0.3533) CF l 1199.1 
2.8315 <0.1030) - 9.8031 (0.4462) CK) 755.9 
3.0727 C0.0672) -10.8059 C0.2929) 2092.7 
2.8391 C0.0483) - 9. 7841 C0.2104) CG) 3458. 7 
2.6612 C0.0766) - 8.9767 C0.3338) CF l 1206.3 
I 
2.9067 C0.0986) -10.1012 C0.4302) 868.3 
2.8224 (0.0805) - 9.7613 (0.3512) 1229.3 
2.8569 C0.1073) - 9.9126 C0.4675)(H) 708.7 
2 0 8917 C0.0661) -10.0066 C0.2859) CK) 1911.9 
Mean 
squares 
F 
134.82889 14134.42 
0.20547 21.54 
0.01467 1.54 
0.00954 
0.05992 
p 
<0.001 
<0.001 
>0.05 
115. 
Table 3.9 Regression statistics tor the relationship In W = D + b In L 
for five groups of previously-lumped samples of male mice, lr·rfgated farm. 
( I ) Regression statistics 
Lumped samples n b(S.E.) D(S.E.l F 
Apr 78, at harvest, banks 11 2. 1382<0.2670) -6.6285C1.1756la 64.1 
and bays 
Feb 78, Irrigated banks 105 2.4446(0.1467) -8.0972C0.6423la 277.4 
Aug 79, rice stubble bays 137 2.2148(0.1507) -7.0174(0.6552)b 216.0 
Dec 79, new irrigated banks 11 2.2318(0.6290) -7.1843(2. 7586) 12.6 
Dec 79, old Irr I gated banks 38 1.8476(0.2613) -5.3992( 1.1327) 50.0 
( 1 ll Analysis of variance 
Source d.t. Sum of Mean F p 
squares squares 
Regression 4.92433 4.92433 505.09 <0.001 
Intercepts 2 0.34397 0.17199 17.64 <0.001 
Slopes 2 0.10268 0.00634 0.65 >0.05 
Residual 247 2.40811 0.00975 
Total 252 7.68909 0.03051 
116. 1 
117. 
Table 3.ti Differences In ages of male Mus musculus at consecutive captures on the Ir 
farm, compared to differences calculated from previous growth curves. Standard errors and 
sample sizes are glven In brackets. 
2 3 4 5 6 
Month of Known Estimated Observed Known Estimated Observ 
second d l fference difference minus difference difference mi nus 
capture between using Newsome expected between using Kirby expect 
consecut Ive 1969a (1 - 2) consecut Ive ( 1975) (days) (4 - 5 
captures (mean, S.E.) captures (mean, S.E.l 
(days) {days) 
(mean, S.E.,n) {mean, S.E.,nl 
Apri I 26.0(9.8) (3) 40.6(23.9) -14.6 
May + June 55.5(28.4)(6) 16.1(16.6) +39.4 
July 42.0(15.8)(12) 16.5( 4.9) +25.5 
Ear I y Aug 40.1 (27.0) (20) 8.3( 3.5) +31.9 
Late Aug 47.0(25.6)(17) 0.1( 5.6) +46.9 
Sept 41.8(15.8)(19) 5.8( 2.8) +36.0 
October 36.00.2) ( 10) 18.8( 3.6) +17.3 
March 37.4( 18.6) ( 11) 20.2( 3.3) +17.1 
May 36.8(27.1)(13) 17.6( 5.4) +16.5 32.2(27.8)(9) 12.0 ( 14. 7l +20.2 
June 25.4(9.2) (38) 7.7( 3.3) +17.8 24.2(26.1)(24) 10.3 (26.8) +13.9 
July 36.4 ( 15. 1) (32) 7.8( 1.7) +28.6 33. 0 ( 11 • 1 ) ( 29) 3.9 (5.4) +29.1 
Aug 48.3( 13.1) (30) 4.7( 1.5) +43.4 48.3( 13. 1) (JO) 2.9 (6.0) +45.4 
Sept 27.1(22.4)(28) 13.2( 2.4) +13.8 27.1(22.4) (28) 9.6 (9.2) +17.5 
Early Oct 38.0(30.9) (26) 13.5( 4.5) +24.5 38.1(31.8)(21) 8.8 (14.2) +29.3 
Late Oct 23.9( 10.0) ( 14) 4.9( 3.6) +19.0 23.9(10.0)(14) 1.9 ( 11. 7) +22.0 
Nov 29.9(6.1) ( 11> 34.3( 5.2) - 4.4 28.1(2.1)(7) 25.9(6.8) 2.2 
Dec 28.4 ( 1.2) (30) 7. 1 ( 12. 7) +21.3 
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Fig.3.1. Mean relative instantaneous longitudinal growth rates (KL) 
of male Mus musculus, together with means adjusted for L (head-body 
length) as a covariate; Irrigated Fann, 1978 and 1979. The numbers 
show sample sizes,--o--raw means, and - adjusted means plus and 
minus two standard errors. 
119. 
1 ·0 1 0 
MALES F .EM AL ES 
0 9 09 
08 0 8 
~ 0 7 0 7 
>'-
ro 
1:J 
....., C-6 0 6 
Q) 
a. 
~ 05 0 5 
_J 
~ 
0 4 0 4 
0 3 0·3 
0 2 0 2 
0 ·1 0 ·1 
O·O 
-0·1 -0·1 
4.1 4·2 4.3 4.4 4.5 4·6 4.1 42 43 4.4 4.5 45 
L 1 (log to base e) L 1 ( log to base e) 
Fig.3.2. Re)ationship of relative instantaneous longitudinal growth 
rate (KL) of Mus musculus to their length at the first of two 
consecutive captures, Irrigated Farm, 1978-1979. The letter.on each 
line indicates the month of the first capture:- a= July, Aug, Sept; 
b = Oct-Dec 1978; c = Mar-Apr, and May 79; d = June 79; e = July 79; 
f = Aug 79; g = Sept 79; h = Oct 79; j = Nov 79; k = Dec 79. 
·40 
(A)FEMALES 
•30 
,....,. 
>-
ro 
-0 
~ 
(!) 
·20 Q. 
c 
(!) 
I..) 
QJ 
Q. 
'-' 
_J 
•10 ~ 
·00 AMJ J ASONDJ FMAM 
1978 1979 
·40 
( B )MALES 
•30 
,._, 
>-
ro 
-0 
~ 
(!) 
Q. 
·20 
c 
(j) 
I..) 
~ 
Q. 
'-' 
_ _J 
•10 ::.:: 
• • • • 
·00 ' A M J J A s 0 N D J F 
1978 
Fig.3.3. Estimated relative instantaneous longitudinal growth rates 
(KL) of hypothetical, standardized Mus musculus of head-body length 
79.7 mm. 
120. 
E' 
E 
.._, 
90 
80 
70 
I 60 
I-
(!) 
z 
LU 
....J 
>-
0 50 
0 
CD 
I 
0 
<( 
LU 
I 40 
4 
20 40 60 80 100 120 140 160 180 200 220 240 260 
AGE (days) 
Fig.3.4. Gompertz curves constructed from the regression statistics 
in Table 3.2. These curves represent the growth of individuals if 
they grew for all their life at the rates obtained from the·relevant 
monthly regression line shown in Fig.3.2. 
121. 
·..:r.." 
80 
70 
-E 
E 
I 
I- 60 
~ 
z 
LU 
...J 
>- 50 
0 
0 
al 
I 
~ 40 
LU 
I 
30 
80 
- 70 
E 
E 
I 
I- 60 ~ 
z 
LU 
_J 
>- 50 0 
0 
al 
I 
0 
<( 40 
LU 
I 
30 
MALES 
M A M 
TUMN 
NO 
FEMALES 
M A 
AUTUMN 
N 
122. 
-
A s N D J 
SUMMER 
---~ 
/ , " 
/ / / 
/ I 
197§.--
__,,... 
' 
I 
/ 1979i 
I 
I 
I 
I 
I 
I 
I 
A s 0 N 
SPRING 
IRRI A 
0 70 
6 10 11 
39 9 
0 60 
- 0 50 
14 
>-
<'O 
u 
~ 0·4 0 
a. 
~ 
s:o 3 0 
::.:: 
0 20 
0 ·1 0 
0 00 
Fig.3.6. Mean relative instantaneous ponderal growth rates (Kw) 
for male Mus musculus, Irrigated Fann, 1978 and 1979. The numbers 
are sample sizes (0·---0) raw means; (• •) adjusted means. 
123. 
2·6 
2-4 l. April-June 78, Oct 79, Dec 79 
2o July 78, Aug 78 
2·2 3o Sept 78, Aug 79, Sept 79 
4o Oct-Dec 78 
20 5o Mar-Apr 79 6. May 79 
7. June 79 
l8 8. July 79 
9. Nov 79 
1-6 
>-
Cll 
-0 1-4 
..... 
Q) 
Q. 
1·2 
~ 
S: 1·0 
::..::: 
0·8 
0·6 
0·4 
0·2 
O·O 
2·2 2-4 2·6 2·8 3·0 32 
Fig.3.~ Regressions of relative instantaneous ponderal 
growth rate on the logarithm of the weight at the first of 
two consecutive captures of male Mus musculus on the irrigated · 
farm, 1978 and 1979. 
124. 
18 
16 
14 
Ol 12 
I-
I 10 (.'.) 
LU 
~ 8 
6 
4 
2 
0 
0 
18 
16 
1 4 
Ol 12 
I-
I 10 (.'.) 
LU 
~ 8 
6 
4-
2 
0 
(A) GOM PERTZ CURVES 
2 
3 
6 
20 40 60 80 100 120 140 160 180 200 220 240 260 
AGE (days) 
(B) COMPOSITE CURVES 
/ 
1979 / 
/ 
1978 
M A 
AUTUMN 
NO 
/ 
M 
/ 
/ 
J 
.,,,---
J 
WINTER 
IRRIGATION 
--
--
------
/" 
I 
I 
I 
I 
/ 
/ 
/ 
/ 
1979 
A s 0 N 
SPRING 
IRRIGATED 
125. 
D 
BODY 
FAT 
40 
30 
( %) 20 
1 0 
50 
40 
BODY 30 
FAT ( % ) 
20 
10 
(A) I R R I G A TE D WHEAT ( • ) 
AND STUBBLE (D) 
30 
Males ~ 
25 
AMJ JASON OJ FMAMJ J A 
1979 1980 
(B) l R R l GA T E D R I C E ( e) 
15 
A M J J A S 0 
19 7 9 
AND STUBBLE (o) 
5 
16 
FMAMJJ A 
1 98 o' 
Fig. 3.10. Mean fat content (2:_ 2 S.E.) of Mus musculus, 
irrigated farm. 
126. 
16 
15 
W14 
(9) 
13 
12 
}-{ 
I \ ( \~ 
u I FI MI A I Ml JI JI A IS I 0 IN ID I JI FI MI A IM I JI JI A IS I 0 IN I DI JI FI MI A IM I JI JI A IS I 0 I NI D 
1978 1979 1980 
Fig.3.11 Mean weights(+ 2 S.E.), adjusted from regression lines for a standard H-B 
length of 78.1 rrm, of male Mus musculus from the rice area, Irrigated Farm. 
( - shows samples from banks adjacent to irrigated rice bays; - shows samples from 
the same banks after the water was drained from the bays; --- shows samples from bays 
after water was drained.) 
1--' 
N 
-...] 
. 
18 
17 
16 
15 
W(o)L14 
13 I 
·12 . 
11 
10 
-~ 
' r--1 /' 
\ '~ '\. 
' 
~ I ~ 
ul FIMJAIMJul ulAJSIOINIDI ulFIMIAIMIJJJIAI SIOI Nlol ulFIMIAIMI JI JI AISIOI NI D 
.. 
1978 1979 1980 
Fig.3.12 Mean weights{+ 2 S.E.), adjusted from regression lines for a standard H-B 
length of 78.1 rmi, of male Mus musculus from the Ory Fann(~) and from the wheat area 
on the Irrigated Fann {---)~. ~ 
...... 
"" 00 
. 
Chapter 4 
4.2 (A) 
4.2 (B) 
CHAPTER 4 
REPROOUCT ION 
4.1 INTRODUCTION 
4.2 METHODS 
REPRODUCTIVE STATUS •• 
ADRENAL WEIGHT 
4.3 RESULTS 
. . . . 
. . . . . . . . 
129. 
Page 
133 
134 
.4.3 (A) LITTER SIZE • • • • • • • • • • • • • • • 134 
(i) Litter size during the early part of 
the irrigation season • • • • • • • 134 
(ii) Litter size during the outbreak • • • • 135 
4.3 (B) DURATION OF BREEDING SEASONS AND PREVAL~NCE 
OF PREGNANCIES ••••••••••• 
(i) Duration of breeding season and 
. . . . 135 
pregnancy rates on banks • • • • • • • • 135 
(a) Females 73-90 mm long • • • 135 
(b) Females longer than 90 mm • • • • • 136 
(ii) ffreeding seasons and pregnancy rates 
in bays •••••••• • • • • • • • • 136 
(iii) Free-feeding experiment, July to 
October, 1979 ••••••••• 137 
137 
137 
138 
139 (iv) 
(a) Aims • • •••• 
(b) Methods • 
(c) Results • 
. . . . . 
. . . 
Overall variation of pregnancy rates •• 
(a) Variation between sites and years • 139 
(b) Effects of density and sex ratio • 139 
(c) Pregnancy rates .on fallowed and 
and irrigated banks during the 
irrigation season • • • • • • • 141 
Chapter 4 
4.3 ( c) 
4.3 (D) 
4.3 {E) 
4.3 (F) 
4.4 (A) 
4.4 {B) 
( d) Pregnancy rates in irrigated wheat 
and rice areas during the 
irrigation season • . . . . . . . . 
NUMBERS OF FEMALES . . . . . . . 
( i ) On banks • . . 
( i i ) In bays . . . . . . . . . 
STRUCTURE OF THE POPULATION • . . . . . 
( i ) Females on banks . . . . 
(a) Population structure during the 
first half of the irrigation 
season . . . . . . . . . . . 
(b) Population structure during the 
second half of the irrigation 
season . . . . . . . . . . . . 
(c) Population structure after the 
rice harvest . . . . 
( i ; ) Females in bays . . . . . . . . . . . . 
FERTILITY OF MALES 
ADRENAL WEIGHTS • . . . . . . . . . . . . 
( i ) Outbreak period . . . . 
( i i ) 1979 • . . . . . 
4.4 DISCUSSION 
LITTER SIZE • 
LENGTH OF BREEDING SEASON •••••••••• 
(i) The extended breeding season of 1978 
(ii) Caloric shortage dismissed as the cause 
130. 
141 
141 
141 
142 
142 
142 
142 
143 
144 
145 
146 
146 
146 
148 
148 
151 
151 
of reproductive stagnation 4 • • • • 152 
(iii) Intrinsic factors as possible causes 
of reproductive stagnation • • • • • 154 
(a) The stress hypothesis dismissed as 
(b) 
(c) 
the cause of reproductive 
stagnation ••••••• 
The behaviour hypothesis 
The Chitty hypothesis of 
behavioural polymorphism 
. . 
. . 
. . . . . 
154 
157 
160 
Chapter 4 131. 
4.5 (A) 
Tables 
Figures 
(iv) Food quality as a possible cause of 
reproductive stagnation . . • 
(a) Protein • . . . . . . . . 
(b} Phyto-oestrogens and other 
fert i1 ity agents of p 1 ant 
(c} Vitamins . . . . . . • . 
4.5 CONCLUSIONS 
FOOD QUALITY POSTULATED AS THE MAIN 
. . . . . 160 
• . 160 
origin . 161 
. . . . . 162 
DETERMINANT OF REPRODUCTIVE PRODUCTIVITY • • 163 
. . . . . . . . . . . . . . •• 166-168 
. . . . • • • • • • . . . 169-181. 
Chapter 4 132. 
4.1 INTRODUCTION 
Because laboratory strains of mice have been used so 
intensively for medical research, a great deal is known about their 
reproductive physiology. Much less is known, however, about the 
reproduction of wild populations of house mice. Two aspects are 
particularly important: (a) environmental factors which determine 
changes in productivity, and (b) the demographic consequences of 
those changes. This chapter examines these two aspects at the 
Irrigated Farm. 
Bronson (1979), in a review of the reproductive ecology of. 
house mice,~ attempts to integrate the great mass of physiological 
information with known aspects of the ecology of house mice. The 
following brief summary of reproduction in the house mouse draws on 
I 
recent reviews by Berry {1970a} and Pelikan (1981) together with that 
of Bronson. The term 'fecundity' is taken to mean the potential 
reproduction of offspring - the maximum possible 1 - while 1 fertility 1 
is the •actual reproductive performance of a population, as measured 
by a reproductive rate', after Tanner (1978). With an average litter 
size that is usually 4 to 8, but not uncommonly 12 to 13, a gestation 
period of 19 to 21 days and a minimum age at first litter of around 
37 days the house-mouse is highly fecund. Ovulation is spontaneous, 
with an oestrous cycle of 4 to 6 days. According to Bronson (1979), 
continuous and rapid breeding can occur throughout the year unless it 
is inhibited by one or more environmental factors. Bronson holds 
that reproduction is primarily self regulated; but recognizes seven 
en vi ronmenta 1 factors that commonly override or modify this i nterna 1 
regulation: (1) caloric intake; (2) ambient temperature and (3) 
non-caloric nutrition; (4) extreme temperature; (5) agonistic 
stimuli; (6) tactile social cues; (7) pheromonal social cues. 
Perhaps the classical dichotomy of ultimate and proximate 
factors (Baker 1938) may be more useful. Ultimate factors, such as 
favourable climate, tolerable levels of competition and adequate food 
are general characteristics of an environment in which successful 
reproduction is likely to occur. Proximate factors, such as onset of 
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rains after drought, changing day-length, re-appearance of particular 
foods and various social factors, directly or indirectly trigger 
reproductive effort (Stonehouse 1981). 
Reference is made above (Chapter 1) to the hypothesis of 
Newsome (1960b} who, fol1owing Finlayson (1939), concludes that the 
formation of mouse plagues is due to an increased fertility brought 
about by unusual weather patterns. An attempt by Newsome (1970) to 
test his hypothesis yielded equivocal results which are discussed 
later. 
4.2 METHODS 
4.2(A) REPRODUCTIVE STATUS 
Mice were live-trapped in Longworth traps baited with wheat 
grain, according to the schedule given in Table 1.5. Sex, weight and 
head-body length were recorded. Non-pregnant females were considered 
to be fertile if the vagina was open, after de Long (1967), Newsome 
(1969a) and Kirby (1974). Some pregnant females with closed vagina 
were trapped, as reported by Myers (1974) and Singleton (1981). 
Females were classified as lactating if the nipples were prominent 
and free of surrounding hair, and 'recently lactated' if nipples were 
obvious, but surrounding hair was in close proximity to the nipple. 
While this desription is tedious, the classifiction in the field is 
straightforward. All females except those with abdomens obviously 
swollen by pregnancy were palpated. Snell (1941) considers that 
pregnancies within the last 75 per cent of the gestation period can 
be detected in live females. Male mice with scrotal testes, or 
testes which could be manipulated to the scrotum by gentle constant 
pressure of the thumb and fore-finger posteriorally from the 
approximate position of the kidneys, were considered to be fertile. 
This manipulation was considered to be necessary to separate mice 
with truly abdominal testes from those whose testes were partially 
retracted because of stress during handling. The criterion is 
considered not to differ from that used by Lidicker (1966), de Long 
(1967), Newsome (1969a), Kirby (1974) and Singleton (1981). Litter 
sizes were determined by dissection of the mice used for the body-fat 
analysis, and do not include resorbing or otherwise obviously non-
viable embryos. 
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4.2(B) ADRENAL WEIGHTS 
Adrenals were dissected from carcasses obtained from two 
sources. Six samples, from January to November 1979, were donated by 
Mary Bamford, as mentioned previously. Within approximately 4 hours 
of death, the left adrenal was fixed in formal calcium and the right 
in Bouin's solution. In December 1979 and in February and April, 
1980, mice were trapped in Elliot live-traps in the irrigated wheat 
area and in part of the rice area not being used in the general 
capture-mark-release program. Traps were set in the evening and 
checked next morning. Head-body length was measured while each mouse 
was still alive, so that they could be compared directly to the main 
body of data. Mice were then killed and processed as previously 
described. 
In the laboratory, the left adrenal was removed from the 
formal calcium. Any adhering fat was removed under a dissecting 
microscope and the cleaned adrenal was then gently dried with a 
Kleenex tissue and weighed to the fifth decimal place on a Mettler 
balance. 
4.3 RESULTS 
4.3(A) LITTER SIZE 
Seventy-nine litters sampled by dissection at various times 
ranged from 3 to 12, with mean and standard error of 7 .4 and 0.2 
respectively. Head-body length of the mother was poorly carrel ated 
with litter size, explaining only 20.4 per cent of the variance. Use 
of the logarithm of head-body length did not improve the correlation. 
(i) Litter size during the first half of the irrigation seasons 
The mean sizes of litters sampled from pregnant females on 
contour banks adjacent to irrigated rice bays in November 1977 (a 
preliminary sample, before commencement of routine sampling) and in 
December of 1978 and 1979, were 6.4, 9.8 and 7.2 respectively (paired 
comparisons, t-tests, P < 0.05). In accordance with the poor 
correlation reported in the previous paragraph, these large 
variations in litter size between years were not explained by 
variation in head-body lengths of the mothers (analysis of 
covariance, F1, 40 = 0.73, P > 0.05). Because all three samples were 
obtained from second-year irrigated banks, the variation in litter 
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size is unlikely to be due to differences in availability of food or 
water during the irrigation season. 
(ii) Litter size during the outbreak 
Litter size varied little during the course of the outbreak. 
On banks adjacent to irrigated rice bays at the outbreak (December 
1979), at its peak {February 1980) and as it declined on the banks 
(April 1980, after the rice harvest) mean litter sizes were 7.2, 7.7 
and 7.4, respectively (t-tests, P > 0.05). 
4.3(8) DURATION OF BREEDING SEASONS AND PREVALENCE OF PREGNANCIES 
Following Caughley (1977), the proportion of adult females 
pregnant at a particular time is referred to below as the prevalence 
of pregnancy, M. The duration of each breeding season is taken as 
the period during which M exceeds zero. Values of M are given in 
Fig. 4.1 for mice on banks and bays each month from January 1978 to 
March 1981. For the sake of convenience, Mis referred to as 
'pregnancy rate' rather than the longer title of 'prevalence of 
pregnancy'. 
Values of M are given as percentages for two size classes, 
namely head-body length of 73-90 mm and head-body length greater than 
90 mm. Female mice shorter than 73 mm were regarded as subadults 
because that was the head-body length of the smallest mouse observed 
to be pregnant. The separation at 90 mm is made because survival of 
mice larger than 90 mm differed from that of the remainder (Chapter 
5). 
(i) Duration of breeding season and pregnancy rates on banks 
(a) Females 73 to 90 mm long. The pregnancy rate of mice in 
this size class exhibited an annual cycle, which was most clearly 
seen on the banks where mice were present throughout each year (Fig. 
4.lD). Breeding occurred each year during the irrigation season. No 
data are available for determining when breeding began in late 
1977. In the next two irrigation seasons pregnant females were first 
trapped in late October, 1978 and 1979, about 6 weeks after the start 
of irrigation. At the end of the irrigation season in 1979 a rapid 
decline in breeding followed draining of the bays and harvest of the 
rice. Pregnancy rate dropped from 70% to less than 10% in the 6 
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weeks from mid-March to the end of April. By July, no females were 
pregnant and fema 1 es snap-trapped in other ri ce-stubb 1 e areas 
invariably had thread-like uteri. Mice remained reproductively 
stagnant until after the next irrigation season commenced in 
September and the first pregnancies of the season were again observed 
in late October. 
Onset of stagnation was similarly rapid at the same time in 
1980, at the height of the outbreak. 
After the outbreak, mice were absent from the study area from 
August to November. During the next irrigation season, some 9-12 
months after the outbreak, only two females were present in January 
and February 1981 so that the change in M, shown in Fig. 4.1(0), from 
100% to zero has little meaning. 
The breeding season of 1977-78 was markedly different from 
those of 1978-79 and 1979-80. Firstly, pregnancy rates in January, 
February and March 1978, in the latter half of the irrigation season, 
remained low with values of 25%, 29% amd 51% compared to 40%, 553 and 
67% in the same months of 1979. Secondly, peak breeding in 1978 was 
in May, some 6 weeks after the crop was drained, compared to mid-
March in 1979. Immigrant mice may have been responsible for the May 
upsurge, as 39 of the 43 pregnant females captured had not been 
trapped previously. Thirdly, breeding then continued throughout the 
winter of 1978, though with values of M in June, July and August much 
1 owe r, at 15%, 9% and 16% respective 1 y, than the May peak of 88%. 
Finally, and as noted previously, mean litter size in November 1977 
was two thirds of that observed a year later. 
(b) Females longer than 90 mm. Mice longer than 90 mm were 
not always present in the population. For example, they were not 
present on irrigated banks in the early parts of either the 1978-79 
or the 1979-80 irrigation seasons though some were present on 
unirrigated fallow banks at that time in both years (Fig. 4.lC). 
When they were present, these 1 arger fema 1 es had the same breeding 
seasons as the smaller ones. During breeding seasons, pregnancy 
rates of the larger females tended to be higher than those of the 
smaller females (Fig. 4.1 (C) and (D)). 
(ii) Breeding seasons and pregnancy rates in bays 
Mice were present in the bays after harvest, and then 
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exhibited similar breeding cycles to those on the banks. Thus, 
winter breeding continued in the bays in 1978, but not in 1979 (Fig. 
4.lB). Females longer than 90 mm were present in the breeding 
population at that time, and all were pregnant in August and late 
October, 1978 (Fig. 4.lA). 
In both 1978 and 1979, peak pregnancy rates in the bays were 
observed within five weeks of draining; in April 1978 (M 73_90 = 53%; 
females longer than 90 mm were not present), and in mid-March 1979 
(M73_90 = 30%; two females longer than 90 mm were present. One was 
pregnant). In 1978, but not in 1979, there was a second peak of 
pregnancies on these unirrigated bays which corresponded in timing to 
the beginning of the breeding season on the irrigated banks in 1 ate 
October 1978 (M 73_90 = 67% and M90+ = 100%). 
(iii) Free-feeding experiment, July to October, 1979 
(a) Aims. It was decided to examine whether the cessation of 
breeding in Apri 1 1979 was due to food shortage. In hindsight, the 
obesity of mice in June as reported in Chapter 3 should have been a 
strong indication that this was not the case. However, the carcasses 
had not been analyzed for fat content when the decision was made to 
commence a free-feeding experiment. The aim of the experiment was to 
determine whether breeding could be induced in winter and spring, as 
had been observed in 1978, by the provision of wheat grain. 
(b) Methods On July 16, 1979, 90 feeding stations, each 
containing 15 g of wheat grain, were set out on Grid 75 in the rice 
stubb 1 e and on the adj a cent Bank 76. On the grid, feeding stations 
were set at 5 m intervals along each of the six lines on the long 
axis of the grid. Thus, alternate stations in each line were located 
at trap positions, so that feeding stations were 5 m apart along the 
long axis and 10 m apart along the short axis (Fig. 4.2). On the 
bank, the stations were set at 5 m intervals, so that every second 
one was at a trapping point. 
Empty feeders were placed in this pattern on Grid 74 and on 
Bank 75. 
For the first three mornings. on the fed areas, any wheat 
remaining in each feeder was removed into individual paper bags and a 
further 15 g provided. Faeces were removed from the collected wheat 
which was then dried at 65°C, cooled in a dessicator and weighed, to 
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give the weight of wheat consumed as the difference from 15 g. On 
the first night, the consumption of wheat was heaviest on the outer 
rows, where all the wheat was eaten. On the second night all 15 g 
were eaten from 82 of the 90 feeders and little was left in the 8 
others which were towards the centre of the grid. On the third night 
all was consumed {Fig. 4.2). Subsequently, as much unweighed wheat 
as each feeder would hold was provided each morning and monitoring of 
consumption was discontinued. 
On the occasion of'each trapping period in August, September 
and early October, the feeders were left empty and Longworth traps, 
baited with wheat, were set at their normal grid positions. Food was 
supplied for the last time on 13 October, 1979, though the empty 
feeders were left in place until mid-November. 
(c) Results. No pregnant females were observed until late 
October~ one week after cessation of free feeding and it was 
cone l uded that reproduction had not been prevented by shortage of 
food. Of the four pregnant fema 1 es caught at that time, three had 
been trapped at least once previously during the period of free 
feeding. Two of these were residents of the fed bay, and one of them 
of the unfed bay. A 11 three were trapped on both bank and bay in 
late October. 
Although mice were occasionally disturbed from the feeders, no 
nests were found in the feeders on either the free-fed areas or the 
controls. Human disturbance is considered not to have been 
responsible for this non-utilization, as the control areas were 
visited only during the trapping periods, although the free-fed areas 
were visited every day during the experiment except for one weekend 
in September. Hayed-off rice leaves were abundant, and mice living 
in burrows on banks and bays lined their nests with it, so that the 
feeders should have provided excellent nest sites. On the fed bank, 
disturbance by Rattus rattus increased through August but there was 
-no disturbance by them on the fed bay nor on the contra 1 areas. It 
was concluded, therefore, that shortage of shelter was not the cause 
of the reproductive stagnation. 
The results of this experiment are discussed further, in terms 
of dispersal, sex ratio and population density in Chapter 5. 
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(iv) Overall variation of pregnancy rates 
(a) Variation between sites and years. Apart from flooded 
bays (in which mice did not occur except at the height of the 
outbreak) five major habitats exist seasonally in the rice area: (1) 
contour banks adjacent to irrigated rice; (2) fal'lowed, unirrigated 
bays during the irrigation season; (3) contour banks adjacent to 
(2); (4) bays during the dry season and (5) contour banks adjacent 
to (4). 
To examine further the differences in the annual breeding 
cycle reported in sections (i) and (ii) above, as well as differences 
in fertility between habitats, pregnancy rates of females longer than 
72 mm were first classified according to year and habitat, and an 
analyses of variance was then conducted on them. 
Of the 3167 females examined from the five habitats from 
January 1978 to July 1980, 45.7 per cent on the irrigated banks were 
pregnant. Corresponding rates for the other habitats were 20.8 per 
cent on fallowed bays during the irrigation season, 28.1 per cent on 
the fallowed banks during irrigation, 26.6 per cent on banks during 
the dry season and 17.0 per cent on bays in the dry, giving an 
overall rate of 26.6 per cent. 
On the irrigated banks, the average pregnancy rates were 34.5 
per cent in early 1978, 54.9 per cent in 1978-1979 and 47.7 per cent 
in 1979-1980 (Fig. 4.3C). The value of 34.5 per cent for 1978 is 
inflated because sampling did not start before January whereas, in 
the other two years, samples for the early parts of the irrigation 
seasons, when pregnancy rates are lower, were included. 
(b) Effects of density and sex ratio. For each of the 63 
samples of mice live-trapped from January 1978 to July 1980, an index 
of mouse density was estimated, after Caughley (1977, p20), from the 
catch per 100 trap nights. The logarithm of that index (LOGDENS) was 
negatively correlated with pregnancy rate (M) (t = 4.64, P < 0.001), 
explaining 24.1 per cent of the variance of pregnancy rate according 
to the relationship 
ArcsinJM= -10.95 (LOGDENS) + 64.77 
The contribution of sex ratio (% females) in the relationship 
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ArcsinJM = -11.72 (LOGOENS) - 0.78 arcsinfi + 33.34 
was just significant (t = 2.54, P < 0.05) and increased the explained 
variance to 30.4 per cent. 
Sex ratio and LOGOENS were not correlated (r = 0.13, Table 
4.28, Fig. 4.3, A and B) and these two statistics were therefore used 
as covariates of pregnancy rate in an analysis of variance between 
years and habitats. This analysis was restricted to a subset of the 
data, because no samples were taken on the irrigated banks during the 
first half of the 1977-1978 season, as mentioned previously, nor on 
fallow banks and bays during the irrigation season in early 1978 nor 
on banks during the dry season of 1980. The smaller data set, from 
51 samples, still covered the lllajor habitats in the rice area prior 
to and during the plague. When the covariates were not included in 
the analysis, variation between habitats within years, and be.tween 
years within habitats, each explained 20 per cent of the variance of 
pregnancy rates (F3, 43 = 5.00, P < 0.01 and F1, 43 = 14.64, P < 0.001, 
respectively) (Table 4.lA). 
When pregnancy rates were adjusted for the covariates LOGDENS 
and SR, variation between habitats within years explained 12 per cent 
of the variance of adjusted pregnancy rate. The contribution of 
differences between years within habitats was no 1 onger s i gni fi cant 
(F3, 41 = 3. 74, P < 0.05 for habitats; and F1, 41 = 2.314, P > 0.05 
for years). Variation of the covariates explained a further 13.3 per 
cent of the variance of adjusted pregnancy rate (Table 4.lB). 
Thus, the highly significant variation of LOGDENS between 
years within habitats (F1, 43 = 22.60) (Table 4.2A}, with a smaller 
contribution from sex ratio, accounted for a little more than one 
third of. the variation of pregnancy rate between years in each 
habitat. It should be stressed that these findings indicate 
correlation, and not causation. 
Some 44 per cent of the variance of pregnancy rates remained 
unaccounted for. Further partitioning of the irrigation seasons and 
dry seasons into early and late fractions probably would have reduced 
the residual variance, had the number of samples per treatment been 
large enough for that to have been done. 
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(c) Pregnancy rates on fallowed and irrigated banks during 
the irrigation seasons. Some of the difference between pregnancy 
rates on irrigated and fallow banks during the irrigation season 
resulted from fertility peaking later on the irrigated banks. For 
example, in early 1979, the pregnancy rate for females 73-90 fllll long 
on the irrigated banks rose from 40% at the end of January to 68% in 
March. On fallow banks during the same interval, pregnancy rate 
declined from 57% to 32%. Thus, even though there were more females 
of breeding size, the number of pregnancies was declining on the 
fallow banks and bays in March 1979, when they were at their Preak on 
the irrigated banks. This phenomenon was even more pronounced in 
February 1980, when 66 adult females were caught on the fallow banks, 
and none of them was pregnant. At that time around 70% of the adult 
females on the irrigated banks were pregnant. 
(d) Pregnancy rates in irrigated wheat and rice areas during 
the irrigation season. Immediately prior to, and during, the 
outbreak, pregnancy rates differed greatly between mice on banks in 
the irrigated rice crop and those on unirrigated banks in the wheat 
area. Mice were trapped during the same week in both areas, 
commencing one week after the wheat harvest i.e. on 5th December. A 
sample taken the week commencing 28 February was at the height of the 
plague, while the third, which commenced on 8 April, was during the 
population decline. 
The proportion of adult females pregnant in the unirrigated 
wheat stubble area fell from 51.9% in December to 11.1% in February 
to zero in early April. In the irrigated rice area, it rose from 
30.8% in December to 69.4% in February, then declined to 27.3% in 
Apr i1 (Fig. 4. 4) • 
4.3(C) NUMBER OF FEMALES 
(i) On banks 
Dehsity indices, estimated as above from the number of 
captures per 100 trap-nights, are given for females of three size 
classes (< 73, 73-90 and> 90 mm H-B length) in Fig. 4.5. 
At the breeding peaks in 1978 (May) and 1979 (March), the 
density indices for females 73-90 mm long were 6.9 and 10.2, 
respectively, and for females longer than 90 mm they were 0.7 and 5.6 
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respectively. Thus, there were 2.1 times more adult females at peak 
breeding in 1979 compared to 1978. Pregnancy rates, at 88% and 80% 
for the smaller and larger classes, respectively, in 1978 were higher 
than the corresponding peak rates in 1979 {67% and 50% for smaller 
and larger classes, respectively) - such a negative correlation 
between density and pregnancy rate having been shown above. Because 
of the lower pregnancy rates in 1979, the number of pregnant females 
at peak breeding was only 1.4 times greater than at the 1978 peak 
(Fig. 4.6). 
(ii) In bays 
As on the banks, peak female densities followed peak pregnancy 
rates by about three months, occurring in July 1978, in February-
March, 1979 after the second breeding peak in 1978, and in June-July 
of 1979 (Fig. 4.7). 
4.3(D) SIZE STRUCTURE OF THE POPULATION 
An indication of the distribution of body sizes in the female 
sub-population can be gained from Figs. 4.5 and 4.6 for banks and 
bays, respectively. Further detail is provided in Figs. 4.8 and 4.9. 
(i) Females on banks 
(a) Poeulation structure during the first half of the 
i rri gat ion season. Data are available for tnis period, from 
September to December, for 1978 and 1979. Again, no mice were 
trapped at this time in 1980' 4-7 months after the outbreak-
population crashed. 
Only 1 out of the 7 females captured in late November 1978 had 
head-body less than 81 mm, compared to 34 out of 53 in December, 1979 
when the pl ague was about to break out. (Just as 90 mm was a 
convenient but arbitrary cut-off point for separating old adults from 
young adults in the previous section, so 80 mm is a convenient 
reference point for comparing the population structure in the first 
half of the irrigation seasons when females longer than 90 mm were 
not present. Both are arbitrary cut-off points and no special 
significance is attached to either.) The origin of most of these 
smaller mice in December 1979 is not clear. The maximum possible age 
of the young mice caught in December was 6 weeks, because no 
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pregnancies were recorded in the rice area during September or early 
October. Based on the fastest growth rates estimated for females in 
Section 3.A(iii) these young could not have exceeded 63 mm head-body 
length. Only two such individuals were caught (Fig. 4.8). The 
remainder, between 63 and 81 mm long, were probably young mice which 
emigrated from the irrigated wheat and barley fields where breeding 
had peaked earlier. It is possible, however, that they were older 
mice which had become permanently stunted during the period of slow 
growth in winter. Whatever their origin, the smaller adults in 
December 1979 were responsible for 6 of the 18 observed pregnancies, 
compared to zero contribution by this size class in late 1978. 
In neither year were any females longer than 90 mm head-body 
length present during the early irrigation season. That is, in both 
years, all pregnancies during early irrigation were in females from 
73 to 90 mm head-body length. 
(b) Population structure during the second half of the 
irrigation seasons. The size distributions of pregnant females 
captured on irrigated banks, from January to draining of the crop in 
March, were similar in 1978 and 1979, as shown by the shaded 
histograms on the right-hand side of Fig. 4.8. By late February-
March of each year, females longer than 90 mm were present on the 
banks adjacent to irrigated rice. At maximum growth rates, they must 
have been at least three months old, i.e. born before late November. 
In 1978, females longer than 90 mm constituted only 7% of the 
female population in late February and 9% in mid-March. At the same 
times in 1979, this class constituted 20% and 32%. In a later 
sectior:i (Chapter 5) it is shown that the irrigated banks were still 
being colonized at this time in 1978, but not in 1979 when resident 
mice were already present. From Fig. 4.8 it can be seen that the 
larger number of females longer than 90 mm in 1979 compared to 1978, 
is accompanied by fewer sub-adults ( < 72 mm). In early 1980 this 
class was almost absent. The increasing deficit of young females 
from 1978 through 1979 to 1980 suggests that young females born on 
the banks in 1979 and 1980 had lower on-site survival rates than 
those born during colonization at the same time in early 1978. 
The farmer's mouse-poisoning campaign in January 1980, when 
the banks were liberally treated with Endrin-soaked wheat, may also 
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have been responsible for the absence of smaller females in 
February. Juveniles may have been more susceptible to the poisoning 
than larger adult females. Such a higher susceptibility is not 
necessarily incompatible with the poor survival postulated in the 
previous paragraph. 
(c) Population structure after the rice harvest. By mid-May 
1978, approximately one month after harvest, two distinct and real 
(in contrast to the arbitrary divisions at 80 and 90 mm, used above 
to discuss pregnancy rates and size distributions) size cohorts of 
female mice were present on the banks (Fig. 4.9). Reproduction was 
confined entirely to the cohort of larger individuals which ranged 
from 75 to 96 mm in 1 ength. The younger cohort, from 5 7 mm to 72 mm 
was aged between 4 and 8 weeks of age (from Fig. 3.5). Thus, they 
were born after many mice had left the banks to colonize the bays. 
Potentially, the larger cohort could have consisted of two age 
classes - young of the season and over-wintered adults. However, 
there was no evidence that over-wintered females contributed to this 
larger cohort, as none of the older mice tagged in January and 
February were recaught after the first week of Apri 1. If growth 
during the irrigation season was maximal, then at the rate shown in 
Table 3.2 for April and May 1978, the larger cohort contained young 
of the year from 14 to 28 weeks old. That is, they were born between 
1 Nov., 1977, and 1 Feb., 1978. 
One feature of the population structure was the difference 
between numbers (and the proportion) of sub-adults in the population 
after the pregnancy peaks in 1978 and '1979. Four factors would 
affect that parameter - the number of young born, their survival rate 
on-site, rapidity of growth from sub-adult(< 72 mm) to adult(> 72 
mm), and the length of the interval between pregnancy peak and 
population peak. In 1979 the peak of pregnancy rates on the 
irrigated banks occurred in March, some 7 weeks earlier than the 1978 
pregnancy peak. The 1979 peak differed further from that of May 1978 
by (i) 32% of the female population being longer than 90 mm, compared 
to 9l in May 1978 (as previously stated), (ii) subadults constituting 
9.7% of the female population at the time of peak breeding compared 
to 42% May 1978, and (iii) the 1979 peak being followed a month later 
by a peak in the proportion of subadults. That proportion increased 
from 9.7% in March to 32% in April 1979, compared to a decline from 
42% in May 1978, at the pregnancy peak, through 23% in June to 5% in 
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July. 
After the onset of reproductive stagnation in autumn 1979, the 
proportion of subadults in the population declined gradually, as 
individuals grew slowly into the 73-90 mm class, to zero in 
October. Peak proportion of females which were 73-90 mm long was 
observed in May a month after the subadult peak, when 55.6% of the 
popu 1 at ion were 73-90 mm 1 ong. As was the case for the data from 
1978, 90 mm is an arbitrary class limit, and not a real division 
between the two size cohorts actually present. In May 1979, one of 
the real cohorts included individuals from 60 to 80 mm long, while 
the other contained those from 82 to 104 mm. The latter group 
contained the largest mice caught during the study. (The fact that 
their size exceeds the maximum asymptotic values derived in Chapter 3 
probably reflects the absence of recaptured mice during summer, and 
supports the assumption made previously that growth rates at that 
time are maximal.) The bimodal distribution of 1979 differed from 
that of 1978 in two ways: firstly, the modal values of the cohort of 
lar·ger females was 90 mm in 1979 compared to 84 mm in 1978 and, 
secondly, with the absence of further reproduction, the 1979 cohorts 
remained distinct, whereas continued breeding and rapid growth in 
1978 resulted in their fusion by August of that year. With the loss 
of all females longer than 90 mm by September, 1979, only females 73-
90 mm long were present in late October, at recommencement of 
breeding and some 3 months before the outbreak. Subadults reappeared 
in the population in November, and in December constituted 20% of the 
female population. 
(ii) Females in bays 
In the bays soon after harvest in 1978 the cohorts were not as 
distinct as on the banks because of the presence of mice 70-76 mm 
long. The size distribution, sex ratio and breeding condition of 
mice 'which colonized the bays are examined fully in Chapter 5. At 
this point it suffices to note that 70-76 mm is the median size range 
represented in colonizing females. Individuals of this size group, 
which bridged the gap between the other two cohorts, were probably 
later immigratants into the bays. Secondly, although all size 
classes colonized the bays after their draining, no pregnancies were 
observed in females smaller than 73 mm. This was similar to the 
results observed from the crowded situation on the banks. Thus, 
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neither the opportunity to colonize an uncrowded situation nor 
reduction of population density by mass emigration enabled mice 
smaller than 73 mm to become pregnant. 
4.3(E) FERTILITY OF MALES 
The results above have referred to breeding in the female sub-
population. One aspect of male fertility is reported below. The 
reproductive stagnation observed in females from April to October 
1979 was also present in males. In that year, some 8.7% of the 718 
males trapped from June to September, inclusive, had scrotal 
testes. During the same period in the previous year, 200 out of 490 
(40.8%) were scrotal. In part, the smaller percentage was due to 
comparitively poorer survival of large males in 1979. For example, 
the number of males larger than 80 mm trapped from 120 trap-nights on 
the banks fell from 34 in June to 12 in July. Another contributing 
factor was the failure of mice of head body length 75 to 86 mm to 
develop scrotal testes. Testes from a small number of mice from a 
sorghum crop about 2 km away were measured on 30 April to 4 May 1979, 
when reproduction was continuing in that population. Ten others, 
from a stubble bank at that time and from rice stubb 1 e on 11 June 
were also measured. The product of length and breadth of the left 
testis is used as an index of testis size in Fig. 4.10. It can be 
seen that the testis index for males 80 mm 1 ong from the stagnant 
population corresponded to that for males 70 mm long in the fertile 
population. 
4.3(F) ADRENAL WEIGHTS 
(i) Outbreak period 
Adrenals were obtained from male mice on banks in both the 
irrigated rice area and the irrigated wheat area in December 1979, 
and in February and April 1980. The wheat crop had been harvested 
just prior to the December sample. All adrenal weights reported here 
are the sample means of left adrenals, only. 
In the rice crop, mean adrenal weights for each month followed 
the same pattern as the pregnancy index, rising to a peak in 
February. Differences between months, however, were not significant 
(P > 0.05). 
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In the wheat area, the monthly mean adrena 1 weight increased 
as pregnancy index declined to zero. Only the difference between 
February and Apri 1 means of 0.0016 and 0.0019 was si gni fi cant (P 
< 0.012). 
When adrenal weight was adjusted for body weight, there was a 
significant difference between months (analysis of covariance; F2,171 
= 8.48; P < 0.01), but neither the difference between crop types 
(F 1,171 = 0.22; P > 0.05), nor the crop by month interaction, was 
significant (F 2 171= 1.81; P > 0.05). 
' 
The difference between mean adrenal weights, adjusted for body 
weight, in December (0.0016 g) and April (0.0020 g) was significant 
(P < 0.001). 
Mean relative adrenal weights (i.e. adrenal weight divided by 
body weight) in the two crops were not significantly different in any 
of the three months (t37 = 1.24 for December; t 54 = 0.33 for 
February and t 52 = 0.67 for April). Data for the two crop types 
were, therefore, pooled. Mean relative adrenal weight for both crop 
types increased from 11.6 mg/100 g in December, through 13.6 mg/100 g 
February, to 17 .1 mg/100 g in April. The differences between 
December and February (t122 = 2.36, P < 0.05) and February and April 
(t108 = 4.10, P < 0.001) were significant (Fig. 4.4, above). 
Hence, there was no simple relationship between relative 
weight of adrenals and pregnancy rates in the two populations. Nor 
was there any correlation between mean relative adrenal weight and 
(a) number of females per 100 trap-nights, (b) number of males per 
100 trap-nights, (c) total mice per 100 trap-nights or (d) sex 
ratio. The condition of mice, measured as the adjusted mean body 
weight, (for a head-body length of 79.1 mm from Tables 3.8 and 3.9), 
explained 39.9 per cent of the variance of mean relative adrenal 
weight. This relationship can be written as: 
relative adrenal weight = B (adjusted body weight) + C 
Adrenal weight 
i.e.------ = B (Adjusted mean body weight) + C 
Body weight 
If W is the adjusted body weight from ln W = b ln L + D, then 
W = eD Lb 
Chapter 4. 148. 
and Adrenal weight 
B ( eD • Lb) = + c 
Body weight 
eD B (7 9. 1 b) + C 
i • e. Adrenal weight = (Body weight)(79.lb)(eDB) + C (Body weight) 
This derivation indicates that the correlation between 
relative adrenal weight and adjusted body weight is not due to any 
relationship within the formulae. 
As noted in section 3(C), male mice in both crop types had 
similar body-fat contents which did not vary significantly from 
December to April. 
(ii) 1979 
Adrenal glands were removed from a small number of male 
carcasses in January, March, May, June, July, September and 
November. Many of the carcasses were given to me by Mary Bamford, 
who collected them on parts of the Irrigated Farm not used in the 
live-trapping study reported here. The monthly mean weight of the 
left adrenals ranged from 0.0020 to 0.0023 g except in March, when it 
was 0.0016 g. 
In an analysis of covariance, body weight explained only 9% of 
the variance of adrenal weight. Monthly means of adrenal weights, 
adjusted for head-body length, therefore differed little from the raw 
means. As was the case for the raw means, differences between months 
were small, except that the March mean was significantly smaller than 
all others (t 18 = 2.11, P < 0.05 for the January-March comparison, 
and t 31 = 2.82, P < 0.01 for the March-May comparison). 
When males were classified according to their fertility 
status, there was no correlation between adrenal weight and body 
weight in males with scrotal testes. For those with abdomi na 1 
testes, only 25 per cent of the variance of adrenal weight was 
accounted for by variation in body weight. 
4.4 DISCUSSION 
4.4(A) LITTER SIZE 
The mean litter size of 7.4 found for all mice of the present 
study is similar to values found in corn ricks Pembrokeshire, U.K. 
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(Batten and Berry 1967), on the islands of Skokholm (Berry 1964; 
Batten and Berry 1967), Foula and St Kilda (Berry and Tricker 1969), 
in the southern Ukraine (Naumov 1940) and in Czeckoslovakian fields 
I (Pelikan 1981). The smallest recorded mean litter size of house mice 
under natural conditions is 5.1 (Laurie, 1946) - lower than the value 
of 6.4 found in November 1977, in the present study. According to 
I 
Pelikan (1981), mean litter size of mice in buildings is smaller 
(5.7) those of mice in fields (7.9). The highest previously recorded 
I 
is 9.3 (Tripikova 1947, cited by Pelikan 1981), compared to 9.8 found 
during December 1978 in the present study. 
In previous studies in which restricted breeding seasons could 
be distinguished, the monthly mean litter size increased from 5 at 
the beginning of the season to a peak at mid-season, then decreased 
I 
towards the original value (Batten and Berry 1967). Pelikan (1981) 
considered that while similar patterns of change could be found in 
most polyoestrous smal 1 rodents in the temperate zone of the Northern 
Hemisphere·, the patterns may not be evident in fer a 1 and commensa 1 
populations of house mice because of their enriched environments. 
Similarly, mice from Skokholm have a constant mean litter size 
throughout the year when bred in the laboratory (Batten and Berry 
1967). During the present study, litter size was examined during the 
course of only one breeding season, because the emphasis was on 
capture-recapture data and there was little time for ancilliary snap-
t rapping. The resu 1t s from that one season - from a mean of 7. 2 in 
December 1979, through 7.7 at the time of peak breeding in February 
1980, to 7.4 in April 1980, at the conclusion of the breeding season 
I 
support Pelikan's conclusion of constant litter size in 
agricultural fields. (It is interesting to note the similarity 
between these litter sizes and those of hillock mice found by Naumov 
(1940) in cropped land.) Newsome (1971) found the litter size of 
mice in cereal haystacks to decline as mouse densities increased. He 
concluded that the gradual cessation of breeding was usually due to 
shortage of food. Shortage of space.may also have been responsible. 
Newsome and Crowcroft (1971) reached similar conclusions about a 
totally non-breeding population in another haystack. The rapidity of 
the cessation of breeding observed in the present study in early 1979 
and early 1980, together with an unvarying mean 1 i tter size from 
December 1979 to April 1980, suggest that food shortage was not 
responsible for cessation of breeding. 
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Positive correlation between maternal size and litter size has 
been invoked to explain the seasonal rise and fall of litter size 
(Berry 1970b), with younger mothers at the beginning of the season 
having smaller litters. Litter size was found to be positively 
correlated with size of the mother in laboratory mice (Rahnefeld ~ 
~· 1966), and in wild mice, as summarized by Berry (198lb). In the 
latter, however, the correlation is not particularly high, and 
disappears completely for large strains of mice on islands. No such 
correlation was found for the 72 litters examined in the present 
study, though head-body length was used rather than weight. For mice 
caught in November or December in each of the three years, head-body 
length accounted for only 1 per cent of the variation in litter size, 
compared to 36 per cent accounted for by the year of capture. 
Generally, it seems that the physical condition of females is 
more important than age in affecting litter size of wild house mice 
(Gibson 1973). Such a conclusion is supported by evidence that rates 
of embryo resorption are highest in winter, and at high population 
l 
density, as reviewed by Pelikan (1981) who also concludes that small 
litter size may be due to high rates of embryonic resorption in 
1 physiological ly affected' (presumably she means malnourished or 
socially stressed) females. In the present study the lowest 
November-December litter size followed a drought year and nutrition 
during winter, prior to irrigation, may have been sub-optimal. Very 
few mice were present, so that the sma 11 litter sizes of November 
1977 cannot be attributed to adverse effects of high population 
density. The small litter size in late 1979 compared to that in late 
1978 may have been due to the higher population density in 1979. 
During 1978, winter growth rates, condition index and length of 
breeding season, as well as November-December litter size, were all 
high; it is concluded that all four are inter-related. 
In his discussion of outbreaks of voles (Microtus guentheri), 
Bodenheimer (1958) refers to changes in litter size very similar to 
those found in the present study. At the beginning of a vole 
outbreak, litters ranged from 6 to 14 compared to 3 to 7 at other 
times. In addition, a high proportion of females were pregnant. 
Unable to equate any single climatic event with this increased 
fertility, Bodenheimer proposed that it was due to increased 
abundance of an exogenous gonadotrophic substance in the food of 
• II 
voles. In contrast to Bodenheimer, Myllymaki (1977) found litter 
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size to be one of the least variable parameters during the course of 
a Microtus agrestis cycle. 
Wallace (1981) reviewed the effects of inbreeding on litter 
size. He cone l udes that 1 aboratory mice suffer an a 1 most uni versa 1 
depression of litter size because of inbreeding over thousands of 
generations but his inbred wild mice showed very little depression 
e.g. from 5.47 to 5.32. However, with a sparse population such as 
was present in late 1977, homozygosis could have been high. Such 
homozygosity at low densities has been proposed as the basis of 
population cycles of small mammals {Elton 1927, Smith et al. 1975 and 
Smith, Manlove and Joule 1978). In particular, Berry and Murphy 
( 1970) found spring cohorts of house mice to have fewer Hbbs /Hbbd 
heterozygotes than autumn cohorts, and Berry ( 1978) suggests that 
this heterozygosis confers not only some advantage to young mice 
during breeding in summer but also some disadvantage for winter 
survival. It may prove particularly rewarding to compare mean litter 
sizes of females which are homozygous and heterozyous for Hbb, 
particularly when the effect of extended breeding through winter is 
taken into account. As shown in Tables 2.2 and 2.3, above, the 
winter of 1977 was colder than any of the subsequent 3 winters. 
4.4(8) LENGTH OF BREEDING SEASON 
(i) The extended breeding season of 1978 
House mice are capable of breeding the year round in corn 
ricks (Venables and Leslie 1942; Southern and Laurie 1946; Rowe et 
I 
l!...l_. 1963; Laurie, 1946), and in some domestic situations (Pelikan 
1981). There are, however, only a few examples of truly feral mouse 
I 
populations breeding throughout the year (see Pelikan, 1981, for some 
examples) Even populations associated with intensive agriculture 
appear to be seasona 1 breeders. The extended breeding season found 
during the present study in 1978 appears to resemble that described 
by Naumov (1940). He found cessation of breeding in hillock mice in 
late autumn of most years in the Ukraine, though in years of abundant 
growth of autumn cereals and weeds, reproduction continued into the 
early winter months. 
In contrast to this prolonging of the breeding season into 
early winter, early recommencement of breeding can also occur it- the 
winter is mild (e.g. Pearson 1963). 
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A winter non-breeding season has been reported from Skokho l m 
(Berry 1970a or b) and South Australia (Newsome 1969a). On the other 
hand, Newsome and Corbett ( 1975) refer to the capture of breeding 
mice in the central-Australian desert during winter and suggest that 
small numbers of mice in refuge habitats spread throughout the 
desert, responds to random (in space and time) and sparse rainfall by 
breeding. 
It was not possible in the present study to determine what 
were the proximal factors which made possible the extension of the 
1978 breeding season through winter. It is clear, however, that the 
extension was initiated early in the year, i.e. in autumn, as shown 
by the high pregnancy rate in May. Barnyard grass seed production 
was probably greater than in any subsequent summer and the seed 
appeared to remain longer. For example, budgerigars (Melopsittacus 
undulatus) were eating the seeds of standing, but hayed-off, barnyard 
grass as late as August. The systematics of barnyard grass are 
poorly understood, and a number of varieties (if not species) grow 
sympatrically {Holm et al. 1977). Some of these are late-flowering 
varieties which would have been favoured by autumn rains. Later in 
1978, the sowing of the barley crop in August was associated with the 
rise in fertility at that time. So also were high growth rates and 
the highest condition index estimated for any period during the 
study. Other than by the disruption of soci a 1 organization of the 
population (see below), it is difficult to see how the farming 
operations could have caused the increased fertility. It seems more 
likely that the wet autumn and winter were ultimately responsible. 
On the other hand, if continuous breeding is viewed as the 
normal condition, one must ask why it ceased in the autumns of 1979 
and 1980. 
(ii) Caloric shortage dismissed as the cause of reproductive 
stagnation 
After reviewing the roles of various factors, Bronson (1979) 
concludes that the most likely causes of autumnal cessation of 
breeding a re ca 1 ori c deprivation combined with increasing 
requirements for energy as ambient temperature declines. 
It is clear that cessation of reproduction in 1979 was not due 
to caloric shortage. The evidence is threefold : 
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(a) the negative correlation between body fat content and 
fertility, discussed in Chapter 3; 
(b) the failure of the supplementary feeding of wheat grain 
to induce reproduction; and 
(c) Mary Bomford's findings of continued availability of rice 
as the major dietary component of mice at that time. 
The failure of the supplementary wheat to induce breeding is 
in contrast to the results obtained by Newsome (1970). The 
differences, however, can be explained as follows: 
(a) Supplementary feed was provided during the increase phase 
of the annual population cycle in his experiment, and during the 
decline phase in 
continuing when 
completely when 
the present experiment. 
he added food in late 
the food was added 
Thus, active breeding was 
February, but had ceased 
in July in the present 
experiment. Provision of wheat by Newsome, therefore, resulted in a 
prolonging of the breeding season, whereas the present experiment was 
an attempt to induce winter breeding after reproduction had already 
ceased. Newsome's results were, in fact, similar to those previously 
obtained by De Long (1967) in Californian old fields. 
(b) As in De Long 1 s experiment, breeding in Newsome's fed 
population ceased at high population density. Both De Long and 
Newsome invoked intrinsic population factors to explain the 
cessation. In the present experiment, the population was already 
dense when the food was first provided. 
( c) Much of the productivity fo 11 owing the adding of food in 
Newsome 1 s experiment was by females i mmi grating onto his fed area at 
a rate nearly twice that of males after heavy rains had fallen. 
There was no immigration onto his control grid. Petrusewicz (1963) 
found that the addition of virgin female mice to a population 
resulted in increased fertility, probably by disrupting existing 
social relationships. A similar effect may have occurred in 
Newsome's study. 
(d) Much of the breeding occurred on a levee bank on part of 
Newsome' s fed grid. In the present experiment, breeding did not 
occur on either the fed contour bank or the fed bay. That the number 
of mice on Newsome's fed grid was already three or four times higher 
than on his control grid in November and January, together with the 
immigration by fertile females, suggests that the fed grid was 
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superior habitat for mice for reasons other than the supplementary 
food. In the present experiment, no such differences between the fed 
and unfed areas existed. 
With an absolute ca 1 ori c shortage and nest shortage dismissed 
as the cause of breeding cessation in autumn of 1979 and 1980, 
intrinsic population mechanisms, especially the effects of high 
population density, become likely candidates. 
(iii) Intrinsic factors as possible causes of reproductive 
stagnation 
That social forces operating between individuals could be 
important in limiting and regulating populations of small mammals was 
suggested first by Elton (1942, p. 205) followed by Davis (1949, 
1950). Such social interactions include the effects of odours and 
sounds (Sattler 1972; Jones and Nowell 1973; Harrington 1976), as 
well as direct contact. 
In addition to social interactions, variation of genetic 
composition within populations during density cycles has been shown 
for a number of speci~s, as reviewed by Gaines (1978). Such 
variation constitutes another possible type of intrinsic factor. 
The means by which these intrinsic factors might regulate 
reproduction have been condensed over the yea rs into three 
hypotheses, as summarized by Krebs (1978a): 
(a) the stress hypothesis; 
(b) the behaviour hypothesis; and 
(c) the Chitty hypothesis of behavioural polymorphism. 
(a) The stress hypothesis dismissed as the cause of 
reproductive stagnation. In terms of reproduction, this hypothesis 
(reviewed by Christian, 1978) can be regarded as a pituitary-adreno-
gonadal theory of stress-induced reproductive stagnation. It 
proposes that as density increases, so too do stressful interactions 
between individuals. The increased stress stimulates increased 
pituitary-adrenal 
manifested as 
and decreased pituitary gonadal 
inhibition of sexual maturation and 
activity, 
of growth 
(Christian 1955a,b, 1956). Stunting can be transmitted to offspring 
of the next two generations (Christian and Le Munyan 1958). 
Aggression, including defense of territory, the formation of 
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hierarchies and an increasing intensity of effect on subordinate 
individuals as density increases, are all integral to the theory 
(Davis and Christian 1957). The essential role of aggressive 
behaviour in regulating reproduction has been demonstrated by the 
higher densities reached following administration of low dosages of 
tranquilizer to laboratory populations of wild house mice (Christian 
1963; Vessey 1967). The physiological basis of the stagnation is 
inhibition, due to chronic psychogenic stress, of gonadotropin 
secretion. 
Myers, Bults and Gilbert {in press), who reviewed stress in 
the rabbit (Oryctolagus cuniculus), consider that the stress syndrome 
is clearly defined. Stimulation of the hypothalamo-pituitary-adrenal 
axis leads to various physiological changes, including increased 
protein catabolism, inhibition of fatty acid synthesis, increase in 
blood glucose and liver glycogen, and sodium wastage. Correlated 
morphological and serological adrenal changes include enlargement of 
the zona fasciculata at the expense of the zona glomerulosa, 
accompanied by inversion of the blood corticosterone/cortisone 
ratio. Ramaley (1981), however, pointed out that not all 
physiological responses to stress have an adrenal component, while 
Novak (1978) and To and Tamarin (1977) highlight the necessity for 
accounting for reproductive status and social rank when examining 
adrenal weights. 
In the present study, from January 1979 when the mice were 
breeding, through April when they became reproductively stagnant, 
until December when the outbreak was imminent, relative adrenal 
weights were not elevated. The absence of enlarged adrenals 
immediately before and during the period of stagnation in 1979 
suggests that it was not stress-induced. 
The increase in relative adrenal weights during the outbreak 
in early 1980 and subsequent decline might suggest that the 
reproductive stagnation in the autumn of 1980 was stress-induced. 
However, mice were in poor condition at that time, as shown by the 
falling condition indices reported in the previous chapter. 
Thus, enlarged adrenals were associated with the outbreak and 
subsequent population decline to extinction, but not with 
reproductive stagnation in the previous year and it is concluded that 
the stagnation was not stress-induced. This conclusion is supported 
by the similarity of the trends of adrenal weights in the irrigated-
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rice and irrigated-wheat crop areas where breeding ceased at 
different times from December 1979 to April 1980. Those data suggest 
that cessation of breeding was independent of changes in adrenal 
activity, and that adrenal function in the two crops was responding 
to some common external factor. Given the ensuing population crash, 
and the rapidly declining condition indices in both crops, that 
common factor was probably food shortage during the outbreak. In the 
absence of accurate estimates of density in the two crops, and until 
parameters such as circulating corticosteroid concentrations rather 
than weight are examined to judge adrenal function, however, these 
can be regarded as no more than preliminary conclusions. 
The negative correlation found between pregnancy rate and 
population density could be regarded as evidence that stress-induced 
reproductive stagnation occurred on the irrigated farm. In fact,such 
a causal relationship does not necessarily fol1ow. For example, if 
breeding has been underway for some months the population will 
probably• be increasing. If, then, some extrinsic (for the sake of the 
argument) factor causes breeding to cease, young individuals will 
continue to enter the population for the next six weeks or so and the 
population density will increase still further. Thus a negative 
correlation between population density and pregnancy rate would 
necessarily follow. It was probably complex relationships such as 
this that led Lidicker (1976) to conclude that it is difficult to 
assess the influence of each one of a number of factors operating on 
field populations. 
High density may impose selective food shortage on sub-
ordinate individuals. For example, reproductive stagnation occurred 
in confined populations of mice studied by Strecker and Emlen (1953), 
Christian (1955a,b, 1956), Crowcroft and Rowe (1957) and Lidicker 
(1965, 1976). "Reduction in food consumption per mouse which 
occurred despite an abundance of food" was believed responsible for 
similar reduced fertility in two of six populations studied by 
Southwick (1955a). Mice in the other four remained fertile at high 
densities. A selective shortage of food infers competition for that 
which is present and hence social stress, which was rejected earlier 
as the cause of reproductive stagnation in the present study. Such 
increased competition, for space near available food, was invoked by 
Stueck and Barrett {1978) to explain why fertile females feeding at a 
centralized food station were less frequently impregnated than 
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similar mice which had decentralized stations. Compared to mice 
whose mothers were adequately fed, mice which were underfed during 
suckling were found by Smart and Watson (1977) to be less aggressive 
when adult, and also to spend more time in close contact with each 
other. Catch-up growth, after the young mice were pl aced on ~ 
libitum feeding at weaning, only partially removed the 493 deficit in 
weight. House mice in a colony observed by Strecker (1954) dispersed 
when numbers increased to a level where food shortage would soon 
occur. Unlike the confined mice observed by Strecker and him 
earlier, reproductive stagnation did not occur in the mice 
remaining. In the present study, population density had hardly 
increased when mice became stagnant in late March to early April 1978 
and the mice were not prevented from dispersing. An hypotheses based 
on crowding that causes some mice to go short of food seems not to 
apply. 
Reproductive stagnation is usually regarded as an artifact of 
crowding in enclosures from which no escape is possible, but Berry 
(1981), observes that mice can continue to reproduce at population 
densities estimated to be as high as 70,000 mice per hectare. 
In the present study mice were free to disperse from the 
stubble fields into surrounding pasture and wasteland. Why they did 
not disperse but remained, in a state of reproductive stagnation, is 
a key question raised by this study. 
At least part of the answer can be gained by examining closely 
the timing of the various events. Breeding commenced in late October 
1978, but the number of pregnant females was slow to increase until 
March, when young of the season became pregnant. The crop was 
drained and harvested at that time, and reproductive stagnation set 
in. Within two months, the new batch of young mice entered the 
population to give the peak density observed in May. Thus, most 
juveniles entered, then failed to disperse from, a population which 
was al ready reproductively stagnant. The consequences of this are 
discussed in the next section. 
(b) The behaviour hypothesis. This is part of a general 
theory of population regulation proposed by Wynne-Edwards (1962). 
Like the stress hypothesis, it proposes that territorial behaviour 
ensures that a population does not increase to a density where the 
food supply is exhausted. It differs from the stress hypothesis by 
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invoking social organization and epideictic display, rather than 
physiological changes caused by stress, as the means of determining 
which individuals will occupy a territory or a particular position in 
a hierarchy. External environmental factors, by affecting food 
abundance, strongly determine the spacing behaviour. Individual mice 
would therefore be required to assess both the status of the food 
resource and the number of mice which that resource must support. 
The theory explicitly states that the same mechanisms which determine 
where and at what social level an individual lives also determine 
whether an individual will breed or not. Lidicker (1976) observed 
the formation of breeding groups of Mus in large outdoor enclosures. 
Each group was defended by a number of males and females, as found by 
Eibl-Eibesfeldt (1950), Reimer and Petras (1967), Busser et al. 
(1974) and Oekeshott (1974). As breeding continued the groups 
increased in size, but the number· of groups remained constant. 
Because group size was variable, as was the distribution of 5 pelage 
colour types, it was concluded that the integrity of the social 
groups was maintained despite very high densities. Eventually, 
reproductive stagnation set in and obese non-breeding mice were 
common. Lidicker concluded that the territorial system of Mus 
musculus limited the number of- social groups, but not the size of 
each group. Group size was not determined directly by availability 
of food, water or shelter but probably by non-aggressive social 
factors such as high level of familiarity within a group. That is, 
reproductive stagnation was induced by changing spatial behaviour. 
Lidicker (1979) suggests that reproductive stagnation could 
have evolved to reduce inbreeding at high densities. 
How familiarity could work to reduce reproduction is not 
clear. The social environment of the females may consist of two 
opposing influences affecting fertility. On the one hand, stimuli 
from other females reduce reproductive potential by inhibiting sexual 
maturation of juvenile laboratory females (Drickamer 1974) and 
progeny of wild mice (Drickamer 1979) and by inhibiting oestrus in 
grouped adults with no mature male present (Whitten 1959). On the 
other hand, adult male mice produce androgen-dependent urinary 
priming pheromones that accelerate onset of puberty in juvenile 
females and induce oestrus in grouped, anoestrous adults (Bronson and 
Whitten 1968; Vandenberg 1967, 1969; Colby and Vandenbergh 1974), a 
s·imilar priming by males occurs in Microtus agrestsi (Clark and 
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Clulow 1973). In turn, female urinary pheromones may stimulate the 
potency of the male priming pheromones, thereby providing a positive 
feedback mechanism by which a female ensures that she become pregnant 
(Bronson 1979). A high degree of familiarity could perhaps reduce 
the responsiveness of females to the sexually-active male who, in 
turn, would not receive the positive feedback. 
This theory of non-aggressive interactions is placed here 
within the context of the behavioural hypothesis because of the 
analogy between pheromonal designation of territory by male mice and 
the epieictic displays by other animals on which the Wynne-Edwards 
theory is based. It is not intended to imply that strong territorial 
defense is not commonp 1 ace, but rather that such defense does not 
have severe direct physiological consequences on free-living mice as 
is proposed by the stress theory. 
When this model is applied to the present populati~n, however, 
the timing of the onset of "stagnation, before population density was 
particularly high, once again proves an obstacle. In addition, the 
model also appears to lack general applicability. Territorial 
defense by males ensures that the territory-holding male has access 
to females in his territory (De Fries and McClearn 1972; Oekeshott 
1974; van Zegeren 1980). Why then is he any more familiar with 
those females when the population is dense? Lidicker {1979) suggests 
that social stability rather than density may be important. It is 
not clear what he means by the term 'stability', but the formation of 
group-territories (discussed in Chapter 5) may have evolved to 
provide just that. It is difficult to envisage why or how dense 
populations are more stable than sparse ones, especially when the 
presence of a sexually-active male over-rides the suppression, by a 
sexual female, of oestrus in grouped females (Bronson 1979). 
It follows that if the observed reproductive stunting has a 
pheromonal basis, some factor, pheromonal or otherwise, must first 
cause regression of the previously mature male. Lombardi and 
Vandenbergh (1977) showed that social factors, such as status, age 
differences and presence of lactating or pregnant females, which 
altered gonadal function in male mice, also altered the activity of 
the male urinary pheromone. They suggested this alteration of the 
priming activity might ·supply a mechanism for density-dependent 
regulation of females by males but the proposal seems inadequate to 
explain the rapid and complete cessation of breeding found in the 
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present study. 
Regression of previously sexually-active males could be 
explained under some circumstances by the last of the three 
hypotheses listed above. 
(c) The Chitty hypothesis of behavioural polymorphism. This 
is the same as the behavioural hypothesis except that it postulates 
that changes in spacing behaviour are caused by short-term cyclical 
genetic selection. As density increases, a genotype typified by 
docile individuals of low reproductive productivity is favoured. 
Breeding intensity therefore declines, as eventually does population 
density. At low densities, the other genotype which is typified by 
highly productive and aggressive individuals is favoured and the 
population increases again. 
It seems highly unlikely that there was sufficient time for 
such selection to occur in the present study. Mice present in 
December 1979, with mean litters of 9.8 offspring, were clearly not 
typified by 1 ow productivity. It was the offspring of these very 
fertile mice and the next generation which constituted the population 
peak and which became reproductively stagnant four months later. 
In the, absence of genetical data, however, the behavioural 
polymorphism mechanism cannot be rejected entirely. 
So far, one extrinsic factor (caloric shortage) and one 
intrinsic mechanism (social stress) have been rejected as the cause 
of the observed reproductive stagnation. One other intrinsic 
mechanism (non-genetic based spacing behaviour) was considered to be 
insufficient unless a separate factor first initiated regression of 
male fertility. Behavioural polymorphism appears unlikely to fill 
that role in the present study. One other factor, viz. food quality, 
requires examination. 
(iv) Food quality as a possible cause of reproductive stagnation 
(a) Protein. The effects of protein deprivation and 
protein/carbohydrate imbalance were 
3.4(B). While rice is deficient in 
other data (Bamford, unpublished) 
examined earlier in Section 
protein it was concluded from 
that enough other sources of 
protein were available to provide a suitably balanced diet for 
reproduction. 
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(b) Phyto-oestrogens and other fertility agents of plant 
origin. Increased quality and/or quantity of food is generally 
considered to be the ultimate factor responsible for the timing of 
the breeding season of those mammals (and birds) which are 
opportunistic breeders. The rapidity of change from non-breeding 
condition, following the breaking of drought by rains, flood or 
i rri gat ion, has led some workers to suggest that changes in the 
concentration of oestrogenic chemicals in the plants eaten by those 
animals may be responsible for the change (e.g. Bodenheimer and 
Sul man 1964, Microtus guentheri; Chew and Butterworth 1964; Newsome 
1965, Megaleia rufa; van de Graaf and Balda 1973, Dipodomys 
merriami; Field 1975, Lemniscomys striatus and Mastomys 
natalensis; Reichman and van de Graaf 1975, and Taylor and Green 
1976, M. natalensis; Negus, Berger and Forslund 1977, Microtus 
montanus ). Correlation between dietary concentration of oestrogenic 
compounds and breeding success has been demonstrated by Leopold, 
Erwin, Oh and Browning {1976) for Lophortyx californicus; Francis 
and Millington 1965; Millington, Francis and McKeown 1964; 
Millington, Francis and Davies 1966; and Squires 1966 for sheep; 
Negus and Pinter 1966; and Negus and Berger 1977 for Microtus 
montanus; and Olsen {1981) for mice from the present study site. 
Mouse plagues and plagues of Rattus villosissimus occur in the 
arid inland of Australia after unusual green flush of the vegetation 
following rains or flooding (Newsome and Corbett 1975). In northern 
Australia, Rattus sordidus colletti cease breeding during the arid 
inter-monsoon period but dry-season reproduction occurs in occasional 
years when the seasonal drought is broken by rain (Redhead 1979). In 
Africa, Mastomys natalensis were found to be reproducing in a field 
of volunteer wheat but not in other nearby habitats. The wheat had 
germinated because of unseasonal rains (Taylor and Green 1976). A 
subsequent attempt to induce reproduction by feeding free-1 i vi ng M. 
natalensis excess wheat grains failed, but the mice became 
II 
extraordinarily fat. Myl lymak i ( 1977) increased the fertility of 
Microtus agrestis on one half of his study area by fertilizing it 
with ammonium nitrate. 
Some plant compounds are anti-oestrogenic. Berger, Sanders, 
Gardner and Neghus (1977) observed lower uterine weights in Microtus 
montanus fed extract of winter-sprouted wheat, and they identified 
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Low uferirie wei9hf5 were c:,/SD 
the active compound as 4-hydroxy-3-methoxystyrene.) found /n female 
M. montanus which received a supplement of 4-hydroxycinnamic acid. 
It is proposed by Berger et a 1. that increased concentration of 
cinnamic acid in food, such as matured grass seeds, might cue the 
imminent cessation of high-quality food supply. 
Historically, many plants have been used by humans to increase 
or decrease fertility. Farnsworth et al. (1975a) listed more than 
200 such species, but it was not until 1926, when Dohrn, Faure, Poll 
and Blotevogel (cited by Farnsworth et al. 1975b) isolated 18 mg of 
oestrone from 50 kg of palm kernel material, that a plant compound 
(phyto-oestrogen) capable of influencing fertility was first 
isolated). 
Appealing as the concept of phyto-oestrogens may be to explain 
the observed onset of breeding at the commencement of each irrigation 
season, its rapid cessation at the end of i rri gat ion in 1979 and 
1980, the continued breeding after the wet autumn of 1978 and the 
earlier cessation of breeding in the irrigated wheat crop which 
matured earlier than the rice crop, the fact remains that mice can 
continue to breed on diets of dry, mature cereal grains (Deol and 
Truslove 1957; Fertig and Edmonds 1969) and flour (Laurie 1946). A 
decrease in the concentrtion of a phyto-oestrogen at crop maturation 
is therefore most unlikely, by itself, to be responsible for the 
reproductive stagnation. 
(c) Vitamins. Ward (1981) briefly reviewed the likelihood of 
partial or complete infertility of male and female mice on an all-
cerea l di et because of a deficiency of vitamin A precursors. On the 
Irrigated Farm, insects would provide a source of pre-formed vitamin 
A but at high densities of mice the supply might be inadequate. In 
addition, the precursors such as carotene would become increasingly 
sea rce as the veg et at ion hayed-off after draining of the rice crop, 
when insect abundance probably declines also. In addition, protein 
deficiency can cause reduced levels of serum vitamin A, as reviewed 
by Dam and Sondergaard (1964). Vitamin A therefore remains a likely 
candidate as the external factor determining the onset and cessation 
of reproduction. 
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4.5 CONCLUSIONS 
4.5(A) FOOD QUALITY AND SPACING BEHAVIOUR POSTULATED AS JOINT 
DETERMINANTS OF REPRODUCTIVE PRODUCTIVITY 
Conclusions from the results of this chapter are presented 
here as a hypothetical model of the timing and intensity of 
reproduction in mouse populations. A list of the observed phenomena 
which can be explained by the model is also given. If specific 
quality of food is stipulated, the hypothesis is suitable for testing 
in the field. 
In general terms, the hypothesis is as follows. Some dietary 
component, perhaps vitamin A or its precursors, or a phyto-oestrogen, 
becomes less available as the cereal crops ripen. The reduced 
availability reduces the fertility of adult males and females, and 
delays the onset of puberty in juveniles. The reduction in fertility 
is not complete, however, and some reproduction may still occur. In 
their pre-pubertal condition, juveniles are not effected by the 
territorial-marking pheromones (which may also be of reduced efficacy 
because of their testosterone-dependence) and therefore feel no 
imperitive to disperse. The population density increases and the 
male/female mutual stimulation process is consequently disrupted, so 
that the regression of previously sexual adults become complete. At 
the onset of vegetation growth (and, in the case of irrigated areas, 
when invertebrates become abundant again) the critical exogenous 
factor becomes available again, previously juvenile individuals 
become pubertal and previously regressed adults become fertile. 
This model is clearly a development of that proposed by van 
Zegeren (1980). It differs from it in two respects: 
(a) van Zegeren's model was developed from observations made 
in a laboratory where juvenile deaths were common at high density 
because of social disturbance. 
(b) van Zegeren's mice were fed laboratory pellets, i.e. a 
diet of constant quality. In the absence of changes in the 
availability of an exogenous factor such as the one proposed here, 
van Zegeren' s model concentrates . on spacing behaviour as the major 
factor regulating fertility and population growth. 
One feature of the proposed model is the rapidity with which 
changed availability of the exogenous factor can alter the fertility 
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of individual mice. A common mechanism for onset of puberty and for 
the return of adult ewes to oestrus was proposed by Karsh and Foster 
( 1981). They found that the i ndi vi dua 1 components of the 
hypotha1amo-hypophysea1-ovarian axis are each capable of functioning 
during anoestrus and prior to puberty. lack of function is due to a 
lack of integration of the component parts because of a hyper-
response in the negative feedback mechanism by which circulating 
estradiol governs the secretion of LH. Both puberty and seasonal 
oestrus are brought on by lowering of this response. 
Thus, because the various components of the system are 
functional, but not integrated, a change from anoestrus to oestrus, 
or from juvenile to adult, can be rapid. A similar mechanism may 
operate in mice. 
The model may explain the following observed features of the 
study population: 
(a) The extended breeding season through the winter of 
1978. The model assumes that the external factor remained present in 
young grass seeds or in invertebrates after the autumn rains. 
Juveniles grew quickly and reached puberty early and dispersed. 
Consequently, population density did not increase rapidly so that 
male/female stimulation could remain effective. 
(b) The stagnation of the population after draining of the 
crop in March 1979, as explained above. 
(c) The onset of reproductive stagnation in April, 1980, even 
though the population had, by January, reached a higher density than 
that experienced in 1979. In other words, the model explains the 
'\ 
absence of reproductive stagnation at high densities as long as the 
exogenous factor continues to be present. 
(d) Absence of enlarged adrenals before or during the onset 
of stagnation in 1979. The model proposes that the intensity of 
territorial defence is reduced and, consequently, that social stress 
is also reduced. 
(e) Commencement of the breeding seasons soon after the start 
of each irrigation season in 1979 and 1980. 
(f) Reduced growth rates in winter of 1979 compared to 1978, 
because vitamin A deficiency causes cessation of growth and many 
oestrogens also effect growth rate. 
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(g) The larger mean litter size in late 1978 compared to late 
1977 and late 1979, as part of the syndrome of increased fertility 
caused by the exogenous factor. 
(h) Earlier cessation of breeding in the irrigated wheat 
compared to irrigated rice. The model assumes that the exogenous 
factor becomes unavailable in the wheat crop at maturation in 
November-December, compared to March-April in the rice. Si mil arly, 
the earlier cessation of breeding on fallowed banks during the 
·irrigation season is explained by the vegetation on the fallowed 
banks haying-off during the summer drought. Invertebrates would also 
be less numerous on the unirrigated parts of the farm. 
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Table 4. 1 (A) Analysis of variance of pregnancy rates (arcs in 
transformed) in four habitats prior to and during the l'.¥10\UUl! 
plague; Irrigated Farm. 
Source of DF SS SS% M~ F 
variation 
Habitat 3 4183.7 20.11 1394. 6 5.001 ** 
Year 1 4082.4 19.62 4082.4 14.639 *** 
Habitat x year 3 551.8 2.65 183.9 0.660 n.s. 
Residual 43 11991.4 57.53 278.9 
Total 50 20809.3 100.00 416.2 
Table 4.1 (B) Analysis of variance of pregnancy rates (arcsin 
transformed), after adjustment for mouse density and sex ratio; 
Irrigated Farm. 
Source of DF SS SS% MS F 
variation 
Habitat 3 2519.3 12.11 839.8 3.736 * 
Year 1 520.2 2.50 520.2 2;314 n.s. 
Habitat x year 3 703.5 3.38 234.5 1. 043 n.s. 
Covariates 2 2775.3 13.34 1387. 7 6. 17 3 ** 
Residual 41 9216.1 44. 29 224.8 
Total 50 15734.4 75.61 314.7 
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Table 4.2 (A) Analysis of variance of mouse density index in 
four habitats prior to and during the mouse plague; Irrigated 
Farm. 
Source of DF SS SS% MS F 
variation 
Habitat 3 4.1552 9.81 1.3851 2.430 n.s. 
Year 1 12.8801 30.40 12.8801 22. 596 
*** 
Habitat x year 3 0.8207 1.94 0.2736 0.480 n.s. 
Residual 43 24.5107 57.85 0.5700 
Total 50 42.3668 100. 00 0.8473 
Table 4.2 (B) Analysis of variance of sex ratios (proportion of 
females in sample, arcsin transformed) as in Part A above. 
Source of DF SS SS% MS F 
variation 
Habitat 3 346.51 12.79 115. 5 2.· 14 n.s. 
Year 1 0.01 o.o o.o o.o n.s. 
Habitat x year 3 37.09 1.4 12.4 0.23 n.s. 
Residual 43 2325.70 85.8 54.1 
Total 50 2709.31 100.0 54.2 
Table 4.3 Mean relative adrenal weights of male mice In two crop areas before, during and towards the 
end of the plague, together with some other populat!on parameters, Irrigated Farm. 
Month Crop Rel. Adrenal Sex F ema 1 es per Males per Pregnancy Condition Index 
Area weight ratio 100 trap-nights 100 trap-nights rate (Adjusted weight) 
December 79 Wheat 1. 117 .37 13. 1 22.8 51 14.1 
February 80 Wheat 1.333 .30 9.5 22 11 12. 5 
Apr! I 80 Wheat 1. 758 .25 8.7 26 0 11. 7 
December 79 Rice 1.224 .31 17 38 30 14.2 
February 80 Rice 1.392 .84 25.5 5 70 12. 7/ 
Apr I I 80 Rice 1.630 .55 14.7 12 26 n. 1 
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FIRST NIGHT SECOND NIGHT 
Fig.4.2 First and second-night consumption of supplementary food provided in 90 feeding stations on a 3.5 ha grid. Each 
station contained 15 g of oven-dried wheat. n shows no wheat taken; ~ less than 4g eaten; ~ 4 to 8g eaten; ~ 8 to 12g eaten; S. less than 3g left; all eaten. 
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5.1 INTRODUCTION 
The ability of house mice to colonize new geographic regions 
and to invade new habitats as they become available is recognized as 
a major characteristic of the species (Anderson 1978, Bronson 1979, 
Berry 1970a). In spite of this recognition, however, the role of 
dispersal as a primary demographic parameter has been neglected until 
recently. Dispersal has been defined as "any movement of individual 
organisms, or their propagules, by which they leave their home 
area. Dispersal thus produces. homeless travellers, or vagrants, who 
are in search of a home" (Lidicker 1975). Dispersal can be 
~ontrasted to movements within an individual's home range, which was 
defined by Burt (1943) as "that area around the established home 
which is traversed by the animal in its normal activities of food 
gathering, mating and caring for young. [The home range] excludes 
occasional sallies outside the area". 
The process of dispersal is poorly understood, partly because 
it is difficult to measure (Myers and Krebs 197la) and partly because 
dispersing animals, having left a study area during an investigation, 
have usually been regarded as surplus individuals which were forced 
out of the population. They were therefore included in a 'gross 
mortality' statistic. The recent recognition that dispersal is an 
important aspect of population phenomena is due, in part, to the 
results of the fence experiments on voles by Krebs, Keller and 
Tamarin (1969). Attempts to explain gene frequencies which indicated 
that mouse populations are genetically sub-divided (Lewontin and Dunn 
1960, Petras 1967b) al so required a better understanding of the 
effects, causes and variation of dispersal, and some recent studies 
have emphasized the demographic importance of dispersal (Krebs et al. 
1973; Boonstra and Krebs 1979; Lidicker 1973, 1975, 1976). 
Consequently it is now recognized, at least for voles, that 
emigration is necessary for 'normal population regulation' (Krebs et 
al. 1976). 
Below, I describe dispersal in mouse populations on the two 
farms. Such information comes from two sources: (a) sampling of 
mice from habitats which had recently become available to mice 
.. 1 
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because of farming operations; and (b) examination of movements of 
tagged mice from one site to another. In addition, some inferences 
are made about the social structure of the populations and 
information is given movements of non-dispersing mice, home-ranges 
and the distribution (dispersion) of mice. 
5.2 METHODS 
Longworth traps were set according to the locations and dates 
shown in Table 1.5. For a number of reasons related to differences 
in the positioning of traps, care must be exercised when comparing 
movements observed in 197.8 and in other years. Firstly, in 1978 the 
setting of traps in bays and on nearby contour banks was done in 
different weeks. For example, during the post-harvest period of 
1978, from 17 April to 16 August, both the bays and banks were 
trapped five times, but never in the same week. Consequently, mouse 
movements across a bay from one bank to another could not have been 
restricted by traps interposed in the bay. In the other years, both 
banks and bays were trapped on the same nights. Secondly, two traps 
were used at each position on contour banks in 1979, 1980 and 1981, 
compared to one per position in 1978. 
The point of capture of each mouse was recorded. The mouse 
was processed (including the fitting of an individually-numbered ear 
tag) and released at that point. Sex ratios are reported here as the 
proportion of females in a sample, after Caughley 0977). 
During the study on the Irrigated Farm, 1495 movements between 
consecutive captures of mice with ear tag intact and trap position 
recorded were classified into two groups, viz.; (a) between-site 
movements; from the line or grid on which the mouse was first 
captured to another line or grid; and (b) on-site movements; 
movements on the same grid or line as that of the first capture. 
On-site movements were then divided into : 
( i) movements occurring within a trapping period of 3 or 4 
consecutive nights (within-period movements), and 
(ii) movements occurring between two trapping periods 
(between-period movements).' 
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5.3 RESULTS 
5.3(A) DISPERSAL 
(i) Colonization of rice bays, early 1978 
(a) The potential colonizers. Traps were set on contour 
banks immediately adjacent to flooded second-year rice bays in the 
weeks commencing 16 January, 2 February, 27 February and 13 March, 
1978 (Fig. 5.1). No traps were set in the rice bays which were 
flooded on all four occasions. The numbers of mice caught per 100 
trap nights, together with the sex ratio, are given in Table 5.1. 
The numbers increased from 16. 5 per 100 trap-nights in January to 
21.9 in February and this level was maintained until mid-March. 
Males outnumbered females in January, February and early March, 
though none of the sample sex ratios for this period differed 
significantly from 1:1 (X 2 test, P > 0.05). Frequency distributions 
of head-body length reveal that the excess of males occurred in mice 
less than 80 mm long. From the results given in Chapter 3, it is 
concluded that these smaller mice would have been born in November 
and December. 
When the first three samples, up to early March, were pooled 
and compared to the mid-March sample, there was a significant 
difference between the sex ratios of 0.42 and 0.58, respectively (x 21 
= 5.26, 2 x 2 contingency table, P < 0.05). 
Thus, while there had been an excess of males during the first 
two months, by mid-March, immediately before colonization of the 
bays, there was an excess of females. 
(b) The colonizers. On 3 O March, about one week after 
draining of the rice bays had commenced, but before the crop was 
harvested, three lines each of 20 Longworth traps were set in the 
middle of rice bays. Four similar lines were set on the edges of the 
bays, within 5 metres of the contour banks. Traps were also set on 
contour banks, well away from the rice-crop lines, so as not to 
intercept mice moving to the bays. Any mice caught on the lines in 
the bays were regarded as colonizers or dispersers, and those caught 
j 
on the banks as non-dispersers or sedents. 
In the centres and edges of the rice bays, 250 dispersers were 
caught from 680 trap-nights. Males outnumbered females on both 
centre and edge lines. The sex ratio of 0.31 in the centre lines was 
significantly different from 1:1 (x21 = 5.242, P < 0.05), but that of 
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0.47 on the edge lines was not. The sex ratio in the centre was 
significantly different from that at the edges (X21 = 7.433, P < 
0.01, 2 x 2 contingency table). 
On the contour banks, 22 males and 24 females were captured. 
This result is surprising, given the excess of females immediately 
before colonization of the bays and the excess of males amongst the 
colonizers. Together, they indicated that a large excess of females 
should have been observed on the banks after colonization of the 
bays. 
Mean weights and mean head-body lengths of mice caught on the 
central lines, on the edge lines and on the contour banks are given 
in Table 5.2. Neither mean length nor mean weight, for either sex, 
differed significantly between edge and centre samples. Centre and 
edge samples were therefore pooled, and it was then found that for 
both sexes colonizers were smaller, on average, than sedents. Mean 
weight (17.7 g for males and 18.3 g for females) and mean head-body 
length (84.0 mm for males and 84.5 mm for females) of mice on the 
banks were both significantly larger than those of mice in the rice 
bays (15.2 g and 81.0 mm for males and 13.6 g and 77 .5 mm for 
females) (Table 5.2). 
Within the rice bays, males, with means of 15.2 g and 81 mm, 
were significantly heavier and longer than females whose means were 
13.6 g and 77.5 mm {P < 0.05). On the banks, however, mean weights 
(17.7 and 18.3 g for males and females, respectively) and lengths 
(84.0 and 84.5 mm, respectively) did not differ significantly between 
sexes. 
(c) Further comparison of colonizing and sedentary mice. 
Frequency distributions of head-body lengths of male and female mice 
are shown in Fig. 5.2. The upper portion of Fig. 5.2 refers to mice 
caught on banks prior to draining, i.e., to the potential colonizers 
from mid-January to mid-March. The lower portion of Fig. 5.2 refers 
to mice caught immediately after draining (i.e. 30 March-6 April). 
Of these, the majority, shown by the unshaded histograms, were the 
colonisers of the bays. The small, shaded samples in the lower 
portion of Fig. 5.2 refer to the sedentary mice trapped on banks 
after draining. 
For each of the four larger histograms, which represent 
potential colonizers and colonizers of each sex, mixed normal models 
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were constructed in the manner described by Bliss {1967, p. 155-
158). They are shown as dotted histograms, on the left of Fig. 
5.2. The component normal distributions and the mean, standard 
deviation and number of individuals of each are shown on the right 
hand side. The goodness of fit of each mixed model was tested 
against the corresponding observed di stri but ion by x2 test (mice at 
the extreme tails of the distributions were not included in some x2 
tests). None of the observed distributions differs significantly 
from the corresponding distribution derived from the mixed models 
shown. For both potential colonizers and colonizing males, three 
component normal distributions with means of 75, 80, and 85 mm were 
sufficient to describe the observed distributions. Similarly, the 
means for the three major components of the female distributions were 
73, 79 and 85 mm for both potential colonizers and colonizers. Two 
smaller components of the colonizing population, at means of 69 and 
89 mm, were fitted by eye, as there were less than five individuals 
in each. They correspond to components fitted around the same mean 
lengths in the potential-colonizer population. 
The small shaded histograms, in t"he lower portion of Fig. 5.2, 
refer to the sedentary mice which remained on the bank after draining 
of the bays. Because of the small numbers - about 20. of each sex -
no attempt was made to fit a distribution to the sample. It can be 
seen, however; that of the 46 sedants remaining on the banks only 3 
males and 3 females had head-body lengths less than 80 mm. 
These distribution frequencies show that all size groups of 
mice were involved in the colonization of the rice bays after the 
irrigation water was drained off. It is also clear that very few 
young mice remained on the banks at that time, even though young 
adults made up 77 ·percent of the population on the banks before 
draining. 
These models also show that more large males than females, of 
the 85 mm components, dispersed into the bays, though some very large 
females were trapped there. In turn, it was this excess of large 
males which caused the average size of males to exceed that of 
females in the bays. 
When frequency distribution of weights were examined this way 
the results were similar to those obtained from head-body length 
distributions {Fig. 5.3). The weight distributions are, of course, 
complicated by pregnancies, and the construction of mixed models was 
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not attempted. 
(d) Post-colonization. Commencing 12 days later and 
immediately after harvest two grids, each with 48 Longworth traps, 
were set in the bays. They yielded 13 males and 19 females. The 
bias in favour of females is not significantly different from 1:1 (X2 
test, P > 0.05). 
On the 22 May, these grids were reset for four nights, 
together with two other similar grids that were set for three nights 
in adjacent rice-stubble bays. Eighty-three males and 85 females 
were caught from the 672 trap-nights. After the final night on each 
grid, the sex ratios were 0.50, 0.50, 0.46 and 0.51. 
(ii) Movements of tagged mice between trapping sites in 1978 
In the previous sections, data derived from large samples of 
mice before and after colonization of the bays in 1978 were 
reported. In the present section, data obtained by recapturing 
tagged individuals are reported. 
(a) _Pre-co 1 oni zat ion period. During the period between 16 
January and 18 March when traps were set only on banks, 430 mice were 
captured. Only one, a precocious male (9.9 g with scrotal testes), 
was observed to move from one bank to another, which adjoined it. 
The distance involved was about 80 m. 
(b} Colonization period. One week after the draining of the 
bays, four males and three females which had been trapped and tagged 
previously on contour banks were recaptured in the bay-centre and 
bay-edge lines described previously. Minimum distances between 
consecutive points of capture of each of these mice ranged from about 
5 to 250 m (Table 5.3). The four males, all of which had scrotal 
testes, ranged in weight from 9.9 g to 13.1 g, and in head-body 
length from 71 to 78 mm at first capture. One of the females escaped 
before being measured. The rema1n1ng three, all of which had 
perforate vagina, ranged in weight from 9 .4 g to 21 g and in head-
body length from 72 to 85 mm. The largest of these, which moved no 
more than 5 m from contour bank to the edge of the rice crop, may 
have been a bank resident whose home range extended a short distance 
into the bay. 
, 
. -·1 
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(c) Post-colonization. After the rice harvest only 14 
females and 8 males were recaptured at a trap line or grid different 
from that of their original capture. In spite of this small number 
of observed movements, it is clear that at least some of the 
colonizers did not stay in the bay. For /examples, two females and 
one male had been trapped previously on the lines in the rice bays 
during the colonization period between draining and harvest. The 
male was subsequently recaught some 500 m away, in dense grass 
(Echinocloa crus-galli) and cumbungi {Typha spp.). One of the 
females, which was recaught about 90 m away on a contour bank, was 
pregnant when first captured in the rice bay, , and the other was 
lactating, indicating that a strong affinity to a territory or home 
range is not a prerequisite for breeding and that dispersal by 
pregnant females does occur. 
The remaining 12 females and 7 males which are known to have 
moved from one site to another were tagged and also recaptured after 
the rice harvest. The mean minimum distances between their consec-
utive captures, of 26.5 m for males, and 21.1 m for females were not 
significantly different (t = 0.976, P > 0.05) {Table 5.3). All but 
two of these movements were between trap lines on contour banks and 
grids inJ bays immediately adjacent to those trap lines. There were 
no recorded movements between grids, though the minimum distance 
involved in such a movement would have been only 25 m. Two females 
moved from one bank to another. One of the males moved 10 m from a 
bank onto the adjacent bay, was recaught on the bay, then later 
recaught 24 m away on the same bank. 
(i~i) Colonization of rice bays, early 1979 
(a) The potential colonizers. On 13-17 November 1978, six 
lines, each of 20 Longworth traps, were set one per bank in the 
irrigated second-year rice area (Fig. 5.5). The crop was just 
emerging above the water which flooded the bays to a depth of about 
20 cm. Eighteen male and 20 female mice were caught from 480 trap 
nights. All except three females had head-body lengths of at least 
80 mm. 
On 28 February and 1 March, 1979 twenty traps were set on 
polyurethane floats in the flooded rice field. One mouse, a female 
with perforate vagina and weighing 9.6 g was caught. On adjacent 
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contour banks, 15 of 24 mice trapped from 60 trap-nights were females 
(62.5%). 
(b) The colonizers. Two days later, draining of the water 
from the rice bays was commenced and 48 traps were set the next week 
(13-16 March) on a grid in one of the bays (Bay 74). By that time, 
about half the grid area had shallow surface water present, while the 
remainder had very wet to water-logged soil. Twenty eight male mice 
and 13 females were captured (Fig. 5.6(B)). At 0.32, the sex ratio 
was significantly different from 0.50, and similar to that found in 
the centre of rice bays at the same crop stage in 1978. 
With mean H-B length of 82.7 mm, the male colonizers were 
significantly longer than those of 1978, whose mean length was 81.0 
mm (t = 3.81, P < 0.001). This difference was more marked in the 
females, with mean H-B length of 85.0 mm compared to 77.5 mm in 1978 
(t102 = 3.57, p < 0.001). 
(c) The sedents. At the same time, 15 male and 31 female 
mice were captured on two adjacent contour banks {Fig. 5.6(A)). This 
sex ratio of 0.67 is also significantly different from 1:1. It will 
be recalled that the sex ratio on the banks at a similar time in 1978 
approximated 1:1. 
Unlike the case in 1978, mean lengths and weights of sedents 
were not significantly different from those of the colonizers. 
Furthermore, with mean H-B length of 81.0 mm, the male sedents were 
not significantly different from those of 1978, whose mean length was 
84.0 mm (t 34 = 1.39, P > 0.05). Nor were the females, with mean H-B 
length of 85.5 mm compared to 84.5 mm in 1978 (t49 = 0.42, P > 0.05). 
The smaller sample size obtained in March 1979, compared to 
that obtained from the trapping lines used in 1978, did not allow 
construction of mixed normal distributions as was done for the 1978 
results. Comparison of Fig. 5.6(A&B) with Fig. 5.2(B) shows clearly, 
however, that there were far fewer mice smaller than 80 mrn on either 
banks or bays immediately after draining in 1979 compared to 1978. 
(d) Comparison with a situation without colonization. During 
the same week (13-16 March) that these mice in, and adjacent to, the 
new rice crop were trapped, traps were set on a fallowed area (Bank 
81 and Bay 83) which had also grown a rice crop in the previous 
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summer-autumn but had remained unirrigated since mid-March, 1978. 
Here, also, the mean lengths and mean weights of the 15 male and 20 
female mice on the bays did not differ significantly from those of 38 
males and 29 females on the bank for either sex (Table 5.4). The 
fallow-area mice, it could be noted, \vere smaller, on average, than 
the rice-area mice (P < 0.001, Table 4.4). Unlike the mice 
colonizing the rice bays and unlike the sedents on the rice contour 
banks, those in the fallow banks exhibited a sex ratio which was not 
significantly different from 1:1 (X 21 = 1.769, P > 0.05, 2 x 2 
contingency table). 
In this fallowed area, mice had been trapped on both Bank 81 
and Bay 83 throughout 1978. During that year, mice were not 
constrained by flood irrigation from moving between banks and bays, 
or from dispersing from the fallowed area entirely. It is concluded 
that the di sparit sex ratios on the other banks and bays in the 
cropped area were consequences of the sudden ava i1 ability of those 
bays for colonization. 
(e) Post-colonization. As was the case in 1978, the excess 
of males in the bay was no 1 onger apparent by April 1979 when there 
was an excess of females (sex ratios of 0.67 and 0.61) in each of two 
bays (Fig. 5.7). Mixed normal distributions of head-body lengths of 
mice rema 1 n1 ng on the banks and of those in the bays are shown in 
Figs. 5.6(C) and 5.6{D), respectively. As was the case in 1978, the 
population consisted of a cohort of smaller individuals and another 
of larger ones. In April 1979, however, the older cohort contained 
larger females, of mean head-body length 88 mm. In May 1978 there 
was only one of these {Figs. 4.9, 5.4 and 5.6). Examination of the 
distributions in Fig. 5.6(0) reveals that it was the presence of more 
females than males in the older cohort that caused the overall excess 
of females in the bays at this time, as there were equal numbers of 
males and females shorter than 80 mm. 
On each of two contour banks adjacent to the bays (Banks 75 
and 76), the sex ratio declined from 0.67 in March, to 0.51 and 0.54, 
so as to be no longer significantly different from 1:1 (Fig. 5.7). 
By early June, the sex ratios in the bays (0.53 in each) also 
were not significantly different from 1:1. 
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(iv) Dispersal to free-fed areas, 1979, post harvest 
As described fully in the previous chapter (Section 4.3B), 
wheat was provided daily from 16 July to 13 October, 1979, at 90 
feeding stations on Bay 75, which supported rice stubble, and at 40 
stations on the adjacent Bank 76. Empty feeders were pl aced on Bay 
74 and Bank 75. Failure of the additional food to induce breeding in 
the reproductively stagnant population is also described in that 
Chapter. 
The provision of additional food attracted mice on to the 
experimental area; the first indication being the complete 
consumption of wheat from feeders near the edge of the grid but not 
near its centre, as described previously and as shown in Fig. 4.2, 
above. 
The second, and definitive, piece of evidence ~as the 
increased numbers of mice caught on the free-fed areas compared to 
the control areas. As shown in Fig. 5.8, the density index on the 
two free-fed areas increased from 150 and 170 in early June, before 
commencement of feeding, to more than 400 on each in mid-August. On 
the two control areas, the density indices declined from approxim-
ately 115 to 70 and 40 during that period. 
From Fig. 5.7 it appears that the majority of immigrating mice 
were males. Before feeding commenced, between 55 and 60 per cent of 
the mice trapped on the two fed areas were females. By mid-August 
the percentage had declined to 47 per cent on Bank 76 and 43 per cent 
on Bay 75. An hypothesis, that the sex ratio after supplementary 
feeding had commenced, i.e. in August, was that which was observed 
before feeding started, was erected to examine this change. In 
August, 317 mice were caught on the two fed areas and 167 were caught 
on the two unfed areas. Since the sex ratio on the two fed areas 
were not significantly different in July the common sex ratio for 
Bank 76 and Bay 75 combined, of 5 7. 5%, was used to estimate the 
expected number of females according to the hypothesis. The same 
procedure was carried out for the two unfed areas to give the 
following summary of observed and expected numbers of fema 1 es in 
August: 
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Numbers of females 
Observed Expected from 
in August July sex ratio 
Fed 149 182 
Unfed 74 90 
223 272 
The value of x2 estimated from these values, fo 11 owing Sok a 1 
and Rohlf (1975, p. 589), was 0.007, indicating that the hypothesis 
of similar sex ratios before and after commencement of feeding was 
not refuted by these data. A similar test applied to males gave a x2 
of 0.02. 
(v) Movements of tagged mice between trapping sites in 1979 
The number of recorded movements between sites (47 by males, 
51 by females) was about 5 times as many as in 1978. Consequently, a 
more thorough analysis of the 1979 data was possible. For each sex, 
the movements were grouped into four categories based on the dates of 
release and recapture:-
(a) Released and recaptured in April or May (autumn), 
(b) Released and recaptured in June or July (mid winter), 
(c) Released in July and recaptured in August, September or early 
October, when supplementary food was available on Bank 76 and in Bay 
75 (early spring) and 
(d) Recaptured after free-feeding ceased i.e., released in early 
and late October and recaptured in late October {late spring). 
The movements are further classified according to whether each 
movement originated on a contour bank or in a bay (Table 5.5), and 
according to whether each movement ended on a contour bank or in a 
bay (Tab 1 e 5. 6) • 
From those tab 1 es it can be seen that in the autumn harvest 
period, all of the 12 recorded movements originated from one or other 
of the two contour banks. Of them, 11 resulted in the mouse being 
recaptured in a bay. 
In winter, 17 of 23 movements originated from banks. During 
the feeding experiment in late winter and spring the proportion fell 
st i 11 further to 25 out of 52, and st i 11 further in summer to 4 out 
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of 12. These proportions are shown in Fig. 5.9. Thus, it can be 
seen that throughout the year, contour banks became less preferred as 
the starting points of movements, and more preferred as end points. 
If movements in each period were entirely random with respect 
to the topographic features from which each started, an equal 
probability of a bank or bay being the starting point of each 
movement would exist, and large samples would reveal equal numbers 
starting from each feature. Such an hypothesis would usually be 
examined by use of a x2 test or a G-statistic test. In this case, 
however, the small sample sizes precluded the use of those tests. 
Instead, exact probabilities expected from the binomial distribution 
n f(x) = (x) px(l-p)n-x 
were estimated, where 
n = the sample size = 12, 23, 52, 11 
x = the number leaving one topographic feature (in this case, 
the banks= 12, 17, 25, 4), 
and p = 0.50 = the probability expected from the hypothesis. 
(Sokal and Rohlf 1969, p. 566). 
The probability of a chance observation of 12 out of 12 
movements originating on banks in autumn, if there was equal 
probability that each would arise on a bank or a bay, is estimated by 
this procedure at 0.0002. The observation can therefore be regarded 
as a highly significant departure from the hypothesis of equal 
probability. Similarly, if banks and bays had equal probability of 
being the starting point of movements in winter, the probability of a 
chance observation of 17 out of 23 movements commencing on banks is 
0.0120, and again the departure from equality can be regarded as 
significant (Table 5.7A). 
A similar hypothesis was tested for the end point of move-
ments, using the hypothesis that there was equal probability that 
each movement would end on a bank or in a bay. The probabilities of 
obtaining the observed distributions of end points, given the 
hypothesis of equal chance, are shown 1n Table 5.7(8). In autumn and 
in winter, significantly fewer movements ended on banks than in bays, 
and the hypothesis of equal probability was rejected (at harvest, P = 
0.0029; in winter, P 0.0040). In early spring and late spring, 
proportionately more movements ended on banks than in bays, but in 
late spring the difference from equality was not significant (early 
Chapter 5 196. 
spring, P = 0.0426; late spring, P = .164). 
To examine further this evidence that the favoured direction 
of movement changed through the course of 1979, another hypothesis 
was constructed, viz., that the relative proportions of movements 
starting on banks, compared to bays, was the same as the relative 
proportion of mice captured per 100 trap nights on each type of 
topographic unit. Again, exact probabilities were estimated {Table 
5.8{A)). The corresponding hypothesis for end points was also 
examined {Table 5.8(B)). It can be seen that more movements away 
from banks were observed in autumn and in winter than was expected 
,. 
from the relative distribution of mice between banks and bays. On 
the same basis, relatively fewer observed movements ended on banks 
than was expected in autumn and in winter, but in spring the number 
ending on banks was larger than the expected value. 
(vi} Dispersal onto recently~constructed contour banks 
During the winter of 1979, part of the Irrigated Farm which 
had previously not grown rice or any other crop was ploughed. Trees 
had been felled, piled-up and burnt over a long period commencing 
before 1978. During ploughing, some mice were noticed. The area was 
reploughed twice, and contour banks were constructed in August. 
After a brief irrigation, rice was sown in late September. 
From 22 to 25 October, 6 male and 3 female mice were caught on 
one of the new banks and five ma 1 es and 5 fema 1 es were caught on an 
adjacent one. At that time, the bays were permanently flooded, and 
the rice was just emerging above the water. The banks remained 
almost totally bare, with rare i,ndividual plants of rye grass (Lolium 
sp.) and shiny dock (Rumex crystallinus). Because of the repeated 
and total disruption of the area by ploughing, and the construction 
of new contour banks where there previously were none, these 19 mice 
can be regarded as dispersers. All were sexually mature; the males 
with scrotal testes, and the females (including one weighing only 8.2 
g and with a H-B length of 69 mm) with perforate vaginae. 
Mean weights and H-B lengths of these 19 mice were compared to 
those of 36 others trapped on the same nights on banks in the rice 
stubble area. These banks and their surrounds had remained, except 
for trapping, undisturbed si nee the rice harvest in April. Mean 
weights of mice on the new banks, at 13.5 g for males and 12.0 g for 
females, were smaller than those on the established banks in the 
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stubble area, at 15.3 g for males and 14.3 g for females, for both 
sexes (Table 5. 9, P < 0. 05). Differences in H-B 1 engths, however, 
were not significant {P > 0.05). 
Although shelter was freely available to the mice because of 
the new, friable and moist banks, searching revealed no burrows. 
Food was very scarce, if not entirely absent. No grain was spilt on· 
the banks at planting and the bays were under flood irrigation. It 
was concluded that these mice were not residents of the two banks. 
The clumped distribution of the capture points, shown in Fig. 5.10, 
may have been due to mice attracted to a successful trap by noise or 
odour of the first-trapped mouse. 
On 22 November, twenty traps were set on another of these 
banks. Seven males (mean HB = 78.4, er = 3.41) all with scotal 
testes, and 5 females (mean HB = 77.4, er= 6.69) all with perforate 
vagina, were caught. One of the females, with a H-B length of 89 mm, 
was lactating. 
(vi) Dispersal on the Dry Farm 
(a) Movements of tagged mice. One hundred and twenty-eight 
males and 79 females were captured more than once. Of them, 23 males 
(18%), and 19 females (24.1%) were recaptured at a site different 
from that of first capture. Those 42 individuals included 4 males 
and 7 females caught immediately outside the shearing shed and also 
inside the shed. If those 11 mice are not included, the percentage 
of mice captured at two locations is 14.8 for males and 15.2 for 
females. 
Two of them moved from one building to another (Fig. 5.11). 
One, a female weighing 8.5 g, was caught in the shearing shed on 27 
September and recaught at the piggery (approx. 110 metres away) on 16 
October. It was caught a further 7 times at the piggery unt i 1 it 
died on 6 December. The other,, a male, was caught at the piggery on 
13 May 1980, again on 15 May, then at the shearing shed the next 
night. It weighed 14.0 g, had scrotal testes, and was never recaught 
again. 
Two mice moved from the shearing shed to the woodpiles, a 
distance of 1 kilometre. Both were females. One, weighing 12.5 g 
{H-B length = 81 mm) was trapped in the shearing shed on 27 
September, 20 October, 14 November, then in a woodpile on 6 December 
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1979. The other, weighing 10.0 g (H-B length = 78 mm) was caught 
outside the shearing shed wall on 10 April 80, inside the shed on the 
next night, then in the woodpile a month later (16 May 1980). It was 
not caught again. 
Four females and two males were trapped in the wheatfield and 
recaptured later in the woodpiles. Distances involved were about 10, 
200 , 350, and 650 m for the fema 1 es, and 110 and 310 m for the 
males. Another male was trapped in the wheatfield, then retrapped 
the next night 200 m away at the fence line on the edge of the field. 
(b) Long-distance, passive movements. Two movement over long 
distances were observed. On 14 May, 1980, a male mouse, weighing 
12.0 g and of head-body length 74 mm, was caught and tagged in the 
shearing shed. It was subsequently caught in a snap trap in a house 
on a farm about 10 km away. This farm is also owned by the owner of 
the Dry Farm, who makes numerous visits between the two farms. Some 
items of farm machinery, such as harvesters and trucks, also travel 
back and forth between the two farms. The second case was.similar to 
the first, except that this mouse was caught in the rubb 1 e at the 
pigsty in May. Its tag was handed in on 19 August 1980, compared to 
9 June, 1980 for the first example. The traps which caught these 
mice were set by the resident because of the severity of the mouse 
plague at the time. 
5.3 (B) MORTALITY AGENTS 
( i) Pathogens 
On the Irrigated Farm, from 30 March to 25 September, 1978, an 
increasing proportion of tagged mice suffered from an infection by 
Actinobacillus spp., as determined from 2 specimens kindly examined 
by Dr Barry Munday, Department of Agriculture, Hobart. When he 
injected the i so 1 ated organism into 1 aboratory mice they developed 
symptoms similar to those observed in the field. 
In the field, typical symptoms consisted of an ulcerated, 
suppurative, pale greenish-yellow or cream-coloured lesion on one or 
more extremities which were in many cases severely swollen and 
deformed because of arthritis. Loss of digits was common. 
Occasionally lesions also occurred on the abdomen, including the 
genital region. One mouse with a very swollen face may have had a 
sub-dermal or nasal infection, and ·conjuctivitis was common. Figure 
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1 of Levaditi, Selbie and Schoen {1932) accurately portrays the gross 
appearance. The incidence of infection reached its peak in August 
and September, when the population peaked and declined rapidly, but 
the mortality rate due to the infection was not determined. Nor is 
it known how severely the chronic symptoms affected the reproductive 
performance of infected individuals, as suggested for laboratory mice 
by Sawicki, Bruce and Andrewes 1962, cited by Gledhill, 1967) •. No 
cases of this disease were seen on the Dry Farm. 
As well as this chronic poly-articular expression of 
Actinobaeillus infection, an acute septacaemic form of the disease 
also occurs. Death occurs in a few days and nothing characteristic 
is found at necroscopy (Wilson and Miles 1975). It is not known 
whether the acute form of the disease occurred during 1978 or at any 
other time during the study. 
(ii) Predators 
Many predators were present on the Irrigated Farm, as noted 
previously (p. 21). In 1978, spot-lighting transects were made at 
night to assess changes in abundance of foxes and feral cats. It 
soon became apparent that the ability of observers to see these 
predators varied both between different parts of the farm and 
throughout the year depending on the vegetation cover and this aspect 
of the investigation consequently was abandoned. 
5.3 (C) SURVIVAL RATES 
It was anticipated that survivorship curves could be 
constructed by using the proportions of each tag cohort which 
survived until subsequent trapping periods. However, the ear tag 
from each of 59 males and 64 females was missing, as indicated by a 
deep tear in the right pinna, when these mice were recaptured during 
1978 and 1979. Consequently, it was not possible to determine when 
such individuals were first trapped. They may have been recaptures 
from some previous trapping period, or repeats from an earlier night 
in the current trapping period. Arbitrarily, these mice were assumed 
to have been trapped for the first time and tagged during the 
trapping period immediately prior to their recapture. 
The numbers of tagl ess recaptures in each month are shown in 
Table 5.12. On the previous assumption that they were originally 
marked in an earlier trapping period, these mice represented 14.4 per 
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cent of male recaptures and 14.8 per cent of female recaptures 
throughout 1978 and 1979. 
As discussed in the previous section, very few mice were 
retrapped on a location different from that of their first capture. 
Survival rates reported here refer to onsite survival and do not take 
into account those few mice which were observed to move from one 
location to another. 
(i) Survival during irrigation seasons 
During the irrigation seasons very few mice were recaptured. 
Much of this poor on-site survival was due to dispersal and/or death 
of young mice. The constancy of population density between January 
and May 1978, in spite of continued breeding during that period, is 
referred to above. A similarly slow increase in density was observed 
on the irrigated banks during the next breeding season in January and 
February 1978 (Fig. 2.1, above). Together, these results show that 
the population was characterized by rapid churning. Survival rates 
during the outbreak in early 1980 are not reported because of the 
gross mortality caused by the poisoning campaign in January, as 
discussed previously. 
(ii) Survival during the post-harvest season 
(a) 1978. The survivorship curves of cohorts of mice caught 
for the first time in each month after the harvest in April 1978 were 
of two types (Fig. 5.13). 
' (1) Modified Type I curves, after Pearl (1928) (cited by 
Krebs (1972)). These are characterized by high losses between first 
capture and the next trapping period, followed by a period of 
relatively high survival. Then, after 75-100 days from first 
trapping, there was a rapid and usually complete loss. The clearest 
example of this survivorship pattern was exhibited by mice caught at 
the first trapping after harvest. Similar curves, though with 
generally poorer survival, were displayed by both sexes trapped for 
the first time in the bays at the next occasion, in May. 
(2) Type II curves. All other trap cohorts exhibited 
exponential loss, in which 80-90 per cent died or emigrated in the 
first month, with complete extinction by approximately 100 days. 
Slight deviations from exponential decay involved only one or two 
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individuals after the population had declined by more than 80 per 
cent. 
It is clear from both types of curves that by far the greater 
proportion of both males and females were trapped only in one 
month. The mice with the highest probability of remaining in the 
trappable population were those caught for the first time at the 
first trapping after draining and harvesting of the crop. Of them, 
19 per cent of the females and 10 per cent of the males survived at 
least 100 days. 
(b) 1979. For each monthly cohort shown in Fig. 5.14, the 
period, during which supplementary wheat was provided on Bank 76 and 
Bay 75, is shown as a shaded region. As in 1978, the April cohort in 
the bays exhibited Type II curves. 
For the April and May cohorts, loss rates were similar to 
those of 1978, and very few mice survived to the commencement of 
free-feeding. Thus, the 100 per cent survival rate, which can be 
seen in Fig. 5.13 for April males during the period of free-feeding, 
involved only one individual on each of Bank 76 and Bays 74 and 75 -
just 2.3 per cent of the original cohort. 
It is clear from Fig. 5.13 that the provision of supplementary 
food resulted in higher survival rates for only a small proportion of 
mice. This finding is not influenced by the loss of ear tags, for of 
the 64 males recaptured in August and September, only two had lost 
their tags. Similarly, for females, only 1 out of 46 recaptures had 
a missing tag. The largest improvement in surviva\ due to 
supplementary feeding was in the cohort of females trapped on the fed 
bank on the last occasion before commencement of feeding. Like other 
cohorts, most (88%) of these mice had already disappeared by the next 
trapping, which commenced in this case 2 weeks after feeding had 
begun. Of the 8 which were still present, 2 old females with H-B 
lengths exceeding 90 mm were not retrapped at the next session on 4-6 
September. The remaining 6 females ranged in H-B length from 71 to 
76 mm. One survived only until August, while all others survived at 
least until early October. Some residual effect of the feeding may 
have operated also, as two of these females survived until late 
December. On the bay with supplementary feeding, female survival was 
not better than on the unfed bay. Both cohorts exhibited Type I I 
curves, with extinction before 100 days after first capture. 
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Survival on Bank 76 may have been higher than at the other 3 
locations, even in the absence of supplementary food. This is 
indicated by the survival to the next trapping of nearly 50% of the 
June fema 1 e cohort on that bank, before food was added, compared to 
less than 12 per cent on Bank 75 and both bays. This finding is only 
slightly influenced by the loss of tags, as only 
were recaptured, on Bank 76, in July. 
5.3 {D) MOVEMENTS BY RESIDENT MICE 
tagless females 
(i) Movements on the same banks or bays as original capture 
(a) Comparisons of movements made within and between trapping 
periods. Distances between consecutive captures within periods 
(within-period movements) did not differ significantly from those 
made between periods (between-period movements) for either sex on the 
bays in 1978 (Table 5.1~ B and D, P > 0.05), but did so on the banks 
(Table 5.1], A and C). In Table 5.11, a recapture of a mouse at the 
same trap position as that of its previous capture is regarded as a 
movement of zero length. 
From the frequency d'istributions given in Table 5.1~, it can 
be seen that mice on the banks made relatively fewer movements of 
zero length between periods than they did within periods, suggesting 
that trapping on the banks restricted the movements of both males and 
f ema 1 es. If that were so, the mean di stances between consecutive 
captures on banks, of 2.4 m for females and 1.9 m for males (Table 
5.12) would be under-estimated. This conclusion is supported by an 
examination of within-period movements only. A Kruskal Wallis 
analysis of variance, by ranks, of distances moved within periods by 
males and females on banks and bays showed they could not be regarded 
2 
as coming from the same population of distances {H = 10.21 > x3 = 
9.35; P < 0.01). After lumping sites no significant difference was 
found between sexes (t = 0.30, P > 0.05, Wilcoxin 2-sample test). 
When sexes were lumped, movements on banks were found to be 
significantly different from movements on bays (t = 2.70; P < 
0.01; Wilcoxin 2-sample test). Again this difference was due to 
fewer recaptures at the same position and to more movements of 11 to 
40 m on the bays than on the banks. 
In 1979, for both males and females, there was also a 
s i gni fi cant difference between wi thin-period and between-period 
movements on the bays, in addition to that on the banks (Table 
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5.13). Thus, whereas in 1978, within period trapping on the bays did 
not restrict movements, it did so in 1979, suggesting that there was 
a greater tendency for mice to make 1 onger movements in the bays in 
·that year than in 1978. As in 1978, there were more recaptures at 
the point of release on banks compared to bays. Again there was no 
significant difference betwe.en sexes. Of the 89 females recaught 
between trapping periods, 78 (88%) were recaught not more than 10 m 
from their point of release. The tendency was only slightly less 
pronounced in males with 39 of 64 males (61%), which were recaptured 
between periods, being found not more than 10 m from the point of 
release. These results suggest that resident mice were ranging up to 
40-50 m, but they had a very strong adherence to a home site from 
which these movements were made. 
The frequency distributions for within-period movements and 
between-period movements for these fema 1 es on the bays were 
significantly different (Wilcoxin 2-sample test, P < 0.05, Table 
5.1~ B). This difference was due to a higher proportion of movement 
between 11 and 60 m within periods compare to between periods. 
5.4 DISCUSSION 
5.4(A) DISPERSAL 
One of the many difficulties associated with the study of 
dispersal is that of distinguishing dispersing individuals from 
residents. Removal trapping has been used to overcome this problem: 
mice trapped on an experimental area previously cleared of residents 
have been classified as dispersers. Their attributes have then been 
compared to those of resident mice from similar, but not trapped-out, 
control areas (e.g. Krebs et al. 1969; Gaines, Vivas and Baker 
1979). 
In the present study, routine farm management had the same 
effect as removal trapping; producing areas of land from which mice 
were absent, thereby allowing unequivocal identification of 
dispersers. The draining of irrigation water from the flooded rice 
crop occurred at the height of the breeding seasons in 1978 and 
1979. Mice caught in the bays immediately after draining were 
dispersers. In addition, ploughing produced seed beds from which 
contour banks were constructed before the beginning of the breeding 
season in the spring of late 1979; mice trapped later on these banks 
were dispersers, also. 
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Another common method of investigating the demographic 
consequences of dispersal is to examine populations from which 
dispersal has been frustrated by a fence (Boonstra and Krebs 1979; 
Krebs, Keller and Tamarin 1969}. In some respects, the water in the 
bays during the irrigation season acted as such a fence to the mice 
on the adjacent banks. 
It is important, however, to emphasize that dispersal is any 
movement of an individual away from its home area. Hence, mice can 
disperse (from their home sites), yet remain confined to the banks. 
If the whole area of the banks is already filled by male territories, 
such dispersing male mice might be unable to settle anywhere on the 
banks, yet unable to leave them because of the irrigation water. 
Lidicker (1975) distinguishes two types of dispersal: 
saturation dispersal is the outward movement of surplus individuals 
from a population living at or near its carrying capacity. The 
emigrating individuals are most often social outcasts, juveniles and 
very old individuals, or those in poor condition. Pre-saturation 
dispersal is emigration from the population before the carrying 
capacity of the habitat is reached. The emigrants are not socially 
destitute or resource deficient. Compared to saturation emigrants, 
pre-saturation dispersers should have a higher chance of survival at 
their new destination (Lidicker 1975). Lidicker (1975) also 
discusses 1 frustrated dispersal 1 • Whether the mice on the banks 
during the irrigation season accord with that concept is discussed 
later. 
(i) Pre-saturation dispersal in spring and early summer. 
The 19 dispersing individuals caught on the newly-constructed 
banks at the beginning of the 1979 breeding season conformed to 
Lidicker's description of pre-saturation dispersers. While 11 of the 
mice were males, the small sample size precludes any significance 
being attached to the slight excess of males. Clearly, both sexes 
were strongly represented amongst dispersing individuals at this 
time. The sizes of these dispersing mice ranged from very small to 
large. The small mice differed from all others by their 
precociousness. At no other ti me were such sma 11 males with scrota 1 
testes caught. The finding of these mice together with older 
lactating females is in accordance with Lidicker's (1975) hypothesis 
that mice undergoing pre-saturation dispersal will be in good 
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condition, and that all size and sex classes will be represented. 
Moreover, it also suggests that puberty in all other situations 
examined on the Irrigated Farm was delayed by social factors, and 
only by dispersing could young mice achieve early sexual 
maturation. The contrast between this early maturation and the 
failure of younger adults to breed after they dispersed into the bays 
(Chapter 4) is discussed later. 
The occurrence of pre-saturation dispersal in October may be 
associated with the decline of population density in the late spring 
of both 1978 and 1979. Spring declines occur in populations of other 
rodents, and their occurrence has been attributed to changed spacing 
behaviour brought about by increased aggress'ion at the beginning of 
the breeding season, e.g. Sadlier (1965) and Healy {1967) for 
Peromsycus maniculatus; Hansen and Batzli (1978) for P. leucopus; 
and Watts (1969) for Apodemus sylvaticus. The arrival of precocious 
mice on the apparently inhospitable newly-constructed banks, which 
were bare of vegetation, supports that attribution, as does the 
spring dispersal of 3 month-old M. musculus reported by Newsome 
(1969a). 
If these conclusions are applied to the spring of late 1977, 
before the study began, the following sequence of events can be 
postulated as an explanation of the population composition and size 
observed in early 1978. The sequence starts with the assumption that 
mice did not survive on the contour banks during the winter and 
spring of the drought year of 1977, but small numbers survived in 
other habitats such as buildings and channe 1 s. At the beginning of 
the irrigation season in spring, therefore, the contour banks next to 
the flooded rice bays would have been unoccupied. Pre-saturation 
dispersal from the other habitats would have resulted in a few 
precocious young mice arriving on the banks in October or November, 
probably with some larger females, as found on the newly-constructed 
banks in October 1979. 
If the hypothesis based on food quality (Chapter 4) is 
accepted, poor quality food during the 1977 non-irrigation season 
would have reduced growth and fertility of these colonizing females, 
as demonstrated by the small mean litter size, of 6.4, found later, 
in November. Males, after their arrival on the irrigated banks in 
October, probably occupied exclusive territories, defended primarily 
by urinary marking. 
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High quality food would have become abundant on the banks as 
grass seeds were produced. Males from the first lot of litters born 
after the initial colonization would have grown rapidly, reached 
puberty by December, and dispersed under the motivation of the 
urinary pheromones. Some may have been able to establish a 
territory, but probably most wandered the banks as vagrants, until 
they met early death by predation. 
(ii) Frustrated pre-saturation dispersal. 
Trapping commenced in January 1978, and a more conclusive 
summary can be made of subsequent population changes. 
In January, February, and early March 1978, there were 3 males 
to every 2 f ema 1 es; the excess of ma 1 es occurring in mice with H-B 
lengths less than 80 mm. From results given in Chapter 3, these 
smaller mice would have been born in November and December, as 
suggested above. There are five possible explanations for the excess 
of young males : 
(1) the smaller males were immigrants from outside the rice 
areas as proposed, in (i) above, for the last two or three months of 
1977. Because males disperse more readily than females, (Brown 
1953; Southwick 1958; Rowe, Taylor and Chudley 1963; de Long 
1967; Newsome 1969b, 1970; Busser, Zweep and van Oortmerssen 
1974; Lidicker 1976; Petras and Topping 1981; van Zegeren 1980); 
but not Myers 1974), more of them arrived and were captured on the 
banks. 
Similar findings have been made in other studies. In South 
Australia, Newsome (1969a) found mice to invade a wheatfield each 
summer. The best data for comparison with the present study are from 
the period from December 1964 to February 1965. As in the present 
study, and as noted previously, the colonizing mice were at least 
three months old, and of the 32 mice trapped, only 10 were females. 
Similarly, Berry and Jakobson (1971) found female mice to constitute 
only 30% of the first trappable young of the year, and the proportion 
I 
increased as the breeding season progressed. Pelikan (1981) 
concludes that an excess of males were caught in fields and ricks in 
the early part of the breeding season because males migrate sooner 
from their winter refuge in farm buildings. On the Irrigated Farm, 
mice were numerous in buildings only in the winter of 1979, but 
wasteland, channels and wheat crops may have supported over-wintering 
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populations; 
(2) the young were born on the banks but on-site survival of 
young males was superior to that of young females. If males disperse 
more readily than females, lower on-site survival of females must 
imply greater juvenile mortality of females compared to males. There 
is no evidence for or against such differential mortality; 
(3) the secondary sex ratio favoured males. No attempt was 
made in this study to determine if the secondary sex-ratio was 1:1, 
as assumed. None of the evidence examined by Myers and Krebs (197lb} 
I 
or Pelikan ( 1981) suggests otherwise, but Bittner (cited by 
Gruneberg, 1952) and Parkes {1924) found significant departures due 
to diet and season, respectively, in laboratory mice. Hoogland 
(1981) emphasized that if mothers invest more in their daughters than 
sons by continued provision of resources to a daughter after the male 
offspring have emigrated, then there will be selection for male-
biased litters. The demic and exclusive territory models of mouse 
populations both emphasize early dispersal from the home site by 
young males. Major deviations from a secondary sex ratio of 1:1 may, 
therefore, have a sound theoretical basis. As pointed out by Krebs 
and Myers (1974), a very large sample size would be required to show 
such a deviation if it were small. For example, many of the 
deviations from parity reported above may be larger than would be 
required for them to influence the demographic future of the 
population, but even with these relatively large samples it was not 
possible to determine whether or not some were any more than random 
departures, due to sampling, from a population with parity; 
(4) sub-adult males are more easily trapped than sub-adult 
females. If resident males travel over larger home ranges, more 
ma 1 es than females would be exposed to the traps. None of the data 
from the present study support that assumption. For example, the 
mean minimum distance travelled by four females between 1 sites in 
early 1978 was 77.5 m compared to 111.3 m for four males. The 
difference between means is not significant (Table 5.3), and two of 
the females moved further than 100 m. Similarly, there were no 
significant differences between the trap-revealed distances moved by 
males and females within trapping sites in either 1978 or 1979. 
Thus, longer movements by resident males is rejected as the cause of 
a sex ratio favouring males in early 1978. This explanation refers 
only to a sedentary population because the findings relate only to 
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mice which were captured more than once. The majority, some ••• per 
cent, we re captured only once and it is not known if males of that 
class of mice moved further than similar females. If these transient 
mice are, in fact, dispersers, then explanation (1), above, applies. 
Furthermore, if one were to invoke easier trapping of males in 
January and February as the cause of the excess of males, would one 
then be logically required to invoke easier trapping of females as 
the cause of their excess numbers in the bays in winter? In the 
absence of supporting data, and given the large numbers of transient 
mice, differential trapping of resident males and females is 
considered not to be the cause of sex ratios differing from 1: 1 in 
the present study; 
(5) Myers and Krebs (197lb) suggest that accelerated growth 
rate of males could bring about an initial excess of juvenile males, 
then an excess of adult females. In the present study, however, 
females grew more rapidly than males in November and December 1978 
(Chapter 3). At the growth rates of 1. 03 per cent per. day for males 
and 1.83 per cent per day for females, and asymptotic head-body 
lengths of 87.3 mm and 89.4 mm (Table 3.2), ma.le mice born in mid-
November would have been 56 mm long, and females 70 mm, at the end of 
January. By the end of February, they would have been 62 and 77 mm 
respectively. Corresponding values using November 1979 growth rates 
are 73.2 and 77.5 mm for males and females respectively, while if a 
composite of November and December 1979 growth rates is used, ma 1 es 
and females would have reached 68 and 73 mm by the. end of January and 
73.4 and 80.0 mm by the end of February. It is clear that in both 
years, faster growth by females would have caused fewer sub-adult 
females than males to be captured in January and February, as was 
observed. This alone, however, does not account for an overall sex 
ratio in favour of males. For that finding, in the absence of a 
disparit secondary sex ratio and of easier trapping of resident 
males, either differential survival or differential dispersal, or 
both, are required. 
Hence, it is concluded that immigration onto the banks 
continued during January and February and early March, so that there 
were numerous transient sub-adult ma 1 e mice moving a 1 ong the banks. 
It is likely that these young immigrant mice left the nearby 
wheatfields where the populations may have reached saturation density 
after reproduction peaked in December, as was observed in 1979. 
Chapter 5. 209. 
These later immigrants would have encountered the original, 
now territorial, colonizing males. Unable to settle, the later 
arrivals would have joined the ranks of the vagrants. It is 
concluded that poorer survival of vagrant males, compared to that of 
females which remain at their site of birth, ensured that the 
population density remained constant, while the proportion of females 
in the population was increasing, so that the sex ratio increased to 
1:1 by mid-March (Fig. 5.15). 
In this way, the population was regulated by presaturation 
dispersal, even though the irrigation water probably confined most of 
the mice to the contour banks. Predation may have been the most 
important mortality agent at that time, and the proposed mechanism of 
regulation implies that dispersing, transient males on the banks were 
more susceptible to predation than were young females. 
(iii) Release of frustrated dispersal. 
In both 1978 and 1979, twice as many males as females were 
caught in the middle of the bays one week after they were drained. 
These observations also agree with previous findings that males have 
a greater tendency to disperse than do females. 
In contrast, Myers (1974) found that females were more common 
among dispersers than were males. Her strongest evidence came from a 
spring population increase (as opposed to the spring declines, 
discussion above) which must have been caused by immigration, as only 
one pregnant female was caught before the increase. As discussed in 
Chapter 4, a similar population increase was observed by Newsome 
{1970), when twice as many females as males immigrated onto a 
trapping grid after heavy rain. As Myers' study site was in an area 
where fields are ploughed in a 3-year sequence, her grid should have 
been reploughed in 1971, as its previous ploughing was in 1968. 
Whether or not this was the case, even ploughing of an adjacent field 
may have caused the population increase and female movement which she 
observed. This is an important point, for successful breeding in the 
present study was often associated with a sex ratio favouring females 
(Chapter 4). (Similar relationships can be found in Stueck and 
Barrett (1978), though de Long (1967, 1978) found an excess of adult 
males at times of peak reproduction.) If such a breeding population 
with an excess of females is forced to move, by flooding or by farm 
operations, then clearly it would appear that females are more common 
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amongst dispersers. Forced migrations, such as these, can occur at 
anytime, whenever there is a catastrophic decline of habitat quality. 
Stickel (1979) observed movement of 'essentially the entire 
population' during a period of three months. Mice moved from a field 
supporting dry grass stems to one with a dense cover of new wheat. 
Such a 'mass migration', to use Stickel 1 s term, differs from both of 
the above forced migrations, particularly in relation to the time 
taken for the group to move. A 11 have in common, however, the 
fortuitous proximity of an unoccupied habitat at the time of 
movement, which accounts for the 1 luck 1 which enabled the colonizers 
to exploit their new habitat (Myers 1974). Secondly, all three can 
be regarded as examples of saturation dispersal (Lidicker 1975), in 
which the carrying capacity was reached - suddenly, because of floods 
in Newsome's example and perhaps ploughing in Myers•, and slowly, 
because of diminishing food and/or cover, in Stickel 1 s. Lidicker 1 s 
corollary that saturation dispersal involves surplus individuals 
which are usually social outcasts or juveniles, probably in poor 
condition appears to re qui re modification to accomodate such forced 
migrations as saturation dispersals. 
Clearly, the colonization of the bays after draining differed 
from these saturation dispersals, and it may be regarded as a 
consequence of releasing the previously frustrated pre-saturation 
dispersal. Consequently, the colonization of the bays gives further 
information about the attributes of individuals involved in pre-
saturation dispersal, some of the factors which induce pre-saturation 
dispersal, and the fate of some pre-saturation dispersers. 
The conclusion that there was a continual input of young male 
immigrants onto the banks in early 1978 is supported by the 
observation of an excess of males colonizing the bays concurrent with 
an equal sex ratio of sedents on the bank. This was in spite of an 
excess of females on the banks immediately before colonization of the 
bays. Together, these conditions require a continual input of excess 
males into the total population. Otherwise, the sedentary population 
on the banks would contain a deficit of males, as was observed in 
1979. 
It is concluded that transient male mice moving along the 
banks, as well as mice born on the banks, took part in the 
colonization of the bays in 1978 (Fig. 5.15). 
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A week after draining of the bays in March 1978, the sedentary 
population remaining on the banks was dominated by large individuals, 
many of which were born in November, though some may have been over-
wintered individuals. In contrast, members of all size classes that 
were present on the banks before draining dispersed into the bays 
after draining in March. These included many individuals longer than 
80 mm, some as large as 92 mm and 22 g, in both 1978 and 1979. 
According to Lidicker (1975), the literature is rich with references 
to dispersal dominated by juveniles. That this was not so when the 
bays were being colonized suggests that the large individuals which 
disperse into the bays may have been previously subordinate to those 
mice which remained on the banks. That is, it suggests that, at the 
time of draining, there was a hierarchical social system on the 
banks. 
(iv) Dispersal and social structure 
The absence of precociousness in young mice dispersing into 
the bays in autumn is contrasted above to the precociousness of 
spring dispersers. If mice on the banks were organized in a 
hierarchical social system immediately before crop draining, then, by 
dispersing along with larger females into the bays, the young females 
may have retained some of the social relationships they had 
experienced previously on the banks. Apparently, the larger females 
in the bays continued to suppress the sexual maturation of young 
females. Bekoff (1977) considers such experiential history of an 
individual animal to be the major determinant of whether it will 
disperse from its place of birth. 
This raises further questions: why did the females disperse 
from the banks if, in a demic structured population, a number of 
breeding females can coexist in one group territory? Could it be 
that the group territory structure is a less favourable option for 
female mice than is possession of an exclusive territory? These 
findings indicate that, at least during the breeding season, that may 
be the case. Furthermore, the equality numbers of (large) males and 
females remaining on the banks immediately after draining in 1978 
suggests that fema 1 es, as we 11 as males. when given the opportunity, 
will disperse into individual territories. 
In contrast to the sex ratio of 1:1 found on the banks after 
draining in March 1978, there was an excess of females at that time 
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in 1979. This suggests that female group territories were maintained 
on the banks, even though the bays were available for colonization. 
Males, on the otherhand, dispersed as they did in the previous year, 
as indicated by the sex ratio of about 0.7 in the centre of the bays 
a week after draining in both years. 
Further evidence that some mice on the Irrigated Farm are 
territorial is given by the Type I survivorship curves of mice caught 
in bays for the first time in April, 1978 which was the first 
trapping period after the bays were drained. Similarly shaped curves 
were reported for colonizing cohorts of Rattus sordidus colletti by 
Redhead (1979) who attached the following interpretation to them. 
Indi vi duals were trapped for the first time soon after they entered 
the trappable population. Competition_ for space then followed, and 
many mice died or dispersed, so that survivorship of the cohort was, 
overall, initially poor. Those that survived this initial coloniz-
ation period, however, subsequently had the highest survival rates 
observed. Eventually, survival again declined as the various 
mortality agents took their toll and the cohort declined to 
extinction. 
Mice caught in the bays for the first time after April did not 
exhibit this type of curve except, to a small extent, for the May 
cohort. Neither did mice caught for the first time in April on 
banks, where mice had been present since the beginning of the 
irrigation season. The absence of Type I curves in these cohorts, 
and the rapid 1 oss of these mice from the popu 1 at ion, suggest that 
they were consistently unable to compete against the already 
established individuals. This suggestion accords with the findings 
by Adamczyk and Ryszkowski {1965) for mice released into a building. 
Why there was an apparent retention of group territories in 
1979 but not in 1978 cannot be answered from the present data. 
Clearly, however, the greater tendency towards female sedentary 
behaviour was associated with higher fertility rates during the 1978-
79 irrigation season compared to those of the 1977-78 season. 
Furthermore, there were very few sub-adult mice on the banks 
during the 1978-79 irrigation season whereas, in the previous one, 
sub-adults predominated (Chapter 4). Some fema 1 es bred throughout 
the autumn and winter of 1978 (Chapter 4). Together, these two 
findings indicate that the population on the banks during the 1978-79 
irrigation season had been socially stable for some months, as 
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opposed to the continual immigration which apparently occurred in 
late 1977 and early 1978. 
Associated with this enhanced stability of the bank population 
was a higher prevalence of pregnancy, compared to that of the 
previous irrigation season (Chapter 4). Perhaps the demands of 
maternity in 1979 strengthened the bonds between female mice and 
their nest sites on the banks. 
These findings appear to explain the mechanisms which were 
responsible for the shorter duration in 1979, compared to 1978, of 
population regulation by dispersal on the banks (Chapter 2). That 
is, the occurrence of the population peak some three months earlier 
in 1979, compared to 1978, may be seen as a consequence ... of the 
retention of a social system consisting of group territories. This 
retention, in turn, was associated with a greater stability of the 
population and a higher fertility of females. 
5.4(B) THE ACTINOBACILLUS EPIZOOTIC 
Actinobacillosis may have been responsible for 
the population crash in September, 1978, particularly if an acute 
form of the disease occurred at that time. .If the absence of the 
chronic disease in 1979 and 1980, when populations were at a higher 
density than in 1978, indicates that the acute form was absent also, 
then perhaps the Actinobacillus organism became extinct on this farm. 
Alternatively, the virulance of the organism may have declined. 
Williams (1941) thought that strains of this disease in humans and 
laboratory mice might be more virulent than strains in wild mice. 
Another possible explanation is that the mice present during 1979 and 
1980 either developed resistence or were less susceptible because of 
genetic changes associated with the population increase. According 
to van Rooyen (in Williams 1941) different strains of laboratory mice 
showed considerable variation in their susceptibility to experimental 
infection with Actinobacillus. 
The role of Actinobacillus as a potential biological control 
of mouse outbreaks in Australia probably warrants further 
investigation. Although true Actinobacillus occurs in cattle in all 
regions of Australia, it is not regarded as of any great economic 
importance 1Seddon 1965). Its occasionally fatal occurrence in 
humans ( eg. Rountree and Rohan 1941) would have to be taken into 
account, however. It may be that mice in unirrigated parts of the 
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wheat belt do not normally encounter Actinobacillus because of the 
general aridity. Seeding of mouse populations just prior to an 
outbreak with Actinobacillus may decimate the population and prevent 
the outbreak from occurring. 
Various names have been used for true Actinobacillus (the 
clinical terminology sometimes includes Actinomycetes, which is not 
discussed here). For example Levaditi, Selby and Schoen (1932) and 
Gledhill (1967) refer to Streptobacillus moniliformis while Wilson 
and Miles (1975) refer to Actinobacillus muris. Seddon (1965) 
considers A. lignieresi to be the causal organism in cattle. 
Although I have not investigated fully the medical and veterinary 
literature, it would appear that any future work would have to 
include an accurate typing of the organism occurring in the M.I.A. 
5.5 CONCLUSIONS 
Conclusions 1 to 4 are summarized in Fig. 5.14. 
Conclusion 1. Both saturation and pre-saturation dispersal 
occurred on the Irrigated Farm. The timing and type of di spersa 1, 
and the class(es) of individuals dispersing were determined by 
external en vi ronmenta 1 factors. Pre-saturation di spersa 1 probably 
occurred early in the breeding season (October and November) and 
involved young mice of both sexes as well as older females 
immigrating onto unoccupied banks, probably from mi nor refuge 
habitats such as buildings and channel banks. Saturation dispersal 
probably occurred later during the breeding season (eg. January and 
February of 1978) and involved the immigration of young males onto 
the contour banks, probably from nearby wheatfields and other 
unirrigated vegetation which matured in early summer. 
Conclusion 2. Pre-saturation dispersal of mice was partially 
frustrated on contour banks when they were adjacent to flooded rice 
bays. Reproductively-suppressed vagrants were able to remain as 
transient dispersers along the banks. Draining of the bays released 
the frustration and al lowed mice of al 1 sizes and sex classes to 
disperse into the bays. 
Conclusion 3. The presence of breeding adults on the contour 
banks adjacent to flooded bays imposed a density-dependent response 
on immigrant mice. At high densities of residents (1978-79 and 1979-
80 irrigation seasons), immigration was prevented. At intermediate 
densities, immigration occurred but the immigrants, especially males, 
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remained transient and reproductively suppressed (January and 
February of 1978). At very low densities, or absence, of residents, 
young immigrants successfully colonized the banks and became sexually 
mature at a younger age than mice in any other social situation (eg. 
on newly constructed banks in October 1979 and, it is assumed, on the 
banks adjacent to irrigated bays in late 1977). 
Conclusion 4. Under conditions of moderate density and/or 
sub-maximal fertility, release of frustration of dispersal resulted 
in low densities and equal sex ratios of resident males and 
females. This suggests a reversion occurs, from shared territories 
containing a mature territorial male and a number of mature females 
as well as subordinate mice of both sexes to exclusive territories 
and/or pair bonds. Under conditions of high density and/or maximal 
fertility, release of frustration of dispersal resulted in a 
maintaining of, or rapid restoration to, shared territories. 
Conclusion 5. After dispersal had been frustrated on the 
banks adjacent to irrigated bays long enough for reproductively-
suppressed young adults to be common, removal of the frustration did 
not allow the younger suppressed mice to become sexually mature after 
they dispersed. The presence of many large dispersing females is 
considered to be the cause of the continued suppression of the 
younger dispersing females. This situation is therefore contrasted 
to pre-saturation unfrustrated dispersal occurring in the early part 
of the breeding season from mi nor refuge habitats. Secondly, under 
these conditions of relaxed frustration, males colonized the new 
areas more rapidly than females. 
Conclusion 6. Some pregnant females make long movements, and 
pregnant females sometimes move en masse in response to changed 
external conditions (eg. May 1978 and previous studies mentioned 
above). The long movements by some pregnant females may be 
exploratory excursions which would ensure a knowledge of surrounding 
areas. 
Conclusion 7. On site survival of mice was higher during a 
period of reproductive stagnation in winter and early spring of 1979 
than at all other times during which mice were breeding. This 
survival was not a consequence of free-feeding, for it was observed 
on other farms where free-feeding was not carried out. 
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Conclusion 8. An outbreak of chronic Actinobacillo,s} during 
the winter of 1978 may have been the major factor halting the 
population increase at that time. 
Table 5.1 Trap success and sex ratios (proportion of females 
in sample) on contour banks adjacent to flooded rice bays, 
January to mid-March, 1978. 
Trapping date No of Mice per Sex ratio 
trap-nights 100 trap nights 
16-19 January 400 16.5 0.39 
2-3 February 196 21.9 0.37 
27 February-2 March 642 21.2 0.42 
13-17 March 459 20. 7 0.58 
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Table 5.2 CA) Mean weights and CB) mean head-body lengths of mice between 
draining and harvesting of the rice crop, Irrigated Farm, March 1978. 
Values of F (variance ratio) and t are shown for the paired comparisons enclosed by 
brackets. 
Males Females 
(1) Bay ( 2) Bay ( 1 & 2) Banks (1) Bay (2) Bay ( 1 & 2) Banks 
centres edges centres edges 
(A) Weight 
w 15.1 15.4 15.2 17. 7 13. 10 13.9 13.6 18. 3 
s 2.42 2.40 2.41 2.35 3.56 4. 72 4.23 4.79 
n 92 62 154 18 42 51 93 20 
'---- ....____,_----v----' 
not tested + t=5.246, P<0.001 F=l.754, P>0.05 + t=4.401, P<0.001 
t=0.94, P>0.05 
(Bl Head-bod:t length 
L 81.0 81. 1 81.0 84.0 76.0 78.8 77.5 84.5 
I 
s 4.37 4. 77 4.52 5. 73 5. 71 7.89 7. 12 6.99 
n 92 61 153 21 40 51 91 20 
~ ~---
F=l.19, P>0.05 F=l .27, P>0.05 F=l.910, P<0.05 + t=3.954, p < 0.001 
+ t=2. 76, P<0.01 ++ t=l .962, P>0.05 
+ (Sokal & Rohlf, 1975, p. 220) 
nl + n2 
nl + n2 - 2 n 1 n2 
++ ti = 
2 t + Sz 2 t CB I I SS 1967, p. 216) Tested aga Inst s, 
2 2 
s1 • S2 
Table 5.3 Minimum distances between consecutive captures of mice which were 
recaught at a location ~lfterent from that of release, Irrigated Farm, 1978. 
Means (d) and standard deviations (s) are also shown. CA = scrotal testes 
or perforate vagina, preg = pregnant, fact = lactating) 
I w L Release Recapture Release Recapture 
date date site site 
m-
( I ) Irrigation season d = 77.5, s = 10.0, n = 4 
680 10.0 72 A 15 March 3 Apr 11 Bank Bay edge 
670 21.0 85 A 16 March 31 March Bank Bay edge 
903 9.4 72 A 31 March Apr I I Bay edge Bay centre 
817 16 January 31 March Bank Bay centre 
C II l Released before harvest and caetured after harvest 
4748 21.2 83 A(preg) 5 Apr 11 2 May Bay edge Bank 
4790 17.2 80 AC I act) 5 Apr I I , 29 June Bay centre Bank 
C 11 I) Released and recaetured In June, July or August (winter) 
6404 11 July 17 July Bay Bank 
6404 17 July 13 Sept Bank Bay 
6909 12 July 17 July Bay Bank 
6944 13 July 19 July Bay Bank 
6761 .16 Aug 23 Aug Bank Bank 
6616 29 June 23 Aug Bank bank 
6314 12 July 23 Aug Bay Bank 
7106 19 July 3 Aug Bank Bay 
7107 ; 19 July 3 Aug Bank Bay 
d = 20.9 m, s • 21.6, n = 9 
(IV) Released and recaetured In August1 Seetember or October <sering) 
7188 23 Aug 12 Sept Bank Bay 
7188 23 Aug 25 Sept Bay Bank 
7220 22 Aug 12 Sept Bank Bay 
7314 24 Aug 12 Sept Bank Bay 
7356 13 Sept 25 Sept Bay Bank. 
d=21.4,s = 14.2, n = 5 
(B) MALES 
( I ) Irrigation season d = 11.3, s = 98.3, n = 4 
829 9.9 71 A 18 Jan 1 Apr Bank Bay centre 
6077 13.1 78 A 2 Mar 2 Apr Bank Bay edge 
6090 12.3 76 A 27 Fel:> 31 Mar Bank Bay edge 
4702 13. 1 76 A 31 Mar 5 Apr Bay edge Bay centre 
(Ii) Released before harvest and recaetured after harvest 
4769 
( 11 I) Released and recaetured In Junez July or August Cw Inter) 
6521 26 June 10 July Bank Bay 
6951 13 July 17 July Bay Bank 
6855 11 July 17 Ju I y Bay Bank 
7065 10 July 12 Sept Bank Bay 
-d 25.3, s = 4.4, n =4 
<Iv) Released and recaetured In August2 Seetember or October <sering> 
7355 13 Sept 25 Sept Bay Bank 
7351 12 Sept 25 Sept Bay Bank 
7330 25 Sept 25 Oct Bank Bay 
7330 26 Oct 30 Dec Bay Bank 
ci = 21.a, s = 27.0, n = 4 
d 
30 
5 
125 
150 
90 
35 
6 
6 
6 
36 
22 
70 
8 
28 
6 
36 
17 
36 
14 
4 
250 
75 
20 
100 
28 
22 
21 
30 
10 
67 
10 
24 
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Table 5.4 (Al Mean weights and (8) mean head-body lengths of mice between draining and 
harvesting of the rice crop. Similar statistics are shown for a fallowed area during 
the same week, Irrigated Farm March 1979. 
Males 
Recently Adjacent Fallow Adjacent 
drained banks bay bank 
bay 
(A) Weight 
w 15.8 15.4 13. 1 12.4 
s 2.10 4.04 3.52 3.13 
n 27 15 15 38 
t=0.395, P>0.05 t=.708, P>0.05 
w 15.7 12.6 
s 3.20 3.26 
n 42 53 
t=6.618, p < .001, 93 d.f. 
(8) Head-body length 
L 82.7 
s 4.78 
81.0 
1.20 
n ~ 
L 
s 
n 
t=0.946, p > o.os 
82.1 
5.73 
42 
79.8 
6.96 
15 
77.2 
5.97 
37 
t=l.387, p > 0.05 
77.9 
6.32 
52 
t=3.340, p < 0.01, 92 d.t. 
Females 
Recently Adjacent Fa! low Adjacent 
drained bank bay bank 
bay 
16.6 
4.44 
18.5 
5.41 
13 31 
~~ 
t=l.141, P>0.05 
17.9 
5. 17 
44 
13.5 
3.95 
14.06 
5.03 
20 29 
~
t=0.632, P>0.05 
13.8 
4.59 
49 
t=4.034, p < .001, 93 d.f. 
85.0 85.5 79.3 79.2 
6.81 9.03 7.30 8.18 
;3 31 21 29 
t=0.173, p > 0.05 t=0.02, p > 0.05 
85.3 79.26 
8.36 7.74 
44 50 
t=3.660, p < 0.001, 92 d.t. 
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Table 5.5 Relative importance of two topographical features (banks and 
bays) as origins of movements by mice which left the site on which they 
were first trapped; Irrigated Farm, 1979 post-harvest. 
ORIGIN 
1979 
Bays 
Banks 
1978 
Bays 
Banks 
HARVEST 
MALES FEMALES 
0 
4 
0 
8 
0 
0 
SEASON 
WINTER SPRING 
MALES FEMALES MALES FEMALES 
1 
9 
5 
8 
3 
1 
14 
15 
13 
10 
3 
7 
' SUMMER 
MALES FEMALES 
2 
2 
5 
2 
Table 5.6 Relative importance of two topographical features (banks and 
bays) as destinations of. mice which moved from the site on which they 
were first trapped; Irrigated Farm, 1979 post-harvest. 
DESTINATION 
1979 
Bays 
Banks 
1978 
Bays 
Banks 
SEASON 
HARVEST WINTER SPRING 
MALES FEMALES MALES FEMALES MALES FEMALES 
3 
1 
8 
0 
0 
0 
9 
1 
9 
4 
1 
3 
14 
15 
7 
16 
5 
5 
SUMMER 
MALES FEMALES 
2 
2 
2 
5 
Table 5. 7 Probabilities (P) of observing the proportions of 
movements (A) each commencing on and (B) ending on banks and bays 
assuming a binomial distribution with equal probabilities for each 
feature. 
(A) Commencing on banks 
Season Total number Number of movements 
of movements commencing on banks 
1. Autumn 
2. Mid winter 
3. Late winter-spring 
4. Summer 
(B) Ending on banks 
12 
23 
52 
11 
Season Total number 
of movements 
1. Autumn 12 
2. Mid-winter 23 
3. Late winter-spring 52 
4. Summer 11 
Number 
ending 
12 
17 
25 
4 
of 
on 
1 
5 
31 
7 
movements 
banks 
p 
.0002 ** 
.0120 * 
.1060 n.s. 
.1611 n.s. 
p 
0.0029 ** 
0.0040 ** 
0.0426 * 
0.1611 n.s. 
222. 
Table 5.8 Probabilities (P) of observing the proportion of 
movements (A) commencing and (B) ending on each of two 
topographic features (banks and bays), if the relative incidence 
of movement from a feature is proportional to the relative numbers 
of mice on each; Irrigated Farm, 1979. 
(A) Commencing on banks 
Season Total number Number of 
of movements movements 
Proportion 
of mice on banks 
commencing (per 100 trap nights) 
on banks 
Harvest 
Winter 
Spring 
Summer 
12 
23 
52 
11 
(B) Endin~ on banks 
Season Total number 
of movements 
Harvest 12 
Winter 23 
Spring 52 
Summer 11 
12 
17 
25 
4 
Number of 
movements 
ending on 
banks 
1 
5 
31 
7 
.0795 
.493 
.500 
.542 
Proportion 
of mice on banks 
(per 100 trap nights) 
.705 
.493 
.500 
.542 
p 
.0151 * 
.0103 * 
.1060 n.s. 
.1204 n.s. 
p 
.0000 *** 
.0048 ** 
.0426 * 
.1995 n.s. 
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Table 5.9 (A) Mean weights and (8) mean head-body lengths of mice from 
recently constructed contour banks and from established contour banks, 
Irrigated Farm, October 1979. 
w 
s 
n 
L 
s 
n 
MALES 
Recently Es tab Ii shed 
constructed 
13.5 
1.82 
11 
15.3 
2.03 
25 
t=2.52, p <0.05 
79.7 
3.23 
11 
80.8 
3.40 
24 
t=0.90, p >0.05 
FEMALES 
Recently 
constructed 
12.0 
2.78 
8 
Es tab I i shed 
14.3 
1.43 
19 
t=2.86, P<0.05 
77.9 
5.84 
8 
79.0 
2.95 
19 
t=0.66, P>0.05 
Va I ues of t used to test d If ferences between pal rs of means were ca I cu I ated from 
t= 
n1 + n2 - 2 
and are shown under each pair. 
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Table 5.10. Numbers of Mus musculus exhibiting symptoms of 
Actinobacillus infection, Irrigated Fann, 1978. the proportion of 
mice with the infection is also given in parenthesis. 
Nunber of infected mice 
Date Males Females 
30 March-5 Apri 1 6 ( 3.2%) 3 ( 2. 5%) 
1-4 May 1 ( 1.3%) 4 ( 4.3%) 
22-25 May 3 ( 3.6%) 1 ( 1.2%) 
26-29 June 15 (15.33) 13 (16.0%) 
July 21 (22. 3%) 16 (19.5%) 
15-18 August 19 ( 21.1%) 13 (17.13) 
25-29 September 11 (26.2%) 6 (16.7%) 
1-4 November 2 ( ) 1 ( ) 
4-7 December nil nil 
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Table 5.11 Statistics from four WI lcoxin 2-sample comparisons of distances between consecutive captures of mice within and between trapping periods; 
Irrigated Farm, post-harvest 1978. Formulae tor calculation of statistics aro shown at the top of Table 4.13. 
Sex Site Type of d 
movement 0 1- 11- 21- 31- 41- 51- 61- n RB c u T t p 
10 20 30 40 50 60 70 
With In ('rl) 59 23 4 0 1 0 0 0 87 
(Al On banks Between (8) 3 7 3 4 0 0 1 1 19 
Rank (RB) (31.5) (77.5) (9.96) ( 101.5) ( 105) ( 106) 1241.5 601.5 1051.5 265632 2.10 < 
FEMALES 
Within CW) 32 32 12 5 0 0 0 0 81 
CBl On bays Between (8) 19 15 7 1 1 0 0 0 43 
Rank CR8 ) (26) (75) ( 108) ( 120.5) ( 124) 2619.5 1809.5 1809.5 243426 0.38 > 0.05 
Within CWl 97 36 6 0 0 0 0 0 139 
(C) On banks Between (Bl 10 14 6 1 1 1 0 0 33 
Rank CR8 > (54) (132.5) (163.5) (170) ( 171) ( 172) 3889 1259 33'28 1351602 4.69 < 
MALES 
Within CW) 40 30 11 6 0 0 1 0 88 
(DJ On bays Between <Bl 12 7 8 0 2 1 0 0 30 
Rank CR8 J (26.5) ( 71 ) (99) (115.5) (117) 1955 1150 1490 198228 0.89 >0.05 
N 
N 
°' 
Table 5.12 Mean distances between consecutive captures, post-harvest, 1978. 
FEMALES 
Banks 
Within Between 
same trapping 
trapping periods 
period 
Mean distance (d) 2.4 5.6 
Standard 5.05 7.65 
deviation (s) 
n 87 43 
For movements between locations 
d = 21.1 
0 = 18. 7 
n = 14 
Bays 
Within Between 
same trapping 
trapping periods 
period 
5.7 
7.03 
81 
15.8 
18.05 
19 
MALES 
Banks 
Within Between 
same trapping 
trapping periods 
periods 
1. 9 
3.54 
139 
s.o 
10.38 
22 
d = 26.5 
0 = 17.95 
n = 8 
Bays 
Within Between 
same trapping 
trapping periods 
period 
5.9 9.0 
8.92 11. 77 
88 30 
N 
N 
'3 
Ta~do5.13 Moan distances betwoon consecutive captures, Irrigated Farr., post-harvest, 19-19. 
Banks Bays 
Within Between With ln Between 
same trapping same trapplng 
trapping periods trap;;lng periods 
per lod period 
----~·-
6.2 s. 5 6.0 11. 9 
1o.18 12.7i 10.38 l 5tl37 
327 96 339 64 
~--~-----·-·-·-·~--·---·-----------------
rv 
rv 
00 
41-
0 
0 
1 
(332.5) 
51-
60 
0 
0 
0 
61-
70 
0 
(3,34) 
0 
0 
0 
71-
80 
0 
0 
0 
0 
0 
0 
(416) (418.5) 
4 0 0 
2 0 
(399) (402.5) 
.. · 
"•"" ... 
(W) and between CB) trapping periods, Irrigated Fann, post-harvest, 
81-
90 
0 
0 
0 
(421.5) 
0 
0 
91-
100 n 
0 
0 
0 
0 
0 
0 
0 
242 
93 
245 
69 
327 
96 
339 
64 
c u J p 
16052 15196 15196 10121754 5.81 <0.01 
13430 12360 12380 7138200 2.11 <0.05 
20320.5 15727.5 15727.5 16664302 0.03 >0.05 
16081 7695 14001 t1021346 4.05 <0.01 
d ,, 
;1 
j\ 
'.\ 
II 
H 
! I . ·. 
·'' 
Location uf Lta (1:;:-;U('letLcd with Li1 l () f; r 
1:, c' re s c' t :1 t 1 0 m i n !. ' • r '/a I ~o 
r i.cis, Jn .1c.'c ru nee 
:Jb ) . 
(before drainin of ba s) The potential colonizers 
70 80 
HEAD-BODY 
LENGTH 
A x=75,0":2,n:60 
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CHAPTER 6 
MICE AT A TEMPORARY GRAIN STORE. 
6.1 INTRODUCTION 
Of the recorded mouse plagues in New South Wales since 1900, 
the most severe, in 1917, 1938 and 1970, followed above-average wheat 
harvests. In his description of the 1917 plague, Cleland (1918) 
documens both the destruction of bags of grain stored in stacks, and 
the importance of those stacks as a refuge habitat which maintained 
large populations of mice from the hJrvest in 1916 to that of 1917. 
Except for relatively minor amounts of seed wheat stored on farm, 
Australian wheat is now entirely handled in bulk, so that 1arge 
stores of bagged wheat are no longer either a target, nor a partial 
cause, of mouse plagues. In some years, however. the wheat harvest 
exceeds the capacity of the receiving silos, and temporary silos are 
erected to store the excess. During the 1970 plague, wheat in some 
of those temporary stores, including one at Merriwagga, some 4 km 
from the Dry Farm, suffered severe mouse damage. 
Recently, the wheat harvest of 1978 was a record for the state 
of N.S.W. as a whole, and for the Merriwagga area in particular; a 
temporary grain store was erected on the site of the permanent silos 
at the Merriwagga railway siding, in a position identical to that of 
the one damaged so severely by mice in 1970. It was decided to 
investigate mouse populations at this store, in order to determine if 
the presence of the store and the massive supply of easily accessible 
mouse food which it contained were factors responsible for the 
formation of mouse plagues. 
6.2 STUDY SITE AND METHODS 
6.2(A) THE STUDY SITE 
The 1ocation of the temporary store, in relation to silos and 
other buildings at the Merriwagga rail siding is shown in Fig. 6.1. 
Most vegetation has been cleared from the immediate vicinity of the 
temporary store and other silos and buildinys at the rall head. To 
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the west of the temporary store, a road-side verge supported rank, 
but sparse growth of grass. To the north was an area associated with 
stock yards. This supported a more vigorous growth of grass and 
shiney dock (Rumex crystallinus). Further to the north there was a 
remnant of mallee vegetation, with a ground cover of leaf litter. 
The temporaru store of the A-frame type (McCabe and Champ 
1981}, was some 250 m long and contained 13,500 tonnes of wheat when 
full. Sides and roof of the store were of currugated iron, supported 
by prefabricated stanchions (Fig. 6.2). The floor was of graded 
earth, covered by sheets of paper. Filling of the store commenced in 
December 1978, after construction of one end and the adjoining parts 
of both sides. The sides were completed progressi1vely, and the roof 
was added as grain was dumped along the floor. Filling of the store 
was completed on 25 January, 1979. Any mice in the vicinity would 
have had completely unrestricted access to the wheat during the month 
which it took to fill the store. large quantities of grain were also 
spilt outside the store during the filling operation. 
Even after sealing of the store there were numerous places 
along the walls where large amounts of wheat spilled to the outside 
via cracks between the sheets of corrugated iron. There is no doubt 
that a super-abundant supply of food was available for mice (Fig. 
6.2). In March 1979, a clean-up operation removed any vegetation, 
including germinated spilt wheat growing amongst the stanchions. 
This clean-up, however, in no way reduced access by mice to the mass 
of stored grain. Also at this time, some of the dump-piles of timber 
and galvanized-iron sheets which had been left after completion of 
construction, between the store and the fence on its western side, 
were removed (Fig. 6.1). 
6.2(8} LIVE-TRAPPING 
Longworth traps were set at irregular intervals between 
November 1978, before commencement of filling of the store and June 
1980, when it was emptied. Traps were set for two or three 
consecutive nights, as time and availability of traps permitted. The 
sex, reproductive condition, head-body length and weight of each 
captured mouse was recorded, and each mouse was ear-tagged (Chapter 
2). Dates of trapping are shown in Table 6.1, and the location of 
traps are shown in Fig. 6.1. 
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6.3 RESULTS 
6.3(A) REPRODUCTION 
Pregnant and/or lactating females were trapped in both summers 
(Table 6.2), and breeding commenced earlier (November 1979) in the 
second summer than in the first (January 1979). Even in the presence 
of the temporary store, however. breeding ceased by May in 1979 and 
by April in 1980. By that time in 1980, the population had already 
started to decline. The distributions of head-body lengths (Table 
6.3) reflected the discrete breeding seasons: young mice were common 
; n May 1979, and again in November 1979 and March 1980. They a 1 so 
indicate that breeding commenced before November in 1979, which may 
have been the case, as no trapping was done in October. 
6.3(B) ABUNDANCE OF MICE 
The numbers of mice caught per 100 trap nights are shown in 
Fig. 6.3. Mice were in high numbers in summer and autumn of 1979, 
and in late spring to autumn in 1980. Numbers declined rapidly in 
the early autumn (March) of 1980, before the store was emptied. A 
decline had also occurred in late autumn of the previous year. 
Except in one month {April 1980) mice were always more 
abundant in the surrounding habitats (i.e. the 'nearby' habitats of 
Table 6.1) than in the immediate vicinity of the store wall (Table 
6.1). This difference was greatest in early November of 1980, when 
33.3 mice per 100 trap nights were caught in the surrounds compared 
to 2.7 adjacent to the store wall. By early March, however, this 
difference had almost disappeared, with 25.7 mice per 100 trap nights 
in the surrounds, and 14.5 adjacent to the store. 
caught in the mallee area. 
6.3(C) SEX RATIO 
No mice were 
During the phase of population increase in the first two 
months after the store was filled, females outnumbered males, but at 
the peak of this first increase phase, and during its decline in 
autumn, females were almost · absent from the trapped samples. 
However, a11 these samples were sma1 l and it is unclear whether any 
significance can be attached to them. Only one of 12 mice caught in 
the 'nearby' habitats in May 1979 was a female, and none of the 3 
caught in June was. In contrast, after the crash from high numbers 
in April 1980, only one of those six mice caught was a male. 
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6.4 DISCUSSION 
At no time was the temporary store populated by large numbers 
of mice. Only in March 1980, fourteen months after completion of the 
store, were large numbers of mice caught immediately adjacent to the 
wall of the store. Because no trapping was done during the period 
from December 1979 to February 1980, a more conservative conclusion 
is that it took at least 12 months for numbers to build up after 
grain became available there. Further, it is clear that the 
surrounding habitats supported this buildup, as shown by the data 
from November 1979. In that month, 33 mice were caught per 100 trap 
nights in the surrounds, with only 2.7 at the store wall. Most of 
these mice were sub-adults, born during the period September-October, 
either in the nearby habitats, or elsewhere, from whence they moved 
to the surrounds of the store. Whichever, it is clear that the store 
itself was not the birth place of these young mice. The small 
numbers of mice caught at the wa 11, together with the absence of 
sign, strongly suggest that mice were not using the store as a source 
of food, either. 
The cessation of breeding sometime between February and May 
1979 coincided approximately with the cessation on the Irrigated 
Farm. There, shortage of food was not the cause of the cessation 
(Chapter 4). That conclusion is strongly supported by the present 
results. So also is the hypothesis that ripened grass and cereal 
seeds are of i nsuffi ci ent quality to support breeding. At the 
relatively low population densities at the store and its surrounds, 
crowding was not a factor. There was sufficient space for 
innumerable burrows to be built at the sides of the store, under the 
remaining piles of timber and iron, and in small banks of disturbed 
soil which were raised during construction of the store. 
Mouse abundance declined rapidly between early May and mid 
June 1979, then remained low until October. This early-winter 
decline coincided with the slight population increases observed at 
the buildings, and log piles on the Dry Farm. These observations 
suggest that mice may have vacated the outside habitats and entered 
more sheltered habitats in winter. Unfortunately, it was not 
possible to confirm this by trapping in the other sheds and silos at 
the railhead, nor in the houses of the adjacent village of 
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Merriwagga. 
A similar sequence of events occurred in 1980. The number of 
mice in the vicinity of the store declined rapidly in march-April. 
At that time, numbers at the Dry Farm buildings and log piles 
increased and mice entered the farmer's house in plague proportions 
(Chapter 2). It is concluded that the presence of the wheat store 
was not a major cause of the mouse plague in the Merriwagga area in 
the autumn of 1979. 
Table 6.1 Numbers of mice caught, and trapping effort, at the temporary wheat store, Merriwagga, N.s.w. 
Month Immediately adjacent to store Nearby habl tats Mulga area 
wal ! 
No. of No. of No. of mice No. of No. of No. of mice No. of No. of No. of mice 
trap mice per 100 trap trap mice per 100 trap trap mice per 100 trap 
nigh-ts caught nights nights caught nights nights caught nights 
1978 
November 0 
- -
87 l 1. 1 33 0 0 
December 60 0 0 87 1 1. 1 33 0 0 
1979 
January 60 0 0 87 6 6.9 33 0 0 
February 66 1 1.5 96 5 5.2 15 0 0 
May 52 2 3.8 98 12 13.2 26 0 0 
June 52 0 0 84 3 3.6 26 0 0 
July 52 0 0 84 0 0 26 0 0 
September 52 0 0 84 0 0 26 0 0 
November 52 2 2.7 126 42 33.3 26 0 0 
1980 
March 124 18 14.5 144 37 25.7 
April 120 5 4.2 140 1 0.7 
June 76 0 0 80 0 0 
~ 
Q) 
Table 6.2 Numbers of pregnant and/or lactating mice at the 
temporary grain store, Merriwagga, N.s.w. 
N 
0 
1978 
D 
0 
J 
2 
F 
1 
M 
0 
1979 
J 
0 
s 
0 
N 
12 
M 
7 
1980 
A 
0 
J 
0 
249 
250 
Table 6.3 H-B lengths of mice at Merriwagga temporary wheat store. 
(A) Males 
56 61 66 71 76 81 86 91 96 101 
60 65 70 75 80 85 90 95 100 105 
1 November 
1 December 
1 January 
2 1 February 
5 4 4 May 
2 1 June 
September 
2 4 1 5 2 10 1 November 
1 5 10 12 1 1 1 March 
1 1 April 
(B) Females 
-
56 61 66 71 76 81 86 91 96 101 
60 65 70 75 80 85 90 95 100 105 
November 
December 
2 1 1 January 
1 l l February 
2 May 
June 
September 
3 1 l 1 2 5 3 November 
3 l 6 5 2 1 1 March 
3 1 l April 
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CHAPTER 7 
A COMPUTER SIMULATION OF THE THREE ANNUAL POPULATION 
INCREASES ON THE IRRIGATED FARM 
7.1 INTRODUCTION 
255. 
A number of large between-year differences in various 
population parameters were reported in previous chapters. Three 
population increase phases were also reported for mice living on 
contour banks on the Irrigated Farm. Each of the increases differed 
of commencement, rapidity of 
In this chapter, computer 
examine whether the observed 
from the other two in respect of date 
increase and peak population size. 
simulation modelling is used to 
parametric values, particularly litter size, survival rate and 
population size and structure before to the increase, are sufficient 
to explain the observed differences between the three increase 
phases. The purpose of the modelling thus corresponds to purpose 
number 3 of Stenseth (1977c), 'i.e. to analyse whether or not the 
(presumed*) consequences follows (sic) logically from the premises.• 
In the same article, Stenseth lists the following steps as 
necessary for the proper use of modelling as a research tool: 
(a) Erection of a set of postulates which summarize previous 
knowledge; 
(b) Formalization, into a mathematical model, of the 
relationships arising from the postulates; 
(c) Identification of a testable prediction; 
(d) Testing of the prediction against observed data, and 
(e) Deduction of new predictions if the data and predictions 
match, or modification or abandonment of the model if they do not. 
* I have added the parentheses. 
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These five steps make up the bulk of this chapter, with (a), 
(b) and (c) constituting the 'METHODS' section, (d) forming the 
1 RESULTS 1 and (e) the 'DISCUSSION'. 
7.2 METHODS 
7.2(A) THE POSTULATES AND THEIR FORMALIZATION 
Because a previously developed computer model was used here, 
some of the formali2ation of the relationship between variables 
already existed. It is convenient therefore, to describe the 
computer model first, and then to complete the formalization by 
detailing the parametric values required for running the program. 
(i) The simulation model - SIMAO 
SIMAO was devised and described by Sonleitner (1977) who 
provided a copy of the computer program which is shown, modified for 
use on the CSIRO Cyber 76 computer, in Appendix IV. 
SIMAO is a stochastic model in which individuals are added to, 
and lost from, the existing population according to age-specific 
birth and death rates. The basic time unit of the original 
description - one day - has been renamed here as one week, and all 
population data converted to weekly equivalents, accordingly. During 
a simulation run, each individual in the simulated population is 
cha 11 enged to determine how many offspring it wi 11 produce in the 
current week, and whether or not it will survive the week. When 
every individual has been tested, weekly totals are obtained and the 
procedure repeated for each subsequent week (Fig. 7.lA). 
At the commencement of each week, the individuals in the 
population are randomized. By rerunning a simulation with the same 
parameter values but with a different seed for the computer's pseudo-
random-number generator, replicate simulated populations can be 
obtained. 
The simulations were restricted to the female sub-
population. The maximum age attainable by females during a 
simulation run was 48 weeks. Females younger than 7 weeks were 
deemed to be not part of the trappable population although they were, 
of course, an integral part of the simulated popu·lation. As such, 
they increased in age each week and survived or 1 died 1 according to 
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the stochastic survival function. The juvenile age limit of 6 weeks 
was based on the fastest growth rates shown in Fig. 3.4 and the 
trapping of only 5 individuals shorter than 60 mm head-body length 
(Figs. 4.8 and 4.9). At the completion of each simulation the number 
of these untrappab 1 e juveniles present each week were subtracted, 
therefore, from the simulated weekly total population sizes to enable 
comparison of the simulated and observed numbers. It is emphasized 
that these juveniles were present, and played an integral part, in 
the simulation process. 
(ii) Parametric values used for initializing each simulation run 
Two classes of parameters are required to run the model. One 
group, consisting of age-specific birth and death rates and their 
various modifiers, discussed below, pertain throughout the simulation 
run. The other group inputs the number of females in each age class 
for week 1 only. 
Week 1 of each simulation run corresponded to the 18th week 
prior to draining of the rice bays in March. 
A discussion of each of the parameters, including explanations 
of why particular values were chosen, now follows. 
(a) The fertility rate of 'uncrowded' parent of age 
(EMXi). 'Uncrowded' refers to the absence of density-dependent 
modification of the rate. Under those conditions, SIMAO uses EMX; as 
the mean of a Poisson di stri but ion and a 11 ocates births to each 
individual by randomly allocating a Poisson variate from that 
distribution. The values of EMXi used here are based on ~he observed 
litter sizes of 6.4, 9.8 and 7.2 in late 1977, 1978 and 1979 
respectively (Chapter 4). With a gestation period of approximately 3 
weeks, a primary sex ratio of 1:1, and assuming the mean litter size 
pertained throughout the breeding season, EMX; values of 1.0, 1.6 and 
1.2 female young per mother per week were used for 1978, 1978-79 and 
1979-80, respectively. Females younger than 10 weeks were assumed to 
be infertile, and after 10 weeks of age the fertility rate was 
considered to be age-independent, as suggested by the absence of 
correlation between litter size and body length. 
(b) Survival rates of 'uncrowded' individuals (SVX~l· Weekly 
survival rates were arbitrarily set at 0.9 for mice from 1 to 33 
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weeks of age, and 0.5 for mice from 34 to 48 weeks old. In fact, 
this latter rate never operated, because no female survived to an age 
of 33 weeks in any of the simulations. At the survival rate of 90% 
per week, the population would be expected, on average, to be reduced 
to 50% of its size by the end of the seventh week, corresponding to 
the high mortality rates reported in Chapter 5. 
(c) Density-dependent modifiers. Although fertility rates 
were shown to be inversely related to population density in Chapter 
4, that comparison was based on comparisons made between seasons and 
between years, and no information was available to show that 
fertility diminished during the course of a breeding season as 
population density increased. In addition, the breeding seasons 
associated with the second and third increase phases ceased suddenly, 
rather than slowly waning as fertility dee lined. It was, therefore, 
decided that at least initially, fertility rates should be 
independent of population density. As shown below, simulated 
population increases which fitted the observed increases closely were 
obtained without the use of a function relating fertility to density. 
The previously reported finding of Type I curves for the first 
cohort inhabiting the rice bays after draining, and Type II curves 
for subsequent cohorts, suggests that survival may be density 
dependent. A similar survival pattern on the banks during the early 
parts of the irrigation seasons was assumed here, and density 
dependent modifiers of survi va 1 rate were used as fo 11 ows. 
Sonleitner examined a number of functions which caused survival to be 
an age-independent function of density. His function Q was 
arbitrarily adopted here for any simulation runs attempted with 
density dependent survival rates. According to him, 
Q = 1 + 0.00128 N, 
so that actual survival rates are SVX;fQ. 
constant of 0.00128 was retained here. 
Sonleitner's numerical 
In addition to this age-independent modification of survival 
rates, SIMAO allows the following two age-specific modifications. 
Firstly, the contribution of each age class to density effects 
(SVXT): In all simulation runs it was assumed that mice younger than 
10 weeks (i.e. juveniles and non-breeding sub-adults) did not 
contribute to the depression of survival rates at increased 
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density. Values of SVXT (Fig. 7.2) were therefore set at zero for 
these sub-adults. For all adults the contribution was assumed equal, 
regardless of age class, and for them SVXT was set equal to 1.0. 
The variable contribution of each age class is effected in 
SIMAO by the estimation of a density index, DINDXS, such that 
DINDXS = 2= (N; • SVXT;) 
svx. 
and actual survival, si = ______ 1 ___ _ 
l + (0.00128) (DINDXS) 
Secondly, the effects. of density on each age class (SVDT): A 
weighting factor, SVDT, is used to a 11 ocate the effects of density 
differentially across age classes. It was assumed that density did 
not affect the survival rate of untrappable juveni 1 es less than 7 
weeks old, but did affect the rates for all sub-adults and adults 
equally. Consequently, SVDT was allocated values of zero for 
untrappable juveniles and unity for all other females. Then 
SVXi 
S; = --------------
1 + (0.00128) (DINDXS) (SVDTi) 
If SVDT; were zero, s; would be equal to the survival rate of 
uncrowded individuals, SVXi. 
The effects of density-related modifiers of survival rate are 
shown in Fig. 7.2. Initializing populations of 25, 123 and 246 
individuals with the same age distribution, uncrowded survival rates 
and fertility rates were used. For each, the population was 
simulated to grow without density modification of survival rates 
(Lines lA, 2A and 3A in Fig. 7.2) and then with the modifications 
described immediately above (Lines lB, 2B and 3B). For each week, 
the simulated number of females older than 6 weeks in population 2A 
and 2B was divided by a factor of 5, and those in populations 3A and 
3B by 10, to allow comparison with populations lA and lB. It can be 
seen that the populations with density-independent survival rates 
produced simulated increases which were very· similar to each other. 
On the other hand, when survival was modified by density, the 
departure from the density-independent population size was 
increasingly large as initializing population size was increased. 
Such differences were to be expected, and confirm that the density-
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related modifiers of survival rate functioned as they were 
intended. The results also show the importance of initializing 
population size in determining future growth of the population when 
such modifiers were operating. 
(d) The number of females in each weekly age class at week 1 
(Ni). The numbers of females trapped before the population increased 
in 1978 and in early 1979 were not large (Fig. 4.5, above). The 
initializing population for for each of these two simulations was 
arbitrarily set at 10 females which were equally distributed from 21 
to 25 weeks old. Such mice would have been born in May and June. 
Because of the higher survival rates observed in late 1979, 
more mice were present in November of that year than in the previous 
two. The initializing population was increased, therefore, though 
the same age distribution was retained. This was to accord with the 
observed cessation of breeding in May of 1979, and allowed comparison 
of simulations which were commenced with the same age structure but 
different numbers of individuals. 
7.2(8) IDENTIFICATION OF A TESTABLE PREDICTION 
The basic hypothesis to be examined is that the differences 
between the three observed population increases was due to 
differences in the fertility of females and, in the case of 1980 
versus the other two years, to differences in the number of adult 
females present in November. Other parameters, such as survival rate 
during the increase phases, age at first litter and age-distribution 
of the November females are hypothesized to contribute nothing to the 
variation between the three increases, and are therefore held 
constant in all simulations. 
The decision that a particular simulation run should be 
accepted or rejected as a possible model - the technique can only 
reject models and cannot prove that any particular model is an 
accurate representation of the demographic relationships operating on 
the real population - could employ statistical tests of goodness of 
fit. However, such tests may treat systematic qualitative 
differences between the simulated and observed curves as random 
departures, and thereby accept simulated increases which are 
qualitatively different from, though reasonable approximations to, 
the observed increases. It was therefore decided that a particular 
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simulation would not be rejected if the simulated and observed 
increases (a) commenced at the same time, (b) were of the same shape, 
so that rates of increase and values of Ni were similar at each 
sampling date, and (c) reached their peaks at the same time. 
Further tests are available. Firstly, the age distribution of 
the simulated population at any point during the increase should be 
similar to the observed distribution. In this study, simulated age 
distributions were converted to size distributions by use of 
information given in Chapter 3. They were then compared to the 
observed distributions of head-body lengths at that time. Secondly, 
simulated survival rates of each cohort should m~tch observed 
rates. As well as being a function of SVX;s which is set by the 
operator, the survival rate acting on the simulated population is a 
function of Ni when density related modifiers are in use. Since Ni 
is independent of the operator who determines N1 only, survival rates 
are testable predictions also. 
In this respect, the stochastic nature of SIMAO is 
particularly important. Because deaths and births are allocated 
randomly to individuals, large departures from reality may be 
possible because of chance allocation, especially when the 
. initializing population is small. Consequently, a model which 
incorporates realistic parametric values and realistic functional 
relationships between them could be rejected because of these chance 
events. The larger the initializing population, the less likely such 
deviations would be. However, the possibility of scaling the initial 
population upward, say by a factor of 10, then rescaling the 
resultant simulated population downwards by the same factor is 
complicated by the use of den-sity-dependent survival rates, as was 
shown above (eg. Fig. 7.2). 
To obtain an estimate of the amount of random deviation likely 
to be encountered, five simulations, which differed only in the seed 
values used by SIMAO to commence generation of random numbers, were 
run. Three of the simulated populations, which together encompass 
the extreme values produced, are shown in Fig. 7.3. The other two 
are not shown for the sake of clarity. ·While the population 
increases were of similar shape, the largest population size was, in 
some weeks, up to 40% greater than the smallest for that week. It 
was concluded from these observations that if simulated increases 
were of the same general shape as the observed increase, they should 
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not be rejected because occasional values differed markedly from the 
observed. 
7.3 RESULTS 
7.3(A) EFFECT OF DIFFERENT FERTILITY RATES 
Three simulated populations, each initialized with 10 
individuals aged 21-25 weeks and differing only in their EMXi values 
of 1.0, 1.2 and 1.6 female offspring per mother per week are shown in 
Fig. 7.4. To simulate the dispersal of young mice from the banks at 
crop draining, mice aged 7-12 weeks were removed between week 18 and 
week 19. A more realistic manipulation would have involved removal 
of some large females also (Chapter 5), but such refinement was not 
attempted. 
The smallest EMX; value produced a slow population increase, 
which fitted the criteria adopted above for it not to be rejected as 
an adequate simulation of the observed 1978 population increase (Fig. 
7.5(A)). This 1 low fertility 1 model of the 1978 increase is 
discussed further, below. The other two EMX; values (1.2 and 1.6) 
both produced rapid population increases, the timing of which 
coincided with the observed increase of early 1979 but which were far 
too late to be regarded as accept ab 1 e models of the 1980 outbreak. 
In addition, both exhibited a slowing of increase, with an inflection 
some 7 weeks after draining of the crop. Thus, further fine tuning 
was clearly necessary before the models could be accepted as possible 
representations of the 1979 and 1980 population increases. 
7.3(8) THE SIMULATED POPULATION INCREASE OF 1978 
As noted above, if a model is not to be rejected, it should 
accurately predict the age-structure of the population and the 
survival rates of different cohorts, as well as adequately reflect 
the shape, timing and size of the observed increase. 
(i) Predicted age-structure 
Trapping data from late May, 1978, corresponding to Week 27 of 
the simulation, showed two distinct size cohorts with modes of about 
70 mm and 84 mm (Fig. 4.9 above). If maximal growth rates during and 
soon after the i rri gat ion season in early 1978 are assumed - as 
proposed in Chapter 3 - these modal values correspond to ages of 
approximately 9 and 20 weeks, respectively. From Table 7.1, which 
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shows the output of this simulation using the 'low fertility• model, 
two such simulated cohorts can be seen. Their relative sizes reflect 
an under-representation in the 20 week cohort. 
It was concluded in Chapter 4 that the mice in the larger 
cohort were born after 1 Nov 1977. From Table 7.1, where the fate of 
this cohort is fo 11 owed by the heavily shaded area, it can be seen 
that the corresponding simulated cohort was born in weeks 1 to 6, 
which correspond to the period from mid-November to the end of 
December. It was concluded, therefore, that in terms of age 
composition of the population, this model should not be rejected as a 
possible description of the 1978 population increase. 
(ii} Predicted survival rates 
The survival rates of mice trapped for the first time at each 
sampling were described in Chapter 5. In simulation-week 23, 
(corresponding to the week commencing 17th April), 22 females from 7 
to 10 weeks were present (Table 7.1). As none aged 11 to 16 weeks 
were present these 22 females are a definable cohort, the survival of 
which could be followed to Week 40, when the simulation was halted 
(corresponding to mid-August). In Fig. 7.5(0), the survivorship 
curve of mice trapped for the first time on 17-19 April, 1978 is 
shown. It shows a rapid loss of individuals, to 7% in 4 weeks and 
does not match the simulated curve. It is intriquing to note, 
however, that the observed curve for the corresponding cohort of 
females on the bays is almost identical to the simulated survival 
curve for the bank population. 
If it is accepted that the observed survivorship curve for 
bank females is accurate, then the simulation model of the 1978 
increase must be rejected. On the other hand, the accurate match 
between shapes of the simulated and observed population increases, 
and the accurate prediction of the observed population structure in 
May may lead to acceptance of the model and to further field studies 
of trap-revealed survival rates on the banks. Given the good match 
between simulated on-bank survival and observed on-bay survival, this 
latter course seems reasonable. The simulation also suggests that 
the bank-bay complex should be modelled as an entity. Attempts to do 
so should be deferred until techniques are developed for accurately 
quantifying the rates of exchange of individuals between the two. In 
this respect, it may be recalled that in Chapter 5, an equal sex 
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ratio was found on lines adjacent to the banks immediately after 
draining compared to a preponderance of males on lines in the middle 
of bays. Also, movements between banks and bays then back again were 
noted. These findings suggest that ~ice living on banks also use the 
edges of the bays. In the absence of general trapping on the bay 
edges, the survival rates observed for mice on the banks may be 
underestimated. 
7.3(C) THE SIMULATED POPULATION INCREASE OF 1979 
(i) Eliminating the inflection 
As shown previously, a simulated population, whose 
initializing parameters differed from the 1978 population in respect 
of higher fertility rate only, exhibited an increase similar to the 
one observed in early 1979. It was al so noted that the simulated 
population increase differed slightly in shape from the observed 
increase because of an inflection some 4 to 10 weeks after draining 
of the crop. It was concluded, therefore, that one or more other 
factors in addition to increased fertility were operating to allow an 
inflection-free increase in the observed population. The remainder 
of this section describes an attempt to identify such factors. It 
can be regarded as a fine-tuning of the high-fertility model. 
From an examination of the number of simulated births each 
week, it is apparent that the inflection was due to insufficient 
young being ·born in weeks 17-23, approximately. Consequently, the 
observed rate of increase could not be sustained by the simulated 
population because too few simulated individuals entered the 
trappable population 4-10 weeks later. 
Changing of the initializing age distribution so as to allow 
the 10 individuals to be spread between 11 and 20 weeks of age did 
not eliminate the inflection (Line b, Fig. 7.6A}, and neither did 
retention of the 7-12 week cohort in the population at draining (Fig. 
7.6B). 
By setting the survival-rate modifiers SVDT and SVXT to zero 
for all age classes, survival rate was made independent of density. 
However, this did not eliminate the inflection in the simulated 
increase, regardless of which age distribution of the 10 individuals 
was used at initialization (Fig. 7.6C). 
Increasing the number of individuals from 10 to 15 did not 
Chapter 7 265. 
eliminate the inflection (Line A, Fig. 7.60). When 20 individuals 
were used, the inflection was no 1 onger present, but the rate of 
increase was more rapid than the observed increase (Line b, Fig. 
7.60). Further fine-tuning using from 15 to 20 individuals may have 
resulted in an exact fit, but the generality of the simulation was 
apparent. Furthermore, this fit appears to lie within the limits of 
random variation, as shown by using different seeds for the random 
number generator. 
However, use of this larger number of individuals at 
initialization resulted in serious departures from the observed 
population size in the weeks before draining of the crop, before the 
population increased. As noted previously, very few young 
individuals, shorter than 80 mm, were trapped on the banks at this 
time. The large discrepancy between simulated and observed 
population size could be explained if on-site survival of young born 
at that time was low - perhaps because of dispersal. However, in 
this simulation, it was this very cohort which gave birth to the 
large number of individuals which were then responsible for the rapid 
increase from week 19 onward. This 'high-fertility, high 
initializing population' model was therefore rejected. 
As reported above, neither the relaxation of the demand for 
removing 7-12 week old females at draining, nor density-independent 
survival were sufficient to remove the inflection. However, when 
both requirements were relaxed, the observed increase was simulated 
closely (the high fertility, density-independent, no removal 
model). As can be seen in Fig. 7. 7, use of different seeds for the 
random-number generator resulted in the observed va 1 ues being 
simulated within plus or minus one week. 
(ii) Predicted age structure 
As in 1978, the observed population exhibited a bimodal 
distribution of head-body lengths in May 1979 {Fig. 4.9, above). 
That sampling date corresponds to Week 28 of the high fertility, 
density-independent, no-removal model. As can be seen from Table 
7.2, the age structure of the simulated trappable population at that 
time was bimodal. As for the 1978 model, the fact that the relative 
magnitudes of the simulated cohorts are not identical to those of the 
observed population is regarded as insufficent grounds for rejection 
of this model. Further fine-tuning would probably eliminate this 
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disparity. 
(iii) Predicted survival rates 
The high fertility, density-independent, no-removal model 
predicted that 61% of 46 females which were 7-10 weeks old in week 22 
would survive to week 28. Weeks 22 and 28 correspond to the April 
and May samp 1 i ng dates in 1979. On two banks and two bays, the 
observed proportion of the April cohort surviving to May ranged 
between 17 and 37 percent. That is, the model simulated survival to 
be 2 to 3 times as high as was observed for this cohort. As for 
1978, poor prediction of survival rates alone is not regarded as 
sufficient reason for the rejection of this model. 
7.3(0) THE SIMULATED POPULATION INCREASE OF 1980 
(i) Simulation of the outbreak 
As shown previously, a model initialized in mid-November with 
a fertility rate of 1.2 female offspring per mother, and an initial 
population of 10 individuals 21-24 weeks old, produced an outbreak-
type increase corresponding to peak numbers in July. The observed 
1980 outbreak reached its peak in January-February. Thus, this model 
was rejected. 
In December 1979 there were three to four times as many 
females captured per 100 trap-nights than at the same time in the 
previous year (Fig. 4.6, above). 
The model was therefore modified by increasing the 
initializing population from 10 to 40. As shown in Chapter 4, 
breeding ceased in May 1979 and did not recommence until late 
October. Consequently, any females present in early or mid November 
would have been at least 22 weeks old. Hence, the previously-used 
initializing age-distribution in which all mice were 21 to 24 weeks 
old was retained. The resultant simulated population increase, 
together with the observed number of females trapped per 100 trap 
nights is shown in Fig. 7.8. As noted previously, the height of the 
population peak could not be estimated because the farmer distributed 
Endrin-soaked wheat along these banks in January, killing hundreds of 
mice. It was concluded that peak numbers occurred before, and 
exceeded, the 72 mice per hundred trap nights that were trapped in 
the third week of February. The model initialized with 40 
individuals simulated such a value for February, but it was rejected 
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because it peaked too late. Initialization with 50 individuals 
simulated a population in excess of 100 in early February and was 
therefore not rejected (Fig. 7.8). 
(ii) Predicted population structure 
Because the population began to crash in February, and because 
these simulations are restricted to the increase phases, it was 
neither correct nor possible to compare the predicted and observed 
population structure in May as was done for 1978 and 1979. Table 7.3 
shows that the simulated outbreak consisted of young adults, born in 
weeks 2-6 of the simulation, which coincides with birth in late 
November and December and with the data given in Table 4.6 
(iii) Predicted survival rates 
Again, rapid decline of this observed population precluded the 
possibility of comparing simulated and observed survival rates. 
7 .4 DISCUSSION 
As explained in Section 7.1, the aims of th·is exercise were 
very conservative to examine whether a few, but critical, 
parameters which were quantified in previous chapters were 
sufficient, when combined together, to explain the observed 
population increases in 1978, 1979 and 1980. The simulations show 
that they were. The more liberal aims, of examining the shape of the 
population increase if various other parametric values had been used 
to initialize and run the simulations, was not pursued. An 
alternative to using field-observed values would be to select various 
parameter values and then to vary them in a series of simulation runs 
until the simulated and observed increases matched. No doubt various 
combinations of parameters other than those used above would have 
produced such matching populations. It is therefore only possible to 
make the minimum conclusions about the models presented above. That 
is, they show that the observed differences in fertility between 
years, and the higher number of overwintering females in 1979 could 
have produced population increases of the three types observed. On 
the other hand, a conclusion that these factors definitely were 
responsible for the differences between the increases is not 
justified. Only future experimental manipulation of field 
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populations will allow that conclusion to be made. 
No attempt was made to simulate non-increase phases of the 
annual population cycles. In 1978, that phase was very brief, from 
September to mid-November. In 1979, it lasted from June to mid-
November, but the rate of decline was slower. In 1980, it was a 
rapid crash to extinction from February to May. Each decline is 
attributed in earlier chapters to a different cause: an epizootic of 
rat-bite fever (Actinobacillus sp.) in 1978, dispersal and non-
specific mortality in 1979, and death or dispersal in the face of an 
acute food shortage after the outbreak. In the simulations of the 
increase phases, prior statistics of fertility and survival were used 
to determine if those statistics were sufficient to describe the 
subsequent increases. No such common, prior, primary demographic 
statistics existed for the decline phase and attempts at simulation 
of the declines would have consisted of nor more than iterative 
process of ad hoc allocation of age-specific survival rates. 
As the main synthesis of the results is done in the next 
chapter, further discussion will, in the main, be left till then. 
One aspect of the simulations do, however, require discussion at this 
point. That is the role of the minor modifications of relaxation of 
density dependence of survival, and the retention of the 7 to 12 week 
old individuals at crop draining in 1979. 
It is not clear how these two minor modifications, which were 
necessary to remove the inflection from the simulated increase of 
1979, correspond to observed mechanisms operating on the banks in 
March of 1979. 
Differences between the colonization of the bays at that time 
in 1978 and 1979 were noted in Chapter 5. In particular, it was 
proposed that in 1978 there was a reversion to a very sparse 
population of large adults which may have utilized exclusive 
territories. Compared to a sex ratio of 1:1 on the banks after 
colonization in 1978 the resultant sex ratio on the banks in 1979 
favoured females; it was suggested that group territories were 
retained on the banks in March 1979. 
The two modifications - density-independent survival and non-
dispersal at crop draining - appear to reflect these differences and 
indicate the need for further examination of social structure of mice 
on the banks. 
TABLE 7.1. l~ITlALIZlNG AND UUTPUT VALUES fOR SIMULATION OF THE 
INCREASE PHAS~ fOR fEMALE MICE ON CUNTJUH HANKS 0 THE lHHlGATED 
fARM IN 1978. IHE NUMBEH Of THAPPABL~ fEMALES IS UBfAINED BY 
SUBTRACTING THE NUMBERS IN TH~ AGE CLASSES l•b ~RUM THE TOTAL 
ALIVE- E-ACH WEEK 
?OPULA fl UN SIMULATION r·RuM [)Al' 1 TO DAX' 18, 1978. 
l N-I T l l\ L 1 Z AT 1 UN AGE 
1 2 3 4 5 b 7 8 9 l I) 11 12 
1 3 14 15 lb 17 18 19 20 21 22 23 24 
25 26 27 28 29 30 31 32 33 34 35 36 
37 .3 B 39 40 41 42 43 44 45 46 47 48 
l=:MX o.o o.o o.o o.o 0 !' 0 o.o o.o o.o o,o 1. 0 1.0 1.0 
EMX 1.0 1 .<> 1.0 1.0 1. 0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
~MX 1.0 1 .. 0 i.o 1.0 1.0 1. 0 1.0 1.0 1.0 1.0 1.0 1.0 
t..M X 1.0 1.0 1.0 1.0 1.0 1. 0 1.0 1 • () 1,0 1.0 1.0 1. 0 
svx .9 .9 .9 .. 9 .9 .9 .9 .9 .9 .9 .9 .9 
svx .9 .9 .9 .9 .9 .9 .9 .9 .9 .9 .9 .9 
svx .9 .9 .9 .9 .9 • !) .s .s ,5 .5 .5 .s 
svx .s .s .s .s .5 .5 .5 .5 .s .s .s .s 
f'SVX=SVX/U fl!:MX=t:MX 
SVXT o.o o.o o.o o.o o.o o.o u.o o.o o.o 0 " 0 1. 0 1 .. 0 
1 • l) 1.0 1.0 1 .. 0 1.0 1 • \) 1.0 1.0 1.0 1.0 1.0 1.0 
1. 0 1.0 1.0 1.0 1.0 1 • 0 1 • 0 1.0 .t. 0 1.0 1.0 1.0 
1.0 1.0 1.0 1.0 1.0 1. 0 LO 1.0 1.0 1.0 1.0 1.0 
FMXT o.o o.o o.o o.o o.o o.o o.o o.o 1. 0 1.0 1.0 1.0 
1.0 1 .. 0 i.o 1.0 1.0 1.0 1.0 1. 0 1.0 l. 0 1. 0 1.0 
1 • 0 1.0 l.O 1. 0 1.0 1.0 1.0 1 • 0 1.0 1.0 1.0 1.0 
1.0 1.0 1. 0 1. 0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
SVDT o.o o.o o.o o.o o.o o.o 1 • 0 1 .. 0 1.0 1.0 1. 0 1.0 
1.0 1.0 1.0 1"0 1.0 1.0 l.O 1. 0 l. 0 1.0 1.0 1.0 i.o 1.0 1.0 1.0 1 •. o 1.0 1.0 1 • 0 i.o l.O 1.0 1.0 
1.0 1.0 1.0 1.0 1. 0 1.0 1.0 1.0 1.0 1.0 1.0 1 .. 0 
~~MOT o.o o.o o.o o.o o.o o.o 1.0 l.O 1.0 1.0 l.O 1.0 
1. u 1.0 1.0 1. 0 1.0 1.0 1.0 1 .. 0 1.0 1 .. 0 1.u 1.0 
1. 0 1 • 0 1.0 1.0 1.0 l.O 1.0 1.0 1.0 1.0 1.0 1.0 
1 • 0 i.o 1.0 1.0 1.0 1.0 i.o 1 • I) 1.0 1.0 1.0 1.0 
WEEK 1 LlVING 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 2 '2 2 2 
2 0 0 0 0 0 0 0 0 0 0 0 
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DEATHS 1 0 0 0 0 0 () 0 0 0 0 0 
() 0 0 0 0 0 0 0 0 u 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 u 0 0 0 0 () 0 0 0 0 
81RTHS 0 0 0 0 0 0 0 0 0 0 0 0 
u 0 0 0 0 0 0 0 0 2 4 0 
2 l 0 (J 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
w i::t::K 2 LlVlNG if 0 u u 0 0 0 0 0 6 0 0 
0 0 0 I) 0 0 0 0 0 2 1 2 
2 2 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
D!:;AIHS 0 '2 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 u 0 0 0 0 u 0 
0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 () 0 0 0 u 0 
blHTHS u 0 0 0 0 u 0 0 0 (J 0 0 
269. 
•.. /cont'd 
10 
2 
9 
1., 
,; 
WEEK 3 
wE:EK 
wEt:K b 
wEEK 7 
0 0 
5 1 
0 0 
l1 l VI NG lf4.l @&: 
0 0 
0 
3 
0 
0 
0 
2 
0 
0 
0 
2 1 
0 0 
DEA'lHS 2 0 
0 0 
0 0 0 
0 0 0 
RIRTHS 0 0 0 
0 0 0 
0 4 0 
0 0 0 
L l V I N G ]Jf@l:\t l:j:fo\\;\@j( 
0 0 0 
l 2 1 
0 0 0 
DEATHS 0 1 3 
0 0 0 
0 0 1 
0 0 0 
HIHTHS O 0 0 
LIVING 
DEATHS 
dlRTHS 
LlVH-iG 
DE::ATHS 
1:31RTHS 
LIV H~G 
DEATHS 
blRTHS 
u 0 0 
1 2 0 
0 0 0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
() 
0 
0 
3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
2 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
1 
0 
0 
0 
0 
0 
2 
0 
0 
l 
0 
1 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
1 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
4 
0 
0 
0 
2 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
2 
0 
0 
0 
() 
0 
0 
0 
0 
1 
0 
1 
0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
2 
0 
() 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
1 
0 
1 
0 
0 
0 
0 
0 
2 
0 
0 
0 
0 
t) 
0 
0 
I) 
0 
0 
0 
0 
0 
0 
0 
0 
IJ 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 
0 
0 
0 
0 
0 
1 
0 
1 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
(J 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
I) 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
u 
0 
0 
u 
0 
0 
0 
u 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
\) 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
l) 
0 
0 
u 
0 
0 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
3 
0 
0 
0 
2 
0 
() 
0 
0 
() 
0 
0 
0 
u 
u 
u 
u 
0 
0 
0 
0 
0 
0 
0 
(.j 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
\) 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
'l. 
0 
0 
0 
1 
0 
0 
0 
0 
(J 
0 
0 
4 
0 
0 
0 
2 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
() 
v 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
269a 
14 
28 
2 
12 
.HI 
., 
6 
37 
37 
5 
3 
JS 
... /cont t d 
0 
WEEK 8 LlVlNG 3 
0 
0 
0 
DE:ATHS 1 
0 
0 
0 
Blk'fHS 0 
0 
u 
0 
WEEK 9 LlVlNG 1 
0 
0 
0 
DEATHS 1 
0 
0 
u 
BIRTHS O· 
0 
0 
0 
WEEK 10 LIVING l 
0 
0 
u 
Dr:ATHS 0 
0 
0 
0 
blRlllS 0 
I) 
0 
0 
WE~K 11 LlVlNG 2 
0 
() 
0 
Dt~ATHS 0 
v 
0 
0 
t31RTHS 0 
\) 
0 
0 
WEEK 12 LlVING 5 
0 
IJ 
0 
DEA I HS 0 
u 
0 
0 
BIRTHS 0 
l) 
0 
0 
WEEK 13 LlVlNG 12 
0 
3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
3 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
l 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
~ 
0 0 0 0 0 
'il:mu::e11tM':@1:trnmt1rn:trmt1t 
0 0 0 0 0 
0 1 1 0 0 
0 0 0 0 0 
1 0 0 2 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 2 0 
0 0 0 0 0 
2 
0 0 0 0 0 
0 0 1 1 0 
0 0 0 0 u 
0 0 1 2 0 
0 0 0 u 0 
0 0 0 1 1 
0 u 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 u 0 0 2 
0 0 0 0 0 
3 2 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
u 
0 
0 
0 
0 
0 
0 
0 0 
0 0 
0 0 
u 0 
0 0 
0 0 
0 0 
0 0 
0 0 
u 0 
0 0 
0 0 
l) 0 
0 0 
u 0 
0 0 
u 0 
0 0 
u u 
0 0 
0 0 
() 0 
0 () 
\) u 
0 0 
i) 0 
0 0 
0 0 
0 0 
l) 0 
0 0 
0 0 
0 u 
2 0 
0 0 
0 0 
0 0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
l 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
3 
0 
u 
0 
0 
u 
0 
0 
0 
0 
0 
0 
1 
itI n i:m n::1n:rn:~m1rn1nm1m o 
0 
1 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
(J 
0 
1 
u 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
3 
0 
0 
() 
u 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
(J 
(.) 
() 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
() 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
u 
0 
0 
0 
0 
0 
u 
0 
0 0 
0 0 
0 0 
0 0 
0 0 
u () 
0 0 
4 1 
0 0 
0 u 
\.) 0 
\) (j 
u 0 
\) 0 
1 j 
0 0 
0 0 
0 0 
5 5 
0 0 
0 0 
0 0 
269b. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
() 
0 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
() 
0 
0 
0 
l) 
0 
0 
0 
0 
0 
0 
0 
0 
2 
0 
0 
0 
... /cont'd 
3 
)4 
5 
2 
31 
7 
2 
2 
26 
1 
5 
30 
12 
269c. 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 38 
Ul'.:ATHS 1 3 0 0 0 0 1 1 0 1 0 0 
0 () 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 ---- 0 0 ..... ----·---· -
0 0 0 0 0 0 0 0 0 0 0 0 7 
blRTHS 0 0 0 0 () 0 0 0 0 2 1 2 
1 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 6 
WEEK 1 4 LlVlNG 5 9 5 1 1 l 2 0 a:;m:mrnmmmrru:t:a:; 
'fit! 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 37 
DEATHS 1 l 0 0 0 0 0 2 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 4 
B1RTHS 0 0 0 0 0 0 0 0 0 J 0 3 
2 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 9 
wEEK 15 LlVlNG 8 4 9 5 1 l 1 0 0 ·:1ttlfft?ttiill 
~l~~~lll~l~~~~~tlf:. 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 42 
D!!.:ATHS 1 0 0 0 0 0 0 0 0 0 0 0 
0 l 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 2 
l:HRTHS 0 0 0 0 0 
I 
0 0 0 0 u 3 0 
4 3 4 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 L) 0 0 14 
WEEK 1 () LlVlNG 13 B 4 9 5 1 1 1 0 0 tif}j{t[if 
tlttttf Jtti:Itl\ 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 54 
DEATHS 1 1 1 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 4 
Hl R'l HS 0 0 0 0 0 0 0 0 0 0 0 3 
\) 2 3 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 9 
WEEK 17 LlVl NG 8 12 7 4 9 4 1 l l 0 0 TIW 
::t:I!!IIf@J.!]@M!i!III:I!:H•It 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
Ci 0 0 ·o 0 0 0 0 0 0 0 0 59 
Df..:ATHS 5 1 1 0 1 0 0 1 0 0 0 0 '" 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 ..... -~------~--
0 0 0 0 0 0 0 0 0 0 0 0 9 
BIRTHS 0 0 0 0 0 0 0 0 0 j 0 0 
3 2 5 4 2 (J 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 ~-···· -~~·-··-· 
0 0 0 0 0 0 0 0 0 0 0 0 19 WEEK TB- --L-1v1NG 14 7 1 1 7 3 9 4 0 1 1 0 f!J.ii!!I~k~II!l!!~~iff~!~~~-~~f.M~~~lfr~· 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
. . ./cont'd 
Df.ATHS 
HlRTHS 
i.;gEK 19 LIVING 
DEATHS 
BIRTHS 
~EEK 20 LIVING 
O~ATHS 
HlRTHS 
wEEI< 21 LlVlNG 
DEATHS 
BIRTHS 
i'WEEK 22 LlVlNG 
Dl:.ATHS 
blRTHS 
NEEK 23 LIV H~G 
DEAT ll S 
blRTHS 
u 0 0 0 0 
0 0 2 2 2 
0 0 1 1 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 i 0 5 3 
0 0 0 0 0 
0 0 0 0 0 
14 7 11 7 3 
::::1e:1::t<t@@rM1t1mrnh1:irn~~Miat 
0 0 0 0 0 
0 0 0 0 0 
3 2 1 0 0 
0 0 0 0 1 
0 0 0 0 0 
u 0 0 0 0 
0 0 0 0 0 
v 7 1 3 4 
0 0 0 0 0 
0 0 0 0 0 
14 12 b 11 7 
0 
0 
() 
0 
0 
0 
5 
0 
Q 
9 
0 
0 
0 
l 
0 
0 
0 
0 
2 
0 
() 
2 
o dtid?~'I 
0 
0 0 0 
1 2 2 
0 0 0 
I) 0 0 
0 0 u 
0 0 0 
0 0 2 
u 0 0 
0 0 0 
y 12 10 
0 
0 
() 
0 
0 0 
0 0 
1 L 
0 0 
0 0 
6 10 
0 
0 
4 
0 
0 
5 
:;y 
1 
0 
0 
0 
0 
·O 
0 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
u 
0 
1:1 
0 
0 
() 
0 
(J 
0 
0 
0 
1 
0 
0 
2 
o o ~a1m0n1rn:Krn:ium1narrn'::::;21 
() 0 () 
0 0 0 
1 2 1 
u 0 0 
0 0 0 
() 0 0 
0 0 0 
0 0 0 
u 0 0 
0 0 0 
'/ 7 11 
0 0 0 
0 0 0 
u 0 0 
3 1 2 
0 0 0 
0 0 0 
u 0 u 
0 0 0 
0 0 0 
0 0 0 
iJ 0 0 
12 6 5 
0 0 
0 0 
1 2 
1 () 
0 0 
0 0 
0 0 
4 2 
0 0 
0 0 
9 4 
0 0 
0 0 
1 1 
0 0 
0 0 
0 0 
0 0 
0 3 
0 0 
0 0 
10 8 
0 
0 
1 
0 
0 
0 
0 
1 
0 
0 
9 
0 
0 
0 
0 
0 
0 
0 
3 
0 
0 
4 
() 
0 
0 
0 
0 
0 
0 
0 
0 
0 
5 
0 
0 
1 
0 
0 
0 
0 
1 
0 
0 
8 
0 
0 
0 
0 
0 
0 
0 
0 
JL 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
8 
0 
0 
0 
1 
2 
0 
0 
0 
1 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
2 
0 
0 
5 
0 
J 
0 
0 
0 
0 
0 
0 
Q 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
8 
0 
0. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
() 0 0 
0 0 0 
o '2itTlt?3/MT.E'HW.fil 
v 0 () 
0 1 0 
0 0 0 
0 0 0 
() 0 0 
0 0 0 
0 u 0 
0 0 0 
n i\ 
0 0 
() 0 
0 0 
(! 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 
0 
0 
0 
0 
0 
0 
2 
0 
0 
0 
0 
0 
(; 
0 
0 
3 
0 
0 
0 
1 
0 
0 
0 
0 
2 
0 
0 
0 
'i 
0 
0 
0 
0 
() 
0 
0 
1 
u 
0 
l) 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
u 
0 
0 
0 
() 
0 
u 
0 
0 
0 
0 
0 
u 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
b 
0 
0 
0 
8 
() 
0 
0 
1 
0 
0 
u 
2 
0 
u 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
0 
u 
0 
u 
0 
0 
0 
0 
4 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
Q 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
() 
0 
0 
0 
0 
;) 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
(J 
0 
0 
0 
0 
0 
0 
10 
td 
9 
17 
7 
9 
10 
12 
12 
9 
15 
74 
5 
wEEK 24 LlVlNG 13 11 
0 0 
0 0 
0 0 
Di::ATHS l 2 
0 0 
0 0 
0 0 
BIRTHS 0 0 
0 0 
\.) 0 
0 0 
~EEK 25 LIVING 20 11 
0 0 
0 0 
0 0 
DE:ATHS 1 1 
0 0 
0 0 
0 0 
IHRTHS 0 0 
0 0 
0 0 
0 0 
WEEK 26 LlVING 9 19 
7 0 
0 0 
0 0 
Dt.:ATHS b 3 
0 0 
0 0 
0 0 
BIRTHS U 0 
0 9 
0 0 
0 0 
~EEK 27 LIVING 14 6 
0 7 
#(f 0 
0 0 
D!::ATHS 0 3 
1 0 
0 0 
0 0 
BlRThS 0 0 
2 rJ 
0 0 
0 0 
~EEK 28 Ll~lNG 25 11 
2. 0 
0 0 
DEATHS U 4 
\) 1 
0 0 
0 0 
BIRTHS 0 0 
0 2 
1 1 
u 0 
~E~K 29 LIVING 24 21 
2 l 
& 
0 
0 
0 
1 
u 
0 
0 
0 
0 
0 
0 
10 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
11 
0 
0 
0 
3 
0 
0 
0 
0 
0 
0 
0 
16 
0 
0 
0 
0 
2 
0 
0 
0 
4 
0 
0 
6 
5 
0 
0 
2 
0 
0 
0 
0 
0 
0 
0 
9 
0 
5 10 
0 0 
0 0 
0 0 
1 0 
0 0 
0 0 
0 0 
0 0 
() 0 
0 0 
0 0 
~ !:> 
0 0 
u 0 
0 0 
1 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
9 5 
0 0 
0 0 
0 0 
1 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
10 9 
0 0 
0 0 
0 0 
2 1 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
14 9 
0 0 
0 0 
0 0 
1 1 
1 u 
0 0 
0 0 
0 0 
5 0 
0 0 
0 0 
5 13 
4 0 
0 0 
0 
0 
1 
0 
0 
0 
u 
0 
0 
0 
9 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
5 
(J 
0 
0 
2 
0 
0 
0 
0 
() 
0 
u 
7 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
9 
0 
0 
0 
0 
0 
1 
0 
0 
0 
3 
0 
0 
8 
0 
2 
0 
0 
0 
0 
0 
0 
0 
7 
0 
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
4 
(j 
0 
0 
l 
() 
0 
0 
0 
0 
0 
() 
4 
0 
0 
0 
"}. 
0 
0 
0 
0 
0 
0 
0 
5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
3 
0 
0 
4 
0 
0 
u 
0 
0 
0 
0 
1 
0 
0 
i3 
0 
1 
0 
0 
0 
0 
0 
0 
0 
b 
0 
0 
0 
() 
0 
0 
0 
0 
0 
0 
0 
4 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
0 
4 
0 
0 
0 0 
0 0 
3 0 
0 0 
0 0 
0 0 
0 5 
l 0 
0 0 
0 0 
4 3 
0 0 
0 0 
0 1 
0 0 
0 0 
0 0 
0 1 
2 2 
0 0 
0 0 
4 3 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 4 
1 \) 
0 0 
0 0 
8 4 
0 0 
0 0 
1 () 
0 0 
0 0 
() u 
0 11 
0 u 
0 u 
0 0 
5 8 
B 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
3 
0 
0 
3 
0 
0 
1 
0 
0 
0 
4 
0 
0 
0 
2 
0 
0 
1 
1 
0 
0 
3 
1 
0 
0 
3 
0 
0 
0 
0 
1 
0 
0 
0 
9 
0 
0 
0 
7 
0 
0 
0 
0 
0 
u 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
(I 
(J 
0 
3 
0 
0 
0 
1 
0 
0 
2 
2 
0 
0 
2 
o m4:rm1n11tt1=~~ 
0 0 
0 0 
0 1 
0 0 
0 0 
0 u 
0 b 
0 0 
0 0 
() 0 
4 'i 
0 0 
0 0 
0 
0 
0 
0 
0 
0 
7 
1 
0 
0 
~ 
0 
0 
0 
1 
0 
0 
0 
1 
u 
0 
0 
(. 
0 
265'e. 
82 
11 
21 
92 
10 
96 
16 
20 
100 
16 
25 
109 
14 
24 
270. 
_,.,,/ 
TABL~ 7.2. 1NITIALIZ1NG AND OUTPUT VALUES fOR SIMULATION OF THE 
INCR~ASE PHASE fOR fEMALf. MICE ON CONTOUR BANKS ON TH~ lkklGATED 
FARM IN 1979. THE NUMBEk Of TRAPPABLE FEMALES lS OBTAINED H~ 
SUBTRA:rING THE NUMBERS IN THE AGE CLASSES 1•6 fROM THE TOTAL 
ALIVE EACH WEEK. 
POPULATION SIMULATION fHOM WEEK 
lNITIALlZATIUN 
1 ro w~EK 48, 1979. 
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(cont.) 
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Table 7.2. cont'd 
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... /cont' 
Table 7.2. cont'd 
~EEK13LIVING 18 13 6 2 0 1 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
DEATHS 2 1 0 0 1 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
SIR1HS 0 0 0 0 0 0 
2 u u 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
wEEK14LIV1NG 11 17 13 6 1 0 
4 0 0 0 0 0 
0 0 0 0 0 0 
0 u 0 0 0 u 
DEATHS 2 0 2 1 O O 
0 2 0 0 0 u 
0 0 0 0 0 0 
u 0 0 0 0 0 
BIRTHS 0 0 0 0 0 0 
3 7 0 0 0 u 
0 0 0 0 0 0 
0 0 0 0 0 u 
NEEK15LIV1NG 21 11 15 12 b 1 
3 2 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
DEATHS 1 4 2 4 0 0 
0 1 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
BIRTHS U 0 0 0 0 0 
2 4 2 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
~EEKl&LlVlNG 15 17 9 11 12 6 
3 2 2 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
DEATHS 1 2 1 2 2 1 
1 1 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
BIRTHS 0 0 0 0 O 0 
0 4 3 5 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
wEEK17LIVlNG lb 13 16 7 9 11 
1 2 2 2 0 0 
0 0 0 0 0 u 
0 0 0 0 0 0 
DEATHS 2 1 2 1 0 1 
0 0 0 0 1 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
BIRTHS 0 0 0 0 0 0 
3 2 3 b 4 0 
0 0 0 0 0 0 
0 0 0 0 0 u 
0 
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0 
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... /cont' 
Table 7.2.cont'd 
-itEKl~LIVij~ 16 15 11 
3 1 2 
0 0 0 
0 0 0 
D~ATHS 0 0 2 
0 \) 0 
0 0 0 
0 0 0 
BIRTHS 0 0 0 
0 6 4 
0 0 0 
0 0 0 
WEEK19LIVING 16 16 13 
0 3 1 
0 0 0 
0 0 0 
DEATHS 2 4 2 
0 0 0 
0 0 0 
0 0 0 
BIRTHS 0 0 U 
0 0 b 
0 0 0 
0 0 0 
~EEK20LIV1NG 11 12 14 
0 0 3 
0 0 0 
0 0 0 
DE:A1'HS 2 1 0 
0 0 0 
0 0 0 
0 0 0 
BIRTHS 0 0 0 
0 0 0 
0 0 () 
0 0 0 
wEEK21LIVING 24 10 12 
0 0 0 
0 0 0 
0 0 0 
DEATHS 8 2 0 
u 0 0 
0 0 0 
0 0 0 
BIRTHS 0 0 0 
0 0 0 
0 0 0 
0 0 0 
~E~K22LlV1NG 25 22 10 
0 0 0 
0 0 0 
0 0 0 
DEATHS 5 2 4 
1 0 0 
0 0 0 
0 0 0 
BIRTHS 0 0 0 
0 0 0 
0 0 0 
0 0 0 
15 7 
2 1 
0 0 
0 0 
0 1 
0 1 
0 0 
0 0 
0 0 
3 1 
0 0 
0 0 
11 14 
2 1 
0 0 
0 0 
2 u 
0 0 
0 0 
0 0 
0 0 
0 l 
0 0 
0 0 
11 11 
1 2 
0 () 
0 0 
1 1 
0 1 
0 0 
0 0 
0 0 
7 l 
0 u 
0 () 
13 10 
3 0 
0 0 
0 0 
2 1 
0 
0 0 
0 0 
0 0 
0 7 
0 0 
0 0 
1 0 1 :.! 
0 2 
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... /cont' 
Table 7.2. cont'd 
~£EK23LIVING 24 23 18 
3 0 0 
0 0 0 
0 0 0 
DEATHS 2 2 0 
1 1 0 
0 0 0 
0 0 0 
BIRTHS 0 0 0 
7 I:> 0 
0 0 0 
0 0 0 
~EEK24LIVING 47 22 23 
5 2 0 
0 0 0 
0 0 0 
DEATHS 4 4 1 
1 1 1 
0 0 0 
0 0 0 
BIRTHS 0 0 0 
7 6 4 
0 0 0 
0 0 0 
WEEK25LIV1NG 45 43 21 
3 4 1 
0 0 0 
0 0 0 
DEATHS 6 6 4 
0 0 1 
0 0 0 
0 0 0 
BIRTHS 0 0 0 
3 7 9 
0 0 0 
0 0 0 
WEEK2oLIVING 53 39 39 
1 3 3 
0 0 0 
0 0 0 
DEATHS 3 3 2 
1 0 0 
0 0 0 
0 0 0 
HIRT HS 0 0 0 
10 2 7 
;!! 0 0 
0 0 0 
~EEK27LlVING 48 50 37 
5 1 3 
1 0 0 
0 0 0 
DEATHS 7 1 3 
0 l 1 
0 0 0 
0 0 0 
BIRTHS 0 0 0 
3 13 4 
0 1 0 
0 0 0 
8 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
18 
0 
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17 13 
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0 
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0 
0 
2 4 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
lb 5 
4 0 
0 0 
0 0 
9 2 
1 () 
() 0 
0 0 
0 1 
0 0 
0 0 
0 0 
3 14 
0 2 
0 () 
() 0 
4 ~ 
0 1 
0 0 
0 0 
2 1 
0 0 
0 0 
0 0 
12 8 
() 0 
0 0 
0 0 
5 3 
0 0 
0 0 
0 0 
0 0 
u u 
0 0 
0 0 
7 b 
j 0 
0 () 
0 0 
5 5 
2 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
6 7 
0 3 
0 0 
0 Q 
6 
0 
0 
270e. 
0 131. 
0 
0 
0 
0 10 
8 
0 
0 
0 49 
4 
0 
0 
0 170 
1 
0 
0 
0 22 
9 
0 
0 
0 49 
1 
u 
0 
0 197 
2 
0 
v 
0 31 
13 
l 
0 
0 59 
6 
1 
0 
u 225 
0 
0 
0 
0 21 
7 
0 
0 
0 51 
3 
0 
0 
0 255 
0 
0 
0 
0 2b 
7 
0 
0 
0 56 
... /cont 
270f 
Table 7.2. cont'd 
WEEK28LIV1NG 49 47 47 33 32 16 10 14 6 6 5 5 
3 4 0 2 3 0 0 0 0 0 2 0 
0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 285 
DEATHS 7 2 2 2 2 '2 1 0 ;) 0 0 0 
1 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 20 
BIRTHS 0 0 0 0 0 0 0 0 0 8 4 11 
13 5 b 0 7 3 0 0 0 0 u u 
0 0 2 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 59 
'1EEK29LIV1NG 52 4 7 45 45 31 30 15 10 14 6 6 5 
4 3 4 0 2 2 0 0 0 0 0 2 
0 0 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 - 6 0 32-·f 
DEATHS 5 2 5 2 7 4 3 2 2 2 1 0 
1 0 0 1 0 0 0 () 0 0 0 0 
0 0 0 (J 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 37 
BIRTHS 0 0 0 0 0 0 0 0 0 16 1 1 8 
12 4 7 6 0 4 3 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 l) 0 
0 0 0 0 0 0 0 0 0 0 0 0 74 
WEEK30L1VlNG 69 50 42 43 38 27 '2. l 13 t! 1 .2 :i b 
4 4 3 3 0 2 2 0 u u 0 u 
2 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 361 
Dt::ATHS 1 1 9 4 5 4 7 3 4 0 1 5 1 
0 0 1 1 1 0 0 0 0 0 l) 0 
0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 58 
BIRTHS 0 0 0 0 0 0 0 0 0 10 '2 2 9 
11 4 5 2 11 0 4 3 0 0 0 0 
0 l 0 0 1 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 SJ 
wEE:K31LIVlNG 72 60 4b 37 39 31 24 23 1 3 7 -, 4 
b 4 3 2 2 0 2 2 0 0 0 0 
0 1 0 0 1 0 0 0 D 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 386 
DE:ATHS & 9 2 b 3 3 ., 1 5 2 1 1 
1 1 0 0 0 0 0 0 1 v 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 u 0 0 0 0 0 0 50 
tHkTHS 0 0 0 0 0 0 0 0 0 '22 15 a 
4 9 2 5 4 3 0 5 2 0 0 0 
0 0 1 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 81 
1'EEK32L1VlNG 75 63 58 40 34 36 24 23 1 tl 11 b b 
3 5 4 3 2 2 0 2 1 u 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 () 0 0 0 0 0 0 41., 
Dt:ATHS l 3 7 5 8 6 h 3 2 3 4 5 1 
1 0 2 1 () 0 0 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 l) 0 0 0 68 
i:HHTHS 0 0 0 0 0 0 0 0 0 38 12 7 
11 2 7 7 3 4 2 0 2 1 0 0 
0 0 0 0 0 0 l 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 97 
... /cont'< 
Table 7.2. cont'd 
270g. 
r.iEEK33LlVING 84 68 58 50 34 28 33 22 20 14 b 5 
5 3 3 3 3 2 2 0 2 1 0 0 
0 0 0 0 0 () 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 446 
DEATHS 9 11 7 8 1 () t:> 9 3 2 j l l 
1 0 1 1 0 0 l 0 0 0 0 0 
0 0 0 0 n u 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 74 
BIRTHS 0 0 0 0 0 0 0 0 0 34 19 7 
6 1 1 5 6 3 9 3 2 0 4 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1()9 
wEEK34LIVlNG 100 73 bl 50 40 28 19 30 20 17 Li 5 
4 5 2 2 3 3 1 2 0 2 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 4S1 
OEATHS 12 12 b 8 6 b 5 3 7 4 j 1 
J u 0 1 () l 3 l 0 0 1 0 
0 0 0 0 0 () 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 Q 0 83 
BIRTHS 0 0 0 0 0 0 0 0 0 27 22 11 
8 4 5 1 0 4 0 4 6 0 2 1 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 101 
wE:EK35LIVlNG 89 88 61 53 44 34 23 lb 23 16 14 12 
2 4 5 1 2 ~ () 0 2 0 1 1 
0 0 0 () 0 (I 0 0 0 0 0 0 
0 0 0 0 0 u 0 0 0 0 u 0 499 
DEATHS 15 14 16 5 9 5 7 3 3 u 1 2 
1 0 0 1 0 0 2 0 () 1 0 0 
0 0 0 0 0 0 0 0 0 u 0 0 
0 0 0 () 0 0 0 0 0 u 0 0 85 
dlRTHS 0 0 0 0 0 0 0 0 0 39 23 1 3 
20 1 5 6 2 2. j 0 0 2 0 1 
2 0 0 0 () 0 0 0 0 u 0 0 
0 0 0 0 0 () 0 0 0 0 0 0 119 
>'iEEK36LIVlNG 104 75 72 62 44 39 27 20 1 3 23 l ::> 12 
11 2 4 4 1 2 u u u 1 u 1 
1 0 0 0 0 0 0 0 u 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 533 
DEATHS 15 9 'l b 5 4 9 7 5 1 3 5 
2 2 0 0 1 1 0 0 u 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 79 
BIHTHS 0 0 0 0 0 0 0 0 0 23 32 20 
21 11 1 l:l 8 u ~ 0 0 u '2. 0 
1 3 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 141 
WEEK37LIVING 12b 95 71 bb 57 40 30 20 15 12 20 10 
10 9 2 4 3 0 2 0 0 0 i (f 
1 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 () 0 0 0 0 595 
DEATHS 13 15 5 7 7 5 3 b 3 3 1 2 
3 1. l 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 () 0 0 0 0 0 7 '1 
BlkTHS 0 0 0 0 0 0 0 0 0 27 31 32 
12 19 15 3 7 lj 0 5 0 0 0 1 
0 l 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 162 
Begin 
Isl doy 
Print Nx's 
Go to I st 
individual 
Increase 
Oi;Je by 
one 
l9' .. £1aw_Chart 
Enter doto 
Sx, m•, Nx 
randomize 
Nx 
Go to next day no 
Go to next individual 
@m'x•? 
2 Produce 
births 
.g@s'o•? Survival 
of births 
no 
I b. Density-governing Factors 
@ 
Print 
birth, 
deaths 
@s'x •? l 4 Survival 
of parent 
lntensi~J-c-ffect on 
of factor: - survival: 
G•bzN' s'x•sx/eGwex 
------ --
® 
Fig. 7..1 (a) A simplified flow chart illustrating the 
major features of Sonleitner's simulation model, SIMAO. 
At points A and B, density-dependent values for 
fecundity (m'x) and survival (s' ) are calculated 
using the procedures shown in (bJ where an example of 
a possible set of density-governing equations 
applicable to the model is given. For age-independent 
density functions the wix and wex are set equal to one. 
In the present study, Sonleitner's time unit of one day 
is made equivalent to one week and fecundity and 
survival input data are on a per-week basis. 
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CHAPTER 8 
DISCUSSION ANO GENERAL CONCLUSIONS 
8.1 GENERAL CONCLUSIONS 
8.l(A) THE OUTBREAK AS A CONSEQUENCE OF HIGH FOOD QUALITY DURING 
THE NON-IRRIGATION SEASON 
In seeking to understand the biological mechanisms which 
result in the formation of mouse plagues, the simplest finding from 
this study may also be its most important. That finding is that mice 
were continuously abundant on the Irrigated Farm for at least two 
years before the eruptive increase in the summer of 1979-1980. 
This finding leads directly to the question of why outbreaks 
are not more common on the irrigated farms. General outbreaks in the 
irrigated area occur only when there is a plague throughout the whole 
region, as reported in Chapter 1. The question thus becomes: given 
that mice are abundant on the irrigated farms, why do irruptions 
occur there only when there is a general plague? It is shown above 
that local extinction on the banks and bays followed the outbreak. 
The occurrence of that extinction, together with the preceding 
invasion of sub-optimal habitats such as the flooded rice bays, 
distinguishes the outbreak from the large annual population increases 
such as those of the previous two yea rs. So defined, an outbreak 
cannot occur every year, for there are insufficient mice present at 
the beginning of the next breeding season in late spring. Within 12 
months of the outbreak, however", mice were again abundant, showing 
that an outbreak could occur every second or third year. The absence 
of outbreaks in the irrigated area except in years of general and 
widespread plagues suggests that their ultimate causes are 
independent of i rri gat ion and are common to both the irrigated and 
the dry areas. For this to be so, the causal factors must act during 
the non-irrigation season, from mid-autumn to early spring. 
Large qualitative differences between mice in the 1978 and 
1979 non-irrigation seasons were, indeed, found. The mice grew more 
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rapidly and were in better condition during the former (Chapter 3). 
The higher growth rates were associated with higher fertility. After 
examination of various factors including abundance of food, better 
qua 1 ity of food in the autumn and early winter is proposed as the 
common cause (Chapter 4). It is also concluded in Chapter 4 that the 
very large mean 1 itter size observed in 1 ate spring of 1978 was 
caused by the same factor. 
The proximal cause of the outbreak was the presence of a large 
number of nullipar9us adult females at the onset of breeding in the 
late spring of 1979 (Chapter 4). Their presence depended on 
comparatively high survival during a period of reproductive 
stagnation which, in turn, was a consequence of the combined effects 
of high density and sub-optimal quality of food in autumn. The high 
density, in turn, was partly the result of the high fertility during 
the 1978-79 breeding season. Changed spacing behaviour, which was 
manifested by the failure of some young mice to disperse, was also 
important in allowing the population to become very dense. 
Thus, a sequence of events and demographic changes began in 
1978 and led, eventually, to the outbreak and local extinction in 
1980. The following conclusions summarize that process: 
(a) The factors ultimately responsible for outbreaks of mice 
on irrigated farms operate during the non-irrigation season. 
(b) Those ultimately responsible for the outbreak in early 
1980 were good autumn rains, nearly two years previously. 
(c) A sequence of qualitative changes in the mice and 
conseqeunt changes in spacing behaviour followed those rains. 
It is proposed that those changes were due, penultimately, to 
the presence of high quality food for a long period, from 
spring to early winter, in 1978. 
(d) The proximal cause of the outbreak was reproduction by 
many nul liparous female adults soon after the beginning of the 
irrigation season in late 1979. Their presence was a 
consequence of the qualitative changes which began in 1978, 
interacting with subsequent seasonal variation of food quality. 
Chapter 8 282. 
8.l(B) THE OUTBREAK AS A FAILURE OF INTERCOMPENSATING POPULATION-
REGULATING FORCES 
One feature of the population on the Irrigated Farm was the 
long delay, of about 19 months, between the hypothesized ultimate 
cause and the outbreak. Clearly, even at sub-maximal fertility, a 
mouse population can increase from rarity to abundance in a shorter 
time, and some factors must have operated to delay the outbreak. 
It is concluded. in Chapter 5 that, during the breeding season 
of early 1978, the population was being regulated by pre-saturation 
dispersal, perhaps in conjunction with predation. 
In mid-March, the rice bays were drained. All mice except 
1 arger ma 1 es and fema 1 es (the presumed territory-holders) dispersed 
into the bays. Some dispersers were large females, which bred and 
which apparently continued to·· suppress breeding by young adult 
females. The vagrant males invaded more quickly than females. 
Autumn rains allowed continued growth and seed-setting by 
barnyard grass, and food remained abundant as young seeds provided 
food of high quality until early winter. Breeding continued on both 
banks and bays, and the effectiveness of dispersal to regulate the 
population appears to have been lost by autumn (May) 1978; the 
population size increased until August. As the bays were no longer 
flooded, mice at this time had easy access to the surrounding 
pastures and fallowed areas, which offered an apparently unlimited 
dispersal sink (Lidicker 1975). This tendency for mice not to 
disperse is in stark contrast to the obviously higher tendency only a 
few months earlier in March, even though population density was 
higher in May than it had been then. Why sufficient mice to retain 
the bank population at its pre-May size did not disperse to that sink 
is a key question raised by this study. 
In May, food quality probably declined because the weather was 
too cold to support the further production of grass seeds. The 
fertility of male mice and, consequently, the efficacy of their 
urinary pheromones, may have been lowered because of the poorer 
quality food (Chapter 4). An increasing proportion of young males, 
growing more slowly than during the irrigation season and taking 
longer to reach puberty, failed ~o disperse. 
According to the model, at these intermediate densities, some 
adults remains fertile, because the male-female mutual stimulation 
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process still functions. Thus some breeding by these larger adults 
would still have occurred {Chapter 4). 
Decreased dispersal may be no more than a response to 
declining ambient temperatures. Torpid and nest-sharing mice have 
been observed in the wild in southern Australia (Morton 1978). The 
apparent change from exclusive territories to group territories 
occurred, however, at different times in each of the years, and 
generally before cold weather began. Food shortage was not 
responsible for the increased tendency of young mice to remain, for 
male mice in August were in peak condition, while some females 
continued to breed. In these circumstances, the population increased 
slowly to peak in August. 
The epizootic of chronic actinobacillosis was probably 
contributed to the subsequent popu 1 at ion crash in September. 
Irrigation recommenced at this time. According to the model, the 
resultant improved food quality would cause a return to high 
fertility of adults and onset of puberty in juveniles. It is 
proposed that this caused territorial sorting and the re-establish-
ment of exclusive territories. During the sorting, all small mice 
would have dispersed, along with some of the larger ones, so that in 
October, November and December the breeding population would have 
consisted of large adults only (Chapter 4). The females, after the 
good conditions during the non-irrigation season, were not only large 
but had litters averaging 9.8 young. 
It is concluded that the breeding population during the first 
half of the 1978-79 irrigation season was firmly established, in 
contrast to that of the previous year when immigrants were able to 
settle. This year, also, dispersal was capable of regulating the 
population for only a brief period in the face of rapid recruitment 
due to the large litters and high pregnancy rates. Exclusive 
territories apparently gave way to group territories in February, 
compared to May in the previous year, and the population began to 
increase (Fig. 8.1). 
In the absence of autumn rains food quality declined when the 
crop was drained in early March, thereby reducing the fertility of 
adults. For this year, however, it is proposed that the high density 
of mice caused an increase in non-antagonistic interference due to 
crowding, and so prevented the male-female mutual stimulation from 
continuing. Consequently the population became completely stagnant, 
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in autumn, when food was abundant, though of low quality. 
Mice then converted the available food energy, which before 
draining would have been used for reproduction, into fat deposits. 
By June the mice became obese. They then lost weight gradually 
during winter. In the absence of high quality food, longitudinal 
growth also ceased. With an absence of breeding and with cessation 
of growth, mice became gregarious. Survival during this gregarious 
phase was high. This spacing behaviour is represented in Fig. 8.1 by 
exclusive involvement of the right-hand loop. 
By the time the next irrigation season caused a return to high 
quality food, in September-October 1979, many nulliparous females 
were still present. So many young were born that dispersal only 
along the banks was not possible, and they spilled over into 
irrigated rice bays. 
After the rice harvest, in late February 1980, the population 
again became stagnant. There were so many mice, however, that the 
food supply declined rapidly and, instead of becoming obese as they 
did in the previous year, the mice were in very poor condition. The 
population declined rapidly to extinction as food supply became 
exhausted. 
No mice were present until a few individuals arrived in 
November, probably from buildings or channels. 
This summary leads to the following conclusion (Fig. 8.2). 
(a) The population on the Irrigated Farm was regulated at 
various equilibrium densities. At any particular time, the 
population was either at an equilibrium density or in 
transition between one equilibrium and the next. 
(b) A suite of external environmental factors and internal 
population mechanisms regulated the population. These included 
pre-saturation and saturation dispersal, reproductive 
stagnation, 
predation. 
this suite 
disease and, in conjunction with dispersal, 
At each equilibrium density, a particular member of 
of forces was the dominating regulating force. 
Within this suite of intercompensating regulating forces 
(Wilson 1975), dispersal was efficaceous only at low population 
density and then only during the irrigation seasons. At higher 
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densities, reproductive stagnation regulated the population, but only 
during the dry seasons. It was concluded in Chapter 4 that the onset 
of reproductive stagnation was probably due to inferior food quality 
after the rice bays were drained. High density alone, was not 
sufficient to induce reproductive stagnation (Chapter 4). Had it 
been so, the outbreak would not have occurred, for most or all of the 
nulliparous adult females present at the beginning of the season 
would have remained infertile. Instead, onset of irrigation was 
followed by breeding. Hence, improved nutrition associated with 
active plant growth during each irrigation season holds an ultimate 
sovereignty over the regulating forces so that, during the irrigation 
season, breeding occurs, regardless of which regulating force was 
effective previously. 
This leads to the following conclusions: (a) food quality 
was the major factor determining the abundance of house mice on the . 
Irrigated Farm where food and nest-sites were abundant; (b} the 
evidence suggests that food quality acts both directly and indirect-
ly. Directly, it probably determines the fertility of mice, and high 
food quality may act as a density-independent anti-regulating force 
by imposing commencement and continuation of breeding. In this way, 
it tends to perturb the population density from one equilibrium level 
to a higher one. Low food quality appears to act as a density-
dependent regulating force, which decreases fertility to a level 
determined by population density; indirectly, food quality probably 
determines abundance by influencing the rates of individual growth 
and development and the average size of litters. These, in turn, 
would influence the tendency of young mice to disperse. Food quality 
is thus seen as the factor which ultimately determines the spacing 
behaviour of individuals and the consequent social structure, which 
are the bases of regulation of this population. 
It is also concluded that: (a} The outbreak of early 1980 
may be regarded as an eventual failure of the i ntercompensat i ng 
regulative forces. (b} This failure was due to the onset of 
breeding when high quality food became available at a time when the 
population was already regulated at a high density in late 1979. 
(c} The high equilibrium density was due to qualitative changes in 
the mice, including high growth rates in winter and large litters in 
spring, which occurred after the availability of high quality food 
which is normally available only from late spring to early autumn, 
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was extended by good autumn rains in 1978. 
The cone 1 usi ons above sumrnari ze the mechanisms, concluded to 
have been the cause of the 1980 outbreak. They also help to answer 
the question, raised at the beginning of this section, of why 
outbreaks in the irrigated area coincide with general plagues 
throughout the region. If high quality food had not been available 
throughout the autumn of 1978, reproduction would have declined to a 
trickle or ceased altogether, mice would have grown more slowly in 
winter and the litters in spring would have been small. During the 
1978-1979 irrigation season pregnancy rate would have been low and 
litter size would have been small; relatively few young would have 
been born, and pre-saturation dispersal would have continued to 
regulate the population. When the crop was drained in March, the 
bank population would have reverted to exclusive territories as it 
apparently did in 1978, and large numbers of nulliparous females 
would not have been present in the population at the beginning of the 
1979 breeding season in spring. In other words, the annual cycle of 
food quality would have caused an annual cycle of growth rates and an 
annual breeding season during which density would have been regulated 
by pre-saturation dispersal. 
The model does not preclude the possibility of very localized 
populations reaching outbreak densities in non-plague years. For 
example, the soil in isolated small areas, such as those around water 
storage ponds, may remain moist and support production of seed during 
a dry autumn. The mice in such an area would then have high-
fertility and growth rates, but the majority of mice, living in dry 
conditions, would have low fertility and growth condition. 
8.2 DISCUSSION 
8.2(A) APPLICABILITY OF THE FOOD-QUALITY, SPACING BEHAVIOUR MODEL 
TO NON-IRRIGATED CEREAL FARMS 
It remains to establish whether the hypothetical model of 
plague formation on the Irrigated Farm applies also to the Dry 
Farm. Unfortunately, the present data do not allow that question to 
be answered because (a) no data were collected in the first 10 months 
of 1978, (b) sample sizes for estimation of rates of pregnancy, 
survival and dispersal were too small and (c) a valid answer to that 
question can be obtained only by experimental testing of the 
hypothesis. Nevertheless, it is worth considering the observations 
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which are available from the Dry Farm in the light of the conclusions 
drawn from study at the Irrigated Farm. 
The constancy of the index of population density at the 
piggery, at all times except during the plague in autumn of 1980 
indicates that the population was regulated. Excess pig food was 
always available to the mice, at least during each trapping, and its 
quality was probably constant also, in contrast to food available to 
mice in fields. Al t~hough there was no evidence of mice moving 
between the piggery and its surroundings, they may have done so, as 
those at the woolshed commonly did. Food quality outside the piggery 
was consistently high because of the lush growth of grass in the 
effluent disposal areas (Chapter 1). Whether mice were confined to 
the piggery or moved in and out of it, food quality probably did not 
vary seasonally. The regulation of the population at the piggery 
conforms to that described previously for mice in buildings (Adamczyk 
and Petruseqicz, 1966). 
Although no information was obtained to determine which 
environmental factors or demographic mechanisms were regulating the 
population at the piggery, the models of Anderson {1964, 1967), 
Bronson (1979) and van Zegeren (1980) suggest that dispersal was the 
primary regulating force. In the terminology of Hansson (1977), the 
piggery may be called a primary 'donor' habitat, which provides mice 
for the colonization of the wheatfield. 
In this respect, it is somewhat analogous to the reed bed 
which was the winter refuge studied by Newsome (1969b) at 
Turretfield. It does not necessarily follow, however, that the 
mechanism of dispersal (including the timing, route and quality of 
dispersing mice) was the same at Merriwagga as it was at 
Turretfield. At the latter site, mice were at least three months old 
when they invaded the wheatfield from the reed-bed in spring (Newsome 
1969a). Such col oni zat ion conforms to the food-qua 1 ity, spacing-
behaviour model proposed in the present study, which postulates a 
return to exclusive territories and consequent dispersal of 
subordinate mice at the onset of seed production in spring. In 
contrast, if conditions at the piggery were as constant as they 
appeared to be, dispersal of young mice expelled from their birth 
place would have occurred throughout the year. In most years, the 
general aridity and scarcity of food would almost certainly ensure 
the death of most of them, as proposed by Newsome (1969a,b) and in 
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accordance with the general demic models of mouse populations 
(Chapter 1). 
It is also clear that the population at the piggery increased 
in density during the plague, to peak in May 1980, but it is not 
known whether that peak was due to failure of young mice to disperse, 
or to immigration of mice from other habitats. The concurrent p€aks 
in the wheatfield and log piles suggest the latter, but mice could 
have immigrated from the vast areas of pasture, where they need not 
have been particularly abundant for them to cause the observed 
density peaks at all three habitats. In this respect, the 
environment on the Dry Farm differs markedly from the Irrigated 
Farm. On the former, winter refugia are dots in a vast ocean of 
seasonally variable habitat. On the Irrigated Farms, the winter 
refugia are a major habitat, and each is linked to others by 
channels. In addition, and as already noted, food quality varies 
seasonally in the winter refugia on the Irrigated Farm, whereas at 
the piggery on the Dry Farm it probably does not. 
The continued presence of mice at the piggery after the plague 
may be an important consequence of those differences. At al 1 other 
sites on both the Irrigated and Dry Farms, mice became locally 
extinct. Food shortage was concluded to be the cause of extinction 
on the Irrigated Farm. The population at the piggery was evidently 
able to re-establish population regulation at its original density 
' after the perturbation of the plague. Not only does this indicate 
the importance of such habitats for the existence of mouse 
populations from which future plagues can arise, but it provides a 
strong contrast between demographic events in two habitats where food 
is consistently abundant. 
8.2(8) PLAGUE FORMATION IN LANDSCAPES WITH DIFFERENT LEVELS OF 
HETEROGENEITY 
The outbreak at Merriwagga differed from that observed by 
Newsome at Turretfield, where the plague was the result of successful 
breeding in the vast recipient habitat, the wheatfield, which then 
became an 'induced donor' habitat. At Merriwagga the wheatfields did 
not become an induced donor. Although mice did burrow into the soils 
in the Merriwagga wheatfield, none could be trapped in December, 
before the harvest began (Chapter 2). Newsome (1966) discusses 
1 plagues 1 and 'potential plagues'. A 'potential plague' occurs in 
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the scene for a 'plague' which occurs when 
wheatfield to buildings, gardens etc. to 
and/or diminishing food supplies. At 
Merriwagga, the course of the eruption was different. It was the 
result of an increase in population density at the donor habitats, 
such as the piggery, and spatially-minor induced donor habitats, such 
as the wood piles. Had the 1979-80 summer been wetter, however, mice 
might have remained and bred in the Dry Farm wheatfield. It would 
have become an induced donor and the plague would have resembled the 
Turretfield irruption. As it was, that summer was amongst the driest 
10% recorded for the region. The main point, and the point of 
departure from Newsome's Turretfield findings, is that a plague can 
erupt without involvement of a population breeding in the 
wheatfields. 
Rainfall during 1978 at Merriwagga fulfilled exactly the 
requirements postulated by Newsome (1969b) for a plague formation in 
the autumn of 1979. The winter was wet, as was the spring and 
summer, yet the plague did not occur until autumn 1980. At 
Turretfield, it would have occurred, in accordance with Newsome's 
hypothesis, twelve months earlier. Apparently, it did so {Chapter 
1). The differences in extent and availability of habitats appears 
to explain the longer delay between rainfall and plague at 
Merriwagga. Compared to the creek which meanders through the 
wheatfie1ds at Turretfield, the buildings at Merriwagga make up a 
small proportion of the landscpae. In addition, the Merriwagga 
wheatfields, while individually large, are often separated from each 
other by large expanses of natural pasture. Unlike Turretfield, 
wheatfields at Merriwagga are not the 'major' habitat of Newsome and 
Corbett {1975). More important, the sandy mallee soils at Merriwagga 
dry out more rapidly after rain than do the black earths at 
Turretfield (Chapter 1). Hence, it is proposed that the high summer 
aridity at Merriwagga causes the wheatfields to be uninhabitable in 
summer, even though food is abundant and even though burrows have 
already been established there. This proposal differs from Newsome's 
in that it suggests physiological requirement for water, rather than 
physical nature of the soil, as the critical factor affected by 
aridity. Fertig and Edmonds (1969) subjected captive feral ~ 
musculus to various diets in the absence of water. With no intake 
other than dry seeds, the mice survived in apparent good health for 
months. Fertig and Edmonds conclude that mice can live through 
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almost any natural 1y occurring drought if they have food supply of 
seeds and a burrow where relative humidity is kept high by limited 
exchange of air with the outside. The present findings do not 
support the conclusions of Fertig and Edmonds. Food supply in the 
Merriwagga wheatfield was unlimited in December when the mice left 
the field, for the crop had not been harvested. Some previous 
studies also do not support their conclusions, either. A bout of hot 
weather put a halt to the 1969/70 pl ague on sandy soils but not on 
cracking soils (Newsome, pers. comm.). An experiment by Newsome, 
Stendel and Myers {1976) in which water was added to a free-living 
population of house mice also indicated that summer aridity was 
deleterious to the mouse population. It is concluded that aridity 
rendered the wheatfields uninhabitable in summer at Merriwagga. 
The longer delay found at Merriwagga agrees with that found 
for M. musculus in non-agricultural areas of central Australia by 
Newsome and Corbett (1975), who suggest that the longer delay was due 
to heavier predation on the mice dispersing from the refugia after 
good rains. The discussion above suggests that the longer delay in 
both that non-agri cul tura 1 environment and at Merriwagga was due to 
the absence of a major induced donor habitat. 
8.2(C) COMPARISON OF THE FOOD-QUALITY, SPACING BEHAVIOUR MODEL WITH 
SIMILAR MODELS 
That this investigation has led to a highlighting of 
population regulation is, in some ways, surprisrng. This is because 
previous studies of wild house mouse populations in Australia have 
emphasized the relationship between rainfall patterns and irruptions 
of mouse plagues. Consequently, a picture of mouse abundance as 
fun ct i ona l ly dependent on the stochastic events of the weather has 
been built up. That picture is in accordance with the theoretical 
concept of populations, proposed by Andrewartha and Birch (1954) and 
Ehrlich and Birch {1967), in which 'the average level of abundance• 
is a meaningless concept. 
On the other hand, the previous findings of highly developed 
social systems of house mice (Chapter 1), with the elaborate 
repertoires of pheromonal, tactile and auditory behaviour referred to 
previously, lead to the conclusion that house mouse populations are 
strongly regulated by internal mechanisms, including dispersal. 
This apparent contradiction is resolved by recognition of 
:.;, 
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spatial, as well as temporal, non-uniformity of population density 
(Taylor and Taylor 1977), which has given rise to the recent 
develoments of ecological theory based on dispersal and dispersion in 
heterogeneous lands capes (Hansson 1977). For example, Taylor and 
Taylor's (1977) reticulariform model of population density in space 
and time is reflected in the present study by spatial variation of 
both abundance and population trends; the most important on the 
Irrigated Farm being between the irrigated wheat and rice areas 
during spring and early summer, and between non-irrigated (fallowed) 
and irrigated banks, also during the irrigation season. At the Dry 
Farm, the difference between the wheatfield population and those at 
the piggery and woodheaps in summer are important. On a coarser, or 
district, scale, the asynchronous population peaks at the temporary 
wheat store and Dry Farm stand out, while, on a regional scale, the 
survival of the population at the pigsty compared to its extinction 
at all other study sites represents one extreme of spatial 
distribution. In terms of the food-quality, spacing behaviour model, 
this spatial non-uniformity is due, in part, to the temporal 
asynchrony of variation of food quality throughout the environment. 
The other extreme of spatial distribution was during the plague, when 
all but the most adverse habitat types in the total population range 
were occupied. This is represented in Fig. 7.4 by a modification of 
Taylor and Taylor's diagram to include a fusion of the reticulum into 
a node. 
It would be incorrect to infer that spatial non-uniformity of 
abundance and population growth trends is a novel concept. For 
example, Newsome's (1969a,b) description of the Turretfield 
population pl aced great emphasis on it. Popu 1 at ion regu 1 at ion by 
internal mechanisms was also suggested (Newsome 1969b}. There is a 
different emphasis, however. Quite correctly, the earlier studies of 
Newsome were concerned with elaborating the environmental factors 
causing outbreaks. The present study was more concerned with the 
demographic mechanisms via which those factors operated. Not 
surprisingly, the former studies emphasized stochasticity, while the 
present emphasizes perturbation from regulation. 
It remains to place that regulation in the context of existing 
theory. These were reviewed recently by Clarke et al. (1967), Keith 
(1974), Krebs (1972, 1978a) and Lidicker (1978). Generally, it is 
agreed that four schools exist, and it is clear that aspects of each 
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were applicable, at one time or another, to the present populations. 
Firstly, the fact that reproductive stagnation halted 
population growth at the end of the irrigation seasons in 1979 and 
1980, but not in 1978 when breeding continued throughout the winter, 
is in accordance with the 11 Envi ronmenta l Theory 11 of Andrewartha and 
Birch (1954) who proposed that populations could be regulated by 
shortage of time during which reproduction could occur. Results from 
house mouse population~ studied by Pearson (1963) and Newsome (1969a) 
also agreed with that proposal. Weather, one of Andrewartha and 
Birch 1 s four critical factors in the external environment is clearly 
important. 
Secondly, exhaustion of the food supply during the outbreak 
caused local extinction which ensured a low population density on the 
Irrigated Farm at the next breeding season. Furthermore, population 
density there, where food and shelter were abundant, was always 
higher than on the Dry Farm (with the one exception of the period 
immediately after the outbreak). Clearly, resources on the Dry Farm 
were in short supply at various times, as was shelter during the 
1979/80 summer. Invocation of competition for the supplies which 
were available would, together with the role of Actinobacil lus and 
predation, place these populations in the biotic school of A.J. 
Nicholson. 
Thirdly, by invoking a suite of extrinsic and intrinsic 
regulating mechanisms, the conclusions reached above place these 
populations amongst those to which the comprehensive theory 
applies. The comprehensive school is often i dent ifi ed with W.R. 
Thompson. Much earlier, however, Severtsov (1885) state "attention 
should be directed primarily to the multiplicity of causes, and the 
flowing formation of course of a phenomenon which •••• depends (1) on 
the body of the animal or plant; (2) on the whole complex of 
external conditions, climate, location, food, security; (3) on a 
whole series of previous vital phenomena shown by the animal or plant 
studied, a series in which each phenomenon depends on the preceding 
ones and determines the following ones" (in Naumov 1972). 
Finally, the operation of spacing behaviour, dispersal and 
reproductive stagnation clearly places these populations within the 
scope of the self-regulation school. 
Other studies have shown a complex suite of factors to 
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regulate populations (Lidicker 1973, 1978; Watson and Moss 1970). 
Not only may populations be multi-factorial, but the theories of 
population regulation are not mutually exclusive (Krebs 1972). This 
view was supported by Kikkawa (1977) who proposed that there can be 
no general theory of population regulation. He thought that an 
approach which may be more useful than searching for a generalized 
model of regulation might be the classification of animals according 
to the type of fluctuations they undergc;. As shown above, however, 
different types of fluctuations can occur within the same species. 
Such an attempt, therefore, may be more of a classificatfon of 
habitats than animal species. Notwithstanding this difficulty, the 
house mouse can be clearly classified as a weed - 11 quick to exploit 
opportunity, and able to withstand local adversity and local 
extinction without harm to the species" (Berry 198lb). The 
conceptual model of Taylor and Taylor (1977), with its many blind 
branches, clearly reflects these local extinctions. Berry (198lb) 
reached a general conclusion that each local population of house mice 
is genetically unique. He proposed that it is this variability, 
together with genetic adaptability of natality, mortality and 
dispersal performance in each population, which allows house mice to 
be such successful weeds. In the present study, however, temporal 
shifts in the rates of natality, dispersal rates and survival rates 
a re explained in terms of growth rate and body condition of 
individuals, and in terms of age and social structure of the 
population, as they varied sequentially in response to length of 
breeding season. These results suggest that it is the social 
plasticity of mice which allows them to be successful weeds. 
The possibility that the changes in reproductive productivity 
in 1978 and 1979 were due to short-term natural selection, in 
accordance with the Chitty hypothesis of behavioural polymorphism is 
concluded to be slight (Chapter 4). As changes in fertility and 
spacing behaviour are linked directly in the Chitty hypothesis, it is 
concluded that it is unlikely that these seasonal changes in social 
structure have their basis in genetic polymorphisms. 
The widespread rainfall in autumn 1978 not only allowed a 
prolonged presence of high-quality food, but also reduced the overall 
patchiness of the environment. In the absence of that widespread 
rain, local populations would have remained out of phase (Chapter 
1). Some would have increased in abundance, while others went to 
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extinction. Under the strong influence of territorial males, young 
individuals would have dispersed, mostly to die, but a few may have 
found and occupied suit ab 1 e habitats. Genetic heterogeneity, and 
even uniqueness of local populations would result from, but it need 
not be the cause of, this serenpiditous weedy strategy. Mouse 
plagues by spreading mice throughout the total population range, may 
add new genes to each locality and reduce the overall heterogeneity, 
at least temporarily, between locations. 
(i) The Scandinavian Microtus model 
A simulation model, which in some respects is similar to the 
food-quality, spacing-behaviour model, was proposed by Stenseth!! 
al. {1977) for the field vole, Microtus agrestis in Scandinavia. 
Both models propose that major features of the population dynamics 
are due to changes in the condition of individuals, including 
seasonal variation of growth rates. Both models involve population 
regulation by a suite of factors including food quantity and quality, 
territoriality, predation and landscape heterogeneity. Their model 
differs from that proposed for the present study by: their 1 food 
quality• referring to caloric content rather than oestrogenicity, 
vitamin content etc.; an absence of social plasticity manifested by 
two social structures and associated equilibrium densities; and 
their acceptance of migrating individuals into a population which is 
already denser than that from which the migrants emigrated. 
Like the present model, the Scandinavian model predicts rapid 
maturation in spring of previously reproductively inactive 
individuals, and the disappearance of males in spring, as well as 
higher dispersal rates during the population increase phase and 
seasonal variation of dispersal activity of different cohorts. It 
differs conceptually from the present model, however, by proposing 
that the increased residency in autumn and winter is due to a 
reduction of competition for available food. The reason for less 
competition is not clear. In contrast, and in the absence of 
evidence of food shortage in vole populations, Krebs (1978b) 
suggested that such competition may be for mates. In the present 
study, declining quality of food is hypothesized to reduce fertility 
and together with social interference at high densities to reduce the 
efficacy of the sex-priming pheromes. The necessity for competition 
for mates thus ceases to exist. Thus, a lower level, indeed an 
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absence, of competition would follow. 
Furthermore, the increased residency did not occur until May 
in 1978, compared to February in 1979. The number of young born 
during the summer in early 1978 were far fewer than in that of 1979, 
and absolute food supply, if not similar in both years, certainly was 
more abundant in autumn of 1978 than in autumn 1979. Combined, these 
two factors indicate that competition for food, it it were a critical 
factor, would have b~en less in 1978. Hence, according to the 
Scandinavian model, the gregarious phase should have been entered 
earlier in 1978 than in 1979. The opposite was observed. 
It can be seen that, despite the similarities, major 
differences, in terms of the criteria of food quality, the sovereign 
effect of high-quality food to trigger breeding and explicit 
assumption of different social structures, exist between the food-
qual i ty, spacing-behaviour model and the Scandanavian model. 
(ii) The red grouse model 
In the present study it was concluded that the density of mice 
on the contour banks was regulated at or around some equilibrium 
density on three occas i ans - two during summers and one in autumn and 
winter. Two equilibrium densities were observed at different times, 
and these were considered to correspond to the particular social 
structure of the population at each time: a lower {or E density, in 
Fig. 7.3) corresponding to the utilization of exclusive territories, 
and an upper (or G) density corresponds to the utilization of group 
territories. 
In some respects, the present model resembles that developed 
by Watson and Moss (1970) for a population of red grouse (Lagopus 
lagopus). One major similarity is the dual nature of the resonse to 
food quality, in that: 
(a) both species displayed a later-generation response to high 
quality food. In the mice, this was shown by continued growth of 
individuals during winter, high condition index in late winter and 
large litter size in spring. In the grouse, the 'hypothesis is that 
a high plane of nutrition for the parents improves egg quality, which 
leads to large broods of full grown young', and 'differences in the 
quality of food eaten by one generation affects the aggression and 
territorial behaviour of the.ir offspring and thus population density 
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in the next year, in the presence of abundant quantities of food 1 • 
{b) Both mice and grouse responded to declining food quality 
in autumn. The nature of the response was different, however. The 
grouse suffered high mortality, whereas the house mice became 
reproductively stagnant and survived better than in the preceding 
winter. Watson and Moss emphisized the fact that there was abundant 
food for the grouse in autumn, just as there was for mice on the 
Irrigated Farm after the rice harvest, and for those at the wheat 
store in both 1978 and 1979. The grouse response would appear to be 
more capable of returning the population to its pre-winter 
equilibrium. whereas the socially plastic response of the mice 
maintained their density at the higher equilibrium. 
(iii) Density changes due to spacing behaviour in other rodent 
populations. 
This reponse by the house mice in autumn may be characteristic 
of other rodent species. For example, there is a strong similarity 
between results from the present study and some from a study of 
Apodemus sylvaticus (Watts 1969). Both populations maintained 
constant population density in summer in spite of breeding and 
immigration. In both, that regulation failed and the population 
increased in autumn. Further, the timing of the increase was 
variable in each, from early summer (November 1980 in the present 
study; June for Apodemus) to autumn (initially March 1978, but then 
delayed, by dispersal into the bays, until April-May in the present 
study; September for Apodemus). Watts ( 1969) showed that the timing 
fo the Apodemus increase was positively correlated with population 
density in summer. The results from the present study show the 
directly opposite effect. It was concluded above that the timing of 
the increase on the irrigated Farm was dependent on a transition from 
exclusive territories to group territories, which in turn was 
dependent upon a number of factors, viz. continued availability of 
high-quality food, litter size, degree of establishment of the 
population and the number of females surviving to the beginning of 
the breeding season. Watts cone 1 uded that intra-specific antagonism 
was responsible for determining the length of the delay in Apodemus. 
The increase of popultion density in autumn has been examined 
by other workers. Chitty and Phipps {1966) thought that increased 
on-site survival of juvenile voles in autumn must be caused by 
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1 interactions between young and o 1 d finally turning out in favour of 
the young'. 
Hansson and Batzli (1978) found that increased survival and 
lower dispersal rates of juvenile Peromyscus leucopus in autumn were 
associated with a changed spacing behaviour of adult females. They 
concluded that lowering of aggression (and hence changed spacing 
behaviour) could be expected after reproduction ceased because there 
is little point in spending energy, in the absence of reproduction, 
to defend food which is in excess. One then has to ask why breeding 
ceased. Perhaps the main autumn food, mast from oaks and other 
trees, is of poor quality. Provision of supplementary food, which 
was considered to be of high quality, did not cause increased 
reproduction, however. 
(iv) Evolutionary aspects of spacing behaviour 
Theories of population regulation based on spacing behaviour 
have been criticized because such a strategy cannot evolve by 
individual selection. Such dispersion is seen by those critics as an 
altruistic sacrifice for the benefit of others who are 'internally or 
socially selected to perpetuate the stock' (Wynne-Edwards 1977). 
Such a view implies that only those individuals which remain as 
resident 'perpetuate the stock 1 • Such an argument fails to take into 
account either spatial heterogeneity of the landscape or differences 
between individuals in the local population. The former was shown by 
Taylor and Taylor (1977) to be sufficient to allow the evolution, by 
selection at the level of the individual, of population regulation by 
spacing behaviour. After referring to their conceptual model of a 
population (see Fig. 7.4), they emphasized that one offspring which 
emigrates from a doomed habitat at the right time might have a higher 
survival value than a whole litter of sedentary individuals which 
remain to meet their deaths. 
A similar sufficiency was found by Lomnicki (1978), who 
emphasized individual differences more. He concludes that failure of 
ecological theorists in the past to recognize the variation of death 
and birth rates about mean va 1 ues has 1 ed them up a 1 b1 ind a 11ey 1 • 
As well as providing a theoretical basis for the evolution, at the 
individual level, of population regulation by spacing behaviour, 
Lomnicki's model predicts many of the phenomena observed in the 
present study. These phenomena include emigration when environmental 
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conditions are good (pre-saturation dispersal), reduced reproduction 
at high density if conditions are poor, with high survival and return 
to breeding when conditions improve. Lomnicki emphasizes that this 
strategy has a selective advantage when large differences exist 
between the young individuals and their parents - just as occurred on 
the banks at the Irrigated Farm in 1978-79 when the population was 
already established at the commencement of the breeding season, when 
it consisted entirely of large and highly fertile individuals. In 
comparison, the population at the commencement of the previous 
breeding season had consisted of colonizers of various ages and 
sizes, and was subject to continual incursions of mice from other 
habitats. In addition, Lomnicki's model led him to conclude that 
population outbreaks in agricultural areas are due to an eventual 
failure of emigration to regulate the population density! 
A number of modifications may be necessary for adaptation of 
Lomnicki 1 model to house mouse populations. Firstly, individual 
differences in Lomnicki's model consist of unequal partitioning of 
the food supply. Other resources, such as nest sites (e.g. Newsome 
1969a) or mates (Krebs 1978b) could, conceivably, be involved 
instead. The ranking of individuals in Lomnicki's model might be 
more realistic in some species if territory size, epidiectic display 
or pherornonal potency were used instead. According to Komnicki 's 
model, the decision of an individual to stay or emigrate involves 
estimation of (a) its own physiological and ecological status, {b) 
the density of other individuals, especially those of higher rank, 
(c) the density of available food (mates) and (d) the possibility of 
exchanging ranks. with another individual. Testosterone-dependent 
urinary pheromones of territorial males would convey a, b and d to 
juveniles and would give information on c (mates) also. 
Lomnicki 's model led him to hypothesize that outbreaks in 
agricultural areas occurred because of frustrated dispersal in a 
homogeneous landscape. None of the studies of mouse populations in 
Australia have yielded results that fit that hypothesis. 
In conclusion, the development of theoretical bases for the 
evolution of population regulation by spacing behaviour, without 
resort to group selection or in selection, has occured during a time 
when the role of dispersal as a demographic process, at least as 
important as natality and mortality, has also been highlighted. At 
the same time, the importance of landscape heterogeniety, and its 
I 
-.I 
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consequences for demographic events has also emerged. An increasing 
emphasis on variability in both the animal population and its 
environment can thus be seen in modern ecology. The present study 
has supported the conclusions reached by earlier authors . that it is 
this variability which is the very nature of the life strategy of 
house mice. Referring to the process whereby individual animals 
disperse and settle in vacant hospitable habitat patches in a 
temporally and spatially unstable environment, Taylor and Taylor 
(1977) commented: 'A demon with perfectly developed •••• ability to 
locate environmental holes could survive almost any catastrophe. If 
survival is seen as a spatial exercise in eluding adversity, 
evolution depends on learning the geometry of •••• the changing 
Darwinian landscape'. The house mouse, through its ability to 
respond to good conditions by improving the quality and performance 
of individuals, it not just a demon to the farmers of the Australian 
wheatbelt. 
8.2{D) APPLICATION OF THE RESULTS TO CONTROL OF MOUSE PLAGUES 
Rowe (1981) recently reviewed the operational methods 
applicable to control of house mice. He concludes that no serious 
attempt has been made to control feral mice, but correctly emphasises 
that the restrict ion of mice to refugi a in winter offers the hope 
that population irruptions could be reduced. 
(i) IRRIGATED FARM 
(a) Local build-up versus immigration. The finding of large 
numbers of mice present on the Irrigated Farm at least two years 
before the outbreak became obvious by damage to the crops and 
equipment is in contrast to the view held by some farmers, who 
consider that mice invade the irrigation area from the pastoral lands 
to the west. They cite more severe damage on the south-west corner 
of the Mirrool Irrigation Area as their evidence. Mouse damage, 
however, also occurred on the north-eastern side of the Yanco 
Irrigation District, opposite from whence mice are supposed to 
invade, as well as in the Leeton Irrigation Area which is removed 
from the western pastoral land by much of the Mirrool and Yanco 
areas. 
There are many differences in farming practices in these areas 
where damage was severe, compared to those on the smaller farms 
Chapter 8. 300. 
closer to Griffith (Chapter 1). Also, prior streams are more common 
in the ares in the south-west and where damage was most severe. The 
complex of soils which is associated with prior streams {Chapter 1) 
may favour higher numbers of mice. 
It is important that rice growers recognize that because 
future irruptions are due to local increases, as opposed to large 
scale mass movements of mice, because the local increases can be 
halted in their early early stage. 
Similarly, the eruption at the Dry Farm was due to local 
buildup of numbers, espec·ia11y at the piggery and at secondary, 
'induced donor' habitats. 
In this respect, it is interesting to note that outbreaks of 
voles in France, Germany and Russia were once believed to be due to 
invasions, but that view was abandoned some 30-40 years ago (Elton 
1945, p. 85). 
(b) Timing of control. Control activities commenced just 
before the start of the breeding season will be more effective than 
those conducted later, when many more mice will be present and others 
will have already dispersed to previously vacant habitats. Thus, on 
the Irrigated Farm, control activities in August or September are 
indicated. As this period is just before rice planting, construction 
of new contour banks, which would reduce the food supply and destroy 
I 
existing burrows, is feasable, in a farm-management sense. In most 
years mice will not appear to be a problem at that time. 
Wheatfields in particular, and also channel banks and 
wasteland, must also be included in such campaigns. The asynchrony 
of breeding seasons found in the crops of wheat and rice present a 
problem, but numbers in the wheatfield may not be very high by 
August, when the irrigated rice banks should be baited or 
reconstructed. 
Most important, the rainfall pattern should indicate the years 
in which more concerted campaigns are necessary. High autumn and 
winter rainfall should indicate poisoning and habitat destruction in 
spring. A second campaign towards the end of the next winter is also 
indicated if mice have become gregarious and reproductively stagnant. 
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(c) Lowering survival by reduction of grain spillage. The 
number of mice surviving through winter, to commence breeding in late 
spring, could be reduced by prevention of the gross wastage caused by 
spilling of rice grains into the stubble at harvest. 
Winter cropping in 1979 a 11 owed peak breeding at 1 east two 
months earlier in wheat fields than on irrigated contour banks. 
Wilson (1981) thinks that the change in the agriculture of the 
Darling Downs, from very large tracts of wheat grown in rotation with 
sheep grazing, to two ~r three crops of coarse grain on the same plot 
each year was responsible for the increased frequency of mouse 
plagues in that region. 
In the M.I.A., winter cereal cropping is a minority source of 
income. Substitution of sheep running for winter cereal cropping 
would have the twin effects of eliminating the sites of early 
breeding, and of removal of spilt grain from the rice stubble. 
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Fig. 8.2. A schematic summary of changes in abundance of house mice 
on the Irrigated Farm where a suite of intercompensating regulating 
forces interacts with seasonal variation of food quality. The 
hypothetical model discussed in the text infers the existence of two 
equilibrium densities: one (the E equilibrium) associated with 
exclusive territories and regulation by pre-saturation dispersal; 
and another (the G equilibrium) associated with group territories 
and regulation by reproductive stagnation. Onset of high-quality 
food overrides all regulating forces, and ultimately transforms 
exclusive territories to group territories, and reproductively stag-
nant populations to breeding populations. This may result in an 
eventual failure of regulation. An outbreak, followed by food 
exhaustion, then occurs. 
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Fig. 8.3. The space-time reticulum model of population by Taylor 
and Taylor (1977), modified to incorporate a plague, when mice are 
present through all their population range. 
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APPENDIX I. 
fHE MOUSE HOUSE Uf HORROR 
An excerpt tram the Melbourne Sun Herald, l':J8U. 
"l've gone into the Inds' rooms at night and seen mice eating 
at the corners ot their mouths. lt makes you sick." 
8ob Reid quakes with emotion as he talks ot the heartbreak his 
family has suffered because of the Mal lee mouse plague. 
"they're so bad we'd pack up and leave tomorrow, but we've got 
nowhere to go," he explained. 
"Mice have eaten everything we had ••• everything. lhey've 
wrecked our home. lhey're slowly wrecking our lives." 
Mr Reid, J4,moved to Woomelang from Rochester 18 months ago 
with his wite /l.nne, JJ, and children Vincent, lJ, t1ark 11, Sherri. ':J, 
and KoDDy, 8. 
lhey worked hard renovating an old weatherboard house they 
bought in the heart of town. 
8ut 1n the past s1x months, thousands of plague mice have 
destroyed nearly a 11 their possessions and have made further 
renovations pointless. 
lhe damage toi I 1s almost unbelievable. 
Mice have chewed through metres ot electrical wiring, in the 
process destroying a new stove, a fridge, a freezer, and even a 
television set. 
"lhey've eaten al I the kids' bedclothes and a fair blt ot our 
clothing." Mr Reid said. 
"lhe kids have to sleep in sleeping bags. 
'I've seen mice chewing at the kids' ears at night, and eating 
at the corners of their mouths, 
"When you lie in bed at night you feel them run across your 
tace. ra1 r dinkum, 1t dr1 ves you crazy." 
Mrs Reid said the stench tram droppings and dead mice in the 
wal I cavities was almost overpowering at times. 
"Sometimes you wonder how you put up with it. it's almost 
unbearable. You live on a knife's edge at night," she said. 
"l3ut it· s not mucn use worrying about it. we· ve got nowhere 
to go, so we· 11 just HAVt to put up with it." 
Mr ~eid, a motor mechanic who works at Sea Lake, said he had 
not believed stories he heard about mice before he moved to 
woomelang. 
He said the children were paid to catch mice when the plague 
started •. 
"We gave them a cent a mouse." he said. "l3ut they were 
earning $J a night and we had to stop. 
"1 thought those stories were .a I ot of bu I I. 1 know better 
now." 
APPENDIX II. 
Water balance model for Willbriggie Clay Loam 
(a) The available water in the surface soil to a depth of 1 
metre is assumed to be 150 mm. This is somewhat higher than the 
values of 131 mm estimated from Loveday _et al. (1966), but is within 
the general range given for soils of this texture by Stace et al. 
(1968). The model requires that when rain falls water is added to 
the existing balance of soil water until the balance reaches 150 
mm. Further rainfall is then lost because of runoff. 
(b) By restricting the model to a bay in which the rice 
stubble is retained without grazing or burning, the loss function can 
be simplified. Various relationships between actual evapotranspira-
tion and observed open pan evaporation (E 0 ) have been derived by 
agricultural scientists (eg. Slatyer 1960a,b) Fitzpatrick and Nix 
(1970) used various exponential curves. Such a relationship will 
depend on the soil and on the vegetation. As no data are available 
for a r-ice stubble bay, the simpler stepwise function similar to that 
used by Slatyer is adopted here. Thus, when the water balance 
exceeds 75 mm, the evapotranspiration rate is taken at 0.8 E0 • From 
3 6 to 7 5 mm it i s 0. 6 E 0 and be 1 ow 3 6 mm it i s taken as 0. 2 E 0 • 
(c) A drought is taken as the period from when the water 
balance has declined to zero until rainfall equivalent to 0.4 E0 
occurs in one week. The soil water balance is then reset to zero, 
and further rainfall added to the balance and ensuing evapotrans-
piration subtracted from it, as described above. 
(d) Permanent flooding of the rice crop is assumed in the 
model to commence during the 35th week of the year and to finish at 
the end of the 10th week. 
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APPENDIX III 
Regression statistics from 76 sar1ples of male r-:iice fror:i the 
rice area, Irrigated Farm, January 1978 to June 1Y8U. 
App. Table 3.1 Regression statistics for the relationship 
ln W = D + b ln L for eight samples of male mice, irrigation 
season, 1978. 
Preliminary comparison of edges and middles 
Location n q(S.E.) D(S.E.) 
Edges 
Centres 
60 
93 
2.4537 (0.1913) 
2.4514 (0.1878) 
(B) Comparison of seven samples 
(i) Sample regression lines 
Month Loc'n n b(S.E.) 
-----·--· .. ~------~--
January N.I. 18 2.7735(0.1349) 
January I. 35 2.1855(0.3201) 
Early I. 28 2.9403(0.2644) 
Feb 
Late Feb I. 75 2.4115(0.1564) 
March I. 39 2.9002(0.2167) 
April w.o. 152 2.4627(0.1364) 
April N.I. 11 2.1382(0.2670) 
(ii) Analysis of variance 
Source d.f. Sum of Mean 
squares squares 
Regression l 10.16986 10.16986 
Intercepts 6 0.38854 0.06476 
Slopes 6 0.08010 0.01335 
Residual 344 2.76238 0.00800 
Total 357 13.40178 0.03754 
-8.0617 (0.8409) 
-8.0681 (0.8249) 
D(S.E.) 
-9.5010(0.5874)(a) 
- 6.9467(1.3964)(a) 
-10.2814(1.1599)(b) 
- 7.9554(0.6844)(b) 
-10.0533(0.9543)(c) 
- 8.1106(0.599l)(c) 
- 6.6285(1.1756)(d) 
F p 
1239.70 <0.001 
7.84 <0.001 
1.63 >0.05 
F 
164. 5-
170. 4 
F 
422.8 
46.6 
123.7 
237.8 
179.l 
326.2 
64.l 
In the absence of a significant difference between slopes, lines 
with the same letters (a,b,c,d) were shown to have intercepts not 
significantly different from each otper. Resultant common lines 
are shown in (iii). , 
(iii) Regression lines for pooled samples from (i) above 
Month Location n 
a January banks I. & 53 
N. I. 
b Early & banks I. 
late Feb 
103 
c March & banks I. & 191 
April W.O. 
d April banks N. I. 13 
b(S.E.) D(S.E.) F 
2.7237(0.1354) -9.2947(0.5098) 404.4 
2.8315(0.1030) -9.8031(0.4462) 277.4 
2.5542(0.1157) -8.5167(0.5087) 487.2 
2.1841(0.2337) -6.8322(1.0262) 87.3 
I. =irrigated banks; N.I. =not irrigated; W.O. =bays after 
water off. 
App. Table 3.2 (A) Regression statistics for the relationship 
ln W = D + b ln L for sixteen samples of male mice from rice stubble 
bays and for five samples from adjacent contour banks, post-harvest, 
1978. 
(A) Within bays 
(i) Sample regression lines 
Month Location n b(S.E.) D(S.E.) F 
May Bay 75 17 3.3812 (0.2368) -12.1067 (l.0296)(a) 203.9 
.. .. 83 27 3. 1309 (0.2163) -10.9970 (0.9392)(a) 209.5 
84 19 3.3214 (0.2011) -11. 8530 (0.8795)(a) 272. 7 
85 19 3.0463 (0.2307) -10.6654 (l.0016)(a) 17 4. 3 
July 75 10 2.5502 (0.2564) - 8.4616 (l.5587)(a) 51. 3 
83 38 2.9406 (0.2962) -10.1366 ( 1. 2943) (a) 98.6 
84 33 2.6841 (0.1749) - 9.0803 (0.7641)(a) 235.5 
85 19 2.9700 (0.4545) -10.3353 (l.9896)(a) 42.7 
August 75 13 2.7013 (0.2732) - 9.1275 (1.2018)(a) 97.8 
.. 83 13 3.3990 (0.3099) -12.0701 (1.3515)(b) 120.3 
84 8 1.9951 (0.2859) - 6. 0071 (l.2503)(b) 48.7 
85 22 2.8533 (0.2888) - 9. 7378 ( 1. 2660) (b) 97.6 
Sept 75 7 2. 4802 (0. 3137) - 8. 1852 (1.3567)(a) 62.5 
83 8 1.8514 (0.8468) - 5.4480 (3.6790)(a) 4.78 
84 3 4.4619 (2.2550) -16.6928 (9.7948)(b) 3.91 
85 2 0.9753 ( ) - 1.5831 ( )(c) 
(ii) Analysis of variance 
Source d.f. Sum of Mean F p 
squares squares 
Regression 1 11.97303 11. 97303 1654.42 <0.001 
Intercepts 15 0.37521 0.02501 3.46 <0.001 
Slopes 15 0.17338 o. 01149 1. 59 >0.05 
Residual 226 1.63546 0.00724 
Total 257 14.15608 0.05508 
In the absence of a significant difference between slopes, lines with 
the same letters (a,b,c) were shown to have intercepts not 
significantly different from each other. Resultant common lines are 
shown in (Hi) below. The two individuals from Bay 85 in September 
were included with the lines marked (b). 
App. Table 3.2 continued 
App. Table 3.2 continued 
(iii) Regression lines for pooled samples from (i) above 
Month and Location n b(S.E.) D(S.E.) F 
Sept (Bays 84, 85) 48 2.6934(0.1815) - 9.0248(0.7933) 222.2 
Aug (Bays 83, 84, 85) 
July (Bays 7 S, 83, 84 
May 85) 210 3.0062(0.0826) -10.4656(0.3604) 1324.l 
Aug (Bay 7 5) 
Sept (Bays 75, 83) 
(B) On Banks 
(i) Sample regression lines 
Month n b(S.E.) D(S.E.) F 
May 81 2.6970 (0.1226) -9.1013 (0.5294) 483.9 
June 47 2.6984 ( o. 1162) -9.1885 (0.5089) 539.6 
July 83 2. 827 6 (0.1018) -9.7433 (0.4485) 771. 9 
Aug 139 2.6737 (0.1595) -9.0289 (0.6978) 281.1 
Sept 39 1.9966 (0.2753) -6.1131 (1.2165) 52.6 
(ii) Analysis of variance 
-
Source d.f. Sum of Mean F p 
squares squares 
Regression 1 18.31366 18.31366 1738. 27 <0.001 
Intercepts 4 0.39578 0.09895 9.39 <0.001 
Slopes 4 0.03803 0.00951 0.90 >0.05 
Residual 379 3. 99299 0.01054 
Total 388 22.74046 0.05861 
App. Table 3.3 (A) Regression statistics for the relationship ln W = D 
+ b ln L for sixteen samples of male mice, irrigation season, November 
1978 to April 1979. 
(A) Early irrigation season (November to February)_ 
(i) Sample regression lines 
Month Site n b(S.E.) D(S.E.) F 
Nov 78 banks I. 17 2.5042 (0.2517) -8.2879 ( l. l 137)a 99.0 
Dec 78 banks I. 23 2.6359 (0.4437) -8.8752 (l.9435)a 35.3 
Jan 79 banks I. 61 2.8437 (0.1240) -9.8096 (0.5373)a 526.2 
Early banks I. 44 2.6437 (0.1406) -8.9198 (0.6154)a 353.4 
Feb 79 
Mid banks N. I. 92 2.8315 (0.1030) -9.8031 (0.4460)b 755.9 
Feb 79 
(ii) Analysis of variance 
Source d. f. Sum of Mean F p 
squares squares 
Regression l 18.70440 18.70440 2044.66 <0.001 
Intercepts 4 0.19894 0.04973 5.44 <0.001 
Slopes 4 0.01274 0.00318 0.35 >0.05 
Residual 227 2.07658 0.00915 
Total 236 20.99265 0.08895 
In the absence of a significant difference between slopes, lines 
with the same letters (a,b) were shown by t-tests to have 
intercepts not significantly different from each other. 
Resultant common lines are shown in (iii) below. 
(iii) Regression lines for pooled samples from (i) above: early 
irrigation season. 
Month Site n b(S.E.) D(S.E.) F 
Nov, Dec, banks I. 145 2.8189(0.0814) -9.6907(0.3533)199.1 
Jan, early 
Feb. 
Mid Feb banks I. 92 2.8315(0.1030) -9.8031(0.4962)755.8 
App. Table 3.3 continued 
.. 
App. Table 3.3 continued 
(B) Late irrigation season (mid-February to April) 
(i) Sample regression lines 
Month Site n b(S.E.) D(S.E.) F 
Mar 79 rice crop 10 3.5373(0.4243)a -12.8358(1.8481) 69.5 
(bank 7 5) 
Mar 79 ri.ce crop 14 3.2370(0.2104)a -11.5161(0.9249) 236.7 
(bank 7 6) 
Mar 79 rice crop 27 2.8365(0.2244)a - 9.7737(0.9904) 159.8 
(bay 7 4) 
Apri.l 79 rice crop 22 3.0637(0.1586)a -10.7707(0.6898) 373.2 
(bay 7.) 
April 79 rice crop 6 3.7516(0.488S)a -13.6680(2.0448) 59.0 
(bay 7.) 
April 79 wasteland 28 2.944l(0.1152)a -10.2348(0.4996) 653.l 
April 79 wasteland 18 2.7244(0.1682)b - 9.3609(0.7304) 262.5 
Mar 79 fallow 15 3.1780(0.2483)b -11. 3739(1. 0868) lM.8 
(bay 81) 
2.8411(0.2158)b Mar 79 fallow 38 - 9.8557(0.9381) 17 3. 3 
(bank 1) 
Feb 79 fallow 11 2.2726(0.6682)c - 7.3926(2.9520) 11. 6 
(banks 1 & 2) 
Mar 79 fallow 33 2.9388(0.239l)c -10.3377(1.0478) 150.5 
(bank 1) 
(ii) Analysis of variance 
Source d.f. Sum of Mean F p 
squares squares 
Regression 1 16.04099 16.04099 2438.85 <0.001 
Intercepts 10 0.52380 0.05238 7.96 <0.001 
Slopes 10 0.07024 0.00702 1. 071 >0.05 
Residual 200 1.31546 0.00658 
Total 221 17.95049 0.08122 
App. Table 3.3 continued 
App. Table 3.3 continued 
(iii) Regression lines for pooles samples in (B(i)) above 
Sites and months n b(S.E.) D(S.E.) 
Rice crop, 107 3.0727(0.0672) -10.8059(0.2929) 
a March & April 
Wasteland, April 
b April, wasteland, 71 2.8318(0.1219) - 9.8274(0.5306) 
fallow (bay 81) 
c Fallow, banks 44 2.8584(0.2138) - 9.9845(0.9377) 
Feb & March 
(iv) Analysis of variance after pooling 
Source d.f. Sum of Mean F 
squares squares 
Regression 1 16.04099 16.04099 2468.49 
Intercepts 2 0.48135 0.24067 37.04 
Slopes 2 0.02452 0.01226 1. 89 
Residual 216 1.40363 0.00650 
Total 221 17.95049 0.08122 
F 
2092.7 
539.5 
178. 7 
p 
<0.001 
<0.001 
>0.05 
App. Table 3.4 (A) Regression statistics the relationship 
ln W = D + b ln L for male mice caught in two rice stubble bays 
and two adjacent contour banks, post-harvest, 1979. 
(i) Sample regression lines 
fl Month Site n b(S.E.) D(S.E.) F 
1 April Banks 65 2.9952(0.1948) -10.3966(0.8387) 236.3 
2 Bays 60 2.5968(0.1662) - 8.6893(0.7273) 244.1 
3 May Banks 91 2.9733(0.1404) -10.3489(0.6090) 448.8 
4 Bays 71 2.9534(0.0790) -10.3217(0.3444) 1396. 2 
5 June Banks 92 3.1315( 0.1407) -11.0067(0.6103) 495.5 
6 Bays 97 3. 0508( o. 1142) -10.6923(0.4970) 713.7 
7 July Banks 81+ 2.5439(0.2064) - 8.4800(0.8933) 152.0 
8 Bays 83 2.8800(0.1531) - 9.9281(0.6646) 353.8 
9 Aug Banks 118 2.9433(0.1983) -10.2276(0.8629) 220.2 
10 Bays 132 2.2064(0.1575) - 6.9812(0.6846) 196. 2 
11 Sept Banks 49 2.6324(0.2524) - 8.8578(1.1059) 108.8 
12 Bays 65 2.5933(0.2372) - 8. 6882( 1. 0364) 119. 5 
13 Early Banks 33 2.3765(0.2304) - 7.7349(1.011+0) 108. 8 
14 Oct Bays 52 2.5158(0.2324) - 8.3200(1.0198) 117. 2 
15 Late Banks 21+ 2.5201(0.454!+) - 8. 3538(1. 9953) 30.8 
16 Oct Bays 9 3.4178(1.1482) ·-12.3040(5.0373) 8.9 
17 Nov Banks 55 3. 0806( o. 1417) -10.9135(0.6242) 472.7 
18 Bays 90 3.1347(0.1263) -11.1551(0. 5534) 616.4 
(ii) Analysis of variance 
Source d.f. Sum of Mean F p 
squares squares 
Regression l 48.89895 48.89895 54373.15 <0.001 
Intercepts 17 1. 79879 0.10581 11.84 <0.001 
Slopes 17 0.40042 0.02355 2.64 <0.001 
Residual 1234 11. 02496 0.00893 
Total 1269 62.12313 0.04895 
App. Table 3.4 continued 
App. Table 3.4 continued 
(iii) Regression lines for pooled samples in (i), above 
Contributing lines n b(S.E.) D(S.E.) F 
(It) from (A) above 
1,3,4,5,6,8,9,16, 771 2.8353(0.0483) -9.7652(0.2104) 3440. 76 
17,18 (Group A) 
2, 7, 10, 11, 12, 13, 499 2.5131(0.0691) -8.3272(0.3017) 1320.85 
14,15 (Group B) 
(iv) Analysis of variance after pooling 
~-~--·~--
Source d.f. Sum of Mean F p 
squares squares 
Regression l 48.89895 48.89895 4860.99 <0.001 
Intercepts 1 0.34332 0.34332 34.13 <0.001 
Slopes 1 0.14558 0.14558 14.47 <0.001 
Residual 1266 12.73528 0.01006 
Total 1269 62.12313 0.4895 
App. Table 3. 5 Regression statistics for the relationship 
ln W = D + b ln L for 9 samples of male mice, irrigation season 
1979-80 (plague period). 
(i) Sample regression lines 
If Month Site n b(S.E.) D(S.E.) F 
1 Dec new banks 11 2.2318(0.6290) - 7.1843(2.7586) 12.59 
2 Dec new rice crop 38 1.8476(0. 2613) s. 3992( 1.1427) 49.99 
3 Dec unirrigated 43 2.8634(0.1959) - 9.8947(0.8616)213.63 
banks 7 5 & 76 
4 Dec unirrigated 46 2.7122(0.1693) - 9.2687(0.7427)256.56 
bays 7 4 & 7 5 
5 Feb new rice crop 10 3.4864(0.2865) -12.7339(1.2716)100.37 
6 Feb unirrigated 59 2.8110(0.1303) - 9.6979(0.5648)465.38 
banks 75 & 76 
7 Feb unirrigated 25 2.6646(0.1469) - 9.0848(0.6292)329.22 
bays 74 & 75 
8 March poisoned, 11 3.1049(0.3650) -11.0391(1.6156) 72.36 
irrigated banks 
9 April new rice crop 17 2.9534(0.2888) -10.3202(1.2503)104.59 
(ii) Analysis of variance (lines 3-7 only) 
Source d.f. Sum of Mean F p 
squares squares 
Regression 1 12.28729 12.28729 2144.57 <0.001 
Intercepts 6 0.08692 0.01449 2.53 <0.05 
Slopes 6 0.04656 o. 00776 1. 35 >0.05 
Residual 197 1. 12871 0.00573 
Total 210 13.54948 0.06452 
App. Table 3.5 continued 
App. Table 3.5 continued 
(iii) Analysis of variance (lines 1 and 2 only) 
Source d.f. Sum of Mean F p 
squares squares 
Regression l 0.31574 0.31574 55.81 <0.001 
Intercepts 1 0.08597 0.08597 15.20 <0.001 
Slopes 1 0.00250 0.00250 o. 4l+ >0.05 
Residual 45 0.:25457 0. 005bb 
Total 4~ 0. 6S"'il78 o. 0137:& 
(iv) Regression lines for pooled samples. 
ti n b(S.E.) D(S.E.) F 
3,6 102 2.9067(0.0986)a -10.1012(0.4302)a 868.26 
4,5,7,8,9 109 2.8224(0.0805)a - 9.7613(0.3512)b 1229.31 
1 11 2.2318(0.6290)b - 7.1843(2.7586)c 12.59 
2 38 l.8476(0.2613)b - S.3992(1.1427)d 49.99 
App. Table 3.6 Regression statistics for the relationship 
ln W = D + b ln L for four samples of male mice, post-harvest, 1980. 
(i) Sample regression lines 
Sample n b(S.E.) D(S.E.) F 
--------
Early April 57 3.0237 ( 0.1365) -10.6535 (0.5967)a 466.48 
Mid April 148 2.8076 (0.0825) -10.0390 (0.3575)b 1233.71 
May 189 2.8673 (0.1040) - 9.8967 ( o. 4487)b 760.28 
June 70 2.5353 (0.2064) - 8.5030 ( O. 8968 )a 150.88 
(ii) Analysis of variance 
Source d. f. Sum of Mean F p 
squares squares 
Regression 1 24.84723 24.84723 2608.29 <0.001 
Intercepts 3 0.30661 0.10220 10.73 <0.001 
Slopes 3 0.03341 0.01114 1. 17 >0.05 
Residual 45b 4-. 343C/8 o. 00953 
Total 463 :2. q. S"3/;),':;, 0. Ob378 
In the absence of a significant difference between slopes, lines 
marked were shown by t-tests to have intercepts not significantly 
different from each other. Resultant common lines are shown in 
(iii), below. 
(iii) Reg_ression lines for pooled samples from (i), above 
Sample n b(S.E.) D(S.E.) F 
a Early April, June 127 2.8569 (0.1073) - 9.9126 (0.4675) 807.7 
b Mid April, May 337 2.8917 (0.0661) -10.0066 (0.2859) 1911.9 
App. Table 3.7 Regression statistics for the relationship 
ln W = D + b ln L 6 samples of male mice from the irrigated-wheat 
area, Benerembah. 
(i) Regression statistics 
Month n b(S.E.) D(S.E.) F 
June 1979 20 2. 7177 ( o. 3407) - 9.2652 (1. 4833)a 63.64 
July 1979 67 2.4612 (0.1406) - 8. 1186 ( O. 6086)a 306.53 
Oct-Nov 1979 18 3.3189 (0.3845) -11.8779 (l.6860)a 74.53 
Dec 1979 39 2.8668 (0.1596) - 9.8485 (0.6983)a 322.58 
Feb 1980 46 2. 8892 (0.1315) -10.0635 ( 0. 569L1 )b 482.76 
Apr 1980 40 2.1284 (0.1766) - 6.8170 (0.7633)na 145.27 
-(ii) Analysis of variance 
Variation d.f. Sum of Mean F p 
squares squares 
Regression 1 10.21962 10.21962 1799.79 <0.001 
Intercepts 5 0.79726 0.15945 28.08 <0.001 
Slopes 5 0.09784 0.01957 3.45 <0.01 
Residual 218 1.23786 0.00568 
Total 229 12.35257 0.05394 
The significant F value for different slopes was examined by the 
Simultaneous Test Procedure of Sokal and Rohlf (1969). When the 
sample from April was excluded, the analysis of variance 
gave the values shown in (iii). 
(iii) Analysis of variance without the April 1980 samples 
Variation d.f. Sum of Mean F p 
squares squares 
Regression 1 8.97983 8.97983 1518.09 <0.001 
Intercepts 4 0.36365 0.09091 15.37 <0.001 
Slopes 4 0.04508 0.01127 1.91 >0.05 
Residual 180 1.06474 0.00592 
Total 189 10.45329 0.05531 
In the absence of a significant difference in slopes, lines marked 
(a,b, etc.) were shown by t-tests to have intercepts from each 
other. Resultant common lines are shown in (iv), below. 
(iv) Summary of final lines with different slopes and/or intercepts 
Month 
June, July, 
Oct-Nov, 
Dec 79 
Feb 80 
Apr 80 
n 
144 
46 
40 
b(S.E.) 
2.7269 (0.0942)a 
2.8892 (0.1315)a 
2.1284 (0.1766)b 
D(S.E.) 
- 9.2668 (0.4098)b 
-10.0635 (0.5694)c 
- 6.8170 (0.7633)na 
F 
838.8 
482.8 
145.3 
App. Table 3. 8 Regression statistics for the relationship 
ln W == D + b ln L for 17 samples of male mice from the dry farm, 
Merriwagga. 
(i) Regression statistics 
Month n b(S.E.) D(S.E.) F 
Nov 1978 13 2.3310 (0.2926) -7.5398 (l.2920)b 63.46 
Feb, Apr 1979 12 2.5445 (0.5157) -8.5884 (2.283l)d 24.34 
May 1979 23 2.1679 (0.4708) -6.9800 (2.0790)e 21.20 
1979 29 2.4884 (0.4576) -8.3136 (1. 9898)d 295.80 
June 1979 25 2.4227 (0.4365) -7.9499 (l.9080)c 30.82 
July 1979 21 2.6721 (0.1607) -9.0569 (0.6952)~ 276.54 
Aug 1979 14 1.8135 (0.3470) -5.4293 (1. 5106) 27.31 
Sept 1979 16 2.7948 (0.4387) -9.6082 (l.9213)c 40.59 
Oct 1979 23 2.8711 (0.3450) -9.8293 (l.5122)b 69.28 
Nov 1979 39 2.7688 (0.2532) -9.4978 (l.1129)c 119. 54 
Dec 1979 13 2.0514 (0.6934) -6.4181 (3.0388)d 8.75 
Mar 1980 24 1. 9551 (0.21+00) -6.1661 ( 1. 036 7)a 66.38 
Apr 1980 37 1.8884 (0.4148) -5.8039 (l.792l)e 20. 7 2 
May 1980 105 2.5608 (0.1672) --8.6293 (0.7243)d 234.48 
June 1980 32 1. 9801 (0.2257) -6.0715 (0.9735)c 76.93 
July, Aug, 
Sept 1980 17 2.4356 (0.3543) -8.0425 ( 1. SL190)c 47.24 
Oct, Nov 1980, 
(2.30l-t2)f Jan,Feb 1981 17 2.5430 (0.5281) -8.7617 131.41 
(ii) Analysis of variance 
Variation d.f. Sum of Mean F p 
squares squares 
Regression 1 16.36417 16.36417 1161.81 <0.001 
Intercepts 16 2.92885 0.1830.5 13.00 <0.001 
Slopes 16 0.22176 0.01386 0.98 )0.05 
Residual 426 6.00024 0.01409 
Total 459 25.51502 0.05559 
In the absence of a significant difference between slopes, t-tests 
were performed on pairs of lines to test for differences in 
intercepts, lines with the same letters (a,b,c, etc.) were shown 
by t-tests to have intercepts not significantly different from 
each other. 
These lines were pooled, to form the common lines shown in (iii), 
below. 
App. Table 3.8 continued 
Table 3.8 continued 
(iii) Regression statistics for pooled lines 
fun th n b(S.E.) D(S.E.) F 
(a) M3.r 80 2!+ 1. 9551 (0.2400) -6.1661 (l.0367)a 66.4 
(b) CX:t 79, Nov 78 36 2.4801 (0.2478) -8.1454 (l.0890)b 100.2 
(c) June 79, July 79 
Sept 79, Nov 79, 
Jun 80, July-Aug- 150 2.4826 (0.1041) -8.2355 (0.4538)c 568.7 
Sept 80 
(d) Feb-Apr 79, May 79, 
Ill.lg 79, ~c 79, 173 2. 4Ci:J7 ( 0.1273) -7.9676 (0.5533)d 357.5 
May 80 
(e) early May 79, 
Apr 80 60 2.1373 (0.2580) -6.8658 (l.1242)e 68.6 
(f) CX:t-fuv 80-
Jan-Feb 81 17 2.5430 (0.5281) -8.7617 (2.3042)a 23.2 
(iv) -~alysis of variance for pooled samples in (C) above 
Variation d.f. Sum of Mean F p 
squares squares 
Regression 1 16.36417 16.36417 1171.61 <0.001 
Intercepts 5 2.82150 0.56430 40.40 <0.001 
Slopes 5 0.07201 o. 011+40 1. 03 >0.05 
Residual 448 6.25734 0.01397 
Total 459 25.51502 0.05559 
In the absence of a significant difference between slopes, 
t-tests were performed on pairs of lines to test for differences 
in intercepts. Lines with the same letters (a,b,c etc.) have 
intercepts which are not significantly different from each other. 
A d . IV computer program for the simulation model SIMAD~ ppen ix . 
modified from Sonleitner, 1977. 
PROGRAM SlMAUCINPUT,OUTPUt,PUNCH,TAPE5=1NPUT 
1,TAPE6=0UTPUT,TAPE7 ) 
C THIS PROGRAM SIMULATES THE GROWTH Of A BJOLOGICAL POPULATION. 
C MAINLIN~ SIMULATE AG~ DEP~NDENT. PUNCH~O OUTPUT. 
DIMENSJU~ SVXTC3&),EMXTC36),SVDl(36),~MDl(3b),E~XC36), 
1 S V X ( 3 6 ) , N P C H C 5 0 ) , I D i:; A D ( J b ) , I b 0 RN ( 3 b ) , 1 C 0 U N T ( 1 2 ) , l P R CJ G ( 8 ) , 
2IFUNSX(4),JfUNMX(4) 1 N(97J 
COMMUN I>~NSMX,INDVC 8000J,INUVA( 8000),l~TUT,IRANl,lBIRTH 
IARRAY=8000 
C CLEAR POPULATION ARRAYS. 
DO 4 L=1,3b 
4 ICOUNT(L)=I.i 
DO 1 J=1, IARRA'i 
lNDVA(.J)=O 
1 INDV(JJ=O 
C READ IN STAKTING DATA 
IRt.:AU=5 
1 WiU Tt:=6 
READCIH~AD, 116JIPROG 
116 F'ORMATC8A1) 
11 READCIREAD, 100) KCON 
100 F'ORMAT(13) 
READClkEAD, 101) IWEEK,l~EEKST,LIMAG~,(N(IJ,1=1136) 
101 fJRMAT(12X,I4,12x,14,12x,1213x,2x,13,1116/5X,I3,11l6/5X,13r1116) 
REAO(lREAD, 102) CEMXll),1:1,36),(SVXll),l:t,36) 
102 FORMATl6X,12F6.2/6X,12F6.2/bX,12f6.2/6X,12f6.215X,12f6.1/ 
15X,12F6.1) 
READCIP~AO, 7120) CSVXTCI),l:t,3bJ,(~MXT(I),1:1,36) 
1,(SVDT(l),l=l,36),lEMUTCIJ,l=l,36) 
7 1 2 0 f' 0 RM A 1' l 6 x, f-' 5 • 2 I 11 F b • 2 / 6 x I F 5 • 2 , 11 F' 6 • 2 I 6 x , f 5 • 2 , 1 lf' 6 • 2 / 
16X,f5.2 1 llfb.2/bX,f5~2,11f6.2/6X,f5.2,11f6.2/ 
2&X 1 F~.2,llf6.2/6X,f5.2,llf6.2/6X,f5.2,11F6.2/ 
3 6 x, f 5 • 2 , 11 f b • 2 / 6 x, ~· 5 • 2 I 11 F 6 • 2 I 6 x, f 5 • 2 , 11 f 6 • 2 ) 
REAOCIREAD, 124) lfUNSX,IFUNMX 
124 FORMATC4A4) 
READ(IREAD, 122) IRANl 
122 F'QRMATCI12) 
IRAN3=1RAN1 
GD TO c1s,22,1s,22J,KCON 
22 REAOCIR~AD,7119) IMTOT 
7119 FORMATC7X,I6) 
119 FORMAT(* IMTOT=*1l6) 
READCIREAD, llij) (INDV(J),J=l1IMTOT) 
118 F'ORMATl4012) 
GO TO 23 
C INTRODUCI::: POPULATION fROM N ARRAY INTO lNDV AHRAV. 
15 IJ=l 
IN=O 
Il.1TUT=O 
DO 2 1=1, Ll1"IAGI::: 
l._,TOT=lMTOT+Nll) 
IN=IN+N(l) 
DO 3 J:IJ, lN 
3 INDV(J):l 
2 IJ=IJt!>i(lJ 
C REARRANGE INDIVIDUALS lN !NOV ARRAY. 
:ALL RlllDRAllli 
C CALCULATE ~ffECTS OF DENSITY. 
C PRINT OUT 1RAN3 FOR lDENTlfICATJONr EMX, SVX, FUR~ Of Dl:::NSlfY fACTUHS 
c (fSvx, f!::t"\X), ANIJ AGE DE:PENDENT Wf'.:IGtiTS (SVXT, EMXT, SVOT, tum t;MDT.) 
23 ~RlTl:::ll~HlfE, 11~) 1HAN3 
,.. 
I.. 
,.. 
..... 
,.. 
..... 
115 FORMATClHl,112) 
dRITEClWHlf~, 109) lw~EK,IW~EKST,lCUUNT 
109 fORMAT(l6X,• POPULATION SIMULATION fHUM ~E~K•,131* TO ~~EK•,13,/ 
128X1*AG~•/l~X112(3X112),5XJ 
WRlT~ClWRlJE, 110) EMX 
110 FORMATC12X,•£MX *112f5.2) 
WRlT~ClWRITI:::, 111) SVX 
111 FO~MAT(12X,•SVX *112F5.2) 
WRlTE~(l\'ilR!Tb 125) lflJNSX,IfUN~X 
125 fORMAT(28X,HA4) 
WRITI:::(IWRIH~, 123)SVXT, EMXT, SVDT, EMOT 
123 FJRMAT(llX,•SVXT •,12f5.2/11X,5X,12t5.2/11X,5X,12F5.2/ 
lllX,•FMXT •,12FS.2/lbX112F5.2/lbX,12f~.2/ 
111X 1 •SV01 •,12FS.2/16X,12f5.2/lbX,12F5.2/ 
211X,•tMDT •,12f5.2/lbX112f5.~/16X,12F5.2) 
lPAGt:=3 
START Wi'JE:K LDOP. 
DD 40 K=IwEEK, I~E~KST 
CALCULA1~ TOTAL POPULATION, CL~AR :ENSUS ARMAYS FOk DEATHS, BIRTHS. 
ITOT=O 
DD 50 1::1, 3b 
lfUT=ITUT+N(l) 
lD~,AlJ(I):O 
50 IBDRN( l):O 
I D!'.,A llT=O 
I t:HJRr~T=O 
IMTUT=lTOT 
CALCUiJAn: IJENSlTY INDICES, DINDXE:::SUVI N(I)*E"'IXT f'rJH Df.NSMX t\~D 
DINDXS=SUM NCl)*SVXT fUR DENSVX 
DlNDXE=U. 
DlNDXS=O. 
DD 17 L=l, LLMAGr~ 
EN=FLIJAT(N(LJ) 
OlNDXE:=UlNUXE~EN•~MXT(L) 
17 OINDXS=OJNOXS+~N•SVXT(L) 
JJ:(J 
PRINT OUT CENSUS COUNT. 
IPAGE=IPAGE+l 
IFCIPAGE-15)41,41,42 
42 IPAGF~=l 
~RlTE(lWRlTE, 115) IRAN3 
41 ~RlT~llWHlTE, 1031 K,(N(l),1=1, 3b),1TOT 
103 f0RMAT(5X,l311X,•LIVI~G*,1~15/15X,12I5/15X,12I5,4X,14) 
00 61 1=1,36 
61 NPCH(l):N(l) 
NPCH(11)=1T01' 
I 
: START PROCESSING Uf lNUlVlDUAL AkHAY. 
oo bO J=1, nor 
: DETeRMlNE AG~ Uf INDIVIDUAL. INCREASE IT HY ONE. 
,.. 
... 
.... 
... 
.... 
..... 
,.. 
.... 
l=lNOV(J)+l 
CHECK kU)rWIJIJCTll/t!. STf1Tr~ UF INDIVlDllAL • 
12 IFC~MX(lJ)lH1ld,14 
PRODUCE EHRTHS 
14 Dfo:NSMX=fo:l•'\X(l) 
C AL I, k t-: P RD D 
IFClblHTH)ld,18,lb 
NUMBER ur UrfSPRUG HAS BFr:N CAJ,CULATl~U. CH!::CK FOR PUTHHIAL uvE:R ... 
f'LDl'I l.JF INDV M;tJ INDVA ARRAYS. 
1b !1>12=JJtltHRTH 
lf(M2•lARRAYl25,25,2b 
26 MJVER=M2~1ARRAY 
~RIT~.(l~Rll~,10b) MOV~H,JRANl 
,. 
..... 
c 
,... 
.... 
106 FORMAT(* UV~kFLO~ Uf lNDV ARRAX RY*,14,*• CALCULATION STJPPED.*,I 
1121* IS NEXT IRANI.*) 
lf ND UVERFLOw, AUD OFFSPRING TO INDVA ARRAY fOLLUWING JJ. 
25 N(l):N(l)+lU!kTH 
YBlkTH=IBIRTH 
DlNDXE=UINUX~+XBIHTH*~MXTCl) 
DINUXS=DINDXS+YBlRTH*SVXT(l) 
DO 30 Jl=l, !HIRTH 
:ALL RANDLJClRA~l11RAN2,kAN) 
IR AN l = ll< AN 2 
DENSVX=SVXC1J/(1.+0.0012H•DINDXS•SVDT(1)) 
IfCkAN•DENSVX)70,70,71 
71 101'.:Al){ 1>=lOE:AD(1 J +1 
IOt,ADT=lUE:ADT+l 
N(l}:N(l)-1 
DINUXS=UlNDXS-SVXT(l) 
DINUX~=UJNDX~·~MXl(l) 
GJ TU 30 
70 JJ=JJtl 
1/\IOVA(JJ):l 
30 CONTINUE 
IBORN(l)=IBORN(l)+lHIRTH 
IBURNT=lBORNT+IBlRTH 
TEST fUk SURVIVAL IN AGE P~RIUD 1. 
18 CALL RANDUCJHANl,JRAN~,HAN) 
IRANl=If<AN2 
DENSVX=SVX(l)/(1.+0.00128•DINDXS*SVDT(l)J 
lF(RAN•DENSVX)19,19,13 
If DEAD, AUD TU CENSUS COUNT UF DEATHS. 
13 IDEAU(ll=lDEAD(l)+l 
1 OE:ADT= I L>t;ADT+ l 
GD TU 20 
STORE lNDlVIDUAL IN INDVA AkHAY. TALLY IN N ARRA¥. 
19 j.J:,Jc)+l 
lf(JJ•lAkRAY)24 1 24,26 
24 INDVA(JJ)=I 
N(l):::N(J)tl 
DlNDXS=DINDXS+SVXT(l) 
DlNDXE=DINDXE+EMXT(I) 
R E ill! 0 V r: 1 N D I V l DU A L f RD M U IU G I N IHi P 0 S I T l UN 1 N N ARR A 'i AN D l N (J \I A RR A Y • 
20 II=I-1 
N(ll):::N(ll)•l 
Ol~DXS=UlNUXS•SVXTCll) 
DlNOXE=DINDXE-~MXf(ll) 
UWV(J)::O 
60 ::JNTlNUt: 
CALCULATE NEW TOTAL. 
I~TUT=IMIUT+leORNT-lDEADT 
TKANSfER lNDlVlOUALS HACK TO lNDV ARRAY. 
DCJ 9 J:l, lMTUl' 
INDV(J):I DVA(J) 
9 lNDV/dJ):::O 
PRINT (JUT RESULTS UF' wt;r~r..: JUST FINISHED. 
WRITEllwRlT~, 120) lBUHNT 
120 fUkMAT(1H+,14X,16) 
1-JRlTt.ClwRlH~, 107) lDEAP,IDF:ADT,lBOkN,lbJRNT 
107 FJRMAT(9X,•O~ATHS*r1215/9X,bX,1215/15X,1215,4X,I4/ 
19X,*HfRTHS•,12I5/15X,1215/15X,1Jl5,4X,I4) 
4 0 2 0 N T l N U I:. 
PRlNf UUT WEEK AND POPULATION CENSUS AT END Of LAST WE~K. 
~RlT~CJ~RlTE, 114) K, N, lMTUT 
11 4 f J H 1'! AT ( • \) 1:: Nu * , L 3 I 2 x , *I I l v 1 NG* , 2 4 l 4 , 4 x I l 4 ) 
,.. 
'"' 
,.. 
.... 
WRITr.:(lwRlTEr 104) IRANl 
104 FORMAT(lH0,!12,• lS NEXT IRANI*) 
PUN:H UUT WEEK AND POPULATION CENSUS. 
K=K+l 
113 FOHMAT(b7X,•!:,ND OUTPUT*) 
WRlT~ClWRlTE, lllJ 
E: ND 
SUHHUUTINt H~PROO 
C OM l>I u l'l !H~ r~ .S r.1 X , l •Ii 0 V ( 8 0 V 0 ) , l t~ 0 V A ( ti 0 U 0 ) , l "11' 0 T , l KA N 1 , l B I. RT H 
COMPARb KANDUM NU"lt:it:H "41TH CIH"llJLAl'lVI:, PUlSSJN lilSTKIBUTICJN rJITH Ml'.:AN 
EtWAL TU t'.:MX. 
YB lhlH=Dt,N Sr-\X 
'{:O. 
CALL kANOll( LRAN1,IR.AN2,kAl'I) 
IRANl=lRAN2 
PDIS=2.71821k28••(•Yb1HTH) 
S"'IPlllS=PUl.S 
IfCRA~.LE.PUJSJGO TO 1 
DO 2 [,: 1 I 20 
Y=L 
POlS=PUlS•YBlHJ'H/'i 
S"IPUlS=.SMPOIS+POIS 
lfCHAN.Lt.S~POlS)GU TU 1 
2 CJNT H~ UE 
1 IBlRTH=Y 
RETURN 
END 
SUBROUTlN~ RNDHA~ 
CJMMO~ D~NSMX,JNDVC BOOOJ,JNOVAC H000),l~TUT,IRAN1,JBIRTH 
TOT=IMTUT 
JRAt~A=1kAN1 
TRANSfER INDlVIDIJAl.15 !-'UHM lNDV ARRA'I TU 1NDVA ARRAY AT RA"HlJ\l. 
O:J 1 JA=l, l'"ITOT 
CALL RA~DUllKANA,IkAN8,HAN) 
lRANA=lRANB 
J J ::RAl'HTUT + l 
lN~VACJAl=INDV(JJJ 
K fUT:: l'UT 
.JB=Jd+l 
CLOSE UP lNDV AkKAi • 
DJ 2 l\:du,KTUT 
L=K-1 
lNDV(L)::J.NDV(KJ 
2 lNIJV(K)=O 
1 TJT=TUl'-1 .. 
TRANS~ER INOJVIOUALS FRUM lNUVA ARRAY HACK ra INDV ARHAY. 
[),J 3 JA::l, lMTUT 
3 lNDV(JA)=!NDVA(JA) 
RETURN 
ENO 
SUBRUIJ'l I f'<F.RAIJDU ( l 1, 12, A) 
CAl,L f.ZANSE:T( 11) 
A:l{AN~'(l<J 
CALI, fll~NGE:I'(l2) 
RETURN 
E~D 
