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Pose Estimation for Omni-directional
Cameras using Sinusoid Fitting
Haofei Kuang1, Qingwen Xu1, Xiaoling Long1 and So¨ren Schwertfeger1
Abstract— We propose a novel pose estimation method for
geometric vision of omni-directional cameras. On the basis of
the regularity of the pixel movement after camera pose changes,
we formulate and prove the sinusoidal relationship between
pixels movement and camera motion. We use the improved
Fourier-Mellin invariant (iFMI) algorithm to find the motion
of pixels, which was shown to be more accurate and robust than
the feature-based methods. While iFMI works only on pin-hole
model images and estimates 4 parameters (x, y, yaw, scaling),
our method works on panoramic images and estimates the full
6 DoF 3D transform, up to an unknown scale factor. For that
we fit the motion of the pixels in the panoramic images, as
determined by iFMI, to two sinusoidal functions. The offsets,
amplitudes and phase-shifts of the two functions then represent
the 3D rotation and translation of the camera between the
two images. We perform experiments for 3D rotation, which
show that our algorithm outperforms the feature-based methods
in accuracy and robustness. We leave the more complex 3D
translation experiments for future work.
I. INTRODUCTION
Omni-directional cameras have been widely used in mo-
bile robots. Visual cues from panorama images help the
robot to achieve homing in [1], which uses omni-cameras’
advantage of the large field of view (FOV). In [2], panorama
images are exploited to implement a bearings-only SLAM
system, which can provide rich feature points. In addition,
several meaningful applications with panorama cameras are
mentioned in [3]. In the above cases, pose estimation is
one of the important topics. Optimization and geometric
methods are two common ways to achieve this task. The
former is usually used in feature-based methods [4], while
the latter is one of the basic parts in direct methods [5]. These
two approaches are usually combined together to achieve
better performance. For example, Engel et. al combined both
methods to realize real-time robust visual odometry in [6];
[7] uses geometric methods for the front-end of a SLAM
system and the optimization method for the back-end. In
addition, recently deep learning gained attention in pose
estimation [8], [9]. Since the deep learning methods heavily
depend on training images, which may be difficult to adapt
to different environments within limited training datasets, we
do not take the deep learning method into account.
Optimization methods are usually used to minimize the
photometric and geometry errors. In direct methods based
on photometric consistency, the motion between different
frames is estimated by minimizing the photometric error, as
used in [5], [6], [10]. Geometry error optimization helps to
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(a) Low-cost exploratory robot (b) Fisheye lens image
(c) Panorama image (110px × 1100px)
Fig. 1: A tracked robot with a smartphone as control unit.
An omni-directional lens is placed over the front-camera of
the phone. The captured image as well as the unwrapped
panoramic image are shown.
boost pose estimation, such as bundle adjustment [11] and
graph optimization [12], [13].
Geometric methods include two main groups: pose estima-
tion by 2D to 2D correspondences and 3D to 2D correspon-
dences. The eight-point [14] and five-point algorithms [15]
are widely used to estimate the relative pose between two
frames with given 2D-2D correspondences. Firstly, the essen-
tial matrix or fundamental matrix is calculated by epipolar
geometry. Then relative rotation and up-to-scale translation
are estimated from the matrix. Methods like [16], that esti-
mate relative pose by 3D-2D correspondences, compensate
the scaling case and calculate the absolute pose directly,
because 3D points provide the real scale information.
In addition to feature-based and direct methods, spectral
methods are also used for motion estimation. On 2D images,
the iFMI algorithm [17], [18] uses Fast Fourier Transform
(FFT) to calculate the x and y translation, yaw and scaling
between two images. It is applied to image mosaicking [19]
and motion detection [20]. A related approach is also used
for registration of 3D range data [21].
If we only consider pose estimation between two frames,
optimization is used with direct methods, while the geometric
vision helps feature-based methods to calculate the camera’s
motion. Our proposed method belongs to the latter, but it
differs from the two approaches mentioned above by directly
exploiting the properties of catadioptric omni-directional
cameras. Figure 1 shows the omni-directional camera that
we use to collect omni-images and one omni-image, mounted
on a simple robot. We also show the image as captured by
the smart phone and its unwrapped panorama image. From
Figure 1(c), we can see that the catadioptric panorama image
has the disadvantage of low resolution, as mentioned in [3],
which will increase the difficulty for feature-based methods.
Thus it is important to process these images with more
robust algorithms. To meet this requirement, we combined
the improved Fourier-Mellin invariant (iFMI) algorithm with
our proposed method, since it proves to be more robust than
SIFT. Our main contributions are summarized as:
1) proposing a novel relative pose estimation method
based on geometric vision and fitting of pixel displace-
ment values to sinusoidal functions;
2) exploiting the 2D frequency-based algorithm to esti-
mate 3D pose of the omni-camera;
3) comparing our algorithm with commonly used epipolar
geometry methods together with different features.
The rest of this paper is organized as follows: the the-
oretical foundation of our proposed method is introduced
in Sec II, including motion model, proof and parameter
estimation; then we explain out implementation detail in
Sec III; the experiment and analysis is displayed in Sec IV;
finally, we conclude our work in Sec V.
II. PROBLEM FORMULATION
A. Notations
• u-,v-axis: image coordinates
• x-,y-,z-axis: camera coordinates
• Io: an omni-image; kIo: superscript k means kthframe
• Ip: a panorama image
• up, vp: coordinates in a panorama image;
• umax, vmax: width and height of the panorama image;
• ∆u(up): the translation (in pixel) in u-axis versus a
column (up) between two panorama images;
• ∆v(up): the translation (in pixel) in v-axis versus a
column (up) between two panorama images;
• R: 3D rotation of the camera between two panorama
images;
• t: 3D translation of the camera between two panorama
images;
• Pxy(t): projection of t in x-y plane;
• Pz(t): projection of t in z axis;
• Pxy(R): projection of R around x and y axis;
• Pz(R): projection of R around z axis;
• tˆxy: the angle between the axis of the x,y translation
and x axis;
• λ: the unknown scale factor of the translation;
• γ: the known opening angle of a pixel. Suppose pixels
are square, then γ = 2piumax ;
• r: the radius of the cylinder;
• H: the height of the cylinder; thus the height of corre-
sponding panorama image;
• T : transformation matrix in 3D space.
B. Modeling of Pose Estimation
1) Cylinder Camera Model: As mentioned in [22], an
image captured by a catadioptric omni-directional camera
Fig. 2: Cylindric Camera Model
is usually unwrapped into a cylindric panorama image. Thus
we model the pose estimation problem base on the cylindric
camera model in this work. Figure 2 gives an intuitive
description from spherical to cylinder model, which can be
implemented by interpolation. The transformation between
the cylinder and the panorama image can be described as
u = r · θ = r · arctan(y
x
) (1a)
v =
H
2
− z (1b)
and
x = r · cos θ = r · cos u
r
(2a)
y = r · sin u
r
(2b)
z =
H
2
− v (2c)
Note that in the panorama image there will be a u associated
with the positive x-axis of the camera (e.g. front of the robot)
and another u, 14umax pixels to the right, which is associated
with the positive y-axis of the camera (e.g. left of the robot).
The negative sides of the axes will be on the opposite side
of the panorama image, so 12umax pixels away. In order to
simplify the formulation, this paper assumes that the x-axis
will always located at u = 0 (grey dash line in Figure 2),
and the y-axis is thus at 14umax (green line in Figure 2).
2) Resolution Consistency: When unwrapping omni-
images to panorama images with Eq. 1, 2, we cannot make
sure that each pixel is square, i.e. there may be resolution
inconsistency. In other words, the incident angle could be
different with same pixels in u− and v−axis. Thus we use a
calibration method described in [23] to find the ratio between
angles per pixel in u− and v− direction. For the remainder
of this paper we assume a perfectly calibrated cylinder model
with square pixels, while the detailed discussion of such
calibration is out of the scope of this paper.
3) Motion Model: We propose a sinusoidal function to
describe the motion model of catadioptric omni-directional
cameras as follows,:
y = B +A sin(ωx+ φ) (3a)
∆v(up) = λtz+γ‖Pxy(R)‖·sin
(
γup +
Pxy(R)
‖Pxy(R)‖
)
(3b)
∆u(up) = γPz(R) + λ‖Pxy(t)‖ · sin
(
γup + tˆxy
)
(3c)
We model the motion of the camera using the sinusoid
function Eq 3a with offset B, amplitude A and phase shift
φ, while ω is just a calibration factor (field of view of a
pixel). In order to recover the full six degree of freedom
(DoF) motion of the camera we apply this function twice:
once to the vertical motion ∆v(up) of the columns of the
panorama image (Eq. 3b) and once to the horizontal motion
∆u(up) of the columns of the panorama image (Eq. 3c).
Then we analyze the motion model in four different cases
to explain why we choose the sinusoidal function to represent
the model:
1) Translation along z-axis (tz): the shift along v-axis
of each column up, which is the same for all up;
2) Rotation around x- and y- axis (Rxy): (Roll and
pitch, respectively, using pitch=0 and some roll as
example) the closer up is to the (positive or negative)
x-axis of the cylinder model, the smaller the shift along
the v-axis; the closer up is to the (positive or negative)
y-axis, the larger the shift along the v-axis;
3) Rotation around z-axis (Rz): (Yaw) the shift along
the u-axis in each column up, which is the same for
all up;
4) Translation along x- and y-axis (tx,y): (using trans-
lation along x-axis as an example) the closer up is to
the (positive or negative) x-axis of the cylinder model,
the smaller the shift along u-axis of the center in each
column; the closer up is to the (positive or negative)
y-axis, the larger the shift along the u-axis.
When the camera rotates around an arbitrary axis ~c in the
x-y plane, the shift along v of the columns up follows a
certain pattern: the closer the column up is to ~c, the smaller
the shift is. Thus we use the phase shift Pxy(R)‖Pxy(R)‖ to model
the angle of ~c to the x-axis in Eq 3b. The phase shift tˆxy in
Eq 3c is derived following the same argument.
In the following we give a rigorous proof of the motion
model. We have two images Ip1 and Ip2 and a transfrom
(R, t) between them. Assume there is an arbitrary point
2pP = [up2, vp2] in the second panorama image Ip2, its
cylinder coordinate 2P is
2P =
 x2y2
z2
 =
 r cos urr sin ur
H
2 − v
 (4)
Then we analyze the shifts of each row or column when
the camera moves like the above four cases. Firstly, the 3D
point 2P is transformed to 1P = [x1, y1, z1]
T with specified
transformation matrix T ; secondly, we find the intersection
1P
′
= [x′1, y
′
1, z
′
1]
T between the vector O1P and the cylinder
{C : x2 + y2 = r2}, which is then unwrapped into the point
1pP in the panorama image Ip1; finally, we calculated the
shift between 1pP and 2pP in row and column direction,
respectively.
1) Translation along z-axis: The transformation matrix
T is:
T =
 1 0 0 00 1 0 0
0 0 1 tz
 (5a)
the transformed point 1P is
1P =
 r cos urr sin ur
H
2 − v + tz
 (5b)
the intersection 1P ′ is
1P ′ =
 r cos urr sin ur
H
2 − v + λztz
 (5c)
finally we get the shift ∆v in column direction:
∆v = (
H
2
− z2)− (H
2
− z′1) = λztz (5d)
2) Rotation around x- and y- axis: (for example x- axis
(roll))
The transformation matrix T is:
T =
 1 0 0 00 cos θx − sin θx 0
0 sin θx cos θx 0
 (6a)
the transformed point 1P is
1P =
 r cos urr sin ur cos θx − (H2 − v) sin θx
r sin ur sin θx + (
H
2 − v) cos θx
 (6b)
the intersection 1P ′ is
1P ′ =

r√
1+k2
kr√
1+k2
r sin ur sin θx+(
H
2 −v) cos θx
r cos ur
r√
1+k2
 (6c)
where k = r sin
u
r cos θx−(H2 −v) sin θx
r cos ur
; finally we get the
shift ∆v in coulumn direction:
∆v =
r(r sin ur sin θx + (
H
2 − v) cos θx)√
(r cos ur )
2 + (r sin ur cos θx − (H2 − v) sin θx)2
− (H
2
− v)
(6d)
The denominator in Eq 6d can expand into r2 −
r sin ur (
H
2 − v) sin 2θx + (H2 − v)2 sin2 θx, which can
be approximated to r2 when θx is small. Under this
condition, sin θx ≈ θx and cos θx ≈ 1. Thus the shift
will be
∆v = (
H
2
− z2)− (H
2
− z′1) = θxR sin
u
R
(6e)
3) Rotation around z-axis:
The transformation matrix T is:
T =
 cos θz − sin θz 0 0sin θz cos θz 0 0
0 0 1 0
 (7a)
the transformed point 1P is
1P =
 r cos(ur + θz)r sin(ur + θz)
H
2 − v
 (7b)
the intersection 1P ′ remains
1P ′ = 1P =
 r cos(ur + θz)r sin(ur + θz)
H
2 − v
 (7c)
finally we get the shift ∆u in row direction:
∆u = r arctan
y2
x2
− r arctan y
′
1
x′1
= −rθz (7d)
4) Translation along x- and y-axis: (for example along
x-axis)
The transformation matrix T is:
T =
 1 0 0 tx0 1 0 0
0 0 1 0
 (8a)
the transformed point 1P is
1P =
 r cos ur + λtxr sin ur
H
2 − v
 (8b)
the intersection 1P ′ is
1P ′ =

r√
1+k2
kr√
1+k2
H
2 −v
r cos ur +λtx
r√
1+k2
 (8c)
where k = r sin
u
r
r cos ur +λtx
. ; finally we get the shift ∆u
in row direction:
∆u = r arctan
y2
x2
− r arctan y
′
1
x′1
(8d)
= r arctan
λtx sin
u
r
λtx cos
u
r + r
(8e)
In Eq 8e, since r >> λtx cos ur , then λtx cos
u
r + r
approximately equals to r and λtx sin
u
r
λtx cos
u
r +r
is small
enough to take the first-order Taylor appromation.
Thus, the shift of each row can be described as:
∆u ≈ rλtx sin
u
r
r
= λtx sin
u
r
(8f)
Based on the proof, we can tell that Eq 3c and Eq 3b
is correct when the translation is small enough in x-y plane
or the rotation component along axis in x-y plane is small
enough.
C. Curve Fitting
There are some unknown parameters Φ = {A, φ,B} in
Eq. 3 that we estimate using curve fitting. We solve it through
modeling it as a nonlinear least-squared problem and the
parameters are estimated by using a nonlinear optimization
algorithm. Then the rotation R and translation t can be
calculated from Φ.
To find the corresponding parameters Φv,Φu in Eq. 3b
and Eq. 3c we build the following two objective functions:
Cv(up,Φv) = ∆v(up; Φv)− yv (9a)
Cu(up,Φu) = ∆u(up; Φu)− yu (9b)
min
Φv
Lv(up; Φv) = min
Φv
1
2
‖Cv(up,Φv)‖22 (9c)
min
Φu
Lu(up; Φu) = min
Φu
1
2
‖Cu(up,Φu)‖22 (9d)
where Cv and Cu are cost functions and yv and yu are the
measured shifts in v− and u− direction by using the iFMI
algorithm [19]. Lv and Lu are loss functions in the standard
least-squared form. Afterwards, the nonlinear optimization
Levenberg-Marquardt algorithm [24] is used to minimize the
objective functions, which could also be replaced with other
optimization methods.
Lv(up; Φv, δ) = δ ·
√1 + (Cv(up,Φv)
δ
)2
− 1
 (10a)
Lu(up; Φu, δ) = δ ·
√1 + (Cu(up,Φu)
δ
)2
− 1
 (10b)
We use two methods to handle the outliers problem. First
we employ a median filter of data to remove some obvious
outliers. Then we use the Huber loss function to reduce the
influence of outliers, which was proven to be less sensitive
to outliers in data than the L2 loss [25]. Because the Pseudo-
Huber loss function [26] combines the best properties of L2
loss and Huber loss by being strongly convex when close
to the minimum and less steep for outliers, we use it to
replace the standard least-squared loss form with Eq. 10a
and Eq. 10b.
III. IMPLEMENTATION
The implementation of our proposed method is described
in Algorithm 1, where we have W = 1100, L = H =
110, d = 20.
We use a square window to slide along the u−direction
on the panorama images Ip1 and Ip2. For each window pair,
we use the iFMI method to find the 2D motion. Then we
get the set of shifts ∆u and ∆v versus column index up =
1
2L+k×d. Afterwards, we fit the values with the sinusoidal
function to estimate parameter Φ as line 7 of Algorithm 1
describes. δ = 2 of Eq 10 is selected in our implementation.
Figure 3(c) displays an example of curve fitting between
two frames. The optimization algorithm fits the sinusoids
effectively.
(a) Frame 1
(b) Frame 2
(c) Fitting Results
Fig. 3: ∆u and ∆v is shift of u and v direction, respectively,
which are measured using iFMI. The results of function
fitting by non-linear least squared method through the ∆u
and ∆v values are shown. The motion corresponds to a roll
(column 0 is the x−axis).
In Figure 3(c) we see maxima in the ∆v curve at around
1
4umax and
3
4umax. Following the definition from above, that
the x-axis is at u = 0, this means there is a big motion in
the image where the y-axis is. It thus follows that there has
been a rotation around the x-axis of the camera (roll).
IV. EXPERIMENTS
In this section we compare our method with feature-based
algorithms using experiments on three different datasets. We
use images from indoor (office) and outdoor (street) scenes
as well as another dataset with ambiguous features (grass),
which poses big challenges to feature-matching algorithms
(Samples are shown in Figure 4). All the images are captured
by the phone (Oneplus 5) covered with a low-cost omni-lens
Algorithm 1 Proposed pose estimation for omni-cameras
1: Input: Omni images Io1, Io2;
Sliding window size L× L and step d
2: Obtain panorama images Ip1, Ip2 of size W ×H
by cartesian-to-polar transformation
3: for L + k × d ≤W,k ∈ N do
4: Compute the scaling, rotation and translation tuv
for kth window between Ip1 and Ip2 by iFMI[17]
5: Push tuv to motion set M
6: end for
7: Estimate parameter Φv and Φu by optimization on M (Eq. 9)
8: Calculate transformation T from Φv,Φu (Eq. 3)
9: Output: T
(a) Grass datasets (b) Office datasets (c) Street datasets
Fig. 4: Experimental Image Samples
(Kogeto Dot Lens), as shown in Figure 1(a). In addition, all
the computations are conducted on a PC with an Intel Core
i7-6700 CPU and 16 GB memory.
In this experiment, we choose ORB and AKAZE feature
detectors to implement the feature-based algorithm, since
ORB is one of the fastest detectors and AKAZE is designed
for detecting features in non-linear space according to [27].
Besides, the STEWENIUS five-point algorithm is exploited
to estimate the relative pose, which is widely used and
performs robustly.
To simplify the comparison, the experiment is done with
controlled variables, that is, we only rotate the camera around
one axis (x−, y− or z−axis) at one single test. Experiments
for the translation are omitted in this work for two reasons:
For estimating the correct translation, the sinusoid fitting
model assumes an equal distance to the camera of all points.
This restriction is easily broken and thus the translation
estimation is error prone. The rotation doesn’t require this
assumption. Secondly, the translation estimate is anyways up
to an unknown scale factor, which adds another difficulty.
We use the IMU of the smartphone as ground truth. In the
following, we analyze the results in both qualitative and
quantitative ways.
A. Results Analysis
Figure 5 demonstrates an intuitive performance of the pose
estimation in the three datasets. We find that our method
achieves a better performance than feature-based methods in
general. Thanks to the robust iFMI algorithm, our method
also works well on the grass dataset, while the feature-based
methods suffer from describing the ambiguous features.
Especially, the ORB-based algorithm fails to detect roll on
the grass datasets. Both the proposed algorithm and feature-
based methods show a good performance on office datasets,
where the latter gets help from rich features in this scenario,
e.g. chairs, books and so on. Moreover, the proposed method
also outperforms the two feature-based ones on the office
dataset. Lastly, the street dataset shows that our method also
performs well regarding the accuracy and robustness in the
general outdoor scenario.
Table I provides a rigorous comparison among three meth-
ods, where the root mean square error (RMSE) is used as the
error metrics. This table shows that the total average error
 of our proposed method is less than half of the AKAZE-
based algorithm and about one-quarter of the ORB-based
algorithm. It also shows that the AKAZE-based method
grass office street average error
roll pitch yaw roll pitch yaw roll pitch yaw roll pitch yaw [rad] time[s]
ORB 0.196 0.683 0.239 0.225 0.163 0.191 0.313 0.339 0.328 0.245 0.395 0.253 0.300 0.11
AKAZE 0.130 0.414 0.113 0.171 0.110 0.073 0.164 0.312 0.106 0.155 0.279 0.097 0.177 0.75
Ours 0.088 0.123 0.129 0.054 0.047 0.021 0.027 0.032 0.143 0.056 0.067 0.098 0.074 0.40
TABLE I: RMSE and average run-time of our method and feature-based approaches.
(a) Grass datasets
(b) Office datasets
(c) Street datasets
Fig. 5: The rotation estimation experiments with different datasets. The µ in the legend represents RMSE for each method.
outperforms our method with a slight advantage in the yaw
test. But we suspect, that the ground truth yaw (from the
smartphone IMU) might not be reliable even for the short
interval between the frames and thus the yaw-experiments
shouldn’t be trusted too much. The run-time of the AKAZE-
based algorithm is more than that of our proposed and ORB-
based methods, as the last column of Table I shows.
In summary, the our method is the most robust among
the three algorithms in the different application scenarios
and performing especially well in environments which are
feature-deprived or have repetitive features, such as grass.
Even though our method is not the fastest one, it is cost-
effective when considering the balance between accuracy and
run-time.
V. CONCLUSION
In this paper we proposed a novel pose estimation method
by fitting sinusoid functions of pixel displacements in
panoramic images of omni-directional cameras. We calcu-
lated the average pixel displacements of columns in the
image using the iFMI algorithm. Experimental results for the
3D rotation part show that our method outperforms feature-
based approaches, which we attribute to the facts that we
use a spectral method and then fit many results to (sinusoid)
functions, which thus takes care of outliers of the spectral
method. The iFMI method can only estimate 2D transforms
of pin-hole images, while our approach can, in principal,
estimate the full 6 DoF 3D camera pose (up to scale factor)
from panoramic images.
From the experiment results, we can see that the accuracy
of our proposed method is about two to four times better
than the other feature-based approaches for roll and pitch.
The speed of our method is almost twice as fast than the
accurate AKAZE-based algorithm. Thus our method is the
most cost-effective one among the three methods.
We envision our algorithm to be used more for fast visual-
odometry rather than visual SLAM with big displacements
between frames. In this case we estimate that also the
translation part of our sinusoid fitting model will perform
reasonably well. Soon we will do experiments also regarding
the translation part of our algorithm, and use a tracking sys-
tem to generate more precise ground truth data. Furthermore,
we will attempt to incorporate also the scaling and rotation
of the sliding window in our model, so we can use all results
that iFMI is giving us, to maybe get even better and more
robust results. We then also plan to investigate other means of
generating the pixel displacements per column (e.g. optical
flow, 1D spectral methods). Finally, we aim to integrate
our method into a full omni-visual odometry and SLAM
framework.
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