Abstract. We give a generalization of box splines. We prove some of their properties and we give applications to interpolation and approximation of functions.
1.
Introduction. An extended complete Chebyshev system U n ={u i } n i=0
of functions of class C n in the interval I = [a, b] is a generalization of the system {t i } n i=0 of power functions. We can write such a system in the canonical form (see [9, 12] ) (1) u 0 (t) = w 0 (t), u i (t) = w 0 (t) . . , n, where w j ∈ C n−j (I), w j (t) > 0 for t ∈ I, j = 0, . . . , n. For u j (t) = (t − a) j , j = 0, . . . , n, we have w 0 = 1, w i = i, i = 1, . . . , n. To generalize box splines we shall use a similar method to that used to obtain (1) . Box splines are used in approximation theory, in interpolation of functions, in the finite element variational method, in the theory of wavelets and in other branches of mathematics (see [3, 5, 7, 8, 10] ). Not only algebraic splines but also Chebyshevian splines play an important role in approximation theory. We give a generalization of box splines and a few of their main properties; we call the new splines Chebyshevian box splines. Then we define a fundamental function and give some applications of it to interpolation and approximation of functions. i = 1, . . . , s, is admissible if rankV n = n (the first n columns of V s are linearly independent), s ≥ n. Below we assume that the matrix V s is admissible.
Define
We see that
Let W = {w 1 , . . . , w s−n } be a sequence of continuous functions on R n such that
n , where a j and b j are some constants.
Definition 1. The box spline B(x | V s , W ) with respect to V s and W is defined as follows:
where χ V n is the characteristic function of the set V n and
For w j = 1, j = 1, . . . , s − n, we obtain algebraic box splines, denoted by B(x | V s ) (see [1, 2, 4, 6] ).
P r o o f (by induction on s). For s = n we change variables in the integral (see [6] )
and we have proved (3) for s = n + k + 1.
Assume that
n \ {0} and the function G : R n → R be continuous on its convex support D. Then the function
P r o o f. Since D is convex, the supports of the functions g 1 (t) = G(y−tv) and g(t) = G(x − tv) are segments whose lengths depend continuously on y and x from G. Hence by continuity of G we obtain lim y→x F (y) = F (x).
Theorem 2 (cf. [6] ). Let C be a nonsingular integer n × n matrix. Then
where
Putting g(x) = f (Cx) and applying Theorem 1 again we obtain
Since the function f was chosen arbitrarily and B(x | V s , W ) is continuous (Corollary of Theorem 1) we have proved (4).
Generalization of box splines
and we have got (5).
A fundamental function. Let
As in the algebraic case we can prove that in the set
Now we may consider the space S(V s , W ) spanned by the integer translates of the box spline B(x | V s , W ):
For n = 1 the space S(V s , W ) is included in the space of cardinal Chebyshevian splines. In the algebraic case for n = 1 we have cardinal B-splines
Now we need some definitions, lemmas and theorems. Let f denote the Fourier transform of f , i.e.
In the algebraic case we have the following Lemma 2 (see [4, 6] ). The family V = V s is unimodular if and only if
For Chebyshevian box splines the condition (6) may not hold for a family which is not unimodular:
Example.
Applying (3) we obtain
and the coefficients α k depend only on e πix 1 . If g( x 1 ) = 0, then g( x 1 + 2j) = 2 k=0 α k (e πi x 1 )( x 1 + 2j) k and since it is a polynomial of degree 2 with respect to j, it is different from zero for some j except for the case when all the coefficients of g are zero, and this happens for x 1 = 1/2 and x 1 = 3/2. Hence the condition (6) is not satisfied.
Let
Lemma 3. We have
The proof follows directly from the definition of box splines.
. . D v s ,w s−n f and let B(x | V s ) and B(x | X) be the algebraic box splines with respect to V s and X = V s ∪ −V s respectively; moreover , in the cases W = 1 let all the functions w j be equal to one. Then
P r o o f. Using the fact that convolution is commutative and Theorem 3 we obtain the equality [4, 6] ) and we have proved the lemma.
Lemma 5. Let f, f ∈ C(R) and for some δ > 0,
Then for every x ∈ R n ,
For the proof we refer to [11] (see also [6] ).
Lemma 6. Let functions ϕ and ψ be integrable, bounded and with compact support. Then for every x ∈ R n ,
For the proof we refer to [6] .
Theorem 4. Let the family V be admissible and satisfy (6) . Then for every x ∈ R n ,
P r o o f (cf. [6] ). We apply Lemma 6 to the functions ϕ(x) = B(x | V, W ) and
Using Lemma 3 we obtain
and by (6) we obtain the theorem.
Since the trigonometric polynomial P X,W is different from zero for every x ∈ R n , the function 1/P X,W is periodic and of class C ∞ . Hence we may expand it in a Fourier series:
Lemma 7. Let the family V be admissible and satisfy (6) . Then the sequence b X,W = {b X,W (α)} of coefficients of the expansion of 1/P X,W is exponentially decaying, i.e. there exist constants C > 0 and 0 < q < 1 such that
The proof is the same as in the algebraic case (see [6] ). Let V satisfy the condition (6).
Definition 3. The fundamental function associated with the family X = V ∪ −V and the family W is the function
P r o o f (see [6] ). Taking the Cauchy product of the Fourier series for P X,W and 1/P X,W we obtain (7).
As in the algebraic case we obtain (see [6] ) Lemma 9. There exist constants C > 0 and 0 < q < 1 such that
Now we may define interpolating operators I and I h as follows: for every function g defined on Z n we put
The problem of the convergence of the operators I h will be considered in another paper. Let
We have the following (see [6] ) The inequality is proved as in the algebraic case.
Because of this lemma we call the function B * V,W the biorthogonal function.
Using the Jensen inequality and Lemma 9 we may prove (see [6] ) the following Theorem 5. Let the family V be admissible and satisfy the condition (6). Then for every 1 ≤ p ≤ ∞ there exist constants C 1 > 0 and C 2 > 0 such that for every sequence a = {a α } ⊂ l p ,
Corollary. Let the family V be admissible and satisfy the condition (6). Then the system of box splines {B(·−α | V, W )} α∈Z n is linearly independent.
The results of this paper were announced by the author in [13] and [14] .
Problem. Prove that if V s is unimodular then V s satisfies (6) .
