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ZERO-DIVISORS AND THEIR GRAPH LANGUAGES
HARLEY D. EADES III
Abstract. We introduce the use of formal languages in place of zero-
divisor graphs used to study theoretic properties of commutative rings.
We show that a regular language called a graph language can be con-
structed from the set of zero-divisors of a commutative ring. We then
prove that graph languages are equivalent to their associated graphs.
We go on to define several properties of graph languages.
1. introduction
This article introduces the use of formal languages in place of zero-divisor
graphs of a commutative ring with unity. We are interested mainly in
whether we can define formal languages which provide the same informa-
tion as zero-divisor graphs and what type of formal languages we obtain. In
section two we primarily discuss how to obtain a formal language from the
set of nonzero zero-divisors, and we show that it is regular. The remaining
section deals with some interesting properties of graph languages.
We define several basic notions from commutative ring theory and formal
language theory that are used throughout this article. Let R be a com-
mutative ring with unity and Z(R) be the set of zero-divisors of R. We
define a simple graph Γ(R), called the zero-divisor graph of R, with vertex
set Z(R)∗ = Z(R)− 0, and distinct z1, z2 ∈ Z(R)∗ are adjacent if and only
if z1z2 = 0. For example, Γ(R) is the empty graph if and only if R is an
integral domain [5]. Lets consider a short example.
Example 1.1. Let R = Z2×Z2×Z2. Then Z(R)∗ = {(1, 0, 1), (0, 0, 1), (0, 1, 0),
(1, 0, 0), (1, 1, 0), (0, 1, 1)}. Using this set of zero-divisors we obtain the zero-
divisor graph of R depicted below.
(1, 0, 1) (0, 1, 0)
(0, 0, 1) (1, 1, 0)
(1, 0, 0) (0, 1, 1)
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Let Σ be a set of symbols, called an alphabet, and Σ∗ be the set of all pos-
sible concatenations of Σ. A formal language is a subset of Σ∗. A determin-
istic finite accepter (DFA) is defined by the quintuple, M = (Q,Σ, δ, q0, F ),
where Q is a finite set of internal states, Σ is a finite set of symbols called
the input alphabet, δ : Q×Σ→ Q is the total function, called the transition
function, q0 ∈ Q is the initial state, and F ⊆ Q is a set of final states. Like-
wise, a nondeterministic finite accepter (NFA) is defined by the quintuple,
M = (Q,Σ, δ, q0, F ) where Q, Σ, q0, and F are as defined for deterministic
finite accepters, but δ : Q × (Σ ∪ λ) → 2Q. We define S(M) = QM as
the set of states of the finite automata M . Finally, DFA(MNFA(R, z)) and
DFA(MNFA(R)) are the DFA’s constructed using the subset construction
algorithm found in [15, 20]. A language is regular when there exists a finite
acceptor for it [15]. Before moving on we will now consider two examples
illustrating the concepts discussed above.
Example 1.2. Let Σ = {a, b, c} and L = {w | w ∈ Σ∗ and w = arb, where
r is an odd integer}. To show that L is regular we have to construct a finite
automata which accepts all the words in L. There in fact does exist a DFA







It is common to depict a finite automata as a transition diagram. The









Example 1.3. Let Σ = {a, b, c} and L = {w | w ∈ Σ∗ and the fourth symbol
from the last symbol in w is c}. We construct a NFA accepting L. Let
M = ({q0, q1, q2, q3, q4, q5},Σ, δ, q0, {q4}), where δ is defined in the table be-
low.
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δ a b c
q0 {q0} {q0} {q0, q1}
q1 {q2} {q2} {q2}
q2 {q3} {q3} {q3}
q3 {q4} {q4} {q4}
q4 {q5} {q5} {q5}
q5 {q5} {q5} {q5}















A grammar G is defined as a quadruple G = (V, T, S, P ), where V is
a finite set of objects, called variables, T is a finite set of objects, called
terminal symbols, S ∈ V is a special symbol, called the start variable, and
P is a finite set of productions. A grammar G is said to be regular if all
productions are of the form A → xB, A → x or A → Bx, A → x where
A,B ∈ V , and x ∈ T ∗ [15]. A basic introduction to formal language theory
can be found in [15, 20, 21], and an introduction to commutative ring theory
and zero-divisor graphs can be found in [2, 3, 5, 6, 7, 8].
A word on notation is in order. The term ring should be read as com-
mutative ring with unity; hence, we will implicitly assume that all rings are
indeed commutative rings with unity which are not integral domains. We
also abbreviate a formal language as simply a language. By subword we
mean, that if u is a word in some language, then u is a subword if and only
if there exists a word w = vuz, where v and z are words in the language
[21].
2. Obtaining A Regular Graph Language
By definition, zero-divisor graphs of commutative rings are undirected.
However, we will be converting directed graphs to formal languages, so we
will need to be able to convert an undirected graph to a directed graph. To
convert an undirected graph to a directed graph, simply replace all edges in
the undirected graph with a directed edge. Then connect each vertex to all
its adjacent vertices with directed edges. For example, in example 2.1 the
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graph on the left is an undirected graph, and its equivalent directed graph














Throughout the remainder of this section, we will only consider directed
graphs.
We state next an algorithm called The Graph Conversion Algorithm (TGCA)
which converts any directed graph into a grammar which generates a lan-
guage whose words are all the paths of a directed graph starting from a
particular start vertex. We call such a language a start-vertex graph lan-
guage.
Definition 2.1.
INPUT: Digraph D = (V,E).
1. Give each vertex of D some label. The vertex labels represent the
terminals of the grammar. It is important that the vertex labels are
distinct from each other and distinct from the edge labels.
2. Label each edge of D with Ei where 0 ≤ i ≤ |E|, and all the Ei are
distinct. If the edges of D are already labeled, replace those labels
with the Ei labels. These labels represent the nonterminals of the
grammar.
3. Choose a start vertex. The start vertex designates the location in the
graph where all the paths start. Let a ∈ V be the start vertex. Then
for each outgoing edge Ei of a, write rules S → aEi. Then write the
rule S → a.
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4. For each of the remaining vertices and for each outgoing edge Ej
of each vertex, write rules Ei → bEj. Then write the rule Ei → b,
where b ε V and Ei is an incoming edge of b.
5. For each of the incoming edges, make sure not to introduce dupli-
cates. If the left side of Ei matches another nonterminals left side,
replace all occurrences of Ei with the matched nonterminal.
OUTPUT: A grammar G in TGCA form.
Before we move on we consider an example using TGCA.
Example 2.2. The graph on the left is the zero-divisor graph of Z12, and the
graph on the right is the graph on the left after the labeling scheme defined






















Next we follow steps 4 and 5 of the algorithm, and we obtain the following
grammar in TGCA form.
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S → aE1 | aE7 | aE11 | a
E1 → bS | bE3 | b
E7 → dS | dE3 | d
E11 → eS | eE3 | eE15 | eE13 | e
E3 → cE1 | cE7 | cE11 | c
E15 → fE11 | f
E13 → gE11 | g.
This grammar generates the language whose words are every path starting
from the vertex labeled a of the graph above.
We now prove that the output grammar is regular and has the smallest
number of productions needed to generate a start-vertex graph language.
Theorem 2.1. Every digraph G = (V,E) can be converted into a minimal
regular grammar, where the number of production rules = |V |+ |E|.
Proof. By induction on the number of edges, take a digraph of two vertices
with a single edge (a, b) = E1 as our base case. Then by TGCA the grammar
is
S → aE1 | a
E1 → b.
The number of productions is |E|+ |V |, and this satisfies our base case.
Now assume the theorem and the algorithm are true up to |E| = n edges.
Consider a graph with n+ 1 edges. We break it into two cases.
Case 1: We let the graph be connected with an arbitrary edge Ek which
when removed the graph remains connected. The graph and the grammar













En+1 → · · · |b.
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Consider Case 1. If we remove the edge labeled Ek from the graph, we
obtain a graph of n edges; hence the inductive hypothesis applies. So, if we
add the production Ei → xEk to the grammar in the inductive hypothesis,
we obtain








En+1 → · · · |b.
This grammar remains regular by definition. This is a minimal regular
grammar because our addition amounts to adding an additional edge labeled
Ek to the graph in the inductive hypothesis, hence, the number of production
rules = |V |+|E|, and it corresponds to the grammar obtained from the graph
before the edge removal.
Case 2: We consider a graph that when an arbitrary edge Ek is removed









and its associated grammar in TGCA form is then
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En+1 → · · · |d.
Now consider Case 2. If we remove the edge labeled Ek, we obtain two
disjoint graphs with n or fewer edges. Thus, by the inductive hypothesis, we
obtain two minimal regular grammars which correspond to the two disjoint
graphs of n or fewer edges. If we add the production rule Ei → bEk to the
first grammar, we obtain the grammar of the graph where the disjoint graphs
are connected by the edge Ek. This grammar is regular by definition. Since
our addition is only a single edge, the regular grammar remains minimal
where the number of production rules = |V |+ |E|.

At this point the regular grammars we are defining only generate start-
vertex graph languages. Since we are working with regular grammars, and
since regular grammars generate regular languages which are both closed
under union ([15, 20]), we can use TGCA on every vertex of the graph and
union the grammars together. Therefore, we obtain the regular language
whose words are all the paths of a graph, called the graph language.
Up until now, we have discussed obtaining a graph language for any graph.
Our research is mainly concerned with zero-divisor graphs, and our ultimate
goal is to be able to move away from the zero-divisor graph completely and
talk about languages. TGCA works for any graph, but it requires we work
directly with the graph. So, we ask the question, is it possible to obtain the
graph language of a zero-divisor graph without using the graph at all?
3. Properties of graph languages




1 : ab = 0
0 : otherwise
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The function f determines if two nonzero elements of R multiply to zero.
Using the previous function, we define φ : Σ∗ → L, where Σ = Z(R)∗, by
φ(a0 · · · an) =
 a : n = 1a0 · · · an : f(a0, a1) = · · · = f(an−1, an) = 1
λ : otherwise.
The regular language L contains as words all the paths of the zero-divisor
graph of R, hence we denote this graph language, by LR (the start-vertex
graph language where every word starts with z ∈ Z(R)∗ is denoted LR,z).
Since LR is regular, it is possible to construct a finite automata which
accepts the words of LR. We construct such a machine directly from Z(R)∗.
For all zi ∈ Z(R)∗, write down a state labeled zi. There exists an edge
labeled zi between two states zi and zj if and only if f(zi, zj) = 1. Every
state of this machine is final. Choose zi as the start state. This machine is
an NFA which accepts all the words in LR,zi . We denote this machine by
MNFA(R, zi). Next write down a state labeled S. Connect an edge from
S labeled zi to its corresponding start state in M(R, zi) for all zi ∈ Z(R).
The state S is our new start state. This new machine is the NFA which
accepts all the words of LR, and we denote said NFA by MNFA(R). In fact,
MNFA(R) =
⋃
z∈Z(R)∗ MNFA(R, z). Likewise, we denote MNFA(R, zi)’s and
MNFA(R)’s equivalent DFAs as MDFA(R, zi) and MDFA(R), respectively.
To be able to completely move away from zero-divisor graphs, the graph
languages must contain all the information obtainable from the graphs. In
this section we show exactly where this information is hiding in the graph
language.
Definition 3.1. Let R be a ring. Then Fact(LR) = {
a0b1 · · · bia1 ∈ LR | a0 and a1 are not necessarily distinct, a0 6= a1 6=
λ, b′is are unique, and bi 6= a0 ∧ bi 6= a1} is a set of subwords of length at
least 2 composed of mainly unique symbols of all the words in LR.
In the previous definition we assert that the subwords are composed of
mainly unique symbols, because the first and the last symbol may be equiv-
alent. Fact(LR) is easily constructed from the zero-divisor graph itself.
Consider the zero-divisor graph associated with the paths in LR. Starting
from each vertex, follow each edge to every other vertex, writing down the
path after crossing an edge. This set of paths is Fact(LR). We use this
notion in the proof of the next theorem.
Definition 3.2. A graph G is isomorphic to its associated graph language
LG if and only if there exists an one-to-one correspondence between the paths
in G and the words in LG.
Theorem 3.1. Let L be a graph language. Then L is isomorphic to its
associated graph G.
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Proof. To prove Theorem 3.2 we construct Fact(LR) directly from some
arbitrary graph. Let G = (V,E) be a finite connected graph, where V =
{a0, ..., a1}, and let L be its associated graph language. Starting from a0,
write down the paths to each adjacent vertex. Let a1 be adjacent to a0, then
write down the paths starting with a0a1 and ending at each adjacent vertex
of a1, excluding the edge took to get to a1. Continue this pattern until an
end is reached or a0 is reached forming a cycle. Do this for every vertex
of G. This set of paths is exactly Fact(L). Therefore, L is isomorphic to
G. 
Theorem 3.2 implies that graphs and graph languages are interchangeable.
This is a very pleasing result because it means among other things that all
theorems, definitions, lemmas, corollaries, and so forth dealing with zero-
divisor graphs ([1, 2, 3, 4, 5, 6, 8, 9, 10, 12, 13, 14, 16, 17, 18, 19]) have
analogues in graph languages.
We now show that the NFA which accepts all the words in a zero-divisor
graph language starting from a particular start-vertex is isomorphic to its
associated zero-divisor graph.
Definition 3.3. Let R be a ring and z ∈ Z(R)∗. Then a zero-divisor graph
Γ(R) is isomorphic to a MNFA(R, z) if and only if there exists a one-to-one
correspondence φ between the vertices of Γ(R) and the states of MNFA(R, z)
where a and b are two adjacent vertices of Γ(R) if and only if the state φ(a)
is connected to φ(b) with an edge labeled a and φ(b) is connected to φ(a)
with an edge labeled b in MNFA(R, z).
Theorem 3.2. Let R be a ring and let Γ(R) be its zero-divisor graph. Then
each MNFA(R, z) for each z ∈ Z(R)∗ is isomorphic to Γ(R).
Proof. Let φ : V (Γ(R)) → S(MNFA(R, z)), where z ∈ Z(R)∗, be defined
by φ(x) = x. By definition V (Γ(R)) = Z(R)∗ = S(MNFA(R, z)). Clearly,
φ is a one-to-one correspondence. Furthermore, zi and zj are adjacent in
Γ(R) if and only if f(zi, zj) = 1 and adjacent in MNFA(R, z) if and only if
f(zi, zj) = 1. Hence, zi and zj are adjacent if and only if φ(zi) and φ(zj) are
as well with appropriately labeled edges. Therefore, Γ(R) and MNFA(R, z)
are isomorphic. 
Another proof of their equivalence can be found in the construction of
MNFA(R, z) directly from Γ(R). We first convert Γ(R) into a directed graph,
and we choose z as the start state. For each vertex x we label each outgoing
edge x. All vertices are final states. This NFA is exactly MNFA(R, z).
Theorem 3.2 allows us to deduce some interesting properties ofMNFA(R, z).
For example, the length of the longest cycle in MNFA(R, z) is less than or
equal to 4, and the longest distance from any two states without taking a
detour or cycle is less than or equal to 3 [2, 6, 16]. We now move away from
the NFA’s of graph languages toward their DFA’s.
We next find an upper bound on the number of states of any MDFA(R, z).
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Theorem 3.3. The number of states in any MDFA(R, z) where z ∈ Z(R)∗
is less than or equal to |Z(R)∗|+ 1.
Proof. By subset construction, we can identify the states of MDFA(R, z).
The subsets, and hence the set of states of DFA(MNFA(R, z)), are Q =
{Qz | Qz = {x | f(z, x) = 1 where x ∈ Z(R)∗} for all z ∈ Z(R)∗}.
Now suppose |Q| > |Z(R)∗|. Then there must exist at least two elements
Qi, Qj ∈ Q where Qi 6= Qj for a particular element of Z(R)∗. This is a
contradiction. Therefore, |S| ≤ |Z(R)∗|+ 1. 
In Theorem 3.3 the NFA to DFA algorithm will obtain an extra state if
and only if the start state is an end in Γ(R). The subsets used in the proof
can be constructed directly from Γ(R). For each vertex v, Qi is the set of
vertices adjacent to v. The distinct Qi’s are the states of MDFA(R, z). We
now turn to an example of when the number of states of a DFA is less than
or equal to |Z(R)∗|+ 1.
Example 3.1. Consider the zero-divisor graph Γ(Z12). Γ(Z12) has several
symmetries, so, the NFA to DFA algorithm will output less states than there
are vertices in Γ(Z12), because several vertices have the same set of neigh-
bors. In fact, MDFA(Z12, z) will have at most five states while Z(Z12)∗ has
only seven vertices. Now consider the NFA of the graph language associated
with the zero-divisor graph of the ring Z4[X]/(X2 +X+1). The zero-divisor
graph of this ring only has three vertices, but for any particular start vertex
the DFA has exactly four states.
Next we show exactly when the number of states of any MDFA(R, z) is
less than |Z(R)∗|+ 1 and we find the upper bound on the number of states
in any MDFA(R).
Theorem 3.4. Let R be a ring. The number of states in MDFA(R, z) for
some z ∈ Z(R)∗ is less than |Z(R)∗|+1 if and only if there exists at least two
distinct elements of x, y ∈ Z(R)∗ such that Qx = {r | f(x, r) = 1 where r ∈
Z(R)∗} = {s | f(y, s) = 1 where s ∈ Z(R)∗} = Qy.
Proof. (⇐) By definition.
(⇒) LetR be a ring. Suppose for some z ∈ Z(R)∗ we have |S(MDFA(R, z))| <
|Z(R)∗| + 1. Then |S(MDFA(R, z)) − {z}| < |Z(R)∗|. By subset construc-
tion |S(MDFA(R, z)) − {z}| ≥ |Q|, where Q = {Qy | Qy = {x | f(y, x) =
1 where x ∈ Z(R)∗} ∀y ∈ Z(R)∗}. Hence, |Q| < |Z(R)∗|. Let φ : Z(R)∗ →
Q, where φ(a) = Qa. By definition φ is onto; thus, there exists an element of
Z(R)∗ for every element of Q, but |Q| < |Z(R)∗|; hence, φ is not one-to-one.
However, by the definition of Q there exists an element of Z(R)∗ for every
element of Q. Therefore, there must exist at least two elements a, b ∈ Z(R)∗
such that φ(a) = φ(b) and a 6= b. 
Corollary 3.5. The number of states in any MNFA(R) is less than or equal
to |Z(R)∗|2 + |Z(R)∗|+ 1.
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Proof. Corollary 3.4 can be established easily by the notion thatMNFA(R) =⋃
z∈Z(R)∗ MDFA(R, z). If each MDFA(R, z) has the largest possible number
of states, we will have a MDFA(R, z) for each zero-divisor, and we obtain
|Z(R)∗| DFA’s with |Z(R)∗| + 1 states. We link all these DFA’s together
with a new start state. Hence, we obtain the value in the corollary. 
In the last couple of theorems and corollaries, we established an upper
bound on the number of states of the DFA’s of zero-divisor graph languages.
Next we establish a specific number of states for the DFA’s of zero-divisor
graphs languages when the NFA of a zero-divisor graph language is isomor-
phic to a star graph.
Theorem 3.6. Let R be a ring and let z ∈ R. Then MNFA(R, z) is iso-
morphic to a star graph if and only if DFA(MNFA(R, z)) has two states if
(z is the center of MNFA(R, z)) or has three states (if z is an end-state of
MNFA(R, z)).
Proof. (⇒) Let R be a ring and MNFA(R, z) be the NFA which accepts all
the words in the zero-divisor graph language of R starting with z. Sup-
pose MNFA(R, z) is isomorphic to a star-graph and let z be the center of
MNFA(R, z). Then by subset construction let Q = {Qy | Qy = {x | f(y, x) =
1 where x ∈ Z(R)∗} for all y ∈ Z(R)∗} be the set of states ofDFA(MNFA(R, z)).
Since the center of MNFA(R, z) is z, then Q = {Qz, Qx | Qz = Z(R)∗ −
{z} and Qx = {z} for all x ∈ Z(R)∗ − {z}}. Thus, |Q| = 2. Next assume
z is an end-state of MNFA(R, z). Then Q is defined as before, but every
word must start with z; therefore, the set of states of DFA(MNFA(R, z)) is
Q ∪ {z}. Therefore |Q ∪ {z}| = 3.
(⇐) Let S(DFA(MNFA(R, q0))) = {q0, q1}. If S(MNFA(R, q0)) = {q0, q1},
where q0, q1 ∈ Z(R)∗, then clearly MNFA(R, q0) is isomorphic to a star
graph. If S(MNFA(R, q0)) = {q0, p0, . . . , pn}, then q1 ⊆ S(MNFA(R, q0))
where q1 ∈ Q = {Qx | Qx = {z | f(x, z) = 1 for all z ∈ Z(R)∗} for all x ∈
Z(R)∗} thus, Qpi = q1, i = 0, . . . , n. Therefore, MNFA(R, q0) is isomorphic
to a star graph.
We now consider three states. Let DFA(MNFA(R, qi)) where i ∈ {0, 1, 2}
have three states q0, q1 and q2. According to the NFA to DFA algorithm q0,
q1 and q2 fall into the following categories: 1. q0 ∈ Z(R)∗ and q1, q2 ⊆ Z(R)∗,
2. q1 ∈ Z(R)∗ and q0, q2 ⊆ Z(R)∗, 3. q2 ∈ Z(R)∗ and q0, q1 ⊆ Z(R)∗, 4.
q0, q1 ∈ Z(R)∗ and q2 ⊆ Z(R)∗, 5. q0, q2 ∈ Z(R)∗ and q1 ⊆ Z(R)∗, 6.
q1, q2 ∈ Z(R)∗ and q0 ⊆ Z(R)∗, and 7. q0, q1, q2 ∈ Z(R)∗.
It is possible to rule out several categories from being DFAs of a zero-
divisor graph. Consider category 7. All the states being zero-divisors implies
that MNFA(R, qi), where i ∈ {0, 1, 2}, is a DFA, and each qi is adjacent to
only one other vertex. This is impossible by the property that all zero-divisor
graphs are undirected and Theorem 3.2.
Now consider categories 4 through 6. Without loss of generality, let
q0, q1 ∈ Z(R)∗ and q2 ⊆ Z(R)∗, Then q2 is not adjacent to either q0 or
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q1, because by the NFA to DFA algorithm q2 is adjacent to a subset of
Z(R)∗. Hence, no DFAs have states in these categories.
Consider categories 1 through 3. Without loss of generality let q0 ∈ Z(R)∗
and q1, q2 ⊆ Z(R)∗. Then q0 is adjacent to only one of q1 or q2, and neither
q1 nor q2 is adjacent to q0. Hence, q0 is the start state. If q0 is adjacent to
q1, then |q1| = 1 since q0 is an end in Γ(R). Likewise, if q0 is adjacent to q2,
then |q2| = 1. Now if q0 is adjacent to q1 and q1 is adjacent to q2, then q2 is
adjacent to q1 because Γ(R) is always undirected. Similar cases are true for
when q0 and q2 are adjacent and when q2 and q1 are adjacent. One of the
cases just stated must occur because Γ(R) is always connected [5, Theorem
2.3].
In any case there exists a subset x ⊆ Z(R)∗ such that |x| = 1 and all
elements of Z(R)∗ − x are adjacent to z ∈ x. Hence, z is adjacent to all
elements of Z(R)∗−x. Now since every element of Z(R)∗−x is adjacent to
only one element of Z(R)∗, every element of Z(R)∗−x is an end. Therefore,
MNFA(R, qi) is adjacent to a star graph. Thus, category 1 through 3 is
the only set that makes up an actual DFA, and the NFA of said DFA is
isomorphic to a star graph. 
Anderson and Livingston in [5] showed that if Γ(R) has greater then or
equal to 4 vertices then R is isomorphic to Z2×F , where F is a field, if and
only if Γ(R) is a star graph. Thus, we obtain yet another corollary.
Corollary 3.7. Let R be a ring with |Z(R)∗| ≥ 4. Then MDFA(R, z) for
any z ∈ Z(R)∗ has two or three states if and only if R ∼= Z2 × F , where F
is a field.
Proof. By [5, Theorem 2.13] Γ(R) is a star graph if and only if R ∼= Z2×F .
Then by Theorem 3.2 Γ(R) is isomorphic to each MNFA(R, z) for each z ∈
Z(R)∗. Therefore, by Theorem 3.7 DFA(MNFA(R, z)) for each z ∈ Z(R)∗
has two or three states if and only if MNFA(R, z) is isomorphic to a star
graph. 
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