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In this paper, the author discusses solution algorithms 
for a particular form of two-stage stochastic linear programs 
with recourse. The algorithms considered are based upon the 
generalized linear programming method of Wolfe. 
The author first gives an alternative formulation of the 
original problem and uses this to examine the relation between 
tenders and certainty equivalents. Be then considers problems 
with simple recourse, discussing algorithms for two cases: (a) 
when the distribution is discrete and probabilities are known 
explicitly; (b) when the probability distribution is other than 
discrete or when it is only known implicitly through some 
simulation model. The latter case is especially useful because 
it makes possible the transition to general recourse. Some 
possible solution strategies based upon generalized programming 
for general recourse problems are then discussed. 
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1. INTRODUCTION 
We are concerned here with two-stage stochastic linear 
programs (SLP) with recourse, of the form 
minimize cx + 2(x) 
subject to 
where 
and 
Q(x,h(w)) = inf {qylwy = h(w) - TX} 
YFO 
In the above, only the right-hand-side h(w), is a random vector 
defined on a probability space whose events are denoted by w. 
E denotes expectation. T denotes the fixed m2xnl technology 
matrix and W the fixed m2xn2 recourse matrix. A is an ml x n  1 
matrix defining the constraints, and c,b,q,x,y are vectors of 
appropriate dimension. We shall be concerned with problems of 
the form (1.la-c) with complete recourse i.e. with constraints 
which satisfy 
Since T is fixed, we can define the (non-stochastic) tender 
x = Tx and write (l.la-c) in the equivalent form: 
minimize cx + Y (XI 
subject to 
A x = b  
where 
and 
y(x,h(w))= inf ] q y l ~ y  = h(w) - 
YLO 
We show first that an equivalent form to (1.2a) is 
minimize cx + qy + Y (x) 
subject to 
A x = b  
TX + Wy - X = O  
> o  . XrY - 
The f a m i l y  o f  a l g o r i t h m s  t h a t  w e  a r e  concerned  w i t h  h e r e  
were i n t r o d u c e d  i n  Nazare th  and Wets, 1983,  and a r e  based upon 
t h e  g e n e r a l i z e d  l i n e a r  programming (GLP) method o f  Wolfe ( s e e  
D a n t z i g ,  1963, S h a p i r o ,  1 9 7 9 ) .  They s u c c e s s i v e l y  i n n e r  l i n e a r i z e  
Y ( x )  i n  (1 . 3 )  and s o l v e  a  sequence  o f  m a s t e r  l i n e a r  programming 
problems o f  t h e  form 
K k  
minimize cx  + qy + A k Y  ( X  ) 
k = l  
s u b j e c t  t o  
1 The t e n d e r s  x , . . . , x K  a r e  assumed t o  have  been p r e v i o u s l y  
g e n e r a t e d  and a t  t h e  c u r r e n t  c y c l e  o f  t h e  a l g o r i t h m  a  new t e n d e r  
X K +  i s  i n t r o d u c e d  by s o l v i n g  t h e  (Lagrang ian)  subproblem. 
minimize Y ( x )  + rKX 
xcx 
where n K  a r e  t h e  d u a l  m u l t i p l i e r s  a s s o c i a t e d  w i t h  t h e  c o n s t r a i n t s  
- 
K k  
Tx - 1 Akx = 0 i n  t h e  o p t i m a l  s o l u t i o n  of  ( 1 . 4 )  . x K t l  t h e  
k = l  
o p t i m a l  s o l u t i o n *  o f  ( 1 . 5 ) ,  i s  an improving t e n d e r  p rov ided  t h a t  
Y ( x K t l  K K + n x - 0 < 0 ,  where e K  i s  t h e  o p t i m a l  d u a l  m u l t i p l i e r  
K 
a s s o c i a t e d  w i t h  t h e  c o n s t r a i n t  1 A k  = 1 .  When x K + l  is  i n t r o -  
k= 1 
duced i n t o  t h e  m a s t e r  problem ( 1 . 4 ) ,  such a  t e n d e r  w i l l  l e a d  t o  
* 
I n  p r a c t i c e  ( 1 . 4 )  does  n o t  have t o  be pushed t o  o p t i m a l i t y  a t  
each  i t e r a t i o n ,  b u t  t h i s  is  a  q u e s t i o n  of  s t r a t e g y ,  which w e  
d i s c u s s  l a t e r .  
a r e d u c t i o n  i n  t h e  o b j e c t i v e  v a l u e  ( b a r r i n g  d e g e n e r a c y ,  o f  
c o u r s e . )  S i n c e  t h e  p r o j e c t i o n  o f  t h e  set  o f  v e c t o r s  ( x , y , x )  
s a t i s f y i n g  Ax = b ,  Tx + Wy - x = 0 ,  x , y ,  2 0  o n t o  t h e  s p a c e  
='2 
o f  t h e  x v e c t o r s  is  R by (1  . l d ) ,  x c a n  b e  assumed u n r e s t r i c t e d  
i n  ( 1 . 5 ) .  However, it i s  o f t e n  c o n v e n i e n t  t o  c o n f i n e  x t o  some 
compact set X d e f i n e d  by s i m p l e  bounds, f o r  r e a s o n s  o f  c o m p u t a t i o n a l  
e f f i c i e n c y  and t o  f a c i l i t a t e  convergence  a rguments .  E x t e n s i o n s  
t o  i n c l u d e  l i n e s  o f  r e c e s s i o n  i n  ( 1 . 4 )  and r e l a x  t h e  r e s t r i c t i o n  
( l . l d )  w i l l  n o t  b e  c o n s i d e r e d  i n  t h i s  p a p e r .  
When t h e  r e c o u r s e  i s  s i m p l e  i .e . ,  when W = [ I ,  - I ]  , a n  ap-  
p r o a c h  based  upon g e n e r a l i z e d  l i n e a r  programming h a s  been sug-  
g e s t e d  more t h a n  one i n  t h e  l i t e r a t u r e ,  see, f o r  example ,  Wi l l i ams ,  
1966,  P a r i k h ,  1968. However, a p a r t  from s p e c i a l  a p p l i c a t i o n s ,  
see Ziemba, 1972, it h a s  n o t  been pursued i n  any r e a l  compu- 
t a t i o n a l  way. For  problems w i t h  g e n e r a l  r e c o u r s e  it h a s  a p p a r -  
e n t l y  n o t  been t r i e d  a t  a l l .  Moreover,  it i s  i m p o r t a n t  t o  r e c o g n i z e  
t h a t  t h e  GLP approach s h o u l d  b e  combined w i t h  a  s u i t a b l e  problem 
t r a n s f o r m a t i o n ,  f o r  example ,  t h e  one i n v o l v e d  i n  g o i n g  from ( 1  . l a - c )  
t o  ( 1 . 2 a - c ) ,  i n  o r d e r  t o  k e e p  t h e  d e g r e e  o f  n o n l i n e a r i t y  l o w .  
T h i s  was n o t  f u l l y  a p p r e c i a t e d ,  a t  l e a s t  from a n  a l g o r i t h m i c  p o i n t  
o f  view. 
W e  t u r n  now t o  t h e  o r g a n i z a t i o n  o f  o u r  p a p e r .  I n  S e c t i o n  2 ,  
w e  c o n s i d e r  t h e  a l t e r n a t i v e  f o r m u l a t i o n  o f  t h e  e q u i v a l e n t  d e t e r -  
m i n i s t i c  form ( 1 . 2 a ) ,  g i v e n  by ( 1 . 3 )  and a n  i n t e r p r e t a t i o n  o f  t h e  
s o l u t i o n  o f  t h e  above a l g o r i t h m  (1 .4 )  and (1 .5)  . I n  p a r t i c u l a r ,  
w e  wish t o  see how t e n d e r s  and c e r t a i n t y  e q u i v a l e n t s  s t a n d  i n  re- 
l a t i o n  t o  one a n o t h e r .  Next w e  c o n s i d e r  problems w i t h  s i m p l e  re- 
c o u r s e .  W e  d i s c u s s  a l g o r i t h m s  f o r  two c a s e s :  a )  When t h e  d i s t r i b u -  
t i o n  is  d i s c r e t e  and p r o b a b i l i t i e s  a r e  known e x p l i c i t e l y .  Then 
Y ( x )  i s  much more t r a c t a b l e .  b )  When t h e  p r o b a b i l i t y  d i s t r i b u -  
t i o n  is  o t h e r  t h a n  d i s c r e t e  o r  when it is  o n l y  known i m p l i c i t l y  
t h r o u g h  some s i m u l a t i o n  model i n v o l v i n g  t h e  random e l e m e n t s  w.  
Case b )  above i s  e s p e c i a l l y  u s e f u l  because  it e n a b l e s  u s  
t o  make t h e  t r a n s i t i o n  t o  g e n e r a l  r e c o u r s e ,  which i s  t h e  t o p i c  
o f  S e c t i o n  4 .  Here Y ( x )  i s  u s u a l l y  d i f f i c u l t  t o  compute,  s i n c e  
it i n v o l v e s  m i n i m i z a t i o n  c a l c u l a t i o n s  and a n  i n t e g r a t i o n .  Our 
a im i n  t h i s  s e c t i o n  is  t o  d i s c u s s  some p o s s i b l e  s o l u t i o n  s t r a -  
t e g i e s  b a s e d  upon g e n e r a l i z e d  programming. F i n a l l y ,  S e c t i o n  5 
c o n t a i n s  some c o n c l u d i n g  remarks .  
H e n c e f o r t h  i n  t h i s  p a p e r  when, f o r  example ,  t h e  t e x t  i n -  
c l u d e s  e q u a t i o n s  . a , 1 1 b  , ( 1 . 1 ~ )  , 1  . and w e  r e f e r  t o  
( 1 . 1 ) ,  w e  are making r e f e r e n c e  t o  a l l  f o u r  e q u a t i o n s .  
2.  EQUIVALENT FORMS AND AN INTERPRETATION OF THE SOLUTION 
The n o t i o n  o f  c e r t a i n t y  e q u i v a l e n t  o f  a  SLP w i t h  r e c o u r s e  
i s  w e l l  known, see Wets, 1974.  Here we wish  t o  i n v e s t i g a t e  t h e  
t i e  between t e n d e r s  and c e r t a i n t y  e q u i v a t e n t s ,  and w i t h  t h i s  i n  
mind we f i r s t  c o n s i d e r  a n  a l t e r n a t i v e  form f o r  (1 . 2 )  . T h i s  a l s o  
t u r n s  o u t  t o  be  u s e f u l  when f o r m u l a t i n g  a l g o r i t h m s ,  a s  w e  s h a l l  
s e e  l a t e r  i n  S e c t i o n  3 .  
Suppose,  j u s t  f o r  t h e  purpose  o f  d i s c u s s i o n ,  t h a t  h ( w )  i s  
r e p l a c e d  by some d e t e r m i n i s t i c  q u a n t i t y ,  f o r  example i t s  e x p e c t e d  
v a l u e  6 .  Then t o  s o l v e  t h i s  s i m p l i f i e d  o p t i m i z a t i o n  problem,  w e  
need o n l y  s o l v e  a  s i n g l e  s t a g e  program o f  t h e  form: 
minimize c x  + qy 
s u b j e c t  t o  
Indeed ,  t o  t e s t  t h e  f e a s i b i l i t y  and boundedness  o f  t h e  
o r i g i n a l  SLP ( 1 . 1 )  w e  s h o u l d  s o l v e  problems o f  t h i s  form f o r  
s u i t a b l y  chosen  h ,  a s  shown by Wets, 1972. 
Upon comparing (2 .1  ) and (1 . 2 )  , it i s  t e m p t i n g  t o  i n c l u d e  
t h e  r e c o u r s e  m a t r i x  W e x p Z i c i t Z y  i n  t h e  f i r s t  s t a g e  i . e . ,  t o  
c o n s i d e r  t h e  i m p l i c a t i o n s  o f  hav ing  t h e  r e c o u r s e  a c t i v i t i e s  
a v a i l a b l e  t o  t h e  f i r s t  s t a g e .  T h i s  would o f t e n  b e  t h e  c a s e  i n  
p r a c t i c e  as p o i n t e d  o u t  by Wi l l i ams ,  1966. We would t h e n  have  
an  e q u i v a l e n t  d e t e r m i n i s t i c  problem of  t h e  form: 
minimize cx  + qy + Y ( x )  
s u b j e c t  t o  
wi th  Y ( x )  d e f i n e d  by (1.2b-c)  . W e  now want t o  show t h a t  ( 1  . 2 )  
and (2 .2 )  a r e  e q u i v a l e n t  forms.  
Le t  u s  demons t ra te  t h i s  f o r  t h e  c a s e  when h(w) i s  d i s c r e t e l y  
d i s t r i b u t e d .  Suppose, t h e r e f o r e ,  t h a t  t h e  d i s t r i b u t i o n  of  h (w)  is 
d e f i n e d  by v e c t o r s  
wi th  a s s o c i a t e d  p r o b a b i l i t i e s  
f l , f 2 ,  ..., f t ,  where 1 f k  = l , f  > 0 k  - k  = 1  
Then (1 .2 )  c an  be  exp re s sed  a s  f o l l o w s :  
1 2 
minimize cx  + f  qy + f2qy  +...+ f t qy  t 1 
s u b j e c t  t o  
and ( 2 . 2 )  can be e x p r e s s e d  a s  
2  minimize cx + qy + f l qY1  + f 2qy  +.  . . +ftqy t 
s u b j e c t  t o  
Any f e a s i b l e  s o i u t i o n  o f  ( 2 . 4 )  g i v e s  a  f e a s i b l e  s o l u t i o n  o f  ( 2 . 5 ) ,  
t 
s imply  by s e t t i n g  y  = 0 .  Conve r se ly ,  by w r i t i n g  qy = 1 f k  (qy)  , 
k = l  
and r eg roup ing  t e r m s  i n  ( 2 . 5 )  w e  o b t a i n :  
1  2  t minimize cx  + f  l q  (y+y  + f 2q (y+y  1 +. .. +f tq  ( Y + Y  ) 
s u b j e c t  t o  
and t h u s  any f e a s i b l e  s o l u t i o n  o f  ( 2 . 5 )  g i v e s  a  f e a s i b l e  s o l u t i o n  
t o  ( 2 . 4 )  , with  t h e  same o b j e c t i v e  v a l u e .  The two problems must 
t h e r e f o r e  be e q u i v a l e n t .  W e  a r e  l e d  t o  t h e  fo l l owing  theorem, 
a  g e n e r a l i z a t i o n  o f  a  r e s u l t  f o r  simple r e c o u r s e  g i v e n  i n  P a r i k h  
1 9 6 8 .  
THEOREM 2.1 : The SLP problem w i t h  r e c o u r s e  g i v e n  by ( 1 . 2 )  
and ( 2 . 2 )  a r e  e q u i v a l e n t ,  i n  t h e  f o l l o w i n g  sense :  
- X I  s o l v e s  ( 1 . 2 )  3 ( Z , o , x )  s o l v e s  ( 2 . 2 )  
- - - - - ( x , Y , x )  s o l v e s  ( 2 . 2 )  -3) ( x , ~  - w?) s o l v e s  (1 .2 )  
W e  assume t h a t  ( , I  . 2 )  i s  s o l v a b l e  (bounded and s o l u t i o n  a t t a i n e d )  ; 
it w i l l  imply t h a t  ( 2 . 2 )  i s  s o l v a b l e ,  and v i c e - v e r s a .  
( 1 ) .  PROOF . 
"1 "2 m I .  Suppose G C  R+ y C R +  , ; C R + ~  s a t i s f y  
L e t  
Then f o r  a l l  h ( * )  
o ( X o , h ( * ) )  - < V ( X ,  h ( * ) )  + qy  
Proof o f  1 . :  
We have t o  show t h a t  
- 
< qy + i n f  ( q u l ~ u  = h ( * )  - X )  
- 
u>o  
- 
 he fo rmal  proof o f  t h i s  p r o p o s i t i o n  for an arbitrary distri- 
bution, which now f o l l o w s ,  i s  due t o  Roger Wets. 
0 
= inf -(qy1wy = h(*) - x 
YLY 
"2 But that is now evident since V C R  and thus the condition 
y - > is more constraining than y > 0 (except if y = 0) .a - 
- - -  0 2. Suppose x , y , ~ , ~  are as in 1. Then 
Proof of 2.: 
Use 1. + the fact: taking expectations is order preserving.0 
- - -  
3. Suppose x,y,x is any feasible solution of (2.2). Then 
where 
Proof of 3.: 
Follows from 2. ; add cx on each side.0 
From 3. it follows that in order to find the infimum in (2.2), 
it suffices to restrict oneself to feasible solutions of (2.2) 
- - 
that have y = 0. But then (2.2) is exactly 1 2) . Thus if (x ,x) 
- - - -  
solves (1.2), the triple (;,o,x) solves (2.2). If (x,y,x) solves 
(2.2) and z = cx + qy + Y ( i )  then 3. implies that 
- 
since the triple (G,o,x -w?) is also a feasible solution of (2.2). 
- - - - 
And the pair ( x , ~  - w?) solves (1.2) since ( x , ~  - w?) solves (2.2) 
when y(=O) is deleted from the problem. This completes the proof 
of the theorem. q 
In the light of the above proposition, we can deal hence- 
forth with (2.2). Suppose we now apply the GLP algorithm outlined 
in Section 1 to (2.2). This will give Master LP problems of the 
form: 
K k 
minimize cx + qy + 1 AkY (X ) 
k=l 
subject to 
Let the optimal solution of (2.7) be x* ;y*, A*, and note that 
no more than (m2+l ) compoments of A* are non-zero. Without loss 
of generality we can assume that these are the first (m2+1) com- 
* ponents A;, ..., A 
m2+1 ' and we define 
x* is the certainty equivalent, since x* and y* are optimal for 
the LP problem 
minimize cx + qy 
subject to 
Ax = b 
TX + Wy - X* = 0 
> 0 XfY -
Indeed we can go further. Suppose that we approximate the 
distribution of h(w) by the following discrete distribution, whose 
values are 
w i t h  a s s o c i a t e d  p r o b a b i l i t i e s  
where t h e  o p t i m a l  s o l u t i o n  A* t o  (2 .7 )  c a n  b e  i n t e r p r e t e d  a s  de-  
f i n i n g  a  p r o b a b i l i t y  d i s t r i b u t i o n  s i n c e  
For  t h e  d i s t r i b u t i o n  ( 2 . 1 0 )  , a n  e q u i v a l e n t  form f o r  ( 1 . 2 )  i s  
* 1  * 2 * m +1 
minimize c x  + A,qy + A2qy +. . . 2  +'m +1qY 2  
s u b j e c t  t o  
* For  any  x  - > 0  s a t i s f y i n g  Ax = b ,  i n  p a r t i c u l a r  f o r  x  , w e  
know t h a t  (2 .1  1 )  h a s  a  f e a s i b l e  s o l u t i o n  f o r  p rob lems  w i t h  r e l a -  
t i v e l y  c o m p l e t e  r e c o u r s e .  L e t  ~ ' 1  , . . . , y*m2t1 b e  t h e  c o r r e s p o n d i n g  
components o f  t h e  o p t i m a l  s o l u t i o n  o f  ( 2 . 1 1 ) .  The u s i n g  J e n s e n ' s  
I n e q u a l i t y ,  namely EF ( x , c )  - < F  ( x , E c )  w e  c a n  deduce  from t h e  o p t i m a l  
s o l u t i o n s  t o  ( 2 . 1 1 )  and  ( 2 . 9 )  t h a t  
i Now i n  (2 .1  1  ) , m u l t i p l y  t h e  row i n v o l v i n g  x by  A; and sum. 
T h i s  l e a d s  t o  
When 
w e  have ( x , y )  f e a s i b l e  f o r  ( 2 . 9 ) ,  and  t h u s  any f e a s i b l e  s o l u t i o n  
o f  (2 .11)  l e a d s  t o  a  f e a s i b l e  s o l u t i o n  o f  ( 2 . 9 ) .  T h i s  f a c t  com- 
b i n e d  w i t h  (2 .12)  i m p l i e s  t h a t  ( 2 . 9 )  and (2 .11)  a r e  e q u i v a l e n t ,  
and w e  have proved t h e  f o l l o w i n g  theorem which g i v e s  a n  i n t e r p r e -  
t a t i o n  o f  t h e  o p t i m a l  s o l u t i o n  o f  (2 .7 )  : 
THEOREM 2.2: Suppose t h a t  t h e  nonzero  components i n  t h e  
* 
o p t i m a l  s o l u t i o n  o f  (2 .7 )  a r e  g i v e n  by A* 1  f * * * f A m 2 + 1  w i t h  a s s o c i a t e d  
1 m,+l 
t e n d e r s  X I ,  . . . , x  '5 I where,  w i t h o u t  l o s s  o f  g e n e r a l i t y ,  w e  have 
assumed t h e s e  t o  b e  t h e  f i r s t  (m2+1) components.  Then t h e  problem 
(1 .2 )  i s  e q u i v a l e n t  t o  t h e  a s s o c i a t e d  d i s c r e t i z e d  problem, o b t a i n e d  
by r e p l a c i n g  t h e  d i s t r i b u t i o n  o f  h (w)  by t h e  d i s t r i b u t i o n  ( 2 . 1 0 ) .  
3. ALGORITHMS FOR SLP PROBLEMS WITH SIMPLE RECOURSE 
3.1 Discrete Distributions 
For  s i m p l e  r e c o u r s e ,  t h e  r e c o u r s e  problem (1 .2b)  t a k e s  t h e  
form 
+ L e t  q  = q + q- > 0 .  Assume a l s o  t h a t  h (w)  h a s  a  d i s c r e t e  d i s t r i -  
b u t i o n ,  s a y  w i t h  t h e  p o s s i b l e  v a l u e s  
hi l  , hi2 t ,bin where hil c h i , l + l  (3 .2a )  
i 
w i t h  a s s o c i a t e d  p r o b a b i l i t i e s  
and let 
Then Y (x) is given by 
where 
Yi(xi) = max (silxi + eil) 
1'0, ..., ni 
0 
and with the convention 1 = 0 
t=l 
For a proof see Wets,1983b. Note also that sil form an increasing 
sequence with 
and eil form a non-increasing sequence. 
3.1.1 A l g o r i t h m i c  D e t a i l s .  Let us now look at the main ingre- 
diants of an algorithm based upon generalized LP for solving the 
above problem. (1 
1. Computing t h e  O b j e c t i v e  F u n c t i o n s :  Y (x) is easily computed 
from (3.3) and (3.4). The objective function cx + Y(x) and it is 
useful to explicitly introduce a scale factor p > 0, and define 
the objective to be cx + pY (x) . This is simply a device for para- 
meterizing the objective function of the recourse problem. 
( '  ) The algorithm of this section 3.1.1 is quite similar to the 
one given in unpublished notes by Parikh, 1968. 
2. I n i t i a l i z a t i o n :  Mot iva ted  by t h e  r e s u l t s  o f  S e c t i o n  2 ,  i n  
p a r t i c u l a r  Theorem 2 .1 ,  w e  i n i t i a l l y  s o l v e  t h e  problem 
minimize 
s u b j e c t  t o  
where 
T h i s  i s ,  o f  c o u r s e ,  e q u i v a l e n t  t o  (2 .1  ) , s i n c e  X 1  E 1  a n d  
P X 1 ~  (g) i s  j u s t  a c o n s t a n t  t e r m ,  b u t  w e  p r e f e r  ( 3 . 6 )  b e c a u s e  it 
i s  o f  t h e  same form a s  t h e  m a s t e r  program below. From W e t s ,  1972, 
w e  see t h a t  s u c c e s s f u l l y  s o l v i n g  (3 .6 )  immedia te ly  i m p l i e s  f e a s i -  
b i l i t y  and  boundedness  o f  t h e  o r i g i n a l  problem.  
3. S o l v i n g  t h e  Master  Program: T h i s  h a s  t h e  form 
+ + - - K k  
minimize cx  + pq Y + Pq Y + 1 Akpy(x ) 
k = l  
s u b j e c t  t o  
1 Further initial tenders, other than x = 5 could be introduced 
here. Let oKfnKf eK denote the optimal multipliers of (3.7). 
Then the components of rrK satisfy 
4 .  S o l u t i o n  o f  t h e  ( L a g r a n g i a n )  S u b p r o b l e m :  This is given by 
K 
minimize Y(x) + rr x 
x€X 
m2 Let us take X = R . Since Y(x) is separable, we must solve the 
following for i = 1,2,. . . ,m2 
K 
minimize Yi(xi) + rrixi 
x i u  
and since Yi (xi) is given by (3.3b). we are dealing in (3.10) 
with the unconstrained minimization of a piecewise-linear function, 
and this is easily done. 
K+l satisfies The optimal solution xi 
Now from (3.4a) we know that 
for any xi in the support of the distribution of hi(-). It follows 
can be found such that from (3.8), (3.11) and (3.12) that xi 
where hil are defined by (3.2a) . 
5. A d d i n g  and  D e l e t i n g  T e n d e r s :  A tender x K*l is improving for 
(3.9) provided that 
I£ no such tender can be found, then the current solution is 
optimal. Note, in particular, that the subproblem does not 
have to be pushed to optimality. Furthermore, several improv- 
ing tenders, each satisfying (3.14), could be deduced from one 
call to the subproblem. 
We have not investigated in any detail the question of 
dropping columns corresponding to tenders from (3.7) when they 
become out-of-date. In implementations of the related Dantzig- 
Wolfe decomposition algorithm, see for example Ho, 1974, it is 
common to drop columns from (3.7), when they have not played a 
role in the optimal solution for some time and the same strategy 
could obviously be implemented here. The question is discussed 
further in Nazareth and Wets, 1983. Much of the theory on dropp- 
ing cutting planes is also applicable, see, for example, Eaves 
and Zangwill, 1971. 
3.1.2 Experimental Implementation and Test Example: We have 
implemented the above algorithm in an experimental code. Matrices 
are stored as 2-dimensional arrays and sparsity is not taken into 
account, so that it can only handle relatively small problems. 
The master program is solved using the Harwell LP code LAO1BD and 
K the subproblems (3.10) are solved by simply finding where sil+ rri 
changes sign from negative to positive. A single optimal tender 
is introduced at each iteration, and all tenders are retained in 
(3.7). The code was written in Fortran for the Vax 11/780 and 
validated using the test problems and solutions of Kallberg and 
Kusy, 1976 and Cleef, 1981. 
For an illustrative example, consider the following product- 
mix problem due to Jim Ho. (Though only a small and highly sim- 
plified SLP problem, its full scale version comes from a real life 
application). The problem involves two products and three ingre- 
dients. The variables xi,yi,zi are the amounts of ingredients 
1 and 2. The demand for each product is a random variable with 
known probability distribution. The problem can be summarized as 
follows : 
minimize x1 + 2yl + 3z1 + x + 2y2 + 3z2 + P(X) 
2 
subjec t  t o  
F a t / P r o t e i n  i n  Product  1: *3x  + -4y + -22 1  1  1  
F a t / P r o t e i n  i n  Product  2: 
A 
m a t r i x  
A m t .  o f  I n g r e d i e n t  1 :  
I A m t .  o f  I n g r e d i e n t  2: 
T A m t .  o f  Product  1: X I  + Y 1  + 1  - x l = O  ma t r i x  
A m t .  o f  Produc t  2: + x 2 + y 2 + z 2 - x 2 = 0  
The p e na l t i e s  f o r  under and over production a r e  2 . 0  and 1 . 0  u n i t s  
r e spec t ive ly  and t h e  p r o b ab i l i t y  d i s t r i b u t i o n  on demand h(w) i s  
a s  follows: 
+ 
The recourse funct ion  Y ( x )  i s  defined by ( 3 . 1 )  where q = ( 2 . 0 , 2 . 0 )  
and q- = ( 1 . 0 , 1  . 0 ) .  
The following t a b l e  summarizes t h e  progress  of t h e  algori thm 
product 1 
product 2  
l e v e l s  8 1 0  1 2  
probs . 2 5  . 5  . 2 5  
l e v e l s  1 5  1 8  2 0  
probs . 2  .4  . 4  
optimal 
I t e r a t i o n  
1  
2  
3  
4  
5 
F i r s t  per iod c o s t  
CX 
3 9 .  
3 9 .  
3 7 .  
3 5 . 9  
3 5 . 5  
Tota l  c o s t  
cx + Y ( X I  
4 6 . 0 6  
4 4 . 7 5  
4 3 . 5 7 5  
4 3 . 4 7 2 7  
4 3 . 4 6 2 5  
I n i t i a l  S o l u t i o n :  x l  = 6 .  , y1 = 4 .  , z1 = 0.1 , x 2  = 9.  , 
y2 = 8 .  , z 2  = 0. 
I n i t i a l  Tender:  ( i i . 2 )  
F i n a l s o l u t i o n :  x l = 8 . , y l = 2 . 2 5 , z l = 0 . , x 2 = 7 . ,  
y2 = 8 .  z 2 = 0 .  
F i n a l  Tender:  10.25 0.875 (;!) + 0.125 (ig) = ( ) 
An implementa t ion  o f  t h e  a l g o r i t h m  o f  S e c t i o n  3.1.1 which i s  
des igned  t o  s o l v e  r ea so n ab ly  l a r g e  and s p a r s e  SLP problems w i th  
s i m p l e  r e c o u r s e  i s  g i v en  i n  Nazare th  and Wets, 1984. Such prob- 
l e m s  might  t y p i c a l l y  a r i s e  when a  g iven  l i n e a r  program i s  ex- 
t ended  i n t o  t h e  domain o f  SLP wi th  s imple  r e c o u r s e  by a l l o w i n g  
some o f  i t s  r igh t -hand-s ide  e l emen t s  t o  b e  random v a r i a b l e s  w i t h  
known p r o b a b i l i t y  d i s t r i b u t i o n ;  i f  t h e  SLP arose i n  t h i s  way, t h e  
row o f  t h e  o r i g i n a l  LP m a t r i x  cor responding  t o  s t o c h a s t i c  r h s  
e l e m e n t s  would t h en  d e f i n e  t h e  T ma t r i x .  These c o n s i d e r a t i o n s  
have i n f l u e n c e d  o u r  d e s i g n  o f  s t a n d a r d i z e d  i n p u t  f o rma t s  f o r  SLP 
problems w i t h  r e c o u r s e ,  i n  which a  " co re "  f i l e  d e f i n i n g  e l emen t s  
o f  A,T,c,b,  bounds and r anges  on v a r i a b l e s  i s  s p e c i f i e d  i n  s t a n d a r d  
MPS f o r m a t ,  and a  " s t o c h a s t i c s "  f i l e  i d e n t i f y i n g  which rows cor- 
respond t o  t h e  T m a t r i x ,  and d e f i n i n g  d i s t r i b u t i o n s  and r e c o u r s e  
costs i s  s p e c i f i e d  i n  an  MPS-l ike  f o r m a t .  The implementa t ion  i s  
based on t h e  MINOS code o f  Murtagh and Saunders ,  1978. 
3.2 When d i s t r i b u t i o n  o f  h f w )  i s  o t h e r  t h a n  d i s c r e t e ,  o r  o n l y  
known i m p l i c i t l y  
I n  S e c t i o n  3.1, t h e  d i s c r e t e  d i s t r i b u t i o n  o f  h  ( w )  w a s  known 
e x p l i c i t l y  and t h i s  i n  t u r n  l e d  t o  t h e  e x p l i c i t  form Y ( x )  g i ve n  
by ( 3 . 3 )  and ( 3 . 4 ) .  When t h e  d i s t r i b u t i o n  o f  h  ( w )  i s  n o t  d i s c r e t e ,  
t h e n  Y ( x )  i s  n o t  p o l y h e d r a l  and may be d i f f i c u l t  t o  o b t a i n  e x p l i -  
c i t l y .  ( I n  some c a s e s  it w i l l  s t i l l  however, be  p o s s i b l e  t o  ob- 
t a i n  Y ( x )  q u i t e  a c c u r a t e l y  u s i n g  numerica l  i n t e g r a t i o n ,  i n  p a r t i c -  
u l a r  one  d imens iona l  i n t e g r a t i o n  r o u t i n e s  when Y ( x )  i s  s e p a r a b l e ) .  
Even when h (w)  h a s  a d i s c r e t e  d i s t r i b u t i o n ,  t h i s  may o n l y  be  known 
i m p l i c i t l y ,  f o r  example,  th rough  a  s i m u l a t i o n  model i nvo lv ing  t h e  
(explicitly) known distributions of the random variables w. 
When interrogated, this model would produce different observa- 
tions of h(w) distributed according to its joint probability 
distribution, but the distribution itself is not explicitly 
available. 
In this section we wish to consider modifications to the 
algorithm of Section 3.1.1 when the distribution function of 
h(w1 is available in a form that provides samples and when 
estimates of Y(x1 are obtained from a finite set of such samples. 
The main modifications involve items 1 and 4, with items 2,3 and 
5 remaining unchanged, and they are as follows: 
1' Computing Y(x): Suppose the distribution is sampled S times, 
2 S giving observations h1 ,h , . . . ,h . Then a crude estimate of Y (x) 
where 
Estimates of the subgradient T ( X )  can also be obtained by 
4' Solving the (Lagrangianl subprobtem: When minimizing (3.9) 
with Y (x) being obtained by (3.16) above, we are dealing with a 
non-smooth unconstrained function with a fixed level of noise 
(for fixed sample size). In principle we would need to use 
methods suggested, for example, by Polyak, 1978 and others. 
In practice, however, it is possible to employ heuristic methods 
based upon techniques for smooth problems with good results, 
see Lemarechal, 1982. 
3.2.2 Results of aome experimentation. W e  m o d i f i e d  t h e  ex-  
p e r i m e n t a l  code of  s e c t i o n  3.2.2 a l o n g  t h e  above l i n e s .  Using 
a  random number g e n e r a t o r  which produced pseudo/random numbers 
r ,  0 < r < 1 ,  w e  s i m u l a t e  sampl ing  from t h e  d i s c r e t e  d i s t r i b u -  
- - 
t i o n  ( 3 . 2 )  , by g e n e r a t i n g  a  sample ,  s a y  hk a s  f o l l o w s :  
Y ( x )  was o b t a i n e d  by (3 .16)  w i t h  a  f i x e d  sample s i z e  S. Follow- 
i n g  Lemarechal  ,1982,  t o  s o l v e  t h e  subproblem (3 .9 )  w e  employed 
t h e  VA13AD Harwel l  code b a s e d  on t h e  BFGS u p d a t e ,  w i t h  subgradient 
e s t i m a t e s  (3 .17)  u s e d  i n  p l a c e  o f  t h e  g r a d i e n t .  
R e s u l t s  a r e  summarized i n  t h e  f o l l o w i n g  t a b l e :  With sample 
s i z e  300 f o r  e s t i m a t e s  o f  Y ( x )  i n t r o d u c e d  i n t o  t h e  m a s t e r ,  and  
sample s i z e  100 f o r  e s t i m a t e s  o f  Y ( x )  and i t s  s u b g r a d i e n t  used  
i n  t h e  u n c o n s t r a i n e d  m i n i m i z a t i o n  s t e p , t h e  p r o g r e s s  o f  t h e  
a l g o r i t h m  d u r i n g  8  i t e r a t i o n s  was a s  f o l l o w s :  
I n i t i a l  S o l u t i o n :  x  = 6. ,  1  y1 = 4 .  , Z1 = 0 .1 ,  X 2  = 9 .  , 
y2 = 8 .  , z2 = 0.  
I 
I n i t i a l  Tender:  ( i i . 2 )  
F i n a l  S o l u t i o n :  x1 = 7.62,  y l  = 2.54,  z, = 0.  , x 2  = 7.38,  
y2  = 8 .  , z2 = 0 .  
I t e r a t i o n  
1  
2  
3  
4 
5 
6  
7  
8  
F i r s t  p e r i o d  c o s t  
CX 
39. 
38.14 
39. 
35.27 
37.14 
36.12 
35.76 
36.08 
T o t a l  ( e s t i m a t e d )  c o s t  
c x  + Y ( x )  
44.17 
44.86 
44.46 
43.84 
43.53 
43.33 
42.93 
42.928 
10.02 11.91 10.14 F i n a l  T e n d e r :  0.927 (15.25) + 0.073 ( 1 7 . 0 4 )  = (15.38) 
T h e r e  are o b v i o u s l y  many d i f f e r e n t  s t r a t e g i e s  t h a t  c o u l d  b e  used  
h e r e  e . g .  p r o g r e s s i v e l y  i n c r e a s e  sample  s i z e ,  and  r e f i n e m s n t  o f  
E  t h e  e s t i m a t i o n  o f  Y ( x ) .  
4. GENERAL RECOURSE 
I n  ( 1 . 2 ~ ) ~  Y ( x , h  (w)  i s  now g i v e n  by t h e  s o l u t i o n  o f  a n  LP 
p rob lem d e f i n e d  by W .  S i n c e  t h e  c o m p u t a t i o n  o f  Y ( x )  by (1 .2b)  
i n v o l v e s  a m u l t i d i m e n s i o n a l  i n t e g r a t i o n  o v e r  $ ( x , h ( w ) )  it is ,  
i n  g e n e r a l  a f u n c t i o n  t h a t  i s  d i f f i c u l t  t o  compute.  
A s  i n  S e c t i o n  3 ,  w e  d i s t i n g u i s h  t w o  cases a )  when Y and  
p o s s i b l y  a s u b g r a d i e n t  o f  Y ( x )  c a n  b e  computed a c c u r a t e l y ,  i n  
p a r t i c u l a r ,  when t h e  d i s t r i b u t i o n  o f  h ( w )  i s  d e f i n e d  by a set  o f  
s c e n a r i o s ,  e a c h  h a v i n g  a known p r o b a b i l i t y .  b )  when Y ( x )  a n d  ele- 
ments  o f  a Y ( x )  must  b e  a p p r o x i m a t e d  i n  some way. C a s e  b )  is  much 
more common, b u t  it p a y s  t o  d w e l l  o n  case a ) ,  b e c a u s e  it g i v e s  
a l o t  o f  i n s i g h t  i n t o  methods  o f  s o l u t i o n .  
Our a i m  i n  t h i s  s e c t i o n  i s  t o  g i v e  a n  o v e r v i e w  o f  some ap-  
p r o a c h e s  t o  s o l v i n g  (1 .2)  b a s e d  upon g e n e r a l i z e d  l i n e a r  programm- 
i n g ,  a n d n o t  t o  g i v e  s p e c i f i c  a l g o r i t h m s .  
4.1 S c e n a r i o s  w i t h  known p r o b a b i l i t i e s  
1  t Suppose  h ,..., h  are a g i v e n  set o f  s c e n a r i o s  w i t h  a s s o c i -  
a t e d  p r o b a b i l i t i e s  f l ,  ..., f t .  Then as  n o t e d  i n  S e c t i o n  2 ,  (1.1) 
c a n  b e  p u t  i n t o  t h e  e q u i v a l e n t  LP form.  
min imize  c x  + q y  1  + f  l q y  +. . . +f tqyt  
s u b j e c t  t o  
Note t h a t  even  i n  t h e  above LP f o r m u t a t i o n  i t  i s  wor thwhi t e  
t o  make t h e  probtem t r a n s f o r m a t i o n  i nvo lv ing  X ,  s i n c e  o the rwi se  
i Tx would r e p e a t  i t s e l f  i n  every row invo lv ing  h  . ( 4 . 1 )  is  a  
much more s p a r s e  r e p r e s e n t a t i o n  t h a n  t h e  e q u i v a l e n t  LP i n  which 
x i s  n o t  p r e s e n t .  I f  t h e r e  a r e  r e l a t i v e l y  few s c e n a r i o s ,  it would 
be p r a c t i c a l  t o  s o l v e  (4 .1)  d i r e c t l y .  What i s  t o  be  ga ined  by a  
method based on GLP even  i n  t h i s  c o n t e x t ?  
I n  t h e  GLP approach,  s o l v i n g  (1 .5)  (and i n  t h e  p roces s  com- 
pu t ing  t h e  o b j e c t i v e  row c o e f f i c i e n t s  of ( 1 . 4 ) )  c a n b e t h e m o s t  t ax-  
i n g  p a r t  o f  t h e  computation.  Under o u r  p r e s e n t  assumpt ions ,  t h i s  
subproblem, namely 
K 
minimize @ ( X I  - Y ( x )  + -rr x 
can be exp res sed  a s :  
K 1 
minimize n x + f l q y  +...+ f tqy t 
s u b j e c t  t o  
Note t h a t  @ ( x )  i s  po lyhedra l .  Consider  t h e  fo l lowing  two ways 
of  s o l v i n g  ( 4 . 2 ) :  
a )  U s e  t h e  r ev i seds imp lex  method t o  s o l v e  t h e  e q u i v a l e n t  
LP problem (4 .3)  and t a k e  advantage of  i t s  ve ry  s p e c i a l  
s t r u c t u r e .  Note, i n  p a r t i c u l a r ,  t h a t  W o c c u r s  i n  each  
row b u t  i n  d i f f e r e n t  v a r i a b l e s .  T h i s  makes it l i k e l y  
t h a t  a  f e a s i b l e  s t a r t i n g  b a s i s  B can be found i n  va- 
1  
r i a b l e s  y  ,. . . , y t  which i s  square-block d i a g o n a l  wi th  
many sub-matr ices  on t h e  d i a g o n a l  r e p e a t i n g  themselves .  
FTRAN and BTRAN o p e r a t i o n s  can be done ve ry  e f f i c i e n t l y  
wi th  such a  b a s i s  m a t r i x ,  and subsequen t  i t e r a t i o n s  
t o  f i n d  an  o p t ima l  s o l u t i o n  can be based  on t h e  Schur  
Complement U p d a t e ,  see Bisshop and Meeraus,  1977, and 
G i l l  e t  a l . ,  1982, which r e t a i n s  t h e  advan tage  o f  B. 
b )  So lve  (4 .2)  u s i n g  a minimiza t ion  r o u t i n e  f o r  non-smooth 
f u n c t i o n s .  Note, i n  p a r t i c u l a r ,  t h a t  t h e  dimension o f  
t h i s  problem i s  de te rmined  by t h e  number o f  rows i n  
t h e  t echno logy  m a t r i x  T and t h i s  w i l l  o f t e n  be  s m a l l ,  
even when t h e  number t of r e a l i z a t i o n s  o f  t h e  r i g h t -  
hand-s ide  i s  l a r g e .  An e v a l u a t i o n  o f  @ ( X I  and i t s  
s u b g r a d i e n t ,  s ay  a t  t h e  p o i n t  i ,  which w i l l  normal ly  
b e  r e q u i r e d  a t  each i t e r a t i o n  o f  t h e  min imiz e r , i nvo lve s  
t h e  s o l u t i o n  of  t h e  fo l l ow ing  s e p a r a b l e  problem: 
1  
minimize f  qy +...+ f , q y  t 1  
s u b j e c t  t o  
and v a r i o u s  t e c h n i q u e s  t h a t  go  under  t h e  head ing  o f  
b u n c h i n g  and s i f t i n g ,  s e e  Wets,  1983a, c a n  now be 
p r o f i t a b l y  employed t o  s u b s t a n t i a l l y  speedup t h e  s o l u -  
t i o n  o f  ( 4 . 4 ) .  I t  i s  p r e c i s e l y  t h e s e  t e c h n i q u e s ,  coupled 
w i t h  t h e  u s e  o f  t h e  d u a l  s implex method which g i v e  t h e  
L-shaped method f o r  SLP, (see Bi rge ,  19821,  a s u b s t a n t i a l  
edge  o v e r  s t r a i g h t  LP a p p l i e d  t o  (4 .11.  The same would 
h o l d  t r u e  f o r  o u r  method. 
When t i s  l a r g e *  w e  would n o t  want t o  s o l v e  (1 . 4 )  u n l e s s  
a Schur Complement Update approach w a s  a t t e mp te d .  Even t h e n  
t h e r e  might  b e  d i f f i c u l t i e s ,  s i n c e  n l  c ou ld  b e  l a r g e  and 
* 
Suppose T had 10 rows, and t h e  components hi(w) were independ- 
10 e n t l y  d i s t r i b u t e d ,  each w i th  3 p o s s i b l e  l e v e l s .  Then t = 3 . 
con sequen t l y  many columns o f  (;) cou ld  p l a y  a  r o l e  i n  t h e  op t ima l  
b a s i s .  I n  c o n t r a s t ,  app roaches  ba sed  upon a )  and b )  above would 
s t i l l  be  v i a b l e .  W e  have ,  f o r  purposes  o f  d i s c u s s i o n ,  l e f t  x un- 
c o n s t r a i n e d ,  and m i n i m i z e d  Q ( x )  i n  (4.2)  . I n  p r a c t i c e ,  t h e r e  a r e  
t h r e e  impor t an t  p o i n t s  t o  n o t e .  F i r s t ,  n o t  a l l  e l e m e n t s  of  h (w)  
a r e  n e c e s s a r i l y  s t o c h a s t i c .  I n  t h i s  c a s e  t h e  l e v e l s  of  t h e  co r -  
r esponding  components o f  x can  be f i x e d  i n  t h e  s o l u t i o n  o f  (4 .3 )  
a s  d i s c u s s e d  i n  a )  above,  and i n  t h e  s o l u t i o n  o f  ( 4 . 4 )  a s  d i s c u s s e d  
i n  b ) .  T h i s  r educes  t h e  d i m e n s i o n a l i t y f u r t h e r .  R e c a l l i n g  a l s o  t h e  
d i s c u s s i o n  a f t e r  e q u a t i o n  ( l . 5 ) ,  w e  cou ld  restrict  x t o  t h e  suppo r t  
of  t h e  d i s t r i b u t i o n .  T h i s  means w e  cou ld  o f t e n  work w i t h  bound 
c o n s t r a i n e d  problems of  t h e  form 
K 
minimize Y ( x )  + n y, 
s u b j e c t  t o  
wi th  li = u  f o r  some components.  A s  an extreme c a s e  suppose  i 
o n l y  one  e lement  o f  h(w) i n  t h e  r e c o u r s e  problem was s t o c h a s t i c ;  
t h e n  (4 .5 )  i s ,  i n  e f f e c t ,  a  un id imens iona l  problem. The second 
p o i n t  t o  n o t e  is t h a t  ( 4 . 2 )  does  - n o t  have t o  be pushed t o  o p t i -  
m a l i t y .  A l l  w e  r e a l l y  need  i s  a  s o l u t i o n  x K + l  which s a t i s f i e s  
Y ( ~ ~ + ' )  + n x - OK < 0 where eK i s  t h e  op t ima l  d u a l  m u l t i p l i e r  
on t h e  convex i t y  row o f  t h e  mas t e r  ( 1 . 3 ) .  T h i s  can  e a s i l y  be  
i n c o r p o r a t e d  i n t o  t h e  methods d i s c u s s e d  above f o r  s o l v i n g  t h e  
subproblem. T h i r d l y ,  it i s  l i k e l y  t h a t  a  good se t  of i n i t i a l  
t e n d e r s  can  be s p e c i f i e d ,  and t h i s  w i l l  a g a i n  c o n s i d e r a b l y  speed 
up  t h e  convergence o f  t h e  a l g o r i t h m .  
4 .2  Y ( x )  must  be a p p r o x i m a t e d  
One approach i s  t o  u s e  sampl ing and coup l e  t h i s  w i t h  u s e  of  
t h e  s t o c h a s t i c  q u a s i - g r a d i e n t  method (see Ermoliev,  1983) t o  
s o l v e  t h e  subproblem. Another  approach is  to  proceed  by re- 
p e a t e d  apporximat ion o f  t h e  d i s t r i b u t i o n  o f  h  (w)  and t o  compute 
bounds on Y o ( ) .  Some p r e l i m i n a r y  s u g g e s t i o n s  a r e  g iven  i n  Bi rge ,  
1983. An impor tan t  q u e s t i o n  is  how t o  s a t i s f a c t o r i l y  i n t e g r a t e  
I 
the approximation strategy and the generalized programming al- 
gorithm, and the interpretation given in Theorem 2.2 may prove 
useful in this regard. We defer further discussion of this to 
a later date. 
5. CONCLUSIONS 
The methods introduced in this paper for solving SLP problems 
with recourse, involve the problem transformation (1.2), combined 
with the use of generalized linear programming. The problem 
transformation restricts the degree of nonlinearity to m2, the 
number of rows of T and this, of course, enhances the efficiency 
of the GLP method. The problem transformation (1.2) is useful 
in other contexts. We have seen this already in (4.1) and the 
subsequent discussion. We b e t i e v e  i t  couZd aZso  be usefuZZy 
empZoyed w i t h i n  t h e  L-shaped me thod ,  see Van Slyke and Wets, 
1969 and Birge,1982, since each cut introduced would have at 
most m2 elements rather than nl, the dimension of x. For yet 
another example of such transformations, see Nazareth, 1983. 
The approach discussed here could also be used to devise 
algorithms for solving a wider class of ~roblems than (1.1). 
For example, cx, Ax - b = 0 and Tx could be replaced by nonlinear 
functions c(x) , g(x) 2 0 and T(x) and a nonlinear programming 
method could then be used to solve the associated master. Also 
if T were stochastic we could apply GLP to (1 .I), but now the 
degree of nonlinearity would be n 1 -  In practice only a few 
columns of T are normally stochastic. In this case, we could 
introduce a problem transformation T1xl-X, = 0 where T1 repre- 
sents the nonstochastic columns of T and xl, the corresponding 
x-variables. Then GLP could be applied to a transformed problem 
whose degree of nonlinearity is only (number of stochastic columns 
of T) + (number of rows of T). Both these extensions deserve 
further exploration. 
ACKNOWLEDGEMENT 
I would l i k e  t o  thank Roger J-B W e t s  who i n t r o d u c e d  m e  t o  
s t o c h a s t i c  l i n e a r  programming w i t h  r e c o u r s e ,  and gave m e  t h e  
b e n e f i t  o f  h i s  deep  i n s i g h t  i n t o  t h e  t h e o r y  o f  t h i s  s u b j e c t .  
T h i s  made p o s s i b l e  my work on a l g o r i t h m s  f o r  SLP problems d i s -  
c u s s e d  h e r e .  Many t h an k s  a l s o  t o  t h e  r e f e r e e  f o r  some h e l p f u l  
comments and t o  E l f r i e d e  He rbs t  f o r  t y p i n g  t h i s  pape r .  
REFERENCES 
[l] Birge, J. (1982), "Decomposition and Partitioning methods 
for multistage stochastic linear programs," Tech. Report 
82-6, Dept. of IE & OR, University of Michigan. 
[2] Birge, J. (1983), "Using sequential approximations in the 
L-shaped and generalized programming algorithms for 
stochastic linear programs," Tech. Report 83-12, Dept. 
of IE & OR, University of Michigan. 
[3] Bisschop, J. and Meeraus, A. (1 977), "Matrix augmentation 
and partitioning in the updating of the basis inverse," 
Mathematical Porgramming, 18, 7-15. 
[4] Cleef, H. (1981), "A solution procedure for the two-stage 
stochastic program with simple recourse," Z. Operations 
Research, 25, p. 1-13. 
[5] Dantzig, G.B. (1963), Linear Programming and Extensions, 
Princeton University Press. 
161 Eaves, B.C. and Zangwill, W. (19711, "Generalized cutting 
plane algorithms," SIAM J. Control, 9, p .  529-542. 
[7] Ermoliev, Yu. (1983), "Stochastic quasigradient methods and 
their application in systems optimization," Stochastics, 
9, p. 1-36. 
[8] Gill, P.E., Murray, W., Saunders, M.A. and Wright, M.H. 
(1982), "Sparse matrix methods in optimization," Tech. 
Report SOL-82-17, Systems Optimization Lab., Dept. of 
Operations Research, Stanford University. 
Hot J. (1974), "Nested decomposition for large scale linear 
programs with the staircase structure," Report SOL 74-4. 
Systems Optimization Lab., Dept. of Operations Research, 
Stanford University. 
Kallberg, J. and Kusy, M. (1976), "Code Instruction for 
S.L.P.R., a stochastic linear program with simple re- 
course," Tech. Report, University of British Columbia. 
Lemarechal, C. (1982), "Numerical experiments in nonsmooth 
optimization," In Progress in NondifferentiabZe Optimi- 
zation, E.A. Nurminski (Ed.) , IIASA Collaborative Pro- 
ceedings Series CP-82-S8, p. 61-84. 
Murtagh, B. and Saunders, M. (1978), "Large-scale linearly 
constrained optimization," Mathematicat Programming 14, 
p. 41-72. 
Nazareth, L. (1983), "Variants on Dantzig-Wolfe decomposition 
with applications to multistage problems," IIASA Working 
Paper, WP-83-61, Laxenburg, Austria. 
Nazareth, L. and Wets, R. .J-B. (1983), "Algorithms for stoch- 
astic programs: the case of nonstochastic tenders," IIASA 
Working Paper, WP-83-5. (Revised version to appear in 
forthcoming Mat hemat ica Z Programming Study) . 
Nazareth, L. and R.J-B. Wets, (1984), "Stochastic program- 
ing with recourse: algorithms and implementation," IIASA 
Working Paper (forthcoming). 
Parikh, S.C. (1968), "Lecture notes on stochastic program- 
ing," unpublished, University of California, Berkeley. 
Polyak, B. (1978), "Nonlinear programming methods in the 
presence of noise," Mathematical Programming, 14, p. 87-97. 
Shapiro, J.F. (19791, "Mathematical Programming: Structures 
and Algorithms," John Wiley, New York. 
Van Slyke, R. and Wets, R. (1979)) "L-shaped linear programs 
with applications to optimal control and stochastic linear 
programs," SIAM J. on AppZ. Math., 17, pp. 638-663. 
Wets, R. (1972), "Characterization theorems for stochastic 
programs," MathematicaZ Programming, 2. 166-1 75. 
Wets, R. (1974), "Stochastic programming", unpublished, 
Lecture notes, University of California, Berkeley. 
Wets, R. (1983a), "Stochastic programming: approximation 
schemes and solution techniques," In Mathematical Pro- 
gramming 1982: The State-of-the-Art, Springer-Verlag, 
Berlin. 
[23] Wets, R. (1 983b), "Solving stochastic prpgrams with simple 
recourse," S t o c h a s t i c s ,  10, p. 219-242. 
[24] Williams, A.C. (1966), "Approximation formulas for stochastic 
linear programming, " SIAM J. A p p l .  Math. , 14, NO. 4, p .  
668-677. 
[25] Ziemba, W.T. (1972), "Solving nonlinear problems with stoch- 
astic objective functions," J o u r n a l  o f  F i n a n c i a l  and 
Q u a n t i t a t i v e  A n a l y s i s ,  V I I  , p. 1809-1827. 
