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a b s t r a c t
We introduce two diagonal preconditioners, one of them is a scaling of the matrix. They
are obtained by minimizing the norm of the iteration matrix using the Frobenius and `∞
norms. We prove convergence of the corresponding iterations for the class of diagonally
dominant matrices. For the `∞ iteration, we also prove convergence for positive definite
matrices. Both iterations compete very well with the Jacobi iteration.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Iterative methods and preconditioners play a key role in the solution of systems of linear equations, especially for sparse
matrices. In this paper we introduce a couple of diagonal preconditioners to solve a system of linear equations Ax = b. A
preconditioner is a nonsingular matrixM that multiplies the system, and the corresponding iteration has the form
xk+1 = (I −MA)xk +Mb.
For the iterative schemes introduced in this paper we are able to prove convergence for diagonally dominant matrices. In
the case of the scaling generated by the `∞ normwe can prove convergence for positive definitematriceswith the exception
of a very small set.
The structure of the paper is as follows: In Section 2 we give basic notation andmention the classical convergence result;
in Section 3 we introduce a preconditioner using the Frobenius norm and we prove convergence for diagonally dominant
matrices. In the following section we present another preconditioner using the infinity norm and we prove convergence for
diagonally dominant matrices. Convergence of this preconditioner for positive semi-definite matrices (except for a small
subset of this set) is proved in Section 5. In the last section we comment on numerical simulations.
2. Preliminaries
A system of linear equations in matrix form is given by
Ax = b (1)
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where A is an n× n real matrix, b is a vector inRn and x, also inRn, is the vector of unknowns. If we premultiply Eq. (1) by
a nonsingular matrixM we obtain
MAx = Mb (2)
and M is called the preconditioner or the preconditioning matrix. Because M is nonsingular (1) and (2) have the same
solutions. We are considering here systems with a unique solution.
Adding x to both sides of Eq. (2) and rearranging we have
x = (I −MA)x+Mb,
which allows the iteration
xk+1 = (I −MA)xk +Mb.
This is the iteration associated with the preconditioning matrixM . Remember Jacobi corresponds toM = D−1 where D is a
diagonal matrix with the diagonal entries of A.
In the case of a constant diagonalM = αI the iteration becomes the Richardson iteration given by
xk+1 = (I − αA)xk + αb
where α is the value of the diagonal entries (see [1–3]).
In this case a good choice of α makes the whole difference. If the eigenvalues are real and known, the optimal α is equal
to 2
λ1+λn (see [2]).Wewill show an interesting choice for α, and simulations show that it beats the Jacobi iteration for certain
classes of matrices.
The matrix I − MA is called the iteration matrix and the convergence of the iteration depends on the spectral radius of
I −MA. The spectral radius of a matrix X is denoted by ρ(X) and defined by
ρ(X) = max
i=1,...,n
|λi|,
where λi for i = 1, . . . , n are the eigenvalues of X .
The following classic result determines the conditions for convergence of any matrix iteration of the form (see [3],
page 215).
xk+1 = Gxk + c. (3)
Theorem 2.1. For the iteration formula (3) to produce a sequence converging to (I−G)−1c, for any starting point x0, it is necessary
and sufficient that the spectral radius of B be less than one.
The system Ax = b can be also preconditioned on the right as follows: If M is a nonsingular matrix, then Ax = b can be
written as
AM(M−1x) = b.
Making the substitution y = M−1x, we have the system AMy = b, and again adding y to both sides and rearranging we
obtain the iteration
yk+1 = (I − AM)yk + b.
If the iteration converges to y, My = x gives the solution of the system Ax = b. Note that Theorem 2.1 can be applied to
iterationswith left and right preconditioners. Twice in the paperwewill mention opportunities to precondition on the right,
but we omit the results since they are analogous to the left preconditioners presented.
Finally, we need a few more definitions. If A and B are n× nmatrices, the Frobenius inner product is defined by
〈A, B〉F = trace (AtB)
where trace(X) stands for the trace of the matrix X and X t denotes the transpose of X . This inner product induces the
Frobenius norm of a matrix defined as
‖A‖F = (〈A, A〉F )1/2.
We will denote the `∞ norm of A by ‖A‖∞ and the 2-norm of a vector x ∈ Rn by ‖x‖2.
Finally a matrix A is row diagonally dominant if
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j6=i
|aij| < |aii| for i = 1, . . . , n
and column diagonally dominant if∑
i6=j
|aij| < |ajj| for j = 1, . . . , n.
3. Preconditioner from the Frobenius norm
In this section we introduce a preconditioner minimizing the Frobenius norm of I − MA. As we noted before, similar
results can be established for preconditioning on the right. We also prove convergence of the preconditioned iteration for
the set of diagonally dominant matrices.
We can use ‖I−MA‖ (for anymatrix norm) as ameasure of how close thematrixM is to the inverse of A. Moreover a small
value of ‖I −MA‖will guarantee a small spectral radius of the iteration matrix and it may assure convergence according to
Theorem 2.1.
As we mentioned before, we will work with the Frobenius norm and we will constraint our preconditioning matricesM
to be diagonal. We will denote by∆n the set of n× n diagonal matrices. Our optimization problem is
min
M∈∆n
‖I −MA‖F
or equivalently
min
M∈∆n
‖I −MA‖2F .
If we define the preconditionerM by
M =

α1
α2
α3
. . .
αn

then, our optimization problem can be stated as
min
α1,...,αn
‖I −MA‖2F .
Notice that becauseM is diagonal, the matrixMA is the matrix where the ith row of A is multiplied by αi. In other words we
have row scaling.
Using the definition of the Frobenius inner product we can obtain the following expression for our objective function.
‖I −MA‖2F = trace {(I −MA)(I −MA)t}
= trace {I −MAt −MA+ (MA)(MA)t}
= n− 2trace (MA)+ trace {(MA)(MA)t}
= n− 2trace (MA)+ trace (MAAtM).
The diagonal entries of MA are αiaii. For MAAtM these are (αi)2
∑n
j=1 a
2
ij = (αi)2‖ai‖22, where ai stands for the ith row of A.
Then we have
‖I −MA‖2F = n− 2
n∑
i=1
αiaii +
n∑
i=1
α2i ‖ai‖22.
Since ‖I − MA‖2F is a convex function in the αi, the first order necessary conditions are also sufficient, and it is easy to
find the minimizer. Let us compute the partial derivatives with respect to αi, i = 1, . . . , n, and set them equal to zero as
follows
∂
∂αi
‖I −MA‖2F = −2aii + 2αi‖ai‖22 = 0.
Each equation has only one variable, then for i = 1, . . . , nwe have that
αi = aii‖ai‖22
.
This computation allows us to establish the following result.
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Lemma 3.1. The optimal diagonal preconditioner in the Frobenius norm is
M =

a11
‖a1‖22 a22
‖a2‖22
. . .
ann
‖an‖22

.
The iteration matrix I −MA, withM described in Lemma 3.1, is
I −MA =

1− a
2
11
‖a1‖22
−a11a12‖a1‖22
−a11a13‖a1‖22
. . . −a11a1n‖a1‖2
−a22a21‖a2‖22
1− a
2
22
‖a2‖22
−a22a23‖a2‖22
. . . −a22a2n‖a2‖22
−a33a31‖a3‖22
−a33a32‖a3‖22
1− a
2
33
‖a3‖22
. . . −a33a3n‖a3‖22
...
...
. . .
...
−annan1‖an‖22
−annan2‖an‖22
−annan3‖an‖22
. . . 1− a
2
nn
‖an‖22

.
Now let us look at the spectral radius of this iteration matrix.
Lemma 3.2. If A is row diagonally dominant, then the spectral radius of I −MA is less than one.
Proof. The first observation is the fact that every diagonal entry of I − MA is positive and less than one (except for trivial
cases that need no proofs). They are the centers of the Gerschgorin circles. Let us look at the radius of the corresponding
disks
ri =
∑
j6=i
aiiaij
‖ai‖22
= |aii|‖ai‖22
∑
j6=i
|aij| < a
2
ii
‖ai‖22
.
Then because the center of the ith disk is 1− a2ii‖ai‖22 we have
1− a
2
ii
‖ai‖22
+ ri < 1,
which means that the Gerschgorin disks are strictly included in the unit circle. Then because the `∞ norm of the iteration
matrix is less than one, the spectral radius of the iteration matrix has to be less than one. 
Theorem 3.3. If A is a row diagonally dominant matrix, then the iteration
xk+1 = (I −MA)xk +Mb
converges to the solution of Ax = b for any starting point x0 inRn.
Proof. A straightforward application of Theorem 2.1. 
Note: A completely similar result holds for amatrix A that is column diagonally dominant and is preconditioned on the right
using the same technique.
4. Preconditioners from the `∞ norm
In this section, we will obtain a preconditioner minimizing the infinity norm of the iteration matrix I −MA. The class of
preconditioning matrices will be the constant diagonal matrices, in other wordsM = αI .
Let us set and solve the corresponding optimization problem
min
α
‖I − αA‖∞.
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The iteration matrix has the form
I − IαA =

1− αa11 −αa12 −αa13 . . . −αa1(n−1) −αa1n
−αa21 1− αa22 −αa23 . . . −αa2(n−1) −αa2n
−αa31 −αa32 1− αa33 . . . −αa3(n−1) −αa3n
...
...
. . .
...
−αa(n−1)1 −αa(n−1)2 −αa(n−1)3 . . . 1− αa(n−1)(n−1) −αa(n−1)n
−αan1 −αan2 −αan3 . . . −αan(n−1) 1− αann

and the sum of the absolute values of the entries in the ith row is
s(i, α) = |1− αaii| + |α|
n∑
j6=i
|aij|.
Then our optimization problem becomes
min
α
‖I − IαA‖∞ = min
α
max
i=1,...,n
{
|1− αaii| + |α|
n∑
j6=i
|aij|
}
= min
α
max
i=1,...,n
s(i, α).
Once again, we will work in this section with diagonally dominant matrices and we can assume that the diagonal entries
are positive (if not multiply the equation by−1).
First, let us look at the s(i, α) functions.
Lemma 4.1. If aii > 0 for i = 1, . . . , n, then
s(i, α) =

1− α
n∑
j=1
|aij| if α ≤ 0
1+ α
(
n∑
j6=i
|aij| − aii
)
if 0 ≤ α ≤ 1
aii
−1+ α
n∑
j=1
|aij| if 1aii ≤ α
Proof. Direct computation of the sum of two absolute value functions. 
Now let us point out some simple properties of these functions.
Lemma 4.2. If A is a row diagonally dominant matrix and aii > 0 for i = 1, . . . , n, then
1. s(i, α) is decreasing for α < 1aii
2. s(i, α) is increasing for α > 1aii
3. The minimum is reached at α = 1aii
4. s(i, 1) = 1 for i = 1, . . . , n
5. All the lines that define s(i, α) for α > 1aii have different slopes (
∑n
j |aij|) but the same y-intercept which is y = −1.
Proof. Just note that for 0 < α < 1aii the slope of the line is
∑
j6=i |aij| − aii and it has to be less than zero because A is
diagonally dominant. 
We need to recall that there is a p, 1 ≤ p ≤ n, such that,
‖A‖∞ = max
i=1,...,n
n∑
j=1
|aij| =
n∑
j=1
|apj|.
We also define gi = aii −∑j6=i |aij|. Note that g stands for the gap between the diagonal element and the corresponding
radius of the Gerschgorin disk. We will denote by sg(A) the smallest gap defined as follows
sg(A) = min
i=1,...,n gi.
Observe also that,−sg(A) ≥ −gi.
1310 P. Tarazaga, D. Cuellar / Computers and Mathematics with Applications 57 (2009) 1305–1312
Lemma 4.3. If A is row diagonally dominant and aii > 0 for i = 1, . . . , n, then
‖I − IαA‖∞ =
{1− α‖A‖∞ if α ≤ 0
1− αsg(A) if 0 ≤ α ≤ α0
−1+ α‖A‖∞ if α0 ≤ α
where
α0 = 2‖A‖∞ + sg(A) .
Proof. First of all, for α ≤ 0 the maximum of the s(i, α) is given by the steepest (or one of them) decreasing line, whose
slope is−∑ni=1 |apj| = −‖A‖∞. The maximum for α ≥ 0 (but α small) is given by the line with maximum slope among the
family of decreasing lines with slopes
∑
j6=i |aij| − aii, for i = 1, . . . , n. This corresponds to the line
y = 1+ α(−sg(A)) = 1− αsg(A).
But this line gives the maximum of the family until it intersects the steepest increasing line going through y = −1 (see
Lemma 4.2), which is given by
y = −1+ α‖A‖∞.
We can now compute the intersection point between these two lines. The argument is
α0 = 2‖A‖∞ + sg(A) ,
and the corresponding y value is
‖A‖∞ − sg(A)
‖A‖∞ + sg(A) . 
Lemma 4.4. If A is row diagonally dominant and aii > 0 for i = 1, . . . , n, then
min
α
‖I − IαA‖∞ = min
α
max
i=1,...,n
s(i, α) = ‖A‖∞ − sg(A)‖A‖∞ + sg(A)
and the minimizer is
α0 = 2‖A‖∞ + sg(A) .
Besides this
min
α
‖I − α0A‖∞ < 1.
Proof. The last point is trivial from the formula but also a consequence of the fact maxi=1,...,n s(i, α) is decreasing between
0 and α0 and increasing for values greater than α0. 
Note that (‖A‖∞ − sg(A))/(‖A‖∞ + sg(A)) is an upper bound for the spectral radius of the iteration matrix.
Theorem 4.5. If A is row diagonally dominant and aii > 0 for i = 1, . . . , n then, the iteration
xk+1 = (I − α0A)xk + α0b
converges for any starting point x0 inRn.
Note: If the matrix A is column diagonally dominant, then the small gap is computed on the columns. Using the `1 normwe
obtain analogous results.
It is also worthy to note that, if we solve the optimization problem
min
M∈∆n
‖I −MA‖∞,
over the diagonal matrices, the solution is not unique in general. But the Jacobi preconditioner belongs to the solution set
(see [4]). In other wordsM = D−1 solves the problem, which means that we can think of the Jacobi iteration as minimizer
of the optimization problem stated above.
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5. Convergence for the `∞ norm preconditioner
One of the interesting things about the `∞ preconditioner for diagonally dominant matrices is the fact that it generates
the scaling factor using bounds for the spectrum. We will deal here with matrices with real and positive eigenvalues. The
main result will be stated for positive definite matrices.
First of all, if A has real and positive eigenvalues, assume that λi ∈ (α, β) for i = 1, . . . , n with α ≥ 0. Then the linear
function y = 2
α+β x takes the interval (α, β) into the interval (
2α
α+β ,
2β
α+β ), which is included in (0, 2). Moreover, this interval
is centered around 1, since 1− 2α
α+β = 2βα+β − 1 = β−αα+β . Then, we can state the following result.
Lemma 5.1. If A has real positive eigenvalues in the interval (α, β), then Richardson’s iteration
xk+1 =
(
I − 2
α + β A
)
xk + 2
α + β b
converges for any starting point x0 ∈ Rn and the spectral radius of the iteration matrix is bounded by β−α
α+β .
Proof. Just observe that the eigenvalues of 2
α+β A are in the interval (
2α
α+β ,
2β
α+β ) and then the semi-amplitude of the interval
bounds the spectral radius of the iteration matrix I − 2
α+β A. 
Weconsider nowpositive definitematrices. It is clear that the spectrumof a positive definitematrix is included in (0, ‖A‖∞].
First we look at the case where λn = ρ(A) < ‖A‖∞, then we will show how to work in the case λn = ρ(A) = ‖A‖∞.
Theorem 5.2. If A is positive definite and λn = ρ(A) < ‖A‖∞ then the iteration
xk+1 =
(
I − 2‖A‖∞ A
)
xk + 2‖A‖∞ b
converges from any starting point x0.
This is consequence of the previous Lemma 5.1, since the eigenvalues of A are in the interval (0, ‖A‖∞). It is
interesting to note that just a scaling makes the Richardson’s iteration convergent for almost any positive definite
matrix.
On the other hand if ‖A‖∞ = ρ(A), using as an upper bound ‖A‖∞ +  with  > 0 will make the iteration convergent
for the corresponding system.
6. Numerical simulations
At this point we want to make a few observations, some of them motivated by the numerical simulations that we
performed.
First of all, the iterations introduced in this paperwork in general better than Jacobi for nonnegativematrices (symmetric
or nonsymmetric) except perhaps for matrices of very small size. Second, the iteration corresponding to the `∞ norm
outperforms the other two (Jacobi and Frobenius iterations), except for the case of matrices with constant diagonal,
since in this case the Jacobi iteration and the one from the `∞ norm are the same. For large matrices, the difference
between the spectral radius of the iteration matrix associated to the `∞ norm and the other two iterations, is quite
significant.
However when the number of negative entries increases, Jacobi becomes relevant. If most of the off diagonal entries are
negative, Jacobi works better than the other preconditioners. The change in performance of these iterations with respect to
the sign of the off diagonal entries is quite interesting. We have not proved any result in this sense, but it may be the subject
of future research.
Nowwe will show a few graphs to give a glimpse of our simulations. We generate in all cases randommatrices and even
the gap for each row is a random number. When we need negative entries we shift the random matrix by an appropriate
value. In all cases, we will print the spectral radius of the iteration matrices for every random matrix we generate. We will
use the following code: ‘‘o’’ will denote the Jacobi iteration; ‘‘∗’’ the diagonal Frobenius iteration and ‘‘+’’ the `∞ norm
iteration. Each graph shows the performance of one hundred randommatrices. The title says what matrices we are dealing
with and their size. The left column graphs show nonnegative diagonally dominant matrices with three different sizes and
the right column graphs showwhat happens if some of the off diagonal entries are negative. The diagonal entries are always
positive.
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