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SYMBOLS AND ABBREVIATIONS 
Fundamental c o n s t a n t s : 
M 
h 
e 
с 
9.1085 Ю - 3 1 kg 
б.б252 ^0~3^ joule sec 
I.602I IO - 1 9 coulomb 
Я 1 
2.9979 10 meter sec" 
(mass of the electron) 
(Planck's constant) 
(charge of electron) 
(velocity of light) 
μ = kit 10 -7 
ε = 
-1 -2 
μ
ο
 c 
Frequently used entities: 
-3, 
η = number of electrons per unit of volume (meter D) 
E = energy of electron at the fermi level 
г 
ν,, = velocity of an electron at the fermi level (isotropic system) 
г 
E F = l M v F 
ky = P F = (M YF)/ti 
Note that the symbols к and ρ are exclusively used to designate wavenumbers 
and not momenta. 
ω
ρ
 = Ep/h 
0 
2 η 
ω = 
p ε
ο 
3 3π 
a =
Τ Γ 
2 
e 
M 
' 
ι 
2 
ω ω 
Ρ 
2 
= ν, . 
g = kp/a 
λ = 
2Μω 
(ω is the plasma frequency) 
-1 (α~ = skin depth) 
For a free electron system in the above used (M.K.S.) units we have: 
λ = 0.023 J / 3 ( f - ) 2 / 3 . 
For typical metallic densities it follows: 
.1/3 
λ *
 ω 
100 
В = field strength of an applied magnetic field. 
ω = — (cyclotron frequency) 
Λ
2
= * -
Μω 
с 
γ =
 1 у-д ητ-ρτ (magnetic quantum parameter) 
F с 
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C H A P T E R 1 
INTRODUCTION 
A considerable variety of conduction experiments has been developed 
with the purpose of obtaining information about the electron system and the 
structure of solids. The results of such experiments may depend on various 
external parameters, such as the frequency of the applied electromagnetic 
field, the temperature, or possibly the magnitude and direction of an ap-
plied magnetic field. Information about intrinsic properties of the solid, 
as for example, the shape of the Fermi surface, can be obtained by means of 
suitable variation of these external parameters. The immediate experimental 
observation of a conduction experiment is the value of the surface impedan-
ce which is directly proportional to the ratio of the average electric and 
magnetic fields at the surface of the system. For very low frequencies this 
quantity becomes proportional to the ordinary d.c. resistivity of the soÜd. 
The interpretation of the experimental information, which is incorpo-
rated in the surface impedance, in terms of intrinsic solid state proper-
ties is not a trivial matter, as we shall demonstrate later on. This is par-
ticularly the case if the electromagnetic fields decay rapidly into the bulk 
of the system. The problem becomes a rather subtle one if the relations be-
tween currents and fields are of a non-local nature as is the case for the 
*) 
region of the anomalous skin effect 
It is our aim to investigate a few special cases of electrical conduc-
tivity in the region of the anomalous skin effect and compare these results 
with those of the conventional treatments. It turns out that we shall en-
counter discrepancies between a quantum treatment and a classical one, al-
though both treatments refer to the same system. The investigations concern 
the following cases: 
a) In chapter 3, a classical system of free electrons which is bounded by a 
smooth rigid wall. No external magnetic field is considered. 
For the region of the normal skin effect, the current-field relationship can be considered as local The particular difficulties 
which we have in mind are not critical for this region 
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b) In chapter ί+ a quantum system of free electrons which is hounded by a 
smooth rigid wall. Again, no external magnetic field is considered. 
c) In chapters 5 and 6, a quantum and a classical system of electrons boun­
ded by a smooth rigid wall which is placed in an external static magnetic 
field parallel to the surface. 
Before giving a detailed analysis of the electrical conduction problem, 
let us consider the conduction experiment from a general point of view. In 
order to simplify our analysis we restrict our attention to a system which 
is bounded by two planes at ζ = 0 and ζ = -L, as is illustrated in figure 
2-1. From a dynamical point of view these planes correspond to smooth and 
rigid walls. The boundary conditions for the X- and Y-directions are consi­
dered to be periodical. The system (rather: the Hamiltonian or Hamilton 
function) is required to be symmetric for reflections about the X-Z-plane. 
Because of this requirement, a current density component along the X-direc-
tion cannot be caused by an electric field component along the Y-direction. 
The transverse electric modes of the system are hence uncoupled (see chap­
ter 2). A further simplification is to disregard the fluctuations of the 
current density and of the field components in space and time by consider­
ing their respective Fourier components in time and their averages in planes 
characterized by (z). The latter averaging procedure suppresses the x- and 
y-dependence. We denote the current density and electric field components 
along the X-direction by J (ζ,ω) and Ε (ζ,ω), after the averaging procedure 
has been performed. Both entities are related by two different types of re­
lations, i.e. a) by Maxwell's equations, b) by conditions which follow from 
the (linear) response of the electron system. The latter type of relations 
will be established by means of linear response theory in chapters 3,^,5 
and 6 and are of a non-local nature in general. It is the purpose of the 
treatments in these chapters to determine the function K(z, z') which occurs 
in the following general linear non-local relation: 
о 
J (ζ,ω) = / dz'Kiz.z'JË (ζ',ω) . (1.1) 
χ
 J
 χ 
Let us consider this equation from a formal point of view. This appears 
to be useful both for the interpretation of future calculations, and for 
comparing our results with those of existing literature. The function K(z ,ζ') 
contains information about the momentum transport between the plane (z1). 
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where electrons are accelerated by the electric field Ε (ζ',ω) and the plane 
(z) where the momentum is "detected" as a current. Because Κ^ζ,ζ' ) describes 
the propagation of signals through the electron system, we shall refer to it 
as a propagator. 
Explicit information about the propagator K(z,z') suffices in principle 
to determine the value of the surface impedance of the electron system. The 
general procedure to establish this relationship will be outlined in chapter 
2 where equation (l.l) is considered simultaneously with Maxwell's equations 
for the electromagnetic field. 
If the electron system were not bounded by walls, and it were also in­
variant for reflections about the X-Y-plane, the propagator Κίζ,ζ') would 
depend only on the value of ¡z-z']. In this case, the propagator Κ(ζ,ζ') 
would be equal to the bulk propagator, which we denote by C; explicitly: 
K(z,z') = C(|z-z'|) . (1.2) 
A crude but reasonable assumption concerning the effect of a smooth 
and rigid wall for the propagation is the following. Assume that the sig­
nal, which is emitted at (z') by the electric field, propagates towards the 
wall (z = 0) where it is re-emitted back into the bulk. If the signal is rot 
distorted by this re-emission process, it arrives at (z) as if it had tra­
veled a total distance (z+z') through the bulk without being disturbed. 
According to this assumption we have: 
KU.z') = Cdz-z'l) + Cdz+z'l) (1.3) 
In reality, this assumption does not necessarily have to be a correct 
one, of course. Consequently, the most general expression for the propaga­
tor Κζζ,ζ') will be: 
K(z,z·) = α(|ζ-ζ·|) + cdz+z'D + Q U . Z ' ) (l.U) 
The function QÍZjZ1) describes the corrections which are not incorporated 
in the (crude) assumptions leading to eq. (1.3). φίζ,ζ') is uniquely de­
fined by eq. (l.U) because the bulk propagator С is unique. 
Ht 
If the function Q(z,z') happens to vanish, equation (1.3) would be va­
lid. In view of eq. (I.I) we would have: 
о
 ш 
5 (ζ, ω) = ƒ dz'cdz-z'pi (ζ',ω) + ƒ dz'C( | z-z'| )І (-ζ' ,ω) (1.5) 
л Λ Χ 
This expression for the assumptions leading to eq. (1.3) is generally re­
ferred to as the "speculum assumption". In words it expresses that the pre­
sence of the surface can be neglected altogether, provided the system is ex­
tended across its boundary (towards infinity in the positive Z-direction)in 
such a way that the electric field would be continued evenly with respect to 
the original boundary. 
It is convenient to consider the existing literature in terms of the 
notions which have been defined thus far. A classical system of electrons 
has been considered by Reuter and Sondheimer in 19^8 in order to des­
cribe the anomalous behaviour of electrical conduction for metals. The in­
vestigations were based on Boltzmann's distribution function and its appro­
priate equation for a relaxation time model. This distribution function is 
*) 
subject to a special boundary condition, the "speculum condition" , if the 
surface is a smooth and rigid one. In agreement with this treatment it will 
be shown in chapter 3 that the (^ ζ,ζ') term is identically zero. This im­
plies that the speculum assumption of eq. (1.3) is indeed valid for a clas­
sical free electron system with a rigid and smooth wall in the absence of a 
magnetic field. 
Mattis, Bardeen and Dresselhaus (1953) have considered an un­
bounded quantum system of electrons and have demonstrated that the quantum-
mechanical bulk propagator, cKlz-z'l), is not different from the correspon­
ding classical one as given by Reuter, Sondheimer, Chambers, et al, if in­
significant corrections are disregarded. These authors have assumed, with­
out proof, that their results can be applied to a semi-infinite system of 
electrons by making use of the speculum assumption. The fact that this as­
sumption has not been justified has evidently not been realized by several 
I k ) 
authors, for example by Pippard , who states explicitly that the classi­
cal and quantummechanical procedures to establish the value of the surface 
impedance are equivalent. 
Note the speculum condition for the сіаввісаі Boltzmenn equation must not be confused with the previously mentioned 
speculum assumption, which i s a hypothesis and not necessarily restricted to c l a s s i c a l systems 
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In chapter h we reconsider the problem of electrical conduction of a 
bounded system from a quantummechanical point of view. In agreement with the 
result of ref. 11) it is found that the quantummechanical expression for the 
bulk propagator С is (almost) identical to the classical one. However, the 
assumption that Q(z,z') vanishes appears to be incorrect for the quantum 
case. The speculum assumption of eq. (1.3) or (1.5), which purports to ac­
count for the motion of the electrons near the boundaries, is hence not 
applicable to a quantum system. Numerical consequences of the quantum cor­
rection due to the non vanishing Q-term are derived in chapter k. In this 
chapter no external magnetic field is considered to be present. In the fol­
lowing chapter we investigate quantummechanical corrections to the classi­
cal theory when the electron system is placed in a homogeneous static mag­
netic field parallel to the surface. The following types of quantum correc­
tions in the theory of the anomalous skin effect are found: 
a) A frequency dependent increment of the value of the surface impedance. 
The order of magnitude of this quantum correction may be as large as the 
correction which is normally ascribed to "roughness" of the surface. It 
7) 
is a well known fact (c.f. Kittel ) that the value of the surface impe­
dance following from conduction experiments does not agree with classi­
cal calculations based on the speculum condition. In particular, its 
value is reported to be larger. 
b) The surface impedance may be an oscillatory function of a weak applied 
magnetic field under certain circumstances. This effect is considered in 
chapter 6. The physical interpretation of this effect is related to that 
of the just mentioned one in the sense that de Broglie wave-lengths may 
not be considered as vanishingly small. The oscillations are considered 
to be due to interference between wave functions. The effect has been re­
ported experimentally by Koch, Kuo and by Khaikin 
A physical interpretation for the occurrence of the (¡¿(ζ,ζ') term is the 
following. It is a well known fact that particular electrons (electron 
states) are more important for the conduction process than others are. This 
concept is generally referred to as that of "effectiveness''. An effective 
electron for the region of the anomalous skin effect is selected by the re­
quirement that it spends a time comparable to (half) the period of the еДео-
tromagnetic field inside the skin layer. Such an electron is capable of ab­
sorbing an optimal amount of momentum and energy from the e.m. field if the 
particle is assumed to be free. The velocity component perpendicular to the 
wall (v ) of such electrons must be of the order (ω/α) if (a- ) is the 
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"depth" of the skin layer. This notion of effectiveness is only useful if 
the particle trajectory may be considered as a straight line (see figure 
1-1a). Our just mentioned description of effectiveness fails if the particle 
would he scattered during its travel through the skin layer (see figure 
1-1Ъ). 
α-ι (skin depth)—ι 
(a) (b) 10 
figure 1-1 
If the particle is considered from a quantummechanical point of view, its 
trajectory does not necessarily correspond to the straight line of figure 
1-1 a because diffraction may occur. This effect is qualitatively indicated 
in figure 1-1 с. The amount of diffraction depends on the quantummechanical 
uncertainty of the velocity component along the Z-direction, (Δν ); this 
follows from Heisenberg's uncertainty relation if it is realized that the 
particle must be localized within the skin depth. Hence, Δν = —rj— . The 
ratio, 
Δν 2 t 
ζ _ α Τι 
ν Μω 
ζ 
is a measure of the amount of quantum diffraction for the effective classi­
cal electron. It follows from the treatment of chapter k that the latter 
ratio is just the parameter which determines the quantum correction of the 
surface impedance (for the non magnetic case). 
It should be added that the notion of "effectiveness" which has just 
been formulated is not necessarily a classical concept only. In quantumme­
chanical terms it can be formulated by the requirement of selecting trans­
itions between electron states differing in energy by an amount (ΐι ω). 
Loosely speaking, this criterion selects processes which correspond to the 
absorption of energy from the e.m. field. Considering the fact that charac-
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teristic momentum transfers from the e.m. field are of the order of (fi a), 
the effectiveness criterion implies: 
* " - » » ( * . • I S ) 2 - » " ( т . - я ) 2 
or: 
ω 
ν = — . 
ζ a 
Another way of expressing the inadequacy of the speculum assumption to 
account for the presence of the boundary, is the following. The speculum as­
sumption implies that the dynamical presence of the boundary can be neglec­
ted altogether, if the system would be extended in such a way that the Ha-
miltonian (or: Hamilton function) possesses reflection symmetry with respect 
to the original boundary, the plane ζ = 0. The complete set of single par­
ticle eigenfunctions of the extended unperturbed Hamiltonian consists of 
even and odd functions of (z). The correct wave functions for the semi-
infinite system must vanish at ζ = 0, however. The speculum assumption ob­
viously does not account for this feature of the bounded system, which is a 
consequence of the fact that the wall is rigid from a dynamical point of 
view. In other words, within the formalism of the speculum assumption,there 
is no reason for selecting wave functions of odd parity which vanish for 
ζ = 0. A consequence of the proper quantum treatment is that the current 
density must vanish at the wall. This condition is not automatically gua­
ranteed by the speculimi assumption. 
Models. 
The particular models which we investigate deal with systems of free 
electrons. The results of the calculations can easily be generalized for a 
(heuristic) relaxation time model. If the frequency is sufficiently large 
(specifically: ωτ > 1) in the region of the extreme anomalous skin effect, 
a free electron model is well known to correspond to actual conduction phe­
nomena for metals at low temperatures. The reason is the fact that the 
"bottleneck" of the energy transfer from the e.m. field to the electron 
system is not the transfer of momentum and energy from the electron sys­
tem to the lattice, but rather the transfer of energy from the electromag­
netic field to the electron system. Hence, if the relaxation time (τ) of a 
18 
characteristic electron (see figure 1-1 a) is large in comparison to the pe­
riod of the e.m. field, a free electron model is adequate for the descrip­
tion of electrical conduction of metals. Specification of the electron mo­
tion as "free" implies only that no scattering is considered except with 
the walls. The particle motion is thus governed by 1) the self consistent 
electromagnetic field, and 2) the walls of the system. A conceptual diffi­
culty is introduced by the presence of the longitudinal field ф(г, t). On 
one hand, this field is a consequence of the long range two-particle 
(Coulomb) interactions and on the other, it is a part of the electromagne­
tic field. The contribution of the longitudinal field appears to vanish if 
no external magnetic field is present (see chapters 3 and k). This is a re­
sult of reflection symmetry of the system with respect to both the Y-Z and 
the X-Z planes. 
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C H A P T E R 2 
ELECTRODYNAMICS FOR ELECTRICAL CONDUCTIVITY 
The dynamical considerations of the previous chapter concerned the li­
near response of the electron system to an electromagnetic field. The field 
was considered as a given function of space and time. It should Ъе realized 
that the field must satisfy Maxwell's equations of motion and must hence he 
determined self consistently from eq. (1.1) and Maxwell's equations. In this 
chapter we consider only the latter equations because the same treatment ap­
plies to all chapters which follow. 
We restrict our attention to systems with a geometry which has been con­
sidered in the previous chapter, namely to systems which are bounded by two 
walls. This geometry is illustrated in figure 2-1. The walls are represen­
ted by the planes ζ = 0 and ζ = -L respectively. The system is periodic a-
long the X- and Y-directions with periodicities equal to L and L respec­
tively (see figure 2-1). We shall ultimately take the limits: L -»•00, L -*• ^ 
and L -*• «>, so that the system becomes a semi-infinite one. 
Before solving Maxwell's equations it should be realized what kind of 
information is ultimately required. A conduction experiment generally does 
not provide complete knowledge of the spatial and temporal behaviour of cur­
rents and fields inside the system. For instance, one is only interested in 
the change of the (expectation) value of a quantity as a result of an exter­
nal perturbation. Observables are hence only required for times which are 
later than a particular moment at which the interaction is switched on. 
Without loss of generality we choose this instant of time at t = 0. The ma­
thematical consequence of this procedure is that Fourier transforms in time 
of quantities like current densities and fields will be half-sided (for po­
sitive times). If the Fourier transform in time exists - which we assume -
it must be analytical in the upper half of the complex ω-plane. For this 
reason the imaginary part of ω, denoted by ε will be considered as a finite 
positive number. It will be set equal to zero after the calculations have 
been performed. 
It should furthermore be realized that a conduction experiment provides 
only information concerning the fields at the surface of the system. Know­
ledge about the fields inside is strictly a matter of theoretical extrapo­
lation. For the normal skin region for instance, the fields can be shown 
to vary exponentially (with a complex wave number). 
2 
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*• Surface 
Geometry of the system to be considered 
in the following chapters, 
figure 2-1 
This is no longer the case for the anomalous skin region. In order to eli­
minate physically uninteresting spatial fluctuations of fields at the sur­
face of the system, we define the following averaged half sided Fourier 
transform: 
Γ(ζ,ω) = ƒ dt е 1 ш ^ - L - ƒ dx/dy g(r, t) 
o χ y 
(2.1) 
g(r, t) may represent any current or field component. A typical conduction-
experiment provides the value of the following quantity: 
Ζίί,ω) =Ε
χ
(
Ζ
,ω)[{!^
χ
(ζ,ω)} ] 
2=0 
-1 
for ζ = 0. (2.2) 
The surface impedance is defined as -ίωνι Ζ(θ,ω) 
Maxwell's equations imply: 
17) 
curl E(r, t) = 
-к ^
ь) 
(2.3) 
curl B(r, t) = y
o
J(r, t) + -^ |^ E (r, t) 
с
 -
(2Л) 
Because the system was initially at rest, EÍr, t) and B(r, t) must vanish 
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f o r t •£ 0 . A p p l i c a t i o n of t r a n s f o r m ( 2 . 1 ) t o e q u a t i o n s ( 2 . 3 ) and ( 2 . U ) yielte 
t h e f o l l o w i n g s e t s o f e q u a t i o n s : 
— Ε ( ζ , ω ) = ϊω Β ( ζ , ω ) ( 2 . 5 ) 
dz χ ' ' у ' 
4 - В (ζ,ω) = -μ J (ζ,ω) + Щ І (ζ,ω) {2.6) 
dz у ' ο χ 2 χ ' 
a n d : 
^ Ё
у
( г ,
ш
) = - ί ω Β
χ
( ζ , ω ) ( 2 . 7 ) 
^- Β ( ζ , ω ) = μ J ( ζ , ω ) - Щ Ё ( ζ , ω ) . ( 2 . 8 ) 
dz χ ' о у ' 2 у ' 
The translation invariance along the X- and Y-directions has been used ex­
plicitly in deriving these equations. Let us consider eq. (2.5) and (2.6) 
and eliminate Β (ζ,ω) which leads to: 
«У 
d2 ω 2\ -
— 2 + i % ) Ε
χ
(ζ,ω) = -ΐωμ
ο
 J
x
(z,U) (2.9) 
dz с / 
This is a closed equation for Ε (ζ,ω) if J (ζ,ω) is replaced by the linear 
A. A 
functional of equation (1.1 ): 
о 
J (ζ,ω) = ƒ Κίζ,ζ') Ё (ζ,,ω)άζ· . 
A corresponding equation for Ε (ζ,ω) follows from equations (2.7) and (2.8) 
by elimination of Β (ζ,ω). The treatment of this transverse mode is equiva­
lent to that of the other one. For this reason we consider only equation 
(2.9) which is subject to the following boundary conditions: 
{^Ε
χ
(ζ,ω)} =a (2.10) 
1
 z=0 
and: 
I z=-L Z
Equation (2.9) can Ъе transformed into an integral equation for E (к,ω) Ъу 
means of the following transform: 
о 
g(k,üO = 2 J dz cos kz g(z,ü)) (2.11) 
-L 
The set of functions (cos kz) is a complete one for -L < ζ < 0 if к = τ-'ρο-
L 
sitive integer. The inverse of (2.11) is: 
— 1 ^ 
g(z,ü)) = — Σ cos kz g(k,u)) (2.12) 
L
 k > 0 
In the limit L -»• œ, eq. (2.11) and (2.12) reduce to: 
о 
g(ksü)) = 2 J dz cos kz g(z,üj) (2.13) - - - ƒ 
- i f "" 
g(z,u)) = — J dk cos kz g(k,ü)) (2.llt) π
о 
If g(ζ,ω) is substituted by Ε (ζ,ω) in eq. (2.13), repeated partial integra­
tion gives: 
0
 2 _ 
Е
х
(к,
Ш
) = ^  (|^ Ε
χ
(ζ,ω)] - -^ ƒ dz cos kz ^  Ε
χ
(ζ,ω) (2.15) 
к I· J _ к - œ dz 
z=0 
Using (2.9) and (2.10),^ follows that: 
ík2 - ^ \ Е
х
(к,
Ш
) = ΐωμ
ο
 J
x
(k,W) + 2a . (2.16) 
It should be noted that the inhomogeneous term appears naturally in equa­
tion (2.16). In many treatments the occurrence of this term is ascribed to 
a fictive current sheet to be introduced for specillar reflection. No (un)-
physical notions of this sort are required in our analysis. 
The current density J (к,ш) of equation (2.l6) must be considered as 
23 
a functional of E (к,ω). Explicitly: 
J (к,ω) = a(k,ü))E (k,ü)) + ^(к,ш). (2.Ij) 
X X Jj 
The relation of а(к,ы) and J (к,ш) with the propagators of chapter 1 is the 
following: 
OO 
а(к,ш) = 2 ƒ dz cos kz C(|z|) (2.13) 
and: 
OO 
JE(k,co) = ƒ dk' G(k, к')Е
х
(к,,
Ш
) (2.19) 
о 
G(k, к') is defined as: 
о о 
GU.k') = - ƒ dz' cos k'z' J dz cos kz QÍz.z') . (2.20) 
The first term on the right of equation (2.17) corresponds to the bulk pro-
pagation, whereas the second term represents the corrections which are not 
incorporated in the first term. The second term will be shown to correspond 
to quantum corrections in the theory of the extreme anomalous skin effect 
of chapter k. In chapter 5 it will also contain the magnetic dependence of 
the propagation. 
Substitution of eq. (2.17) into (2.l6) gives rise to: 
2 
{k2 - -^ - ίωμ
ο
 a(k,u))} Е
х
(к,ш) = 2a + ίωμ
ο
 ^(к,ш) . (2.21) 
с 
If the functional ^(к,ы) would be absent in eq. (2.21), as is the case for 
the classical treatment of chapter 3, the equation reduces to: 
2 
ik2 - -^ - ϊωμ
ο
 а(к,ш)} Е°(к,ш) = 2a . (2.22) 
с 
This equation would also have been obtained if eq. (2.21) would be iterated 
with respect to J (к,ш), a procedure which is only meaningful if the correc-
2k 
tion due to ^(к,ш) is small. 
Equations (2.21) and (2.22) uniquely determine the values of (a E (к,ω)) 
-1 'Чэ Х 
and (a E (к,ω)) respectively. For convenience we have chosen the same 
values for (a) in both equations. There would be no objection to normalize 
the field such that (a) would be equal to unity. On behalf of dimension 
considerations we shall not do this, however. Equations (2.21) and (2.22) 
can be combined to give: 
E (k.tu) - Е°(к)Ш) = 1 ίωμ a"
1
 J-,(k,u) Е°(к,
Ш
) . (2.23) 
X X d. O HJ X 
Integration with respect to к gives: 
[1
χ
(0,ω) -Ι°(0,ω)][|^1
χ
(ζ,ω) | ] " 
z=0 
ίωμ f- & J dk J E(k s U) Е°(к,Ш) . (2.21+) 
The left hand side of this equation expresses the difference of Ζ(θ,ω) 
and Ζ (Ο,ω) of eq. (2.2). This equation is an exact expression for the dif-
ference of the surface impedance between a theory which contains the J (к,ш) 
E 
term and one which does not. 
Another way to express the result is obtained with the aid of (2.13): 
[і
х
(0,
Ш
) - Ι°(0,ω)]Π| f^U.cü) I ƒ = 
z=0 
= ioni a 2 J dz J (ζ,ω)Ε°(ζ,ω) (2.25) 
O HJ X 
_oo 
((a) is defined in eq. (2.10)). 
The results of eq. (2.23) and (2.2k) are exact from a mathematical point of 
view. The usefulness depends on whether iteration of equation (2.21) with 
Ol 
respect to the functional J (k,u)) converges quickly. In this case the func-
tional may be evaluated for E (к,ω) in lowest order (rather than for 
E (k,ü0). Our analysis will be restricted to such cases in chapters k, 5 
and 6. 
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C H A P T E R 3 
CLASSICAL THEORY OF ELECTRICAL CONDUCTIVITY 
The linear response of an electron system to an electromagnetic field 
was considered from a phénoménologie point of view in the introduction (eq. 
1.1 till I.U). In this chapter the problem will he reconsidered at a micros-
copic level however. It is in particular our purpose to specify the propa-
gators Κ(ζ,ζ·), Cijz-z1!) and Q(z,z') for a classical free electron system. 
The electrons are free in the sense that no mutual scattering nor scattering 
with external objects is considered. The electrons are submitted to forces 
exerted by the e.m. field and, of course, by the boundaries of the system. 
This model corresponds to the description of a metal in the frequency region 
of the extreme anomalous skin effect, or with the description of the Landau-
Vlasov plasma. The geometry of the system is illustrated in figure (2.1); 
the boundaries are represented by the planes ζ = 0 and ζ = -L respectively. 
A classical system of electrons can be described by Boltzmann's distri­
bution function. In the absence of scattering it satisfies the following 
equation of motion: 
|^ f(r, v, t) = -v. 1^ f(r, v, t) - v. 1^ f(r, v, t) (3.1) 
The acceleration ν of the electron as a result of the electromagnetic field 
is given by: 
Σ
 =
 f Ö(r, t) + y xB(r, t) ] . 
The electrons collide elastically with the smooth and rigid boundaries of 
the system. This implies that eq. (3.1) must be solved for the following 
boundary conditions: 
f(x, y, 0, ν
χ
, ν , v
z
, t) = f(x, y, 0, ν
χ
, ν , -v
z
, t) 
and: 
f(x5 y, -L, ν χ, ν , vz, t) = f(x, y, -L, ν χ, vy, -vz, t) (3.2) 
26 
These conditions are usually referred to as the "speculum conditions" and 
must not be confused with the speculum assumptions (eq. 1.3 and 1.5)· Reuter 
and Sondheimer have applied these conditions to the conduction problem of 
metals in their original treatment of the anomalous skin effect (19^0) 
In order to solve eq,. (3.1 ), the equation will be linearized with res­
pect to the amplitude of the electromagnetic field. For this purpose we re­
place 
f(r, v, t) by n0f0(v) + f1(r, v, t) + f2(r, v, t) + ... 
f (r, v, t) is proportional to the first power of the perturbing field etc. 
The factor n 0 (= the unperturbed electron density) has been introduced in 
order to normalize f (ν) conveniently according to 
ƒ d3v f0(v) = 1. 
+ 00 +00 
We define F(v ) by F(v ) = ƒ dv ƒ dv f0(v). (о o) 
Ζ Z X У — \ j · -ι / 
„Ο/ The function f (ν) depends only on the absolute value of ν because of iso-
tropy of the Hamilton function in velocity-space. The linearized Boltzmann 
equation is: 
k f1(r, v, t) = -v. k f1(r, v, t) - £*. E(r. t). 1^ f0(v) . 
The magnetic contribution vanishes on account of the isotropy of f (ν). It 
is convenient to define the function f (ζ, ν ,ω) by means of the following 
trans format ion: 
f ( ζ , ν ,ω) = ƒ dt exp(iü)t) (L L ) "V dx ƒ dy ƒ dv ƒ dv {v f 1 ( r , v , t ) } . 
x z * x y x v x - -
О —oo —
0 0 
Again (ω) is treated as a complex entity in the upper half of the complex 
plane and will ultimately be removed towards the real axis in order to make 
it correspond to the physical notion of a "frequency". The function 
f (ζ, ν , ω) obviously satisfies: 
Χ ζ 
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Э „ , χ . n
0
e 
-ΐωΓ^ίζ,ν,,,ω) = -ν,, — Γ
ν
(ζ,ν
β
,ω) + -jj- FÍv^) Ejz.ai). (3.U) 
χ ' ζ' ζ 3ζ χ ζ Μ ζ χ 
In order to derive this equation we have used the defining equation (2.1) 
with respect to E (r, t). Terms which contained partial derivatives with 
respect to χ and у have disappeared because of periodicity along these di­
rections. It should furthermore be mentioned that partial integration with 
respect to ν has been performed in order to arrive at (3.1+). The system is 
X
 1 
assumed to have been in thermal equilibrium until t = 0, hence: f (r,v,0)=0. 
Since the boundary conditions (ЗД) couple the value of f (ζ,ν ,ω) and 
that of f (ζ,-ν ,ω) it is convenient to consider the following functions: 
f (ζ,ν .ω) = f (ζ,ν -ω) + f (ζ,-ν .ω) 
ζ 
and 
f"(z,v
z
,u) = fx(z,vz,ü)) - ί
χ
(ζ,-ν
ζ
,ω) . (3.5) 
The speculum conditions require f (ζ,ν ,ω) to vanish at ζ = 0 and ζ = -L 
+ -
 Z
 . 
respectively. The functions f and f satisfy the following equations: 
ΐω^(ζ,ν
ζ
,ω) = v
z
 -^ Г ( 2 , 2, ш) - 2 ^  F Í Y ^ Z . C Ü ) 
and: 
— Э + iüüf (ζ,ν ,ω) = ν τ— f (ζ,ν ,ω) . 
' ζ ' ζ 3ζ ' ζ 
Consequently, 
( ω 2 + ν^ 3 _ ) ΐ+(ζ,ν
ζ
,ω) = 2ΐω ^  F(v
z
) Ε
χ
(ζ,ω) . (3.6) 
\ 9ζ ' 
Э + 
This equation is subject to the boundary condition: ν — f (ζ,ν ,ω) = 0 at 
Ζ ο Ζ Ζ 
ζ = 0 and ζ = -L because f (ζ,ν ,ω) vanishes at the boundaries. Application 
of the transform defined by eq. (2.11) yields: 
(ω2 - v2k2) f+(k,v
z
,U) = 2ΐω ^  Y^fi^,*) 
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or 
^+ n
0
e
 F ( V
Z
)
 ^ 
f (к,
 2 5 Ш ) = 2 ί ω - ^ 2 2 2 Ех(к,ш) . 
ω -ν к 
ζ 
The current density J (к,ы) follows from: 
J (к)Ш) = e J dv f (k,v ,ω) . 
о 
Hence , 
J(k,(ü) = а(к,ш) E (к,ω) (3.7) 
Χ χ 
with: 
. ο 2
 r
 F(v ) 
a ( k . » ) - ^ - J dv
z
 ^ ^ (3.8) 
(note: Ітш > 0). 
The function a(k,ü)) is readily identified as the bulk conductivity by ap-
plying Fourier analysis to eq_. (3·^). 
Comparison of equation (3.7) and (2.17) shows that the Q(z,ζ')-terni 
vanishes indeed for the classical treatment in the absence of an external 
magnetic field. Equations (3.7) and (3.8) could hence also have been ob­
tained with the aid of the speculum assumption of eq. (1.5)· This proce-
7)12) 3) 
dure is frequently followed in literature . Felderhof has noticed 
that the solution of the problem of electrical conductivity for this parti­
cular model is not uniquely determined by eq. (3.2) only, unless a condi­
tion of causality is imposed. This condition implies that the system re­
mains undisturbed until waves (from the vacuum) have arrived at its sur­
face. This non-uniqueness is removed in our analysis by the requirement 
that the system is in thermal equilibrium until a certain instant (t = 0) 
after which the interaction is switched on. This permits us to consider ω 
as a complex entity with Ιιηω > 0. 
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3.1 Application to metallic densities, 
For low temperatures the distribution function of an electron system 
is quite accurately approximated by the zero temperature one. F(v ) reduces 
3 2 2 ι ι Z 
to: —r- (ν,,-,-ν ) if ν <v_ and zero elsewhere. 
, 3 F ζ ζ ' F 
F 
ν represents the velocity of an electron at the Fermi surface. The expres-
r 
sion for а(к,ш) of eq. (3.8) reduces tc 
a(k,ü)) = 
. о 2 in e I 
M ] 
3 
- wFk ί
1 » 2 ^ 
ф
г> 
ί,η 
ω-Vpk 
ω+ν к •f 
ω 
2. 2 
V F k 
Зтті / 
2. 2 ^ F - l f l ) (3.9) 
(the θ-function is equal to 1 for positive arguments and zero elsewhere). 
It will be shown a posteriori that the value of | -r- | may be neglected in 
11* -1 
comparison to v^ , in the frequency region ω < 10 rad sec for metallic 
Γ 
densities, in order to calculate the value of the surface impedance of an 
electron system. Eq. (3.9) reduces to 
- о 2 
Η \ 3π η e 
а(к
'
ш) =
ТГ M^kl 
the well known expression for the transverse conductivity of a free electron 
7) 
system . Substitution of this expression into eq. (2.22) gives rise to the 
following expression for the electric field: 
E
x
(k l U) = 2 |- Ё (ζ,ω) dz χ4 ' 'J 
z=0 
,2 . α" 
к - ι тг 
-1 
(з.ю) 
In consistency with the previous approximations we have neglected the value 
of — in comparison with the velocity of light (c). (in other words: we ne-
gleet the displacement current). The wave number (a) in equation (3.10) is 
defined as : 
α = 
li 
1+ 
ω ω 
Ρ_ 
2 
с ^ 
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if ω represents the plasma frequency: 
2 n e 
ω = 
ρ ε M 
^ ο 
The wave number (α) introduces a natural unit of length for the conduction 
phenomen; its reciprocal value is referred to as the "skin depth". This be­
comes explicit if we apply the transform of eq.. (2.'\k) to eq. (3· 10),giving: 
00 
2 Г к 
Ζ(ζ,ω) = — J dk cos(kaz) 
4
 ' ' ITT« ^ v ' 
πα
 J
 ' 3 . 
о к -ι 
Ζ(ζ,ω) is defined by equation (2.2). 
We define: 
Ζ(ζ,ω) = — Ε(αζ) (3.11) 
if the function E is defined as: 
00 
S U ) = ƒ dk cos(k4) - ^ - (3.12) 
о к -i 
It is easily shown that: 
R e i S U ) } =1 e x p U ) + | e x P ( i ç ) s i n ( i ξ Π + f ) (3.13) 
i f ξ « 0 . 
The sur face impedance follows from: 
Ζ(0,ω) = І ^ (1 + ^ і\Лз). (зли) 
In view of our approximations the validity of (3.11+) is reduced to | —|< v_. 
. . . 1^  -1 α ϊ 
For metallic densities this corresponds to: ω < 10 rad sec 
We shall confine our interest to this frequency domain in the following 
chapters. In agreement with the notation of eq. (2.22) we refer to the f unc­
tion Ζ(ζ,ω) of equation (3.11) as: Ζ (ζ,ω) in the following chapters. 
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Shape of the electric field corresponding to a semi - c lass ical 
treatment of the extreme anomalous skin region 
figure 3 -1 
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C H A P T E R 4 
QUANTUM THEORY OF ELECTRICAL CONDUCTIVITY 
In this chapter we reconsider the free electron system of chapter 3 
from a quantummechanical point of view. The system is both geometrically 
and. dynamically identical to that of the preceding chapter (see figure 2-1). 
The smooth and rigid boundaries are represented by the planes ζ = 0 and 
ζ = -L respectively. The lower boundary (z = -L) is ultimately removed to­
wards infinity in the limit L -»• ^ . 
Analogous to the treatment of chapter 3 we consider the propagator 
Κίζ,ζ') of eq. (1.1) from a microscopic point of view. The propagator 
QÍZjZ'), defined by eq. (1.U), appeared to vanish for the classical treat-
ment of the previous chapter. It will be shown that this is no longer the 
case for a quantum treatment. For this reason the Q(ζ,ζ')—propagator is 
referred to as a quantum correction in the theory of the anomalous skin 
effect. Since Q(z,z') is non vanishing, it would Ъе incorrect to make use 
of the speculum assumption for the quantum treatment of this chapter (see 
chapter 1). In order to determine the value of the surface impedance, use 
is made of the theory of chapter 2. In order to avoid confusion with ex­
isting literature we shall not refer to the boundary conditions as "specu­
lar", although the surfaces are considered to be perfectly smooth and rigid. 
The fundamental difference of the treatment of this chapter with that 
of the previous one is that no use is made of the concept of a distribution 
function in the six-dimensional configuration space (μ-space). It is well 
known that the notion of a distribution function breaks down for a quantum-
mechanical treatment because of the fundamental impossibility to localize 
particles in y-space. This is a consequence of Heisenberg's uncertainty 
relation. Under certain circumstances, when the disturbances (fields) are 
sufficiently slowly varying in space, it is believed that the classical and 
quantum treatments will be equivalent. It is not obvious whether this is 
the case for the anomalous skin region. A crude check for this assumption 
is to determine the value of the ratio (λ) of the skin depth (a ) and a 
"typical" de Broglie wavelength along the Z-direction. A typical de Broglie 
wavelength may be that of an electron which spends a time comparable to 
(half) the period of the electromagnetic field inside the skin layer (see 
chapter 1). Because the velocity component along the Z-direction of such an 
electron is of the order of magnitude (ω/α), the just mentioned ratio (λ) 
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is given by: 
2Μω ,, „ч 
λ = — . (H.I) 
α 1i 
It will be shown that (λ) is just the parameter which determines the 
quantum correction corresponding to the non vanishing QCZJZ 1) term. This 
quantum correction happens to be of the same order of magnitude as the cor­
rection which is generally ascribed to roughness of the surface. It has ta­
citly been assumed that no scattering with impurities or with phonons occurs 
during a time comparable with the period of the e.m. field. In terms of a 
relaxation time (τ) this implies: ωτ > 1. 
The analysis of this chapter is based on the concept of the density 
operator. The procedure of the density operator has been outlined in appen­
dix B. Since the particles are dynamically independent, it is legitimate to 
restrict ourselves to the description of the single particle density matrix. 
The particles are only subjected to forces excerted by the electromagnetic 
fields and by the walls. Although the self-consistent Hartree field is es­
sentially due to mutual Coulomb interactions, it does not have to be ex­
cluded and will be considered as a part of the electromagnetic field. The 
free electron system which we investigate possesses the following symme­
tries: 
(1) translation invariance with respect to the X- and Y-directions. 
(2) reflection symmetry with respect to the Y-Z and X-Z planes. 
Due to the first type of symmetry it is obvious that the average current 
density in a plane (z), J (ζ,ω) depends only on averaged (vector) potentials 
Α (ζ,ω), Α (ζ,ω), Α (ζ,ω), φ(ζ,ω) and not on spatial fluctuations about 
χ y ζ 
these averages. Due to the second type of symmetry it is readily seen that 
the contributions of Α (ζ,ω), Α (ζ,ω) and φ(ζ,ω) to the value of J (ζ,ω) 
У ζ χ 
must vanish. In other words, the transverse and longitudinal modes are un-
3) -
coupled and J (ζ,ω) is only determined by Α (ζ,ω). 
The single particle Hamiltonian of the electron system is represented 
by: 
H =
 h. Ь? " e -(^' 3 + e <i>
w
u) + e Ф ^ . t ) (h-2>> 
A(r, t) and ф(г, t) are the (vector) potentials of the electromagnetic 
3U 
field, φ (q) is the potential of the rigid wall, ("h p) and (q) are momentum 
w — — — 
and position operators of a particle. The functions A(r, t) and ф(г, t) are 
considered to depend explicitly on time. It has been outlined in chapter 2 
how the field functions must be determined self-consistently from Maxwell's 
equations. The Hamiltonian H can be separated into an unperturbed part H 
and a (linearized) perturbation H according to: 
Н ^ ^ + е ф ^ ) (U.3) 
Ht = " м~ 2 · - ( ^ ' ) + e φ (ΐ» t ) ( U , U ) 
Note that we have chosen Coulomb's gauge: div A(r, t) = 0. 
It is convenient to define Η according to: 
ω 
oo 
H 1 = J dt expCiüjt)!^ . (U.5) 
The normalized eigenfunctions of Η belonging to an energy E are: 
ι _ i 
< r | k > = < r | k к к > = 2 2 ( L L L) 2 exp i(k x+k y) sin к ζ (U.6) 
- ' - - ' x y z x y - ^ x y ζ 
with: 
*Ы
 = 1м ( к х + к у + к ^ · ^ - T ) 
The complete set of eigenf\mctions is obtained for the following set of 
(k)-values: 
к = 2тг(Ь ) .integer 
к = 2ÏÏ(L )"1.integer (k.Q) 
%f »7 
к = ir(L) .positive integer 
Zi 
The requirements for к and к are a consequence of the periodicity in the 
X- and Y-directions, whereas the restriction for к is due to the rigid 
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boundaries for ζ = 0 and ζ = -L respectively, It should be noted that the 
i ' 
iiltffiâl IS fi u 
À!\ 
αϊ ι 
гііГгг 
ι л uu, 
ψ 
e 
Мл 
I i/uh 
The linearized current density component along the X-direction is re­
presented by: 
J (r,t) = -I" e Σ < [v .,6(r-q. Л > - •§- A (r,t) Σ <6(r-q.)> 
χ - 2 . '-xj - -j -J+ t Μ χ -' . - -j eq 
J J 
(U.9) 
(j = particle index).
 t 
ν is the velocity operator of a particle for the unperturbed system: ν = — . 
The symbols < >. and < > refer to the non-equilibrium expectation value 
at time (t) and the equilibrium expectation value respectively. Because of 
translation invariance of the system along the X- and Y-directions it is 
legitimate to replace: 
v-1 
Σ <6(r-q.)> by (L L )" Σ <6(z-q .)> 
- -J' eq J χ y . 4zj eq 
J J 
Transformation of eq. (U.9) according to transform (2.1) yields; 
•
Γ
χ
( ζ
·
ω ΐ =
 2LT 
χ у о 
dt βχρ(ίωΐ) Σ < Γν .,δ(ζ-α . )Ί s 
,„
 T A (ζ,ω) Σ <б z-q .)> ML L χ ' ^zj eq 
x y J оч. 
(U.10) 
The non-equiliЪriгж expectation value of (U.10) is evaluated by means of 
the formalism of the single particle density matrix of appendix B. For this 
purpose we refer to eq. (B 9) and (B 10) where the single particle operator 
j must be replaced by Γν ,6(z-q )Ί ,. The interaction Hamiltonian Η is 
" i — χ ζ J + ω 
given by equation (H.5)· Because of the just mentioned symmetry arguments, 
only the following part of (U.5) will give a non-vanishing contribution to 
the value of J (ζ,ω): 
Η —> - тг" Ρ A (q ,ω) 
ω M x x uz' (U.11) 
(this is also obvious from inspection of eq. (B 10)). 
Evaluation of eq. (^ .10) according to eq. (B 9) in terms of the eigenstates 
of H gives rise to: 
p 
J (ζ,ω) = —5 Σ sin(k ζ) sin(k ζ) к 
X
 M^VL {к ,k } 1 Z ¿ζ χ 
χ у 
{ k1z' k 2z
} > 0 
f0(k ,k ,k )- f0(k ,к .k ) ? 
X
 У
 2 Z
 2 2
 X
 У
 1 Z
 J dz' Bin(k z») sin(k2zz')Äx(z'sU) 
u
-aîik2B-k1z) -L 
2 
^ - Ä x ( z l U ) Σ f 0(k x Jk y Sk z) sin 2(k zz). (U.12) 
{ k x ' k y } 
{ k z } > 0 
The summation convention for к , к and к is that of equation (U.8). The 
χ у ζ 
function f (к) is the Fermi-Dirac distribution function for the energy E(k). 
Because the summand is even with respect to к and к respectively, it is 
possible to extend the summation to negative values of k, and к
л
 and add 
* 1z 2z 
a factor ц. Let us now remove the lower boundary towards (minus) infinity. 
This allows us to replace the summations over (k) values by integrations 
according to: 
L L 
Σ + ^ í u k ; Σ ^ - ^ J d k ; Σ - > ^ ƒ d k . 
2π J χ , 2π у , π J ζ 
к к к 
χ у ζ 
It is convenient to introduce the following variables into eq. (U.12): 
k 1 z = p - i к 
k2z = ρ + l к . 
The expression for the current density (eq. ^.12) becomes: 
е
2+ Г
 2 
J (ζ,ω) = т-у- J dk dk dp dk (cos kz - cos 2pz)k 
1ÒM π -«· 
f0(k к p+^k)-f0(k к ,p-ik) ° 
—¿ r—γ ==—¿! J dz'ícos kz'-cos 2pz»)A (ζ',ω) + 
ω- — * - — —"о 
M 
+00 
Ä (ζ,ω) J dk dk dk f0(k ,k ,k )Гсоз(2к z)-l"| . (^ .13) 
χ ' χ у ζ χ' у' ζ
 L
 ζ -
1 ч
 ' 
—00 " " 
Due to the fact that the function f (к) is even with respect to the compo­
nents of k, eq. (U.13) can be simplified to: 
oo +ш
 0 
J (ζ,ω) = — — г - J dk cos(kz) J dp J dz'Ccos kz'-cos З р г 1 ) ! (ζ',ω) 
UM π Ο _ΟΟ _ΟΟ 
J
 x y x Ъ pk 
—со _oo " м_ » 
M 
2 
+ -2— A (ζ,ω) J dk dk dk f0(k ,k ,к ) Гсоз(2к z)-1 Ί . 
8Μπ 3 χ ' ^ x y z x ' y z 
(U.iU) 
_ 00 
For the proof of eq. (U.lU) it is convenient to make use of the substitution 
ρ -»· i к ; к -»• 2р. 
At this point we introduce a normalized distribution function f n(k) which is 
normalized in к space according to: 
-κ» -1 
Л к ) = f0(k) [ƒ d\ f0(k)] = (2π)"3 (η0)-1 f0(k) . 
The symbol η represents the average electron density (—). It is convenient 
to introduce the function F(k ) , defined by: 
F(k ) = ƒ dk ƒ dk f n ( k ) . 
ζ X V -
_CO —oo ^ 
+00 
This function obviously satisfies: ƒ F(k) dk = 1. 
—00 
In terms of the normalized distribution function, equation (i+.lU) reads: 
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- 2-t O » +00 o 
J (ζ,ω) = τ — ƒ dk cos kz ƒ dp ƒ d z ' ( c o s k z ' - c o s 2j>z,)A ( ζ ' , ω ) 
Λ _ , £ 1 Χ. 
ТГМ О —
0 0
 —'з
0 
+0О +00 
ƒ ƒ dk dk (к ) 
x у χ 
^ ( к ,к . р + і к ) - Л к
 v
, k .p- ik) 
_oo
 H o o 
ω-
1i Pk 
M 
o 2 +~ o 2 
+
 ^ Ϊ Γ " ^ х
( г
'
ш )
 •
Г
 ^ z
 F ( k
z
) c o s ( 2 k
z
z ) - ^ i f " Α
χ
(ζ,ω) ( ^ . 1 5 ) 
Or, a f t e r a p p l i c a t i o n of (2 .13) : 
о 2+ +00 
} (к,ω) = 5 _ | Λ ƒ dp { А (к,ω) - Α
γ
(2ρ,ω)} 
M - 0 0 
+00 +00 
ƒ ƒ dk dk (к ) 
x y χ 
p f
n ( k , k , p + S k ) - f n ( k .k p - i k ) 
_ œ —oo 
ω -
ΐ> Pk 
M 
о 2 +~ 
η e 'Χ, 
о 2 
η e ƒ dk F(k ) A (к - 2k ,ω) -
 M 
Μ ζ ζ χ ζ ' Μ 
А ( к , ω ) . (U.16) 
While deriving eq. (l+.іб) no approximations have been made, except the 
replacement of discrete summations over quantum numbers (k) by integrations, 
and linearization with respect to the electromagnetic field. Equation (U.l6) 
can be simplified further if f (к) is replaced by the zero temperature dis­
tribution function, which is a good approximation for the low temperature 
behaviour because of the high degeneracy of the Fermion system. For Τ = 0 
we have: 
F(k ) =« 
ζ 
lkzl < kF 
\\\ >'S 
and: 
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+00 +00 
ν2 „η, ƒ dk ƒ dk (к ) f (к , к , к )= < 
X у х χ У Ζ ' 
_ α > — со " " 
3 ( k F - k z ) 2 
^ 4 if i k j < кр 
i f | k
z
l » k p 
F o r t h e r e g i o n ( 1 ) o f f i g u r e (h-l) i t f o l l o w s t h a t : 
+00 +0O 
ƒ dk ƒ dk (k f { f n ( k .k ,p+5k) - f ^ k ,k , p - i k ) } = ,2 f . ^ 
y ' X' ' x ' y ' 
χ ' y J 
= - pk F { (p 2 +¿ к 2 ) 2 } . (U.17) 
The e x p r e s s i o n on t h e l e f t o f e q . (U.17) v a n i s h e s f o r t h e r e g i o n s ( 3 ) , ( 5 ) , 
( 7 ) and ( 9 ) o f f i g u r e ( H - l ) . 
figure 4- 1 
The f u n c t i o n s А (к,ш) and E ( к , ω ) a r e r e l a t e d b y : E ( к } ш ) ίω А (к,ω) be­
cause of the identity: 
E (r, t) = 
χ -' 
- I t V i . t ' - i : •«£.*> 
The expression for the current density of eq. (П.іб) can be simplified con-
Ho 
siderahly if we substitute the result of eq. (4.17). Furthermore we restrict 
the integrations over (k ) and (p) of eq. (Ь-.іб) to values smaller than I k_. 
This introduces an error for the value of the surface impedance of order 
(a/k ), which is neglegible for the frequency region of interest, 
ω 
<10 rad sec . Equation (Н.іб) reduces to: 
к™ --4?t * '^.»Ч^-» FJhb]ä1 
-i*F ω - M 
or: 
η ? V 2 2 І 
Jx(k,iü) = •iSjjS- ƒ
 і р
{ Е
х
( к 5 Ш ) - Ε χ (2 Ρ ί ω)} l Ü B - i i L l l . (li.18) 
k.1 Comparison with the classical theory. 
Equation (І+.18) is of the type: 
J (k,üj) = а(к,ш) E (к,ω) + J (к,ω) 
Χ Χ ilj 
with: 
tv ì i n e f Η F { ( p 2 + ì k 2 ) 2 } 
-
2 k F ω - M " 
and: 
i n 0 e 2 
M J 
-
k F 
dp Ε
χ
( 2
Ρ ) ω) F { ( p
2 
ш -
+ ¿ k 2 ) ' } 
ΐ pk 
M 
J E ( k s U ) = - üLjE- j  ^ ( 2 ρ > ω ) ^ Р ^ ; / ( u . 1 9 ) 
а(к,ш) is readily identified with the corresponding classical expression of 
iti 
/к \ 
eq. (3.3) apart from a slight correction of order ( — J which is related 
to the Landau diamagnetism which can be disregarded in this treatment. It 
vanishes, for instance, within the accuracy for which eq. (3.10) has been 
derived. 
^ / \ . . . . . The extra current J (к,ш; is accordingly identified as the quantum correc-
tion in view of eq. (3.7). 
The function E (к,ω) must be determined from equations (2.21) and (h^9) 
respectively. This gives rise to an integral equation which we iterate with 
respect to the functional J (к,ш). The lowest order solution is represented 
^ ^o by equation (2.22): E (к,ω) = E (к,ω). 
r^j χ χ 
The expression for J (к,ω) becomes in this order: 
^ ^  ϊ in0e2 Γ , £o,0 » F{(p2+¿ к
2)Ь 
J E U * u ) = - -ТГ- J,, d p Εχ ( 2Ρ' ω ) — * ispk 
-**F » M 
^о The function E (к,ω) is replaced by its expression of eq. (3.10). After a 
suitable change of variables this equation reduces to: 
α IS -g Ρ - - j ^ - λ- p(-j + ιε 
The parameter (g) is an abbreviation of (k /a); the parameter (λ) has been 
г 
defined by eq. (k.î). Typical values for electron systems with metall ic den-
s i t i e s are: 
x . io"2 J / 3 
7 - 1 / 3 g л, Ι Ο 1 ω / û 
(U.21) 
More accurately, (λ) follows from λ = 0.023 ω ( — ) ' in Μ.Κ.S. 
F 
units (compare: "Symbols and Abbreviations"). 
О/ 
This extra current Л Дк.ш) introduces a small correction to the classical 
theory if the value of |ίωμ J (к,ш)| is small compared to |2a| (see equa­
tion (2.21)). Explicitly, 
1+2 
1 / g _ J £ ] 
ir 2 i . / k\ _,_. 
<1 . (U.22) 
o p p i 3 
We have r e p l a c e d F{5(a ρ +k ) } by -j-r— . This i s l e g i t i m a t e a p a r t from a 
-2 . 7 . 
correction of the order of g . Explicit use is made of the definition of 
(a). 
It follows from eq.. (U.22) that the correction due to the <І„(к,ш) term is 
small for λ> 1. In order to see this we have made use of the identity: 
„· r j 1 ! 2a 
fcim ƒ dp — -. τ— = - —π — - — 
ι л
 2
 ι p-a-ιε 3 2 
ІРІ 
г— ^ о li 
.. a In a 2π i \П a (a +1 ) . _. a 2i —p — - —r* + ιπ 
а
ГГТ" 9 т ^ 7^7 
(Im а г 0) (1*.23) 
The quantum correction is a small one if the characteristic de Broglie wave­
length is small in comparison to the skin depth. This reduces the applicabi­
lity of the iteration procedure to ω >10 rad sec 
The quantum correction is extremal for (k)-values in the vicinity of k^aX. 
These values of к are small m comparison to (11,) if λ < — or, λ <g,which 
11* -1 . α 
corresponds to ω < 10 rad sec . For this reason we perform the procedure 
of iteration of eq. (2.21) with respect to J (k,u>) for the frequency region: 
¿C 1 ) ι 
10 < ω < 10 rad sec- . The quantummechanical correction of the surface 
impedance is given by equation (2.21+). This gives: 
-1 
Ρ
χ
(0,ω) - Ε°(0,ω) ].[{ ^ Ε
χ
(ζ,ω)} ] 
z=0 
= α — ¿im ƒ dk (к - -щ )~ f dp (ρ - π - ) (Л-рк+і
Е
)~ 
-1+(
α
λπ)"1 7 ^ . ^ , - ι , ; . . ι . 
1+3 
. . r i ξ^ ηζ Ц i±¿
 + Χ ξ^ г Ί 
- 1 , (ξ i s an abbreviation of λ к) (h.2k) 
The second ident i ty has been derived with the aid of (Í+.23). The inte-
gration of eq. (h.2h) can be performed analyt ical ly and gives: 
[Ε
χ
(0,ω) - Ε ° ( 0 , ω ) ] [ % Ε
χ
(
Ζ
, ω ) } ] 
z=0 
-1 
2 Ц . [ 1 ΐη2λ + i - (-8λ49λ 3 -8λ 2 + 7)] + 
1 — Α 
+ — г Ι (λ - zrìlnX + —^=- (λ -λ )J 
π α 1 ο
1
- 3 ¿ ι 
(^.25) 
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Relative quantum correction of the real part of the surface 
impedance for a free electron system (r = oo). 
figure 4- 2 
kh 
λ has been defined by eq. (U.l). The relative increment of the imaginary 
part of Ζ(Ο,ω) with respect to its classical value is illustrated in figure 
k-2. The function Ζ(ζ,ω) is defined by eq. (2.2); in particular we have: 
Ζ(0,ω) = Ε
χ
(0,ω) Q f^ Ε
χ
(ζ,ω)} ] 
-1 
z=0 
The iteration procedure of eq. (2.21) with respect to J (к,ш) is expected 
to converge quickly if the quantum correction is a small one, which happens 
to be the case for most frequencies as it follows from fig. h-2. 
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Relative quantum correction of the real part of the surface 
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For convenience we have taken λ = 0 0 1 ω , ' 3 
figure 4 - 3 
U5 
h.2 Application to metals. 
In chapter 1 it has been mentioned that our model is expected to cor­
respond to the description of a metal for the region of the extreme anoma­
lous skin effect. The question arises how the theory can be extended beyond 
this region; in particiliar to cases where ωτ < 1. A particularly simple ex­
tension can be made for the case that scattering can be discussed in terms 
of a relaxation time. The imaginary part of the frequency (ω) will not be 
identified with zero after the calculations have been performed, but will 
be identified with a finite reciprocal relaxation time. For the extreme 
case: ωτ <<1, the concept of effectiveness, ν ^—.transforms into: ν ^ — 
' * za ζ ατ 
in agreement with Pippard's well known criterion. It follows from the transi­
tion between eq. (1+.19) to (^ .20) that (λ) must be considered as a complex 
number with: 
R e ( A ) = ^ ( > 0 ) 
and: 
2M Im(x) = — - — if (τ) represents the "relaxation time". (it.26) 
α "Κ τ 
It follows from careful examination of the integrations leading to eq. 
(k.2k) and (U.25) that equation (Ì+.25) is also valid for complex values of 
(λ). This extension is limited by the validity of eq. (3.10) and by the as­
sumption that a relaxation time may be introduced according to the above 
mentioned procedure. For finite relaxation times, the quantum correction 
is reduced. The effect of a finite relaxation time is illustrated in figure 
Sommarizing. 
The quantum correction in the theory of the anomalous skin effect is 
given by the expression of eq. (it.25). It has been assumed that the quantum 
correction is sufficiently small to allow iteration of eq. (2.21) with res-
pect to the kernel J (к,ш). The lowest order solution of the iteration pro-
cedure has been used to arrive at eq. (it.25). The variable (λ) is a posi­
tive real number if no scattering is considered. If scattering may be ac­
counted for by means of a relaxation time, the variable (λ) is given by eq. 
(U.26). 
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C H A P T E R 5 
QUANTUM AND CLASSICAL THEORY OF ELECTRICAL CONDUCTIVITY 
FOR A GENERAL SYSTEM IN AN EXTERNAL MAGNETIC FIELD 
This chapter deals with an electron system placed in a homogeneous sta­
t i c magnetic f ield В . This f ield is directed p a r a l l e l to the Y-axis and is 
represented by the vector potent ia l A = (Bz, 0, 0) . The reason for the 
choice of t h i s par t icu lar gauge is mentioned in appendix A. The general con­
siderations of chapters 1 and 2 apply t o the system which we investigate in 
t h i s chapter. The geometry i s i l l u s t r a t e d in figure 2-1. In the l imit L -»• <» 
the system becomes a semi i n f i n i t e one. I t i s again our purpose t o determine 
the value of the function Ζ(ζ,ω) for ζ = 0. Ζ(ζ,ω) has been defined as: 
d - " 1 
Ζ(ζ,ω) = Ε (ζ,ω) [{-τ- Ε (ζ ,ω)} ] . (5 .1) 
ζ = 0 
In order to investigate the magnetic dependence of this quantity, our ana-
lysis will concern the value of: — Ζ(θ,ω). It will be shown that the value 
Э 
of -r^· Ζ(0,ω) can be expressed in terms of a Greens function, both for a da 
classical and for a quantummechanical treatment. It is assumed that the 
following general conditions are satisfied: 
1. linear response theory with respect to the self consistent perturbing 
e.m. fields can be applied. 
2. the electron spin does not have to be taken into account. 
3. the system possesses reflection symmetry about the XZ-plane and trans­
lation symmetry along the X- and Y-directions. 
k. the correction to the value of the surface impedance due to the applied 
magnetic field is a small one. 
It is our aim to investigate the differences between the classical and 
the quantummechanical treatment if both refer to the same system. It follows 
that the following typical differences occur for a free electron system: 
a) the quantum treatment gives rise to "de Haas-van Alphen" -oscillations 
16) in contrast to the classical theory 
b) a discrepancy exists if a "typical" de Broglie wave-length along the Z-
direction is of the order of magnitude of the skin depth. 
The first type of difference (a) has been investigated at length in litera-
kl 
ture and will not be discussed here. The second discrepancy is formally ana­
logous to the discrepancy which has been discussed in chapter h, although 
the phenomen is no longer determined by the parameter λ only. In fact, a 
new parameter occurs in the theory which depends on the value of the magne­
tic field. The experimental consequence of the second (b) discrepancy is 
discussed in chapter 6. It will be shown that for the particular case of a 
cylindrical Fermi-surface, the surface impedance is expected to be an os­
cillatory function of B. This result is easily identified with experimen­
tally observed behaviour of the surface impedance for weak applied magnetic 
fields6)8). 
5.1 General expression for the magnetic dependence of the surface impedance. 
Equation (2.25) is an exact expression for the value of the surface 
impedance. In terms of Ζ(ζ,ω) it reads: 
1 о 
Ζ(0,ω) - ΖΟ(0,ω) = ίωμ a" ƒ dz ¿Γ
ι:ι
(ζ,ω)Ζ0(ζ,ω) . (5.2) 
о ь 
It should be realized that J (к,ω) is a linear functional of E (k,ii)),where-
ъ
 x 
as the function E (к,ω) must be evaluated from eq. (2.21). The functional 
я» 
^(к,ш) is defined in equation (2.17)· The bulk conductivity а(к,ш) of equa-
tion (2.I7) is required to be the value for В = 0. The entire magnetic de-
-
 . ^ pendence of the propagation is hence incorporated in J (к,ш). Note that 
a(k,co) does not depend on B. 
At this point we make use of the fourth restriction which allows us to 
л, 
iterate equation (2.21) with respect to the functional J (к,ы). The lowest 
<\, £ 0 
order solution of the iteration procedure is: E (к,ω) = E (к,ω). The func-
tion E (к,ω) is defined in eq. (2.22). An explicit expression for a free 
X
 ^ 
electron system is given by eq. (3.10). The functional J (к,ш) must be eval­
úo 'Vi 'ν» 
uated for E (к,ω) rather than E (к,ω) in this order. Alternatively, J (k,io) 
X X iij 
must be determined by linear perturbation theory with the perturbing field 
equal to E (к,ω) in lowest order. Because Ζ (ζ,ω) does not depend on B, it 
follows from equation (5·2) that 
Ig Ζ(0,ω) = ίωμ
ο
 J^ [a-1 ƒ dz ^ (ζ,ω) Ζ0(ζ,ω) ] (5-3) 
1+8 
^(ζ,ω) is a linear functional of Ζ (ζ,ω) which must still he determined by 
linear response theory. Because a(k,(i}) does not depend on B, equation (5·3) 
is not altered if ^ „(ζ,ω) is replaced by J (ζ,ω) which leads to: 
ili X 
я я ι
 0 
|g Ζ(0,ω) = ίωμ
ο
 |g [a"' ƒ dz ^ (ζ,ω)Ζ0(ζ,ω)] . (5.U) 
—со 
The functional J (ζ,ω) represents the total current density if the system is 
perturbed by the field Ε (ζ,ω). 
It only remains to establish the linear relationship between J (ζ,ω) and 
Ε (ζ,ω). The linearized component of the current density along the X-direc-
tion is represented by the expectation value: 
Jx(r,t) = l e ^<[vx.,6(r-S.)]+>t -¿AÌnt(r,t)Z<6(r-a.)>eq> (5.5) 
J J 
(j = particle index). The self consistent perturbing e.m. field is repre-
" T-i-t-
sented by the vector potential A (r,t). Because of the translation in-
variance along the X-direction it follows that: 
Ε
χ
(ζ,ω) = ΐω Α
χ
 (ζ,ω) (5.6) 
ν is defined as the velocity operator for the unperturbed system: 
ν = Μ"
1
 {Τ,ρ - eA0(<i)} (5.Τ) 
Σ <5(r-q.)> is the equilibrium expectation value of the electron density 
J 
at point r in the presence of the applied magnetic field. Because of the 
translation invariance along the X- and Y-directions we have: 
Σ < 6(r-q.)> = η (ζ). 
• - h eq 
Application of the transform defined by eq. (2.1) to eq. (5.5) yields: 
'
JJ^ - 2 L V " dt еІШ Σ ^ v
x
.,6(z-q )]
+
> - ¿ η°(ζ)Αίηΐ(ζ,ω) 
χ y Ο J 
(5.8) 
1+9 
Let us define the operator F according to: 
F = Σ ν . Z0(q ω) . (5-9) 
J 
It follows from eq. (5·δ): 
о
 α, 
ƒ dz J (ζ,ω)Ζ0(ζ,ω) =
 τ
 Θ
τ
 ƒ dt Θχρ(ίωΐ) <F>. 
Χ L· і_і t 
-°° Χ у О 
• 2 o 
+ ^ - а ƒ dz η0(ζ) {Ζ0(ζ,ω)Γ . (5.10) 
The expectation value of the operator F at time (t) follows from eq.. (B 8) 
or (B la)· The Hamiltonian (Hamilton function) ^ & for the perturbed system 
is represented by: 
* = 3t0 + xl 
with: 
tt0 = ¿ Μ Σ(ν.)2 + Σ v. + 1 Σ φ(α.,α.) (5.11) 
j "J j J ¿Φι J 
and: 
Ж? = -e Σ v..AÌnt(q.,t) (5.12) 
t j -j - -j 
(V. and <t>(q..,q..) represent single particle and two particle interactions). 
«чяі . 
Ж i s def ined according t o : 
'ft1 = ƒ dt exp(iiüt) SC!! = - e I dt θχρ(ΐωί)Σ v . . A i r l t (q . , t ) . (5.13) 
ω
 0 t . -j _ .j 
Because the operator F does not depend on the X- and Y-coordinates, and be­
cause the system is invariant for translations along the X-and Y-directions, 
it is obvious that <F>, is unaffected by the part of the interaction 36 
t r ω 
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which is not translation invariant along these directions. The translation 
invariant part of the interaction is just: 
_int 
-e Σ V..A (q . ,ω) . (5.11+) 
• ~J - ¿J 
J 
Because of reflection symmetry about the plane perpendicular to В (replace­
ment of q by -q etc.) it is obvious that the terms of the interaction 
which contain Ain. do not contribute to the value of <F>, . <F>, is hence 
У t t 
only determined by the following part of ¡ft : 
ω 
int 
-e Σ ν . Ä (q .,ω) = — Σ ν . Ë (q .,ω) = — a F . (5-15) 
. xj χ zj' ω . xj x uzj' ω 
J J 
The just mentioned symmetry arguments are readily checked by inspection of 
(B 8) realizing that both ЧС and F are invariant for the symmetry opera­
tions. It follows from eq. (B 8) that: 
ƒ dt exp(icot) <F>t =υ<[> ω,Γ]_> . (5.16) 
The operator F is defined as : 
* ω 
ЛР r A+ ι- 40 Í i f t V \ v ( iJeVi 
F = ƒ dt exp(ici)t) exp I — г — J F exp I r I 
for the quantum case. For a quantummechanical treatment, equation (5·^) re­
duces t o 
i g Ζ(0,ω) = -u
o
 e
2 (L
x
L y )- 1 ( i-b Γ 1 ^ < [ F ^ F ] _ > e q 
The corresponding classical expression becomes: 
IB Z ( 0 ^ = Ч ~1 IB <{V}P.B.>eq 
ω \ 2 o 
(5.17) 
-(£) ^,^(,,„»^№1.
 ( 5 . ,3 ) 
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The symbol { }
πτ
, refers to the Poisson bracket; F is an abbreviation of: 
F = ƒ dt exp(iü)t) Σ ν .(t) Ζ0{<1 .(ΐ),ω} . 
il) · XJ ZJ 
О J 
The time-dependence of ν .(t) and Ζ {q .(ΐ),ω} is determined by the unper-
xj zj 
turbed Hamilton function C^ . 
The second term on the right of eq. (5·17) and (5.18) is not expected 
to contribute significantly to the magnetic dependence of the surface impe­
dance. In fact, its contribution can be shown to vanish for the following 
cases: (1) a classical free electron system, (2) a quantum mechanical free 
electron system in W.K.B. approximation. The unperturbed particle density 
is generally not expected to depend on ζ at all because internal interac­
tions will prevent local charge fluctuations to occur. 
The Green's function expressions of eq.(5.17) and (5·ΐ8) are easily 
transformed into correlation functions. The classical expression for in­
stance, reduces to: 
2 
Ig z(o..) = ig- (L^l-'ls <F2>
eu 
-(?) 2 ƒ dz {Ζ0(ζ,ω)}2|- { ^ 1 ) ЭВ ' η*5" 
2 
+ ί ω ^ τ - (L L Γ 1 !=• <F F> . (5.19) 
kT χ у ЭВ ω eq. 
The quantum expression is slightly more involved and will not be given here. 
Rather than continuing to develop the theory at this general level, our 
attention will be confined to a special model which we investigate classi­
cally and quantummechanically. The model to be considered corresponds with 
that of the previous chapters in the sense that the electrons will be con­
sidered as free. Neither mutual interactions, nor interactions with phonons 
or impurities are taken into account. It only remains to investigate the in­
teraction with the (transverse) applied e.m. field and with the boundaries 
of the system. The smooth and rigid boundary is again represented by the 
plane ζ = 0. In contrast to the preceding chapters we do not consider the 
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internal longitudinal field which corresponds to the long wave-length Cou­
lomb interactions. Due to reflection symmetry about the YZ- and XZ-planes, 
this mode did not couple to the transverse applied mode in the previous 
chapters. The presence of the external magnetic field В = (Ο,Β,Ο) breaks 
the symmetry about the X-direction and accordingly couples the longitudi­
nal and transverse modes. This coupling is expected to introduce signifi­
cant corrections for strong magnetic fields as has been pointed out by 
ν • 5) Heine 
5.2 Quantum treatment for a free electron system. 
Let us first consider the system from a quantummechanical point of 
view. In case the electrons are considered as not directly interacting, it 
is convenient to describe the system in terms of the single particle densi­
ty operator (f) which is defined in appendix B. The equilibrium expectation 
value of eq. (5.17) must be evaluated with the aid of (f) instead of (p), 
whereas the operator F must be replaced by the single particle operator: 
v
x
Z0(q
z
,W) = М
- 1
 {Ър
х
 - eA°(q
z
)} Ζ ^ , ω ) . 
The trace must be evaluated with the aid of a complete set of single par­
ticle states for which we choose the set of eigenfunctions of the unper-
turbed Hamiltonian Η = (2М)~ [ti ρ-e A (q)") + еф (q). φ represents the 
u
 — — — ^  W — w 
potential due to the presence of the wall. 
A treatment of the spectrum of the unperturbed Hamiltonian and its 
eigenfunctions is given in appendix A. The normalized eigenfunctions be­
longing to an energy E are denoted by: 
1 
<r|m I j> = (L L Λ)" 2 exp{i(mC + tn)} F. (ζ) 
if: 
ω 
с M ' \Μω J 
{χ,y,z} = Λίξ,η,ζ} 
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L and L are the domains of periodicity along the X- and Y-directions res-
pectively (see figure 2-1 ). The energy E(m Ä. j ) is explicitly given by: 
[ñ(j,m)+ I + Il 3 Ή ω · Eq. (A 8) is an implicit expression for the func­
tion n(j,m); ал illustration is given in figure A-6. The first term on the 
right of eq. (5·IT) is hence given by: 
Explicitly: 
IB ζ ( 0 ' ω ) » V 2 ( L x L y r 1 Ί ^ Ι Β
 t A . г ^
0 (^ 2 )- í0^!)} 
{ <mí.j1 | v x Z 0 ( q z ^ ) |mî,j2 > } ƒ dt 6χρ[ ιωΐ+ίω
ο
ί {η( j ^ ) - η ( j 2 m) } ] = 
2 
^ ¿ - (L L Γ 1 f r Σ {<m£j J ν
x
Z 0 ( q ,ω) |mAj
 2 > } 2 
{f0(mJlJ2)- Γ
0(ηιΑ^)}.[ω- {n(J2m)- n(j1ni)}uc] -1 
„o f (m С j) represents the unperturbed Fermi-Dirac distribution function which 
corresponds to the energy E(m I j). In the limit: L -> » and L •+• » the 
following substitutions can be made: 
z+lt fdm a n d ^ Й л / d £ ' 
m £ 
This gives r i s e t o : 
1 ^ Ζ(0,ω) = ^ 2 — І д ц ^ ƒ dm ƒ dA Σ { f 0 ( m ^ 2 ) - f 0 ( m J l J 1 ) } . 
- l o 2 
Q
u
-{n(j2ni)-n(j1m)}wc] Л ƒ de (c-m)?^ m(ç)Fj т (с)г 0 (ЛС, Ш )} . (5.20) 
5h 
5.З Classical treatment for a free electron system. 
The corresponding classical expression for the system of non interac­
ting electrons is obtained from eq. (5.I8) in analogy with the procedure to 
arrive at (5·20). Instead of making use of the Liouville operator for the 
total system we consider the classical single particle distribution function 
f (r,v). The expression for F must be replaced by the single particle ob­
servable: 
F = ν Z0(z)U) 
χ ' 
F is an abbreviation of: 
ω 
ƒ dt ехр(іиЛ) v
x
(t) Ζ0{ζ(ΐ),ω} 
The first term on the right of eq. (5.18) becomes: 
2 
iL
 ζ (ο, ω) = - ^ L (LxLy)-
1
 I3 / Λ /£ν f0C (r,v) 
f ЭР ._ ._ 3F 
ω _3F _3F ω 
3r ' Э " Эг ' Э (5.21) 
9 3 The symbols: ( — ) and ( — ) refer to gradients in coordinate- and in ve-
dr σ V 
ОС 
locity space respectively. The distribution function f is the Fermi-Dirac 
distribution function which differs from f in the sense that it is norma­
lized according to the (classical) convention: 
/d3r /d3v fOC(v) = N 
N is the number of particles of the system. The relation between f and f 
is obviously: 
fOC = f0 Μ3(2πΐ, Γ 3 . 
Partial integration in equation (5.21) yields: 
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IB Ζ<0·"> - V 2( З У <LXV"1|B ^ ^ ( ^ ( r » . 
{ν
χ
Ζ
0(ζ,ω)}. ƒ dt exp(iiüt) |^ [ν
χ
(ΐ)Z0{z(t) ,ω} ^ ] (5.22) 
The velocity ν (t) and position z(t) of a classical free particle in a ho­
mogeneous magnetic field inside a semi—infinite half space must hence be 
determined. Because the unperturbed distribution function satisfies Fermi-
Dirac statistics, our treatment must be considered as semi-classical (in 
analogy with the procedure of chapter 3). The following change of variables 
will be introduced into eq. (5.22): 
χ = x' + R sinÉ 
ζ = ζ' - R COSE 
ν = 
ν = 
ω R COSE 
с 
ω R sinÉ 
с 
The interpretation of the new variables in terms of the old ones is illus­
trated in figure 5-1. 
figure 5-1 
56 
2 
The corresponding Jacobian is ω R. The new variables have the property that 
z'Çt) and R(t) do not depend on (t), whereas 3(t) depends linearly on (t) 
like: ß(t) = β+ ω t within the domain: θ - ττ < ß(t) < π- θ. The function 
с 
ß(t) must be continued periodically outside this domain. The function 
ν (t)Z {z(t),(jj} is periodical in time with a period: —тгг pr . 
<JJ(R,Z') is defined as: 
,ίΗ,ζ·) =
Ш с
^ . 
Because of this periodicity, the function ν (t)Z {z(t),ω] can be expressed 
as a Fourier series: 
-1 ^ 
Vx(t)Z0{z(t),ü)} = (2π) ωίΗ,ζ') Σ ехр{-і
Ш
(Н,г ' )ts} . 
(Vdt expíiuÍR.z'Jt^} "^(t·,) Ζ0{ζ(ί1),ω} . 
The time-integration у dt1 must cover an interval during which the elec­
tron rotates over an angle 2(π-θ) in the X-Z-plane of figure 5-1. It fol­
lows that: 
OD +00 
ƒ dt expUüjt) І ^ [ v x ( t ) Z 0 { z ( t ) , ü ) } ] = (2ттГ ( К , г ' ) Σ
 ω
 _
 s
 °/R z , ) 
О 3=-°° ' 
Í>d t 1 e x p { i W ( R , z , ) t 1 s } ν
χ
( ΐ 1 ) Ζ 0 { ζ ( ΐ 1 ) , ω } . (5-23) 
Combining equat ion (5.22) and (5·23) y i e l d s : 
2 
! _
z ( o , . ) = ! ^ ( j y 3 i L ω3 ~fäR %ζ, r d 
О —оо — 0 0 ^ 
і ^ - (R,v ) ì R3 ω 2 ( Η , ζ · ) Σ S , p , . 
] dH ' y ω - s ω ( Ε , ζ ' ) 
f dß cosß cos{ e s ω ( Η ? Ζ ' ' } 2 0{г ,-НсозВ,ы} (5-21+) 
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with: 
θ = 
arceos(-ζ'R ) for Iz 1^ R 
for z' < -R 
and: 
)(R,z·) = π 
π-θ 
It is not obvious to which extent equations (5.20) and (5.2^), the quantum 
and classical expressions, are equivalent. This question will be investiga­
ted by introducing simplifying approximations into eq. (5.20). It is possi­
ble to transform the quantum expression into the classical one, which implies 
that the discussion of the difference between both treatments reduces to in­
vestigation of the validity of the approximations which have to be made. 
The first approximation to be introduced into eq. (5.20) is the follow­
ing. Replace the wavefunction F. (ζ) by its expression given in eq. (A 11). 
J 
The validity of this equation is restricted to the region in between - and 
remot0 from - the turning points, because it is the asymptotic expression 
in the WKB approximation. Hence, 
F (Ç) =[2 ι ІнУаІі ] 2 [к . ( ς ) ] ' 2 cosíhU) - J } 
jm '-π ' dj 'm -1 •- jm -' 4 
The symbols are illustrated in figure 5-2. 
[2n|jm|+1] 
figure 5-2 
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The value of Μζ) is the area of the shaded region of figure 5-2. A product 
of two wavefunctions F. (ζ) F. (ζ) contains a product of two cosine-func-
J 1 m J 2 m 
tions of the type: 
cos{h1(Ç) - -J }. cos{h2U) - f }, 
each of which changes its sign over a distance equal to half the value of 
the de Broglie wave-length of the electron along the Z-direction. The pro-
duct of the cosine-functions can Ъе decomposed into a sum of cosine-func­
tions with arguments equal to the sum and the difference of the original 
ones. The term containing the sum of the arguments varies rapidly in space 
and will Ъе disregarded for this reason. This leads us to replace the pro­
duct of the cosine-functions by: 
2 cos [{-π-ψ ) Mj.j m) - n(j2 m)} ] 
where if is defined as : 
ι 
(p = arceos [^ (ζ-πι) (2n+l) 2] (compare figures 5-2 and 5-3). 
The subtraction of the arguments of the cosine functions is illustrated in 
figure 5-3. 
figure 5-3 figure 5-4 
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Defining the symbol (j) according to: j = 5 (j. + jp), the product F. ^ (ζ) 
F. (ζ) is approximated by: 
J·,111 
J2ni 
π
-1 | Μ Μ ^
 { k (Or^cosliv-v ){n(j1m)-n(j2m)}]. (5.25) 
The approximations leading to (5-25) are valid for sufficiently large values 
of ( <f> ) ; in particular if both vavefunctions are remote from the upper turn­
ing points. If the dominant values of (f ) are large in comparison to ω 
which is illustrated in figure 5-^, the approximation is expected to be a 
good one. The critical value of u>, ((f), follows from 
n(j2m) - n(j m) 
n(j2m) + n ^ m ) :5.26) 
Let us substitute (5.25) into eq. (5.20) and meanwhile define, 
j = 5 (Ji+J2) 
s = ^ - ^ · 
The f o l l o w i n g r e p l a c e m e n t s a r e meanwhile i n t r o d u c e d 
Σ •* f d j 
{ n ( j 2 m ) - n í j ^ ) } 9n(jm) ι 9j 'm-
d r {f (mlj2)- f (mSLj^)} + { -^- (mi j ) } I
 9 n ( J m ) I -t 
I 3j L - h ..ω . s m с 
T h i s l e a d s t o 
Э 
_ Ζ ( 0 , ω ) = μ^ε2(1+π ) " | - ω^ ƒ dm ƒ d£ / d j . 
σ υ O oli С 
_αο _αο о 
{ | ^ (
шіа
)}ііаУ5и.|^ .{2η(»+ΐ}Γ 
a n Ι d j im s=_oo ω - seo 
[ ƒ dy c o s ? 003{(π-Η') s | M M ^ } Ζ 0 (/Ιζ ,
ω
) ] 
s 
j3n( jm)" 
с
1
 9 j 
2 
m 
бо 
with: 
ζ = m + [j2n(jm) + 1 Ц 2 cosy 
and: 
θ = arceos {-m (2n + 1) } 
1 
-2 ·
Let us define: 
ü)(n,m) = ω
Λ
 . . . ,
 m 
с ' dj 'm 
3n(.im) 
Replacement of the integration over (j) by an integration over (n) gives: 
y e
 + œ +00 oo о 
•Ь ζ ( 0 ,
ω
) = - n p l ß u>c ƒ dm ƒ d£ ƒ dn ( 2 n + l ) { - - ^ ( ^ , η ) } . 
l+TT —oo —со о 
п , т ) . Е γ г Г / d w c o s w c o s í C ^ - φ ) s ш ( п ? ш ) } Ζ 0 ( Λ
ζ
, ω ) Ί 
с
=_со ω-8ω(η,πι) L o T r ω η -1 
2, 
ω ( 
S=-œ 
The analogy with the classical expression becomes apparent if the following 
change of variables is introduced 
R = 
ν = 
У 
2 ' = 
ü)(R 
Λ ( 2 η 
МЛ 
Л-т 
, z ' ) = 
+ υ* 
:
 ш ( п , т ) 
Hence, 
|вг<0-'Чт)-о«2(я1г)3|в-с "т "dI' ' Ч 
О — оо _оо 
5=_оо 
[ ƒ dip созч» cos{(T->p)s ω (^ ? Ζ' ) } Z0(z'+Rcos(f ,ω) ] (5-27) 
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with: 
θ = ' 
arceos(-ζ'.R~ ) for |z'|< R 
for ζ' < -R 
Expression (5.27) obviously corresponds to the classical equation (5.2U). 
Summarizing. 
The result of the semi-classical procedure to establish the value of 
the surface impedance is equivalent with the quantummechanical one if: 
1 ) the dominant values of ( <f> ) are large in comparison to ( ψ ) of eq. 
(5.26). Alternatively, if the skin depth is large in comparison to the 
de Broglie wave-length of effective particles along the Z-direction. 
2) the replacement of summations over (j) by integrations is legitimate. 
This procedure is obviously a good one for weak magnetic fields and cor­
responds to ignoring the "de Haas van Alphen" effect which may give rise 
to oscillations if the magnetic field strength is varied. 
In the next chapter we discuss a case for which the first condition is 
not satisfied and thus encounter a new quantum effect. Under certain circum­
stances this effect manifests itself as oscillatory behaviour of the value 
of the surface impedance. 
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C H A P T E R 6 
OSCILLATIONS OF THE SURFACE IMPEDANCE FOR WEAK EXTERNAL 
MAGNETIC FIELDS 
During the last few years, oscillations of the value of the surface im­
pedance have been observed for various metals such as Sn, Al, In, Cd, Bi,W, 
Cu in the presence of a weak, applied magnetic field. The oscillations are 
generally detected for a fixed frequency and a variable magnetic field. The 
frequencies for which the experiments have been performed varies between 10 
and 70 Gc; the order of magnitude of the magnetic fields does not exceed 80 
Oersted . The experimental evidence for the existence of the oscilla-
tions has been reported by Khaikin and by Koch and Kuo . In order to 
explain the approximate location of the observed oscillations, these authors 
have proposed estimations which are based on classical notions. It appears 
that these estimations provide a fairly good explanation for the approximate 
location of the oscillations. The expected frequency scaling of the oscilla­
tions (Βα: ω ) does not agree with the observed one (B Œ ω * ) 
8)18) 
It is our purpose to reconsider these classical estimations, in parti­
cular with respect to the developments of the previous chapter. It will be 
shown that the first condition of equivalence between a classical and a 
quantum treatment, formulated in the summary of chapter 5, is violated for 
the classical treatments of ref. (6) and (8). Hence, we conclude that a 
classical treatment is not an adequate one for understanding the oscilla­
tory phenomena. Corresponding quantummechanical estimations appear to ac­
count correctly both for the location and for the frequency dependence of 
the oscillations 
In order to give a detailed description of the classical and corres­
ponding quantummechanical estimations, we summarize the restrictions and 
assumptions of our treatment. 
Restrictions and assumptions. 
a) Following the classical treatments of ref. (6) and (3) we assume that 
the conduction electrons of a metal can be described in terms of a nearly 
free electron model, provided the system is sufficiently pure, and if the 
temperature is sufficiently low. The metal (for definiteness, we consider 
tin) is studied in the normal (i.e. non-superconducting) state. 
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b) Following the classical treatments of ref. (6) and (8) we consider a sys­
tem with a cylindrical Fermi-surface. This model shares a typical feature 
with the complicated Fermi surface of tin, in the sense that a large part 
of the Fermi surface of this metal is cylinder-like. This part is located 
in the fourth Brillouin zone; the cylinder axis being parallel to the [CV 
direction. Details about the geometry of this section of the Fermi surface 
are given for example by Stafleu . It should be added at this point,that 
other sections of the Fermi surface of tin also contribute to the value of 
the surface impedance by means of superposition. 
Restriction to a cylindrical Fermi surface introduces considerable simpli­
fication into the theory. The distribution function f (m I j), defined in 
chapter 5» changes as shown in figure 6-1. In this figure we illustrate the 
occupied states of an unbounded system with a spherical and with a cylindri­
cal Fermi surface, respectively. The direction of the magnetic field is con­
sidered to be parallel to the cylinder axis. The essential feature of the 
cylindrical Fermi surface is the fact that (n) does not depend on (£), in 
contrast to the spherical one. 
ΛίΖηρί'Α k*-p(2nF|Vl 
Spectrum of the occupied states of an unbounded system with a spherical and a cylindrical Fermi 
surface, respectively. The direction of the magnetic field is parallel to the axis of the cylinder. 
figure 6-1 
6U 
The maximum (£)-value for the spherical Fermi surface (i. ) is obviously 
given by: 
E F = {I + Ι (δ,+ ) 2}ΐω α 
Neglecting the value of (ti ω ) compared to Ep, it follows that: 
*
+
 = (2nFH 
if n„ is defined as: η = E_/(1i ω ). 
The maximum (i,)-value for the cylindrical Fermi surface is likewise propor-
1 
tional to (n ) 2 because this value corresponds to a wave-number related to 
F 
a Brillouin zone boundary. For this reason we substitute: 
l+ = p(2nF)^ 
where (p) is a dimensionless number of order 1, which does not depend on 
the value of the magnetic field, and is only determined by the crystal 
structure and by the number of conduction electrons per atom. 
c) In agreement with the theory of ref. (8) we confine our analysis to the 
quantum analog of electron orbits which do not intersect the surface. More 
precisely, we confine our interest to wave functions of class II. The se­
paration of wave functions into two classes is explained in appendix (A). 
In the terminology of ref. (l3), we restrict our attention to the "skimming 
orbits". The alternative of this restriction is described in ref. (6),where 
electron orbits corresponding to wave functions of class I are considered. 
These orbits are referred to as "skipping orbits" in reference (18). 
The motivation for our restriction to electron wave functions of class 
*) 18) II is based on Koch's experimental observation that the location of 
the oscillations appears to be insensitive to the roughness of the surface. 
Experiments performed on samples with carefully poolished surfaces and on 
samples with etched ones yield the same line patterns. The contribution of 
the "skipping orbits" is both classically ала quantummechanically very sen­
sitive to surface roughness as we shall presently see. For this reason we 
private communication 
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confine our attention to the skimming orbits or class II wave functions. 
In order to explain the classical estimation given by Koch and Kuo, 
let us consider equation (5.2U) or equation (5.20). It is obvious that a 
sudden sharp rise in the value of the surface impedance occurs when the 
frequency ω reaches the values ω , 2ω , 3ω , etc. This is a consequence 
of the fact that a distinct new class of terms contributes discontinuously 
to the pole when these frequencies are reached. The corresponding oscilla­
tions of the surface impedance are referred to as the Azbel'Kaner cyclotron 
lines. Classical processes which correspond to these resonances are illu­
strated in figure 6-2. 
skin layer 
ω = ω 0 
(j0=2(jüc 
Physical processes corresponding to the first and second Azbel'-Kaner cyclotron lines, 
ω = ω and ω = 2ω . 
figure 6-2 
A peculiar circumstance occurs if the electric field Ε (ζ,ω) does not depend 
on (z), i.e., if the electric field is a homogeneous one. It follows from 
inspection of the matrix element of eq. (5.20) or the integral expression 
of eq. (5.2*0, that the cyclotron lines for ω = 2ω , 3ω , 4ω , etc., vanish 
in this case. In practice, this situation is realized for semiconductors. 
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as is well known. Vanishing of these cyclotron harmonics is a special ex­
ample of the general rule that the contribution of a transition between two 
states (classically, the contribution of an electron orbit) is determined 
by the squared value of the matrix element : 
{ ƒ άζ(ς-πι)Ρ. (ζ) F. (ς) Ζ0(Λζ,ω)}2 
of equation (5.20), or the squared integral expression of equation (5.2І+) 
{ ƒ dß cosg cos(ß — ) Z0(z,-R οοεβ,ω)} 
ω 
о с 
The physical interpretation of these expressions is the following. An elec­
tron experiences a varying electric field during its traversal through the 
skin layer. These variations depend on the speed of the particle, the spa­
tial and (explicit) time dependence of the electric field. The factor 
cos(ß — ) accounts in particular for the explicit time dependence of the 
ω 
с 
electric field during this process. This effect is qualitatively illustra­
ted in figure 6-3. 
"Skimming" electron orbit which corresponds to the weak field osci l lat ions 
of Koch and Kuo's c lass ica l theory, (ω » ω ) 
figure 6 - 3 
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In figure 6-3 we have only illustrated a small fraction of the complete 
orbit of a free electron in a magnetic field. It would not be realistic to 
assume that an electron would complete a total revolution in a weak magne­
tic field on account of the fact that ω τ < 1. Cyclotron harmonics are ac-
c
 J 
cordingly smoothed out because an electron arriving at the surface has lost 
the information on how much time has elapsed since its previous visit of the 
skin layer. This conclusion is in agreement with the experiment. It is ne­
vertheless realistic to consider the particle of figure 6-3 as free during 
its travel through the skin layer; consequently, the theory of the previous 
chapter is applicable if cyclotron harmonics are disregarded. 
The classical explanation of Koch and Kuo is based on the type of elec­
tron orbit as is shown in figure 6-3. These authors have argued that no net 
energy transfer between the e.m. field and the electron system occurs if 
the particle spends a tine equal to an integer number of periods of the 
field inside the skin layer. However, if the particle spends a time equal 
to a half odd number of periods inside the skin region, the energy transfer 
may be optimal. If the electron orbit of figure 6-3 may be considered as 
characteristic for such considerations, the absorption maxima are expected 
for: 
27T - ω ÍJ + г ' 
1 
if j = 0, 1, 2, 3, etc. The angle ip of figure 6-3 equals (2/a R) 2 on geo­
metrical grounds. The orbit radius R for all electrons at the cylindrical 
Fermi surface equals ν /ω . This gives rise to the following criterion for 
the location of absorption extrema: 
ω
α
 = 8π 2 ω2(αν
ρ
) 1 (2j+l)"2 . 
This is shown in ref. (3). 
The frequency dependence of the value of В for a particular line (e.g. 
j = 0) is obviously proportional to ω because α is proportional to ω 
Although this frequency dependence differs with the experimentally observed 
one, the approximate location of the oscillations is quite accurately ac­
counted for. 
The classical explanation of Khaikin is almost identical to that of 
Koch except that the characteristic particle orbit is not that of figure 
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6-3 but that of figure 6-h ("skipping orbit"). This type of orbit obviously 
leads to the same frequency dependence of the oscillations as that of the 
skimming electron. It is obvious, however, that the criterion for maxima to 
occur depends on the assumption of how the particle scatters at the surface. 
This assumption obviously determines the location of the oscillations and 
their magnitude. 
skin depth ία-1) 
"Skipping" electron orbit which corresponds to the weak field oscil lations 
of Khaikin's c lass ica l theory (ω » ω ) 
figure 6 - 4 
At this point it should be noted that the electron orbits of figures 
6-3 and 6-1*, which are fundamental for the classical explanation of the 
weak field oscillations, may not be considered from a classical point of 
view. This is caused by the fact that the dominant values of (ψ ) are small 
in comparison to the critical angle, y , which has been defined in equation 
(5.26). This breakdown of the classical theory is readily verified if one 
realizes that the characteristic values of cp are of the order of ω /ω, 
which is equal to |n_-n |~ . The classical theory would be equivalent to 
the quantummechanical one if : if >> ip ; in other words if: 
1 1 
l n2" nl'" > > l n 2 " n l ' 2 , ' n 2 + n 1 
This condition is obviously not satisfied if one realizes that [n.+n^l and 
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fì •? 
Ι η -η | are of the orders of magnitude 10 and 10 , respectively. 
Consequently, electron orbits which are fundamental for the classical 
explanations of Koch, Kuo and Khaikin cannot be treated in a classical theo­
ry because the average de Broglie wave-lengths are no longer negligible in 
comparison to the skin depth. This leads us to reinvestigate the quantum-
mechanical expression of eq. (5.20) without making use of the simplifica­
tion of eq. (5.25). 
In order to reinvestigate equation (5.20) for the type of electron 
states corresponding to the orbits of figure 6-3, we replace the product 
F. (ζ) F. (ζ) by the expression of equation (A 18) which is also valid 
J-jin J2 m 
for the environment of the turning points. The coordinate (ζ) along the 
Z-direction is replaced by the coordinate (к) according to eq. (A 13): 
ζ = m + (2n+l)2 + (8η+10"1/6(κ) . 
In addition to this we make the following replacement in eq. (5.20): 
Σ -»• /dn /dn 
Эп(j m) -1 
m 
3n(j2m) -1 
¿ m 
This approximation implies that both the occurrence of de Haas van Alphen 
oscillations and cyclotron lines is disregarded in our analysis. The weak 
field oscillations cannot be mistaken for high cyclotron harmonics on ac-
count of the fact that the frequency dependence of the oscillations is non 
linear . The procedure of replacing discrete summations by integrations 
is analogous to the replacement of Σ by /dk in chapter \. 
k
 . . . . 
Furthermore, we introduce the following substitutions into eq. (5·20): 
= η + i η ' п 1 / 3 
η„ = 
τ , 1 / 3 
η - g η ' η 
m = - ( 2 η + ΐ ) ' + m ' t S n + l O " 1 7 6 
-- 1/6 
The corresponding Jacobian e q u a l s : 2 2 η , i f |n -n | « | n +n | 
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-1 /fi 
ζ transfonns accordingly into: (8n+U) (κ+m'). The boundary at ζ = 0 cor­
responds to к = -m'. The electric field of equation (3.11) transforms into: 
Ζ
0(Λζ,ω) = | ^ ΕΐαΛζ) = | ^ £{αΛ2-2
 n
-
1/ б ( т, + к ) } . 
Equation (5.20) becomes accordingly: 
Ig Ζ(0,ω) = 2l ц
о
е
2(Л 21і)- 1 ^  ιξ f dn J 
о 
+- ~г°Г.ПІ + 2 ì 2 / 3 η-J/3 
ƒ dÄ, 
—CD 
— Γ " / an' гуг ƒ dm' 
Эп lp J
 0 / , l/i * _ 2/3 ω-η'η ω +ie _<» 
-2η с 
Γ / dK G (K+b')G U - V ) ^{аЛ(8п)" 1 / б(т ,+к)} 
L-co -m'+ln' -m'-in' -1 
(6.1) 
This equation can be simplified for the cylindrical Fermi surface for which 
the value of: 
ƒ di. | " K ' | must be replaced by: -2p(2n ) 2 δ(η-η ). (6.2) 
The dimensionless number (p) was defined in the beginning of this chapter 
(sub b ) . In order to simplify eq. (6.1), we introduce the following dimen­
sionless parameter (γ) according to: 
у--Т7з - і/з 2/3 ( 6 · 3 ) 
n F Шс ШР Шс 
I t follows from equat ion (U. l ) and (6.3) t h a t : 
£{схЛ(8пГ 1 / б (т '+к)} = l{ ^ 1 J 2 ^-2j (т'+к)} . (6Л) 
Note that λ (eq. U.1) is the same parameter which determined the quantum 
correction of chapter k. With the aid of equations (6.2), (6.3) and (6.it). 
τι 
e q u a t i o n ( 6 . 1 ) r e d u c e s t o : 
ЭВ 
) + c o 
Ζ ( 0 , ω ) = - 1 + ρ μ
ο
6 2 Ε
ρ
( π 4 α 2 * 2 ) " 1 - ^ ƒ d n ' - η' 
- η' + ιε 
ο
 Γ
 -m g ~\ 
ƒ dm / dK G (K+Jn'ÎG (κ-|η,)?{(γ) (т+к)} (6.5) 
It can Ъе argued qualitatively, that the right hand side of this ex­
pression will Ъе an oscillatory function of γ . In order to demonstrate 
this, let us first consider the integration over к. The wave functions G 
are merely shifted a distance n', as is pointed out in appendix A. A typi­
cal configuration of the wave functions is illustrated in figure 6-5. 
Relative location of a typical pair of wavefunctions which 
contributes to the (к)-integration of eq.(6.5). 
figure 6-5 
Note that the average wave-length is of the same order as the value of the 
skin depth. It is obvious that the κ-integration yields an oscillatory func­
tion of n' for a given value of (m). These oscillations are due to the fact 
that both wave functions may be "in" or "out" of phase for the dominant 
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part of the integration area. Because this criterion depends critically on 
the value of (n') and not on that of (m), it is expected that the (m)-inte-
gration will not lead to canceling of these oscillations. The (n1^integra­
tion gives rise to a term: - ίπγ ΰίη'-γ). This implies that the surface im­
pedance contains at least one oscillatory term as a function of (γ). Be­
cause it is not likely that the other contrihutions to eq. (6.5) will cancel 
the oscillations resulting from the delta function, it is expected that the 
surface impedance following from eq. (6.5) is oscillatory as a function of 
(γ). 
In order to test this theory, we have performed numerical calculations 
in order to evaluate the real part of the surface impedance as a function 
of B. For this purpose we have replaced the wave functions G ι ,ίκ+^η') 
by the appropriate linear combinations of the standard functions Ai and Bi, 
a procedure which is outlined in appendix A (see eq. A 15)· The overwhelm­
ing majority of the wave functions of class II is well approximated by the 
13) 
Airy function , however. The wave functions of figure 6-5, for instance, 
are Airy functions. The function f. is given by equation (3.12). The real 
part of this function has been evaluated analytically (eq. 3.13); its ima­
ginary part is determined numerically (see figure 3-1). In order to account 
for the frequency region for which the experiments have been performed, we 
have varied the value of the parameter λ between h'J and 76. 
Considering the fact that our analysis has been restricted to wave 
functions of class II only, we feel skeptical about the detailed line shapes 
resulting from our calculations. Our numerical calculations give rise to an 
oscillatory behaviour of the real part of the surface impedance as a func­
tion of γ, in agreement with our qualitative discussion. For this purpose 
3 
we have evaluated the imaginary part of -гтг Ζ(θ,ω) of eq. (6.5). Successive 
do 
relative maxima and minima of the real part of the surface impedance are 
found for: 
γ = 1.0 1.8 2.2 2.6 3.2 
If the effective mass of the electrons equals the free electron mass, and 
1 £1 -1 
if ω_ = 0.880 10 rad sec , these critical values of (γ) correspond to: 
г 
В = 6k 27 20 15 11 Oersted 
respectively for a frequency of 35.7 Gc. 
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ι fi ) 
Contrary to Tsu-Wei Nee and Prange's conclusion , we do not find the de­
pendence of the location of these lines to be very critical on the value of 
the frequency, or on the value of λ. 
18) *) Quite recently, Tsu-Wei Nee and Prange have also considered the 
experimental oscillations from a quantummeсhaniсal point of view. These 
authors have confined their attention mainly to wave functions of class I, 
which correspond to electron orbits like that of figure 6-k. In a particu­
larly elegant analysis, these authors have pointed out where resistance ex­
trema can be expected. 
The physical idea of Tsu-Wei Nee and Prange's theory can be briefly 
summarized as follows. Wave functions corresponding to orbits of figure 6-k 
can be represented by Airy functions, exactly as is the case for those of 
figure 6-3, except that the sign of the argument should be changed such 
that the wave functions decay exponentially into the metal. Furthermore, 
the wave functions must have a zero at the surface ζ = 0. If the intervals 
between the zeros of the Airy function are represented by the monotonously 
decreasing series c., with j = 1, 2, 3, etc., possible values of γ must be 
J 
equal to: 
j 2 
γ = Σ с . 
for integer values of j. and j , of course. 
This criterion may give rise to oscillations as is pointed out in ref. (l3). 
The oscillations can be arranged into groups which resemble the well known 
Lyman, Balmer and Pashen series of spectroscopy. 
In view of the fact that no numerical calculations were mentioned in 
ref. (l8), it cannot be concluded at present whether orbits of figure 6-3 
or those of figure 6-h are mainly responsible for the observed structure of 
the surface impedance. 
It is important to mention at this point that the numerical calcula­
tions for the wave functions of class I are considerably faciliated if it 
is realized that the contribution of these wave functions to the value of 
— Ζ(θ,ω) vanishes identically, if the wave functions would be replaced by 
OD 
the expression of equation (A 12). This is intuitively clear, if one rea­
lizes that the curvature of the electron orbit is not incorporated in this 
* T h i s work wae published during preparation of this manuscript 
• т^ 
expression. 
Summarizing, we mention that the quantummechanical interpretation for 
the observed weak field oscillations is a necessary substitute for the cor­
responding classical treatment. A promising indication is the correct fre­
quency dependence of the quantum estimations (réf. h and 18) as opposed to 
the classical ones (ref. 6 and 8). It cannot be decided at this moment 
whether wave functions of class I ("skipping electron orbits") or those of 
class II ("skimming electron orbits") dominate for the oscillatory pheno-
mena. This question can only be solved by a rigourous evaluation of the 
contribution of all electron states. For this purpose a realistic model 
for surface scattering is needed (compare ref. 18). From the considerations 
of chapter k, I feel inclined to believe that a perfectly smooth surface 
would be sufficiently realistic. This belief is supported by the develop-
ments of chapter U, where it has been shown that well polished smooth sur-
faces may very well have been mistaken for rough ones, in littérature, due 
to an incorrect (i.e. classical) analysis of the experiments. 
A P P E N D I X A 
SINGLE PARTICLE WAVEFUNCTIONS IN A STATIC EXTERNAL 
MAGNETIC FIELD 
The s i n g l e p a r t i c l e Hamiltonian of a p a r t i c l e in a magnetic f i e l d i s 
given by t h e express ion 
H = h &P - e A0(g)]2 + e ^ ) (A 1) 
The term φ (q.) represents the potential energy due to the presence of the 
(smooth) and rigid walls of the system. The momentum of the particle is de­
noted by ti p. Figure (A-1) shows the location of the wall at ζ = 0. The 
other boundary is assumed to be located at ζ = - ». The potential energy 
term causes the wave functions to vanish at the boundaries. Alternatively, 
if the wave functions are required to vanish at the walls, the potential 
energy term has been accounted for appropriately. 
iz 
Surface 
figure A-1 
Figure (A-l) also illustrates the vector potential A = (Bz, 0, 0) 
along the X-axis, which represents the external magnetic field Β 0 = (Ο,Β,Ο) 
along the Y-axis. It is well known that A cannot uniquely be determined 
for a given choice of the field В . As a matter of fact, В could equally 
well have been represented by A = (μΒ(ζ-ζ ), у , (μ-1)Β(χ-χ0)) for arbi­
trary values of χ , у , ζ and μ . This (Landau)-gauge which we have se-
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lected corresponds to μ= 1. The theory is considerably simplified by this 
choice because the Hamiltonian then commutes with the infinitesimal trans­
lation operators along the X- and Y-directions. If μ is chosen different 
from 1, the translation symmetry along the X-direction would be broken. 
Eigenfunctions of the Hamiltonian are also eigenfunctions of the momentum 
operators along the X- and Y-directions. It should be stressed that our 
preference for a particular gauge is due to the boundedness of the system 
at ζ = 0, a feature which is not shared by the conventional bulk treatments 
12) 
like that of Mattis and Dresselhaus . These authors introduce the boun­
dary by means of eq. (1.5)» rather than by imposing a constraint on the 
wave functions. 
Schrödinger's equation implies 
Эх Эу dZ 
2 2 
+ ~ - ζ
2
ψ = Εψ (A 2) 
This equation can be simplified if we define: ω = — (the cyclotron fre-
Ь ni с M q u e n c y ) ; Л = \^——J2 ( " n a t u r a l u n i t of l e n g t h " ) , a n d : χ = Λξ, y = Λη, 
с 
ζ = Λζ. E q u a t i o n (Α 2) can b e r e w r i t t e n a s 
{ ¿-g + ï-г + ^ -ä } Ψ(ξ,η,ζ)- 2ϊζ I j - ζ2ψ + Ц - ψ = 0 (A3) 
3ξ 3η 3ζ с 
3 3 The Hamiltonian commutes with the operators -r— and -τ— , which means that 
3ξ 3η 
there exists a complete set of wave functions of the type 
ψ(ζ,π,ζ) = const. exp{i(mÇ + ί,η )} Ε(ζ) 
The normalizing constant must be chosen such as to make ψ satisfy the re­
quirement that : 
/ψ* (г) ф(г) dr = 1 . 
The quantum numbers (m) and (i.) are chosen in such a manner that the wave 
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function ф(г) satisfies periodic boundary conditions in the X- and Y-direc-
tions with L and L representing the domains of periodicity. This implies 
о
 л 
m = 2π -— .integer 
L 
Χ 
and 
i = 2π -— .integer . 
L 
У 
Note that matrix elements of operators which do not depend on q and α 
must be diagonal in (m) and (£,) respectively. The differential equation 
for Ρ(ζ) reads 
2 
^ + [2n+1 - (Ç-m)2]F(ç) = 0 (A k) 
¿ζ 
The quantum number (n) is defined by 
E = [η + I + ì a JÎ>Î 
ιω 
The boundary condition requires that Ρ(ζ) vanishes for z = 0 and z = - œ 
respectively. The values of (n) for which this requirement is satisfied, 
constitute a discrete set for every value of (m). Let us denote this set 
by n(j,m) where (j) is a positive integer or zero which labels the eigen-
states of the Hamiltonian. The eigenfunctions must accordingly be labeled 
as 
Ψ(Γ) =<r|m ¡L j > = const. exp{i(mC +£η)}Ρ.(ζ) (A 5) 
The constant of proportionality of eq. (A 5) is chosen such that 
0
 2 
ƒ F. (ζ)άζ = 1 ; hence 
ι 
<r[m I j >= (L
x
LyA)
 2
 exp{i(mÇ + £η)} F. (ζ) (А б) 
Equation (A k) for F. (ζ) is the Schrödinger equation for the bounded os-
cillator, the centre of which is located at ζ = m. The quantum number (m) 
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is hence proportional to: 
(1) the distance between the wall and the centre of the oscillator, 
(2) the electromagnetic momentum along the X-direction. 
It is convenient to write eq. (A k) as follows 
2 
•^|+ k 2U)FU) = 0 
άζ 
with 
k 2U) = 2n+1 - (ζ-m)2 . 
It is shown in figure (A-2) how the value of Κ(ζ) is related to the quantum-
numbers (n) and (m) for a given plane (ζ). The upper and lower (linear) tur­
ning points of the oscillator are referred to as UTP and LTP, respectively. 
Classical electron orbit corresponding to wavefunctions of c lass I. 
figure A- 3 
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At this point we introduce the following nomenclature in order to refer 
to different types of wave functions. If just one linear turning point of 
the bounded oscillator is located inside the material, the corresponding 
state is said to belong to class I. This situation is illustrated in figure 
A-2, and implies that |m| <(2n+l)5. If both turning points are located in­
side the material, as is shown in figure Α-U, the wave function belongs to 
l 
class II. In this case we have m<-(2n+l)2. 
There exists a close analogy between the circle of figure A-2 and a 
classical orbit with an orbital energy (η+^Ήω . This analogy is obvious 
after comparing the classical orbit of figure A-3 and the circle of figure 
A-2. The analogy will presently be shown to be more profound, although it 
is not legitimate to make a simple identification, as was pointed out by 
Dingle . For wave functions of class II, the circle-construction and the 
corresponding classical orbit coincide exactly as is shown in figure A-h. 
Value of k(£) for an eigenfunction of c la s s II. 
figure A-4 
According to the W.K.B. theory, solutions of eq. (A k) can be represen­
ted by 
F.
m
U) = Ы {k(Ç) }"§ cos {hU) - | } (A 7) 
for the region in between, and remote from, the turning points. 
N is a constant of normalization, ίι(ζ) is defined as 
hU) = ƒ άζ' k(c') = (2n+l) ( £ - Ç + I sin 24» ) 
LTP 
φ= arceos { (ζ-m) (2n+1 )~2} 
80 
(see figures A-2 and A-U). 
Wave functions of (A 7) vanish asymptotically for ς -> - œ . For this reason, 
there is just one boundary condition left to be accounted for, i.e., that 
for ζ = 0, 
F. (0) = 0. jm 
It should be mentioned that the -wave functions are approximated very well 
by eq_. (AT) up to a few wave-lengths distance from the turning points. 
This is probably one of the reasons for the success of the W.K.B. approach 
to one dimensional potential problems. 
In order to investigate the spectrum of the Hamiltonian, let us first 
consider the wave functions belonging to class I. The boundary condition 
for ζ = 0, if applied to eq. (A 7), imposes the following restriction on 
the quantum numbers 
h(0) -1= (j+Éh 
with j = 0, 1, 2, ... etc. 
This implies that 
(2n+l) ( f - | + I sin 2Θ) = (j + lh (A 8) 
with j = 0 , 1, 2, ... etc., and θ = arceos{-m(2n+1)-2}. θ is the value of 
tp for ζ = 0 (see figure A-5). 
Solutions of equation (A 8), in terms of the quantum numbers (n) and (m), 
are illustrated in figure A-6. 
LTP figure A-5 
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Spectrum of the eigenstates of the Hamiltonian of a bounded free electron system in 
a s ta t ic external magnetic field. 
figure A - 6 
Quantum numbers for labeling the eigenstates of the Hamiltonian were 
chosen to be (m,£, j). It is sometimes useful to define another set (m,£,k), 
if (k) is defined as к = (2n+1-in ) 2 . Because the value of (k) depends on 
(j) and (m), it is referred to as k(j,m). The value of (k) is shown in fi­
gure A-5. Note that (k) is real only for the wave functions belonging to 
class I. The energy E of an eigenstate in (m,î,,k)-space is given by 
E = g(m2 + ί 2 + к2) . 
The following identities are readily obtained by partial differentia­
tion of equation (A 8) 
Эп( jra) ι _ _n_ 
3j 'm π-ί 
and 
dj 'm TT-fc (A 9) 
It should be noted that the array of n(j,m) values for a fixed value 
of θ constitute an aequidistant set of (positive) numbers. A harmonic os-
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cillator with a classical angular frequency: ω I -r-:—" I , possesses the 
с o j m 
same spectrum (apart from a numeric constant). This frequency corresponds 
exactly with the periodicity of the classical electron motion of figure A-3. 
Another analogy between the classical and quantum treatment is the fact that 
the average velocity with which the particle of figure (A-3) moves to the 
left corresponds exactly with the "group velocity": | — I. . For these rea-
dm j 
sons it is tempting to refer to the states of figure (A-6) as "orbitals", 
although a classical orbit is a superposition of many stationary states of 
the Hamiltonian. 
The normalization requirement for F. (ζ) implies that 
о о 
ƒ άζ F. (ζ) = 1, or in view of (A 7) 
1 _1 
N = 2 г (π-θ) 2 . (A 10) 
The normalized asymptotic W.K.B. wave functions of eq. (A 7) are hence 
given by 
l 
F. (ς) = { f | f ^ - l} 2 (к. и)Г1 cos ihk) - J } (A ii) 
jm π ' 9j 'm jm 4 
In the proximity of the surface this expression reduces to 
ι 
F.U) = M | | | № i - I }2 sinkç (A 12) 
jm π dj m 
(for wave functions of class I only). 
The energy spectrum of the states belonging to class II differs quali­
tatively with that of class I in the sense that the (m) dependence of (n) 
ι 
is negligible. When m <<-(2n+l)2, the spectrum must be that of the unboun-
l 
ded harmonic oscillator, i.e., η = 0, 1,2, 3 When m = -(2n+l)2, 
these values are (in W.K.B. approximation) п = ц , 1ц, 2ц, ... , which il­
lustrates our point. 
The wave functions of the class II states (fig. A-h) are ΰΐί,ο quite 
different from those of class I, and can no longer be approximated by eq. 
(A 7) except remote from the UTP. In order to analyse the wave functions in 
the vicinity of the UTP, we make the following substitution in equation 
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(A 10 
ζ = m + (2n+l)* + (8n + U ) ~ 1 / 6 K (A 13) 
This transform introduces a new spatial coordinate system with the UTP as 
the origin. Each wave function obtains thus its own coordinate system with 
к = 0 representing the origin. Substitution of ζ by к in eq. (A k) gives 
rise to 
£-§ - KF = 0 (A 11+) 
dK 
(provided |κ|<<η ' ). 
Let us consider eq. (A 1*0 disregarding normalization for the moment. The 
general solution is a combination of two linearly independent solutions 
Аі(к) (called Airy function) and Ві(к). These solutions are expressible in 
terms of Bessel functions or modified Bessel functions of order -τ . We 
shall only give the expressions for negative arguments in terms of ordinary 
Bessel functions. For more details see ref. (13) 
Аі(к) =1 (-K)*QJ {|(-<)3/2}
+
J { | ( - K ) 3 / 2 } ] 
1/3 -1/3 
Bi(ic) = (- 4" < ) § E J { I (-K) 3 / 2}+ J i | ( - K ) 3 / 2 } ] 
3
 1/3 3 -1/3 3 
(for к 4 0). 
For large negative arguments, these expressions reduce asymptotically to 
AiU) — * ^ 1 (-к)-' sin{ J + | (-K) 3 / 2} 
Ві(к) — > TT-* (-к)-' cosí I + I (-<)3/2} 
(for к << 0). 
It is possible to construct such a linear combination of Аі(к) and Ві(к), 
that Γ(ζ) vanishes for ζ = 0. We shall denote this linear combination as 
8U 
G(<) = cosí Аі(к) + sin6 Ві(к) (A 15) 
If δ has been established, the wave function is known apart from normaliza­
tion. The procedure of normalization is analogous to that for the class I 
wave functions. The asymptotic expression of G(K) for negative values of к 
is obviously 
G(K) = π~^(-κΓ= sin { I + | (-<)3/2 + δ }. 
This expression can be transformed into the general W.K.B. form of eq. (A 7) 
if we define 
UTP , 
h'U) = f kic^dç' = f (-кГ' (using А 13) . 
ζ 
Now G(K) can be w r i t t e n as 
G(K) = π - ^ ( 8 n + l 0 1 / l 2 { k U ) H cos { h ' U ) - J + б } 
In t h e environment of t h e U . T . P . , t h e p r o p e r l y normalized c l a s s I I wave 
f u n c t i o n s , F. ( ζ ) , can be r e p r e s e n t e d by 
ι - 1 / 1 2
 Λ η
{ · \ 2 
F. (ζ) = 2* η { | | M L 1 I J
 G ( K ) 
jm 3j 'm 
( i f | κ | « n 2 / 3 ) . 
The fact that G(K) vanishes at the surface (к = к ) will be denoted expli-
o 
citly by adding the suffix: к
о
.
 F]
m
^^
 c a n
 accordingly be represented by: 
1 -1/12
 ап
ГптЧ 2 
Because Аі(к) has the property to vanish rapidly for positive arguments, it 
is obvious that δ approaches rapidly to zero when the UTP is removed from 
the wall. The majority of the class II wave functions can hence be written 
as 
ι -1/12
 Ят
,МпЛ a 
F . U ) = 2" η { | ipJSÜ- I } Ai(ic) . jm 3j 'm 
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Equation (A 13) defines a different coordinate system along the Z-direction 
for each wave function. The UTP is the new origin of this coordinate system. 
The question occurs in chapter 6 how to represent a product of the type 
F. (ζ) F. (ζ). It turns out that products of this type are only needed if 
J-,πι ¿2т 
the respective upper turning points of both wave functions are located close 
together. It follows from (A 13) that the functions F. (ζ) and F. (ζ) are 
J 1 m J 2 m 
simply shifted relative to each other along the Z-direction, if |κ|<< η . 
The magnitude of this shift (n') in κ-space equals 
n1 + n2 λ " 1 / 3 
η' = (n
r
n2) ( J^-ij (A 17) 
It is assumed that: In.-n |<<|n +n |. 
An illustration of (A 17) is given in figure A-7· The circles (1) and (3) 
correspond to the wave functions F. (ζ) and F. (ζ) in the sense which has 
been outlined before. Circles (l) and (3) are concentric because the value 
of (m) is the same for both wave functions. Circles (l) and (2) are shifted 
relative to each other in space and correspond to F
;
 „(ζ) and F. ^(ζ-Δζ) 
where Δζ is defined as 
J2m J 2
m 
(2^ + 1 ) 5 - (2n2+l)
5
 = (n1-n2)(2n+l)"
2 
figure A-7 
Equation (A Ij) implies that 
F. (ζ) = F. (ζ-Δζ) close to the UTP . 
Jlm J 2
m 
The afore mentioned product function transforms into 
(ζ) F. _(ζ) = 2Ì η " 1 7 6 
J·,1" J 2
m 
Эп^т) 
3j. m 
3n(j2m) 
3Jo 
-m'-^n' 
(K-W) G (К+Ь' 
-т'+Ь' 
(if the surface is located at: к = -m')· 
A P P E N D I X В 
LINEAR RESPONSE THEORY ; FORMALISM OF THE SINGLE 
PARTICLE DENSITY MATRIX 
According t o q u a n t u m s t a t i s t i c s t h e e x p e c t a t i o n value of an o p e r a t o r F 
a t t ime ( t ) can be expressed as 
< F> t = Tr {p(t)F} (B 1) 
The trace must be evaluated for a complete set of (many body) states of the 
system. The operator p(t) is the density operator (matrix). It satisfies the 
folioving equation 
d_ 
dt 
Р( ) = 4^ c a e , p(t)]_ (в 2) 
The corresponding equation of motion for < F> is 
ft < F > t = é < [ > . *1- Ч î B 3) 
The Hamiltonian Ж may explicitly depend on time both in eq. (B 2) and in 
(B 3). 
A considerable simplification occurs when the system consists of par­
ticles which are dynamically independent. For this case it is useful to in­
vestigate the "single particle" density operator f(t) . In order to de­
fine this operator let us first consider a complete set of single particle 
states |k>, which are labeled by к (not necessarily momentum eigenstates). 
The corresponding creation and destruction operators are a (k) and a(k) 
respectively. The single particle density matrix is defined by the require­
ment that 
<a
+(k1)a(k2)>t Ξ <k2|f(t)|k1> (B k) 
f(t) has the property that the expectation value of any symmetric single 
particle operator J = Σ j (n = particle index) is easily expressed in 
η
 n
. 
terms of f(t) according to 
<J>
+
 = tr {f(t) j} (B 5) 
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The trace of eq. (B 5) must be calculated for a complete set of single par­
ticle states. The equation of motion for f(t) follows from 
|F<k2 |f(t)|k1> = <k2| ft f M v 
The left hand side of this equation equals: -rr- <a (k )a(k.p)> which must 
be evaluated by means of eq. (B 3). In order to evaluate the conmiutator of 
eq. (B 3) is must be realized that the Hamiltonian can be written as 
# = Σ Η = Σ Σ а+(к1)а(к0)<к1 |н|к> 
η . , 1 ¿ 1 ' ' 2 
η k1 k 2 
With t h e a i d of proper (ant i)-commutat ion r e l a t i o n s i t follows t h a t 
< k 2 | f ( t ) | k 1 > = ^ Σ < а + ( к 3 ) а ( к 2 ) > < k 3 | H | k 1 > -
d^  
dt 
k3 
- i Σ <a+(k1)a(k3)>t <k2|H|k3> = \ <к2| Qf(t)sH] _|к1> 
к
з 
Hence 
^ f ( t ) =4^- [Н, f(t)]_ (В б) 
If the system is in thermal equilibrium the operator f shall be diagonal in 
the representation of the energy and is given by 
f = f
0
 = { β 3 ( Η - μ ) ± i f 1 (ВТ) 
(+ sign for Fermi, - sign for Bose statistics). 
If the system is perturbed by an external interaction Hamiltonian 
36 (t) which may be switched on at, say t = 0, eq. (B 2) can be linea­
rized with respect to this interaction. This procedure has been indicated 
by Kubo. Denoting 9C by 'ЭС + '3C
+
 the density operator p(t) can be expanded 
as a series of increasing powers of the interaction: p(t) = ρ +p/x+p/«+... 
etc. Equation (B 2) becomes after linearization 
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iL 1 
dt 
p ' i t ) - ^ » 0 ,
 P4t)2_^zK- p0l-
This equation is satisfied by 
p 1 ( t ) = 4 ^ / dt. e * 1 : ^ t ' p] e 
iTi
 o
 1 t1 
The change of the expectation value of F due to the perturbation is given 
by eq. (B 1) 
<F>t =Tfi * dti *гр 0Ст- . К? 
о 1 
The operator F(t) i s an abbreviation of 
i » 0 t - ì 3 e 0 t 
F(t) = e * F e Ъ 
Another way to express these results is 
ƒ dt е І ш <F>
+
 = -L- <[F , Эе1 ] > (В 8) t iñ '-ω ω -1- eq 
о ^ 
with 
І r«0, І «ρ О. 
_ . ,. ιωΐ Ti „ T S F = / d t e e F e 
ω 
о 
and 
# 1 = / dt e i a ) t эе^ v
 ω t 
о 
The symbol < > implies that the expectation value must be evaluated for 
eq 
the unperturbed system (in terms of many-body states). 
If the particles of the system are dynamically independent it is imme­
diately clear that the procedure for p(t) leading to eq. (B 8) can also be 
applied to f(t), leading to 
90 
; « . i - t <j>t - ir « в.. < : . , (в 9) 
eq 
where the operator j is given Ъу the expression 
ι ο ι о 
ш
 -J. *-Ht -ç-Ht 
. ,. iwt η . η 
ƒ dt e e j e 
(j is the single particle operator corresponding to J) 
and 
CO . 
Η = ƒ dt e Η, 
ω t 
о 
In eq. (В 9) the symbol < > implies that the expectation value must be 
evaluated for the unperturbed system, in terms of single particle states 
however. For the energy representation eq. (B 9) reduces to 
f0(E )- f0(E ) 
ƒ dt е 1 ш <,І> = Σ <nljlm><mlHjn> ^
 ц
 Д _
 E
m
 (BIO) 
ο η,m η m 
The states |n > are eigenstates of the unperturbed Hamiltonian corresponding 
to the eigenvalues E . The function 
distribution function for electrons. 
f (E ) is the corresponding Fermi-Dirac 
The classical expression for the expectation value of an observable 
F ( q.v > Pv ) fo 11 ows from 
<F>t = ƒ dq k dp k ... p(t) F(q k,p k) . (B 11) 
p(t) is the density function of the classical electron system, whereas 
(q ,p ) is a symbolic notation for all coordinates and momenta of the par-
tides of the system. Both q and ρ are not considered to depend explicit­
ly on (t) unless this is explicitly stated by writing <l,(t) and p, (t). In 
the latter case we define the development in time to be determined by the 
unperturbed Hamilton function. The dynamics of the system is incorporated 
in p(t), which satisfies the equation 
^r p(t) = -&- ^ - - l — ^->o(t) . (B 12) 
pk qk qk pk 
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Completely analogous to the quantumstatistical procedure, this equation 
can be linearized with respect to the interaction Hamilton function 'ЗС , 
thus giving rise to 
ƒ dt е І ш <К>, = <{F . # 1 } > (B 13) 
t ω ω eq 
о 
The symbol { } is used to denote the Poisson Bracket. F is an abbreviation 
ω 
of 
oo 
¥
ω
 = f dt е 1 ш F{qk(t),pk(t)} , and (Β Hi) 
о 
^ = ƒ dt е І ш 5e|(qk,Pk) (В 15) 
о 
The description simplifies considerably if the particles are dynami­
cally independent. Rather than evaluating the density function, ρ(t), we 
consider the single particle distribution function f(r, v, t) which satis­
fies Boltzmann's collisionless equation. Equation (B 13) reduces to 
ƒ dt eltüt <J> = < {j , H1} > (B 16) t ω ω eq 
о ^ 
if J = Σ j . The equilibrium expectation value of eq. (В l6) must be evalua-
n 
ted for a free particle system with the unperturbed classical distribution 
function f (ν). 
The functions j and Η are single particle observables corresponding to 
1 ω ω
 0 
J and 36 
ω ω 
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SAMENVATTING 
Elektrische geleidingsverschijnselen worden in het algemeen door twee 
typen van wetmatigheid bepaald: enerzijds door de wetten van het elektro-
magnetische veld, anderzijds door de transport-eigenschappen van het mate-
riaal. De transport-eigenschappen kunnen worden geformuleerd met behulp van 
z.g. "transport-vergelijkingen", die b.v. kunnen aangeven hoe groot de waar-
de van de stroomdichtheid van de ladingsdragers (elektronen) bij een gege-
ven elektrisch veld zal zijn. Wanneer hier sprake is van de "waarde", wordt 
stilzwijgend bedoeld de waarde op elk tijdstip en op ieder punt van de ruim-
te, waar materie aanwezig is. Bij de zojuist gegeven beschrijving van een 
transport-vergelijking dient rekening te worden gehouden met het feit, dat 
het elektrische veld slechts konceptueel "gegeven" kan zijn; de keuze moet 
immers zodanig zijn, dat het elektrische veld voldoet aan de Maxwell-verge-
lijkingen. De probleemstelling van ons onderzoek is hiermee impliciet ge-
formuleerd, en houdt derhalve in, een zodanige stroom- en veldverdeling in 
ruimte en in tijd te vinden, dat er zowel aan de Maxwell- als aan de trans-
port-vergelijkingen is voldaan. Bovendien moet er bij het oplossen rekening 
worden gehouden met de randvoorwaarden in ruimte en tijd, die overeenkomen 
met de experimentele omstandigheden. 
Het geleidingsprobleem, in het biezonder dat van het ladingstransport, 
kan op twee verschillende wijzen worden benaderd. Enerzijds kan er gebruik 
worden gemaakt van klassieke methoden om de transport-vergelijkingen te on-
derzoeken, anderzijds zou de kwantummechanische methode gevolgd kunnen wor-
den. In principe dient de voorkeur te worden gegeven aan laatstgenoemde me-
thode, alhoewel er omstandigheden kunnen zijn, waardoor de resultaten van 
beide methodes weinig zullen verschillen (n.l.: in de klassieke limiet). 
Het doel van ons onderzoek is na te gaan hoe groot de verschillen tus-
sen een klassieke en een kwanteuze behandeling van het geleidingsprobleem 
zijn. In het biezonder wordt er aandacht besteed aan die parameters, die 
voor de korrekties bepalend zijn. Teneinde een kwantitatief vergelijkend 
onderzoek mogelijk te maken, berekenen we de waarde van de oppervlakte-
impedantie volgens beide methodes. Van experimenteel standpunt bezien is 
dit vergelijkingsobjekt van belang, aangezien juist deze grootheid direkt 
waarneembaar is bij een geleidings-experiment. 
Omdat de oppervlakte-impedantie met betrekking tot een wand wordt ge-
definieerd, is het nodig de geometrie van de ruimte, die door het systeem 
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wordt ingenomen, nader te specificeren. Hiertoe beperken we ons, mede uit 
oogpunt van eenvoud, tot een oneindige halfruimte, waarvan de begrenzing 
met de wand overeenkomt. Van dynamisch standpunt wordt verondersteld, dat 
de wand zowel vlak als hard is, teneinde specifieke oppervlakte-problemen 
te vermijden. In hoofdstuk 3 wordt een klassieke behandeling van het pro-
bleem gegeven, waarvan de resultaten overeenkomen met die van Reuter, Sond-
heimer en anderen. Genoemde auteurs hebben hun aandacht beperkt tot een 
systeem van elektronen, waarvan de botsingen door middel van een relaxatie-
tijd kunnen worden beschreven. De klassieke theorie blijkt bepaald te wor-
den door de drie volgende karakteristieke lengten: 
1) de skindiepte 
2) de vrije weglengte 
3) de gemiddelde afstand, die een elektron gedurende de periode van het 
wisselveld aflegt. 
Indien de vrije weglengte de kleinste van deze drie is, spreekt men 
van het "normale" skineffekt. In dit geval is er bij benadering lokaal even-
wicht in het systeem, zodat de relatie tussen stroomdichtheid en veldsterkte 
een lokale is. Is daarentegen de skindiepte de kleinste van de drie intrin-
sieke lengten, dan spreekt men van het "anomale" skineffekt. In dit geval 
is de relatie tussen stroomdichtheid en veldsterkte niet meer lokaal. Ma-
thematisch is de behandeling van het anomale skineffekt het meest gekompli-
ceerd; ons onderzoek beperkt zich tot dit gebied teneinde de klassieke en 
kwantummechanische methoden te vergelijken. Als model kiezen we een systeem 
van vrije elektronen waarvan de dichtheid overeenkomt met die van de gelei-
dingselektronen van een metaal. Botsingseffekten worden á posteriori onder-
zocht met behulp van een (ad hoc) ingevoerde relaxatie-tijd. Uit de behan-
deling in hoofdstuk k blijkt, dat er aanzienlijke kwantumkorrekties te ver-
wachten zijn voor het gebied van het anomale skineffekt, in tegenstelling 
tot verwachtingen, die onder andere door Pippard zijn geformuleerd. De 
fundamentele oorzaak van de korrekties is het feit dat een precíese lokali-
sering van een deeltje binnen de skindiepte met een welgedefiniëerde snel-
heidskomponent loodrecht op het oppervlak niet mogelijk is in verband met 
de onzekerheidsrelatie van Heisenberg. De grootte van de kwantumkorrektie 
hangt af van de mate, waarin zulk een lokalisatie voor de klassieke theorie 
essentieel is. Deze vraag wordt in hoofdstuk 1 kwalitatief onderzocht door 
na te gaan welke processen voor de elektrische geleiding domineren. Zowel 
uit een naïeve beschouwing als uit de gedetailleerde analyse in hoofdstuk 3 
blijkt, dat er speciale elektronen zijn, waarvan de bijdrage tot de elek-
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trische geleiding domineert ten opzichte van die der overige elektronen. 
Deze ζ.g. "effektieve" elektronen blijken aan de eis te moeten voldoen, dat 
ze ongeveer gedurende een (halve) periode van het wisselend elektrisch veld 
binnen de skinlaag moeten verblijven. Deze eis legt zowel de snelheidskom-
ponent van het elektron loodrecht op de wand vast, alsmede de erbij behoren­
de waarde van de De Broglie golflengte. Uit de analyse in hoofdstuk k blijkt, 
dat de verhouding van deze De Broglie golflengte en de skindiepte bepalend 
is voor de grootte van de kwantumkorrektie. Zo kan de afwijking van het re­
ële deel van de oppervlakte-impedantie voor een metaal waarden tot ca. 10$ 
bereiken. Het teken van deze korrektie blijkt hetzelfde te zijn als dat van 
de afwijking, die gewoonlijk aan oppervlakte ruwheid wordt toegeschreven. 
Hetgeen tot dusver is vermeld met betrekking tot de kwantumkorrekties, 
is in principe ook van toepassing indien het elektronensysteem in een uit-
wendig statisch magneetveld is geplaatst. Alvorens de klassieke en kwantum-
mechanische theorie in dit geval met elkaar te vergelijken, leiden we in 
hoofdstuk 5 een gesloten uitdrukking af voor de magnetische afhankelijkheid 
van de oppervlakte-impedantie voor een elektronen systeem. Zowel volgens de 
klassieke als de kwantummechanische theorie heeft deze uitdrukking de ge-
daante van een Green-funktie. Door beide uitdrukkingen met elkaar te verge-
lijken voor een model van vrije elektronen, blijkt dat er twee typen van 
kwantumkorrekties bestaan n.l.: 
a) korrekties, die optreden indien de skindiepte vergelijkbaar wordt met 
een karakteristieke De Broglie golflengte 
b) de oscillaties van het "de Haas van Alphen"-type. 
Recente metingen o.a. van Koch en Kuo hebben aangetoond, dat de opper-
vlakte-impedantie voor sommige metalen een oscillerend gedrag vertoont als 
funktie van de waarde van het uitwendig aangelegde magneetveld. De orde van 
grootte van de velden, waarbij deze oscillaties verschijnen, is ongeveer 
50 0e in het frekwentie-bereik van 10 tot 70 Ge. De genoemde auteurs hebben 
dit verschijnsel kwalitatief verklaard door er op te wijzen, dat de energie-
overdracht van het e.m. veld naar het elektronen-systeem optimaal is, als 
bepaalde "effektieve" elektronen een tijdsduur van respektievelijk een hal-
ve, anderhalve, twee en een halve (enz.) periode in het veld verblijven. In 
hoofdstuk б wordt deze verklaring besproken. De globale ligging van de os­
cillaties blijkt met deze schatting overeen te komen, alhoewel de frekwen-
tie-afhankelijkheid ervan niet geheel juist blijkt te zijn. Een nauwkeurige 
analyse van de klassieke en kwantumtheorie toont echter aan, dat de elek­
tronen, die het effekt binnen de klassieke theorie moeten verklaren, niet 
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op een klassieke wijze behandeld mogen worden, in verband met het zojuist 
genoemde eerste type van kwantumkorrekties (sub a). Een analoge kwantumme-
chanische schatting van de ligging der oscillaties blijkt echter niet 
slechts de positie doch tevens de frekwentie-afhankelijkheid ervan op een 
juiste wijze weer te geven (hoofdstuk 6). Numerieke berekeningen, die in 
hoofdstuk 6 worden beschreven, hebben onze kwantummechanische schatting be-
vestigd. 
Tenslotte rest ons nog de vraag te beantwoorden waarom de theorie van 
de elektrische geleiding tot heden toe op niet-kwanteuze wijze wordt behan-
deld met het gevolg, dat het bestaan van de hier beschreven kwantumkorrek-
ties niet voor mogelijk werd geacht. De oorzaak hiervan is het feit dat de 
randkondities van het geleidingsprobleem gewoonlijk op een onjuiste wijze 
in rekening worden gebracht. Het is namelijk gebruikelijk om de z.g. 
7)12) 
"speculum assumption" als randvoorwaarde in te voeren indien de wand 
van het systeem vlak mag worden geacht. Deze veronderstelling houdt in, dat 
het effekt van de wand vervangen zou kunnen worden door een spiegelsymme-
trische uitbreiding van het systeem aan de andere zijde van de wand. In 
hoofdstuk 1 wordt betoogd waarom deze uitbreiding in het algemeen onjuist 
is. Aangezien er in het uitgebreide systeem geen dynamische wand meer voor-
komt is het duidelijk dat er geen reden bestaat om biezondere aandacht te 
besteden aan de waarde van de De Broglie golflengte in een richting lood-
recht op een fiktieve wand. Volgens deze zienswijze zouden kwantumkorrek-
ties bepaald worden door de verhouding van de skindiepte en de De Broglie-
golflengte behorende bij de absolute waarde van de snelheid van een elek-
tron. Binnen zulk een theorie zouden de kwantumkorrekties terecht als ver-
waarloosbaar mogen worden beschouwd. 
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STELLINGEN 
1 Informatie over de struktuur van de vaste stof kan onder meer worden 
verkregen door middel van geleidingsexperimenten in het gebied van 
cyclotron-resonantie, of met behulp van de dimensie-effekten van Gant-
makher. De doelmatigheid van deze experimenten kan worden verbeterd, 
indien men de velden niet alleen evenwijdig aan het oppervlak, doch 
tevens loodrecht erop zou detekteren. 
Gantmakher, V.F., Sov. Phys. JETP 15 (1902) 982. 
Azbel, M.I. and Kaner, E.A,, Sov. Phys. JETP 3 (1956) 772. 
2 Er bestaat een formele analogie tussen de klassieke verdelingsfunktie 
van Boltzmann en de kwantummechanische welke door Wigner gedefinieerd 
is. In verband met periodiciteitsstrukturen van de laatstgenoemde funk-
tie is de analogie hoogst onfysisch. 
Kadanoff and Baym, Quantum Statistical Mechanics, Ch. 6, page 67. 
3 De berekeningen van Van Leeuwen, Mossel en Cohen voor fasescheidingen 
3 U in mengsels van He en He , op basis van een model van harde bollen, 
kunnen zowel van experimenteel als van theoretisch gezichtspunt worden 
verbeterd, indien niet de dichtheid, doch de druk van het mengsel zou 
worden vastgelegd. 
Cohen, E.G.D. and Van Leeuwen, J.M.J., Physica 26 (i960) 1171. 
Cohen, E.G.D. and Van Leeuwen, J.M.J., Physica 27 (1961) 1157. 
k De kritiek van Saavedra op het artikel van Lippman betreffende het ge-
generaliseerde Ehrenfest theorema is onjuist. 
Saavedra, I., Phys. Letters 19 (1965) 326. 
5 De konklusie van Treacy en Beers dat de theorie over de hyperfijn split-
sing in het rotatiespektrum van HDO niet juist zou zijn, is aanvechtbaar. 
Treacy, E.B. and Beers, Y., Journal of Chem. Physics 36 (1962) IU73. 
6 Bij de behandeling van het transportprobleem van de suprageleiding is 
het wenselijk om met de door dit proefschrift verkregen inzichten re-
kening te houden. 
7 Het is uit didaktisch oogpunt beter de behandeling van het begrip irre-
versibiliteit uit te stellen tot aan het einde van een kollege over 
thermodynamika. 
8 De regeling van het infuus zoals deze in de meeste ziekenhuizen wordt 
toegepast, kan aanzienlijk worden verbeterd zonder dat hiervoor hoge 
kosten benodigd zijn. 
9 De onoverzichtelijkheid van het Nederlandse aangifte-formulier voor in-
komstenbelasting is weinig gevoelig voor de meeste permutaties in de 
volgorde van de vragen. 
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