T he nature of the scanning dynamics of foraging birds has been debated for more than 15 years (see Bednekoff & Lima 1998 for a review). Previously, we (Ferriere et al. 1996) reanalysed data for five solitary birds (one purple sandpiper, Calidris maritima, two Barbary doves, Streptopelia risoria, and two choughs, Pyrrhocorax pyrrhocorax) using nonlinear forecasting, a new statistical approach rooted in the theory of nonlinear dynamical systems. Nonlinear forecasting showed that the vigilant behaviour of the two choughs was dominated by periodicity (with superimposed noise). In contrast, the hypotheses of periodic scanning and pure randomness were rejected for the sandpiper and doves. Further statistical treatments (computation of the Lyapunov spectrum and Kolmogorov entropy) supported the alternative conclusion that the dynamics of scanning in these birds were chaotic. This is important because the high, short-term, and rapidly declining predictability of chaotic scanning may allow birds to coordinate their vigilance at low cost. We developed a mathematical model to probe this hypothesis further. The model revealed that even loose coordination, based on predictions of the neighbour's behaviour only one foraging bout ahead, dramatically reduced individual predictability and enhanced the level of group surveillance, provided that intrinsic, individual vigilance was chaotic.
Ruxton & Roberts (1999) suggest that our (Ferriere et al. 1996) analysis 'does not provide evidence of chaotic patterns in vigilance behaviour', and they question our suggestion that 'chaotic patterns are likely to be adaptive'. Here, we attempt to clarify the points at issue and delineate the areas of agreement and disagreement between Ruxton & Roberts' critique and our original paper. In doing so, we introduce new statistical approaches designed to detect nonstationarity in short, sequential data sets.
Ruxton & Roberts (1999) present data on vigilance patterns in terns, and by comparing these data to ours, intend to show that our initial conclusions were erroneous. However, such a comparison is questionable. The correlation coefficient for the tern data reaches only 0.25 for predictions one step ahead. Therefore, noise may account for more than 70% of the variance in terns' scanning, and we can fully agree that the low predictability in Ruxton & Roberts' data 'is not intrinsically generated chaos'. In contrast, correlation coefficients over one step were above 0.80 in all cases we considered (Ferriere et al. 1996) , and thus we cannot dismiss our initial conclusions regarding our own data sets. Another issue in this comparison arises from a discrepancy in calculations, revealed by a reciprocal analysis by Drs Ruxton and Roberts and ourselves of some of the dove and tern data sets. The difference in the magnitude of the correlation coefficient may well be an artefact due to the use of different nonlinear forecasting methods. Our original approach was based on Sugihara & May's (1990) method, which is advocated by Wayland et al. (1993) . There are several other nonlinear forecasting methods, all of them having many free parameters that must be fine-tuned by the user. Depending on the user's choices, moderate differences may result. One way to avoid discrepancies between different studies of the same data sets is to rely on a 'reference code'. We probed the robustness of our results using a MATLAB program made available by Schiff et al. (1994) , which differs from Sugihara & May's algorithm mainly in the statistics used to draw predictability profiles. In the former, predictability statistics is a prediction error, normalized with the prediction error for the mean. An increase of the normalized prediction error with an increased number of prediction steps is the benchmark of chaos. When we applied this method to the sandpiper data (Fig. 1) , the results appeared to be consistent with our previous analyses (Ferriere et al. 1996) , and our contention that the underlying dynamics of scanning are chaotic. 
