INTRODUCTION
A nearly ubiquitous feature of plant-pathogen interactions is host cell death. In its most recognizable form, host cell death is manifested as the rapid collapse of tissue, termed the hypersensitive response (HR). This response accompanies "incompatible interactions" and leads to disease resistance. As detailed below, the HR is programmed genetically in the plant and is a consequence of new host transcription and translation Godiard et al., 1994) . The HR is a correlative feature of many but not all incompatible interactions controlled by classic disease resistance (R) genes (Dangl, 1995; Staskawicz et al., 1995 ; see also Bent, 1996 , in this issue). A local HR is often associated with the onset of systemic acquired resistance (SAR; Chester, 1933; Enyedi et al., 1992; Ryals et al., 1994 Ryals et al., , 1996 , in this issue) in dista1 plant tissues. In addition, sites of the HR are invariably focal points for transcriptional induction of plant defense genes in neighboring cells (Somssich et al., 1988; Schmelzer et al., 1989) . Subsequent biosynthesis of protective secondary metabolites and cell wall buttressing around the HR site are also thought to contribute to overall pathogen containment. Signals derived from cells undergoing the HR apparently contribute significantly to the induction of defense gene transcription in adjacent cells. However, certain bacterial mutants unable to elicit an HR are still competent to trigger the transcription of defense genes that are normally induced during both incompatible and compatible interactions (Jakobek and Lindgren, 1993) .
Whether the cell death that constitutes the HR actually causes disease resistance by depriving the incoming pathogen of nutrients or by releasing microbiocidal compounds from dying cells is unclear. Alternatively, the HR could be the consequence of a mechanism that is actually killing both host and microbe cells. In fact, recent evidence discussed below suggests that HR cell death is not required to stop pathogen growth in at least some cases (Century et al., 1995; . If this separation of resistance per se and cell death is generalizable, can we glean insight from the mechanism by which host cells die that is relevant to the mechanism that kills or stops an invading pathogen?
To whom correspondence should be addressed.
Cell death is equally a feature of disease symptoms during compatible interactions. In many cases, cells are killed via the action of pathogen-derived toxins. In others, most notably compatible interactions with biotrophic fungi, cell death associated with disease symptoms is a very late feature of the disease course. Although not a major focus of this review, in at least one example, ethylene insensitivity leads to dramatically reduced symptom development (Bent et al., 1992) , but the same lack of ethylene perception does not effect the onset of SAR . Thus, the cell death associated with this example of disease (Pseudomonas syringae on Arabidopsis) is not required for triggering SAR. In contrast, many examples of necrosis induced by compatible pathogens do induce SAR (Jenns and Kuc, 1977; Cohen and Kuc, 1981; Kuc, 1987) . Therefore, if the ability to induce SAR is used as a criterion, two cell death pathways are potentially engaged during compatible interactions. It is unknown whether the mechanism of cell death during the HR is the same as that invoked during cell death leading to disease symptoms. Examination of morphological characteristics associated with cell death suggests, as detailed below, that at least some steps are shared.
This review discusses these phenomena, with an emphasis on recent investigations aimed at genetic and biochemical dissection of the mechanisms underlying the HR. Key questions, many still unanswered, are as follows: 1s the cell death in either case programmed genetically by plant cells (suicide), or is it entirely a consequence of pathogen-derived products killing plant cells (murder)? 1s the HR a requirement for successful activation of resistance at and immediately surrounding the site of infection? 1s cell death required for the onset of SAR? Are there fundamental mechanistic differences between HR cell death and disease symptoms, or are they two temporally different manifestations of the same death pathway? What is the role of reactive oxygen intermediates (ROI) in HR cell death? Finally, it is well established that programmed cell death (PCD) plays key roles in severa1 aspects of normal plant development, as it does in normal animal development (Wyllie et al., 1980; Raff, 1992; Hengartner and Horvitz, 1994) . This topic is included in recent reviews of cell death in plants (Greenberg and Sussex, 1996; Jones and Dangl, 1996) and so is only mentioned here insofar as particular developmentally observed cell deaths share features with the HR. 1794 The Plant Cell PARANOID PLANTS: THE GENETICS OF CELL DEATH Mutants that capriciously form patches of dead tissue in the absence of a pathogen exist in many plant species. These patches in some cases resemble those resulting from the HR and distinctly resemble disease symptoms caused by a particular pathogen in others. The phenotypes of these mutants led to the coining of the term "paranoid plants" because they behaved as if constantly under pathogen attack. These mutations are common in at least maize and Arabidopsis (Walbot et al., 1983; Greenberg and Ausubel, 1993; Dietrich et al., 1994; Greenberg et al., 1994; Johal et al., 1994a; Weyman et al., 1995) . A key problem with mutants of this sort is to establish whether they define genes whose wild-type functions are involved in disease resistance. Their cell death phenotypes could equally be a consequence of perturbed metabolism or impaired signal exchange with neighboring cells; this is sufficient to initiate PCD in animals, in which one or more central monitors interpret intra-and extracellular signals. When these signals are absent or altered, the monitor(s) shunts the cell into a default suicide pathway. Thus, for an animal cell to survive, proliferate, and differentiate, it must continuously be reassured that it is doing the appropriate thing in the correct place. This "social control" of cell death in animal cells (Raff, 1992; Raff et al., 1993) may also operate in plant cells during either developmentally regulated PCD (R. Pennell, personal communication) or the HR.
Severa1 cell death mutants express histochemical and molecular markers that are associated with resistance responses, and they also exhibit local and systemic resistance to a variety of pathogens that would ordinarily interact compatibly and cause disease Greenberg et al., 1994; Jones, 1994) . It has therefore been possible to set criteria separating the broad class of impaired cell death control mutants into those that define genes whose wild-type fUnCtiOn affects the salicylic acid (SA)-dependent disease resistance pathway (see below, and Ryals et al., 1996 , in this issue) and those that do not. Importantly, other mutants displaying dead cells, or other treatments that kill cells, do not engage the SAR pathway. Thus, the complete machinery necessary for triggering the cell death indicative of the HR is intrinsically programmed, and this program can lead to SAR. Collectively, these mutants offer the opportunity to decipher the signal transduction pathway of the HR. Ultimately, such mutants will help to address the key question of whether the programmed sacrifice of a limited region of cells halts pathogen proliferation or if lesion formation is merely collateral damage suffered attendant to the resistance mechanism.
Initiation, Propagation, and Rogue R Genes Bona fide HR lesions form specifically at the site of pathogen infection and end in a discrete boundary. In contrast, cell death mutants either stochastically form lesions of a determinate size at inappropriate locations (initiation class rnutants) or are unable to constrain the extent of lesion expansion after it is initiated (propagation class mutants). The existence of initiation class mutants implies that an early step in the HR pathway is malfunctioning, possibly in signal transduction or in the signal receptor itself. Supporting this idea are at least two classes of lesion-mimic mutations that map to known R loci (RP7 in maize and mlo in barley; see below). Because some cloned R genes encode products containing kinase domains and others bear domains that putatively use trinucleotide binding as a signal switch (Dangl, 1995; Staskawicz et al., 1995; Boyès et al., 1996 ; see also Bent, 1996 , in this issue), it is conceivable that mutations in these domains could lead to a constitutively signal-transducing phenotype (Pryor, 1987a (Pryor, , 1987b Pryor and Ellis, 1993; Hu et al., 1996) . Thus, "R genes gone bad" could result in either determinate or propagative lesions, depending on the nature of subsequent signals in halting HR-like cell death.
Alternatively, and by analogy to animal cells as mentioned above, the default pathway of a metabolically injured plant cell may be a form of PCD. If so, then some initiation class mutants may lack negative regulators of HR formation that normally act as a phytological deadman's switch, preventing inappropriate flux through the HR pathway and thus stopping default PCD. Propagation class mutants are defective in their ability to limit lesion spread after it is initiated. These mutant phenotypes suggest that during the formation of a wild-type HR resulting from an incompatible reaction, signals emanate outward to neighboring cells and can trigger their death. Once the HR site involves a particular number of cells, it appears that a second control system inhibits its further spread. If this inhibiting mechanism is absent, any cell death accompanying the HR expands and can eventually consume the entire leaf.
Mutants of both initiation and propagation classes can occur naturally, can be isolated after mutagenesis, or can be generated by constitutive transgene expression. Many are developmentally regulated, and their phenotypes can be exacerbated by manipulation of hormone levels, light regime, or temperature. We detail below a selection of the rich material available in the general class of cell death control mutants, specifically propagation class mutants that define wild-type genes whose roles appear to define key negative regulatory steps in the control of the HR.
One of the earliest reported lesion mimics was derived from attempts to breed resistance to tomato leaf mold, Cladosporium fulvum, into a commercial tomato line (Langford, 1948) . Small brownish lesions that form near the tips of the lower leaves on the plants subsequently enlarge to engulf the leaves and sometimes extend to the stem in a developmentally regulated fashion. Exposure to intense light enhances the extent of lesion formation, which may implicate ROI in the cell death process. lnitial experiments suggested that necrosis seemed to be a result of the interplay between the ne locus and the C. fulvum resistance gene Cf-2. Recent results, however, suggest that it is not Cf-2 but a dominant gene linked to it that interacts with ne to cause lesions (Dixon et al., 1996) . Isola-tion of this second Cf-2-linked dominant gene may shed light not only on how NE functions but on how its function is tied to that of Cf-2 in the generation of cell death during a normal resistance response.
Many well-studied lesion-mimic mutations have been isolated in maize and Arabidopsis. Of ~32 different lesion mimics known in maize, 23 are dominant gain-of-function mutations, and most of these are initiation class mutants (Walbot et al., 1983; Johal et al., 1994a) . This is the largest class of gain-offunction mutants found in maize, and their prevalence suggests two divergent possible hypotheses: either many dominant mutations can lead to metabolic perturbations that drive cells down a default PCD pathway, or many of these mutations are in response networks normally recruited to fend off pathogens. If the latter is true, it implies that a large number of input points can be activated in the disease resistance response pathway. This could, in turn, reflect a large number of R genes whose gain-of-function phenotype could give rise to lesion mimics. This possibility is illustrated by the fact that several alleles responsible for lesion mimics of both initiation and propagation classes map to the Rp1 gene locus, a complex R locus that encodes resistance to the rust fungus Puccinia sorghi. The Rp1 locus exhibits a high frequency of unequal crossing over and gene conversion events (Hooker and Russell, 1962; Bennetzenetal., 1988; Sudupaketal., 1993) . Plants expressing the rpt lesion-mimic alleles can form many small lesions that do not become confluent in response to fungal infection, and some are resistant to infection by a large range of different rust fungi (Richter et al., 1995) . A recent detailed appraisal of these mutants has defined three phenotypic subclasses (Hu et al., 1996) . These phenotypes lend further support to the ideas that at least some lesion mimics result from "R genes gone bad" and that analysis of impaired cell death control pathways will inexorably dovetail with pathways controlling disease resistance.
Another maize mutant, [ethal leaf spot 1 (Ils1), is a Mutator (Mu) transposon-induced recessive propagation mutant that causes developmentally programmed and environmentally influenced lesions that mimic those formed on plants infected by Cochliobolus carbonum. Mechanical wounding of the plant tissue, such as puncturing it with a pin, also induces lesion formation (Ullstrup and Troyer, 1967; Johal et al., 1994b) . Lls1 function is cell autonomous because revertant sectors do not die, despite being surrounded by dead tissue (Figure 1 ; Johal et al., 1994b) . Lesion formation requires red light, implicating photorespiration and the action of ROI in the spread of cell death.
These observations suggest that a threshold level of tolerance to ROI is exceeded in //s7 mutant plants, especially when the tissue is actively photosynthetic, and that an excess of ROI may be the trigger initiating cell death (see below). The LLS1 gene product must function to promote removal of these cell death-promoting factors or else to inhibit their acting as a signal for PCD, although preliminary experiments involving quenchers of free radicals do not stop lesion formation (G. Johal and J. Gray, personal communication). Recently, a fragment of the LLSl gene has been cloned after Mu transposon tagging. Preliminary DNA sequence analysis indicates that the llsl gene encodes a nove1 protein. A highly homologous expressed sequence tag exists in Arabidopsis (72% amino acid identity over 100 residues), suggesting that the LLSl encodes a cell death-controlling factor conserved between dicots and monocots (G. Johal and J. Gray, unpublished data) .
In keeping with the number of mutant loci in maize that exhibit lesion-mimic phenotypes, severa1 classes of Arabidopsis mutants also exhibit impaired cell death control. The !esions -simulating disease resistance (lsd) class was identified based on its inappropriate formation of disease resistance-like lesions and its induction of local and systemic resistance to pathogen isolates virulent on the wild-type parent . The recessive lsdl mutant forms propagation class lesions, and its wild-type product is apparently necessary to contain lesion size during the HR. lsdl forms lesions in response to inoculation with low levels of a wide variety of pathogens, and treatments with SA or other chemicals induce SAR. Lesions do not form in response to heat-killed bacteria, SA structural conformers that do not trigger SAR, and mechanical insult (thus, differentiating the lsdl phenotype from maize llsl). Recently, Jabs et al. (1996) have shown that the superoxide radical is a key signal molecule for both initiation and propagation of lsdl lesions (see below).
The accelerated cell death 1 (acdl) mutant also forms propagative lesions in response to challenges similar to those that induce lesions on lsdl. In addition, acdl forms lesions in response to abiotic stresses, such as mechanical stress (like the maize llsl mutant) and wounding during inoculation with MgS04, that do not induce them on lsdl (Greenberg et al., 1994) . Developmental control of lesion onset in acdl and lsdl is also different, with newly emerging secondary rosette leaves under inductive conditions being lesion free in acdl but lesioned in lsdl. It is highly unlikely that the acd mutant phenotypes result from defects in the production of antioxidant enzymes.,No decrease in superoxide dismutase, catalase, or ascorbate peroxidase activities has been observed (J. Greenberg, personal communication) . Because acdl and lsdl are nonallelic, there are at least two nonredundant wild-type functions in Arabidopsis that are required to halt the HR via negative regulation.
Propagation class mutants are by no means confined to Arabidopsis and maize. The Sekiguchi lesion of rice (sl) is a naturally occurring, recessive propagation mutant (Kiyosawa, 1970; Marchetti et al., 1983) . sl lesions resemble responses to the ordinarily avirulent blast fungus Bipolaris oryzae. They are also triggered by avirulent isolates of Pyricularia oryzae but do not occur in response to virulent fungal isolates, supporting the idea that the sl mutant is also impaired in the pathway that normally restricts a successful HR to cells ator near the infection site. The sl mutant also forms lesions in response to applied chemicals, such as sodium hypochlorite, pentachlorphenol, and organophosphates. It is unknown whether these chemicals induce biological SAR. Do these slinducing chemicals mimic other messengers of HR signal transduction in rice or just kill the plant cells, which then triggers propagative cell death? In either scenario, the sl mutation should be characterized further in the context of the maize and Arabidopsis mutants discussed above. It would be of interest to map sl to determine if, like the maize Rpl alleles, it represents a mutation in a specific rice blast R gene. The mlo gene is unique among barley R genes in that it confers resistance to all known races of the fungus responsible for powdery mildew, Erysiphe graminis, but does not affect susceptibility to non-Erysiphe fungi (Wolter et al., 1993) . The function of the wild-type Mlo allele is unknown, but mutant mlo alleles result in thickening and apposition of cell wall material at the location of attempted penetration by fungal hyphae. Thus, wild-type Mlo presumably acts to downregulate genes directing apposition formation. Cell type-specific spontaneous cell wall appositions can occur in mlo plants grown in the absence of pathogen. These spontaneous cell wall thickenings are similar in chemical composition, structure, and tissue localization to appositions triggered by infection and may act as a physical barrier to pathogen attack (see Knogge, 1996 , in this issue).
Although apposition formation in response to fungal hyphae does not result in cell death, lesions can appear on mlo plants at low temperatures in the absence of pathogen. The size and severity of these lesions can depend on the genetic background and the mlo allele, suggesting that an interplay between the Mlo gene product and a variety of other cellular factors usually determine the extent of apposition formation.
Because formation of cell wall appositions at the site of haustorial penetration is a fundamental mechanism of mlomediated disease resistance, understanding the factors that control their formation is critical to understanding this modification of a normal disease resistance mechanism. The recent characterization of mutants that negate both mlo-mediated resistance and apposition formation begins this dissection (Freialdenhoven et al., 1996) . Interestingly, although the mlo mutation can cause lesion formation, it does not appear to trigger resistance to another barley leaf pathogen and thus does not condition a general activation of defense mechanisms (Freialdenhoven et al., 1996) .
Cell death phenotypes are not limited to foliar tissues, as evidenced by the soybean m (Fot gecrosis) mutant. Lesionpositive roots are partially resistant to an isolate of fungus that is ordinarily pathogenic on the parenta1 genotype. They also exhibit the induction of defense gene transcription and the subsequent accumulation of the phytoalexin glyceollin (Kosslak et al., 1996) . No phenotype is seen in the foliar sections of these plants. This is distinct from the lsdl and llsl mutant phenotypes, of which the former affects a variety of tissues, including floral organs (R.A. Dietrich, unpublished data). Thus, it may be that the diversity of foliar cell death phenotypes and the variety of developmental and environmental control over their onset and severity reflect a set of cell death control pathways. Whether this variety represents interplay between developmentally cued and pathogen-invoked PCD remains to be seen.
SERENDIPITOUS CELL DEATH: TRANSGENICS
for the affected pathway in disease resistance. Other examples are described in Table 1 Xing et al., 1996; see Knogge, 1996 , in this issue), and because H+/K+ exchange is a very early event correlated with incompatible interactions (see below), it is likely that this particular transgene expression-induced cell death is reflective of events occurring during the normal HR.
Manipulations of the ubiquitin-regulated protein degradation pathway can also result in lesion-mimic phenotypes (Becker et al., 1993) . Transformation of tobacco with a modified ubiquitin that is unable to polymerize, an essential step in the ubiquitin degradation pathway, causes initiation-type lesions to form. When challenged with tobacco mosaic virus (TMV), transgenic plants carrying N form fewer but darker lesions than do control untransformed N plants. TMV infection of transgenic tobacco not expressing N resulted in expression of high levels of a particular defense gene, pathogenesisielated gene 1 (PR-1). This gene is a good marker for the onset of SAR (see Ryals et al., 1996 , in this issue) and is not expressed in untransformed wild-type plants. Intriguingly, only low levels of PR-1 are present in spontaneously lesion-forming axenically grown plants. This phenotype is unlike the other cell death control mutants in which plants with lesions express high levels of PR-1 mRNA. Because large net changes in cellular metabolism accompany pathogen challenge, it is conceivable that alterations in ubiquitin-dependent protein metabolism could be tightly coupled with normal disease resistance mechanisms.
THE REAPER'S POINTED FINGER: THE UTlLlTY OF DIRECTED DEATH
A key question in a11 plant-pathogen interactions is: How is the pathogen avirulence (Avr) gene signal specifically delivered to the R gene product? Transgenic experiments assessing the expression of an intracellular Avrgene (encoding the TMV coat protein) led to N'-dependent cell death in tobacco (Culver and Dawson, 1991) . The C. fulvum Avr9 peptide, which is sufficient to cause Cf-9-mediated resistance reactions (Van Kan et al., 1991; Van den Ackerveken et al., 1992) , was expressed extracellularly in tomato plants by using a similar strategy (Hammond-Kosack et al., 1994) . When these plants were crossed with Cf-9 tomato plants, hybrid seedlings died 13 days after germination. The permissive phase of the AvrS-Cf-9 interaction is potentially a function of developmental regulation of either promoter used in these experiments, but it does allow use of this and similar systems for further cell biological and genetic manipulation.
A different strategy is also being employed to engineer cell death ata site of pathogen infection. For example, a pathogeninduced promoter can be used to drive the expression of a toxin or degradative enzyme (RNase was used by Strittmatter et al. (19951) . When the promoter is triggered by pathogen infection, host cells die, ostensibly halting further pathogen growth. It will be of interest to test plants expressing engineered cell death systems for SAR. lmportant considerations in these strategies are tight pathogen-dependent expression of the promoter used and limiting the collateral damage to healthy, uninfected plant tissue.
UNDOING DEATH: GENETIC EXPLOITATION OF CELL DEATH CONTROL MUTANTS
A variety of cell death-impaired mutants, introduced above, are being used to help elucidate the mechanism and signal transduction for disease resistance and the HR, as outlined in Figure 2 . In combination with double-mutant analyses using plants that enzymatically degrade SA via the expression of salicylate hydroxylase (encoded by the nahG gene; Gaffney et al., 1993; Delaney et al., 1994) , it has been possible to place the Arabidopsis cell death mutants into the SA-dependent disease resistance pathway (Figure 2 ). Experiments using both lsd6 (Weyman et al., 1995) and lsdl (U. Neuenschwander, R.A. Dietrich, J.A. Ryals, and J.L. Dangl, unpublished data) provide evidence for an amplification loop in the cell death signaling pathway. In combination with nahG, both are lesion minus, suggesting that SA accumulation is required for cell death in these two mutants. However, application of another chemical inducer of SAR, 2,6-dichloroisonicotinic acid, triggers the formation of typical punctate lsd6 lesions and the spreading lsdl lesions. Because it is thought that 2,6-dichloroisonicotinic acid acts at the same point as or downstream of SA in this pathway (Delaney et al., 1995) , one conclusion is that these mutants define steps in a feedback loop operating to interpret SA-dependent signals. These genetic results are consistent with other results implicating a feedback role for SA during the defense response (Kauss et al., 1992; Kauss and Jeblick, 1995; Mauch-Mani and Slusarenko, 1996; Mur et al., 1996 ; see also Ryals et al., 1996 , in this issue). It will also be informative to combine the cell death control mutants with other mutants required for R gene function, such as ndr (Century et al., 1995) , whose position in the scheme shown in Figure 2 is tentative.
Along with traditional mapping and cloning techniques to identify the genes and proteins responsible for cell death control, seed from lesion-mimic plants can be mutagenized and examined for phenotypic revertants. is an easily screened marker, especially for propagation class mutants such as lsdl in Arabidopsis and llsl in maize and earlyonset initiation class mutants such aslsd5 that can all be conditionally lethal. Such a screen can uncover extragenic suppressors of the original mutation, thus revealing other parts of the cell death signal transduction pathway. Also intriguing are the possibilities that suppressors of one lsd phenotype could suppress other cell death control mutations andlor exhibit altered interactions with pathogens.
Loci that suppress multiple cell death control mutations must define key steps in common pathways leading to cell death. For example, at least one of seven independent suppressors of the Arabidopsis lsd5 mutant also suppress lsd4 and, partially, lsd6 (J.-B. Morel, M. Hunt, J.A. Ryals, and J.L. Dangl, unpublished data). Both lsd4 and lsd6, as well as lsd5, are initiation class mutants, but they affect different cell types, have very different phenotypes, and fit into different steps in the pathway diagrammed in Figure 2 . At least four of the lsd5 suppressors are also compromised in their response to pathogens (J.-6. Morel and J.L. Dangl, unpublished data), validating the usefulness of this approach in unraveling the HR and disease resistance pathways. In contrast, one extragenic recessive lsdl suppressor (of the 4 2 we have isolated) reverts all facets of the lsdl syndrome to the wild type (Jabs et al., 1996) . Thus, this suppressor, called p h~2 7 '~~' , defines a gene whose wildtype function is inhibited by LSD7 and that is probably acting positively to increase signal into the cell death pathway (see Figure 2 ). One prediction prompted by these findings is that this suppressor should not suppress "upstream" cell death mutants such as lsd2 and lsd4. Additionally, SA potentiation of signaling (Kauss et al., 1992; Kauss and Jeblick, 1995; MauchMani and Slusarenko, 1996; Mur et al., 1996) should also be diminished.
DEATHS ELIXIR: REACTIVE OXYGEN INTERMEDIATES AND THE HR
lncreasing biochemical and genetic evidence points to the generation of ROI as a key trigger in the PCD accompanying the HR (see Mehdy, 1994; Baker and Orlandi, 1995; Low and Merida, 1996 , for detailed reviews). For the purpose of this article, the key to the emerging time line of signal transduction events that culminate in the HR is that cell death begins after ROI production, leading to the notion that the latter causes the former, either directly or indirectly. Does the ROI formed in this oxidative burst directly kill either host or pathogen cells or both? Can the ROI thus formed additionally act as signal molecules to trigger an independent cell death pathway and defense gene transcription? For example, hydrogen peroxide (H202) produced during the HR has been demonstrated to trigger transcription of antioxidant genes in adjacent tissue (Levine et al., 1994; lnzé and Van Montagu, 1995) . This result suggests that low levels of ROI could also be asignal that turns on the host's endogenous cellular protectants, which may in turn limit the size of a growing lesion. ROI at levels produced after inoculation with incompatible pathogens (Peng and Kuc, 1992) can also kill microbes in vitro, and plant cells can be killed by high levels of externally generated H 2 O 2 (Levine et al., 1994) . Additionally, the ROI that accumulate specifically during incompatible interactions could cause oxidative crosslinking and strengthening of cell walls (Bradley et al., 1992; Brisson et al., 1994) . Finally, one clear example exists in which the in vivo expression of an H 2 C>2-generating system in the apoplast of potato tubers led to much-improved levels of resistance to Erwinia and Phytophthora infestans infections (Wu et al., 1995) . This study did not address whether H 2 O 2 was directly responsible for halting the pathogen or functioned as a signaling molecule to generally enhance defense responses.
A Sum of Signals
As schematically summarized in Figure 3 , current models suggest that the engagement of pathogen recognition pathways during both R gene-mediated and nonhost resistance leads to a series of very rapid signal transduction events, which in turn lead to ROI production and perception, defense gene activation, phytoalexin biosynthesis, and the induction of the Extra-or intracellular perception of Aw-dependent or elicitor signals by ft gene products (gray spheres and red blocks, respectively) results in Ca 2+ influx; K + /H + exchange, leading to acidification of the cell; anion channel opening (green); and activation of the NADPH-oxidase complex (purple), leading to ROI production. Additional early signaling can precede the oxidative burst and can include activation of kinases, phosphatases. phospholipases, lipid peroxidation (see the text), and cytoplasmic rearrangement (Freytag et al., 1994) . ROI can have immediate effects on cell wall strengthening via peroxidase action and can be perceived (black box) by the cell to engender intracellular responses (see the text). Subsequent to the activation of defense gene transcription are other downstream effector events that include SA biosynthesis, biosynthesis of phytoalexins and pathogenesis-related proteins, the HR, and systemic signaling. This diagram is generated from diverse experimental systems, and it is not intended that each step shown is operative in each system. Relative timing of events has been established in only a few systems, as detailed in the text.
remainder of the defense battery (see , in this issue). We introduce a few details only insofar as they are relevant to the role of ROI in the HR. Among the earliest events (within 10 mins; see Nurnberger et al., 1994) are the influx of Ca 2+ , the exchange of H + for K + inside the cell (leading to acidification of the cell), and the opening of anion channels, particularly chloride ion channels. A requirement for calcium influx for subsequent signaling events has been demonstrated in at least some systems (Schwacke and Hager, 1992; He et al., 1993; Nurnberger et al., 1994; Hahlbrock et al., 1995; Tavernier et al., 1995) . Anion channel blockers prevent activation of the oxidative burst and defense gene transcription in parsley cells treated with fungal elicitor (T. Jabs and D. Scheel, personal communication) . Moreover, inhibition of the elicitor-dependent oxidative burst prevents defense gene activation but not ion fluxes, placing ROI production downstream of ion flux in this system. Other activator-inhibitor studies, largely performed on cultured cells, have implicated a variety of signaling molecules (Figure 3 ), including G proteins, kinases and phosphatases, and phospholipases, in ROI generation. Other than the Pto and Pti kinases (Martin et al., 1993; Zhou et al., 1995; Boyes et al., 1996) , a causal requirement for these classes of molecule in disease resistance has not been demonstrated Low and Merida, 1996) . That preexisting transcription factors can coordinate early resistance responses is derived from experiments demonstrating a lack of cycloheximide inhibition of PR-1 transcription Qin et al., 1994) . Ca 2 + influx caused by external H 2 O 2 application (8 mM; see below), acting through a kinase and proteinase, is necessary and sufficient to trigger HR-like cell death in soybean cell cultures (Levine et al., 1994 (Levine et al., ,1996 . This result either places the oxidative burst upstream of ion flux, a result inconsistent with the relative time line generated in the elicitor-parsley cell system described above, or suggests alternative or feedback pathways involved in Ca 2+ -dependent signaling of downstream events.
Recently, purified C. fulvum Aw-encoded peptide elicitors were used to establish a temporal order of signaling events in tomato leaves during R gene-dependent reactions Mayetal., 1996) . These results showed that R gene-dependent signaling systems can be both kinetically and qualitatively different from one another but that in general conform to the model in Figure 3 (see also Hammond-Kosack and Jones, 1996, in this issue) . A critical finding is that in this system, at least half of the cell death triggered in Cf-9-dependent interactions with the Avr9 peptide elicitor are inhibited in very high relative humidity, but resistance to the fungus still occurs.
The Burst That Refreshes
The oxidative burst was first reported (Doke, 1983 (Doke, ,1985 Doke and Ohashi, 1988) to result in accumulation of superoxide, which is neither particularly stable nor particularly toxic and cannot cross cell membranes (Halliwell and Gutteridge, 1989) . Superoxide can-be dismutated to the more toxic H 2 0 2 (which can cross membranes) and can undergo other conversions to even more noxious ROI (detailed in Hammond-Kosack and Jones, 1996, in this issue) .
It is probable that the production of ROI in plants is mediated by a plasma membrane-anchored NADPH-oxidase system analogous to that used by mammalian neutrophils to kill intracellular pathogens (Sega1 and Abo, 1993; Low and Merida, 1996) . The magnitude of the HR-associated oxidative burst is essentially the same as that shown to be sufficient for direct pathogen killing by neutrophils. An inhibitor of the mammalian NADPH-oxidase system in mammals, diphenylene iodonium, inhibits both the ROI burst and downstream signaling events in plants. Moreover, antisera to key mammalian protein components in this system cross-react with appropriately sized plant proteins (Dwyer et al., 1995; Tenhaken et al., 1995) . At least two functionally separable NADPH oxidases exist in rose cell plasma membranes (Auh and Murphy, 1995; Murphy and Auh, 1996) , and their engagement leads to the activation of defense responses in a diphenylene iodonium-inhibitable manner. Recently, rice genes homologous to one of the five key protein components of the neutrophil NADPH-oxidase complex have been isolated (Groom et al., 1996) .
In response to I? syringae inoculation of both leaves and cultured cells, an immediate Avr-R gene-independent oxidative burst is followed by a trough and a second sustained Avr-R gene-specific oxidative burst of -10 to 100 pM H202, peaking between 2 and 5 hr after inoculation (Mehdy, 1994; Baker and Orlandi, 1995; Low and Merida, 1996) . In systems using purified elicitors (Baker et al., 1993; Legendre et al., 1993; Levine et al., 1994; Nürnberger et al., 1994) , this biphasic oxidative burst is often replaced by a rapid increase in ROI production. The initial oxidative burst may be due to low levels of activated NADPH oxidase already present in the cell, with prolonged ROI production being a consequence of the activation and recruitment of the NADPH-oxidase components to the plasma membrane. The lag time required for Avr-specific ROI production parallels the lag required for induction in plants of the Dypersensitive response and pathogenicity (hrp)-Avr gene regulons which give rise to Avr-dependent signals (see Alfano and Collmer, 1996 , in this issue). All of the published experiments based on these systems have used bacteria grown on rich media, and it has been established that there is a lag of 2 to 3 hr after transfer, either to plants or to minimal media supplemented with fructose or sucrose, before the onset of hrp and Avr gene expression in I? syringae (Huynh et al., 1989) . Thus, the first Avr-nonspecific phase of ROI production may be due to other pathogen elicitors that are not regulated in an hrp-dependent manner.
60th the sustained oxidative burst triggered by a specific Avr-R gene-determined incompatible interaction and high levelS of exogenous H 2 0 2 (2 to 10 mM) killed soybean cells, and the dying cells exhibited a particular set of morphological features that are discussed below (Levine et al., 1994) . Because of the very rapid decay of H 2 0 2 in cell culture, these authors argue that application of millimolar amounts of H 2 0 2 delivers the same effective dose to cells as that normally evolved during incompatible interactions with bacteria. Moreover, the similarity of dying cell morphologies is used to argue that death by bacteria and death by H202 are equivalent in this system. However, this conclusion is challenged by findings that ROI levels similar to those observed in the P syringae-soybean cell system are insufficient to kill cultured parsley cells (-30 pM; T. Jabs and D. Scheel, personal communication) . In addition, a I? syringae mutant that is unable to trigger the HR in tobacco leaves still causes normal levels of ROI to be formed in tobacco cell cultures (Glazener et al., 1996) . In this example, H202 levels of -10 pM are insufficient to cause the HR.
Part of the confusion in this debate will be rectified when measurements of ROI in leaves undergoing usual plant-pathogen interactions can be carefully measured. This is critical, because it is known that ROI toxicity and half-life are very much influenced by the local physiological environment (Halliwell and Gutteridge, 1989) . Levine et al. (1994 Levine et al. ( , 1996 also demonstrated that low levels of H202 can act over distances of a few cells to induce glutathione S-transferase (an antioxidant) gene transcription. This transcriptional activation is not inhibited by Ca2+ channel blockers and is thus separable from the Ca2+-dependent cell death triggered in this system. Downstream effects of peroxide signaling additionally include increases in a-biosynthetic enzymes (L6on et al., 1995) , transcription of PR genes (Bi et al., 1995; , and potentially, the generation of lipid peroxides via the action of the hydroxyl radical (Croft et al., 1993) . Other ROI certainly will be shown to have other signaling roles in HR cell death. For example, we have recently demonstrated that superoxide is a key regulator of induction of the spreading cell death associated with the lsdl mutation (Jabs et al. 1996) . Superoxide, and not H202, is both necessary and sufficient for initiation and spread of lesions. If one accepts the position of lsdl in the regulatory circuit shown in Figure  2 , then these new data suggest that the wild-type LSDl protein is a key regulator of feedback flux through the cell death pathway and that it monitors a signal whose strength is dependent on superoxide.
THE FACES OF DEATH: THE MORPHOLOGY OF DYING CELLS DURING THE HR AND ONSET OF DISEASE SYMPTOMS
Severa1 recent experiments have explored the parallels between cell death associated with the HR and disease symptoms and PCD in animal systems. In particular, comparisons with the subset of animal PCD known as apoptosis are emerging. Apoptosis occurs in animals during normal development and also in response to certain pathogens. It is characterized in a variety of animal cells by an ordered process leading to the 1802 The Plant Cell breakdown of the dying cell. Cells undergoing apoptosis shrink, and although plasma membrane and organellar integrity are retained, the nuclear DNA condenses and is cleaved into fragments of -40 kb. Nuclear DNA is often (but not always) further cleaved by endogenous Ca2+-dependent endonucleases into oligonucleosomal-sized fragments. These can be visualized on a gel as a ladder of DNA with fragments of multiples of 4 8 0 bp that are diagnostic for some but not all forms of apoptosis. The fragmentation of the nuclear DNA results in the breakdown of chromatin structure. Meanwhile, the nucleus breaks up into apoptotic bodies, small membrane-bound structures containing the fragmented DNA. These bodies migrate to the margin of the cell and are taken up by adjacent cells. This series of events contrasts with necrotic cell death in animals, which is characterized by membrane breakdown and permeability, swelling of the organelles, and finally disintegration of the cell.
Recent studies have examined plant cells undergoing cell death in a variety of conditions (infections and developmentally cued cell death) to determine whether the process resembles apoptosis or necrosis as seen in animals (reviewed in Hengartner and Horvitz, 1994; Vaux et al., 1994; Korsmeyer, 1995; Stellar, 1995; Wyllie, 1995) . These results indicate that several features of apoptosis may occur in at least some plant responses to pathogens. DNA fragmentation, as detected in situ by an assay that detects free 3'-OH groups on the broken DNA, has been demonstrated in TMV-inoculated tobacco and in the lesion mimic generated by overexpression of the bacteria1 proton pump . Although this assay indicates the presence of 3'-OH groups, it does not necessarily imply the ordered DNA fragmentation characteristic of animal apoptosis (Collins et al., 1992) . In a more recent report, fragmentation into 4 0 -k b fragments was reported in TMV-induced HR in tobacco. However, in the same study, similar-sized DNA fragments were detected in leaves treated with a freeze-thaw cycle to induce necrosis (R. Mittler and E. Lam, personal communication) . Mittler and Lam have also identified Ca2+-dependent endonucleases that are activated during HR-associated cell death. These enzymes may be responsible for the DNA fragmentation that was seen in HR lesions of TMV-inoculated tobacco . No nucleosomal DNA laddering was detected in this TMVinoculated tissue.
Large DNA fragments (40 to 50 kb) were also detected in soybean suspension cells inoculated with an avirulent bacterium or treated with H202 (Levine et al., 1996 ; see also below).
However, no control treatment inducing a known non-PCD type of cell death (e.g., heavy metals or freeze-thaw cycles) was reported in these experiments. The appearance of large DNA fragments in plants in which defense response pathways have been induced is consistent with the large DNA fragments seen in animal cells undergoing apoptosis. However, it remains to be seen whether these fragments are a reliable indicator of HR in plants or if they are a more general feature of different types of cell death.
There are also recent reports of oligonucleosomal-sized DNA fragments accumulating in plants during response to pathogens (Ryerson and Heath, 1996; Wang et al., 1996b) . Wang et al. (1996b) presented evidence for laddering during disease symptom onset in a compatible interaction involving a fungal pathogen (Alternaria alternata f sp lycopersici) that uses a toxin to kill cells in the host plant, tomato. DNA laddering was also detected in tomato cells treated with arachidonic acid, an elicitor of the HR, suggesting that oligonucleosomal DNA laddering can occur in an incompatible plant-pathogen interaction. However, these authors also provided evidence for DNA laddering in tomato protoplasts and leaflets after heat shock or treatment with KCN.
Oligonucleosomal DNA laddering was shown more conclusively by Ryerson and Heath (1996) , who presented evidence of DNA laddering in leaves of bean cultivars treated with avirulent (i.e., HR-inducing) isolates of bean rust. Virulent isolates of the pathogen, which do not induce the HR, did not induce detectable DNA laddering. Whether host cell death in later stages of this particular compatible interaction correlated with laddering was not addressed. Ryerson and Heath (1996) also demonstrated that 3'-OH labeling, presumably of the oligonucleosomal-sized DNA fragments, was limited to the host cells containing fungal haustoria. In this case, a number of other treatments (including freezing, KCN treatment, and H202 application) induced non-HR cell death but not DNA laddering. Evidence for 50-kb fragments was not presented in these two studies but is presumed to have occurred as a prerequisite to the appearance of the nucleosomal ladders.
Other morphological features characteristic of apoptosis have also been reported in several host-pathogen systems. Along with the DNA laddering, Wang et al. (1996b) detected structures reminiscent of apoptotic bodies in susceptible tomato protoplasts treated with the AAL toxin. These bodies, which contain fragmented DNA, migrated to the periphery of the cells and eventually were released from the cells into the medium. The toxin from the tomato pathogen used in these studies also induced apoptosis in mammalian cells (Wang et al., 1996a) . In another experimental system, soybean cells and leaves treated with avirulent but not virulent bacteria, and tobacco cells treated with the fungal peptide elicitor cryptogein, also exhibited some features of apoptotic cell deatb. These included condensation of the nucleus, DNA fragmentation, shrinkage of the cell, and possibly the production of apoptotic bodies in the HR lesions of treated leaves (Levine et al., 1996) .
However, in an ultrastructural study addressing cell death during the HR, none of the characteristic features of apoptotic cell death was seen (Bestwick et al., 1995) . Lettuce plants were inoculated with an avirulent bacterial strain that resulted in a rapid HR. Microscopic examination of the inoculation sites revealed localized alterations in the walls of cells adjacent to bacteria, both with an avirulent strain and a mutant strain unable to trigger the HR. Cellular responses specific to the avirulent isolate included mitochondrial swelling, alteration in the permeability of the plasma membrane, vacuolation of the cytoplasm, and collapse of the tonoplast. These results are consistent with the description of the early events in the re--sponse of tobacco leaves to inoculation with an avirulent bacterial strain (Fett and Jones, 1995) and have more in common with morphological definitions of necrotic cell death in animals than with apoptotic cell death.
Root cortical cells in soybean m mutants also exhibit morphological features of animal cell apoptosis at the ultrastructural level &e., nuclear blebbing, chromatin condensation at the periphery of the nucleus, and 3-OH end labeling) before glyceollin accumulation and the induction of defense response-related group II anionic peroxidases (R. Kosslak, M. Chamberlin, R.
Palmer, and B. Bowen, personal communication). These morphologies were also detected in root cap cells that are sloughed off in an example of developmentally controlled cell death (Wang et al., 1996b) .
Although evidence for a type of PCD in plants with at least some functional parallels to apoptosis is mounting, evidence for common features at the molecular level is more elusive. A number of positive (e.g., ced-3 and ced-4) and negative (e.g., ced-9, bcl-2, and dad-7) regulators of cell death in animal systems have been identified (reviewed in Hengartner and Horvitz, 1994; Vauxet al., 1994; Korsmeyer, 1995; Stellar, 1995; Wyllie, 1995) , but with one exception, homologous genes in plants have not been found. This could indicate that the corresponding plant sequences have diverged so much that the sequences are no longer detected as homologous, although the function may be conserved, or it may indicate that plants have evolved other means of controlling these pathways. For example, expression of BCL-XL, a negative regulator of cell death in animals, in tobacco did not affect the HR produced in response to TMV or avirulent bacteria (R. Mittler and E. Lam, personal communication) . Similarly, BCL-2 did not protect maize culture cells from the PCD induced by a calcium ionophore (M. Chamberlin, G. St. Clair, and B. Bowen, personal communication) . In contrast, dad-7, identified by its ability to protect hamster cells from PCD (Nakashima et al., 1993; Sugimoto et al., 1995) , is unique among known animal genes that regulate cell death in that it has homologs in plants. Expressed sequence tags with a high degree of homology with mammalian dad-7 have been identified in maize, rice, and Arabidopsis. However, it remains to be seen whether the corresponding genes perform similar functions in plants.
These sets of somewhat conflicting data need to be reconciled if one seeks a single PCD model for the HR. Alternatively, nucleosomal DNA laddering may be a function of some but not all forms of HR cell death in plants. That a toxin produced during a compatible interaction or freeze-thaw triggered cell death results in formation of 50-kb fragments may imply that HR and nonspecific cell death share common steps in this Thus, comparisons of cell death in plants and animals are confusing. Different systems seem to exhibit various combinations of the features of apoptosis. Plants have likely evolved more than one way to deal with a prospective pathogen, and the differences seen may reflect the variety of different systems used. Although some host-pathogen interactions result in host cell death with many of the features of apoptosis, this may not be a universal feature of hypersensitive plant cell death. Furthermore, it may be that cells directly triggered by a pathogen to die via mechanisms featuring commonalities to apoptosis could subsequently trigger cell death in adjacent cells via another pathway. These events would be phenomenologically similar to the lesions formed after a variety of infections that have features of rapid cell death (potentially of the HR mechanism) but that also lead to diseaselike symptoms such as toxin-dependent chlorosis at their periphery. Also, the particular type of host response may be dependent on the dose of stimulus, as is known for some animal systems (Lennon et al., 1991) .
CELL DEATH REQUIEM
As the genetics, cell biology, and physiology of disease resistance mechanisms continue to be unravelled, we will ultimately have answers to the questions posed in the beginning of this review regarding the cell death component of the HR. So far, it is clear that many aspects of the HR can be generated by the plant cell in the absence of pathogen (suicide, not murder). It is equally clear that many loci are involved in restricting pathogen-induced damage during incompatible interactions (such as LLS7, ACD7, and LSDl), and it is also obvious that many loci contribute to containing pathogen growth during the onset of disease (Glazebrook et al., 1996) .
We do not yet know whether HR cell death and disease symptoms are dictated by independent genetic paths. However, many of the same molecular and biochemical markers associated with the former are also observed in the latter, albeit often much later and at lower magnitudes. Thus, it could be that resistance and susceptibility (and the cell death attendant to each) are extremes of the same continuum. To date, it is apparent that in severa1 cases, the HR can be genetically and physiologically separated from disease resistance. Whether or not this holds in general, detailed knowledge of the mechanism(s) by which plant cells die during pathogen attack will continue to be a useful tool in understanding disease resistance.
downstream portion of the death pathway but not in the subsequent steps leading to oligonucleosomal DNA ladders. The outcome of this debate is not nearly as critical as understanding mechanistically whether these DNA fragmentation phenotypes are a requisite step for the HR, pathogen killing, or both.
