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ABSTRACT
Nanocrystalline materials have a unique set of properties due to their nanometer-scale grain size.
To harness these properties, grain growth in these materials needs to be suppressed, particularly in
order to process bulk nanocrystalline components and to use them reliably. Alloying the material
with the right elements has the potential to produce remarkably stable nanocrystalline states,
particularly if the nanocrystalline state is thermodynamically stable against grain growth. This
thesis builds upon previous models for selecting alloy combinations that lead to thermodynamic
stability against grain growth, by developing frameworks that extend to negative enthalpy of
mixing systems and ordered grain boundary complexions. These models are used to develop a
generalized stability criterion based on bulk thermodynamic parameters, which can be used to
select alloy systems that are formally stable against grain growth. A robust statistical mechanics
framework is developed for reliable thermodynamic observations using Monte Carlo simulations
to produce free energy diagrams and phase diagrams for stable nanocrystalline alloys.
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Chapter 1: Introduction
Section 1.1: What are nanocrystalline materials and why are they interesting?
Most structural materials used commercially are polycrystalline, meaning that they contain
several crystalline regions, called grains, which each have different lattice orientations. At the
intersection of grains, there is a planar defect due to the misorientiation of the two adjoining
lattices, called a grain boundary. Structural materials produced through conventional processing
methods, e.g. casting or sintering, typically have grain sizes in the 1 Os of microns and up to
millimeter length scales. On the other hand, polycrystalline materials prepared through thin film
fabrication methods, such as sputtering or electrodeposition, generally have grain sizes that are
orders of magnitude smaller, and can be as small as a few nanometers [1-3].
These materials, when possessing grain sizes less than 100 nm, are referred to as
nanocrystalline materials. The structural properties of these nanocrystalline materials have been
studied in thin film form quite extensively. Most notably, nanocrystalline materials have a high
yield strength, as described by the Hall-Petch relationship (Figure 1) [4-7], an empirical
observation that the yield strength, uy, increases with decreasing grain size, d, as y= o + k -,
where k and yo are material-specific constants.
0
1000-
0~0
100
100 0( 0 0
0.1 1 10 100 1000
Grain Size (prm)
Figure 1: An example of the Hall-Petch relationship as observed through tensile and/or
compression tests in vanadium, where the yield strength increases with decreasing grain size.
This trend has been observed for several material systems, many of which are outlined in a
review paper by Cordero et. al.from which this figure is reproduced with permission [7].
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The high yield strength of nanocrystalline materials has several promising applications.
For instance, in material applications where plastic deformation constitutes failure, one can use a
fraction for the same material to meet load tolerances if the material is nanocrystalline. As a result,
producing nanocrystalline materials can enable light-weighting in structural applications such as
automobiles and aircrafts. Additionally, certain applications, such as tooling or coatings, are
limited by the yield strength of the material. Today, W-carbide and diamond films are often used
in these applications where the material hardness is critical to performance. Refining the grain
structure can enable alternate pathways to producing material hardness that rivals and potentially
surpasses that of current high-hardness materials. This has the potential to decrease costs, increase
material performance, and offer more diversity in materials for high hardness applications, which
can decrease reliance on rare or hazardous materials (such as depleted uranium or chromium [8,
9]).
Section 1.2: Suppressing grain growth is the challenge to producing bulk nanocrystalline
materials
Grain sizes in the nanocrystalline regime can be readily formed in thin films. However,
producing a bulk part that is nanocrystalline is a serious challenge, due to the propensity of
nanocrystalline materials to undergo grain growth at low homologous temperatures.
Nanocrystalline materials have a much higher density of grain boundaries, which carry an excess
energy (- 1 J/m 2) as defects [10], than a courser grained material. Due to the high density of grain
boundaries, the driving force for grain growth is substantially higher for nanocrystalline materials
compared to course grained materials: doubling the grain size of a nanocrystalline material leads
to a ~1000 times larger decrease in grain boundary area than does doubling a micron-scale grain
size.
As a result, nanocrystalline materials undergo rapid grain growth at relatively low
temperatures (Figure 2) [11]. For instance, nanocrystalline Ni undergoes grain growth from grain
sizes in IOs of nanometers to I00s of nanometers in just 30 minutes at 300 *C [11]. The use of
conventional routes for producing bulk parts generally require time at elevated temperatures.
Solidifying into the nanocrystalline regime from a liquid phase requires a high nucleation rate and
a low coarsening and growth rate, conditions that either require unreasonable cooling rates, or in
12
glass-formers require avoiding glass transitions. Alternatively, one can produce nanocrystalline
materials from bulk metallic glasses, but producing bulk metallic glasses is in itself a challenge
and such devitrified materials can be brittle due to a strong tendency to form intermetallics [12].
Powder-route processing by sintering nanocrystalline powders into a bulk part requires avoiding
substantial grain growth at sintering temperatures.
200
E150 Ni
Cu
0100 FeACr
Pd50
0.0 0.2 0.4 0.6 0.8 1.0
T/Tm
Figure 2: Rapid grain growth occurs at relatively low homologous temperatures in
unalloyed nanocrystalline materials (Reproduced from the thesis of Heather Murdoch [11]).
The key challenge to producing bulk nanocrystalline materials is therefore to mitigate grain
growth at elevated temperatures. Grain growth is enabled by grain boundary motion, the speed (v)
of which can be described by:
v =My (1)
where M is the mobility of the grain boundary (and is expected to have an Arrhenius behavior), y
is the grain boundary energy (decreases linearly with temperature), and K is the curvature of the
grain boundary (high in bulk nanocrystalline materials) [13]. Therefore, to avoid substantial grain
growth at low temperatures in nanocrystalline materials, either the mobility needs to be drastically
reduced so that grain boundaries cannot move easily or the excess energy of the grain boundary
itself needs to be reduced so that grain boundaries have a smaller driving force to move and cause
grain growth.
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Section 1.3: Alloying to suppress grain growth in nanocrystalline materials
Alloying is a powerful way to reduce grain growth as it can both reduce the grain boundary
mobility and decrease the grain boundary energy. Grain boundary mobility is decreased by two
different mechanisms in alloys. In multiphase alloys, precipitates of secondary phases can pin grain
boundaries [14,15], known as Zener pinning, providing an obstacle which grain boundaries must
pass through, thereby increasing the activation energy for grain boundary motion. To stabilize
nanocrystalline alloys against grain growth through Zener pinning, the precipitate size must be
nanometer scaled as well [14,15]. This poses a secondary challenge in preventing coarsening of
fine precipitates, particularly since these precipitates reside on grain boundaries which can act as
fast diffusion pathways for coarsening. As a result, second phases such as oxides and carbides that
are more likely to be interface-limited in coarsening are generally required for Zener pinning to be
successful in nanocrystalline materials [16,17]. Grain boundary mobility can also be decreased by
solute drag, where solute species in solid solution provide resistance to grain boundary motion as
the grain boundary must incorporate the solute into its free volume and then reject the solute as it
passes by [18-20]. This mechanism similarly can increase the activation energy for grain boundary
motion.
Suppressing grain boundary motion is referred to as a "kinetic" route to stabilizing
nanocrystalline materials against grain growth at elevated temperatures [21]. Due to the Arrhenius
relationships underlying these kinetic mechanisms, increasing the activation energy by a factor, X,
allows the alloy to be stable against grain growth up to temperatures of roughly a factor of X higher
than for the pure solvent material. While such increases in the temperature at which grain growth
occurs has the potential to enable the processing of bulk nanocrystalline alloys, identifying the
right alloying elements is complicated by the difficulty in assessing activation energies of grain
boundary motion in alloys [22]. Thus, even though these mechanisms are well-established, they
have not yet enabled the systematic development of bulk nanocrystalline alloys.
Alloying can also decrease the grain boundary energy when alloying elements segregate to
the grain boundary, decreasing the driving force for grain growth [23-25]. Grain boundary
segregation is the presence of an excess concentration of solutes in the grain boundary with respect
to the bulk concentration of that solute element. The magnitude of the decrease in energy at the
grain boundary is measured by the enthalpy of grain boundary segregation for an alloy system.
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The. enthalpy of grain boundary segregation is defined as the change in energy between a random
distribution of solutes in the system and the equilibrium, grain boundary segregated state on a per
mole basis.
Designing alloys based on the grain boundary segregation effect as a means to suppress
grain boundary motion is referred to as a "thermodynamic" route to stabilizing nanocrystalline
materials [21]. The enthalpy of segregation decreases the grain boundary energy linear manner,
and so this effect is generally weaker than the kinetic drag and pinning effects which have
exponential effects on grain boundary motion. However, unlike the kinetic route, the
thermodynamic route has the potential to produce a formally stable nanocrystalline state.
The concept of a formally stable nanocrystalline alloy was first introduced by Weissmifller
[26-27]. Using the Gibbs adsorption isotherm, Weissmfiller showed that if the segregation of solute
species is energetically favorable enough to offset the excess free energy associated with the grain
boundary, then the segregated grain boundary states would be stable against grain growth. Using
classical thermodynamics, Weissmtiller derived an expression for the grain boundary energy, y,
for a dilute binary alloy with solute segregation at the grain boundaries:
Y yo - sat[AHseg + RTln(xe)] (2)
In this expression, yo is the pure solvent grain boundary energy, which can be offset by an alloying
addition with a positive enthalpy of grain boundary segregation, AHseg, defined here as the enthalpy
required to take a single solute atom from the crystalline region and place it into the grain boundary
in the dilute limit. sat is the specific solute excess at the solute-saturated grain boundary, and xc is
the solute concentration in the crystalline region. This equation shows that the grain boundary
energy is decreased linearly with the enthalpy of grain boundary segregation. Based on this
expression, Weissmiller showed that strongly segregating solute species can reduce the grain
boundary energy to zero, or more specifically, can lead to a minimum in the free energy of the
dG
alloy with respect to grain boundary area, G = 0, at a finite grain size as shown in Figure 3. Such
a nanocrystalline state in the alloy has no driving force to change its grain boundary area when the
grain size is equal to the equilibrium grain size; the nanocrystalline state is stable against grain
growth, because grain growth would require ejection of some solute into the grain interiors at an
energy penalty.
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Figure 3: This figure shows the free energy of a nanocrystalline alloy (with a large
enough enthalpy of segregation to be thermodynamically stable) as a function of grain size. The
minimum in free energy occurs at a finite, nanocrystalline grain size from which there is no
driving force for grain growth (Reproduced with permission from [27]).
Unlike the kinetic route, the enthalpy of grain boundary segregation can be estimated
theoretically through density functional theory calculations, embedded atom-type potentials, as
well as empirical Miedema models [27-31]. As a result, identifying alloy systems that are stable
thermodynamically against grain growth is a more viable route to developing bulk nanocrystalline
materials systematically. In the next section, previous models for identifying and developing such
alloy systems are discussed, which form the foundation on which the frameworks in this thesis are
developed.
Section 1.4: Existing frameworks for designing nanocrystalline materials
Section 1.4.1: Analytical models for stability against grain growth and solute precipitation
Early alloy systems developed using the Weissmifller framework were typically observed
to exhibit stability of nanocrystalline grain sizes at low annealing temperatures. However, at the
elevated tempreatures required for processing bulk nanocrystalline parts, these alloys were often
observed to undergo rapid grain growth [32-38]. Experiments monitoring grain growth often
16
observed that second phases would form at the instance when rapid grain growth was initiated, an
example of which is shown in the Fe-Cu system in Figure 4 [38].
Fe-Cu
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Figure 4: Diffraction patterns for Fe-Cu during annealing (heating at 20 K/min). Grain
growth out of the nanocrystalline regime is observed following a phase transformation (white
dots) in the Fe-Cu alloy (reproduced with permission from [38]).
This revealed a key limitation of the model developed by Weissmiiller for thermodynamic
stability of the nanocrystalline state: the assumption that the solutes are in dilute concentrations.
Because the Weissmfiller model does not account for the potential for solutes to form a second
phase, it effectively only compares the free energy of the nanocrystalline state to that of a single
crystal solid solution at the same concentration. To be truly stable, the nanocrystalline state needs
to be energetically preferred to any single crystalline state, including those containing second
phases.
To begin to alleviate the dilute limit assumption from Weissmtiller's model, Trelewicz and
Schuh [39] used a regular solution approach to develop the regular nanocrystalline solution (RNS)
model. In addition to a crystalline grain interior region, the RNS model includes a grain boundary
region, defined by two variables. This first variable is the grain boundary volume fraction, which
in their model mapped monotonically to grain size. The second variable is the grain boundary
solute concentration, which is a measure of the degree of grain boundary segregation. As in the
classical regular solution model, the free energy of the alloy state is determined from the internal
energy, calculated by summing the energies of the bonds (assuming a random distribution of solute
in the crystalline and grain boundary regions and considering nearest-neighbor pairwise
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interactions), and from the configurational entropy of the full system. A particular alloy system
can be described by interaction parameters, co, which are used to define the solute-solvent bond
energies within the crystal (c) and grain boundary (gb) regions:
= _ EgA + EBB
E 
gb = B(4)
2
ogb = B E2
where E is the energy per bond classified by the subscript which represents the types of species
bonded (A - solvent, and B - solute) and the superscript which denotes the bond type. The two
interaction parameters can be related to the enthalpy of mixing and enthalpy of segregation to link
model predictions of stability to actual alloys [39,40]:
AHmix = zac (5)
r Wgb 1- ny lAyA]AHseg = z oc (- - 2A y0_(6)
where f2 is the atomic volume of an element, z is the coordination number, and t is the thickness
of the grain boundary.
The free energy calculated by the RNS model is not restricted to dilute solutions or
saturated grain boundaries. The equilibrium state is the one that minimizes the free energy, but
unlike in the Weissmflller model where the only degree of freedom is the grain size, in the RNS
model both the grain size and the concentration at the grain boundary are equilibrium quantities.
The free energy landscape for a particular alloy chemistry is shown in Figure 5 [41]. The
Trelewicz-Schuh RNS model has also been refined and extended by other authors to different more
specific situations, with similar general outputs in each case [42-45].
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Figure 5: The free energy landscape of a stable nanocrystalline alloy as calculated by the
regular nanocrystalline solution model, where a minimum in free energy exists at a finite grain
size in the nanocrystalline regime (Reproduced with permission from [41]).
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Figure 6: The free energy diagram schematic for a binary alloy with the inclusion of
nanocrystalline free energy curves (blue curve, which would be calculated from the RNS model).
If the nanocrystalline free energy curve lies below the miscibility gap, the nanocrystalline state is
formally stable against grain growth, but if it falls in the yellow, metastable, region it is unstable
against forming a second phase (Reproduced with permission from [41]).
Murdoch and Schuh used the RNS model to explicitly define metastability and stability of
nanocrystalline alloys against grain growth [41]. In order for the nanocrystalline state to be stable,
the free energy of the nanocrystalline state has to reside below the free energy of any bulk
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equilibrium state on the free energy diagram. As shown in Figure 6, Murdoch and Schuh used a
regular solution treatment for the bulk miscibility gap and defined a nanocrystalline state as stable
if it lies below the miscibility gap.
This is an immensely valuable insight for the selection of alloying elements for stabilizing
nanocrystalline alloys against grain growth, as it improves upon the largest shortcoming of the
Weissmilller model by accounting for driving forces for forming second phases. As a result,
nanocrystalline alloys that are found to be stable under this criterion would be expected to be
formally stable against grain growth up to elevated temperatures and ideal candidates for
producing bulk nanocrystalline materials. Through a series of simulations, Murdoch and Schuh
found that the stability criterion can be written as:
AHseg > C(AHmix)a (7)
where the coefficients a and c depend on the homologous temperature and were fitted to the results
of the RNS model.
Chookajom et al. [46] developed a stability map for W alloys using this analytical
approach, shown in Figure 7 with corresponding free energy diagrams illustrating the difference
between a predicted stable nanocrystalline alloy, W-Sc, and a classical bulk stable alloy, W-Ag.
The map delineates the alloy pairs for which at least one nanocrystalline alloy has an energy lying
below the miscibility gap free energy. This map was used to identify W-Ti as a candidate for
exhibiting thermodynamic stability at 1100 'C. This system was subsequently explored with a W-
20 at.% Ti alloy that exhibited no significant changes in grain size after annealing at 1100 'C for
1 week. The results of Chookajorn et al. [46] show that a simple analytical model such as the RNS
model can be used to rapidly screen possible alloys that may exhibit nanocrystalline ground states.
The RNS framework also has the potential to guide the processing of nanocrystalline alloys
by describing how the free energy landscape of nanocrystalline states is affected by processing
parameters such as temperature and composition. Zhou and Luo [47] extended the approach of
Murdoch and coworkers [41,46] by using a CALPHAD evaluation of free energies to produce a
phase diagram for Fe-Zr alloys, shown in Figure 8. They included nanocrystalline states computed
using a regular solution model for grain boundary segregation developed by Wynblatt and Chatain
[23]. In this case, the segregated nanocrystalline states were less energetically favorable than the
Fe23Zr6 compound, and thus only metastable grain size information could be provided. In an alloy
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exhibiting true nanocrystalline stability, phase diagrams are expected to include phase transitions
between bulk phases and nanostructured states, as well as two-phase regions possessing unique
nanostructural features.
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Figure 7: Alloy selection map for W-based alloys produced using the RNS model based on
enthalpies of mixing and grain boundary segregation for binary W alloys. On the right are free
energy diagrams for two such binary alloys that show how the distinction between stable and
unstable alloy systems were made by comparing the nanocrystalline free energy to the bulk
miscibility gap. ( Reproduced with permission from [46]).
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Figure 8: Phase diagram of Fe-Zr including the consideration of nanocrystalline states using the
CALPHAD method. This diagram shows the metastable nanocrystalline states using blue dashed
lines (reproduced from [47] with permission).
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While these analytical models have been useful to advancing the development of
nanocrystalline alloys, they are limited by regular solution assumptions. In order for regular
solution assumptions to be reasonably valid, the interaction parameters should be of relatively low
magnitudes in order for there to be a random distribution of solute in a region. However, stable
nanocrystalline states are formed due to a high tendency for grain boundary segregation, which
means that they inherently possess large interaction parameters for solutes at the grain boundary.
In effect, the constraint of random distributions within the grains and at the grain
boundaries of nanocrystalline states in the RNS model strongly limits the possible configurations
of nanocrystalline states considered in these models [48]. Expanding the configuration space (or
the phase space in statistical mechanics terms) considered in nanocrystalline alloys is critical to
understand the thermodynamics of nanocrystalline alloys []. This larger configuration space is too
complex to capture analytically, so we must build thermodynamic simulations.
Section 1.4.2: Defining the confguration space of nanocrystalline alloys for improved
thermodynamic models
Before exploring the methods available to perform a thermodynamic exploration of the
nanocrystalline alloy configuration space, let's define what the configuration space for a
nanocrystalline alloy is, and what reasonable simplifications can be made.
In bulk alloys, the configuration space to be considered in determining the equilibrium state
can often be reduced to the distribution of chemical species on a lattice. However, to consider grain
boundary segregation, the portion of the phase space surveyed for free energy minima must be
expanded. This is a multi-scale challenge: grain boundaries are disordered regions of the lattice at
the atomic scale and form a complex network throughout the system at the topological, meso-scale
level, as illustrated in Figure 9. Details at these different scales are all important to a full assessment
of equilibrium. At the topological level, the grain boundary network determines the equilibrium
average grain size, the solute interaction with the grain boundaries, and whether nanocrystalline
states are preferable to bulk phases. At the atomic-scale, the local positioning of atoms in the
inhomogeneous environment of the grain boundary is important for capturing segregation
phenomena accurately.
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Figure 9: Schematic of the multi-scale considerations of nanocrystalline states in describing the
thermodynamic configuration (or phase) space (images are from the work of Millett et al. [50],
reproduced with permission of the publisher).
A multi-scale description of the grain boundary state is difficult to capture analytically, and
as such the analytical models discussed in the previous subsection rely on the definition of a single
average grain boundary site, and the fraction of those sites in the system then becomes the core
descriptor of a nanocrystalline structure. Atomistic simulations, on the other hand, have
demonstrated great utility at both describing the atomistic environment of the grain boundaries of
nanocrystalline states, as well as the grain topology in studies of grain growth. Taking advantage
of this, Millett and coworkers performed molecular statics and molecular dynamics (MD) studies
of stability against grain growth [50-52]. Using a Lennard-Jones potential, their simulations
showed that placing sufficiently larger solute atoms at the grain boundaries successfully arrested
grain growth by reducing the excess grain boundary energy to zero. However, from a
thermodynamic perspective, there are two critical features missing from such an approach for
studying nanocrystalline ground states. First, grain boundary segregation should occur
thermodynamically, such that the chemical potential of the alloy is constant throughout the system,
which is not obeyed by artificially placing solute at the grain boundary. Second, the simulation
must be sufficiently long such that bulk phases can nucleate, which is not easy to capture in an
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MD simulation due to the longer time-scales associated with diffusion. For the time and length
scales required to study the thermodynamics of nanostructured states, a statistical mechanics-based
approach offers many advantages, and it is to these models that we turn our attention.
Section 1.4.3: Introduction to Monte Carlo simulations of alloy statistical mechanics
In statistical mechanics, the equilibrium behavior of an alloy is determined by taking
thermal averages at the atomic level. For closed systems at a fixed temperature (i.e. in the canonical
ensemble), the probability that a particular alloy configuration, m, is the equilibrium state depends
on the energy of the configuration, E, as Pm = (ekT /Q, where k is the Boltzmann constant,
Eg
and T is the absolute temperature. The partition function, Q = Ej e kT, represents the size of the
configuration space and can be related to thermodynamic quantities, such as entropy and free
energy. Thus if the energies of all configurations are known, the canonical ensemble partition
function and the probabilities of each configuration can be determined and used to identify the
preferred state of the alloy and calculate relevant thermodynamic information.
Monte Carlo is a stochastic method for approximating the thermal averages of statistical
mechanics, capturing statistical fluctuations and connecting this information to macroscopic
thermodynamic quantities. Sampling the configuration space is not a trivial task, as most
configurations in the space contribute insignificantly (have very low probabilities) to the
equilibrium, and thus simple sampling methods can be prohibitively inefficient. Monte Carlo
simulations can be devised to instead sample configurations in the phase space at a rate
corresponding to their probability of occurring in the ensemble, which is termed importance
sampling. This is done by sampling the space through transitions, where a new configuration, j, is
considered for sampling by applying a transformation to the current configuration, i. The
Metropolis algorithm [40] then provides stochastic rules for accepting the transition from state i to
j by the transition probabilities:
Ej-Ei
P =j e kU if E > E (8)
1 otherwise
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According to this method, if the new configuration has a lower energy, the system always
transitions into it, but if it has a higher energy the transition only occurs with a probability
determined by the energy increase and the temperature (with transitions to higher-energy states
more probable at elevated temperatures). Typically, an initial configuration is chosen, and
transitions are attempted and performed according to the Metropolis algorithm until the system
reaches equilibrium, at which point any dependence on the choice of initial configuration has been
eliminated. For more background on Monte Carlo simulations, I highly suggest reading [53].
When defining transitions, the goal is to efficiently explore the configuration space with
respect to its degrees of freedom. For example, for bulk crystalline alloys the alloy configuration
space can be simplified to consider the distribution of solute on a lattice, as is done in the Ising
model [54]. In closed systems, atom swaps are used to transition through the configuration space,
where a random solute atom and solvent atom from within the lattice have their lattice positions
exchanged, leading to a new configuration. The nature of this transition has two important features.
First, this mechanism is not meant to represent a physical process, but rather to sample the
configuration space without getting trapped in metastable states corresponding to local minima in
the free energy, which is assisted by the long-range nature of these swaps. At the same time, a
single atom swap does not produce an independent sample configuration from the phase space; it
is highly dependent on the previous configuration. Therefore, to collect uncorrelated samples of
the phase space, and to satisfy the ergodic hypothesis, many swaps must be performed in between
samples before including a new state in calculations of macroscopic thermodynamic quantities. At
moderate temperatures, it has been demonstrated in a number of studies that this sampling
approach successfully finds the global minimum in free energy and captures the expected phase
equilibria as well as enthalpic and entropic behavior of binary alloys [55-58].
Section 1.4.4: Monte Carlo simulations for designing nanocrystalline materials
This general Monte Carlo formulism can be adapted to include grain boundaries in the
description of the configurational space of the alloy. As discussed in Section 1.4.2, the presence
of grain boundaries and their interaction with segregants introduces additional degrees of freedom
at both the atomistic scale, related to the structure of the grain boundary, and at the meso-scale,
related to the topology and crystallography of the grain boundary network. Two types of Monte
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Carlo simulations have been developed, each designed to focus at a particular scale, and to provide
a different level of information regarding the stability of nanocrystalline states.
Section 1.4.4.1 Monte Carlo Simulations at the Atomic Level of Grain Boundaries
A particular grain boundary can take on different equilibrium atomic configurations,
known as complexions [59-60], with varying grain boundary thicknesses, disorder, and chemistry.
As such, Monte Carlo studies of grain boundary segregation at the atomic level should consider
the added positional degrees of freedom available for atoms at the grain boundary by including
appropriate transition operations to reach the equilibrium grain boundary structures for a particular
nanocrystalline alloy. Simulations to study grain boundary segregation in this way were first
developed to measure the extent of segregation at different grain boundaries, and to analyze
structural transitions that occur within the grain boundary [28,29,61-64]. Such methods have been
more recently adapted by Detor and Schuh [65], and Purohit and coworkers [66,67] to study the
thermodynamics of nanocrystalline alloys.
The transition event used to sample the phase space of the alloy must allow atoms to relax
locally. A common approach is to accompany each solute-solvent atom swap with atomic
relaxation of the system to maintain zero hydrostatic stress, for example by straining the system
incrementally and using conjugate gradient relaxations to allow the atoms to utilize the off-lattice
degrees of freedom at the grain boundary. The new, depressurized state is then considered for
transition according to the Metropolis algorithm, where the energies of each state are typically
calculated using many-body potentials. Such a simulation produces the lowest free energy state
for the alloy, but is constrained to the initial grain topology provided, since the transition event
does not create or remove grain boundary area, and the relaxations permitted do not allow for large
atomic reconfiguration. Thus in order to assess nanocrystalline stability, simulations at fixed grain
sizes must be compared to single crystal simulations to determine the more favorable state, as these
states are not considered simultaneously in the Monte Carlo framework. Figure 10 shows the work
of Detor and Schuh on Ni-W using this approach to understand the composition ranges in which
the internal energy of the nanocrystalline states (considering systems with average grain sizes of
2, 3, and 4 nm) was lower than that of a single crystalline (the SC curve) system [65]. However,
only the enthalpies are considered in such a calculation. Because the free energies are not known,
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accurate assessment of thermodynamic stability at finite temperatures is difficult with this
approach.
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Figure 10: An assessment of the thermodynamic stability of nanocrystalline Ni-W using an
atomistic Monte Carlo simulation, where internal energies of nanocrystalline systems with grain
sizes of 2, 3, and 4 nm are compared to a single crystalline (black line) system. Reproduced with
permission of the publisher from [65].
Another shortcoming of atomistic Monte Carlo simulations for considering the stability of
nanocrystalline states is that the portion of the phase space considered in a given simulation does
not simultaneously include both nanocrystalline and single crystalline states. Therefore, to identify
the stable nanocrystalline state, all possible nanocrystalline configurations at the topological level
should be considered in the free energy minimization to identify the nanostructure of the
equilibrated state. As a result, while the atomic position degrees of freedom at the grain boundary
are important at the grain boundary structure level, the topological degrees of freedom of the grain
boundary network should be explored as part of the Monte Carlo sample space in order to
determine if a nanocrystalline state exists at equilibrium and to assess the meso-scale structure of
the state.
Section 1.4.4.2 Monte Carlo Simulations at the Topological Level of Grain Boundaries
In order for a Monte Carlo simulation to provide information on the stability of
nanocrystalline states, the sampling method should have the freedom to add or remove grain
boundary area in search of the lowest free energy nanostructure. To make such a description of the
configuration space more computationally feasible, it is convenient to start from a more coarse-
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grained approach that foregoes the atomic level description of grain boundary structure and its
dependence on local factors, such as the adjoining grain orientations, in favor of describing the
effects of alloying on a larger network of average grain boundaries. Chookajorn and Schuh [68]
modified the Ising approach to incorporate the possibility of stable nanocrystalline states. Unlike
the original Ising model, each lattice site in the alloy is not only prescribed with an occupying
chemical species, but is also associated with a particular grain, denoted by a grain number, such
that nearest neighbor bonds between two lattice sites with different grain numbers constitute a
grain boundary, as shown in Figure 11.
Grain I Grain 2
ehram
-EN
Chemical
Identity
Grain
Allegiance
Crystalline Bond
Grain Boundary
Bond
Figure 11: A schematic of the lattice-based nanocrystalline alloy model developed by
Chookajorn and Schuh [68], where each lattice site contains chemical and grain allegiance
information. The configuration space of this model can explore topological degrees of freedom
for the grain boundary network, enabling a more direct method for analyzing thermodynamic
stability of nanocrystalline alloys.
Under this description, the internal energy of a particular configuration, Em, can be written
by summing nearest neighbor bonds, as was done in the RNS model:
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where E is the pairwise bond energy between the species specified by the subscript and with the
bonding type delineated by the superscript, with N being the number of such bonds. The
consideration of different possible grain boundary configurations increases the size of the phase
space that is explored by Monte Carlo in search of the minimum free energy state with respect to
the RNS model.
To sample configurations with different grain boundary topologies, in addition to atom
swaps, two types of grain swaps were proposed by Chookajorn and Schuh: a random grain
boundary site can change its grain number to that of an adjacent grain (grain boundary motion) or
to an entirely new grain number (nucleation of a new grain). This evolution of the grain topology
is based on the classical Potts model [69], and is likewise vulnerable to grain faceting and pinning
[70], which increases the likelihood of being trapped in a local energy minimum and falsely
identifying a stable nanocrystalline state. To address this, the temperature can be slowly decreased
at the beginning of each simulation in order to facilitate grain boundary motion during the early
stage. In Chookajorn's model, the temperature starts at 10,000 K and is decreased to the desired
temperature for thermodynamic analysis at a rate of 0.1%.
In the cases where stable nanostructures are not thermodynamically the most favorable
state, this model replicates bulk alloy thermodynamics that are consistent with the Ising model.
The resulting state that forms has no grain boundaries, representing a single crystal. For alloys that
favor grain boundary segregation strongly, however, the Monte Carlo method provides results that
are consistent with the analytical models introduced earlier; nanocrystalline states emerge as
preferred structures.
This model uncovers unique behaviors that arise from the synchronicity between the
equilibration of both grain and chemical structures, which are not predicted by regular solution
models, and to this point, remain unique predictions of the Monte Carlo model. To systematically
probe the different types of stable nanostructures that can be found by the simulation, one can use
a perspective based on the bond energies available to the model, which can be related using the
alloy interaction parameters (cf. Eqs. 4 and 5). These two interaction energies along with the grain
boundary energy penalty of the unalloyed components determine the relative preference for
different bond environments, and can be used to estimate the enthalpically preferred structural
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configuration. A stability map outlining several behavioral trends on the interaction parameter
space was proposed by Chookajorn and Schuh [68] to provide guidelines of regions in which
distinct types of nanostructures are expected (Figure 12).
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Figure 12: (a) Stability map of six general regions of nanocrystalline stability identified using
the lattice-based Monte Carlo simulation: (b) bulk, single crystalline alloy with positive enthalpy
of mixing, (c) phase separated polycrystal with undoped grain boundaries, (d) duplex
nanostructured states with segregated grain boundaries, (e) segregated nanocrystalline state
with positive enthalpy of mixing, (f) bulk. single crystalline alloy with negative enthalpy of
mixing, (g) segregated nanocrystalline state with negative enthalpy of mixing.
In Figure 12, the regions denoted 'bulk structure' (red region, Figure 12(b)), and
'segregated nanocrystalline structure' (green region, Figure 12(e)) are the classical states predicted
by the RNS model, and are similar to the RNS-based map regions plotted on different axes in Fig.
7. The simulations are, however, not limited to studying fully segregated grain boundary states and
bulk phases. Duplex nanostructures (blue region, Figure 12(d)) exhibit simultaneous solute
segregation and precipitation, and phase separated polycrystals (yellow region, Figure 12(c)) do
not exhibit segregation but are characterized by precipitates as well as grain boundaries. The latter
two nanostructures, which have solute precipitates as well as grain boundaries at equilibrium, are
not the minimum internal energy configurations possible; in both cases the lowest internal energy
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state would be a single crystal, precipitated state. However, in the duplex and phase separated
polycrystal regions of the stability map, grain boundary states exist with internal energies that are
in between the precipitated and disordered single crystal states, and as such at intermediate
temperatures the higher entropy available in duplex nanostructures and phase separated
polycrystals leads to a minimum free energy polycrystalline state. The ability of the lattice-based
simulation to predict the stability of a wide range of structures makes it a valuable tool for alloy
design, and has been shown to compare well with some limited experimental studies of W-Ti
(segregated nanocrystal) [71] and W-Cr (duplex nanostructure) [72].
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Figure 13: Pictorial representations of phase diagrams for a duplex nanocrystalline alloy
constructed through Monte Carlo simulations at different compositions and temperatures first
(a) without allowing for nanocrystalline states and (b) then allowing for nanocrystalline states in
the configuration space considered (Reproduced with permission from [72]).
Monte Carlo simulations of this kind provide valuable thermodynamic insight as they are
able to capture the entropy of the different equilibrium states, which is useful for constructing
phase diagrams of alloys accounting for potential nanocrystalline stability. Using this method,
Chookajorn and coworkers constructed a phase diagram of an alloy from the duplex region of the
stability map, illustrated pictorially in Figure 13 [72]. For comparison, simulations were conducted
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with an artificially-imposed single crystal state (Figure 13(a)) as well as using the full grain-
evolving model as described above (Figure 13(b)). When the system was constrained against the
formation of grain boundary states, this positive enthalpy of mixing alloy was verified to exhibit
bulk precipitation at low temperatures which evolved to a solid solution at high temperatures
(Figure 13(a)). However, when nanocrystalline states were allowed to evolve, at intermediate
temperatures a duplex nanostructured phase emerged, which disordered into a segregated
nanocrystalline state at higher temperatures (Figure 13(b)). The existence of an intermediate
energy level associated with the grain boundary state leads to an interesting new phase diagram
that includes nanostructured states at equilibrium.
Section 1.4.5: Challenges of existing models for selection and processing of nanocrystalline
materials to be addressed in this thesis
Models for developing stable nanocrystalline alloys, to enable their processing into bulk
parts, were reviewed in this section. Analytical models using regular solution assumptions provide
a simple method for screening alloy systems and can identify systems that are formally stable
against grain growth (i.e. they are also stable against forming a second phase leading to grain
growth). However, regular solution assumptions are too restrictive, which has led to the use of
Monte Carlo simulations to explore a larger part of the rich alloy configuration space possible in
nanocrystalline alloys. These Monte Carlo simulations have enabled more detailed analysis of
stability, leading to more accurate treatments of grain boundary chemistry and the identification
of new equilibrium states of engineering interest, for example duplex nanocrystalline states.
A few significant challenges limit the capabilities of the Monte Carlo simulations. First,
the Monte Carlo simulations have been limited to consider positive enthalpy of mixing alloys, as
negative enthalpy of mixing alloys require the incorporation of more long-range bonds to capture
the enthalpic preferences to form ordered compounds. Thus, even though the stability map in
Figure 12 extends to negative enthalpies of mixing, it isn't accurate to use these models under
these conditions and thus the map is not reliable in this regime. Extending the models to negative
enthalpy of mixing systems opens up the space of potential alloys substantially and is expected to
reveal interesting new equilibrium nanostructures.
Secondly, verifying thermodynamic stability in the Monte Carlo simulations remains a
major challenge. In the 'atomic-level' simulations (Figure 10), the equilibrium state is assessed by
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looking at internal energies, completely missing entropic considerations in stability. Without
measures of entropy, it is difficult to truly identify the equilibrium nanostructure using these
simulations. In the 'topological-level' simulations, the equilibrium state is only valid if the Monte
Carlo simulation achieves ergodicity. This is a difficult challenge due to the local nature of the
grain swaps, and it is common for the simulations to get trapped in a local metastable equilibrium.
The method of cooling into the equilibrium state is an imperfect one, which hurts the reliability of
this model. Particularly, the equilibrium grain sizes observed in the simulations can often be due
to the grain swaps being kinematically constrained, making alloy processing guides such as phase
diagrams (see Figure 12) created from this method too inaccurate to be useful.
The goal of this thesis is to improve the thermodynamic models used to design
nanocrystalline alloys by making them applicable to a broader range of alloys and to make them
more thermodynamically accurate to better guide alloy selection and processing.
Section 1.5: Outline of the main contributions of this thesis
This thesis develops improved thermodynamic models for nanocrystalline alloys that enable their
applicability to a broader range of alloys and more accurate in determining the important features
of equilibrium nanocrystalline states. The outline of the thesis is:
e Chapter 2: Generalized Stability Criterion for Stable Nanocrystalline Alloys. A
generalized stability criterion is developed analytically to describe formal stability
of the nanocrystalline state with respect to grain growth for any binary alloy system.
This criterion informs the extension of the lattice Monte Carlo simulations to
systems that have stable ordered compounds. The Monte Carlo simulation is
verified to behave according to the generalized stability criterion, but also is found
to reveal new nanostructured states that could not be modelled analytically.
" Chapter 3: Thermodynamics of Ni-Ti- WNanocrystalline Alloys: A Case Study. The
ability of the new model to capture the alloy thermodynamics of complex
nanocrystalline materials is evaluated on the Ni-Ti-W alloy system.
" Chapter 4: Developing Phase Diagrams of Nanocrystalline Alloys. A more
rigorous method for developing phase diagrams of stable nanocrystalline alloys is
presented. This method extracts the free energy of the nanocrystalline alloy from
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simulations and uses this to both better understand the free energy landscape of
nanocrystalline materials and to construct more accurate phase diagrams.
* Chapter 5: Pathways for Grain Refinement in Alloys with Nanocrystalline Ground
States. If a nanocrystalline alloy is formally stable, it is predicted from
thermodynamics that certain annealing steps should lead to grain refinement
without leaving the solid state. This chapter explores this concept.
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Chapter 2: Generalized stability criterion for stable nanocrystalline alloys
In this chapter, criteria for metastability and stability of the nanocrystalline state against
grain growth are derived by treating grain boundary segregation as a form of ordering that is
available in nanocrystalline materials [73]. These criteria are valid for both positive and negative
enthalpy of mixing alloys and take into account the formation enthalpies of ordered compounds.
The lattice Monte Carlo simulation is modified to account for ordered states, allowing for
consideration of any binary alloy pair.
Section 2.1: An analytical stability criterion for nanocrystalline alloys
Section 2.1.1: Formulation of the stability criterion
Grain boundary segregation, like precipitation, is largely believed to be an enthalpic effect,
and is thus a form of chemical ordering. The competition between different ordered states can be
resolved by determining which ordered state provides the lowest enthalpy for the alloy system, as
is typically done for ordered compounds in developing 0 K phase diagrams [74-76]. The energies
of ordered states as a function of composition can be compared on an energy diagram such as
Figure 14 to determine regimes of stability.
E8
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Ec -- OrderedW G, Compound
EGB
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Figure 14: Schematic of the binary alloy energy diagram including an ordered phase (square)
and a 2D grain boundary compound/complexion (circle) where the energy of non-stoichiometric
compositions is calculated by the lever rule (lines).
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Here, we particularly focus on solute-lean compositions without loss of generality. The enthalpy
of the binary alloy system with an ordered phase, Hord, can generally be written as:
X X
Hord= 1 EA + Ec (10)
where EA and Ec are the enthalpy per atom of the pure solvent and ordered compound, respectively,
X is the global solute concentration, and xC is the stoichiometry of the compound (i.e. the fraction
of atoms in the compound that are solute atoms). This expression defines the common tangent line
of an ordered phase and the pure solvent phase, and is also applicable to positive enthalpy of
mixing systems by setting Ec = EB and xC = 1, where EB is the enthalpy per atom of a pure solute
phase.
Generally, a grain boundary segregated state at thermodynamic equilibrium is a
complexion [59,60], i.e., a defined equilibrium atomic configuration at the interface separating
grains. For the developments that follow, we find it useful to adopt the view that this complexion
is more specifically a 2D compound [77-78] as it will exhibit a chemically ordered configuration
that, similar to a 3D ordered phase, can be described using an effective enthalpy per atom, EGB,
and a stoichiometry, xSB, which is the fraction of atoms in the grain boundary compound that are
solute. Therefore, the enthalpy of a nanocrystalline alloy, HGB, with a solute-enriched grain
boundary can also be written in the same format as the previous equation:
I' X X
HGB = GB EA += 1 EGB (11)
Xs Xs
Under this representation, the enthalpy of the nanocrystalline alloy follows a common tangent line
as shown in Fig. 14, between the pure solvent phase and the grain boundary compound. The
implication of this common tangent line is that at compositions below the stoichiometry of the
grain boundary compound, the volume fraction of the grain boundary compound decreases
proportionally according to a lever rule. In a system with fixed grain boundary area, one might
envision patches of grain boundary with the equilibrium grain boundary compound that grow in
area as the global concentration is increased. In the more general case where grain boundary area
is unconstrained and can equilibrate, one expects the area density of grain boundaries to increase
with composition and the entire grain boundary to be at the grain boundary compound
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stoichiometry. This representation is consistent with the behavior of the regular solution models
of nanocrystalline stability, where increasing solute content monotonically decreases the
equilibrium grain size [41,47]. At the stoichiometric composition, this approach predicts a system
fully composed of the grain boundary segregated state/compound, which is not a well-defined
condition. For example, in prior work the grain boundary segregated state has been likened to an
amorphous configuration near stoichiometry [41,47,68]. In the present work we will consider
systems with solute concentrations well below the grain boundary compound stoichiometry; the
grain boundary compound thus forms in a lever-rule fashion with the terminal solvent phase.
Finally, we must consider whether forming a grain boundary segregated state is preferred
with respect to forming a bulk ordered phase. This would occur using the above definitions when
HGB < Hord. The stability criterion for forming a nanocrystalline state is thus:
1 1
GB (EGB - EA) < - (EC - EA) (12)xs xs
To translate this into alloy design terms, the per-atom enthalpies of the ordered states (EGB, Ec)
should be replaced by expressions for the global enthalpies of compound formation, AHform, and
grain boundary segregation, AHseg. For the compound, this relationship is:
AHform = EC - (1 - Xc )EA - XSc EB (13)
An enthalpy of formation can also be defined for the grain boundary segregated state, however it
is better to define the grain boundary compound energy as a function of AfHseg as this is the more
traditional thermodynamic parameter, defined as the change in enthalpy of the system upon
swapping a solute atom at the grain boundary with a solvent atom in the grain, and defined such
that grain boundary segregation is expected when AHseg > 0. Substituting a solute atom at the
grain boundary for a solvent atom replaces one unit of the grain boundary compound with a region
of pure solvent grain boundary. This results in an enthalpy change of 1 '(EGB - EGB), where
xs
EGB is the enthalpy per atom of a pure solvent grain boundary. In the crystalline region, removing
a solvent atom from a pure solvent matrix requires an energy of 2 EA and after substitution of a
solute atom, the energy of the site, EB in A, can be written in terms of the enthalpy of mixing:
AHmix EB in A - EB - EA. As a result, a general expression for the enthalpy of grain boundary
segregation is:
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1
AHseg = AHmix + EB - EA 1 (EGB- EGA) (14)
Xs
Using the relationships AHfrom and AHseg the criterion for the stability of a grain boundary
segregated state with respect to forming second phases can be written as:
1
AHseg > AHmix -C AHform + ky (15)
Xs
where ky is the excess energy of a pure A grain boundary, B(EGAB E,), where k converts the
grain boundary energy from energy/area to energy/atom.
The criterion of Eq. 15 satisfies basic intuition for stabilizing grain boundaries with solute:
a larger enthalpy of grain boundary segregation is required if the excess grain boundary energy
that must be overcome is larger and if the crystal can undergo a larger drop in enthalpy by
compound formation (AHmix - AHform). If this criterion is met, the energy of the system has a
minimum at a particular grain size that depends on the solute concentration as seen by Chookajom
and Schuh [68]; decreasing the grain size from equilibrium results in an energetic penalty for
forming pure solvent grain boundary and increasing the grain size results in an increase in energy
for forming the bulk ordered phase instead of the grain boundary compound. For stability against
phase separation into a solute precipitate in positive enthalpy of mixing systems, this same criterion
holds with AHform = 0. Alternatively, a grain boundary segregated state can be stable with respect
to grain growth alone, but only metastable with respect to forming a second phase. The
metastability criterion thus does not include the enthalpy associated with second-phase formation:
AHseg > ky (16)
The metastability criterion attained in this manner is essentially the same as the one proposed by
WeissmUller (Eq. X), though Eq. 16 does not consider the entropy associated with forming a solid
solution and thus is expected to underestimate the threshold for metastability.
The criteria for nanocrystalline stability established in Eqs. 15 and 16 are conveniently
written in terms of bulk thermodynamic parameters that can be estimated for most binary alloy
systems and guide the selection of alloying elements for nanocrystalline materials. The enthalpies
of grain boundary segregation and solid-state mixing can be estimated empirically using a
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Miedema approach [31,79]. The enthalpies of formation of binary compounds can be calculated
by density functional theory and are readily attainable from the Open Quantum Materials Database
[74]. While many compounds are often stable in the same binary system at different compositions,
we suggest using the compound that is stable at the lowest stoichiometry as alloying for
nanocrystalline stability is typically done at low compositions and this is the regime for which
Eqs. 15 and 16 apply. For the enthalpic penalty of the grain boundary, ky, the pure element grain
boundary energy can be estimated as one-third of the surface energy calculated from a Miedema
model [79]. The coefficient, k, can be approximated as the molar volume [80] divided by the grain
boundary thickness (estimated as 5 A). This approximation of k, which was also used in previous
work [68] to convert the units of grain boundary energy to energy per mole, could be treated more
completely, for example by more directly incorporating the packing density of atomic planes and
the excess volume of the grain boundary.
Section 2.1.2: Maps for selecting alloys to form stable nanocrystalline states based on the stability
criterion
The criteria from Eqs. 15 and 16 delineate a stability map as shown in Figure 15 (on the
right), which classifies the stability of the grain boundary segregated state as a function of bulk
thermodynamic parameters. On this stability map, one axis measures the enthalpy gained by
forming a grain boundary segregated state (AHseg) and the other measures the enthalpy gained by
forming a crystalline second phase (Afmi - 4 A Hform). The Weissmiller criterion is shown onxS
the same axes on the left as a point of reference. The key added consideration in this generalized
stability criterion is the energetic benefit for the solute to form any ordered phase in the bulk.
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Figure 15: A stability map for selecting nanocrystalline alloys based on the bulk thermodynamic
parameters of the alloy pair (only enthalpic considerations of stability). On the left is the map
produced by the Weissmiller criterion where the only configurations considered are the grain
boundary segregated nanocrystalline state and a bulk solid solution. On the right is the map
produced by the criterion derived in Section 2.1.1 where two phase states are also incorporated
in the phase space considered.
The existence of alloying combinations that meet the stability criterion thus requires that
some alloys possess an enthalpy of grain boundary segregation that is sufficiently larger than the
enthalpy gained by forming a second phase. This may seem unlikely due to the experimentally-
observed relationship (Figure 16) between the terminal solubility of a crystalline second phase and
the enrichment factor (measure of excess solute) at the grain boundary [81,82], which is often
interpreted as meaning that the enthalpies of grain boundary segregation and second phase
formation are highly correlated, or AHseg ~ (AHmix - 1 AHform) in the terms of our criterion.
To test whether this correlation is too strong for the stability criterion to be satisfied in
1 iphysically realizable alloys, we determined AHseg, AHmix, and c AHform values (as described in
xs
the previous section) for a large number of transition metal - transition metal binary alloy pairs
and plotted them on the same axes as the stability map (Figure 17). Indeed, a positive correlation
between the second phase and grain boundary segregation energies seems to exist as the points
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largely follow the trend of the solid line. However, there is a substantial amount of spread; the
dashed line represents the stability criterion when ky is 20 kJ/mol and it is observed that a number
of alloy pairs satisfy the criterion for a stable nanocrystalline state.
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Figure 16: The experimentally-observed relationship between the terminal solubility of
an alloy (which is related to the tendency for second phase formation) and the enrichment factor
of the grain boundary (which is related to the enthalpy of grain boundary segregation).
Reproduced with permissions from publisher [81].
The relatively large data spread in Figure 17 is not entirely surprising. The experimentally-
observed correlation between terminal solubility and enrichment factor at the grain boundary has
a spread of roughly one order of magnitude in the enrichment factor. Furthermore, different
ordered configurations in crystalline phases of the same alloy often vary in energy by dozens of
kJ/mol, and thus it is reasonable to expect ordered 2D compounds to differ in energy from 3D
compounds by energies on that order of magnitude as well.
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Figure 17: Transition metal - transition metal binary alloys plotted using Miedema estimates
[31],79] of A Hmix and A Hseg and density frnctional theory calculations of A Ho,. for
compounds (attained from the Open Quantum Materials Database [74]) to observe the strength
of correlation between the two axes of the stability map for physical alloy pairs. The solid line
corresponds to perfect correlation between the axes, and the dashed line represents the stability
criterion.
Section 2.2: Incorporating entropic effects into the stability criterion: devising a more general
lattice Monte Carlo simulation for nanocrystalline alloys
Our stability and metastability criteria as developed in Section 2.1 are enthalpic and do not
consider the entropy of the different ordered states or the presence of interphase boundaries. We
favor the inclusion of configurational entropy effects using a lattice-based model, as it is a classical
method for accounting for such effects and also opens the door to Monte Carlo exploration of the
preferred structural configurations as a function of temperature and composition (see Section
1.4.3).
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Equilibrium states of a bulk, single crystalline alloy in a lattice model (an Ising model for
binary alloys) are determined by identifying the configuration of chemical species that minimizes
the free energy of the alloy system. To incorporate the possible presence of grain boundaries, each
lattice site carries two pieces of information: 1) the chemical identity of the species, and 2) a grain
number denoting the grain allegiance of the atom at that site. Crystalline bonds are defined between
neighboring atoms with the same grain number, and alternatively grain boundary bonds exist if
the atoms have different grain numbers. The phase space of this model is thus any chemical
configuration on the lattice sites, with any set of bonds between lattice sites being grain boundary
bonds. The equilibrium configuration can be determined using a Monte Carlo algorithm (see
Section 1.4.4.2).
The equilibrium configuration is based on the defined interatomic potential. For positive
enthalpy of mixing systems, a nearest neighbor, pairwise potential with six bond energies was
sufficient to provide distinct energies for grain boundary segregated states, solute precipitates, and
solid solution phases, which could then be sampled by Monte Carlo to select the lowest free energy
configuration. These six pairwise bond energies are {E4A, EAB, Ec , E gb E gb}BB AAI'L AB' BBJ where the
subscript specifies the chemical identity of the two atoms bonded - solvent (A) and solute (B) -
and the superscript denotes the nature of the bond - crystalline (c) and grain boundary (gb).
However, the pairwise potential does not correctly produce bulk ordered phases in a lattice
model, and multi-body terms are generally required using a cluster expansion [83-91]. The next
section explains the compound unit method, a simplified approach that we developed to
incorporate bulk ordered phases into a lattice model when the bulk phase diagram is already known
and thus a full cluster expansion is not necessary.
Section 2.2.1: The compound unit approach for incorporating known equilibrium ordered states
into the energy space of a lattice model
Section 2.2.1.1: A summary of the key features of the compound unit model
In order to permit stable compounds in a pairwise model, a distinction has to be drawn
between solute-solvent bonds in a solid solution and those in an ordered phase (for more clarity
on why this is, see the introduction to our publication on the compound unit model [92]). Rather
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than add multiple higher order terms as in a standard cluster expansion [83-91], we directly include
an ordered compound with known structure and formation energy into a nearest-neighbor pairwise
formalism by identifying its structure through a "compound unit". A compound unit is defined
here as a repeating group of atoms from which the entire superstructure of the compound can be
formed. For example, we may define the compound unit shown in Figure 18a to identify the
ordered compound shown in Figure 18b.
(b)
(a)
/0
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Figure 18. (a) A possible definition of a compound unit for the ordered compound pictured in (b)
where dark atoms are solute. (b) In addition to showing the equilibrium compound, the shading
in this image shows a schematic of how the energy of an atom is calculated in the compound unit
model, where darker atoms have a larger compound unit contribution to their energy.
Many potential compound units may be defined for a given ordered compound, but the key
feature of the unit is that when it appears in the structure, it will be assigned a lower enthalpy than
what the pairwise potential would return, and which is related to the compound formation energy.
If a compound unit, a, is found in the lattice, the energy of the system includes an additional term
including the contribution from the compound energy:
EM = NAAEXA B + N+NBEAXB + N+NBEBB + A +A bb + B + N'aEAB (17)
where Na is the number of compound units found on the lattice and EXXB is the energy of those
compound units. To do implement this properly, the energy used for EXXB should be the energy
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per atom based on the compound formation energy minus the pairwise energies that make up the
compound unit. It is important to note that when calculating the energy of an individual atom, the
energy is calculated entirely from pairwise interactions if none of the environment around the atom
resembles a compound unit, but if the atom is part of a compound unit then that portion of its
energy is replaced by the compound unit energy. This is illustrated in Figure 18(b), where the
interior atom of the compound has its complete energy described by the compound unit energy, as
opposed to atoms on the edges and corners which respectively have one-half and one-quarter of
their energies described by the compound unit energy, with the remainder calculated from pairwise
bonds. This leads to faceted ground state precipitates. The reader is referred to [92] to see the full
derivation of the compound unit model Hamiltonian, but as this is not critical to understand its
implementation we move on to a simple demonstration of the model to show that it captures the
necessary bulk ordering behavior for our nanocrystalline lattice model.
Section 2.2.1.2: The compound unit model captures the necessary order-disorder phenomena in
the bulk phase for the nanocrystalline lattice model
The goal of the compound unit model is to capture accurate order-disorder phenomena in
alloys with a stable ordered compound, such that these energies can be captured accurately in our
nanocrystalline lattice model.
The pairwise potential cannot accurately capture ordering in two-phase fields, and the
addition of a compound unit term is a purposeful mend to this problem. Monte Carlo simulations
were conducted to determine the 0 K equilibrium behavior of the compound unit model, with
compound units defined for the D03 and B2 compounds (stoichiometries of 25 and 50 at. %) on a
BCC lattice. The superstructure for these compounds is best described by 4 interpenetrating FCC
lattices, as shown in Figure 19(a), where the positions on the lattice with the same number below
to the same FCC sublattice. The compound units defined for the D03 and B2 compounds are shown
in Figure 19(b). For details on why these particular compound units are used, the reader is referred
to our publication on this topic [92].
Figure 20 shows the solute atoms in the (100) plane of equilibrated structures with and
without the compound unit term at different compositions. At the 25 at.% and 50 at.%
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compositions, the D03 and B2 compounds are the equilibrium phases in both cases. However,
deficiencies in the pairwise model are already evident; in Figure 20a at 25 at.%, two antiphase
boundaries are observed and indicated with arrows. These defects should not be present at
equilibrium in a single phase compound, and appear because they are trapped in this simulation.
This difficulty in achieving long range order is a common problem when studying compounds in
the Ising model with a pairwise potential [93,94]. However, in the compound unit approach,
antiphase boundaries are more energetic and not easily trapped, which yields the correct
equilibrium microstructure as shown in Figure 20b at 25 at.%.
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Figure 19: (a) A schematic of the compound superstructure for D03 and B2 compounds in body-
centered cubic binary alloys, with numbers signifying different interpenetrating FCC sublattices.
Convenient compound units for D03 and B2 are shown in (b), with solute in black. Shaded atoms
in (a) illustrate the compound unit within the superstructure.
The more serious deficiencies of the pairwise model appear at off-stoichiometric
compositions, where faceted precipitates in a two-phase equilibrium are thermodynamically
expected at 0 K. The equilibrated structures in Figure 20(a) have non-zero entropies, as evidenced
by the large degeneracy of the equilibrium states. At the stoichiometric composition, the
equilibrium is a single-phase compound that is forced to form by geometry, and it does not require
a non-zero interfacial energy. At slightly off-stoichiometric compositions, local ordering is
observed via this same constraint, but a single consolidated phase is not preferred energetically
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because there is no energetic penalty associated with forming an interface between the compound
and solvent atoms. At low concentrations, this leads to a solid solution as there are many sites
where solute can reside and still achieve ideal first and second nearest neighbor coordination.
(a) Pairwise Model
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Figure 20. Equilibrium states computed at 0 K via a Monte Carlo simulation under (a)
the pairwise model and (b) the compound unit model. Only solute atoms are shown in
the image, on a single (100) plane of the simulation cell.
In contrast, and shown in Figure 20(b), the compound unit model produces equilibrium
structures with the expected two-phase equilibrium at off-stoichiometric compositions at 0 K.
Firstly, the addition of compound units fixes the energetics such that the ground state of the alloy
is now two, separated phases at OK. Secondly, this formulation makes it convenient for Monte
Carlo simulations to find the correct equilibrium state even at low temperatures since each atom
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I
at the interface possesses an interfacial energy; the system thus correctly coarsens into a single
precipitate, and can avoid producing anti-phase boundaries.
The compound unit also reveals the desired phase transformation behaviors as the
temperature is increased. Figure 21 shows the equilibrium states at compositions of 10 and 25 at.%
during this disordering processes. As expected, at non-zero temperatures, each phase exhibits some
solubility of the second phase, and as the temperature increases the amount of the ordered phase
decreases until it disappears above the phase transition temperature. Phase diagrams were
constructed both with and without the compound unit method (Figure 22). The critical temperature
of a phase transition was determined by identifying the temperature at which an order parameter
exhibits a discontinuity in slope, and was corroborated with visual evidence of phase changes in
the equilibrium microstructures.
200 K 400 K 800 K
200 K 600 K 800 K
ii .*.. .. ......... _ _ _ _ _
..... ...-- . . ..
Figure 21. Equilibrium states as temperature is increased from 200 to 800 K at
compositions of 10 and 25 at.%. Only solute atoms are shown in the image, with atoms
There are a few important differences between the two phase diagrams. At low
concentrations, the compound unit model produces the expected two-phase equilibrium with the
A-rich solid solution phase. The lack of this two-phase region in the pairwise model was the
principle reason for incorporating compound units, and the phase diagram demonstrates that this
approach fixes the anomalous thermodynamic behavior in the pairwise model. Similarly, there is
a two-phase region that exists between the D0 3 and B2 phases in the compound unit model that is
absent in the pairwise model. Other pairwise models simulating a system with D0 3 and B2
compounds produce a second order phase transition between the D0 3 and B2 phases [95,96], which
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would also violate the third law of thermodynamics, as one or both phases would have to have a
non-zero solubility at 0 K. Thus, the presence of this two-phase region also seems to be an
improvement made by the inclusion of compound unit energies. The critical temperature for
disordering is also lower for the compounds in the pairwise model than in the compound unit
model, since only geometric considerations lead to ordering, whereas in the compound unit model
both geometric and chemical interactions favor the ordered phases.
(a) Pairwise Model (b) Compound Unit Model
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Figure 22. Phase diagrams in (a) the pairwise model and (b) the compound unit
model calculated via Monte Carlo. Phase transitions are denoted with solid lines, and
two-phase regions are shaded.
The adherence of the phase diagram produced by the compound unit model to basic
thermodynamic principles provides confidence that this approach is a viable alternative to a full
multi-body expansion for incorporating bulk ordering thermodynamics into lattice models of
alloys.
Section 222: Defining the energetic parameters in the lattice model in terms of known alloy
thermodynamic quantities
The compound unit approach introduces an additional energy (to the 6 pairwise bond
energies) into our nanocrystalline lattice model, which can conveniently be represented as an
effective pairwise bond energy, EXXB. In addition, we need to consider how ordering at the grain
boundary in the lattice model effects the segregation behavior.
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At low temperatures, grain boundary segregation occurs in the lattice model when the
lowest enthalpy compound at the grain boundary has a stoichiometry that is higher than the global
solute concentration. Fig. 22(a) shows the grain boundary compound observed by Chookajorn and
Schuh in a body-centered cubic (BCC) lattice when E is lower than the mean of Ej and E g.
The enthalpy of grain boundary segregation can be determined for a set of bond energies by
measuring the change in enthalpy of a bicrystal from a random distribution of solute atoms to the
equilibrium configuration and dividing by the change in the number of solutes residing at the grain
boundary [68]. In order to relate the lattice model to physical systems, however, the inverse
relationship needs to be determined: a known enthalpy of grain boundary segregation for an alloy
system must be described in terms of appropriate bond energies in the lattice model such that the
enthalpy of segregation is achieved accurately in the simulation. Here, we estimate this relationship
for this particular grain boundary compound by calculating the change in energy from swapping a
solute atom in the crystal with a solvent atom in the grain boundary (z is the coordination number):
AHseg = (EAB - EA+E 
-E ) (18)
This relationship can equivalently be produced from Eq. 14 by using standard relationships
(AHmix = z (EAB - EAA+EBB), EA = ElA, EB = EBB) and average grain boundary compound
energies, which in this case are: EB = (E + 2EXA) and EGB = z + EA + ELB), where
three layers of atoms are necessary to define the grain boundary compound (xGB = 1/3).
The efficacy of this equation is evaluated by comparing the enthalpy of grain boundary
segregation as calculated by this equation with the enthalpy of grain boundary segregation
measured through a fixed bicrystal Monte Carlo simulation with the same pairwise bond energies.
Fig. 23(b) shows the results of this validation, where E1 is varied to produced different enthalpies
of grain boundary segregation at different fixed values of EAB, which controls the enthalpy of
mixing (all other bond energies were fixed at 0 eV). Regardless of the enthalpy of mixing, the
enthalpy of segregation calculated by Eq. 18 compared reasonably well with the enthalpy of
segregation produced in the simulations.
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Figure 23: a) Schematic of ordering at a fixed grain boundary in the lattice model for a BCC
lattice (blue - solute). b) Verification of Eq. 18 for calculating pairwise bond energies for the
lattice model from a known enthalpy of segregation and a known grain boundary compound.
The regular nanocrystalline solution (RNS) model also produces a similar equation for the
enthalpy of grain boundary segregation [39]:
AHseg = Z2 E,,B - Ec , + E g - E g - (Eca + ECBB (9)
When the enthalpy of mixing is zero, both Eqs. 18 and 19 are equivalent, but for non-zero
enthalpies of mixing, the RNS model produces a systematic error because it assumes a random
solution configuration and thus fails to account for the ordering preferred at the grain boundary.
While the RNS equation is useful at the continuum level, when ordering at the grain boundary is
present the approach outlined above produces a more reliable equation for grain boundary
segregation enthalpy. For a given grain boundary compound, stability and metastability criteria
can be derived from Eqs. 15 and 16 using the relationship in Eq. 18, AHform =
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[ - (1 -SxEA -xEBBI, and ky = [EA - E4A]. The criteria for the stability and
metastability of this grain boundary compound are thus:
Stability: E g + EXB - 2EL < (EXCB - EXA) (20)
AB I AB C AB -A
Metastability: EgB < gc (21)
Under the assumption that the alloy has a positive enthalpy of mixing and that BB and AA bonds
have the same energy this criterion is exactly the same as that established by Chookajorn and
Schuh [68], but it is substantially more general in the present form, as it applies to any second
phase and can be derived for any grain boundary compound in a lattice model.
Section 23: Comparison of the analytical model with Monte Carlo simulations
The lattice model is solved through a Monte Carlo simulation to find the thermodynamic
equilibrium behavior of nanocrystalline alloys given their thermodynamic properties. The Monte
Carlo simulation allows us to study more complicated behavior of both the grain boundary and the
bulk states as a function of composition and temperature. Monte Carlo doesn't require an
assumption that grain boundary complexions behave energetically like phases. Thus using Monte
Carlo, we can similarly explore the generality of both the stability and metastability criteria
established in the previous sections, this time including configurational entropy and geometric
constraints, and unearth more nuanced behavior within the stable and metastable regimes for
nanocrystalline alloys.
Monte Carlo simulations were conducted on a 72x72x8 BCC lattice. The lattice was
initiated with a random distribution of solute and with a unique grain number assigned to each
lattice site. Atom and grain swaps, as proposed by Chookajorn and Schuh [68], were used to
explore the configuration space until 4x1 9 Monte Carlo swaps were attempted, starting from a
temperature of 10,000 *C and reducing the temperature towards a final temperature of 500 *C at a
rate of 0.1% every Monte Carlo step (equivalent to 4x104 swap attempts). Using the compound
unit approach [92] (Section 2.2), a D03 compound (25 at.% stoichiometry) with an enthalpy of
formation of -20 kJ/mol was incorporated into the configuration space of the model. Simulations
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were conducted varying the A Hmix and AHseg as shown by the circles in the stability map in Figure
23, with ky = 20 kJ/mol and for a solute concentration of 10 at.%.
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Figure 24: Stability map based on Eqs. 15 and 16, when ky = 20 kJ/mol. Blue dots correspond
to the AHseg series and the red squares correspond to the AHmix series for which equilibrium
nanostructures are shown in Figs. 24 and 26, respectively.
I
Two series of simulations are described on Fig. 24, and will be discussed in turn in what follows:
* AHseg series: the effect of grain boundary segregation tendency on equilibrium
nanostructure.
* A Hmix series: the effect of second-phase formation tendency on equilibrium
nanostructure.
Section 2.3.1: The effect of AHseg on the equilibrium nanostructure
Figure 25 shows the results of increasing AHseg at a fixed AH mix = -40 kJ/mol. Our
analytical stability criterion expects that a nanocrystalline state will be stable against grain growth
and compound formation when AHseg > 60 kJ/mol. Below AHseg = 60 kJ/mol, bulk single
crystalline states with a stable D03 compound are found, as expected. However, at 50 kJ/mol, a
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Stable
Metastable
Unstable
nanocrystalline state is found, wherein both grain boundary segregated states exist and D03
precipitates form. This state resembles a duplex nanocrystalline state [72] where the
nanocrystallinity is stabilized entropically; rather than the ordered precipitate disordering into a
solid solution at higher temperatures, it can instead disorder into a grain boundary segregated state,
which can occur at a lower enthalpic cost when AHseg is close to meeting the stability criterion.
Evidence of the entropic nature of this stabilization is seen in Figure 26, where in the region
between 40-60 kJ/mol, the enthalpy of the equilibrium state increases as there is still an enthalpic
cost to forming grain boundaries.
Above AHseg = 60 kJ/mol, stable nanocrystalline states are formed without the presence of
an ordered precipitate, because a grain boundary compound is preferred to bulk ordering as
predicted by the stability criterion. The grain boundary regions in the alloy at AHseg = 60 kJ/mol
are thick, and this thickness is reduced as AHseg is increased. Correspondingly, there is less solute
dissolved in the crystalline regions, which suggests that at higher AHseg the alloy prefers thinner
complexions because it can attain more entropy without having to dissolve into the grains at a
higher enthalpic cost.
Metastability can be simulated by setting the formation energy of the D0 3 compound to
zero; the resulting equilibrium microstructures are also shown in Figure 25. Above 20 kJ/mol,
grain boundary states are seen in the equilibrated structure, which matches the metastability
threshold provided by Eq. 16. Interestingly, rather than forming a grain boundary network, at low
AHseg a precipitated "grain boundary phase" clusters together. This is an expected behavior for a
system in which it is energetically degenerate to add grain boundary area or thicken existing grain
boundaries. Such a "grain boundary phase" has been discussed in the regular nanocrystalline
solution (RNS) model, which also exhibits this degeneracy, and can be interpreted as, e.g., an
amorphous phase [41,47].
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Figure 25. Equilibrium states of the AHseg series with
a stable DO3 compound (on left) and systems without
any stable compound (on right). Different grains
have different shades of gray. Solute atoms are in blue
if they are part of a DO3 precipitate and red otherwise.
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Figure 26. The enthalpy relative to the bulk equilibrium state with increasing enthalpy of
segregation for alloy systems with a stable DO 3 compound and without any stable compound.
However, there remains the general trend of stabilizing thinner grain boundaries when an
alloy possesses a higher AHseg, and in a similar way the states with a "grain boundary phase" have
a higher solute concentration in the grain. At higher AHseg, the grain boundary segregated state
becomes more favorable (and forming a solid solution becomes less favorable), and as a result the
alloy seems to prefer forming a grain boundary network which has more configurational entropy
than the "grain boundary phase". This transition occurs when AHseg is roughly 60 kJ/mol, where
there is a corresponding change in slope in Figure 26. The slope of the "grain boundary phase" is
larger, which suggests that a lower enthalpy could be effected by forming such a precipitate even
at higher enthalpies of segregation, and thus the stability of a grain boundary network would only
be expected if entropy is playing a significant role. The network has a much larger interfacial area
with the surrounding crystalline regions than does the precipitate, thus the solute configurational
entropy should be higher for the network configuration because solute at this interface will have a
larger range of degenerate sites.
However, the grain topology space is explored in the present Monte Carlo simulations only
through local changes to the grain numbers, which may not produce an ergodic sampling of grain
boundary configuration space and prohibits detailed exploration of the preference for the network
configuration. Chapter 4 explores a different Monte Carlo sampling mechanisms for exploring the
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nanocrystalline alloy configuration space to produce more robust thermodynamic equilibrium
observations. We are not aware that the configurational entropy of grain boundary networks has
been elaborated in detail, although for nanostructured systems this is clearly a necessary
component of their thermodynamics and is worthy of further study.
Section 2.3.2: The effect of AH seg on the equilibrium nanostructure
The behavior when changing AHmix is quite different than when changing only the
enthalpy of grain boundary segregation (Figure 27).
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Figure 27. Equilibrium states of the 1 H mix series with a stable D03 compound (bottom) and
without any stable compound (top). Different grains have different shades of gray. Solute atoms
are in blue if they are part of a D03 precipitate and red otherwise.
When the DO 3 compound is present, there is a change from a duplex structure to a fully
grain boundary segregated structure as the tendency for forming a second phase decreases, which
occurs in accordance with Eq. 15. However, while the stability is increased as the enthalpic benefit
for bulk ordering is decreased, the equilibrium nanostructure is roughly unchanged. This is
similarly observed when metastable equilibrium is studied, where grain sizes remain relatively
large and unchanged with AHmix. This suggests that it is the relative stability of the alloy with
respect to the metastability criteria that governs behavior, which is reasonable since the stability
criterion accounts for the possibility of compound formation, and if the compound is not formed,
its existence in the phase space should not affect the equilibrium properties. Figure 28 shows the
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effective grain boundary energy at different solute concentrations, calculated in the same manner
as in Ref. [68], when two key quantities in the stability criteria are changed: AHmix - 1AHform
and AHseg - ky. This quantitatively shows that changing AHmix - c AHform does not affect theXS
energy of the grain boundary segregated state, and only AHseg - ky is relevant. Typically AHmix
is necessary for determining the critical temperature at which an ordered state will disorder, but in
this case AHseg already incorporates this effect (see Eq. 14) and as a result it is the key alloying
parameter that governs the thermodynamic behavior of the nanocrystalline state.
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Figure 28. Effect on the excess enthalpy of the grain boundary segregated state, upon varying
the enthalpy of grain boundary segregation and the enthalpy of mixing independently.
Section 2.4. Guidelines for nanocrystalline alloy selection
A selection of binary alloys for which stabilization of the nanocrystalline state by grain
boundary segregation has been studied experimentally [36,38,71,72,82,97-100] are listed in Table
I with the relevant bulk thermodynamic parameters for each alloy system (obtained as described
in Section 2.1.1). The position of each system with respect to the present stability and metastability
criteria is also indicated.
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Table 1. Predicted stability classification according to Eqs. 15 and 16 for alloy systems for which
the thermal stability has been experimentally studied. AHse, critical is the enthalpy of grain
boundary segregation needed for the alloy system to be stable. If the enthalpy of grain boundary
segregation is within 5 kJ/mol of satisfying or failing either criteria, both likely classifications are
specified.
Alloy AHseg AHmix c AHform ky AHseg critical Stability(kJ/mol) (kJ/mol) s (kJ/mol) (kJ/mol) (kJ/mol)
Fe-Zr 61 -35 1/3 -27 12 58 Stable/Metastable
Fe-Mg 86 76 1 0 12 84 Stable/Metastable
Fe-Ag 58 128 1 0 12 140 Metastable
Fe-Cu 19 52 1 0 12 64 Metastable
Fe-Ta 15 -10 1/3 -19 12 59 Metastable/Unstable
W-Ti 65 20 1 0 24 44 Stable
W-Cr 61 38 1 0 24 62 Metastable/Stable
Ni-W 10 -3 1/5 -10 10 57 Metastable/Unstable
Hf-Ti 28 14 1 0 19 33 Metastable
First examining the Fe-based alloys, Darling and coworkers found that alloying with 1 at.%
Zr stabilized a grain size of 50 nm up to 1000 'C without the formation of any precipitates [97].
However, when alloying with 10 at.% Zr, the precipitation of an Fe2Zr phase was observed at 700
*C leading to a loss of thermal stability [36]. Similar behavior was observed by Clark et al. when
alloying Fe with 10 at.% Mg [99] and by Liu when alloying Fe with 3.2 at.% Ag [100], i.e. grain
boundary segregation is observed to help retain nanometer-scale grain sizes and upon annealing
second phase precipitation is found. The stability criterion predicts Fe-Zr and Fe-Mg to be
borderline stable candidates and Fe-Ag to be metastable as the grain boundary segregated state
does not present a substantial decrease in enthalpy compared to the alternative of forming second
phases. This is reasonably consistent with the experimental observations considering the
approximate nature with which thermodynamic parameters have been determined for these
systems. It is important to also note that, unlike in the Fe-Zr system, the grain size in the Fe-Mg
and Fe-Ag systems is not observed to become constant with increasing temperature. Thus, more
data is needed to determine whether the Mg and Ag-alloyed systems are metastable or unstable, as
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their behavior is also similar to Fe-Cu [99], Fe-Ta [97], Hf-Ti [101], and Ni-W [98] nanocrystalline
alloys which have a much lower enthalpy of grain boundary segregation. For example, Fe with 1
at.% Ta underwent rapid, abnormal grain growth at 800 'C without the precipitation of a second
phase, which may be evidence that the nanostructure stability at lower homologous temperatures
is in part due to solute drag. Alternatively, the temperature dependence of segregation may come
into play in systems such as this, where dissolution into the bulk is favored upon heating (this
behavior is modeled in Chapter 4).
In W-based alloys, the addition of 20 at.% Ti was found to stabilize a 20 nm grain size after
annealing at 1100 'C for 1 week [46] through grain boundary segregation with no second phase
precipitation. In contrast, annealing tungsten with 15 at.% Cr at 950'C [72] also provides stability
through grain boundary segregation but also leads to second phase formation and is thus
metastable. While the enthalpy of grain boundary segregation is similar in both alloys, the enthalpy
of mixing is almost twice as high for W-Cr, which explains the difference in behavior of these
systems in accordance with Eqs. 15 and 16.
Many alloying systems studied for stabilizing nanocrystalline materials through grain
boundary segregation are positive enthalpy of mixing couples. This is in part due to a general,
albeit weak, correlation expected between enthalpy of mixing and enthalpy of grain boundary
segregation, but also a consequence of many stability models being limited to only considering
positive enthalpy of mixing alloys. The criteria presented in this chapter, with the consideration of
ordered phases to treat negative enthalpy of mixing systems should enable a more systematic and
unconstrained exploration of alloy systems for the development of bulk nanocrystalline materials.
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Chapter 3: Thermodynamics of Ni-Ti-W Nanocrystalline Alloys: A Case Study
One of the big advantages of the Monte Carlo simulation developed in Chapter 2 over the
existing models for nanocrystalline stability (Section 1.4) is the ability to treat more complex alloy
systems that include compound forming elements. In this chapter, the lattice Monte Carlo
simulation is used to analyze the thermodynamics of Ni-Ti-W nanocrystalline alloys. This work
was done in collaboration with Dr. Aslan Ahadi working at the National Institute for Materials
Science in Tokyo Japan, who was characterizing nanocrystalline Ni-Ti-W thin films to understand
the role of W in stabilizing this nanocrystalline NiTi shape memory alloy at elevated temperatures.
Section 3.1: Background and experimental analysis
Due to excellent work output per unit volume and ultralow fatigue [102], NiTi-based shape
memory alloy (SMA) thin films are increasingly used in micro-machines as micromanipulators
and fluid micro-valves. The control of grain size as an influential microstructural parameter has
recently received increased attention due to the emergence of novel properties when grain sizes
are in the nanocrystalline regime, where the martensitic phase transformation is observed both
experimentally and theoretically to occur in a fundamentally different fashion [103-107]. There
are a number of promising properties that have been observed in nanocrystalline SMAs such as a
small and vanishing thermal hysteresis (during thermally-induced phase transformations) for high
speed microactuators [108].
Retaining a nanocrystalline grain size during heat treatment and thermal cycling presents
a serious challenge. Empirically, a few alloying elements have been found to lead to smaller grain
sizes and improved thermal stability in NiTi thin films [108-111], the best performing being W,
which was observed by Buenconsejo et. al. to maintain a grain size around 25 nm after annealing
for 1 hour at 700 'C [108,109]. Characterization after annealing revealed BCC W precipitates in
NiTi, which suggests that Zener pinning may play a role in the thermal stability of nanocrystalline
NiTi-W, but an understanding of how W interacts with grain boundaries is necessary to attain a
complete picture of the thermal stability of this alloy. The goal of our study was to use our Monte
Carlo simulations in conjunction with the thorough characterization of this alloy system conducted
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by Dr. Ahadi to develop a more complete picture of how W stabilizes the NiTi grains against grain
growth.
In addition, we were interested in applying the Monte Carlo simulation to this system
because the considerations for thermal stability in nanocrystalline NiTi alloys are more complex
than most alloys that have been modeled to date. The nanocrystalline matrix is an intermetallic,
B2 NiTi phase and the effect of the alloying element on thermal stability requires a ternary model
capable of capturing ordering as well as grain boundary segregation. Additionally, the Ni-W and
W-Ti binary systems that make up this ternary alloy are two of the best studied nanocrystalline
systems for thermodynamic stability against grain growth. This system was therefore a particularly
interesting candidate for applying the extended lattice-based Monte Carlo simulation.
Section 3.1.1: Summary of experimental findings
The detailed experimental findings (from experiments performed by Dr. Ahadi) on
characterizing the stability of nanocrystalline Ni-Ti-W SMA thin films can be found in our
publication [112]. Here we show the most important data to contextualize the analysis from the
Monte Carlo simulations, in particular noting the nanostructures formed and the observations of
grain boundary chemistry after annealing at different temperatures.
Figure 29: Transmission electron microscope (T EM) microstructures and corresponding SAEDs
after annealing at 700 0Cfor 2 hours showing the effect of W addition on the grain growth
behavior of(a) Niso.9Ti49.J, (b) Niso.Ti8.SWO.8 , (c) Nis2.4Ti39.7W7.9, and (d) Ni49.4Ti3 7.7 W12.9films.
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Films of varying W concentration were prepared by sputtering (using Carousel-type RF
magnetron sputtering) with film thicknesses around 9 ptm. Figure 29 shows the microstructures of
these films after annealing for 2 hours at 700 *C. The Ni-Ti binary alloy is observed to exhibit
substantial grain growth, resulting in grain sizes on the order of 1 pm. As the concentration of W
present in the system increases, the grain size decreases substantially. Annealing studies were
performed at increasing temperatures from 700 *C to 1050 *C, and the average grain sizes
measured by XRD for these thin films are shown in Figure 30.
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Figure 30: Variation of NiTi grain size with temperature measured with XRD (Scherer
equation). Annealing was done for 2 hours at each temperature.
At around 900 'C, the rate of grain growth accelerates in all of the films analyzed. To
characterize why this occurs, in-situ TEM measurements were conducted at and above 900 *C.
Snapshots from these annealing studies for the 12.9 at.% W film are shown in Figure 31. From the
in-situ videos (can be found in our publication [112]), it is observed that as the temperature is
increased from 1000 'C to 1100 'C, the W-rich particles start to coarsen while the NiTi grains
grow in size (Figures 31(c) and 31(d)). After 4 minutes at 1100 *C, the precipitates are much less
densely packed and larger in size. The rate of evolution is even faster at 1200 *C, where after 70
seconds the austenite grains are roughly 50 nm in size (Figures 31(e-f)). These observations
suggest that at temperatures above 1000 *C, coarsening of the precipitates occurs at a fast enough
rate to cause a loss of thermal stability against grain growth.
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Figure 31: In-situ TEM images of the Ni49.4Ti37.7W12.9 thin film in the (a) as-deposited amorphous
state, and after annealing (b) to 1000 'C, (c) at 1100 Cfor 1 min, (d) at 1100 Cfor 4 min, (e)
at 1200 Cfor 10 sec, (f) and at 1200 Cfor 70 sec.
Figure 32: Thermal stability analysis of the Ni494 Ti37.7W2.9 thin film, showing (a) a nanocrystal
with size of about 50 nm stable at 1200 'C with clear grain boundary segregation and W-rich
precipitates, (b) an HRTEM image of the squared area in (a) showing a thick, amorphous grain
boundary with a thickness of - 3 nm at 1200 'C, (c) room temperature HAADF-STEM image of
the amorphous region showing Ni segregation at the grain boundary, and (d) two typical room
temperature EDX compositional line scans across the grain boundary complexions showing both
Ni and W segregation.
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The grain boundary in Figure 32(a) is one of many that is visually observed to darken and thicken
during in-situ TEM. The fast Fourier transform (FFT) analysis of this grain boundary in Figure
32(b) indicates that the boundary is of an amorphous nature with a thickness of ~ 3 nm. The
transition of grain boundaries into amorphous complexions [59] at elevated temperatures has been
observed in other processing studies such as in Cu-Zr [113,114] and is generally attributed to the
increased entropy generated by forming this grain boundary complexion. Figures 32 (c-d) show
the chemistry at this grain boundary to be significantly rich in Ni and to a lesser extent rich in W.
The Ni excess reaches to ~ 30 at.% higher than that of the matrix while the W segregation reaches
to ~ 8 at.% above the matrix. This changing chemistry at the grain boundary at elevated
temperature is important to understanding the thermodynamics associated with thermal stability
of nanocrystalline NiTi-W thin films. This was one of the key questions that we employed Monte
Carlo simulations of this ternary nanocrystalline alloy to better understand.
Section 3.2: Constructing the Monte Carlo simulation of Ni-Ti-W
Monte Carlo simulations were performed using a lattice model to study the equilibrium
nanostructures of the NiTi-W system at different W concentrations and temperatures, using the
method developed in Chapter 2. In the lattice model, each site contains two pieces of information,
a grain number and a chemical identity. However, here we need to update the model to include a
ternary element. We do so by treating this system using the energies from the different binary pairs
that make up the ternary system, as outlined in our publication on ternary nanocrystalline systems
[48]. Nearest-neighbor lattice sites interact through pairwise bonds, namely Ni-Ni, Ti-Ti, W-W,
Ni-Ti, Ni-W, and Ti-W bonds that are crystalline bonds (denoted with superscript 'c') if the
adjacent sites have the same grain number and grain boundary bonds (denoted with superscript
'gb') otherwise. The values of the pairwise bond energies, E (c'b), between different elements areii
determined based on the enthalpy of mixing, AH , and enthalpy of segregation, AH1 g, of each
pairwise couple using the following relationships:
AHsg = (EAB - EA + EA - EA) (22)
A = z EXB 2 (23)
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The AH AB and AHX for a binary pair are determined using Miedema estimates or from another
similar source (if specified), and are listed in Table 2. One important added consideration in this
system is the behavior of W in the NiTi phase, which affects the level of precipitation observed in
this system (as the matrix phase in this system is NiTi). The compound unit approach from Section
2.2.1 was used to incorporate the B2 ordered configuration of NiTi, which matches the NiTi phase
observed through X-ray diffraction experimentally in these thin films. Bonds between NiTi
compound units and W were defined with a distinct energy based on the AH ri -wand AH Ti-w,
to capture the correct behavior for W precipitation and grain boundary segregation in this phase.
These enthalpies of mixing and segregation were treated with a pseudo-binary Miedema model,
where NiTi was treated as the solvent element and W was treated as the solute element. Grain
boundary bond energies between identical atoms were determined from the grain boundary
energies (approximated as 1/3 of the surface energy from a Miedema model [79]): E _N 2-7,
NiN
ETi-Ti = 3.7, and Eb-w 5.3 kJ/mol.
Table 2: Thermodynamic parameters for the Ni-Ti-W systems used for the Monte Carlo
simulations.
Atomic bonds AHseg(kJ/mol) AHmix (kJ/mol) AHform (kJ/mol)
Ni-Ti 11.8 -40 [39,53] -40.3[54]
(NiTi)
Ni-W 10.0[24] 41.4
Ti-W -35.2 -16.1
NiTi-W 42.6 79.1
Monte Carlo simulations were used to determine the equilibrium alloy configuration using
the algorithm described in Chapter 2. Simulations were performed on an 8x120x120 body-centered
cubic lattice with varying amounts of Ni, Ti, W to match the experimentally measured
compositions, and each system was equilibrated for IIx 109 Monte Carlo swaps through cooling
from a very high temperature to a target in the range of the experiments. It should be emphasized
that there are no kinetics in the present simulations, which only explore configuration space to
identify energetically preferred microstructures. The extension of this simulation to incorporate
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ternary elements, the NiTi B2 compound, and the NiTi-W interactions increased the simulation
time from 15 minutes to 90 minutes on a single core of a standard desktop computer with an i5
intel processer (using C++ programming and GCC compiler).
Section 3.3: Thermodynamic analysis of stability against grain growth in Ni-Ti-W thin films
The lattice-based Monte Carlo simulations were used to study the observed nanostructure
from a thermodynamic perspective. Simulations were conducted at the same concentrations as the
experimental samples at 600, 900, and 1200 'C. The equilibrium microstructures are shown in
Figure 33, where white areas represent W atoms, black areas represent NiTi compound atoms, and
gray areas represent excess Ni atoms not in their ordered positions within the compound.
For the Ni5o.9Ti 49.i alloy, the light gray grain boundaries represent the segregation of Ni to
the grain boundaries of the NiTi intermetallic phase. This is due to the off-stoichiometric
composition of the alloy. In a single crystal, this alloy forms precipitates of Ni in the NiTi matrix,
as the amount of excess Ni is above the solubility limit of the NiTi phase.
Ni.5oTi13 V5.3 Ni 1 XXu Ni49.4Ti1- W-X .9
Figure 33: Equilibrium microstructures from Monte Carlo simulations of NiTiW, with different
W concentrations at 600, 900, and 1200 'C. W atoms are colored gray and white, respectively,
different shades of gray represent Ni with different grains, and black regions representative of
atoms in the NiTi compound.
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In the nanocrystalline state, Ni can reduce the energy of the grain boundary, as it has a lower grain
boundary energy than Ti, and thus segregates to the grain boundary instead of forming precipitates.
At 600 *C, W precipitates are found at the grain boundaries, with a volume fraction that scales in
proportion to the global W concentration, along with W segregation to the grain boundary. The
microstructures in Figure 33 correspond well to the TEM observations in Figures 29 and 32. The
chemistry at the grain boundary as a function of W concentration is shown in Figure 34(a).
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Figure 34: Thermodynamic analysis of grain boundary segregation in the NiTi-W alloy system,
with (a) the concentration of solute at the grain boundary at 600 *C and (b) the grain boundary
enrichment of solute at the grain boundary at 600 *C, and (c) the grain boundary enrichment of
W at 600 *C and 1200 'C. Dashed lines at enrichment factors of ] are used to visually compare
(b) and (c).
Ni is the dominant species at the grain boundary, while the amount of W at the grain boundary is
relatively small. The amount of Ni at the grain boundary is generally determined by the
stoichiometry, as the higher W level alloys in the set of alloys studied in this work also happen to
be more rich in Ni relative to the stoichiometric concentration of NiTi. This helps explain the
observation of high excess Ni concentrations and low excess W concentrations at the grain
boundary in the EDX line scans in Figure 32(d).
Figure 34(b) shows the grain boundary enrichment factors, the ratio of the concentration at
the grain boundary to the concentration in the crystalline regions, at 600 *C as a function of W
concentration. The enrichment factors are all relatively low, which means that the driving force
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and extent of grain boundary segregation is relatively weak, in this case due to the competing
preference for forming W precipitates. Note that in this context an enrichment factor of less than
one does not mean that grain boundary segregation is not occurring, as W atoms in precipitates
count towards the concentration in the crystalline regions. In fact, W segregation to the grain
boundary is observed in all ternary microstructures in Figure 33. Interestingly, W segregation
shows a clear trend that is not apparent when only looking at the concentration at the grain
boundary: the W enrichment factor decreases with increasing W content, which means a smaller
fraction of W atoms are segregated to the grain boundary at higher W concentrations.
This effect is even stronger at elevated temperatures, as observed in Figure 33 where more
W is present at the grain boundary with increasing temperature. Figure 34(c) shows that the W
enrichment factors are an order of magnitude larger for the lower concentrations at 1200 'C
compared to 600 'C. This trend is counter to what would be expected according to dilute limit
segregation theories (such as the McLean isotherm), where the amount of segregation to the grain
boundary is expected to decrease with increasing temperature. The opposite trend observed in this
system is due to the presence of high concentrations of W, which leads to the formation of W
precipitates, and the particular alloy energetics associated with the interaction of W with the NiTi
intermetallic, i.e. AHmix, AHseg. Based on the enthalpies listed in Table 2, the enthalpy of grain
boundary segregation is not larger than the enthalpy of mixing, which means that precipitation is
enthalpically preferred to grain boundary segregation. This is in line with the observations at high
W concentrations at 600 *C where the grain boundary segregation of W is low and the vast majority
of the W resides in W precipitates. However, the enthalpy of grain boundary segregation is still
relatively large, and in particular large enough to offset the grain boundary energy in the absence
of W precipitation, leading to strong segregation of W to the grain boundary. As the temperature
is increased, entropy begins to play a more dominant role in the equilibrium microstructure, as W
atoms begin to leave precipitates to find higher entropy configurations. Because the enthalpy of
grain boundary segregation is large in this system, it becomes thermodynamically favorable to
segregate to the grain boundary rather than directly dissolve into the crystal, as has been shown
previously in binary duplex nanocrystalline alloys. This increased preference for grain boundary
segregation coincides with the observation of amorphous complexions forming at 1200 0C in
Section 3.3.2.
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While both W and Ni grain boundary segregation are observed in these simulations, the
grain size does not change substantially with increasing W concentration, which contradicts with
what was observed experimentally (see Figure 29). In this lattice-based Monte Carlo simulation,
an increase in solute concentration can lead to large decreases in grain size, but only when the
nanocrystalline alloy is thermodynamically stabilized due to grain boundary segregation. In the
NiTi-W system, precipitation of W is enthalpically preferred to W grain boundary segregation,
which limits the effects of stability from grain boundary segregation. This coincides with
observations in Figure 31 that Zener pinning is likely the dominant mechanism for stability against
grain growth in this system.
At 1200 0C, W precipitates were observed experimentally to coarsen, leading to a loss of
stability against grain growth. The flux of W through the grain boundary, which drives coarsening
of the W precipitates, depends on both the grain boundary enrichment factor as well as the grain
boundary diffusivity. Diffusivity through the grain boundary increases according to an Arrhenius
dependence in the grain boundary, and this effect seems to be further enhanced in this system due
to the increase in grain boundary segregation with temperature. Thus, in this case, the tendency to
segregate to the grain boundary may actually lead to a decrease in the thermal stability of the NiTi-
W system. The relationship for the flux of solute through a grain boundary does not depend on
solely the grain boundary diffusivity, Dgb, but also the enrichment factor for solute at the grain
boundary, p, and the grain boundary thickness, k [115]:
P = DgbXP (24)
In both our model and in the experimental observations, the chemistry of the grain boundary is
observed to transition above 900 0C to become both thicker and contain a larger amount of W
solutes. This change in grain boundary chemistry, explained by the thermodynamics of
nanocrystalline alloys, seems to lead to the onset of accelerated diffusion that leads to W precipitate
coarsening and loss of stability of the nanocrystalline grain size.
The NiTi-W alloy system also highlights some considerations that are important for models
of thermal stability against grain growth. Whereas most prior models of this phenomenon are for
binary alloys, for ternary, intermetallic systems a variety of new considerations emerge. When the
compound is off-stoichiometry, self-segregation of one of the elements in the intermetallic to the
grain boundary can affect the grain boundary chemistry. The minority alloying element can either
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dissolve into the intermetallic, precipitate or segregate to the grain boundary. This behavior is
relatively similar to that observed in binary systems; the NiTi-W case falls roughly in line with the
duplex nanostructure case identified for binary alloys.
Section 3.4: Conclusions
We conducted thermodynamic analysis using our Monte Carlo simulations on the role of
W in stabilizing nanocrystalline NiTi shape memory alloys against grain growth. This marked a
major extension in the complexity of our simulations, as we were able to consider a ternary,
intermetallic-forming system, which is among the most complex nanocrystalline alloy for which
thermodynamic analyses have been conducted to date. We were able to add the following insights
to the experimental analysis of grain size stabilization in these films:
" The consistency of the grain size with varying W concentration in the Monte Carlo
simulations helped to rule out the possibility of thermodynamic stabilization of the
nanocrystalline state due to W grain boundary segregation, supporting the case for
Zener pinning from W precipitates being the dominant mechanism for stabilization.
* We found that while W segregation was expected thermodynamically in these
films, the self-segregation to grain boundaries is also favored in this system due to
the Ni-rich composition of these films. The Monte Carlo simulations can be used
to guide the selection of compositions in the Ni-Ti-W alloy to produce grain
boundaries with desired chemistries.
* The Monte Carlo simulations revealed increased segregation of W at elevated
temperatures as well as a thickening of grain boundaries above 900 'C that
coincided with in situ TEM observations. This suggests that a chemical transition
is occurring in the alloy, namely that as more W is dissolved into the NiTi phase
for entropic reasons a higher concentration of W is driven to the grain boundary.
This behavior seems to lead to the acceleration in the rate of diffusion of W through
the grain boundary observed experimentally, leading to the loss of stability against
grain growth in this alloy.
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Chapter 4: Developing Phase Diagrams of Nanocrystalline Alloys
Section 4.1: Why doesn't the lattice Monte Carlo simulation always reach ergodicity?
The swaps in the lattice model are meant to sample the phase space according to the
equilibrium probabilities described by statistical mechanics (see Section 1.4.3). After an initial
period in which the Monte Carlo system calibrates from the initial alloy configuration towards
equilibrium, any instance of the system (i.e. any observation of the system) is a sample of an
equilibrium alloy configuration. If the Monte Carlo simulation reaches ergodicity, this instance
should occur with the same probability as that predicted by the Boltzmann distribution for the
phase space of the alloy.
The nanocrystalline lattice model that has been used to this point has major shortcomings
in robustly finding the thermodynamic equilibrium state. For instance, in the previous chapter,
Figure 33 shows nanocrystalline states that are in a local minimum in free energy, but almost
certainly not in a global minimum in free energy. For example, the Ni-Ti binary alloy, which does
not meet the stability criterion in Chapter 2, still exhibits grain sizes in the nanocrystalline regime
when a single crystalline state is likely more thermodynamically favorable even after entropic
considerations. It is for this reason that we restricted our analysis to the grain boundary chemistry
in this metastable nanocrystalline state (local minimum) and could not make any comments on
equilibrium grain size. Similarly, Clark et. al. applied the Chookajorn-Schuh model to the Fe-Cu
system and found the equilibrium state shown in Figure 35, which they describe as non-
nanocrystalline stable [99].
Fe- 10 at.% Cu
Figure 35: Monte Carlo simulation of the Fe-Cu system conducted by Clark et. al. where the
equilibrium predicted by the simulation is not the thermodynamic equilibrium state. (Reproduced
with permission from the publisher [99]).
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The thermodynamic equilibrium state for Fe-Cu is also a single crystal, but the Monte Carlo
simulation again gets trapped before reaching the global minimum in free energy.
The difficulty in finding the true thermodynamic equilibrium configuration is not unique
to the nanocrystalline lattice model. Even the simple Ising model (binary alloy without grain
boundaries) can get trapped in a local equilibrium (see the antiphase boundaries in Figure 20a and
the uncoarsened precipitates in Figure 13a). Reaching true equilibrium is however decidedly more
difficult in the nanocrystalline lattice model due to the local nature of the grain swaps. The grain
swaps are meant to explore the topological configuration space of the grain boundary network.
However, the simulations use a Potts model-inspired mechanism to move the grain boundaries
through local grain boundary motion. This Monte Carlo event is far too localized to reliably
explore the grain boundary configuration space (especially given how easily the Potts model itself
can be trapped due to faceting [70]), and is the culprit for the non-equilibrium states in Figures 33
and 35, even when cooling into the equilibrium temperature. I note here that this is likely also what
leads to the observation of the phase separated nanocrystalline state in Figure 12(c) where clear
evidence of faceting is observed.
To develop reliable guidelines for the selection and processing of nanocrystalline alloys,
these Monte Carlo simulations need to be adjusted to perform more robust searches of the grain
boundary network configuration space. One manner in which to do this without changing the basic
principles of the nanocrystalline lattice model simulation is to cool the simulation even slower.
Chookajom and Schuh found that a cooling rate of 0.1% from 10,000 K to 773 K worked
reasonably well for their W-Ti system, which has become the standard used by following works
[68]. However, the slower the cooling rate, the less likely the Monte Carlo simulation is to fall into
a local minimum in free energy and find the true global minimum in free energy. When using the
slower cooling rate we do find the global minimum in free energy for the alloy system, but it is
one where each solute atom acts as an individual grain (to maximize the number of solute-solvent
grain boundary bonds which have the lowest energy in the system). This unphysical state is shown
in Figure 36. We experimented with different methods of defining the lattice Hamiltonian, for
instance penalizing solute atoms with more than a certain number of solute-solvent grain boundary
bonds to try to be more physically accurate, but finding the correct balance without guidance from
any more detailed physical model ultimately makes any resulting model equally not robust.
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0.1% Cooling Rate
61,1
0.001% Cooling Rate
Figure 36: On the left for each simulation is the equilibrated system where solute are in black
and colors denote the grain numbers of the solvent. On the right, the grain numbers of the solute
are shown in color. In both cases, the grain numbers of the solute are random, where solute are
maximizing their coordination of grain boundary solute-solvent bonds. This leads to unphysical
ground states that complicates the development of a robust Monte Carlo simulation.
The above challenges to the Monte Carlo approach of simulating nanocrystalline alloys
remain in need of further methodological developments. One method is to use the basic concept
of the atomistic Monte Carlo simulations described in Section 1.4.4.1 (see Figure 10). To analyze
stability in these simulations, nanocrystalline states with different grain sizes were simulated
independently and compared to identify which one possessed the lowest energy. The main issue
with this method is that only internal energies were available for comparing the different states,
which would only be valid at 0 K. If instead of internal energy, a free energy was calculated for
the different fixed grain topologies, not only could one decouple exploration of the grain boundary
network configuration space and the solute configuration space, but one also could explicitly
evaluate the role of entropy in nanocrystalline structures. In this chapter, we develop a more
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rigorous method for investigating the thermodynamic equilibrium behavior of stable
nanocrystalline alloys with explicit consideration of entropic and enthalpic effects and employ it
to observe the nature of phase transitions in stable nanocrystalline states.
Section 4.2: A new method for identifying thermodynamic equilibrium considering
nanocrystalline states
Section 4.2.1: Model formulation of the Nanocrystalline Ising model
The advantage of the Chookajorn and Schuh model [68] is that both grain boundary
network configuration space and solute configuration space are sampled within the Monte Carlo
simulation and as a result the equilibrium state produced by the simulation is one which minimizes
the free energy with respect to both configuration spaces, simultaneously. However, as described
above, due to the difficulty of exploring the grain boundary network configuration space well, it
can be beneficial to decouple the free energy minimization onto each configuration space
separately. The Monte Carlo simulation is relatively robust for sampling the solute configuration
space, particularly if certain protocols that enhance the ability of the simulation to explore the
configuration space freely are introduced. By performing these calculations over a set of grain
boundary network configurations that cover (an appropriate swath of) the network configuration
space we can determine the minimum free energy configuration with respect to both configuration
spaces. Since the grain boundary network is not changed within each Monte Carlo simulation of
solute configuration space, the lattice effects from performing grain swaps are entirely avoided. A
schematic of this framework is shown in Figure 37 for a simplified view of grain boundary network
space that only changes the relative area of a single planar boundary [116].
The grain boundary network configuration space can be surveyed with respect to any set
of parameters describing the grain boundary network, such as the grain boundary area density,
triple junction linear density, and the grain size distribution. In strongly grain boundary segregated
systems, grain boundary area is expected to have the largest influence on the thermodynamic
properties of a particular grain boundary network configuration space [39, 47, 65, 68], and thus
we focus on surveying the space with respect to grain boundary area. While this neglects many
topological features, such as thickened grain boundaries and triple junctions which will be
addressed in future work, it provides the simplest physical starting point for quantitative
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thermodynamic analysis of nanocrystalline systems. It also makes for easy comparison with the
RNS models, which also restrict their exploration of grain boundary network configuration space
to the grain size.
1) Find minimum free energy solute configurations at
fixed concentration and temperature via Monte Carlo
2) Compare free energies of different grain topologies
0) 0
0 Equilibrium
System
Grain boundary configuration space
Figure 37: Schematic representation of the frameworkfor identifying free energy minimizing
nanocrystalline states by separately exploring solute and grain boundary network configuration
spaces. The four configurations shown are all of the same volume (area), but have different
relative proportions of grain boundary area (length); comparing across them at constant
composition therefore speaks to the energetics of the boundary area and its interaction with the
solute.
To this end, we construct a number of bicrystal systems where the grain boundary volume
fraction is varied by altering the dimensions of a bicrystal cell, each with a BCC atomic lattice.
For comparison we also simulate a single crystal cell without a grain boundary. Each cell has
roughly 30,000 atoms (+/- 10%) and the grain boundary 'volume fractions' in the bicrystals (i.e.,
the fraction of atoms at the boundary) range from 0.004 to 0.5. If the atoms are taken to be a BCC
metal such as W, the resulting relative grain boundary areas corresponding to this range spans from
30 to 2500 nm2, which relates to grain sizes ranging from 1.4 to 175 nm. The bicrystal lattice has
periodic boundary conditions in each direction, though in the dimension normal to the grain
boundary where the periodic boundary conditions would normally form a second grain boundary
the grain boundary bonds are replaced with crystalline bonds to limit the system to just a single
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grain boundary plane for more consistent results and finer control. The internal energy of a
particular solute configuration is determined just as in the Chookajorn-Schuh model, by summing
pairwise bonds within the lattice.
The Monte Carlo simulation on a fixed bicrystal geometry is conducted by randomly
swapping a solute and solvent atom within the lattice and accepting the swap with a probability of
1 if it lowers the internal energy of the system or with a probability ekbT if the internal energy of
the system increases by AU, where T is the temperature and kb is the Boltzmann constant. By
performing millions of such swaps, the free energy minimizing configuration is produced. The
simulation, however, does not directly provide the free energy of this configuration, which we
require in order to compare the free energy of all the equilibrium systems with different grain
boundary volume fractions. To extract the free energy from the Monte Carlo simulation of a
particular bicrystal geometry with a fixed solute concentration at a temperature, T, we first
calculate the specific heat, C, from the thermodynamic fluctuations of the internal energy for a
number of temperatures from 0 K to T:
2
C(t) =02 (25)
kbt2
where ort) is the variance of the internal energy at constant temperature, t. When calculating this
variance, each of the samples of internal energy should ideally be uncorrelated from one another;
defining a Monte Carlo step as occurring when the number of attempted swaps equals the number
of lattice sites in the system, we use internal energy values after every 10 Monte Carlo steps to
compute the variance. Intervals larger than 10 Monte Carlo steps were tested and found to be
indistinguishable from using the 10 step protocol. We then perform a thermodynamic integration
of the specific heat to determine the entropy, S(T):
S(T) = TC(t) dt + Sres (26)
fo t
where the residual entropy, Sres, is the entropy of the 0 K configuration. The residual entropy is
zero when the grain boundary is fully saturated, i.e. when there are exactly enough solute atoms to
fully occupy the grain boundary segregation sites. When the grain boundary volume fraction is
changed, there can be ground state degeneracy, Q, in some lattices (such as body-centered cubic)
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since a plane of Nt atoms that is partially filled with Ns solute atoms can be occupied in f2 =
NsNtNs) ways. This results in a residual entropy of Sres = kb ln(Q). From the entropy, the
Helmholtz free energy, F, is simply:
F(T) = Uavg(T) - T -S(T) (27)
where Uavg(T) is the average internal energy at temperature, T (computed with the same sampling
as the specific heat) and T -S(T) is the entropic component of the free energy, which we will refer
to as the entropic energy. Once the free energies are computed, the equilibrium system is selected
by comparing the free energies across each of the simulation cells to identify the bicrystal/single
crystal state with the lowest free energy.
To attain such free energies, we begin the simulation at 0 K with a solute configuration that
is known to be the ground state based on the set of pairwise bond energies provided (for more
information see Section 4.2.2). The temperature is then raised in increments of 10 K, performing
10,000 Monte Carlo steps at each temperature up to at least 2000 K. Increasing the temperature
from 0 K is critical to getting robust, repeatable behavior from the Monte Carlo simulation. The
Monte Carlo simulation has a tendency to get trapped at lower temperatures where the transition
probabilities become smaller. By starting at the ground state at 0 K and increasing the temperature,
the system already has the right low temperature state and the thermodynamic accuracy of the
simulation is greatly increased. The first 3,000 Monte Carlo steps at each temperature are excluded
from the specific heat and average internal energy calculations to allow the system to equilibrate
to the new temperature (for low temperatures, often 3,000 Monte Carlo steps was not quite right
and changes in the number of steps needed for the system to equilibrate were done manually by
looking at the internal energy as a function of Monte Carlo steps).
As a model system, we choose an enthalpy of mixing of 20 kJ/mol and an enthalpy of grain
boundary segregation of 65 kJ/mol, which matches the energies used by Chookajorn and Schuh
(physically representing W alloyed with Ti) [68]. We use a BCC lattice with a grain boundary
along the (100) plane and assign pairwise bonds energies as EAA = EBB = 0, EAB = 25.9, A -
E g = 54.8, and E g = -61.8 meV/bond. We calculate minimum free energy configurations
over the range of temperatures from 0 to 2000 K for solute concentrations from 1 to 10 at.%. The
results of these simulations are discussed in Section 4.3.
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Section 4.2.2: Defining 0 K ground states configurations in lattice models
Finding the ground state ordering for a lattice model with even a slightly complex
interatomic potential (as our model including grain boundary bonds) is not a trivial calculation.
The problem requires finding the solute configuration that minimizes the internal energy. The
space of possible configurations is large, with N choose Ns combinations where N is the number
of atoms and Ns is the number of solute atoms. For even an extremely small system with 20 atoms
and 8 solute atoms, there are 125970 configurations. Thus identifying the energy minimizing
configuration in a large system requires a more efficient way of describing the space of
configurations.
Dr. Peter Larsen (Technical University of Denmark) and I worked together to solve this
problem, specifically to make it easier to initialize the nanocrystalline lattice model at 0 K. Our
goal was to solve for all possible ground states for our interatomic potential and have a full one-
to-one mapping between the parameters of the potential and the ground states. There are two key
insights from this work for solving for all possible ground states given a lattice potential. First is
realizing that the energy of a lattice model system is linearly dependent on the number of each type
of bond, with an integrality constraint (i.e. you must have an integer number of each type of bond
in the lattice). Given these conditions, integer programming solvers can be readily used to solve
for the ground state of the lattice model given a set of pairwise bond energies. Secondly, while the
configuration space is large, the space of the number of bonds of each type is tractably small for
systems of interest. On a 12 by 12 hexagonal bicrystal lattice with 28 solute atoms (20 at.% solute)
using our nearest neighbor potential, there are ~1030 possible solute configurations but the number
of possible sets of the number of each type of bond is only 12337, which is a small enough set to
build our mapping between interatomic potential parameters and the ground state. The details of
this method are found in our publication [117]. We found that there are several interesting ground
states in the bicrystal lattice model. The ground states for the BCC lattice used for constructing the
ground states for the Monte Carlo simulations is unpublished for the time being, but are similar to
the hexagonal ground states shown in Figure 38. The ground state ordering for the energetic
parameters for W-Ti described in the previous section fall under the class of Figure 38(c) known
as a repulsive line, where solutes segregate to the grain boundary in a single layer. This matches
the complexion we used to describe the behavior of the lattice model in Chapter 2.
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Figure 38: All minimizing configurations for a 2D hexagonal lattice with 28 solute atoms, with
complexions with a preference for A-B grain boundary bonds and B-B grain boundary bonds
placed in separate rows. Solvent and solute atoms are colored gray and blue respectively.
fWetting complexions form a continuum as the precipitate can intersect the grain boundary in
several ways; as such, we have not given them different names.
Section 4.3: Case study in developing free energy and phase diagrams for W-Ti
Section 4.3.1: Order-disorder transitions at fixed grain boundary area
We first study the order-disorder processes that occur from 0 to 2000 K on each bicrystal
system separately. At fixed solute concentration, there are four configurational families that are
easily distinguished at 0 K for the alloys studied here (i.e., with positive heat of mixing and
enthalpically favored grain boundary segregation) based on the grain boundary area of the system:
(1) the single crystal (grain boundary area of zero) where solute precipitation is enthalpically
favorable.
(2) "oversaturated" systems where the grain boundary area is low, such that solute cannot be
entirely accommodated at the grain boundary and excess solutes therefore form a second-
phase precipitate (generally first along the boundary),
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(3) A "saturated" system in which the grain boundary area is precisely enough to fully
accommodate all solute atoms,
(4) "undersaturated" systems where the grain boundary area is higher than the saturated case
and solute cannot occupy all of the available grain boundary sites.
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Figure 39: Order-disorder transitions of 1 at.% alloys at fixed grain boundary volume fraction
for each of the four cases. Heat capacities are presented in the first row, followed by crystalline
and grain boundary order parameters in the second row, and total system energy in the form of
entropic energy, internal energy, and free energy in the third row.
Figure 39 shows the order-disorder behavior of each of these cases for a 1 at.% alloy. Two
types of ordering emerge in these systems: bulk ordering in the form of phase separation and grain
boundary segregation where solute and solvent atoms bond across the grain boundary. We can
define order parameters for each of these forms of ordering: the crystalline precipitate order
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parameter (in) is the fraction of solute atoms only bonded to solute atoms (all bonds are
crystalline), and the grain boundary order parameter (9gb) is the fraction of solute atoms that have
four solvent grain boundary bonds (which is the lowest energy configuration for grain boundary
segregation in the model).
At an order-disorder transition, heat capacity exhibits a peak. The first row of Figure 39 reveals
two clearly distinct such order-disorder peaks when grain boundary area is fixed:
" The peak around 400 K corresponds to the dissolution (disordering) of the bulk solute
precipitate as evidenced by the drop in the crystalline precipitate order parameter. Note
that this transition occurs in the single crystal case as well as in the oversaturated case
where the precipitate along the grain boundary also undergoes bulk disordering. The single
crystal system has a much sharper peak in heat capacity, since all of the solute dissolves
into solution at this transition point, as opposed to the oversaturated case where some solute
atoms remain segregated at the grain boundary after the bulk disordering transition is
completed. Nonetheless, the precipitate dissolution transition appears to occur at roughly
the same temperature in this system whether the grain boundary is present or not.
" In the oversaturated case, there is a second disordering temperature at around 1000 K, also
defined by a peak in the heat capacity, and related to the disordering of the grain boundary
segregation state (i.e., dissolution of solute off the grain boundary and into the bulk). All
of the three different bicrystal cases exhibit this transition, with the sharpest peak occurring
for the saturated case.
These two transitions both reflect entropic disordering, but exhibit some key differences. The bulk
phase transition is completed in a relatively small temperature window of 100 K, while the grain
boundary desegregation transition occurs over a much broader range of almost ~ 1000 K. The
more gradual nature of the grain boundary desegregation transition is also evidenced in how the
characteristic system energies change as a function of temperature, as shown in the third row of
Figure 39. Whereas the free energy exhibits a change in slope at the critical temperature for bulk
dissolution, emblematic of a first-order phase transition, that for the grain boundary desegregation
reaction is broad and gradual, and thus more likely to be a second-order phase transition.
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In Figure 39, for this specific alloy, the bulk transition occurs at lower temperatures than
the grain boundary one. We expect that this should be generally true for a nanocrystalline alloy
that is stabilized by grain boundary segregation; the internal energy gained by grain boundary
segregation must be sufficiently larger than the internal energy gained by forming the bulk phase
in order for the nanostructure to be stable in the first place. When the bulk phase transition occurs,
the oversaturated and single crystal states undergo an increase in entropy when the solute
precipitate dissolves into a solid solution, which allows these states to lower their free energy
significantly at temperatures lower than the saturated and undersaturated systems. This behavior
may also explain the duplex nanocrystalline behavior [72] described in Chapter 2 where a system
with second phase bulk precipitates can disorder into a grain boundary-segregated polycrystal; the
stable nanocrystalline state is thus an activated state in such alloys.
Figure 40 shows in more depth the effect of decreasing the grain boundary area from the
saturated (grain boundary volume fraction of 0.02) to the single crystal case. Fig. 40(a) shows the
heat capacity peaks for both the single crystal (which exhibits only the bulk dissolution peak), a
saturated bicrystal (which exhibits only the grain boundary desegregation peak), and a variety of
states in between these two.
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Figure 40. (a) Heat capacities from 0 to 2000 Kfor 1 at.% alloys with fixed grain boundary
volume fraction in the saturated, oversaturated, and single crystal regime, and (b) the
corresponding entropies and (c)free energies.
As grain boundary area (volume fraction) decreases, the peak in specific heat from the bulk
phase transition increases in intensity, while the peak from the grain boundary desegregation
transition shrinks, as fewer atoms participate in grain boundary desegregation. This corresponds,
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according to Eq. 26, to larger rises in entropy for more oversaturated bicrystals, as shown in Fig.
40(b). As the grain size rises, these entropy rises trend towards the maximum entropy jump
possible, i.e., that for the single crystal, which reaches the neighborhood of the ideal solution
entropy, 0.465 J/mol-K. However, the enthalpies follow a similar trend, which can be read from
the free energy curves in Figure 40(c) at low temperatures; the enthalpies increase with decreasing
grain boundary area. This trade-off leads to the oversaturated bicrystals becoming equilibrium
configurations first before the solid solution's higher entropy fully dominates as temperature
increases. This transition is discussed in more detail in the next section.
Section 43.2: Order-disorder transitions for stable nanocrystalline states
The true equilibrium state at a given temperature and solute concentration is the state with
the grain boundary area that attains the lowest free energy compared with any other at that
temperature and concentration. Figure 41(a) shows how the free energy behaves as a function of
grain boundary volume fraction at 0 K, 600 K, 840 K, and 2000 K for the same 1 at.% alloy. The
grain boundary volume fraction that provides the lowest free energy at a given temperature is the
equilibrium state. At 0 K, the saturated state has the lowest internal energy and therefore the lowest
free energy as expected.
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Figure 41. (a) Free energy as a function of grain boundary volume fraction at three
temperatures: 0 K, 600 K where the stable grain boundary volume fraction is lower, 840 K
where the solid solution phase first becomes stable, and 2000 K. (b) The same free energies are
also shown with respect to grain size.
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The dependence of free energy on grain boundary volume fraction at 0 K is linear both in the
oversaturated regime, where the precipitate is growing, and in the undersaturated regime, where
the pure solvent grain boundary is increasing in volume fraction. Systems in the undersaturated
regime are not observed to become the equilibrium state at any temperature as free energy
increases with grain boundary volume fraction above the saturated state, even beyond the range of
values shown in Figure 41(a).
At 600 K, the oversaturated cases have undergone their first disordering transition, and
entropy plays a significant role in the free energy of the states with grain boundary volume
fractions below 0.02, as evidenced by the reduction in free energy relative to the 0 K states. A
grain boundary volume fraction of 0.016 is now the lowest free energy configuration, lower in free
energy than the saturated state which has not been able to access as much entropy; entropy and the
loss of some solute from the grain boundary favors grain growth by a small degree to a somewhat
larger equilibrium grain size. The preference for a grain boundary area between the saturated state
and the single crystalline state comes from the balance between the enthalpic advantage of grain
boundary segregation, which benefits from a larger number of available grain boundary sites, and
the entropic advantage of disordering into a solid solution, which benefits from a smaller grain
boundary area where more solute atoms originally reside in a bulk precipitate and thus disorder
during the first transition. At 840 K, the free energy of the single crystalline state becomes the
lowest free energy state, marking a completed transition away from the stable nanocrystalline
configuration. As temperature continues to increase, the solid solution state continues to be the
lowest free energy state as it has the highest entropy.
Chookajorn and Schuh [68] calculated the internal energy as a function of grain size in
their nanocrystalline lattice model and found the minimum internal energy to be at a saturated
nanocrystalline state. Their internal energy dependence on grain size resembles the free energy
dependence on grain size at 0 K in Figure 41(b), which suggests that the bicrystal model is a
reasonable approximation of even more complex nanocrystalline topologies. The free energy
calculated by this method, however, captures temperature effects and shows that as temperature
increases, larger grain sizes become more energetically favorable. In addition, at a critical
temperature grain growth to a single crystal is entirely downhill in free energy and the
nanocrystalline state is no longer stable.
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To determine the true equilibrium behavior of the alloy and attain useful relationships, such
as equilibrium grain size as a function of temperature, we need to merge the decoupled sampling
of the grain boundary network configuration space and the solute configuration space. This is
accomplished by defining the properties of the equilibrium state (e.g. energy, configuration, grain
boundary volume fraction) at a given temperature to be equal to the properties of the free energy
minimizing bicrystal/single crystal at that temperature. Figure 42 shows the equilibrium behavior
of the alloy system, now defined as the free energy minimizing configuration across both solute
configuration space and grain boundary network configuration space. Overall, the observed
behavior is much more similar to a bulk phase transition than the grain boundary desegregation
transition. The free energy in Figure 42(a) shows a more discontinuous change in slope at the
transition temperature of 840 K. The corresponding enthalpies and entropies also have an
increasing slope as the transition temperature is approached, as opposed to the more gradual
increase in internal energy in the saturated bicrystal in Figure 39. The order parameter in Figure
42(b) also has an abrupt drop that is similar to the crystalline order parameter in Figure 39 for the
single crystal. This suggests that the transition marking the loss of nanocrystal stability is much
like crossing a standard alloy solvus transition and is similarly a first-order transition.
As the crystalline order parameter decreases in the single crystal case, the volume fraction
of the precipitate correspondingly decreases as more solid solution phase is formed. In the case
where grain boundary segregation stabilizes a nanocrystalline state, as the grain boundary
segregation order parameter decreases, the volume fraction of segregated grain boundary decreases
as well, again to form more solid solution phase. This corresponds to a decrease in the grain
boundary area as shown in Figure 42(c), and in the equilibrium microstructures in Figure 43.
Effectively, this means that as temperature increases, the equilibrium grain size of a
nanocrystalline state should rise. It is also important to note that in each of the microstructures in
Figure 43 the grain boundary remains relatively fully segregated, which is necessary in order for
the nanocrystalline state to remain energetically favorable.
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Figure 43: The equilibrium microstructures at 300 K, 500 K, 700 K, and 900 K.
One of the difficulties with exploring grain boundary network configuration space by
performing separate Monte Carlo simulations is that it relies on accurate measurement of free
energy from these simulations, which requires fine sampling of temperature to numerically
integrate the specific heat, and fine sampling of grain boundary network configuration space. Each
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of the curves in Figure 5, particularly the entropic energy, internal energy, and grain boundary
volume fraction, have several small jumps where in fact it is more likely that each of those
parameters is actually continuous with temperature. The small jumps emerge because in actuality
the grain boundary area should change continuously, and our sampling is not fine enough to fully
capture the continuous curve. In addition, the calculation of entropy depends on how the specific
heat is sampled when the numerical integration is conducted, and this leads to some error in the
estimation of entropy and correspondingly in the free energy. Thus, even if grain boundary area is
sampled more finely these equilibrium curves would likely still not be perfectly continuous due to
the differences in the magnitude of the error in free energy in each simulation. Developing a way
to overcome this resolution issue is an area for future work in improving the simulation framework.
Nonetheless, this method is able to observe the thermodynamic disordering of a stable
nanocrystalline state, which previous simulations could not, and is thus a useful tool for
understanding how the equilibrium grain size changes during the disordering process.
Section 4.3.3: Free energy and phase diagrams for stable nanocrystalline states
The equilibrium free energy was similarly determined for solute concentrations from 2 to
10 at.%; the general behavior is very similar to the 1 at.% alloy that has been described thus far.
Figure 44 shows the free energy diagram that results from these calculations at three temperatures.
At 2000 K, the equilibrium phase for all systems in this concentration range is a solid solution, and
the free energy curve has a decreasing slope as the solute concentration increases, as is expected
for a solid solution phase. At 1550 K, the 7 at.% alloy is at its critical temperature, and the free
energy curve above and below this composition exhibits different behaviors. From 1 at.% to 7 at.%
where the solid solution phase is stable, the free energy curve has the same decreasing slope
behavior as the solid solution phase at 2000 K. From 7 at.% to 10 at.%, the free energy curve
becomes a straight line. This is even more evident at 1100 K, where the 3 at.% alloy is at its critical
temperature and a straight line emerges from 3 at.% to 10 at.%.
The equilibrium state along these straight line regions is a stable bicrystal, resembling the
bicrystal microstructures in Figure 44. A straight line in a free energy diagram is indicative of a
two-phase equilibrium state, with the free energy determined from the common tangent line
between the two equilibrium phases. The two phases for the bicrystal state are the crystalline solid
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solution phase and the grain boundary "phase", where the grain boundary "phase" in our model is
best likened to a 2D compound. Just as in a standard alloy free energy diagram, the lever rule can
be used to determine the volume fraction and concentrations of the two phases present at
equilibrium. In the case of nanocrystalline stability, the grain boundary volume fraction is
determined by the volume fraction of the grain boundary "phase" and the concentration of solute
in the grains is determined by the concentration of the solid solution phase thus defining the
configuration of the equilibrium bicrystal/nanocrystalline state.
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Figure 44: The free energy diagram at 1100 K, 1550 K, and 2000 Kfor solute concentrations
from 1-10 at.%, where the solid lines represent systems where the solid solution is stable and the
dashed lines represent systems with stable grain boundaries in equilibrium with a solid solution.
By collecting the group of critical temperatures for transitioning from the nanocrystalline
state to the single crystal solid solution at each solute concentration, we construct a phase diagram
for a stable nanocrystalline alloy as shown in Figure 45(a). The solid black dots represent the
critical temperatures above which the single crystal solid solution phase is stable and below which
a nanocrystalline state is stable. The corresponding solid black line is the solvus for the grain
boundary segregated state and it is important to note that this nanocrystal solvus is different than
the single crystal solvus we would determine if only single crystalline states are considered (shown
by the blue dashed line in Fig. 45(a)). The single crystal solvus is the solvus traditionally read from
a binary phase diagram, denoting the solubility limit with respect to the bulk solute precipitate
89
phase. However, in this system the single crystal solvus has a lower temperature than the
nanocrystal solvus at all concentrations as a consequence of the nanocrystalline state being stable
in this system and the bulk solute precipitate phase being metastable. The single crystal solvus
depends on the enthalpy of mixing; the nanocrystal solvus similarly depends on the enthalpic
benefit of the segregated nanocrystal, which is equal to the enthalpy of grain boundary segregation
minus the enthalpy of the pure solvent grain boundary.
The nanocrystal solvus can be used to determine the composition of the two-phase
equilibrium state in the same manner as in a standard binary alloy phase diagram. To illustrate this,
take as an example an alloy with 4 at.% solute at 1000 'C (marked by the star in Fig. 45(a)),
microstructure shown in Fig. 45(b)). The solvus at 1000 'C corresponds to a solute concentration
of 2.4 at.%, which is the concentration of solute in the crystalline regions of the stable
nanocrystalline state at 1000 'C. The volume fractions of the crystalline and grain boundary phases
are determined by the lever rule between the solvus and the grain boundary "phase"; in our model
the grain boundary "phase" has an effective concentration of one-third (a plane of solute atoms is
sandwiched between two planes of solvent to form the segregated grain boundary) and is expected
to be essentially a line compound. Based on the volume fractions of each phase, the grain boundary
volume fraction is determined, which dictates the grain size of the nanocrystalline state. Thus, the
nanocrystalline phase diagram can be directly read to understand the equilibrium grain size and
the solute concentration in the grain interiors at a given temperature and solute concentration.
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Figure 45: (a) The phase diagram for a stable nanocrystalline alloy, where the solid line and
black dots represent the transition temperature for forming a solid solution from the
nanocrystalline state (nanocrystal solvus). The blue squares represent the transition temperature
forforming a solid solution from a bulk precipitate, which form the single crystal solvus for
when nanocrystalline states are not considered. The white region is a two-phase region. (b) The
equilibrium microstructure for a 4 at.% alloy at 10000 C (denoted by a star in (a) )for which the
concentration of solute in the crystalline region is that of the nanocrystal solvus when read from
the phase diagram according to the lever rule.
The nanocrystal solvus is essentially a curve where the grain boundary area goes to zero as
a function of solute concentration. We can draw equivalent curves for when the grain boundary
area equals a constant greater than zero on the phase diagram, as shown in Figure 46. The dashed
lines in Figure 46 represent such curves for fixed grain boundary volume fractions of 0.015, 0.05
and 0.1, which correspond to grain sizes of 7 ,14, and 48 nm. These are effectively curves of equal
volume fraction of the second phase according to the lever rule, as all nanocrystals with the same
volume fraction of the grain boundary phase have the same grain size. This is an interesting
contrast from the phase diagram of Fe-Zr with a metastable nanocrystalline state calculated by
Zhou and Luo [47] (Figure 8), where the constant grain size curves are constant functions of
temperature and effectively vertical lines in the phase diagram. Vertical lines would imply a
discontinuous change in grain size from the saturated grain boundary volume fraction to a solid
solution state, whereas for the thermodynamically stable nanocrystalline states presented here, the
phase transition occurs by passing through a two-phase region with increasing solubility and grain
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sizes decrease accordingly with temperature. While we chose a positive enthalpy of mixing system
in this study, this approach can be generalized to include negative enthalpy of mixing systems with
stable intermetallics and ordered compounds by using the compound unit approach.
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Figure 46: The phase diagram with curves of constant grain size (dashed lines) where red
markers denote the temperature at which a particular grain size is stable for a given
concentration.
The ability to construct phase diagrams of this type should improve the selection of
alloying candidates for stabilizing grain size, as not only can systems be designed to have stable
nanocrystalline states at low temperature but also selected based on their ability to retain a fine
grain size up to higher temperatures. In addition, the similarities and differences between the order-
disorder transition of the nanocrystalline state and that of a standard two-phase alloy allow us to
better understand the thermodynamic implications of having a nanocrystalline ground state. The
phase diagrams give researchers an important guide in processing their nanocrystalline material to
their desired nanostructure.
This basic concept, demonstrated on a simple case of a bicrystal lattice model, can be
readily extended to more complex systems to solve the challenges related to surveying the grain
boundary configuration space. One extension, for example, is to use lattice models with more
complex grain topologies to better incorporate effects of triple junctions (which will have different
segregation energies) and more grains (which can accommodate precipitates). This method of
calculating free energies is not limited to lattice models and can enable the use of the atomistic
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Monte Carlo simulations (Section 1.4.4.1) to both analyze stability of alloy systems and to develop
phase diagrams for processing desired nanocrystalline alloys. The method is also not limited to
defining grain size as the key variable in the grain topology space to explore. For example, systems
in an atomistic simulation can be developed with different grain boundary textures to identify
preferences for particular textures among nanocrystalline alloys due to the segregation behavior of
a solute element.
Section 4.4: Exploration of a more efficient method for sampling the grain topology space
Another method of approach is to find better "grain swap" definitions in order to get an
ergodic sampling of the nanocrystalline configuration space. The key is to define the grain swap
in such a way that you are able to get long range changes in the nanocrystalline configuration space
through relatively few swaps. When doing this, it's generally necessary to define the grain swap
as a multistep process, where after the grain topology is changed atom swaps are conducted to
equilibrate the trial configuration before applying the Metropolis acceptance criterion. The reason
for this is that if a long range change in the grain boundary network occurs without any change in
the solute configuration, then these events would almost never be selected. This concept is similar
to the protocols in atomistic Monte Carlo simulations where after performing an atom swap the
local environment is structurally relaxed before determining whether to accept or reject the swap.
We experimented with a few basic ideas for events that will sample the grain topology
space faster. One method that is promising for the lattice model is to move triple junctions as a
grain swap instead of any random point on the grain boundary. Movements of the triple junction
by even one point can change the grain number of a relatively large set of lattice sites leading to
better sampling. Implementation of this idea is, however, made computationally expensive by the
need to constantly redefine the grain numbers of all atoms on the lattice, as any conceived method
of locally updating only the lattice sites in the area of the triple junction and its adjoining
boundaries required several exceptions. The triple junctions also need to be able to be deleted or
added in order to be able to consider systems with different numbers of grains. Maintaining well-
defined grains through this process was a challenge.
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The algorithm we implemented was a slight variation on the triple junction model, where
rather than move an individual triple junction (more similar to our original Potts model), the grain
structure of the system was generated with a weighted voronoi tessellation (Figure 47) and the
location and weight of an individual node was changed in order to sample the grain topology space.
This method has the added benefit of not having the "single solute grains" shown in Figure 36
within the phase space of the system, which allows us to probe for equilibrium without concern
for unphysical states. The simulation was performed as follows:
1. The system is initialized with a small number of grains generated by a weighted voronoi
tessellation.
2. Initialize solute positions by starting with a random distribution of solute on the lattice
and performing 10,000 Monte Carlo steps of atom swaps at your desired temperature
to reasonably equilibrate the solute to energetically favorable positions in this lattice.
3. Use the newly defined grain swap events to sample the nanocrystalline alloy phase
space. Three types of grain swap events are defined: (i) a move, where a random
voronoi node is moved to a random location within a 10 lattice site cut-off radius and
given a new random weight, (ii) a deletion, where a grain is removed by removing a
random voronoi node, and (iii) a creation, where a new voronoi node is added to the
system at a random lattice site and with a random weight. After the operation on the
node is conducted, perform 10,000 MC steps of atom swaps to reasonably equilibrate.
4. Perform these grain swaps at the desired temperature. In the simulations to follow
where we aimed to understand the evolution of a nanocrystalline alloy at several
temperatures, we performed simulations varying temperatures in a manner similar to
that described for the bicrystal lattice in the previous section, but starting at elevated
temperatures. We started at 1500 K and cooled by 100 K down to 0 K, performing 1000
Monte Carlo steps of grain swaps to reach equilibrium on a 48x48x96 BCC lattice. This
is a relatively low number of Monte Carlo steps, but was a constraint due to the
computational power available. As a result, these simulations should be seen as a
simple exploration of using such a scheme for Monte Carlo simulations of
thermodynamic equilibrium in nanocrystalline alloys.
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Figure 47: A weighted voronoi tessellation where black dots represent nodes used to generate
the structure and different grains are colored differently.
As can be seen in Figure 48, the equilibrated system at AHseg = 30 kJ/mol is a single crystal,
as expected by the stability criterion, with a single, faceted precipitate representing the ground
state. This was also observed for enthalpies of segregation below 30 kJ/mol. This is a promising
result of this preliminary set of simulations, as it suggests that starting from a finite grain size, the
grain swaps are efficient enough at exploring the grain boundary configuration space to distinguish
between cases where the true equilibrium state should be a single crystal versus a nanocrystalline
state with solute decorated grain boundaries.
Hseg = 30 kJ/mol Hseg = 35 kJ/mol Hse =40 kJ/mol Hseg = 45 kJ/mol Hs, 55 kJ/mol Hseg = 60 kJ/mol
..... ..
.4
'Satisfy stability criterion
Figure 48: 0 K equilibrium microstructures as calculated by the Monte Carlo simulation. The
AHmix is 20 kJ/mol and the AZHseg is listed above each simulation. Systems above AZHseg = 40
kJ/mol are expected to satisfy the stability criterion. Different colors represent grains, black dots
are solute. Grain boundary segregation is observed in all states with grain boundaries.
At the same time, the simulation is limited due to its current computational complexity,
and there is an opportunity for future work to utilize this Monte Carlo algorithm if the time it takes
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to perform grain swaps is reduced. Between 35 and 40 kJ/mol for the enthalpy of grain boundary
segregation, there are grain boundaries at equilibrium. Similar behavior was found for simulations
done with the enthalpy of mixing at 40 kJ/mol where the system that was 5 kJ/mol below the
stability criterion still exhibited nanocrystallinity. It is likely that the grains in the 35 kJ/mol
simulation are due to the simulation not reaching the true ground state.
Hseg =30 kJ/mol Hseg =35 kJ/mol Hseg =40 kJ/mol
Figure 49: 1500 K equilibrium microstructures as calculated by the Monte Carlo simulation.
Figure 49 shows the equilibrated states at 1500 K, before the temperature was reduced in
a stepwise fashion down to 0 K to produce the states shown in Figure 48. These equilibrated states
do not show strong resemblance to the grain structures at 0 K in Figure 48. This is true not only
for these simulations but simulations conducted at 40 kJ/mol enthalpy of mixing as well. This
suggests that the grain swaps are still being accepted which means the simulation is likely not
kinematically constrained at 1500 K. Studying the systems over the temperature range from 0 to
1500 K, it seems that such kinematic constraints set in close to 700 K, which is still a relatively
high temperature for Monte Carlo simulations to be trapped. This is likely due to the low number
of Monte Carlo swaps conducted; if closer to 50,000 grain swaps at each temperature were
conducted, simulations at temperatures well below 700 K could be trusted.
Future work to do improve the runtime of this simulation could help answer many
questions related to the thermodynamic stability of nanocrystalline alloys. First, the formal
stability of duplex nanocrystalline alloys has not been rigorously confirmed by Monte Carlo
simulations to date. The lattice-based methods of Chookajorn and Schuh show that this state may
be stabilized for entropic reasons, but due to the aforementioned difficulty in getting robust ground
states in that model, it is difficult to say for certain that the simulation simply does not get trapped
in this state. The grain swaps in the algorithm described in this section are less likely to be trapped
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in this manner since the grain swaps and atom swaps are all done in one single step and the changes
in grain boundary topology space are generally more efficient due to the larger steps taken.
Secondly, this model, in exploring the nanocrystalline phase space through grain swaps, may help
us understand any entropy gained in nanocrystalline alloys due to the grain boundary topology
configuration space. This could be an interesting added consideration in modeling the
thermodynamics of stable nanocrystalline alloys.
Section 4.5: Conclusions
In this section, we understand some of the limitations of the existing lattice Monte Carlo
simulations in exploring the thermodynamic phase space of nanocrystalline alloys. One of the key
limitations is that the simulation is easily trapped in a local free energy minimum which hampers
the reliability and robustness of the resulting calculations of the thermodynamic equilibrium state.
To understand how grain size changes as a function of temperature and construct phase diagrams
that can be used to understand how to process nanocrystalline materials with stable ground states,
we develop a method that is more robust at identifying the thermodynamic equilibrium state. This
method relies on sampling the grain boundary topology space by constructing a set of
representative grain boundary topologies and performing Monte Carlo simulations of the solute
configuration space to determine the free energy minimizing state. The simulation is used to
construct nanocrystalline free energy and phase diagrams that show how the stable nanocrystalline
states undergo a first-order order-disorder transformation, with many characteristics in common
with bulk phase transformations. Finally, we explore alternative methods for exploring the grain
boundary configuration space more efficiently to provide some ideas for future work in this field.
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Chapter 5: Pathways for Grain Refinement in Alloys with Nanocrystalline Ground States
The processing of bulk nanocrystalline alloys through powder processing starts with the
use of severe plastic deformation to decrease the grain size of the alloy to grain sizes in the 10 to
20 nm range. A phase diagram for a stable nanocrystalline alloy (such as the one in Figure 46) can
then explain how annealing at a given temperature can lead to a nanocrystalline alloy with the
desired grain size. For example, if the equilibrium grain size is around 35 nm, as shown in the free
energy diagram in Figure 50 (representative of the low temperature free energy landscape for the
W - 1 at.% Ti alloy from Figure 41b), the as-milled powder should undergo grain growth from its
non-equilibrium state at 10 to 20 nm up to the equilibrium grain size of 35 nm. Grain growth in
this case is expected to occur through standard grain coarsening kinetic mechanisms.
If the nanocrystalline alloy is instead processed to a state of 100 nm (green circle in Figure
50), this system is also a non-equilibrium state. However, the free energy landscape shows that in
this case the free energy decreases with decreasing grain size. In such a state, the system should
be stable against grain growth as increasing the grain size is thermodynamically unfavorable.
Moreover, the system should favor a decrease in grain size, which can be referred to as grain
refinement or grain shrinkage.
Formally, if the grain boundary energy is defined as y = dG/dA, where G is the free
energy and A is the grain boundary area, then a system under this condition has a "negative grain
boundary energy", and this notion is often used to define systems in this condition [118-120].
However, the relationship y = dG/dA is only defined at a thermodynamic equilibrium, and since
this system is not at equilibrium, it is more convenient to think of this system as a supersaturated
state. Based on our analysis in Chapter 4, a system in this condition would be one that contains
more solute in solution than would be thermodynamically preferred according to the equilibrium
phase diagram. Thus, just as in the case of a typical supersaturated solution, the solutes in this state
can decrease the free energy by forming more of the enthalpically preferred configuration. In the
nanocrystalline alloy, this amounts to forming a larger grain boundary so that more of the solute
species can segregate to the grain boundary and reach a lower free energy (Figure 51).
To date, observations of grain refinement in nanocrystalline materials have been limited to
grain refinement in the case of recrystallization, which is driven by stored energy during plastic
deformation. This section provides some early thoughts based on the thermodynamic analyses
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conducted in this thesis as to why such behavior has not been observed and what considerations
may help in devising a model to identify systems that could undergo grain refinement due to a
chemical stored energy. If grain refinement in nanocrystalline alloys can be induced without plastic
deformation and simply through proper alloy selection and thermal processing it will avail an
exciting new processing pathway for producing bulk nanocrystalline alloys.
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Figure 50: For grain sizes smaller than the equilibrium grain size, there is a driving force for
grain growth. For grain sizes larger than the equilibrium size, the direction of the free energy
gradient leads to a driving force for grain shrinkage instead of grain growth.
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Figure 51: The driving force for grain growth is to decrease the grain boundary area (i.e.
eliminate the excess energy due to defects). The driving force for grain shrinkage is to increase
the amount of solute that is in a grain boundary segregated state, denoted as A/Echem.
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A natural question to this entire premise is that if the models show that such a refinement
is thermodynamically favorable, then why hasn't it been observed in any real materials? We
explore this question first under the assumption that the theory presents reasonably accurate free
energy landscapes, and then address reasons the theory may need to have additional considerations
before it can be trusted in this context.
If in fact the free energy landscape shown in Figure 50 is present in alloys that meet the
generalized stability criterion for nanocrystalline alloys (Figure 17), then there are some additional
constraints that we can expect to make it difficult to observe chemically-induced grain refinement.
First, there are typical challenges in processing nanocrystalline materials that could make isolating
this type of behavior difficult. For instance, the influence of impurities on the nanocrystalline alloy
phase space can change the free energy landscape. This is often observed through the presence of
oxidation or the formation of carbides in nanocrystalline alloys that are otherwise expected to have
strong stability against grain growth due to grain boundary segregation. Very few nanocrystalline
alloy systems have been studied under pristine enough conditions where a formally stable
nanocrystalline state (meeting the stability criterion) can be reasonably expected. As a result, the
lack of observations of this phenomenon should not be used as the lone reason to dismiss it from
being possible. Hopefully, with the advent of more accurate alloy selection and processing
guidelines (such as the ones presented in this thesis) this will no longer be the largest bottleneck
to studying this phenomenon.
The physical challenge to observing grain shrinkage may be that grain shrinkage involves
kinetic mechanisms that require very precise thermal conditions to be active. Fischer et. al.
developed a model of grain shrinkage driven by a negative grain boundary energy as a first attempt
to treat such a kinetic process [119]. Their model studies the grain size distribution when evolved
according to the Hillert grain growth model, but studied for the case where the grain boundary
energy is negative. Their analytical model finds that in order for grain shrinkage to be possible
there generally needs to be a nucleation event to produce new grains with smaller sizes. In the
cases where no nucleation is present or the nucleation rate is relatively low, they find that the
average grain size stays relatively steady, but the grain size distribution narrows sharply around
the average grain size as without new grains the average grain size is heavily constrained. With a
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sufficient nucleation rate, the grain size distribution moves to smaller grain sizes and becomes
skewed to the right instead of to the left.
The nature of the nucleation mechanism for grain refinement requires further
understanding of the energetic landscape for nucleated grains. In a classical nucleation process
[13], the free energy of the nucleus as a function of nucleus size goes through a maximum at a
critical radius, which can be defined as the nucleation barrier. The larger this nucleation barrier,
and the more solutes needed to form a critical nucleus, the smaller the nucleation rate will be.
Figure 52 shows a schematic of how nuclei with different sizes forming at a triple junction
would look for chemically-induced grain refinement.
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Figure 52: (Top) A schematic showing how nucleation of a grain at a triple junction could occur
as the reverse of a grain growth process. (Bottom) A schematic of the solute distribution during
nucleation of such a grain.
As the nucleus of the new grain grows, the grain boundary area also increases, allowing
for more solute to segregate to the grain boundary. These solute, which leave the crystalline
solution to form the ordered state at the grain boundary, will each gain an energy equal to A Hseg -
ky in accordance with the stability criterion (see Figure 28). From the perspective of a nucleation
event, this energy is the driving force for nucleation, and would be considered the volumetric
driving force if this were a phase transformation forming a precipitate. The second term expected
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in classical nucleation is the interfacial energy, which increases with increasing size of the second
phase, but at a slower rate than the volumetric term leading to the presence of a nucleation barrier.
When modelling the process in Figure 52 in the nanocrystalline lattice model, however, there does
not exist a clear interfacial energy in this system - in fact what is being formed is at first glance
the interface itself.
Figure 53 shows a simple perturbation analysis on the lattice model to see how varying the
interface area or curvature effects the energetics of the interface in this model. The perturbation
consisted of a simple sine wave (Figure 53a). The wavelength and amplitude of this sine wave
were varied and solute were allowed to segregate to the grain boundary (we used an enthalpy of
mixing of 20 kJ/mol and an enthalpy of segregation of 60 kJ/mol, representative of W-Ti). Figures
53(b-c) show how the energy of the system varies with the wavelength and amplitude of the sine
wave. In both cases, the energy decreases as the amount of area increases, monotonically,
exhibiting no energetic barrier. This result is consistent with one of the challenges we faced with
solute atoms wanting to have all grain boundary bonds to minimize their energy (Figure 36), which
was deemed an unphysical result.
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Figure 53: (Top) A schematic of how grain boundaries evolve in response to curvature in a case
of grain shrinkage versus grain growth. The energetics of grain shrinkage from a flat surface in
the lattice model were studied using a sinusoidal perturbation (pictured in (a)). The energy of the
system decreases monotonically with decreasing wavelength (b) and increasing amplitude (c) of
the perturbation.
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This suggests that to model the nucleation of new grains in supersaturated, stable
nanocrystalline alloys, the energetics of segregation need to be treated in more detail. This can be
done within the lattice model through the consideration of longer-range interactions. If, for
instance, there are longer range interactions that make it so that forming highly curved grain
boundaries is energetically unfavorable, a nucleation barrier could be modeled. This may be
expected in the case of highly ordered grain boundaries, where it is only below a certain curvature
that the grain boundary can form the lowest energy complexion. For alloy-specific models, the use
of an off-lattice model to understand the energetics of nucleation for a stable nanocrystalline alloy
would provide even more detail regarding the nature of any nucleation barrier to the process of
chemically-induced grain refinement. Alternatively, it is possible that no true nucleation barrier
exists, which would mean that the schematic grain shrinkage transitions Figures 52 and 53 may be
relatively easy to observe experimentally if stable nanocrystalline alloy systems are produced and
if supersaturated states can be attained.
While the analytical and lattice model Monte Carlo simulations all produce free energy
diagrams with thermodynamically stable grains, they each rely on a key assumption that the
complex grain boundary network can be simplified to grain boundaries that all have roughly the
same grain boundary energy and enthalpy of grain boundary segregation. The lattice Monte Carlo
simulation provides some variety in grain boundary sites based on the coordination of grain
boundary bonds, but this is still a very limited variation that misses out on the more important
dependencies of grain boundary energies and segregation energies on the five-parameter
description of a grain boundary, not to mention the degrees of freedom available in the local atomic
environment (discussed in Section 1.4.4.1). Extending the theories developed in this thesis and
prior to more accurate treatments of grain boundaries is an important area of future work and
promises to help unearth important understanding regarding both the thermodynamics and kinetics
of nanocrystalline alloys stabilized against grain growth by grain boundary segregation.
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Chapter 6: Conclusions
Nanocrystalline materials have the potential to be lower cost, lighter-weight alternatives
for applications requiring high hardness, wear resistance, and yield strength due to their fine grain
size. In this thesis, we have developed thermodynamic models to identify alloy combinations that
produce nanocrystalline materials that are stable against grain growth, which can enable the
processing of bulk parts with nanocrystalline grain sizes as well as more reliable long-term use of
nanocrystalline materials. The models developed here build upon previous works, with the ability
to account for the presence of ordered compounds, include more detailed treatment of grain
boundary segregation energies, and ensure ergodic sampling of the nanocrystalline configuration
space for more reliable thermodynamic observations. Three different modeling frameworks were
developed:
* An analytical model based on the free energy diagram for a binary alloy and the treatment
of the grain boundary segregated state as an ordered 2D compound, was used to develop a
generalized stability criterion for nanocrystalline alloys (Chapter 2).
* The lattice-based Monte Carlo simulation for nanocrystalline materials developed by
Chookajorn and Schuh was improved to incorporate the presence of ordered compounds
and a more rigorous treatment of grain boundary segregation energetics (Chapter 2).
* A statistical mechanics-based simulation framework where the grain boundary network
configuration space and solute configuration space are decoupled for more rigorous
analysis of thermodynamic equilibrium was developed to create equilibrium phase
diagrams of stable nanocrystalline alloys (Chapter 4).
These models are useful tools for material scientists interested in the development of
nanocrystalline materials. We learned a few new things from our own uses of these models to
probe the thermodynamic behavior of nanocrystalline materials:
* A stability criterion for nanocrystalline alloys can be written in terms of macroscopic
thermodynamic properties as: AHseg > AHmai - 1/XsAHfo m + ky (Section 2.1).
" Ordered compounds with known structure and formation energy can be included in a lattice
Monte Carlo simulation using the definition of simple compound units instead of a
complete cluster expansion (Section 2.2).
104
" Stability as found through nanocrystalline lattice Monte Carlo simulations conforms to the
analytical stability criterion (Section 2.3).
* Two-phase nanocrystalline alloys with ordered compounds, called ordered duplex
nanocrystalline alloys, can be thermodynamically favored in alloy systems that are below
the stability criterion but above the metastability criterion (Section 2.3).
" The lattice Monte Carlo simulation with ordered compounds can model complex alloy
systems, such as the Ni-Ti-W shape memory alloy. While the nanograins in this system are
stabilized by Zener drag, the Monte Carlo simulations show increased W segregation at
elevated temperatures which coincides with the onset of rapid coarsening of the W
precipitates and concomitant grain growth (Chapter 3).
" Thermodynamically stable nanocrystalline alloys undergo a first-order order-disorder
transformation with increasing temperature, forming a solid solution at elevated
temperatures (Chapter 4).
* Phase diagrams constructed for thermodynamically stable nanocrystalline alloys can be
used to predict the equilibrium grain size as a function of temperature and solute
concentration, which can inform both alloy selection and processing of nanocrystalline
materials (Chapter 4).
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