Abstract. A numerical scheme based on an operator splitting method and a dense output event location algorithm is proposed to integrate a diffusiondissolution/precipitation chemical initial-boundary value problem with jumping nonlinearities. The numerical analysis of the scheme is carried out and it is proved to be of order 2 in time. This global order estimate is illustrated numerically on a test case.
Introduction
In this article we address the problem of the numerical integration of a complex diffusion-dissolution/precipitation chemical system of equations constituted of partial differential equations and ordinary differential equations with nonlinear discontinuous right hand side. Such systems arise in models describing the retention capacity of concrete matrices in which wastes and pollutants are embedded. The particular model we have in mind is described and studied from a mathematical point of view in [7] and [8] . It takes into account the influence of the chemical context evolution on the dissolution/precipitation rates and expresses the necessary presence of solid for dissolution by an obstacle problem. The multi-species diffusiondissolution/precipitation model takes the form of an initial-boundary value problem in which partial differential equations (PDEs) and ordinary differential equations (ODEs) are coupled through nonlinear discontinuous terms. The system of equations for N s species is formulated as follows. C = (C i The purpose of this article is to present an efficient numerical scheme of order 2 in time to integrate systems such as system (1.1). The scheme proposed in [7] is based on a simple implicit Euler method and has two main drawbacks. First a large nonlinear system has to be solved at each time step and second it is only of order 1 in time. We propose a scheme combining an operator splitting method ( [13] , [9] ) and an event location algorithm using a dense output formula. Operator splitting methods are known to provide cheap and high order approximations to reactiondiffusion equations [2] , [10] , [6] . Therefore, they represent an interesting tool for dealing with large chemical systems. The event location algorithm presented in Section 3 enables us to determine the switching times at which the discontinuities occur in the reaction terms with a desired accuracy. Throughout this article we consider a semi-discretized system of equations. Indeed a difficulty appears in the fully continuous case that we are not able to cope with easily. The switching time, t d , is an unknown function of x, the space variable. Dealing with the continuous case then means considering reaction-diffusion equations defined on a noncylindrical domain. One can bring back the problem to a cylindrical domain by rescaling the time variable but then time and space dependent coefficients with unknown regularity appear in the equations. Thus, we consider that the chemical system is already discretized in space, using, for example, a finite difference or a finite element method. The system of ODEs we consider then reads
C and S are vectors of R N and A is the N × N matrix resulting from the spatial discretization of the ∆ operator which is symmetric negative definite. The nonlinear terms read
This paper is organized as follows. In Section 2 we present the operator splitting method and show that it can be applied to a system in which PDEs and ODEs are coupled. Estimates of the local errors are given. Section 3 deals with the numerical treatment of the discontinuities in the nonlinear reaction terms. We formalize the event location algorithm suggested in [4] and give estimates of the local errors. We then describe the scheme we propose, combining an operator splitting method and an adaptation of the event location algorithm, and show it is of order 2. In the final Section 4 the effectiveness of the scheme is illustrated numerically.
Operator splitting
The main topic of this section is to present the operator splitting method which constitutes the first ingredient of the scheme we propose. We first concentrate on a classical reaction-diffusion equation and give estimates of the local errors. We then show that the method can still be applied without any order reduction ( [3] , [12] , [5] ) if an ODE is coupled to the first equation.
2.1. Strang operator splitting. In this section we only consider the semi-discretized diffusion-reaction equation for C. The problem of the switching of the nonlinear discontinuous reaction terms is also left aside. We assume that locally the reaction term F(C, S) is given by a smooth function G(C). As in [1] , G is a Lipschitz function with constant L of class C ∞ such that G(0) = 0 and the first four derivatives of G are bounded.
Let R t denote the flow (also called fundamental solution operator) of the system (2.1)
and X t denote the flow of system (2.3),
The idea of splitting methods is to approximate R t by combining the two flows X t and Y t . Two classical approximations are given by the Strang formulas [13] ,
(which we also denote by diffusion-reaction-diffusion or DRD-splitting and RDRsplitting in the remaining part of this paper). The following result holds.
For t sufficently small, the local errors for the two splitting schemes satisfy,
Proof. This result is the particular finite dimensional case of local error estimation results obtained by Besse et al. in [1] . It can be derived using the same tools, essentially Taylor expansions and judicious estimations of the rest, with some minor adaptations due to finite dimension. For the sake of completeness we give here the main ideas of the proof. Let us denote by ||.|| the euclidean norm on R N . We may write a Duhamel formula for problem (2.1), which reads
and express the difference between the exact solution and the splitting solution Z t C 0 (DRD or RDR) as
Since G is Lipschitz with constant L > 0 such that for all
The matrix A is negative definite. Thus for all V ∈ R N and all t ≥ 0 the following inequality holds for the semi-group e tA ,
It follows that 
The solution (C(t), S(t)) to (2.4) is denoted by
R t (C 0 , S 0 ) = (R t C C 0 , R t S (C 0 , S 0 )).
S(t) is given explicitly by
S(t) = S 0 − t 0
G(C(s))ds,
which can also be written S = H(C). In such a situation Descombes and Massot [3] show that order reduction occurs in the DRD-splitting but not in the RDR-splitting. The problem we consider is quite similar. However, because of the particular form of function H which should be written as S(t) = H(t, S 0 , C(.)), no order reduction occurs as is shown in Lemma 2.2. Let us denote by
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The DRD-splitting for system (2.4) can be written as
and the RDR-splitting as
The following result holds.
For t sufficiently small, the local errors for the two splitting schemes satisfy
Proof. Equations (2.11) and (2.13) follow directly from Lemma 2.1. Let us show (2.12) and (2.14). Using the Duhamel formula, C(t) is given explicitly by
It follows from classical expansions that
and since S(t) = H(t, S 0 , C(.)), we obtain
and
we deduce that
which proves (2.12). The same type of arguments are used to prove (2.14).
Numerical treatment of the discontinuities
The purpose of this section is twofold. First we present the event location algorihtm for a discontinuous ODE suggested in Hairer et al. [4] and prove that indeed it leads to an accurate numerical method. We then combine this algorithm to a splitting scheme and obtain a method of order 2 to integrate system (1.2).
3.1. An event location algorithm for ODEs. In this section we present a numerical scheme of order p ≥ 2 to solve a nonlinear discontinuous ODE. The main numerical tool used is an explicit Runge-Kutta method of order p with a dense output of order p * ≥ 2. The reader is referred to Sections II-1 to II-6 of the book by Hairer et al. [4] for a detailed description of these methods. We assume here that p = p * . Let us give some notation. An explicit Runge-Kutta method of order p to solve the ordinary differential equation
is represented by the increment function of the method, F (t, y, h). Given an initial value (t 0 , y 0 ) and a step size h, one computes a numerical solution y 1 approximating y(t 0 + h) by y 1 = y 0 + hF (t 0 , y 0 , h). The numerical solution for a point T > t 0 is then obtained by a step-by-step procedure
If the method is of order p, then the local error
A Runge-Kutta method with a dense output formula provides a cheap numerical approximation to y(t i + θh) for the whole integration interval 0 ≤ θ ≤ 1. We denote this approximation by u i (θ), and we have
Let us now concentrate on the numerical integration on a time interval [t 0 , T ] of the following ordinary differential equation:
We assume that f 1 , f 2 and g are C ∞ functions. The function g is called the switching function. We also assume that the solution y(t) to (3.4) crosses the surface Σ = {y; g(y) = 0} only once, at the point y d = y(t d ). Therefore, y(t) may be written as
and y 2 is the solution to
The derivative of the solution y is, in general, discontinuous on Σ. The difficulty in the numerical integration of such a discontinuous equation is that the point (t d , y d ) is not known in advance but has to be detected. Moreover, in order to obtain a method of order p, this point has to be detected with a precision of order p. The method proposed here relies on the event location algorithm suggested in the book by Hairer et al. [4] (Algorithm 6.4 page 195).
Algorithm 3.1.
• Using f 1 , define a Runge-Kutta method of order p with increment function
h).
• Compute the solution step-by-step y 0 , y 1 , . . . until a sign change appears between g(y n−1 ) and g(y n ).
• Using the dense output, find θ such that g(u n−1 (θ)) = 0.
• Reset y n = u n−1 (θ) and t n = t n−1 + θh.
• Using f 2 , define a Runge-Kutta method of order p with increment function
h), and carry on the computation from t n to t N = T .
The key point in this algorithm is that, thanks to the dense output, we are able to compute
. Thus, we can show the following technical result.
Lemma 3.1. At each time step of the scheme provided by Algorithm 3.1, the local error satisfies
Proof. From (3.2) it is clear that for i = 1 to n − 1,
and that for i = n + 2 to N ,
It remains to show the result for e n and e n+1 . Since we only know that
, there are two cases.
•
The local error e n reads e n = y 2 (t n ) − (y 1 (t n−1 ) + hF 1 (t n−1 , y 1 (t n−1 ), h))
Moreover, we have
, and we can conclude that e n = O(h p+1 ). Concerning the next step it is also clear that e n+1 = O(h p+1 ).
It is clear that e n = O(h p+1 ). The local error e n+1 reads
Since
Therefore, e n+1 = O(h p+1 ).
The third step of Algorithm 3.1 is crucial. The computation of θ, such that g(u n−1 (θ)) = 0, can be done using a dichotomy method or, for example, a second order Muller method. This latter requires that the zeros of g are separated and might require many iterations to converge depending on the "flatness" of g between t n−1 and t n . However, for the applications we considered the desired accuracy on θ, y n , and t n can always be achieved.
Combining the event location algorithm and the splitting scheme.
In this section we formulate the scheme proposed to integrate system (1.2). The method combines either the RDR-splitting or the DRD-splitting described in Section 2 and an event location algorithm similar to Algorithm 3.1 of Section 3.1. With those tools we construct a numerical scheme of order 2 in time for system (1.2).
Since the discontinuous nonlinear reaction terms only come up in the R-stages, it is tempting to try to detect the switching times only during these stages. However, this is not possible since the intermediate C or S values computed after the first two stages of the splitting scheme are not yet in O(h 3 ). The computed switching time, therefore, cannot be an O(h 3 ) approximation of the exact switching time, and we need to construct a dense output for a whole time step including the three stages of the splitting method. Hermite interpolation (Shampine [11] ) provides an efficient way to construct dense output formulas. Whatever the splitting is, at each time step we have two function values S 0 , S 1 and two derivatives
dt at our disposal and can thus do cubic polynomial interpolation. The resulting formula is
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A similar formula, u C can be computed for C. Since the splitting is of order 2, we have
These dense output formulas are used to detect the switching times. This detection is performed component by component, as illustrated in the following algorithm.
Algorithm 3.2.
• Start from C 0 > 0, S 0 > 0 and thus with F(C, S) = (G • Using the dense output polynomial u S , find θ such that u
and carry on the computation using the new reaction term F until a new sign change appears for another component S k 2 .
We denote by
the numerical scheme provided by Algorithm 3.2. Let us now state a result concerning the estimation of the local errors.
Lemma 3.2. At each time step of the scheme provided by Algorithm 3.2, the local error satisfies
Proof. We restrict ourselves to a time interval [0, T ] on which only one component, S k 1 , switches at time t d . Other switchings can be treated in the same way. The exact solution, (C(t), S(t)) = R t (C 0 , S 0 ) may be written as
where (C 1 (t), S 1 (t)) is the solution to
and (C 2 (t), S 2 (t)) is the solution to
where
..,N , and
. . ). Before the switching, (2.13) and (2.14) (or (2.11) and (2.12)) directly show that for i = 1 to n − 1,
In the same way after the switching time we have for i = n + 2 to N ,
It remains to show that e . Since we only know that
there are two cases.
The local error e C n reads
Again, from (2.13) we know that
Moreover, since (R
we obtain using the same expansion as in (2.15),
and this proves that
The same type of manipulations enable us to show that
It is also clear that e •
The arguments of the proof are similar to those of the previous case. 
Proof. We only prove (4.1). As noticed in [2] the triangle inequality yields
By using the fact that X t is unitary with respect to the Euclidean norm and that the functions G i are Lipchitzian with constant L, we refer to [1, p.8] where, for deriving, there exists a constant K such that for C 1 and C 2 ∈ R N and all t ∈ [0, 1]
Now from Lemma 3.2 we deduce that there exists a constantK such that for all j
and eventually
Let us illustrate this result by a numerical experiment with a simple test case. We consider the following system of equations set on the one dimensional domain (0, 1), 2 ).
The diffusion operator is discretized using second order finite differences with a step size ∆x = 10 −2 , and its time integration is performed using the unconditionally stable second order Crank-Nicolson scheme. Reaction terms are integrated with a second order explicit Runge-Kutta scheme. A reference solution is computed for the classical splitting method and for the method proposed in this paper with a time step h ref = 
