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Intracellular redox potential affects cellular function and its dysregulation is
associated with disease. Current methods of monitoring intracellular redox potential
are limited because they typically only report potentials of the redox buffer
glutathione. Our group has developed redox-active probe molecules that change
bond order depending on the probe oxidation state, and are instead sensitive to
overall redox potential within the cell. Gold nanoshells coated with the probe form a
novel intracellular redox nanosensor, and spectral discrimination of the oxidised and
reduced states by Surface-Enhanced Raman Scattering (SERS) allows calculation of
redox potential.
Prior work by the group provided basic proof-of-principle for its use in measuring
intracellular redox potential. The aim of this project, therefore, was to develop the
tools and techniques to enable its application to meaningful biological questions, and
extend the method into a pathologically relevant cell line. The initial stages of the
project standardised the functionalisation of gold nanoshells with the NQ probe
molecule and the application of the nanosensors to the A549 human lung cancer cell
line. Toxicity tests confirmed the nanosensor was non-toxic. A protocol was then
developed for rapidly obtaining SERS maps to enable localisation of nanosensors
within the cell. This was successful, and the protocols can be applied to any
combination of adherent cell type and nanosensor. A bespoke piece of software was
created to determine redox potential and pH from SERS maps to produce a
colourmap showing spatial variation of redox potential and pH with subcellular
resolution. This software enables more rapid and precise calculation of redox
potential or pH than manual processing. As a test case, changes in intracellular redox
potential in response to treatment with toxic metal nanoparticles were studied and
shown to correlate with other measures of oxidative stress.
Hypoxia (abnormally low oxygen levels) is relevant in disease. Investigating redox
potential in hypoxic cells requires precise control of the oxygen concentration during
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the acquisition of SERS spectra. To facilitate such experiments, a specialised imaging
chamber was designed, constructed and tested. Such environmental control enables
experiments to be carried out at various oxygen concentrations as well as under
optimal cellular physiological conditions, enabling not only the response to
alterations in oxygen levels to be studied but also extending the biological model
system to more closely reflect animal physiology.
Finally, a device was constructed that allowed the acquisition of SERS spectra from
both intracellular and extracellular nanosensors in the same experiment, as the
relationship between intracellular and extracellular redox potential is incompletely
understood. The intracellular and extracellular nanosensors are spatially separated,
allowing clear discrimination of the SERS spectra obtained simply by changing the
orientation of the device. This device enables the effect of quantitative modification
of extracellular redox potential on intracellular redox potential to be investigated.
In summary, the work has greatly extended a method of measuring intracellular
redox potential. It was taken from the proof-of-principle stage to being a robust
method, capable of providing useful quantitative biological information.
Improvements have been made in production and toxicity testing of the nanosensors,
robustness of SERS data acquisition and analysis, environmental control during SERS
data acquisition and application to disease-relevant cell culture models. The result is
that we are now able to rapidly and reproducibly determine intracellular redox
potential in single cells.
Lay Summary
Intracellular redox potential is an important property involved in many functions
inside biological cells. It is tightly regulated, and diseases such as diabetes, cancer
and neurodegeneration are associated with dysregulation. Intracellular redox
potential is challenging to measure as it consists of many different components. Most
methods only measure the most abundant component, glutathione, however it is not
firmly established that the amount of glutathione is a true reflection of overall redox
potential. Our group has developed a method to measure overall redox potential that
does not measure individual contributions of each component. Instead, we have
constructed nanosensors that respond to changes in overall redox potential, which
we can measure with a technique called Surface-Enhanced Raman Scattering (SERS).
Previous work by the group provided basic proof-of-principle for the use of these
nanosensors in measuring intracellular redox potential. The aim of this project,
therefore, was to develop the tools and techniques to enable its application to
meaningful biological questions, using a cell type that is more relevant to human
disease. The results confirm that the nanosensors are non-toxic in cells and the
protocols developed can also be applied to any combination of cell type and
nanosensor. A bespoke piece of sofware was created to analyse the data obtained,
which enabled a rapid and more precise determination of intracellular redox
potential than previous methods. As a test case, changes in intracellular redox
potential in response to treatment with toxic metal nanoparticles were studied and
shown to correlate with other methods of measuring toxicity in cells.
Hypoxia is the result of too little oxygen being available for the usual process cells
use to generate energy. It occurs in cancer and has been shown to contribute to
treatment resistance. In order to investigate intracellular redox potential under these
low oxygen conditions, the amount of oxygen available to the cells must be carefully
controlled. A specialised airtight chamber was designed, built and tested to enable
SERS to be performed on cells maintained in low oxygen levels. This chamber also
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allows an environment to be maintained that more closely resembles that found in
animal physiology.
Finally, a device was constructed which allowed both intracellular and extracellular
redox potential to be measured during the same experiment. This enables us to
modify the extracellular potential to known values and investigate how the
intracellular redox potential changes in response to such modifications. This is
important as the relationship between the intracellular and extracellular potential is
incompletely understood.
In summary, this project has greatly extended a method of measuring intracellular
redox potential. It was taken from the proof-of-principle stage to being a robust
method, capable of providing useful quantitative biological information. The result is
that we are now able to rapidly and reproducibly determine intracellular redox
potential in single cells.
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1.1 Intracellular redox potential
Redox potential is the propensity of a chemical species to donate or accept electrons.
The redox potential of a redox couple depends on this propensity together with the
concentrations of the oxidised and reduced species. The Nernst equation allows the
calculation of redox potentials under non-standard conditions [1]:







where E is the redox potential (V), E8 is the standard redox potential (V), R is the
universal gas constant (J K-1 mol-1), T is the temperature (K), n is the number of
electrons transferred, F is the Faraday constant (C mol-1), [Ox] is the concentration of
oxidised species and [Red] is the concentration of reduced species.
Electron transfer drives energy transduction in biological cells. Electrons are
transferred from reduced nicotinamide adenine dinucleotide (NADH) to molecular
O2 via a set of proteins that make up the electron transfer chain. As many functions
of the cell are redox regulated (e.g. signalling, protein, DNA and RNA synthesis, and
cell growth and death), the redox potential as defined by the Nernst equation clearly
has biological significance [2–4].
The overall redox potential of a cell can be viewed as the balance between the
generation of reactive oxygen/nitrogen species (ROS/RNS; Figure 1.1) and the
antioxidants that degrade them. Examples of ROS and RNS are superoxide anion
(O2•–), hydrogen peroxide (H2O2), hydroxyl radical (•OH), hypoclorous acid (HOCl),
nitric oxide (•NO) and peroxynitrite (ONOO–). Most ROS generation is endogenous,
with some of the main souces described below:
As a by-product of respiration. During cellular respiration, single electrons are
transferred between complexes of proteins in the mitochondrial electron transfer
1



















Figure 1.1: Pathways of intracellular RNS production: breakdown of O2•- leading to various
ROS and the reactive nitrogen species peroxynitrite, ONOO–.
chain (ETC). This flow of electrons drives protons from the mitochondrial matrix into
the intermembrane space to create a proton gradient across the inner mitochondrial
membrane, which drives the production of adenosine triphosphate (ATP), the energy
unit of the cell [5]. The flow of electrons through the ETC ends with the controlled
reduction of molecular O2 to H2O. However, due to the high affinity of O2 for
electrons, there are points within the ETC where a single electron can be transferred
to O2 instead, producing superoxide, O2•–. Production of O2•– increases with
increasing [O2], an increased NADH/NAD+ ratio, and an increased protonic
potential across the inner mitochondrial membrane [6–9].
NADPH oxidases. Nicotinamide adenine dinucleotide phosphate (NADPH)
oxidases are a family of membrane proteins that transfer one electron from NADPH,
on one side of the membrane, to O2 on the other to produce O2•–. They were initially
discovered in phagocytic cells as the component of the ’respiratory burst’, in which
large concentrations of superoxide are released inside the cell to kill pathogens [10].
However, isoforms have since been discovered in most cell types and in various
subcellular locations [11, 12]; the superoxide produced has been shown to play a role
in signalling through its conversion to H2O2 (see below).
Protein folding. Protein function depends on their 3-dimensional structure and the
structures of extracellular proteins are often stabilised by disulfide bonds [5].

































Figure 1.2: Degradation of ROS. (A) Degradation of O2•- and H2O2. (B) Degradation of H2O2
and lipid hydroperoxides (LOOH) via the reversible oxidation of glutathione (GSH) and
thioredoxin (Trx) by glutathione peroxidases (GPx) and peroxiredoxins (Prx). GSH and Trx
are regenerated by glutathione reductase (GR) and thioredoxin reductase (TrxR), respectively,
both of which transfer the electrons required from NADPH.
Extracellular proteins undergo folding in the endoplasmic reticulum, where proteins
such as protein disulfide isomerase (PDI) catalyse the oxidation of two cysteine
residues into a disulfide. The protein Ero1 catalyses the transfer of electrons from PDI
to molecular O2 to produce H2O2 [13–16].
Detoxification of O2•– is a multi-step process which proceeds via intermediate ROS
(Figure 1.2 A). O2•– can either spontaneously dismutate or be enzymatically reduced
by superoxide dismutases to H2O2 [17], which can then be further reduced to •OH,
HOCl or H2O through, for example, Fenton reactions, myeloperoxidase activity and
catalase activity, respectively [18] (Figure 1.1). O2•– can also react with •NO to
generate peroxynitrite, ONOO–. These intermediate ROS can cause harmful
oxidation of biomolecules, however some signalling pathways use these oxidised
biomolecules to sense the redox status of the cell, as discussed further below.
Antioxidant enzymes or small molecules transfer electrons from thiol/disulfide
redox couples to reduce/eliminate these intermediate ROS and oxidised
biomolecules; these couples are oxidised in the process and then re-reduced by
accepting electrons from other species (Figure 1.2 B; reviewed in [18–20]). There are
several thiol/disulfide redox couples in the cell involved in the reduction of ROS and
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oxidised biomolecules and the major ones are described below:
Glutathione: the glutathione couple (glutathione/glutathione disulfide
(GSH/GSSG); Figure 1.3) is considered the main redox buffer in the cell as it is
mostly in the reduced form (GSH), and with an intracellular concentration range of
1-11 mM it forms the largest pool of reducing equivalents [2]. It reduces lipid
hydroperoxides and H2O2 through the catalytic activity of two enzymes, glutathione
peroxidase (GPx) and glutathione reductase (GR) [21, 22] (Figure 1.2 B). Glutathione
peroxidase is first oxidised by hydroperoxides and is then glutathiolynated at
selenium by one molecule of GSH. A second molecule of GSH binds to the first and
GSSG is released from the now reduced peroxidase [23, 24]. Glutathione reductase
binds NADPH and GSSG and transfers two electrons from NADPH to GSSG via a
flavin adenine dinucleotide (FAD) cofactor [25]. Cysteine residues of proteins can
also be modified by GSH, modulating their function [26], discussed below on page 9.
Thioredoxin: thioredoxins (Trx) enzymatically reduce disulfide bonds in proteins
and are regenerated by thioredoxin reductase (TrxR) [18]. Their targets include
transcription factors and other proteins involved in cell proliferation [27],
underscoring the importance of redox regulation in cell function. In addition to their
reduction by glutathione peroxidase, hydroperoxidases can also be reduced by
peroxiredoxins (Prx), which obtain the two electrons for this reduction from
thioredoxin [28–30]. Thioredoxin is in turn bound and reduced by thioredoxin
reductase, which contains an active site similar to that in glutathione reductase, again
with NADPH as the electron donor [31, 32] (Figure 1.2 B).
NADPH/NADP+: the nicotinamide adenine dinucleotide phosphate
(NADPH/NADP+; Figure 1.4) couple provides the electrons to reduce both GSSG
and oxidised thioredoxin (see above). NADP+ is reduced back to NADPH primarily
by glucose 6-phosphate dehydrogenase in the pentose phosphate pathway, but also
through the action of NADP+-dependent isocitrate dehydrogenases,
NADP+-dependent malic enzymes and mitochondrial transhydrogenase [33].
Ascorbic acid/dehydroascorbic acid: Ascorbic acid (vitamin C; Figure 1.5) is an
important antioxidant both intracellularly and extracellularly, and can degrade a































Figure 1.3: The structures of glutathione (GSH; left) and glutathione disulfide (GSSG; right).
number of ROS and lipid hydroperoxides, the latter via a-tocopherol (vitamin E) [34].
It is oxidised to dehydroascorbic acid, which can be reduced back to ascorbic acid by
both GSH and thioredoxin reductase [35, 36].
Cysteine/cystine: the other major redox couple is the cysteine/cystine couple [37],
which has an important role in extracellular redox potential and is discussed in
Section 1.2.
Importantly, these redox couples are not necessarily in equilibrium with each other,
can vary independently of each other and are at different concentrations in different
organelles [4]. For instance, the concentration of intracellular ascorbic acid was
shown to decrease in a human endothelial cell line in response to exogenously
generated •NO, but there was no change in the concentration of GSH [38]. Another
study in male rats showed that concentrations of GSH decreased in certain brain
regions in response to hypoglycaemia, but levels of ascorbic acid or a-tocopherol did
not change [39]. In terms of inhomogeneity, the nucleus appears to be at a more
reducing potential than the cytoplasm, possibly to protect critical cysteine residues of
transcription factors from becoming oxidised [40]. Although there is some question
as to the reliability of results reporting nuclear GSH concentrations (reviewed in [4]),
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Figure 1.4: The structure of reduced nicotinamide adenine dinucleotide phosphate (NADPH;













Figure 1.5: The structures of ascorbic acid (left) and dehydroascorbic acid (right).
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increased protein S-glutathionylation has been shown in the cytoplasm compared to
the nucleus in response to oxidative stress caused by glucose or glutamine depletion
[41] which could indicate a higher nuclear GSH:GSSG ratio. More recently, a study
using genetically-encoded fluorescent proteins equilibrated with the GSH/GSSG
redox couple indicated that the GSH redox potential in the nucleus was similar to
that in the cytoplasm [42]. As the thioredoxin redox potential has been shown to be
slightly more negative in the nucleus than in the cytoplasm [43], it would seem that
the overall nuclear redox potential is more negative than the cytosolic redox
potential.
It is generally suggested that the overall mitochondrial redox potential is more
reduced than the cytoplasm [44], however some studies have shown the glutathione
redox potential in the intermembrane space to be more oxidised than that in the
cytoplasm [45, 46] and another found no difference [47]. Similarly, in the matrix, the
glutathione redox potential has been found to be both similar to that in the cytoplasm
[45, 47] and more oxidised [46]. The redox potential of thioredoxin has been found to
be more reducing [48], so it may be that, as with the nucleus, the overall redox
potential in mitochondria is more reducing than the cytoplasm. This more reducing
environment may protect mitochondria from superoxide generated by respiration.
Finally the endoplasmic reticulum is held at a more oxidising potential to facilitate
protein folding by encouraging the formation of disulfide bridges [49–51], possibly
due to the production of H2O2 during protein folding (see above).
Together, these features allow localised and dynamic responses to differing
concentrations of ROS and fine control of cell function and homeostasis. As
mentioned above, intracellular redox potential both controls and reflects the
biological activity of cells. An example of this is the change in redox potential over
the lifetime of the cell, for example, proliferating cells have a more reduced (negative)
potential than non-proliferating cells [3, 52], while cell death via apoptosis is
characterised by a more oxidised (positive) potential [2] (Figure 1.6). Further
increases in potential result in necrosis, an uncoordinated form of cell death, where
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Figure 1.6: The variation of redox potential throughout the cell cycle. Adapted from [2].
cells lyse and the intracellular and extracellular potentials reach thermodynamic
equilibrium.
The means by which such regulation is achieved is still being unravelled. Most ROS
react fairly indiscriminately with biological molecules and don’t diffuse very far from
their site of production. The exceptions are H2O2 and •NO, which have been
identified as signalling molecules at low concentrations as they have slow reaction
rates with other biological molecules and require transport across membranes
(reviewed in [53–56]). The specificity required for signalling can occur through
colocalisation of ROS and their target proteins and also the structural features of
target proteins. ROS are produced in localised regions of the cell and if target
proteins were also localised to the same subcellular location, this would provide
some specificity. For example, peroxiredoxins degrade H2O2, but a high
concentration of H2O2 produced in one region will overwhelm this antioxidant
capacity locally, enabling oxidation of other molecules in the region [57]. Target
proteins contain structural features that can increase the rate of reaction of ROS with
specific residues. Many proteins contain cysteine residues with a pKa much less than
that of free cysteine, due to positively charged or polar neighbouring residues [58].
Such a low pKa means that the cysteine residue exists as the anionic form at
physiological pH, which is a stronger nucleophile than the neutral form and
therefore more reactive [59]. For example the catalytic site cysteine of the protein
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tyrosine phosphatase PTP-1B has a pKa of 5-5.6, compared to the pKa of 8-9 of free
cysteine [60, 61]. In PTP-1B, the reactive cysteine is reversibly oxidised by H2O2 and
inhibits its catalytic activity [62, 63]. The oxidised intermediate has been identified as
being a sulfenic acid [62, 64], a sulfenyl-amide [63] or glutathionylated [65, 66]; the
latter two protect the sulfenic acid from further irreversible oxidation.
Other structural features of proteins also contribute to reactivity of cysteine residues,
for example the pKa of the peroxidatic cysteine in the peroxyredoxin Prx2 is
estimated to be 5-6, similar to that of PTP-1B, but the rate constants of its reaction
with H2O2 is orders of magnitude faster: 1.3 × 107 M-1 s-1 compared to 20 M-1 s-1
[64, 67]. This is most likely to be due to differences in the catalytic site environment,
that do not affect pKa (such as the precise tertiary structure), as other oxidants had
much lower rates of reaction with Prx2 [67].
Proteins can undergo various post-translational modifications that affect their
structure and therefore function [5]. Modifications relevant to redox environment
include S-glutathionylation (GSH-protein adduct), S-nitrosylation (NO-protein
adduct) and the formation of sulfenic/sulfinic acids or disulfide bonds [53]
(Figure 1.7). S-nitrosylation and formation of sulfenic acids or disulfide bonds can
also be followed by S-glutathionylation, as seen with PTP-1B above [26, 65, 66] and
Prx2 [57]. These modifications are reversible through the action of enzymes such as
glutaredoxin, thioredoxin, sulfiredoxin and PDI [68–70]. Phosphatases are critical
modulators of intracellular signalling pathways [5]. The family of protein tyrosine
phosphatases, to which PTP-1B belongs, all contain a catalytic site cysteine with low
pKa, which can be oxidised thus disabling the phosphatase activity [71–73]. Thus
redox-regulated modifications provide a variety of means of controlling protein
function and therefore signalling.
Reactive cysteine residues have been found in proteins involved in many different
cellular functions. Transcription factors are a class of proteins that bind to specific
sequences of DNA, increasing or decreasing expression of a gene. Nrf2 is an example
of a transcription factor that is regulated by redox potential. Under normal
conditions, levels of cytoplasmic Nrf2 are controlled by its interaction with another
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Figure 1.7: Common cysteine residue modifications in proteins: S-glutathionylation (top
right), S-nitrosylation (bottom left), sulfenic acid (bottom middle) and sulfinic acid (bottom
right).
protein, Keap1, which targets Nrf2 for degradation [74]. This interaction is dependent
on three cysteine residues in Keap1, which when oxidised induce a conformational
change, inhibiting binding with Nrf2 [75]. Nrf2 is then able to translocate to the
nucleus and upregulate expression of its target genes, many of which are antioxidants
and include the NADPH regenerating enzymes glucose 6-phosphate dehydrogenase
and malic enzyme, as well as glutathione perioxidase and glutathione reductase [76].
Another redox-regulated transcription factor family is the NF-kB family, which
upregulates expression of proteins involved in the inflammatory response. The
NF-kB family consists of homodimers or heterodimers from a pool of five proteins:
p50, p52, p65, RelB, and c-Rel [77], which, as with Nrf2 , are bound to an inhibitor
(IkB) in the cytoplasm when inactive. The DNA-binding ability of the p50-p65
heterodimer has been shown to depend on the redox state of a conserved reactive
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cysteine residue in the p50 DNA-binding domain, which must be in the reduced state
for binding [78]. Studies have shown that S-glutathionylation, S-nitrosylation and
formation of a sulfenic acid at this residue inhibit DNA binding [79, 80]. Another
conserved reactive cysteine residue has been identified in the p65 DNA-binding
domain, with S-nitrosylation inhibiting DNA binding [81]. NF-kB can be activated by
oxidants, either directly or by oxidation of phosphatases that inhibit its activation
(reviewed in [77]), which suggests that the reactive cysteine residues in p50 and p65
could be oxidised, but on translocation to the nucleus these residues need to be
reduced in order to bind DNA. Nuclear thioredoxin has been shown to reduce the
p50 reactive cysteine residue and promote DNA binding [82–84]. As mentioned
above, the thioredoxin redox potential is probably more reduced in the nucleus than
in the cytoplasm [43], and together with evidence that there is little or no change in
nuclear redox potential in response to stimuli that increase the cytoplasmic redox
potential [41], this suggests that even with oxidative induction of NF-kB the relevant
cysteines can still be reduced in the nucleus.
One of the genes upregulated by NF-kB is cyclin D1, an important regulator of the
cell cycle. Cyclin D is required for the transition into the DNA synthesis phase (S
phase) from the initial growth phase (G1) [85]. As NF-kB can be activated by
oxidants, this upregulation is consistent with the observation that a more reducing
environment inhibits this transition [86, 87]. Additionally, GSH levels have been
found to be higher in the second growth and cell division phases (G2/M phase) than
in G1 [88]. Together, these data suggest that the cell cycle is regulated to some degree
by changes in redox potential.
In summary, redox-mediated control of protein structure and function has
widespread effects encompassing almost every aspect of cell function. Accurate
measurement of intracellular redox potential will enable a better understanding of its
influence on biological and pathological processes. In addition, identifying reactive
cysteine residues and the results of specific oxidative modifications to them will
enable a more structured approach to elucidating the effects of subtle changes in
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intracellular redox potential and enable the visualisation of the myriad interactions in
pathway maps [89].
1.2 Extracellular redox potential
The extracellular redox potential contains contributions from the same redox couples
as intracellular redox potential but at different concentrations. Whereas glutathione
is the most abundant intracellular redox couple, the cysteine/cystine (Cys/CySS)
redox couple (Figure 1.8) has the highest concentration outside the cell and is tightly
regulated [37, 90]. The extracellular redox potential is more oxidising than the
intracellular redox potential, and, as with intracellular redox couples, extracellular
redox couples are also not necessarily in equilibrium with each other [91, 92].
The extracellular redox potential is important. For example, changes in the ratio of
extracellular Cys/CySS have been shown to trigger intracellular signalling pathways
resulting in proliferation of murine lung fibroblasts [93] and a more oxidised
extracellular potential leads to increased intracellular levels of NADPH
oxidase-derived H2O2, activating the NF-kB transcription factor [94]. The
intracellular GSH/GSSG ratio was unaffected by the increase in extracellular redox
potential. The extracellular redox potential is sensed by exofacial thiol residues on
plasma membrane proteins of these cells [93, 94]. Some plasma membrane growth
factor receptors and ion channels have redox-sensitive extracellular cysteine residues,














Figure 1.8: The structures of L-cysteine (Cys; left) and cystine (CySS; right).
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sodium channels have also been found to contain a conserved extracellular cysteine
residue [98], so a variety of cell surface receptors and channels could be responsible
for translating changes in extracellular redox potential into intracellular signals.
In the immune system, a more reduced extracellular redox potential causes activation
and proliferation of T-cells due to increased availability of cysteine following activity
of dendritic cells [99]. Intracellular GSH levels are important in T-cell proliferation
[100, 101] and the limiting step in GSH synthesis is intracellular availability of
cysteine [99]. Cysteine can either be imported into the cell as cystine (which is at
much higher concentrations extracellularly than cysteine) and then reduced, or
generated by the transulfuration pathway, in which methionine is converted to
cystathionine and cysteine [90]. However, T-cells are not efficient at importing
cystine, whereas they are much more efficient at importing cysteine [99], hence their
need for an increase in the extracellular Cys/CySS ratio. It is not clear whether
dendritic cells directly release cysteine, or whether they release GSH, which is then
degraded to release cysteine. Low extracellular levels of GSH are maintained by the
activity of two peptidases that cleave GSH into glutamate, cysteine and glycine [90].
Some studies saw no increase in extracellular levels of GSH [99], however others
showed that inhibiting the export of GSH decreased extracellular cysteine levels
[102], so perhaps export of both cysteine and GSH contribute to the increase in the
extracellular Cys/CySS ratio.
As with T-cells, neurons in the brain are unable to import cystine and rely on
extracellular export of GSH from astrocytes that is degraded extracellularly
[103, 104]. Degraded GSH in the form of cysteine or a cysteine-glycine dipeptide can
be imported by neurons and used for intracellular GSH synthesis. Both neurons and
astrocytes can import dehydroascorbic acid, whereas only neurons can also import
ascorbic acid [105]. Astrocytes are primarily metabolic support cells for neurons, so it
is possible that neurons subject to oxidative stress could export dehydroascorbic acid,
which would then be taken up by astrocytes, thus protecting neurons from oxidative
damage. This is supported by the fact that low levels of dehydroasorbic acid
compared to ascorbic acid are found under normal conditions [106].
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1.3 Effects of dysregulation
If the concentration of ROS increases beyond the point where antioxidants can
degrade them, then the intracellular redox potential becomes more oxidising, causing
oxidative stress [20] (Figure 1.6). Several diseases and pathological processes are
associated with oxidative stress, such as chronic inflammation, diabetes,
atherosclerosis, cancer and neurodegeneration [20, 107, 108]. Oxidation of the
extracellular redox potential (for both GSH/GSSG and Cys/CySS couples) has been
reported in ageing, smoking, chemotherapy and cardiovascular disease [4]. A
decreased ratio of Cys/CySS (so a more oxidising potential) in human blood
correlates with increased levels of IL-1b, a secreted signalling molecule involved in
chronic inflammation [109], whereas an increased ratio of Cys/CySS has been shown
to have a neuroprotective effect on neuronal cultures from a mouse model of
Alzheimer’s disease [110]. Finally, decreased levels of GSH in the brain have been
demonstrated in patients with Alzheimer’s disease and multiple sclerosis [111], and
decreased levels of both GSH and ascorbic acid were found in the blood of patients
with glaucoma [112, 113].
The most obvious consequences of oxidative stress are oxidised proteins. As
discussed in Section 1.1, oxidation affects protein function through modification of
reactive cysteine residues. Such modifications can be irreversible, for example, the
catalytic cysteine of peroxiredoxins can be irreversibly oxidised to sulfonic acid by
H2O2 [114]. Prolonged inactivation of peroxiredoxins could therefore lead to a
localised build-up of irreversibly oxidised proteins, affecting cell function through
inhibition of signalling pathways.
The pentose phosphate pathway converts glucose to NADPH and phosphorylated
sugars, which can be used in nucleic acid synthesis or transferred back into the
glycolytic pathway [5]. Increased levels of NADP+ activate this pathway, therefore
prolonged oxidative stress could lead to impaired energy metabolism due to the
increased amount of glucose used, especially in the brain. Indeed, mice which were
deficient in neuronal SOD2 died at 4 weeks with severe energy failure and growth
retardation [115].
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Neutrophils can secrete myeloperoxidase, an enzyme that catalyses the degradation
of H2O2 to HOCl (see Figure 1.1), which can oxidise proteins of the extracellular
matrix (ECM; a support structure for cells, for example, collagen in tendons and
ligaments or elastin in blood vessels). High levels of myeloperoxidase are found in
the blood of patients who had had heart attacks [116] and are a predictor of future
adverse cardiac events [117]. Oxidative damage to the ECM by HOCl can disrupt cell
adhesion to the matrix, disrupting normal cell signalling [118, 119].
Hypoxia is the result of too little oxygen being available for oxidative
phosphorylation and occurs in wound healing, ischaemia and cancer [120, 121].
Redox potential becomes more reducing in hypoxic conditions, both intracellularly
[122], and extracellularly [123, 124], presumably due to the increase in the production
of NADPH via the pentose phosphate pathway. Paradoxically, hypoxia is also
associated with an increase in ROS [46, 125], and may upregulate proliferation
through the oxidative inactivation of phosphatases such as PTEN and PTP-1B
[126–128]. Mitochondrial ROS are necessary for cellular adaptation to hypoxia and
the mitochondrial intermembrane space is more oxidised in hypoxia [46], apparently
due to an increase in superoxide production within the ETC [129]. In addition,
NADPH oxidase 2 (Nox2) is upregulated by intermittent hypoxia [130], providing an
additional source of ROS. The transcription factor Nrf2, activated by a more positive
redox potential, not only upregulates expression of antioxidant genes, but is also
involved in tumorigenesis [131]. Therefore it would seem that increased ROS levels
are important in initiating cancer, but increased antioxidant levels prevent a runaway
increase that would lead to cell death.
1.4 Measuring intracellular redox potential
1.4.1 Intracellular biological nanosensors
Intracellular biological nanosensors are an important tool in the biochemist’s arsenal
of techniques for the study of cellular processes. They can provide information about
changes in highly regulated physiological properties critical to cell survival, such as
pH and redox potential, as well as concentrations of oxygen and calcium.
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The most common intracellular nanosensors are those based on fluorescence.
Fluorescence is an established imaging modality that is highly sensitive and can have
excellent spatial resolution [132]. Broadly speaking there are two types of fluorescent
sensors: small-molecule dyes and proteins. Dyes can be synthesised using
well-established chemical routes and their photophysical characteristics are generally
well understood. However, they are not very soluble in water and can cross the cell
membrane, leading to a decrease in signal over time [133–135]. Conjugating the dye
to a nanoparticle substrate can increase the Signal to Noise Ratio (SNR), however
care must be taken that the dye does not dissociate from its substrate. Fluorescent
proteins derived from jellyfish and corals have enabled researchers to develop a
range of proteins, which (through genetic engineering) can be adapted for sensing
specific analytes and targeted to specific organelles. Derivatives have been developed
that are photostable and have a range of excitation/emission wavelengths that allow
spectral multiplexing [136]. However, these genetically encoded sensors are pH
sensitive, so changes in pH need to be taken into account when measuring analytes
other than pH.
One of the problems with fluorescent sensors is photobleaching, where the
fluorescence intensity is degraded due to photon-induced cleavage of the
fluorophore [132] Bioluminescence-based sensors do not require an external source of
excitation and so avoid this pitfall [137]. Examples of such sensors include sensors
for pH [138], Ca2+ [139] and protein-protein interactions [140].
There are, broadly speaking, three categories of intracellular sensor:
Reaction-based: these sensors cannot respond reversibly to changes in the
intracellular environment, due to the output being a permanent change in structure
of the sensor molecule. Such sensors can report on the concentration of the species of
interest in order to discriminate between normal and pathological states, but cannot
monitor changes in concentrations over time. Examples include an H2O2 sensor
where fluorescence emission wavelength is changed by the cleavage of a
hydrophobic boronic ester by H2O2 to generate a hydrophilic alcohol [141] and an
Chapter 1. Introduction 17
Hg2+ sensor where a non-fluorescent spirolactam is converted to a fluorescent
rhodamine by a cyclisation of a thiosemicarbazide [142].
Non-ratiometric - the output of these sensors is the intensity of a single emission
peak, for example the GCaMP Ca2+ sensor has a single emission peak at 510 nm
[143]. However, the intensity is dependent on sensor concentration and variations in
intensity of the excitation source and therefore a change in intensity does not
necessarily correspond to a change in concentration [144].
Ratiometric - the output of these sensors is a ratio of two signals, for example a
fluorophore may show two emission peaks in response to different excitation
wavelengths, or a nanosensor could utilise two fluorophores, whose emission
wavelengths are different [133, 144]. Such sensors can therefore report quantitative
values irrespective of sensor concentration or intensity of excitation source.
The most desirable type of intracellular nanosensor is therefore one that combines a
ratiometric output with a reversible response, as this allows monitoring changes in
the property of interest over time and is independent of absolute sensor
concentration. The following two sections will describe selected examples of the
latest advances in ratiometric nanosensors for reversibly monitoring various
components of intracellular redox potential in live cells.
1.4.2 Reactive oxygen and nitrogen species
As seen in Section 1.1, reactive oxygen species (ROS) and reactive nitrogen species
(RNS) are a by-product of cellular respiration (Figure 1.1) and appear to play an
important role in signalling [145, 146]. In order to understand the roles of these ROS
and RNS better, there is currently a significant effort in developing tools that allow
quantification with good spatiotemporal resolution. This section details some recent
studies where nanosensors have been employed to study ROS and RNS in cells.
HOCl is produced in leucocytes through peroxidation of chloride ions, and is
involved in pathogen destruction [147]. However, unnecessary production of HOCl
can lead to inflammatory problems, as in atherosclerosis, neurodegenerative
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diseases, rheumatoid arthritis and cancer [148]. Peroxynitrite, ONOO–, is formed
from •NO and O2•–, and is highly reactive, oxidising and nitrating proteins and
affecting mitochondrial metabolism, and is also involved in pathogen destruction
[149]. Differentiating peroxynitrite from other ROS is difficult since probes must use
a selective reaction between peroxynitrite and another molecule that doesn’t occur
with other oxidising molecules. Polymeric micelles have been developed that are
optically bright and photostable, and which react selectively for ONOO– over •NO,
O2•–, •OH and ClO– [150]. They have been used to demonstrate that tumour cells
generate a higher concentration of ONOO– compared to normal cells. The generation
of such ROS may underpin the genomic instability that is a hallmark of cancer [151].
Photoacoustic imaging detects the ultrasound waves generated from localised
heating of tissue resulting from near-infrared laser radiation and enables
non-invasive imaging of tissues at high spatial resolution [152]. Pu et al. [153]
designed fluorescent semiconducting polymer nanoparticles that were
photoacoustically active. Coupling these to a ROS-sensitive dye that was selective for
ONOO– and ClO– allowed the detection of increased concentrations of these species
in macrophages stimulated with lipopolysaccharide (LPS) or interferon gamma
(IFN-g). Furthermore, this nanosensor was able to detect in-situ generated ONOO–
and ClO– in living mice injected with zymosan, a polysaccharide that causes
inflammation.
BSA-protected gold nanoclusters conjugated with a •OH specific probe (2-[6-(4´-
hydroxy)phenoxy-3H-xanthen-3-on-9-yl]benzoic acid (HPF)), designed so that HPF
emission reports on •OH and the emission of the nanoclusters acts as a reference
signal, have been used to measure •OH concentrations in HeLa cells [154]. The
nanoclusters displayed a basal level of fluorescence in resting cells and were able to
detect the production of •OH due to LPS stimulation; however pretreatment with
DMSO, an •OH scavenger, resulted in no increase in •OH concentration.
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1.4.3 Redox potential and antioxidants
As discussed in Section 1.1, intracellular redox potential is a balance between ROS
and the antioxidants that degrade them. There are several redox couples within the
cell, with the GSH/GSSG couple being the most abundant and therefore the target
for most nanosensors. This section details some recent studies where nanosensors
have been employed to study those redox couples.
The ‘gold standard’ for ratiometric redox potential measurements is the use of
roGFPs, a green fluorescent protein modified with redox-active surface cysteine
residues [155]. Each excitation maximum corresponds with a distinct oxidation state
of the molecule, thus providing a ratio of oxidised to reduced species from which the
redox potential can be calculated using the Nernst equation. Many roGFPs have now
been engineered to cover different potential ranges and, like other GFP sensors, can
be expressed in the organelle of choice, including the more oxidising environment of
the endoplasmic reticulum [50, 51]. roGFPs sense the redox state of glutathione
through interaction with glutaredoxins [156], and other redox couples are not
thought to affect roGFP redox state [51]. Furthermore, to ensure that changes in
intracellular glutaredoxin levels do not affect sensor readout, a nanosensor has been
developed that fuses roGFP with human glutaredoxin-1 [157]. This also had the
effect of decreasing the equilibration time between nanosensor and the glutathione
redox potential.
Recent advances in this field include the use of light sheet-based fluorescent
microscopy where the plane is illuminated by 2 lasers with different emission
wavelengths, to detect the oxidised and reduced forms of roGFP. The ratio of the
emission intensities at the different excitation wavelengths provides a ratiometric
output of glutathione redox potential. This technique was used to measure the effect
of staurosporine in glioblastoma spheroids (a 3D tissue model), and showed an
increase in oxidation in both the cytoplasm and the mitochondria, with higher levels
in the centre of the spheroids compared to the periphery [158]. In another example of
organelle-specific targeting, expression of a roGFP in the mitochondria of rat islet
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b-cells measured an increase in mitochondrial oxidation on addition of exogenous
H2O2 and on glucose starvation [159].
Cysteine is discriminated from most other amino acids by its strong nucleophilicity,
but it is difficult to distinguish between different thiols, e.g. glutathione and cysteine
using dye-based nanosensors [160]. However, progress has been made in this area
with the development of fluorescent nanosensors that use the cysteine-mediated
cleavage of an acrylic acid moiety [161] or cysteine-mediated spirocyclisation [162].
Since the reaction requires the presence of a free amine adjacent to the sulfhydryl,
these nanosensors are specific to free cysteine and homocysteine, and are unreactive
when cysteine is incorporated in a larger peptide or protein such as glutathione.
1.4.4 Our approach
Fluorescent nanosensors have been an invaluable tool in the measurement of
analytes and especially in the elucidation of Ca2+-mediated signalling. However, the
drawbacks of using fluorescent nanosensors include problems with photostability,
photobleaching and cell autofluorescence at visible wavelengths. Furthermore, for
investigating parameters such as redox potential, which is not an analyte, but a
consequence of the concentrations of ROS and antioxidants, measuring the
contribution of all the individual species is not feasible.
Our approach bypasses the problems involved in calculating global redox potential
from individual redox couples. Our group has designed redox active reporter
molecules based on quinones, which are active over a wider range of redox potentials
then roGFPs [163]. These reporters change bond order depending on whether they
are oxidised or reduced. Changes in the polarisation of bonds can be detected by
Raman spectroscopy (described in the next section), thus allowing spectral
discrimination between the oxidised and reduced forms of the reporter molecule. By
covalently attaching our reporter molecules to gold nanoshells the Raman signal is
amplified by up to 108 [164], a technique called surface-enhanced Raman
spectroscopy (SERS). By recording spectra at different redox potentials using a
potentiostat, a calibration curve can be obtained that shows how the SERS spectrum
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changes in response to local redox potential changes. [163]. Our method does not
suffer from photostability or photobleaching problems and also does not require the
time-consuming expression of fluorescent proteins in cells. Furthermore, the use of
infrared wavelengths minimises phototoxicity and cellular autofluorescence.
1.5 Raman spectroscopy
Spectroscopy is a technique for investigating the interaction of electromagnetic
radiation with matter. Vibrational spectroscopy is a form of spectroscopy that detects
the vibrations of bonds within molecules and can be used to determine the identity
and structure of molecules. Raman spectroscopy is a type of vibrational spectroscopy
that detects vibrations that alter the polarisability of the electron cloud, for example
the symmetrical stretch in CO2. When molecules are irradiated by laser light, the
surrounding electron cloud can absorb photons and be transferred to a higher energy
state, called a virtual state. Most of the time, the photons are then re-emitted at the
same wavelength as those absorbed – this is called elastic, or Rayleigh, scattering
(Figure 1.9). This is because the virtual state does not last long enough for the nucleii
to move [165]. Sometimes, however, the nuclei do move, in which case energy is
transferred from the photons to the molecule, and the re-emitted photons are of a
different energy to the incident photons - this is inelastic, or Raman, scattering. There
are two types of Raman scattering: in Stokes scattering, the molecule emits a photon
of lower energy than that absorbed, and the molecule relaxes to a higher vibrational
state than it was in previously. In the more rare anti-Stokes scattering, the emitted
photon is of greater energy as the molecule has to be in an excited vibrational state
prior to absorbing the photon [166]. Anti-Stokes scattering is rare because most
molecules are in their ground vibrational state at room temperature. The vibration of
different molecular bonds results in different amounts of inelastic scattering, so the
difference in energies between incident and scattered photons is characteristic for
certain types of bond [165]. Therefore each molecular species will have a
characteristic Raman spectrum of peaks due to scattering by combinations of
different bond vibrations. Also, different bonds within a molecule are polarisable to


















Figure 1.9: Energy-level diagram showing different scattering processes and those associated
with fluorescence. Upward arrows indicate the energy of the absorbed photon, downward
arrows indicate the energy of the scattered photon. In Rayleigh scattering, the emitted photon
has the same energy as the absorbed photon, while in Raman scattering the emitted photon
has a lower energy (Stokes scattering) or a higher energy (anti-Stokes scattering). Visible
wavelengths can excite electrons to energies higher than the virtual states and can result in
fluorescence.
different degrees - the more polarisable a bond, the more intense the Raman peak due
to that bond vibration [166].
Raman spectroscopy is particularly useful for biological applications because water is
a weak Raman scatterer, due to hydrogen bonding [165]. However, at visible
wavelengths electrons in many biological molecules can be excited to a electronic
state that is higher in energy than the virtual state, causing fluorescence which can
overwhelm the signal from Raman scattering [166] (Figure 1.9). At near infra-red
(NIR) wavelengths the lower energy photons are much less likely to excite electrons
to a higher electronic state, so even though the intensity of Raman scattering
decreases with increasing wavelength of incident light, the reduction in the intensity
of the fluorescence is greater in its effect on the measurable signal. Furthermore
molecules absorb NIR wavelength photons with less efficiency than visible
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wavelength photons, so the laser power can be higher, offsetting the intensity
reduction somewhat. For this reason the gold nanoshells used by the group are
resonant at the NIR wavelength of 785 nm.
1.5.1 Surface-enhanced Raman spectroscopy
Stokes scattering is quite rare (only 1 in 106–1010 photons)[164], with typical Raman
cross-sections being of the order of 10-30 to 10-25 cm2 per molecule, compared to 10-17
to 10-16 cm2 per molecule in fluorescence spectroscopy[167]. In the 1970s it was
discovered that the Raman signal of pyridine was increased by a factor of 106 when
adsorbed onto a roughened silver surface [168, 169]. Surface-enhanced Raman
spectroscopy (SERS) is of particular use in biosensing, where the analyte of interest is
adsorbed onto a metal nanoparticle, and it is also able to detect single molecules
[167, 170, 171].
There are two types of enhancement with their exact mechanisms and the relative
contributions of each still under debate [172], but the main component is
electromagnetic enhancement. When a metal nanoparticle is irradiated with light, the
valence d electrons at the surface are induced to oscillate with the electric field of the
incident light (Figure 1.10). This is known as localised surface plasmon resonance
and increases the electric field at the surface. The oscillation and electric field increase
is induced most efficiently at a certain wavelength of light determined by the metal
as well as the shape and size of the nanoparticle, so by varying these factors metal
nanoparticles can be tuned to be resonant at particular wavelengths [166, 173]. The
increase in electric field increases the polarisation of the electron cloud around
molecules adsorbed onto the metal nanoparticle, thus making Raman scattering more
likely. The electromagnetic enhancement is increased further if the metal
nanoparticles are aggregated, with so-called ’hot spots’ at the junction between
nanoparticles producing the greatest enhancement [165]. Surface enhancement is a
distance dependent effect - the electric field surrounding a spherical nanoparticle
decreases with (a/r)3, where a is the radius of the nanoparticle and r is the distance













Figure 1.10: Electromagnetic enhancement in SERS. Surface electrons on the metal
nanoparticle are induced to oscillate in line with the electric field (E) of incident light, known
as localised surface plasmon resonance. This oscillation increases the electric field
experienced by the molecule, increasing its polarisability and consequently the Raman signal.
Adapted from [166].
from the surface [166]. This distance dependence makes SERS a very sensitive
detection technique.
The second type of enhancement is called chemical or charge transfer enhancement.
Binding of an analyte molecule to the nanoparticle changes the electron distribution
of both as the molecular orbitals interact and electrons can be exchanged between the
two [166]. This exchange can be from the Fermi level of the metal to the lowest
unoccupied molecular orbital (LUMO) of the analyte molecule, or from the highest
occupied molecule orbital (HOMO) of the analyte molecule to the Fermi level of the
metal [174] (Figure 1.11). Such exchanges increase the polarisability of the electron
cloud surrounding the molecule, increasing the Raman signal. This has a much
smaller effect on enhancement than does electromagnetic enhancement, although the
relative contributions of each depend on the nature of the nanoparticle and analyte
molecule [172].
1.6 Project scope
Intracellular redox potential is of critical importance in cell function and survival and
is tightly regulated through the independent activity of various redox couples. Most
current methods of measuring redox potential rely on the GSH/GSSG couple, as this












Figure 1.11: Chemical (or charge transfer) enhancement in SERS. Adsorption of an analyte
molecule onto a metal nanoparticle allows the transfer of electrons between the HOMO of the
molecule and the Fermi level of the metal, or between the Fermi level of the metal and the
LUMO of the molecule. Adapted from [165].
pool is the most abundant and provides the greatest number of reducing equivalents.
However, these methods do not take into account contributions from other redox
couples, whose ratios can vary independently of the GSH/GSSG couple. Previous
work by the group has shown that gold nanoshells can be taken up by mouse
fibroblasts and are non-toxic [175]. Nanoshells coated with redox-sensitive reporter
molecules are also non-toxic in this cell line and enable the non-invasive
measurement of intracellular redox potential without affecting it [163]. These
nanosensors have been used to show the correlation between redox potential and
caspase activity during apoptosis.
The initial aim of this project was therefore to extend the group’s previous work into
a more pathologically relevant cell line, and standardise the procedures involved.
The cell line chosen was the A549 carcinoma human alveolar basal epithelial cell line,
which is used not only as a model of lung cancer [176, 177], but also in studies of
inflammation [178] and nanoparticle toxicity [179, 180]. The change in intracellular
redox potential in response to metal nanoparticle toxicity was then investigated.
Many studies have focussed on intracellular redox potential under conditions of
oxidative stress, but there are fewer on redox potential under hypoxic conditions.
The increase in NADH and NADPH in hypoxia should decrease the redox potential
and work by the group has shown that this is the case in chemically induced hypoxia
[122]. However, in order to measure redox potential in cells subject to hypoxia, the
oxygen concentration must be precisely controlled during the acquisition of SERS
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spectra. Therefore the final aim of this project was to construct a specialised imaging
chamber to allow measurements of redox potential to be carried out at various
oxygen concentrations.
Chapter 2: Methods
2.1 Functionalisation of nanoshells (NS)
2.1.1 NQ-NS
1–2 mg of 1,8-diaza-4,5-dithia-1,8-di(2-chloro-[1,4]-naphthoquinone-3-yl)octane (NQ)
was dissolved in 100% ethanol, then heated and sonicated for 30 min before being
filtered through cotton wool. The filtrate was then heated and sonicated for a further
10 min before being filtered through cotton wool for a second time. This filtrate was
then filtered through a Millex GP PES 33 mm 0.22 mm filter (Millipore) and diluted
10-fold with sterile filtered water (Sigma Aldrich), before being added to
2.2 × 109 gold nanoshells (Nanospectra Biosciences Ltd) and incubated overnight at
room temperature. The nanoshells were then washed 3 times with sterile filtered
water, with ~200 ml of water being left after each wash. The nanoshells have a peak
absorbance at ~780 nm, with an absorbance of 1 corresponding to 2.2 × 109 NS/ml.
Absorbances were measured with a Cary 50 UV-Vis spectrophotometer and spectra
recorded from 200–900 nm.
2.1.2 AQ-NS
1-2 mg of bis-(2-anthraquinone carboxamide) (AQ) was dissolved in 1% dimethyl
sulfoxide (DMSO), filtered through cotton wool twice and then filtered through a
Millex GP PES 33 mm 0.22 mm filter (Millipore). The filtrate was added to
2.2 × 109 gold nanoshells (Nanospectra Biosciences Ltd) and incubated overnight at
room temperature in foil. The nanoshells were then washed 3 times with sterile
filtered water, with ~200 ml of water being left after each wash. The nanoshells have a
peak absorbance at ~780 nm, with an absorbance of 1 corresponding to
2.2 × 109 NS/ml. Absorbances were measured with a Cary 50 UV-Vis
spectrophotometer and spectra recorded from 200–900 nm.
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2.1.3 MBA-NS
1-2 mg of para-mercapto benzoic acid (MBA) was dissolved in 100% ethanol, filtered
through cotton wool twice and then filtered through a Millex GP PES 33 mm 0.22 mm
filter (Millipore) and diluted 10-fold with sterile filtered water (Sigma Aldrich),
before being added to 2.2 × 109 gold nanoshells (Nanospectra Biosciences Ltd) and
incubated overnight at room temperature in foil. The nanoshells were then washed
3 times with sterile filtered water, with ~200 ml of supernatant being left after each
wash. The nanoshells have a peak absorbance at ~780 nm, with an absorbance of 1
corresponding to 2.2 × 109 NS/ml. Absorbances were measured with a Cary 50
UV-Vis spectrophotometer and spectra recorded from 200–900 nm.
2.2 Cell culture
A549 cells were grown as monolayers in Dulbecco’s modified Eagle’s medium
(DMEM), supplemented with 10% heat-inactivated foetal bovine serum (FBS),
10,000 units/ml penicillin/streptomycin and 200 mM L-glutamine (all Life
Technologies) (complete medium). NQ-NS incubation was carried out in serum-free
medium, i.e. complete medium lacking FBS. Cells were grown in an incubator at
37 ºC with a humidified 5% CO2 atmosphere.
2.3 Cytotoxicity assays
2.3.1 Lactate dehydrogenase assay
A549 cells were plated at a density of 6.25 × 104 cells/well in 24-well TC-surface
treated plates. The following day the medium was replaced with serum-free medium
for 1.5 hours before overnight incubation with various concentrations of NQ-NS
(range 0-500 fM). Cells were washed twice with phosphate-buffered saline (PBS) to
remove any NQ-NS not taken up by the cells. Triton-X 100 (the positive control) was
added at a final concentration of 0.1% to cells containing no NQ-NS and the plates
incubated for 20 min at 37 ºC and 5% CO2. The supernatant was then removed for
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assaying with LDH cytotoxicity detection kit (Roche) as per the manufacturer’s
instructions.
2.3.2 alamarBlue®
A549 cells were plated at a density of 6.25 × 104 cells/well in 24-well TC-surface
treated plates. The following day the medium was replaced with serum-free medium
for 1.5 hours before overnight incubation with various concentrations of NQ-NS
(range 0-500 fM). Cells were washed twice with PBS to remove any NQ-NS not taken
up by the cells. Triton-X 100 (the positive control) was added at a final concentration
of 0.1% to cells containing no NQ-NS and the plates incubated for 20 min at 37 ºC and
5% CO2. The cell layer was assayed with alamarBlue® (Life Technologies) as per the
manufacturer’s instructions.
2.3.3 Fluorescence-activated cell sorting (FACS)
A549 cells were plated at a density of 6.25 × 104 cells/well in 24-well TC-surface
treated plates. The following day the medium was replaced with serum-free medium
for 1.5 hours before overnight incubation with various concentrations of NQ-NS
(range 0-500 fM). 8 mM staurosporine (the positive control; Sigma Aldrich) was added
to cells containing no NQ-NS and the plates incubated for 4 hours at 37 ºC and 5%
CO2. The supernatant was transferred to labelled FACS tubes (BD Biosciences) and
the cell layer rinsed with cold PBS (Sigma Aldrich) before being harvested in 150 ml
0.05% Trypsin/EDTA (PAA) for 3 min at 37 ºC and 5% CO2. 0.5 ml/well complete
medium was then added and the cells transferred to their respective FACS tubes. The
cells were then washed in 1 ml PBS and then in 1 ml 2 mM calcium chloride in Hanks
Balanced Salt Solution (HBSS) (PAA), before being resuspended in 400 ml 0.001%
Annexin V conjugated to Alexa488 (Molecular Probes) in 2 mM calcium chloride in
HBSS. After initial analysis by FACS, 1 ml of 1 mg/ml propidium iodide (Molecular
Probes) was added to each tube and the FACS analysis repeated.
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2.3.4 Statistics and data analysis
Differences between NQ-NS concentration compared to negative control were tested
using one-way analysis of variance (ANOVA), followed by the Bonferroni multiple
comparison test. Individual p values and significance levels are reported in each
figure.
Models for fitting data using nonlinear regression were compared using the F-test.





where SS1 is the sum of squared residuals for one model and SS2 is the sum of
squared residuals for the second model. For models with different numbers of
parameters the F-statistic was calculated as:
F =
(SS1   SS2)/(DOF1   DOF2)
SS2/DOF2
(2.2)
where SS1 and DOF1 are the sum of squared residuals and degrees of freedom,
respectively, of the model with fewer parameters, and SS2 and DOF2 are the sum of
squared residuals and the degrees of freedom, respectively, of the model with more
parameters. Individual p values are reported in each table.
2.4 Transmission electron microscopy (TEM)
A549 cells were plated at a density of 2 × 105 cells/well in 6-well TC-surface treated
plates. The following day the medium was replaced with serum-free medium for
1.5 hours before overnight incubation with 200 fM NQ-NS. Cells were washed twice
with PBS and fixed for 20 min in pre-warmed 3% (v/v) glutaraldehyde in 0.1 M
sodium cacodylate buffer. Cells were then transferred into 2 ml microcentrifuge
tubes, centrifuged and the pellet washed three times with 0.1 M sodium cacodylate
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buffer. The pellet was then incubated overnight with 1% (w/v) osmium tetroxide in
0.1 M sodium cacodylate buffer. The cells were washed with 0.1 M sodium
cacodylate buffer, dehydrated with acetone (50-100%, in steps of 50%, 70%, 90% and
100%) and embedded in epoxy resin. Ultra-thin sections of the sample were taken
using a diamond knife, positioned on grids and stained with 2% aqueous uranyl
acetate. The grids were examined and photographed at an accelerating voltage of
80 keV in a CM120 Biotwin (Philips) transmission electron microscope connected to a
digital camera.
2.5 Surface-enhanced Raman spectroscopy
2.5.1 Preparation of cells
A549 cells were plated at a density of 2 × 105 cells/dish on 35 mm diameter
glass-bottomed imaging dishes (Greiner Bio-One). The following day the medium
was replaced with serum-free medium for 1.5 hours before overnight incubation with
200 fM NQ-NS, AQ-NS or MBA-NS. Cells were washed twice with PBS and 3 ml
complete medium added, before performing Raman spectroscopy.
2.5.2 Metal nanoparticle treatment
A549 cells were plated at a density of 2 × 105 cells/dish on 35 mm diameter
glass-bottomed imaging dishes (Greiner Bio-One). The following day the medium
was replaced with serum-free medium for 1.5 hours before overnight incubation with
200 fM NQ-NS. Cells were washed twice with PBS and 3 ml complete medium
added. Cells were then either treated with 0.5 mg/ml AgNP, 0.5 mg/ml ZnONP or
30 mM AAPH (positive control) or were left untreated. Cells were incubated at 37 ºC
and 5% CO2 until Raman spectroscopy was performed at 0, 1, 2, 3 and 4 hours after
treatment. Spectra were acquired from each sample for 1 hour. Spectra were
processed with customised scripts in Matlab to determine redox potential, as
described in Chapter 4. Differences in redox potential between treatment groups and
the negative control were tested using ANOVA followed by the Holm-Šidák multiple
comparison test.











Figure 2.1: Schematic of a Raman spectrometer. Laser light is focussed onto the sample via
mirrors and the microscope objective. Scattered light is collected by the objective, filtered and
focussed onto a CCD camera via a diffraction grating.
2.5.3 Spectra acquisition
Raman spectroscopy was performed with a Renishaw InVia Reflex microRaman
spectrometer with a 785 nm diode laser. A schematic of the setup is shown in
Figure 2.1. Spectra were acquired between a Stokes Raman shift range of
1350-1800 cm-1.
Single spectra were acquired with a 50× Olympus super long working distance
objective (NA = 0.45) to give a focal diameter of 2.1 mm using a point focus lens, and a
power density at the sample of 66 mW mm-2. The integration time was 30 s unless
specified otherwise.
SERS maps from cells were obtained with a 50× Olympus super long working
distance objective (NA = 0.45) to give a line with dimensions 24.95 × 2.1 mm using a
line focus lens. Raster scans were performed with a computer controlled x,y-stage, a
step size of 5 mm, an integration time of 3 s and a power density at the sample of
330 mW mm-2. The co-ordinates of signals from nanosensors were recorded and
further Raster scans were performed centred on these co-ordinates with a step size of
1 mm, an integration time of 30 s and a power density at the sample of 66 mW mm-2.
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Raman spectroscopy was also performed with an Ocean Optics QE65 Pro detector, an
Ocean Optics RPB probe and a 785 nm Innovative Photonic Solutions Fat Boy Laser.
The focal diameter of the laser beam was 100 mm, giving a power density at the
sample of 38 mW mm-2. The integration time was 30 s.
Spectra were processed with customised scripts in Matlab, as described in Chapter 4.
2.6 Polydimethylsiloxane devices
Glass microscope slides were cut into three equal pieces and sonicated in dH2O and a
small amount of detergent for 30 min. The glass pieces were then rinsed with dH2O
and sonicated in dH2O for a further 10 min, before being cleaned with air plasma in a
PP Plasma Prep III Plasma Etcher (SPI) for 60 min. Nail varnish was carefully applied
to the glass pieces to mark the position of each well and dried under N2. Sylgard®
182 Silicone Elastomer base and curing agent (both Dow Corning) were combined in
a 10:1 ratio and mixed thoroughly before being poured into the petri dish containing
the glass pieces and then vacuum degassed. The petri dish was then heated to 85 °C
for 2 hours. The following day the cured PDMS was cut to the shape of the glass
pieces and wells were cut over the nail varnish marks. The nail varnish was removed
with acetone and the wells rinsed with ddH2O.
Devices were cleaned with air plasma for 10 min immediately prior to plating cells.
A549 cells were plated at a density of ~2.5 × 103 cells/well and the well filled with
culture medium. The following day the medium was replaced with serum-free
medium for 1.5 hours before overnight incubation with 200 fM NQ-NS. Cells were
washed twice with PBS and enough complete medium added to entirely fill the well.
18 mm diameter No. 1 glass coverslips were incubated with 0.1 mg/ml poly-L-lysine
(PLL) in PBS for 2 hours then washed twice with ddH2O and left to dry.
2.2 × 107 NQ-NS were dried onto the PLL-coated coverslips and the coverslip placed
on top of the well to form a seal. Intracellular SERS maps were acquired as described
in Section 2.5 above, with the device inverted to minimise obstruction to the laser.
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Single extracellular SERS spectra were acquired using the point focus lens with a
power density at the sample of 66 mW mm-2and an integration time of 30 s.
Chapter 3: Optimisation
3.1 Introduction
Previous work in the group had established proof of principle in designing and
constructing intracellular nanosensors consisting of redox active reporter molecules
adsorbed onto gold nanoshells (Section 1.6). The nanosensors had been tested in
NIH/3T3 murine fibroblast cells, so in order to extend the method into cell types that
are more relevant in human disease they required evaluation in more relevant human
cell lines. Studies of nanoparticle uptake have shown that amount and method of
internalisation vary between different cell types [181, 182]. IC50 toxicity values (in
terms of growth inhibition) and also vary, indicating that a concentration toxic in one
cell type may be non-toxic in another. Therefore nanosensors should be evaluated for
toxicity and uptake separately in each cell type used. In this thesis the A549
carcinoma human alveolar basal epithelial cell line was chosen as it is used in models
of squamous non-small cell lung cancer [176, 177], lung inflammation [178] and
nanoparticle toxicity [179, 180]. 30-35% of lung cancers are squamous non-small cell
lung cancer [183]. Alveolar basal epithelial cells are found in the alveoli (air sacs) of
mammalian lungs [184] and form a single-cell layer separating the interior of the
alveoli from blood capillaries. Although they are the barrier between inhaled air and
the blood supply, they are also very thin in order to facilitate the movement of
oxygen, carbon dioxide and water into and out of the lungs. Overall, therefore the
A549 cell line provides an ideal model in which to assess the performance of our
nanosensors.
In this chapter, the process of functionalisation of 150 nm diameter gold nanoshells
with a reporter molecule is optimised, the toxicity and intracellular location of the
nanosensors in A549 cells is investigated and a rapid, reproducible method of
locating the nanosensors and acquiring SERS spectra from them developed.
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3.2 NQ functionalisation of gold nanoshells
Previous work indicated that functionalisation of gold nanoparticles with 1 mM
1,8-diaza-4,5-dithia-1,8-di(2-chloro-[1,4]-naphthoquinone-3-yl)octane (hereafter
referred to as NQ) should be carried out in 10% ethanol in water, but the procedure
had not been standardised. A 1 mM solution of NQ cannot be achieved in this
solvent, or indeed in 100% ethanol, even after heating and sonicating, and NQ then
precipitates on dilution with water.
The concentration of the NQ solution was decreased to 100 mM as at this
concentration NQ dissolved better in 100% ethanol, although not fully. Filtration
through cotton wool did not remove all undissolved particles of NQ (Figure 3.1).
Further filtration through a 0.22 mm filter removed more undissolved particles and
adding water to give a final concentration of 10% ethanol did not cause any visible
precipitation. Nanoshells incubated overnight with this solution gave a similar
redshift in the UV-visible absorption spectrum to that previously reported,
suggesting that the nanoshells were successfully functionalised [185]. The nanoshells
have a peak absorbance at ~780 nm; after functionalisation this resonance is slightly
redshifted, due to the higher refractive index of adsorbed NQ compared to water
(Figure 3.2).
The nanosensors are to be used in cells, therefore it is important to remove
undissolved particles to avoid any potential toxicity of free NQ. Overnight
incubation of nanoshells with NQ was followed by two centrifugation and wash
steps (using ddH2O) to remove unbound NQ. UV-visible absorption spectra showed
that some loss of functionalised nanoparticles occurred during these wash steps
(Figure 3.3 top). Upon centrifugation, the nanoshells do not form a stable pellet,
leading to the unwanted removal of nanoshells whilst pipetting off the supernatant.
Leaving ~200 ml of supernatant in the tube and adding an extra wash step reduced
the loss and still removed unbound NQ (Figure 3.3 bottom). The standardised
protocol is given in Section 2.1.1.
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Figure 3.1: Representative 500× white light microscope images of bare nanoshells (top),
NQ-functionalised NS filtered twice through cotton wool (middle) and filtered additionally
through a 0.22 mm filter (bottom). 10 ml of each sample was dried onto a glass coverslip. Scale
bar = 10 mm.
Chapter 3. Optimisation 38
Figure 3.2: UV-visible absorption spectrum of bare and NQ-functionalised nanoshells
showing redshift in the peak absorbance of the nanoshells upon functionalisation with NQ.
Figure 3.3: Top: UV-visible absorption spectrum showing the decrease in concentration of
nanoshells due to loss after washing. Bottom: UV-visible absorption spectrum showing a
smaller decrease in concentration after more careful wash steps. The functionalised
nanoshells have a peak absorbance of ~790 nm and the peak height is related to their
concentration [186].
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3.3 Cytotoxicity
There are two main forms of cell death: apoptosis and necrosis. Apoptosis is a highly
regulated process that can be initiated in response to various stresses such as glucose
deprivation, heat stress or hypoxia, but is also necessary in development (for
example in the formation of fingers and toes). The apoptotic pathway leads to the
controlled breakdown of cellular components into membrane-enclosed apoptotic
bodies, which are then phagocytosed by macrophages [187]. Necrosis can be
triggered by the same factors as apoptosis as well as infection or bacterial toxins, but
instead leads to uncontrolled rupture of the cell membrane and consequent release of
cellular components into the extracellular medium, leading to inflammation.
Apoptosis does not lead to inflammation unless it occurs on a large scale or
phagocytic activity is deficient [188]. Nanoshells functionalised with NQ (hereafter
referred to as NQ-NS) were incubated overnight in serum-free media with A549 cells,
as previous work by the group has shown that nanoshell uptake by cells is increased
in serum-free media [175]. In order to investigate whether NQ-NS are toxic in A549
cells the following assays were performed after overnight incubation with NQ-NS.
3.3.1 Lactate dehydrogenase assay
Lactate dehydrogenase (LDH) is a stable intracellular enzyme that reduces NAD+ to
NADH in the conversion of lactate to pyruvate. It is released upon rupture of cells
undergoing apoptosis or necrosis, therefore measuring the amount of LDH in the
medium of cultured cells gives an indication of membrane integrity and whether cell
death has occurred. The assay uses a tetrazolium salt that reacts with NADH
stoichiometrically to form red-coloured formazan (Figure 3.4), the absorbance of
which can be measured with a spectrophotometer at 490 nm to give a readout of
concentration. The tetrazolium salt is unable to penetrate the cell membrane,
therefore only the amount of LDH in the culture medium is measured, indicating the
degree of cell death. After overnight incubation with NQ-NS, A549 cells were
washed twice with PBS to remove any NQ-NS that had not been taken up. 0.1%
Triton X was then added to positive control wells in order to disrupt the cell


























Figure 3.4: Scheme showing the principle behind the lactate dehydrogenase assay. The
tetrazolium salt cannot penetrate cell membranes. However, during apoptosis or necrosis
lactate dehydrogenase is released into the culture medium, where it reduces NAD+ to NADH.
The NADH generated reacts with the tetrazolium salt to form formazan, the absorbance of
which can be measured with a spectrophotometer to give a readout of concentration.
membrane, and the plates incubated for 20 min at 37 ºC and 5% CO2. The
supernatant was then removed for assaying with LDH cytotoxicity detection kit
(Roche) as per the manufacturer’s instructions.
The cytotoxicity of various concentrations of NQ-NS is shown in Figure 3.5. None of
the concentrations of NQ-NS used caused a significant change in absorbance at
490 nm compared to the negative control. The absorbance for the positive control,
0.1% Triton X, is not shown as it was too high to be measured quantitatively.
3.3.2 alamarBlue® assay
Resazurin is a non-toxic, cell-permeable molecule that is continually reduced to
resorufin in viable cells through electron donation from intracellular redox cofactors
such as NADPH and FADH and also cytochromes [189]. In less healthy cells this
reduction is performed at a slower rate compared to healthy cells. The alamarBlue®
assay measures the conversion of blue resazurin to red resorufin (Figure 3.6).
Measuring the absorbance of resorufin spectrophotometrically at 570 nm indicates
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Figure 3.5: NQ-NS do not affect membrane integrity in A549 cells as measured by the lactate












Figure 3.6: Scheme showing the principle behind the alamarBlue® assay. Blue resazurin is
reduced to red resorufin by intracellular redox cofactors and cytochromes. The absorbance of
resorufin can be measured spectrophotometrically at 570 nm; the higher the absorbance, the
more metabolically active the cells are.
whether cells are healthy, as the lower the absorbance the less metabolically active the
cells are. The non-toxic nature of resazurin allows the monitoring of live cell cultures
over an extended period of time, in contrast to the LDH assay where the supernatant
is removed for analysis, or the MTT assay where the insoluble formazan generated is
toxic to cells. After overnight incubation with NQ-NS, A549 cells were washed twice
with PBS to remove any NQ-NS that had not been taken up. 0.1% Triton X was then
added to positive control wells in order to disrupt the cell membrane, and the plates
incubated for 20 min at 37 ºC and 5% CO2. The cell layer was then assayed with
alamarBlue® (Life Technologies) as per the manufacturer’s instructions.
Figure 3.7 shows that the viability of cells treated with different concentrations of
NQ-NS is not significantly different to the viability of healthy cells.
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Figure 3.7: NQ-NS do not affect cell viability in A549 cells as measured by the alamarBlue®
assay. Error bars represent the standard error of the mean (+ve: 0.1% Triton X; n = 3,
*** p < 0.001, ns: p > 0.05)
3.3.3 Fluorescence-activated cell sorting (FACS)
In the early stages of apoptosis, the cell membrane remains intact, but
phosphatidylserine molecules translocate from the inner face of the cell membrane to
the outer face. The protein Annexin V preferentially binds to phosphatidylserine
over other phospholipids in a calcium-dependent manner. By conjugating Annexin V
with the green fluorescent dye Alexa 488, the cells can be fluorescently labelled to
provide a measure of early-stage apoptosis.
Propidium iodide is a fluorescent dye that intercalates with DNA and RNA, but is
excluded from viable or early-stage apoptotic cells, which have an intact membrane.
Measuring the increase in fluorescence due to intercalation can be used to quantify
late-apoptotic or necrotic cells, when the cell membrane is compromised and
propidium iodide is able to enter the cells and access DNA or RNA.
The capacity of NQ-NS to cause apoptosis and/or necrosis was investigated using
flow cytometry. After overnight incubation with NQ-NS, A549 cells were washed
twice with PBS to remove any NQ-NS that had not been taken up. 8 mM
staurosporine was added to positive control wells and the plates incubated for
4 hours at 37 ºC and 5% CO2. Cells and supernatant were transferred to FACS tubes,
washed in 1 ml PBS and then in 1 ml 2 mM calcium chloride in Hanks Balanced Salt
Solution (HBSS), before being resuspended in 400 ml 0.001% Annexin V conjugated to
Alexa488 in 2 mM calcium chloride in HBSS. Cells were then passed single-file




Figure 3.8: FACS analysis of NQ-NS in A549 cells. (a-d): the x-axis for each graph shows the
intensity of Alexa488-labelled Annexin V and the y-axis shows the intensity of propidium
iodide. Quadrants correspond to (clockwise from top left): necrotic cells; necrotic & apoptotic
cells; apoptotic cells; viable cells, with the percentage of cells in each quadrant given. (a):
untreated cells; (b): cells treated with 8 mM staurosporine for 4 hours; (c): cells treated
overnight with 50 fM NQ-NS; (d): cells treated overnight with 500 fM NQ-NS; (e) viability of
cells at different concentrations of NQ-NS. Error bars represent the standard error of the
mean (STS: 8 mM staurosporine for 4 hours; n = 3; * p < 0.01, ns: p > 0.05).
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through one or more laser beams and the fluorescence intensity from
Alexa488-labelled Annexin V was recorded. 1 mg/ml propidium iodide was then
added to each tube, the cells were then passed single-file through one or more laser
beams and the fluorescence intensity from propidium iodide was recorded. The
intensities for the cell population can be displayed on a dot plot, as in Figure 3.8,
which shows that NQ-NS cause no change in either propidium iodide or Annexin V
staining at concentrations of up to 500 fM compared with untreated cells.
3.4 Intracellular localisation of NQ-NS
It is important to know the final location of NQ-NS after they have been taken up by
the cell. Studies have shown that nanoparticles can have a variety of fates after
endocytosis (reviewed in [190, 191]), so it is therefore possible that the redox potential
inside lysosomes or vesicles instead of the cytoplasm is measured with SERS.
The final location within cells of NQ-NS was investigated with transmission electron
microscopy (TEM). TEM is a microscopy technique where a very thin section of the
sample is irradiated with electrons, producing higher resolution images than with
light. Gold and other heavy metals present in the sample absorb electrons, thus
appearing as a black area on the image. Cells were prepared as detailed in
Section 2.4. Figure 3.9 shows NQ-NS free in the cytosol and not enclosed within any
visible structures, indicating that they were not inside vesicles. Therefore it appears
that the redox potential measured inside cells is that of the cytoplasm. A
concentration of 200 fM NQ-NS enabled most cells to take up  1 nanosensor.
Chapter 3. Optimisation 45
Figure 3.9: Representative TEM images of NQ-NS (marked with arrows) inside A549 cells,
showing that NQ-NS are free in the cytoplasm and not encased in vesicles.
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3.5 Acquisition of SERS spectra
The microscope objective used with the Renishaw inVia Reflex microRaman system
is a super long working distance objective with a numerical aperture of 0.45, limiting
the resolution to 600 nm, with a field of view under white light illumination of
125 × 100 mm. The nanosensors used in this thesis are 150 nm in diameter so use of
this objective prevents the visual identification of nanosensors in cells, therefore a
method to quickly and reliably locate the nanosensors is required. The spectrometer
is equipped with a line focus lens that allows collection of light from a line instead of
from a point on the sample (Figure 3.10). The scattered light from the line is collected
onto a CCD camera and can be separated into vertical bins of 1, 3, 7 and 21 spectra,
allowing for spatial resolution along the line. The instrument software allows the
user to define a grid over an area of the sample and select the distance between each
point on the grid in the x-axis and the number of bins (1, 3, 7 or 21).
Non-confluent A549 cells have a diameter of up to 40-60 mm, resulting in an area of
5,000-11,000 mm2, so a large number of acquisitions are required to obtain Raman
spectra from the whole cell (96-210 for the areas quoted). In addition, an integration
time of 30 seconds is necessary to obtain spectra with a sufficiently high
signal-to-noise ratio (SNR) from which to determine redox potential. Therefore,
obtaining spectra covering an entire cell could take a prohibitively long time,
especially where the goal is to monitor changes in redox potential over time.
However, as nanosensors are not found in great numbers in cells (Section 3.4), it is not
necessary to obtain high SNR spectra from the entire cell, only the parts that contain
nanosensors. Therefore using a high laser power with a short integration time was
investigated as a method of rapidly locating NQ-NS within a cell, so that high SNR
spectra could be obtained from just the immediate vicinity of the nanosensor. Both
laser power and integration time have an effect on SNR: a higher laser power can be
used with a shorter integration time to resolve a signal, albeit with low SNR. With
biological samples it is especially important that the laser power and integration
times used do not damage the samples, therefore a trade-off is required between the
two in order to maintain cell viability yet obtain spectra with a sufficiently high SNR.
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24.95  μm
2.1 μm 2.1 μm
Figure 3.10: Difference in area of sample covered by point focus lens (left) and line focus lens
(right). The focal diameter of the point focus lens is 2.1 mm, whereas the line focus lens covers
an area of 2.1 × 24.95 mm. The CCD image produced using the line focus lens can be
separated into 1, 3, 7 or 21 bins, providing vertical resolution. More of the sample can be
covered with the same integration time with the line focus lens than with the point focus lens:
in this diagram 3 acquisitions using the line focus lens covers a larger area than 9 acquisitions
using the point focus lens, and produces a total of 3, 9, 21 or 63 spectra depending on the
number of bins per line chosen.
In order to accomplish this, it was first necessary to establish the shortest integration
time at the lowest laser power to obtain a signal from NQ-NS distinguishable above
background. Then the minimum distance for the step in the x-axis in order to still
obtain signals was determined.
Figure 3.11 shows the effect of varying laser power and integration time with the aim
of distinguishing the NQ-NS signal from background. It indicates that an integration
time of 3 seconds at 50% laser power (equivalent to a power density of 330 mW mm-2
at the sample) is enough to resolve a signal from NQ-NS dried onto a poly-L-lysine
(PLL)-coated imaging dish and covered with PBS. NQ-NS aggregate upon drying
and therefore the signal will be stronger from a dried aggregate than from less
aggregated intracellular NQ-NS. 100% laser power and a 2 second integration time is
also sufficient to distinguish NQ-NS signals, however the total laser power incident
on the sample is greater than for 50% laser power and a 3 second integration time.
Furthermore, some of the spectra (marked with an asterisk in Figure 3.11) show extra
peaks at the left-hand side. These are usually observed when NQ-NS are irradiated
in air with high laser powers. The spectra were obtained in PBS to allow heat
dissipation from the laser in order to mitigate this effect, and the presence of the
peaks confirms the requirement for using the lowest laser power possible.
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Figure 3.12 shows the effect on signal intensity with increasing distance from the
source of the signal. It is apparent that intensity decreases quite rapidly and that no
signal is obtained further than 2 mm from the source (middle column). Therefore the
laser line must be 2-3 mm wide which means that each line in the grid described
above would need to be separated by 2-3 mm in order to detect all NQ-NS in a given
area. Therefore even a small area would take a long time: for example, a 100 mm ×
100 mm grid with lines separated by 2 mm consists of 204 lines. At 3 seconds per
spectrum, it would take just over 10 minutes to obtain spectra from this area. In order
to minimise the time taken to locate NQ-NS within a cell, a step size of 5 mm was
chosen in the x-axis, as this enables a whole cell (generally of a diameter of up to
60 mm) to be covered in less than 4-5 minutes. This means that only 40-60% of the
area is covered and that some NQ-NS may not be located, however in practice it was
found that at least 1 signal per cell was obtained with a 5 mm step size.
Once any NQ-NS in a cell have been located it is then possible to obtain spectra with
a higher SNR from the immediate vicinity. With a 5 mm step in the x-axis, a
nanosensor must be somwhere within 2-3 mm of the co-ordinates of the signal.
Therefore I decided to obtain spectra covering an area of 3 mm either side of the
co-ordinates with a 1 mm step in the x-axis to ensure coverage. This smaller map of 7
line spectra was acquired with a laser power of 10% (equivalent to a power density of
66 mW mm-2 at the sample) and an integration time of 30 seconds. Each line consists of
21 spectra, so one map consists of a total of 147 spectra and is obtained in less than
4 minutes. Figure 3.13 summarises the acquisition of SERS spectra from intracellular
NQ-NS.
Previously, cells had been grown on quartz coverslips in a petri dish in order to keep
background fluorescence to a minimum, however, cells do not adhere well to quartz.
Furthermore, the culture medium was held onto the quartz coverslip by surface
tension in order to minimise the volume of NQ-NS required. This makes transport of
the samples difficult, so instead cells were grown in 35 mm imaging dishes, which
have glass coverslip bottoms treated with a proprietary physical surface treatment to
enhance cell adhesion. The diameter of the dishes is wide enough so the meniscus of
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Figure 3.12: Effect of distance on signal intensity from NQ-NS dried onto a PLL-coated
imaging dish and covered with 3 ml PBS. Spectra were acquired at 1 mm steps in a straight
line over the same NQ-NS aggregate in Figure 3.11, with an acquisition time of 3 seconds and
a laser power of 50%. The aggregate is located in the middle column, and its signal is not
distinguishable further than 2 mm away.
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Review spectra and note co-ordinates
of signals from NQ-NS.
Define area to map (e.g. a whole cell)
Acquire SER spectra with the 
following parameters:
50% laser power,
3 second integration time,
x-axis step size 5 μm.
Define area to map centered on
co-ordinates and extending 3 μm
either side.
Acquire SER spectra with the 
following parameters:
10% laser power,
30 second integration time
x-axis step size 1 μm. 
Process spectra to determine
redox potential.














Figure 3.13: Left column: workflow for acquiring SERS spectra from intracellular NQ-NS.
Right column (from the top): (1) grid overlaid on a cell showing the area to map; the distance
between vertical lines is 5 mm and the distance between horizontal lines is 24.95 mm, to show
the number of acquisitions using the line focus lens. (2) Representative SERS spectrum from
NQ-NS with a 3 second integration time. (3) Grid overlaid on the co-ordinates of the NQ-NS
signal; the distance between vertical lines is 1 mm. (4) Representative SERS spectrum from
NQ-NS with a 30 second integration time.
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the cell medium is flat above the coverslip bottom and scattering of laser light does
not occur. The coverslip bottoms have low background fluorescence compared to the
NQ-NS signal, albeit not as low as quartz, but could still be taken into account during
data processing (discussed further in Chapter 4).
3.6 Discussion
In this chapter, the process for functionalising gold nanoshells with NQ was
standardised. Standardisation of a technique is important to ensure that reproducible
results are obtained and the technique can easily be taught to others. The absorbance
at ~790 nm allowed the concentration of NQ-NS to be determined
spectrophotometrically and the loss due to washing quantified, allowing accurate
concentrations to be added to cell cultures for the toxicity assays.
The work in this chapter also established that NQ-NS are non-toxic in A549 cells up
to concentrations of 500 fM. The LDH assay showed that NQ-NS do not impair
membrane integrity, the alamarBlue® assay showed that they did not change cells’
metabolic reducing ability, and FACS showed that they did not cause apoptosis or
necrosis. Previous work by the group showed that NQ-NS did not cause oxidative
stress in NIH/3T3 murine fibroblast cells [163]. While it is unlikely that NQ-NS
would cause oxidative stress in other cell types, it would be useful to confirm this in
the A549 cell line. The oxidative stress assay used previously was the
dichloro-dihydro-fluorescein diacetate (DCFH-DA) assay, in which the oxidation by
ROS of non-fluorescent dichlorofluorescin (DCFH) to fluorescent dichlorofluorescein
(DCF) is measured fluorometrically. This assay indicated that NQ-NS did not cause
oxidative stress, in other words, the intracellular redox potential was not perturbed
beyond the ability of the cell to cope with an increase in ROS, however it cannot
indicate whether the potential was perturbed slightly, activating NF-kB, for example
(see Section 1.1). NF-kB upregulates the expression of various antioxidant genes, so it
would be useful to measure any increase in the expression of these genes in response
to NQ-NS using quantitative real-time polymerase chain reaction (qPCR). Such an
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assay would be more sensitive than the DCFH-DA assay as it would allow very small
changes in redox potential caused by NQ-NS to be detected.
Transmission electron micrographs showed that, at a concentration of 200 fM NQ-NS,
most cells took up at least one nanosensor into the cytoplasm, however the exact
method of internalisation is unknown. It is possible that the nanosensors are initially
taken up into endosomes and then after a period of time are released into the
cytoplasm, instead of being transported into lysosomes. This could be investigated
by performing TEM studies at various timepoints after adding NQ-NS, or using
confocal microscopy and fluorescently tagging both NQ-NS and membranes.
However, as the nanosensors appear to be free in the cytoplasm after overnight
incubation this was not pursued further.
The limitations of locating the nanosensors and the integration times required to
obtain spectra with good SNR were overcome by ’pre-scanning’ cells at high laser
power and short integration times to quickly obtain approximate locations of any
NQ-NS within the scan area. Acquiring spectra from only these locations at low laser
power and longer integration times resulted in spectra with a good enough SNR to
determine the redox potential (discussed in Chapter 4). This method enables spectra
from approximately three cells per hour to be acquired, so it is still time-consuming.
A faster scanning method is available with the Renishaw True Raman Imaging
system, where the laser is defocussed over a wide area and the scattered light filtered
to the desired frequency range. This would allow the locations of nanosensors to be
obtained rapidly. Furthermore, upgrading to a near-infrared enhanced CCD camera
would increase the SNR, allowing integration times to be decreased. A different
method of locating the nanosensors could be used, for example by exploiting their
autofluoresence [192]. This would require a combined confocal fluorescence Raman
microscope. Autofluorescence imaging of tissue samples has been utilised by the
Notingher group to automatically select regions of interest for Raman microscopy
[193–195]. This has the advantage of reducing the number of sampling points,
allowing the technique to potentially be used as a rapid diagnostic tool during
surgery to check for the complete resection of tumours.
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The results from this chapter suggest that NQ-NS are able to passively measure
intracellular redox potential in A549 cells, and intracellular SERS spectra can be
obtained from them relatively quickly at a high enough SNR for redox potential to be
determined. The determination of redox potential from SERS spectra is the subject of
the next chapter.
Chapter 4: Data analysis
4.1 Introduction
A consequence of optimising the acquisition of maps of SERS spectra (Section 3.5) is
the number of spectra that can be acquired in a short space of time. The spectra
require processing in order to determine redox potential, which is a time-consuming
process. This chapter describes the development of an algorithm in Matlab to
automate and speed up processing of SERS spectra.
As shown in Section 3.5, one single map of 147 spectra covering an area of
6 mm × 25 mm takes less than 4 minutes. Therefore in the course of 3 hours it is
possible to generate 15-20 maps; a total of >2200 individual spectra. Manual
processing takes approximately 3 minutes per spectrum and even though not every
individual spectrum will require processing, a significant amount of time still needs
to be invested. The manual processing of data involves:
• Visually identifying those spectra which require processing.
• Applying a smoothing algorithm to the spectrum.
• Manually placing a baseline consisting of 8 points and subtracting it from the
smoothed data.
• Obtaining values for peak heights from the maximum value in the range of
each peak.
There are a number of drawbacks to manual processing in addition to the length of
time required:
• Intra-individual bias and variance - because the baseline is manually specified,
differences in its placement can occur due to fatigue, mood etc. It is also
possible that the baseline is subconsciously placed in order to achieve the
expected redox potential, for example with data from NQ-NS in oxidised
environments.
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• Inter-individual bias and variance - different people will specify the baseline
slightly differently which could lead to small but systematic differences in peak
height ratios. Furthermore, each person may have differing criteria for deciding
which spectra should be processed, leading to possible differences in the
average redox potential determined through the exclusion or inclusion of
spectra with a lower signal to noise ratio (SNR).
• The smoothing algorithm maintains peak height, thus also maintaining the
noise, so the measurement of peak height is affected by noise. This effect is
exacerbated by the presence of spikes of noise on one peak and not the other.
Automating the process of data analysis would address these drawbacks in addition
to being faster. A peak fitting approach could be used to ascertain peak height, which
would have the advantage of being less affected by noise than the manual method, as
well as removing the bias and variance inherent in manual processing as the same
criteria would be applied to all spectra. Peak fitting would also allow the
investigation of other parameters such as peak width and area, which may also
change with redox potential, giving more options for ratiometric analysis. Therefore
peak fitting could provide a more accurate method of estimating redox potential
from SERS spectra.
Peak fitting is a common method of analysis in spectroscopy as the peaks have
characteristic shapes that can be modelled by specific functions [196]. This allows a
physical model to be tested and data extracted from the model. The function
parameters can provide information on the physical properties of the analyte under
investigation. For example, in Raman, fluorescence and UV-visible spectroscopy the
intensity of a peak is proportional to concentration [197].
There are several examples of automated processing of Raman spectra in the
literature, with most focusing on baseline subtraction to remove the large
background signals from various sources, including autofluorescence from biological
samples [198–201]. For many applications, SERS spectral analysis is performed in
order to detect/classify components of a sample [202], and accurate peak finding can
be problematic when dealing with an unknown number of peaks, especially when
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they are overlapping [196]. However, the peaks in our SERS spectra should only be
from our reporter molecule and furthermore, we are not interested in fitting all of the
peaks in a spectrum but only those needed for a ratiometric measurement. Therefore
it would be possible to constrain the parameters of the peak fitting to produce a more
accurate physical model.
In this chapter, a peak fitting algorithm for the automatic processing of SERS spectra
is developed, tested on redox potential and pH nanosensors and compared to the
manual method of processing. The peak fitting algorithm provides information about
peak centre, height, width and area, and is used to provide a combination of
ratiometric measurements of redox potential or pH. This information is then used to
produce colourmaps showing the distribution of redox potential or pH within cells.
The method is shown to be faster and more precise than the manual method.
4.2 Background subtraction
There are three components composing a SERS spectrum from our functionalised
nanosensors: the substrate background, the nanoshells themselves and the reporter
molecule. In this section the background from substrate and bare nanoshells is
determined and an algorithm for its automatic subtraction is developed. As
calibration spectra and intracellular spectra are obtained on different substrates it is
important to account for different background contributions in order to accurately
estimate intracellular redox potential or pH from calibration data.
4.2.1 Substrate (background subtraction)
In order to automate spectra processing, the background needs to be quantified. In
bulk Raman spectra a baseline is often subtracted – this is particularly common at
visible wavelengths where fluorescence is high and dwarfs the peaks of interest.
However, fluorescence from organic molecules is considerably lower at shorter or
longer wavelengths [203]. The Raman spectra described in this thesis were obtained
with a near infra-red laser excitation source of 785 nm in order to minimise such
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fluorescence. Therefore subtracting a slowly varying baseline, calculated separately
for each spectrum was not thought necessary, as it was possible to obtain reference
spectra from different substrates for subtraction. The intention, therefore, was to
characterise the background for each substrate and subtract that from each spectrum,
as this would be quicker than calculating a separate background for each spectrum.
Initially an averaged background of the relevant substrate was subtracted from
spectra: 20 spectra of gold or quartz for calibration data, and for intracellular data 20
maps of 147 spectra were acquired from the surface of a bare imaging dish and then
the spectra at each location were averaged; this produced an ’average map’
consisting of 147 spectra, each of which is the average of 20 spectra at that particular
location in the map. However, while subtraction worked well for calibration data,
which were of high intensity and contained peaks significantly higher than the
background, it was more problematic for intracellular data as the SNR is lower and
the non-flat surface of cells can make focussing of the laser more difficult. Therefore,
subtracting the averaged background can result in under- or over-subtraction
(Figure 4.1). Furthermore, not all maps may consist of 147 spectra and may consist of
any multiple of 21 (each acquisition using the line focus lens consists of a line of 21
spectra). An automated processing algorithm needs to take the size of the map and
the variability in focussing into account and therefore subtraction of individually
calculated backgrounds was in fact necessary. Although the background is variable,
it still retains the same general shape (Figure 4.1 left), so an average background was
scaled to certain points on the spectrum prior to subtraction as described below.
The background subtraction algorithm was developed using the pH-sensitive MBA
reporter molecule (described in detail in Section 4.3.1) as it had resolved peaks with
relatively flat background between them, unlike spectra obtained from NQ-NS and
AQ-NS, which both showed overlapping peaks and more of a sloping background
(Figures 4.5 and 4.7). Calibration data was acquired at various pH between 3.7 and
13.1 on a gold substrate. A plot of all calibration data (Figure 4.2 top) shows that the
intensity at the left-hand side of the spectrum is more variable than that at the
right-hand side, even though the gold background is flat (Figure 4.3, left), and that
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Raw spectra Averaged spectra Subtracted
Figure 4.1: Subtraction of an averaged background leads to under- or over-subtraction in
intracellular spectra consisting of only imaging dish background. The left column (raw
spectra) represents a single 30 second acquisition using the line focus lens, covering a
distance of 24.95 mm and separated into 21 bins (see Section 3.5). The slope of the background
varies down the line, from steepest at the top to flattest at the bottom. Middle column:
averaged spectra of imaging dish background, averaged for each bin. The slope of the
background again varies down the line, however here it is steepest in the middle and flattest
at the top and bottom. Right column: subtracting the average background per bin from the
raw intracellular spectra results in over- or under-subtraction; this is due to the non-flat
surface of the cell. The scale of the y-axis is the same in all spectra to emphasise the under-
and over-subtraction.
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Figure 4.2: Calibration spectra for MBA-NS (top) before and (bottom) after subtracting a
scaled linear gold background. Subtraction reduces the variability of the background
intensity at the left and right hand sides.
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Figure 4.3: Average of 20 spectra from (left) gold background, and (right) glass-bottomed
imaging dish.






2 77,518 0.007 (p = 0.99)
3 77,143 1.393 (p = 0.25)
4 77,127 0.965 (p = 0.38)
5 76,894 1.157 (p = 0.31)
6 76,859 0.976 (p = 0.38)
Table 4.1: Comparison of polynomial models for the Raman spectrum of the gold substrate.
A p value of >0.05 indicates that the higher order polynomial model is not statistically more
accurate than the 1st order polynomial model.
spectra also appear to be on a slope. In order to remove this variability, robust
regression in the form of a weighted linear least squares fit with lower weight given
to outliers was used, in order to minimise the effect of noise spikes on the fit. In
addition to the robust regression, smoothing to the first 118 data points and the last
85 data points of the calibration data was used, and the minimum in each section
found. The average gold background was found to be best modelled by a line,
compared to higher polynomials (Table 4.1); this line was scaled to the intensities of
these minima and then subtracted from the raw calibration data. This subtraction
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successfully reduced the variability in background intensities of the calibration data
(Figure 4.2 bottom).
For intracellular spectra obtained on a glass-bottomed imaging dish the subtraction
was modified slightly. The imaging dish background is not linear (Figure 4.3, right)
so a smoothed averaged imaging dish background was scaled to the intensities of the
smoothed ends of the spectra at Raman shifts of 1350 cm-1 and 1785 cm-1. The shift at
1350 cm-1 was chosen as this was near the peak intensity of the imaging dish
(Figure 4.3 right) and also in an area of minimum intensity of the MBA spectrum
(Figure 4.2 bottom). The shift at 1785 cm-1 was chosen as the spectra of both imaging
dish and MBA had minimum intensities here. This method did not cause over- or
under-subtraction in intracellular spectra independently of whether signals from
MBA-NS were present (Figure 4.4).
Calibration data for NQ-NS were also obtained on a gold background and acquired at
various redox potentials between -460 and -250 mV (vs. NHE). From Figure 4.5 (top)
it can be seen that the apparent slope is steeper than for MBA-NS (Figure 4.2 top),
with much more variation at the left hand side. Subtraction of the gold background
was accomplished using the same method as for MBA, and successfully reduced the
variability in background intensities of the calibration data (Figure 4.5 bottom).
However, for intracellular spectra the subtraction had to be modified further, as there
is a peak ~1350 cm-1, coincident with the maximum of the imaging dish, so instead
the averaged imaging dish background was scaled between the lowest intensity of
smoothed spectra in the region 1350-1500 cm-1 and the intensity at 1785 cm-1. Again,
this method did not cause over- or under-subtraction in intracellular spectra
independently of whether signals from NQ-NS were present (Figure 4.6).
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Raw data Subtracted Raw data Subtracted
No MBA-NS With MBA-NS
Figure 4.4: Subtraction of a scaled smoothed average background successfully compensates
for the variability in imaging dish background and does not lead to over- or
under-subtraction in intracellular spectra, irrespective of whether signals from MBA-NS are
present. Acquisition conditions and layout are as in Figure 4.1.
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Figure 4.5: Calibration data for NQ-NS (top) before and (bottom) after subtracting a scaled
gold background. Subtraction reduces the variability of the background intensity at the left
and right hand sides.
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Raw data Subtracted Raw data Subtracted
No NQ-NS With NQ-NS
Figure 4.6: Subtraction of a scaled smoothed average background successfully compensates
for the variability in imaging dish background and does not lead to over- or
under-subtraction in intracellular spectra, irrespective of whether signals from NQ-NS are
present. Acquisition conditions and layout are as in Figure 4.1.
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Calibration data for the redox active AQ-NS nanosensor were also obtained on a gold
background and acquired at various redox potentials between -460 and -130 mV (vs.
NHE). From Figure 4.7 (top) it can be seen that the apparent slope of the data is
steeper than for NQ-NS (Figure 4.5 top), and with considerably more variation in
intensities, along with the presence of a transient peak at ~1400 cm-1. The linear gold
background subtraction was thus modified to only apply to the region between 1475
and 1800 cm-1, which contained the peaks of interest but not the transient peak. This
successfully reduced the variability in background intensities of the calibration data
(Figure 4.7 bottom). As the average imaging dish background can be modelled by a
line between 1475-1800 cm-1, a linear background was subtracted from intracellular
data in this wavenumber range, scaled between the lowest intensity of smoothed
spectra in the region 1475-1525 cm-1 and the intensity at 1785 cm-1. Again, this
method did not cause over- or under-subtraction in intracellular spectra
independently of whether signals from AQ-NS were present (Figure 4.8).
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Figure 4.7: Calibration data for AQ-NS (top) before and (bottom) after subtracting a scaled
gold background. The subtraction has been constrained to the region containing the peaks of
interest. Subtraction reduces the variability of the background intensity at 1500 cm-1 and the
right hand side.
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Raw data Subtracted Raw data Subtracted
No AQ-NS With AQ-NS
Figure 4.8: Subtraction of a scaled smoothed average background successfully compensates
for the variability in imaging dish background and does not lead to over- or
under-subtraction in intracellular spectra, irrespective of whether signals from AQ-NS are
present. Acquisition conditions and layout are as in Figure 4.1.
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4.2.2 Gold nanoshells
Raman spectra were obtained from small aggregates of bare gold nanoshells dried
onto a glass-bottomed imaging dish. It was found that spectra from the bare
nanoshells were indistinguishable from those from the glass-bottomed imaging dish
they were dried onto, indicating that bare nanoshells are not Raman active. Figure 4.9
shows representative Raman spectra from a glass-bottomed imaging dish and a small
aggregate of bare nanoshells dried onto a glass-bottomed imaging dish. Therefore
there was no need to add this to the model.
Figure 4.9: The Raman spectrum from a small aggregate of bare nanoshells dried onto a
glass-bottomed imaging dish (red) is no different to the Raman spectrum of the
glass-bottomed imaging dish (black). (NB: the spike at ~1500 cm-1 in the black spectrum is
due to a hot pixel on the CCD camera).
Chapter 4. Data analysis 70
Figure 4.10: Structure of the MBA reporter molecule conjugated to a gold nanoshell (black
circle) via a gold-thiol bond. The protonated form (left) predominates at low pH, whereas the
deprotonated form (right) predominates at high pH.
4.3 Peak fitting for various reporter molecules
4.3.1 MBA – pH sensor
The pH-sensitive para-mercaptobenzoic acid (MBA; Figure 4.10) molecule has been
shown to be a good SERS-based reporter molecule for intracellular use [204].
Calibration data were supplied by Lauren Jamieson and consisted of 3 independent
datasets, each having  5 spectra per pH obtained using the Renishaw inVia Reflex
microRaman system, making a total of 303 spectra, covering a range of 3.7 to 13.1 pH
units. Figure 4.11 shows how peaks in the spectrum change with pH: the peak at
~1590 cm-1 is due to ring breathing [175, 205]; it is the most intense peak in the
spectrum in the region 1300-1800 cm-1 and is therefore a good candidate for a
reference peak, being present at both high and low pH. The centre of this peak can be
seen to shift to the left as pH increases. The peak at ~1400 cm-1 is not distinguishable
at low pH and increases as pH increases; it is due to COO– stretching [175, 204, 205].
At pH >8.5 this peak moves to higher wavenumbers (~1420 cm-1) and becomes more
intense. The peak at ~1700 cm-1 shows the opposite: it is highest at low pH and
decreases with increasing pH; it is due to C=O stretching [204, 205]. The opportunity
therefore exists to use all 3 of these peak heights and areas in order to estimate pH, as
well as the shift in centre of the 1590 cm-1 peak.
The profile of each peak was investigated as to whether a Gaussian or Lorentzian
peak was more appropriate. For the peak at ~1590 cm-1 the residuals (the distance of
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Figure 4.11: Change in the position and intensity of 3 peaks in the MBA-NS Raman spectrum.
Spectra have been background subtracted and normalised to the intensity of the peak at
~1590 cm-1.
each data point from the fit at the corresponding Raman shift) were not normally
distributed for either a Lorentzian or Gaussian peak – the fitted peak was
consistently to the left of the raw data peak (Figure 4.12(a)). This suggested either a
degree of asymmetry (which could be modelled by adding a slope term) or the
presence of 2 closely overlapping peaks (as the peak centre was found to depend on
pH). Four models were therefore compared: a Lorentzian peak on a slope; a Gaussian
peak on a slope; two closely overlapping Lorentzian peaks; and two closely
overlapping Gaussian peaks. The best model was selected by performing an F-test on
the average sum of squared residuals as detailed in Section 2.3.4. Table 4.2 shows that
the Lorentzian peak on a slope model was statistically the more accurate model of the
four compared - the improvement in the normality of the residuals can be seen in
Figure 4.12(b).
The fit equation is given by Equation 4.1:
y =
a
1 + ( xc bc )2
+ mx + d (4.1)
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Figure 4.12: Improvement of the Lorentzian peak fit to the peak at ~1590 cm-1 in the MBA-NS
Raman spectrum by adding a pedestal to the fit equation (a) example of a Lorentzian fit to a
background subtracted spectrum (left) and the residuals (right); (b) Lorentzian peak on a
slope fit to the same spectrum in (a) (left) and the residuals (right).











Gaussian + slope 124,703 6,928 1.132 (p = 0.30) vs.Lorentzian + slope†
2 Lorentzian
peaks 122,426 6,751
N/A vs. Lorentzian +
slope*
0.121 (p = 0.87) vs.
Gaussian + slope†
2 Gaussian peaks 98,062 5,438
0.802 (p = 0.42) vs.
Lorentzian + slope†
1.766 (p = 0.16) vs.
Gaussian + slope†
0.801 (p = 0.42) vs. 2
Lorentzian peaks†
Table 4.2: Comparison of average sum of squared residuals and average residual variance for
various fit types for the peak ~1590 cm-1 in the MBA-NS Raman spectrum. *The F-statistic
cannot be calculated where the model with more parameters has a larger average sum of
squared residuals than the model with fewer parameters, therefore the model with fewer
parameters is the better model. †A p value of >0.05 indicates that the one model is not
statistically more accurate than other, so the slope model should be used as it has fewer
parameters. The Lorentzian + slope model is better overall as it has a smaller average sum of
squared residuals and residual variance than the Gaussian + slope model.
where a is the peak amplitude, b is the peak centre, c is the peak width, m is the slope
gradient and d is the slope intercept.
The same process was used for the peaks at ~1400 cm-1 and ~1700 cm-1. The peak at
~1400 cm-1 was modelled by a single peak and the calibration data were separated
into three ranges: pH <6, 6-8.5 and >8.5, due to the low SNR at low pH and the shift
of the peak centre at high pH. Table 4.3 shows that a Lorentzian peak on a slope is
also the statistically more accurate model.
The peak at ~1700 cm-1 is clearly asymmetric (Figure 4.11) and as its centre was not
found to depend on pH only the Lorentzian peak on a slope and the Gaussian peak
on a slope models were compared. The calibration data was split into 2 ranges: pH
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Mid pH Lorentzian 68,327 1,135
Gaussian 64,615 1,074 0.946 (p = 0.38) vs.Lorentzian
Lorentzian +
slope 57,355 956
5.356 (p = 0.01) vs.
Lorentzian†




4.438 (p = 0.01) vs.
Lorentzian†
2.676 (p = 0.07) vs.
Gaussian†
1.028 (p = 0.35) vs.
Lorentzian + slope
High pH Lorentzian 1,171,926 13,842
Gaussian 629,865 9,704 0.537 (p = 0.58) vs.Lorentzian
Lorentzian +
slope 91,106 1,518
332.174 (p <0.001) vs.
Lorentzian†




197.215 (p <0.001) vs.
Lorentzian†
93.044 (p <0.001) vs.
Gaussian†
1.599 (p = 0.20) vs.
Lorentzian + slope
Table 4.3: Comparison of average sum of squared residuals and average residual variance for
various fit types for the peak ~1400 cm-1 in the MBA-NS Raman spectrum. †A small p value
(<0.05) indicates that the slope model is statistically more accurate than the non-slope model,
taking into account the expected improvement in the sum of squared residuals due to the
extra two parameters. For both mid-range (pH 6-8.5) and high pH (>8.5) the Lorentzian +
slope model is better overall as it has a smaller average sum of squared residuals and residual
variance than the Gaussian + slope model.









Gaussian + slope 89,260 1,159 1.031 (p = 0.35) vs.Lorentzian + slope
Table 4.4: Comparison of average sum of squared residuals and average residual variance for
two fit types for the peak ~1700 cm-1 in the MBA-NS Raman spectrum. †A p value >0.05
indicates that both models are an equally good fit, however the Lorentzian + slope model was
chosen as it has a smaller sum of squared residuals for pH <6. Calibration data for pH >6
were not used due to the low SNR at higher pH.
<6 and pH >6 due to the low SNR at higher pH. Table 4.4 shows that the Lorentzian
peak on a slope (Equation 4.1) is the better model as the sum of squared residuals is
smaller than for the Gaussian + slope model.
Each of the three peaks in each spectrum was then fitted separately and the
calibration data grouped by pH in order to investigate relationships between various
fit parameters and pH. Weighted means of the various parameters at each pH were





where xi are the individual parameter values and the weights, wi, are defined as the





The standard deviation of the weighted mean used is:
s
Â wi(xi   µ⇤)2
Â wi   (Â w 2i / Â wi)
(4.4)
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Figure 4.13: MBA-NS: variation of the centre of the peak at ~1590 cm-1 with pH (Renishaw
system). A Boltzmann curve (red line) has been fitted to points which are the weighted
means from three independent datasets; error bars are the standard deviation of the weighted
mean; green lines are the 95% non-simultaneous confidence bands.
It was found that the centre of the peak at ~1590 cm-1 varied with pH, indicating that
this parameter could be used to estimate pH. The centre of the peak at ~1400 cm-1
shifted to higher wavenumbers at high pH, but otherwise did not vary with pH. The
centre of the peak at ~1700 cm-1 did not change with pH. None of the peaks’ widths
changed appreciably with pH. The following ratios of peak heights and areas were
dependent on pH: 1590/1400, 1590/1700 and 1400/1700, indicating that a
combination of seven parameters could be used to estimate pH.
The three datasets were combined, a Boltzmann curve fitted and 95% confidence
bands calculated for each parameter that changed with pH (Figures 4.13, 4.14 and
4.15). From these it can be seen that each calibration is most accurate over a pH range
of approximately 6-8; outside this range the estimated pH is subject to large error.
The aim of using this probe was to measure intracellular pH, which should be within
this range, so acceptable ranges were therefore determined for each parameter as the
values of the Boltzmann fit at pH 6 and 8 (Table 4.5). The pH was then estimated
from each of the seven calibration graphs, with an overall error in pH determined
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Figure 4.14: MBA-NS: variation of 1590/1400 (top), 1590/1700 (middle) and 1400/1700
(bottom) peak height ratios with pH (Renishaw system). A Boltzmann curve (red line) has
been fitted to points which are the weighted means from three independent datasets; error
bars are the standard deviation of the weighted mean; green lines are the 95%
non-simultaneous confidence bands.
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Figure 4.15: MBA-NS: variation of 1590/1400 (top), 1590/1700 (middle) and 1400/1700
(bottom) peak area ratios with pH (Renishaw system). A Boltzmann curve (red line) has been
fitted to points which are the weighted means from three independent datasets; error bars are
the standard deviation of the weighted mean; green lines are the 95% non-simultaneous
confidence bands.
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Parameter Lower value Upper value
1590 peak centre 1587.597 1589.6910
1590/1400 peak height 9.871 24.143
1590/1700 peak height 13.230 29.099
1400/1700 peak height 0.503 3.024
1590/1400 peak area 3.129 9.471
1590/1700 peak area 2.920 7.222
1400/1700 peak area 0.291 2.374
Table 4.5: Acceptable ranges for each parameter of MBA-NS, corresponding to the values of
the Boltzmann fits for each parameter at pH 6 and 8 (Renishaw system). The estimated pH
for each parameter is only calculated if the parameter is within the range given.
from both the error in the Boltzmann fit and the error in the peak centre, height ratio
or area ratio. The estimated pH from each parameter was combined into a weighted
mean (Equation 4.2) to give a more accurate estimation of pH, with the standard
deviation of the weighted mean calculated as in Equation 4.4. Spectra were marked
as ’pH <6’ or ’pH >8’ as appropriate if they met either of the following conditions:
• if 2 or more area ratios were outside the ranges given in Table 4.5
• if 3 or more of the peak centre or height ratios were outside the ranges given in
Table 4.5.
When used to analyse the calibration data, this method resulted in an average
standard deviation of ±0.16 pH units. Individual 95% confidence intervals were
calculated from the individual standard deviations of each spectrum, where the
estimated pH was in the range 6-8; Figure 4.16 shows estimated pH versus actual pH
for those spectra for which confidence intervals were calculated. Overall, 92.4% (very
close to the expected value of 95%) of the calibration spectra were correctly identified
as belonging to one of the following categories:
• pH <6
• pH >8
• the error range associated with the estimated pH contained the actual pH.
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Figure 4.16: Comparison of the estimated pH with 95% confidence interval versus actual pH
of the calibration spectra used in the calibration of MBA-NS (Renishaw system). The
estimated pH is a weighted mean of the pH estimated from each of the seven calibration
curves. The thick line indicates where estimated pH = actual pH. The calibration spectra
(n = 303) were classified as pH <6, pH 6-8 or pH >8; only those classified as pH 6-8 are shown.
Of these 303 spectra, three (1.0%) were incorrectly classified as having an estimated pH <6;
five (1.7%) were incorrectly classified as having an estimated pH >8 and 15 (5.0%) had a 95%
confidence interval that did not include the actual pH.
Manual processing Automated processing
Mean estimated pH 6.56 7.14
Standard deviation 0.29 0.09
Mean error - 0.28
Time per spectrum 3 minutes 1 second
Table 4.6: Comparison of manual and automated processing methods in the estimation of pH
from 10 consecutive spectra obtained from MBA-NS dried onto an imaging dish (Renishaw
system). The manual processing method does not provide an error associated with the
estimated pH. The automated processing method results in much less variation in estimated
pH from each of the 10 spectra, and the processing time per spectrum is reduced by nearly
200-fold.
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Figure 4.17: Boxplots showing the median, 1st and 3rd quarter percentiles, range and mean
(filled circle) for the estimation of pH from 10 consecutive spectra obtained from MBA-NS
dried onto an imaging dish from both manual and automated processing methods (Renishaw
system). The manual method uses only one parameter to estimate pH: the height ratio of the
peaks at ~1400 and ~1590 cm-1; the pH estimated by the automated processing method using
only this parameter is shown for comparison (Automated 1 parameter). The automated
processing methods uses a total of seven parameters to estimate pH and results in a much
smaller range than the manual processing method.
The algorithm was then compared to the manual processing method. The variability
of spectra can be determined by acquiring consecutive spectra from the same
aggregate of MBA-functionalised nanoshells dried onto a quartz coverslip. What is
being tested here is the variability between the manual and automatic processing
methods, so it is important to obtain consecutive spectra that are very similar. To this
end, 10 consecutive spectra were obtained from MBA-NS dried onto an imaging dish
and then processed by both methods. The manual process uses only one parameter
to estimate pH: the ratio of the peak heights of the peaks at ~1400 and ~1590 cm-1,
whereas the automated process uses seven parameters. A comparison of the two
methods is given in Table 4.6 and Figure 4.17. Manual processing of the 10 spectra
resulted in a mean pH of 6.56 with a standard deviation of 0.29, whereas the
automated processing resulted in a mean pH of 7.14 with a standard deviation of
0.09. The manual process does not provide an error associated with the estimated
pH, whereas the automated process results in an associated mean error of 0.28 pH
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Figure 4.18: Correlation between the slope term and height from the fit for the peak at ~1590
cm-1in the Raman spectrum of MBA-NS (Renishaw system).
units. Furthermore, automated processing is nearly 200 times faster than manual
processing. The lower pH estimated by the manual method could be due to only
using one parameter as the mean estimated pH of the same parameter by the
automated method is 6.76 with a standard deviation of 0.21, lower than the mean
derived from all seven parameters. These results show that not only is processing
faster by 2 orders of magnitude, there is less variability in the automated processing
method and the combination of seven parameters enables a more robust estimation
of pH.
The algorithm was then used with intracellular data also provided by Lauren
Jamieson. To see if the background subtraction method produced the same results in
intracellular data as with the calibration data, the gradient of the slope term of the fit
to the peak at ~1590 cm-1 was plotted against its height, as there was a correlation
between the two in the calibration data. Figure 4.18 shows a good overlap of data
from 39 maps of intracellular nanosensors and calibration data. This indicates that
the background subtraction method described above in Section 4.2.1 successfully
removes the variability in background intensities, independent of the source and
shape of the background.
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Figure 4.19: Spatial distribution of estimated pH values: (left) colourmap of estimated pH
values; (right) gridmap showing the estimated pH values with range from a map acquisition
of a cell containing MBA-NS (Renishaw system).
Colourmaps of the intracellular data were produced by plotting the estimated pH in
the location given by its spectrum number (Figure 4.19). These allow the spatial
distribution of pH values to be visualised, both by colour and by value. The time to
process the 147 spectra in one map and produce a colourmap with the automated
method was 48 seconds. With the manual method this would take 45-90 minutes,
depending on the number of spectra that require processing as not all 147 spectra will
contain a signal from MBA-NS.
The automated processing method was then used to process Raman spectra obtained
on a different spectrometer, the Ocean Optics fibre optic Raman system (for details
see Section 2.5). This is important as a similar result would confirm the robustness of
the method, especially as the two spectrometers were so different. Calibration data
from this spectrometer were also supplied by Lauren Jamieson and consisted of 3
independent datasets, each having  5 spectra per pH and totalling 203 spectra,
covering a range of 3.9 to 13.1 pH units. The data were processed in exactly the same
way as for the Renishaw system data above and the calibration curves and acceptable
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Figure 4.20: MBA-NS: variation of the centre of the peak at ~1590 cm-1 with pH (Ocean
Optics system). A Boltzmann curve (red line) has been fitted to points which are the
weighted means from three independent datasets; error bars are the standard deviation of the
weighted mean; green lines are the 95% non-simultaneous confidence bands.
ranges for each parameter are shown in Figures 4.20, 4.21 and Table 4.7, respectively.
When used to analyse the calibration data, the average standard deviation of the
weighted mean was ±0.19 pH units. Once again, 95% confidence intervals were
calculated for each of the calibration spectra that had an estimated pH in the range
6-8, and Figure 4.22 shows estimated pH versus actual pH of those spectra for which
confidence intervals were calculated. Overall, 90% (very close to the expected value




• the error range associated with the estimated pH contained the actual pH.
A comparison of the individual Boltzmann fit parameters and associated statistics is
given in Table 4.8 for the calibration data obtained from both Renishaw and Ocean
Optics systems. Interestingly, the values for the ~1590 cm-1 peak centre are different
for the two systems: the values obtained for the data from the Renishaw system
range from 1586.9 cm-1 to 1590.1 cm-1, whereas the values obtained for data from the
Ocean Optics system range from 1588.8 cm-1 to 1591.6 cm-1. Furthermore the data
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Figure 4.21: MBA-NS: variation of 1590/1400 (top), 1590/1700 (middle) and 1400/1700
(bottom) peak height (left) and peak area (right) ratios with pH (Ocean Optics system). A
Boltzmann curve (red line) has been fitted to points which are the weighted means from three
independent datasets; error bars are the standard deviation of the weighted mean; green lines
are the 95% non-simultaneous confidence bands.
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Parameter Lower value Upper value
1590 peak centre 1589.512 1591.268
1590/1400 peak height 7.490 14.511
1590/1700 peak height 7.782 15.374
1400/1700 peak height 0.539 2.005
1590/1400 peak area 2.796 13.259
1590/1700 peak area 1.898 3.962
1400/1700 peak area 0.151 1.371
Table 4.7: Acceptable ranges for each parameter of MBA-NS, corresponding to the values of
the Boltzmann fits for each parameter at pH 6 and 8 (Ocean Optics system). The estimated
pH for each parameter is only calculated if the parameter is within the range given.



















Figure 4.22: Comparison of the estimated pH with 95% confidence intervals versus actual pH
of the calibration spectra used in the calibration of MBA-NS (Ocean Optics system). The
estimated pH is a weighted mean of the pH estimated from each of the seven calibration
curves. The thick line indicates where estimated pH = actual pH. The calibration spectra
(n = 203) were either classified as pH <6, 6-8 or >8; only those classified as pH 6-8 are shown.
Of these 203 spectra, nine (4.4%) were incorrectly classified as having an estimated pH <6;
one (0.5%) was incorrectly classified as having an estimated pH >8 and 12 (5.9%) had a 95%
confidence interval that did not include the actual pH.
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from the Renishaw system has a wider range than the data from the Ocean Optics
system (3.2 cm-1 and 2.8 cm-1, respectively), but the pH values at the midpoints of the
curves are similar (7.2 and 7.3, respectively), as are the slopes at the midpoint (0.63
and 0.64, respectively). One reason for the difference in peak centre could be due to
the fact that wavenumber calibration is carried out on the Renishaw system but not
on the Ocean Optics system - this could account for the difference in peak centre at
the midpoint (1588.4 and 1590.1 cm-1, respectively). Also, the wavenumber resolution
is much lower on the Ocean Optics system and the peak is described by only 7 points
compared to 19 points for the same wavenumber region on the Renishaw system.
This would account for the larger error in the fit parameters (Table 4.8) of the Ocean
Optics data and could lead to the slightly narrower range.
The peak height ratios are not as affected by the value of the respective peak centres
because the height is maximum of the fit. The error in height ratios arises from the
low SNR for the pH-sensitive peaks when they are at their minimum, resulting in a
small denominator with a large error. This is why there is much more error in the
maximum values of the Boltzmann fit parameters for both the Renishaw and Ocean
Optics systems than in the minimum values. The Renishaw system also has a lower
SNR than the Ocean Optics system, which leads to more variability in the height of
the pH-sensitive peaks at their minimum, further increasing the error in the
maximum value of the Boltzmann fit parameters. Furthermore, the Renishaw system
has a higher average peak intensity overall, making the maximum value of the height
and area ratios much larger. Consequently the range is larger (as the minimum values
are approximately the same on both systems), the midpoint is shifted, the value at the
midpoint is higher and the slope is steeper. Finally, the lower adjusted R2 value for
the Ocean Optics calibration is due to there being more variability between datasets.
4.3.2 NQ - redox potential sensor
Calibration data for the NQ-NS nanosensor (Figure 4.23) was supplied by Jing Jiang
and consisted of 5 spectra per redox potential obtained using the Renishaw system,
making a total of 40 spectra. Figure 4.24 shows how peaks in the spectrum change
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Figure 4.23: Reduced (left) and oxidised (right) structures of the NQ reporter molecule
conjugated to a gold nanoshell (black circle) via a gold-thiol bond.































Figure 4.24: Redox-dependent change in the intensity of the peak at ~1640 cm-1 in the NQ-NS
Raman spectrum. Spectra have been background subtracted and normalised to the intensity
of the peak at 1577 cm-1.
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with redox potential: the peak at ~1580 cm-1 is actually composed of two peaks at
1577 cm-1 and 1602 cm-1 (symmetric ring breathing and aryl ring stretching with N-H
wagging, respectively). This peak is the most intense peak in the region
1300-1800 cm-1, so it is a good candidate for the reference peak, whereas the peak at
~1640 cm-1 is due to C=O stretching and increases with increasing oxidation. For NQ,
then, there is the possibility of using peak height and area ratios of a combination of
the three peaks at 1577 cm-1, 1602 cm-1 and 1640 cm-1.
As for the MBA-NS nanosensor, the peak profiles were established, and the same
profile was used for each of the three peaks. Table 4.9 shows that the Lorentzian
peaks model was the statistically more accurate model of the four compared.




1 + ( xc b1c1 )2
+
a2
1 + ( xc b2c2 )2
+
a3
1 + ( xc b3c3 )2
(4.5)
where a1, a2 and a3 are the peak amplitudes; b1, b2 and b3 are the peak centres; and
c1, c2 and c3 are the peak widths of the peaks at 1577, 1602 and 1640 cm-1.
After fitting, the calibration data were grouped by redox potential in order to
investigate relationships between various fit parameters and redox potential.
Weighted means and standard deviations of the various parameters at each redox
potential were calculated using the same inverse weighting method as for the
MBA-NS nanosensor (Equations 4.2 and 4.4). It was found that the ratio of the height
of the peaks at 1577 and ~1640 cm-1 varied with redox potential, as did the equivalent
area ratios. The centres of the peaks at 1577 and 1602 cm-1 did not change with redox
potential, and the centre of the peak at ~1640 cm-1 varied with redox potential but not
in a manner that could be used to estimate redox potential (Figure 4.25). None of the
peaks’ widths changed with redox potential. Therefore calibration curves were only
constructed for the peak height and area ratios of the peaks at 1577 and ~1640 cm-1.










Lorentzian + slope 226,996 2,550
1.300 (p = 0.27) vs.
Lorentzian
1.303 (p = 0.27) vs.
Gaussian
Gaussian 234,486 2,632 1.000 (p = 0.36) vs.Lorentzian
Gaussian + slope 231,545 2,601
0.499 (p = 0.60) vs.
Lorentzian
0.502 (p = 0.60) vs.
Gaussian
1.020 (p = 0.36) vs.
Lorentzian + slope
Table 4.9: Comparison of average sum of squared residuals and average residual variance for
various fit types for the three overlapping peaks in the NQ-NS Raman spectrum. †A p value
of >0.05 indicates that one model is not statistically more accurate than the other model. The
Lorentzian model is best overall as it has fewer parameters and a smaller average sum of
squared residuals and residual variance than the Gaussian model.




























Figure 4.25: NQ-NS: variation of the centre of the peak at ~1640 cm-1 with redox potential
(Renishaw system). Points are the weighted means of 5 data points; error bars are the
standard deviation of the weighted mean.
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Figure 4.26: NQ-NS: variation of 1577/1645 cm-1 peak height (top) and peak area (bottom)
ratios with redox potential (Renishaw system). A Boltzmann curve (red line) has been fitted
to points which are the weighted means of 5 data points; error bars are the standard deviation
of the weighted mean; green lines are the 95% non-simultaneous confidence bands.
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Parameter Lower value Upper value
Peak height ratio 1.440 1.826
Peak area ratio 2.470 3.003
Table 4.10: Acceptable ranges for each parameter of NQ-NS, corresponding to the values of
the Boltzmann fits at -400 and -250 mV (Renishaw system). The estimated redox potential for
each parameter is only calculated if the parameter is within the range given.
A Boltzmann curve was fitted and 95% confidence bands were calculated for both of
these parameters (Figure 4.26). Acceptable ranges for the ratios were determined as
the values at -400 and -250 mV (Table 4.10), as this is the region where the curves
change most rapidly. The redox potential was then estimated from both calibration
graphs, with the overall error in redox potential determined from both the error in
the Boltzmann fit and the error in the peak height or area ratio. With only two
parameters used to estimate redox potential, there is a possibility that one parameter
with a large error can skew the estimated redox potential away from the actual
potential. Therefore the estimated redox potential from each parameter was
combined into a weighted mean to avoid this effect (Equation 4.2). The standard
deviation of the weighted mean was calculated using Equation 4.4. Spectra were
marked as ’reduced’ or ’oxidised’ if either or both ratios were outside the ranges
given in Table 4.10.
When used to analyse the calibration data, this method resulted in an average
standard deviation of 23.3 mV. Individual 95% confidence intervals were calculated
from the individual standard deviations of each spectrum, where the estimated redox
potential was in the range -400 to -250 mV; Figure 4.27 shows estimated versus actual
redox potential for those spectra for which confidence intervals were calculated.
Overall, 85% of the calibration spectra were correctly identified as belonging to one
of the following categories:
• redox potential <-400 mV
• redox potential >-250 mV
• the error range associated with the estimated redox potential contained the
actual redox potential.
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Figure 4.27: Comparison of the estimated redox potential with 95% confidence interval
versus actual redox potential of the calibration spectra used in the calibration of NQ-NS
(Renishaw system). The estimated redox potential is a weighted mean of the potentials
estimated from both calibration curves. The thick line indicates where estimated = actual
redox potential. The calibration spectra (n = 40) were either classified as having a potential
<-400 mV, -400 to -250 mV or >-250 mV; only those classified as being in the range -400 to -250
mV are shown. Of these 40 spectra, two (5.0%) were incorrectly classified as having an
estimated redox potential <-400 mV; one (2.5%) was incorrectly classified as having an
estimated redox potential >-250 mV and three (7.5%) had a 95% confidence interval that did
not include the actual redox potential.
The low accuracy is due to only one calibration dataset being available and which
shows a fair amount of variability between spectra acquired at the same redox
potential. Obtaining more data would improve the accuracy of the weighted mean,
and also improve the error in the calibration curve. In addition, data were collected
at equally spaced redox potentials; due to the sigmoid shape of the calibration curve,
this could mean a further loss of accuracy in the region of -350 to -250 mV where the
slope is steepest. Figure 4.27 shows that the 95% confidence intervals are greatest at
more reducing potentials. This is due to the larger error in the height of the peak at
1640 cm-1 as it decreases with decreasing redox potential. This peak becomes a
shoulder on the combined peaks at 1577 and 1602 cm-1, resulting in increased error in
the fit in this region at more reduced potentials. This error could be minimised by
improving the SNR of the Renishaw system.
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Manual processing Automated processing
Mean estimated redox potential (mV) -257.4 -259.3
Standard deviation (mV) 3.0 2.8
Mean error (mV) 20.9
Table 4.11: Comparison of manual and automated processing methods in the estimation of
redox potential from 10 consecutive spectra obtained from NQ-NS dried onto an imaging
dish (Renishaw system). The manual processing method does not provide an error associated
with estimated redox potential.
Figure 4.28: Boxplots showing the median, 1st and 3rd quarter percentiles, range and mean
(filled circle) for the estimation of redox potential from 10 consecutive spectra obtained from
NQ-NS dried onto an imaging dish, for both manual and automated processing methods
(Renishaw system).
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The algorithm was then compared to the manual processing method. Ten
consecutive spectra were obtained from NQ-NS dried onto an imaging dish and
processed by both methods. The manual process uses only the peak height ratio,
whereas the automated process uses both the peak height and area ratios. A
comparison of the two methods is given in Table 4.11 and Figure 4.28. Manual
processing of the 10 spectra results in a mean redox potential of -257.4 mV with a
standard deviation of 3.0 mV, whereas the automated processing results in a mean
redox potential of -259.3 mV with a standard deviation of 2.8 mV. The manual
process does not provide an error associated with the estimated redox potential,
whereas the automated process results in an associated mean error of 20.9 mV.
The automated processing method was used to process intracellular spectra, the
results of which form Chapter 5.
Calibration data was also supplied by Jing Jiang from the Ocean Optics fibre optic
Raman system and consisted of  5 spectra per redox potential; a total of 56 spectra
spanning -365 to -65 mV (vs. NHE). The data were processed in exactly the same way
as for the Renishaw system data above. This dataset, however, showed both the 1577
and 1640 cm-1 peak centres varying with redox potential in addition to the peak
height and area ratios. Therefore a combination of four parameters, instead of two,
could be used to estimate redox potential. Figure 4.29 shows the calibration curves
for these parameters and Table 4.12 provides acceptable ranges, determined as the
values at -250 mV and -150 mV for the 1577 cm-1 peak centre and -350 mV and
-150 mV for the other three parameters, as these are the regions where the curves
change most rapidly.
When used to analyse the calibration data, the average standard deviation of the
weighted mean was 10.1 mV. Once again, 95% confidence intervals were calculated
for each of the calibration spectra that had an estimated redox potential in the range
of -250 to -150 mV (for the 1577 cm-1 peak centre) or -350 to -150 mV (for the other
parameters). Figure 4.30 shows estimated versus actual redox potential for those
spectra for which confidence intervals were calculated. Overall, 89.3% (close to the
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Figure 4.29: NQ-NS: variation of the 1577 cm-1 peak centre (top left), the 1645 cm-1 peak
centre (top right), 1577/1645 cm-1 peak height (bottom left) and peak area (bottom right)
ratios with redox potential (Ocean Optics system). A Boltzmann curve (red line) has been
fitted to points which are the weighted means of  5 data points; error bars are the standard
deviation of the weighted mean; green lines are the 95% non-simultaneous confidence bands.
Parameter Lower value Upper value
1577 cm-1 peak centre 1583.765 1585.215
1640 cm-1 peak centre 1640.676 1644.383
Peak height ratio 1.241 1.625
Peak area ratio 2.044 2.439
Table 4.12: Acceptable ranges for each parameter of NQ-NS, corresponding to the values of
the Boltzmann fits at -250 and -150 mV for the 1577 cm-1 peak centre and -350 mV and -150
mV for the other parameters (Ocean Optics system). The estimated redox potential for each
parameter is only calculated if the parameter is within the range given.
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Figure 4.30: Comparison of the estimated redox potential with 95% confidence intervals
versus actual redox potential of the calibration spectra used in the calibration of NQ-NS
(Ocean Optics system). The estimated redox potential is a weighted mean of the potential
estimated from each of the four calibration curves. The thick line indicates where estimated =
actual redox potential. The calibration spectra (n = 56) were classified as having a potential
<-350 mV, -350 to -150 mV or >-150 mV; only those classified as being in the range -350 to -150
mV are shown. Of these 56 spectra, one (1.8%) was incorrectly classified as having an
estimated redox potential <-350 mV; none were incorrectly classified as having an estimated
redox potential >-150 mV; and five (8.9%) had a 95% confidence interval that did not include
the actual pH.
expected value of 95%) of the calibration spectra were correctly identified as
belonging to one of the following categories:
• redox potential <-350 mV
• redox potential >-150 mV
• the error range associated with the estimated redox potential contained the
actual redox potential.
Again, this low accuracy is due to only one calibration dataset being available;
obtaining more data would improve the accuracy of the weighted mean and increase
the accuracy towards 95%. Data were also collected at equally spaced redox
potentials, so obtaining more data in the region of -350 to -150 mV, where the slope is
steepest, should also improve the accuracy.
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The standard deviation of the weighted mean is approximately half that of
calibration data obtained on the Renishaw system, which could be due to using a
combination of four parameters, instead of two, to estimate redox potential. It could
also be due to reduced error in the peak centres, height and area ratios resulting from
a higher SNR in the calibration data. Unfortunately, the data obtained on the two
systems covered different redox potential ranges. From Figure 4.26, which shows the
calibration curves of data obtained on the Renishaw system, it appears that the range
could have been extended to more oxidising potentials. In contrast, from Figure 4.29,
which shows the calibration curves of data obtained on the Ocean Optics system, it
appears that the range could have been extended to slightly more reducing
potentials. The difference in ranges covered explains why the 1577 cm-1 peak centre
was found to be insensitive to redox potential in the data from the Renishaw system,
but not in data from the Ocean Optics system: the sensitivity only becomes apparent
at potentials >-250 mV, which is the limit of the data from the Renishaw system. It
could also explain why the distribution of the 95% confidence intervals in the
estimated versus actual redox potential graphs is different between the two systems.
The intervals calculated from the Ocean Optics data are larger at both the reduced
and oxidised ends of the range, whereas those from the Renishaw data are larger
only at the reduced end of the range - we could expect larger intervals if the range
was extended to more oxidised potentials to match the Ocean Optics data.
A comparison of the individual Boltzmann fit parameters and associated statistics for
the peak height and area ratios is given in Table 4.13 for the calibration data obtained
on both systems. As the range of redox potentials of the data obtained on the two
systems is different, it is not surprising that the fit parameters differ. The midpoints
calculated from the Ocean Optics data are close to the midpoint potential of -283 mV
determined previously [163], whilst those calculated from the Renishaw system data
are more reduced due to the calibration data not extending to potentials where the
NQ molecule is fully oxidised. More datasets that cover the full potential range of
NQ-NS would be needed in order to perform a reliable comparison on data from the
two systems.
Chapter 4. Data analysis 100
Parameter / statistic Peak height ratio Peak area ratio




























Table 4.13: Comparison of Boltzmann fit parameters and statistics from the calibration curves
for NQ-NS generated from data obtained from the Renishaw system (top rows) and Ocean
Optics system (bottom rows).
4.3.3 AQ - redox potential sensor
Calibration data for the AQ-NS nanosensor (Figure 4.31) were supplied by Jing Jiang
and consisted of 3 independent datasets, each having  5 spectra per redox potential
obtained using the Renishaw system, making a total of 182 spectra. Figure 4.32 shows
how peaks in the spectrum change with redox potential: the peak at ~1600 cm-1 is
due to amide stretching with symmetric ring breathing and is the most intense peak
in the region 1300-1800 cm-1, making it a good candidate for a reference peak.
Density functional theory data shows this peak at 1595 cm-1 in the fully reduced state
and at 1606 cm-1 in the fully oxidised state [122], so it may be possible to use the peak
centre as an additional parameter to estimate redox potential. The peak at 1668 cm-1
is due to C=O stretching and its intensity increases with oxidation, indicating the
possibility of using peak height and area ratios to estimate redox potential. Density
functional theory also indicates a third peak at ~1640 cm-1 due to aromatic C-C
stretching, which although neither redox-dependent nor intense enough to be used
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Figure 4.31: Reduced (left) and oxidised (right) structures of the AQ reporter molecule
conjugated to a gold nanoshell (black circle) via a gold-thiol bond.































Figure 4.32: Redox-dependent change in the intensity of the peak at 1668 cm-1 in the AQ-NS
Raman spectrum. Spectra have been background subtracted and normalised to the intensity
of the peak at ~1600 cm-1. The height of the peak at ~1415 cm-1 in the reduced AQ spectrum,
was not redox-dependent.










Lorentzian + slope 256,683 2,021
37.054 (p < 0.001) vs.
Lorentzian
28.106 (p < 0.001) vs.
Gaussian
Gaussian 380,007 2,992 0.906 (p = 0.40) vs.Lorentzian
Gaussian + slope 396,483 3,117
3.362 (p = 0.036) vs.
Lorentzian
NA vs. Gaussian*
1.545 (p = 0.21) vs.
Lorentzian + slope
Table 4.14: Comparison of average sum of squared residuals and average residual variance
for various fit types for the three overlapping peaks in the AQ-NS Raman spectrum. †A small
p value (<0.05) indicates that the slope model is statistically more accurate than the non-slope
model, taking into account the expected improvement in the sum of squared residuals due to
the extra two parameters. *The F-statistic cannot be calculated where the model with more
parameters has a larger average sum of squared residuals than the model with fewer
parameters, therefore the model with fewer parameters is the better model. The Lorentzian +
slope model is better overall as it has a smaller average sum of squared residuals and residual
variance than the Gaussian + slope model.
as a reference peak, still needs to be included in the model. Finally, the height of the
peak at ~1415 cm-1 in the reduced AQ spectrum was not redox-dependent.
As with the NQ-NS nanosensor, the peak profiles were established and the same
profile was used for all three peaks. Table 4.14 shows that the Lorentzian peaks +
slope model was the statistically more accurate model of the four compared.




1 + ( xc b1c1 )2
+
a2
1 + ( xc b2c2 )2
+
a3
1 + ( xc b3c3 )2
+ mx + d (4.6)
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Figure 4.33: AQ-NS: variation of the centre of the peak at ~1600 cm-1 with redox potential
(Renishaw system). Points are the weighted means of three independent datasets; error bars
are the standard deviation of the weighted mean.
where a1, a2 and a3 are the peak amplitudes; b1, b2 and b3 are the peak centres; c1, c2
and c3 are the peak widths of the peaks at ~1600, 1640 and 1668 cm-1; m is the slope
gradient and d the slope intercept.
After fitting, the calibration data were grouped by redox potential in order to
investigate relationships between various fit parameters and redox potential.
Weighted means and standard deviations of the various parameters at each redox
potential were calculated using the same inverse weighting method as for the
MBA-NS nanosensor (Equations 4.2 and 4.4). Contrary to expectation from the DFT
data, it was found that the ~1600 cm-1 peak centre did not vary with redox potential
consistently in all three datasets (Figure 4.33). None of the peak widths changed with
redox potential, but it was found that the ratio of the both the heights and areas of the
peaks at ~1600 and 1668 cm-1 did vary with redox potential. Therefore calibration
curves were only constructed for the peak height and area ratios of these peaks.
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Figure 4.34: AQ-NS: variation of 1600/1668 cm-1 peak height (top) and peak area (bottom)
ratios with redox potential (Renishaw system). A Boltzmann curve (red line) has been fitted
to points which are the weighted means of three independent datasets; error bars are the
standard deviation of the weighted mean; green lines are the 95% non-simultaneous
confidence bands.
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Parameter Lower value Upper value
Peak height ratio 1.097 1.371
Peak area ratio 0.730 0.855
Table 4.15: Acceptable ranges for each parameter of AQ-NS, corresponding to the values of
the Boltzmann fits at -400 and -250 mV (Renishaw system). The estimated redox potential for
each parameter is only calculated if the parameter is within the range given.
A Boltzmann curve was fitted and 95% confidence bands were calculated for both of
these parameters (Figure 4.34). Acceptable ranges for the ratios were determined as
the values at -400 and -250 mV (Table 4.15), as this is the region where the curves
change most rapidly. The redox potential was then estimated from both calibration
graphs, with the error determined from the error in the peak height or area ratio. The
estimated redox potential from each parameter was combined into a weighted mean
(Equation 4.2) to reduce the effect of one parameter having a significantly different
estimated redox potential to that of the other parameter if it has a large error. The
standard deviation of the weighted mean was calculated using Equation 4.4. Spectra
were marked as ’reduced’ or ’oxidised’ if either or both ratios were outside the ranges
given in Table 4.15.
When used to analyse the calibration data, this method resulted in an average
standard deviation of 10.5 mV. Individual 95% confidence intervals were calculated
from the individual standard deviations of each spectrum, where the estimated redox
potential was in the range -400 to -250 mV; Figure 4.35 shows estimated versus actual
redox potential for those spectra for which confidence intervals were calculated.
Overall, 88.5% of the calibration spectra were correctly identified as belonging to one
of the following categories:
• redox potential <-400 mV
• redox potential >-250 mV
• the error range associated with the estimated redox potential contained the
actual redox potential.
The low accuracy is most likely due to the variability between the datasets
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Figure 4.35: Comparison of the estimated redox potential with 95% confidence interval
versus actual redox potential of the calibration spectra used in the calibration of AQ-NS
(Renishaw system). The estimated redox potential is a weighted mean of the potentials
estimated from both calibration curves. The thick line indicates where estimated = actual
redox potential. The calibration spectra (n = 182) were classified as having a potential
<-400 mV, -400 to -250 mV or >-250 mV; only those classified as being in the range -400 to
-250 mV are shown. Of these 182 spectra, five (2.7%) were incorrectly classified as having an
estimated redox potential <-400 mV; four (2.2%) were incorrectly classified as having an
estimated redox potential >-250 mV and 12 (6.6%) had a 95% confidence interval that did not
include the actual redox potential.
(Figure 4.36), especially for the peak area ratio. Obtaining more datasets would
confirm whether this variability is inherent or if Dataset 1 is anomalous. Data were
also collected at equally spaced redox potentials; due to the sigmoid shape of the
calibration curve, this could mean a further loss of accuracy in the region of -400 to
-250 mV where the slope is steepest.
Figure 4.35 shows that some of the 95% confidence intervals for estimated redox
potential are >100 mV. This is due to a low SNR in the corresponding spectra, leading
to a large error in the fit, and consequently the peak heights and areas.
The algorithm was then compared to the manual processing method. Ten
consecutive spectra were obtained from AQ-NS dried onto an imaging dish and
processed by both methods. The manual process uses only the peak height ratio,
whereas the automated process uses both the peak height and area ratios. As AQ-NS
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Figure 4.36: Peak height (top) and area (bottom) ratios of AQ-NS by dataset (Renishaw
system). Dataset 1 is markedly different to Datasets 2 and 3 at more reducing potentials.
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Figure 4.37: Boxplots showing the median, 1st and 3rd quarter percentiles, range and mean
(filled circle) for peak height ratios from 10 consecutive spectra obtained from AQ-NS dried
onto an imaging dish, for both manual and automated processing methods (Renishaw
system).
Manual processing Automated processing
Mean peak height ratio 0.68 0.73
Standard deviation 0.12 0.08
Table 4.16: Comparison of manual and automated processing methods in the determination
of peak height ratio from 10 consecutive spectra obtained from AQ-NS dried onto an imaging
dish (Renishaw system).
is fully oxidised at atmospheric oxygen levels, only the peak height ratios could be
compared (Figure 4.37 and Table 4.16). Manual processing of the 10 spectra resulted
in a mean peak height ratio of 0.68 with a standard deviation of 0.12, whereas
automated processing results in a mean peak height ratio of 0.73 with a standard
deviation of 0.08.
Calibration data were also supplied by Jing Jiang from the Ocean Optics fibre optic
Raman system and consisted of two independent datasets, each having  5 spectra
per redox potential; a total of 216 spectra spanning -490 to -40 mV (vs. NHE). The
data were processed in exactly the same way as for the Renishaw system data above,
and the calibration curves and acceptable ranges for each parameter are shown in
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Figure 4.38: AQ-NS: variation of 1600/1668 cm-1 peak height (top) and peak area (bottom)
ratios with redox potential (Ocean Optics system). A Boltzmann curve (red line) has been
fitted to points which are the weighted means of three independent datasets; error bars are
the standard deviation of the weighted mean; green lines are the 95% non-simultaneous
confidence bands.
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Parameter Lower value Upper value
Peak height ratio 0.998 1.183
Peak area ratio 0.890 0.987
Table 4.17: Acceptable ranges for each parameter of AQ-NS, corresponding to the values of
the Boltzmann fits at -400 and -250 mV (Ocean Optics system). The estimated redox potential
for each parameter is only calculated if the parameter is within the range given.
Figure 4.38 and Table 4.17, respectively. Once again, the acceptable ranges were
determined as the values at -400 mV and -250 mV, as these are the regions where the
curves change most rapidly.
When used to analyse the calibration data, this method resulted in an average
standard deviation of 5.4 mV. Individual 95% confidence intervals were calculated
from the individual standard deviations of each spectrum, where the estimated redox
potential was in the range -400 to -250 mV; Figure 4.39 shows estimated versus actual
redox potential for those spectra for which confidence intervals were calculated.
Overall, 97% of the calibration spectra were correctly identified as belonging to one
of the following categories:
• redox potential <-400 mV
• redox potential >-250 mV
• the error range associated with the estimated redox potential contained the
actual redox potential.
This high accuracy is mainly due to the extremely large confidence intervals at more
reducing potentials. This results from the variability between the two datasets at the
more reducing potentials, as seen in Figure 4.38. Obtaining more datasets would
confirm whether this variability is inherent or if one of the datasets is anomalous at
these potentials. Data were also collected at equally spaced redox potentials; due to
the sigmoid shape of the calibration curve, this could mean a further loss of accuracy
in the region of -400 to -250 mV where the slope is steepest.
A comparison of the individual Boltzmann fit parameters and associated statistics for
the peak height and area ratios is given in Table 4.18 for the calibration data obtained
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Figure 4.39: Comparison of the estimated redox potential with 95% confidence interval
versus actual redox potential of the calibration spectra used in the calibration of AQ-NS
(Ocean Optics system). The estimated redox potential is a weighted mean of the potentials
estimated from both calibration curves. The thick line indicates where estimated = actual
redox potential. The calibration spectra (n = 216) were classified as having a potential <-400
mV, -400 to -250 mV or >-250 mV; only those classified as being in the range -400 to -250 mV
are shown. Of these 216 spectra, six (2.8%) were incorrectly classified as having an estimated
redox potential <-400 mV; none were incorrectly classified as having an estimated redox
potential >-250 mV and none had a 95% confidence interval that did not include the actual
redox potential.
on both systems. The midpoints calculated from the Ocean Optics data are close to
the half-wave potential of -311 mV determined previously [122], whilst those
calculated from the Renishaw data are more reduced but with a larger error. Only
two datasets were available from the Ocean Optics system compared to the three
available from the Renishaw system, and the data from both systems showed
variability at more reduced potentials. This variability could account for the
difference in maximum values. Collecting more datasets would hopefully reduce this
variability. Data on both systems were collected every 30 mV, so collecting data at
smaller intervals over the range -400 to -250 mV, where the slope is steepest, could
reduce the errors in the midpoint potentials and slopes. The variability of the data
from the Ocean Optics system is smaller at more oxidised potentials than in data
from the Renishaw system (compare Figures 4.34 and 4.38), and this leads to a larger
adjusted R2 value.
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Parameter / statistic Peak height ratio Peak area ratio




























Table 4.18: Comparison of Boltzmann fit parameters and statistics from the calibration curves
for AQ-NS generated from data obtained from the Renishaw system (top rows) and Ocean
Optics system (bottom rows).
4.4 Discussion
In this chapter an automated method of processing SERS spectra was developed,
comprising background subtraction followed by peak fitting to obtain various fit
parameters that were used to estimate pH or redox potential. The background
subtraction algorithm was successful in reducing the variability of the background
intensity in spectra obtained on different substrates (gold and glass-bottomed
imaging dishes), independently of whether signals were present from any of the
three nanosensors used.
For all three nanosensors it was found that Lorentzian peak profiles were statistically
more accurate than Gaussian profiles (Tables 4.2, 4.3, 4.4, 4.9 and 4.14). For the MBA
nanosensor the three peaks used did not overlap with any other peaks and so each
was fitted separately, whereas for both the NQ and AQ nanosensors the peaks used
overlapped and so a single three peak fit was applied.
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Overall accuracy Ren 92% 85% 89%
OO 90% 89% 97%
No. of datasets Ren 3 1 3
OO 3 1 2
Total no. of spectra Ren 303 40 182
OO 203 56 216
Table 4.19: Comparison of the overall accuracy between the different nanosensors and
Raman spectrometers. The average standard deviation is given both as the actual value and
as the percentage of the average estimated pH or redox potential. Ren = Renishaw system;
OO = Ocean Optics system.
Fit parameters for each peak (centre, width, height and area) were then compared for
each nanosensor. The MBA nanosensor had two pH-sensitive peaks, therefore three
peak height ratios and three peak area ratios could be used to estimate pH, along
with the peak centre of the reference peak. The NQ and AQ nanosensors each had
only one peak that varied with redox potential and so these nanosensors had fewer
parameters that could be used to estimate redox potential. Table 4.19 summarises the
characteristics of all three nanosensors. The combination of seven parameters for the
MBA nanosensor led to a small standard deviation and an overall accuracy close to
the expected 95%. Only two parameters could be used for the NQ nanosensor on the
Renishaw system, and only one dataset was collected which did not appear to cover
the fully oxidised end of the range, resulting in a lower overall accuracy and a larger
standard deviation. Four parameters were used for the NQ nanosensor on the Ocean
Optics system and the potential range of the single dataset included the fully
oxidised end. This increase in parameters is reflected in an improved accuracy and
standard deviation. Only two parameters could be used for the AQ nanosensor on
both systems, however more calibration spectra were available. The standard
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deviation is affected by the larger standard deviation at more reduced potentials.
Colourmaps showing the spatial variation of pH were constructed from SERS maps.
The flowchart in Figure 4.40 details the steps involved in producing colourmaps from
SERS map data.
The automated method was significantly faster than the manual method: nearly 200
times faster in processing a single spectrum, and 50-120 times faster in producing a
colourmap of 147 spectra. The automated method was also more precise than the
manual method for the MBA and AQ nanosensors and due to the lack of calibration
spectra was no worse for the NQ nanosensor. However for the NQ nanosensor it was
shown that the estimated values from the automated method were more evenly
distributed about the mean than for the manual method, indicating that the
automated method was less biased. All spectra are subject to the same criteria and
intra- and inter-individual bias and variance are not present in the automated
method.
Overall, the automated processing method is much quicker and results in a less
variable estimation of pH or redox potential than the manual processing method.
Futher improvements can be made by obtaining more data for the NQ and AQ
nanosensors on both spectrometers.
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Load all SERS maps (*.txt files) into a cell array
Then, for each .txt file
Extract Raman shift to column vector
Extract intensities to 2D matrix
Subtract background
Fit peaks and get error in fit parameters
Calculate ratios and associated error
Estimate redox potential or pH with error using relevant calibration 
curve parameters and their errors
Calculate weighted average with associated 95% confidence interval
Create colourmaps
Figure 4.40: Flowchart detailing the steps taken in processing SERS map data to produce
colourmaps of pH or redox potential.
Chapter 5: Metal nanoparticle toxicity
5.1 Introduction
The toxicological effects of inhaled particulate matter have been extensively
investigated. Inhalation of ultrafine particles, such as in diesel exhaust, has been
shown to cause inflammation in several cell types [206]. The toxicity of these species
is thought to be related to their large surface area to volume ratio, and/or their ability
to act as a carrier of transition metals into the lungs [179]. Nanoparticles have a
smaller diameter and greater surface area to volume ratio compared to larger
particles and are now manufactured in large quantities for industrial use (for
example, in the manufacture of cosmetics, electronics, and paint [207]); therefore it is
important to investigate the effects of nanoparticle inhalation during the
manufacturing process. Engineered nanoparticles have been shown to have greater
toxic effects than ultrafine particles (which are nanoscale ambient, as opposed to
engineered, particles; for example air pollution particles) [206], although the effects
are strongly dependent on cell type.
As well as being used as a model of lung cancer [176, 177], A549 cells are used in
studies of inflammation [178] and nanoparticle toxicity [179, 180]. Both ultrafine
particles and metal nanoparticles cause production of ROS in A549 cells [208].
Elevated ROS levels cause upregulated expression of anti-oxidant genes through the
Nrf2-KEAP pathway [209] (Section 1.3). At low particle concentrations this
upregulation is enough to degrade ROS, however, at higher concentrations, the
antioxidant response is insufficient for the levels of ROS produced, and the resulting
oxidative stress triggers apoptosis [210].
This well-characterised response of A549 cells to nanoparticles makes them an ideal
system in which to compare our measurements of intracellular redox potential with
the traditional assays for oxidative stress. This work was carried out in collaboration
with Jen McLeish of Ken Donaldson’s group at MRC Centre for Inflammation
116
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Research, University of Edinburgh, who prepared the metal nanoparticle solutions,
and performed and interpreted the traditional assays for oxidative stress.
5.2 Results
A549 cells were incubated with NQ-NS overnight before sub-lethal treatment with
one of 0.5 mg/ml silver nanoparticles (AgNP), 0.5 mg/ml zinc oxide nanoparticles
(ZnONP) or 30 mM 2,2’-azobis(2-amidinopropane) dihydrochloride (AAPH; positive
control) or were left untreated (see Section 2.2 for full methods). SERS maps were
acquired from untreated, Ag-treated and ZnO-treated cells over the following time
periods after treatment: 0-1 hours; 1-2 hours; 2-3 hours; 3-4 hours and 4-5 hours.
SERS spectra were acquired from AAPH-treated cells during the first hour after
treatment only as there was extensive cell death after this period. Cells were kept at
37 ºC and 5% CO2 until the relevant timepoint.
The protocol used for acquiring SERS map data is described fully in Section 2.5.
Briefly, a cell or cells were rapidly scanned to locate any NQ-NS and then detailed
scans covering an area of 6 x 25 mm were performed, centred on the location of each
NQ-NS signal from the rapid scan.
The automated processing algorithm described in Chapter 4 was used to process all
SERS map spectra. After background subtraction, spectra were selected for further
processing based on the following criteria:
• R2 value  0.6
• height of the peak at 1577 cm-1  100 counts
No spectra showed complete oxidation of NQ-NS. The automated processing method
returned a redox potential with an associated error for each spectrum as described in
Chapter 4. A weighted average and standard deviation was then calculated for each
time period and each treatment, using the inverse weighting method (Equations 4.2
and 4.4). Figure 5.1 shows the change in redox potential for each time period for all
treatments. In the 0-1 hour time period only AAPH-treated cells showed a significant


































Figure 5.1: Metal nanoparticles increase intracellular redox potential in A549 cells 1-2 hours
after treatment. Cells containing NQ-NS were treated with one of 0.5 mg/ml AgNP,
0.5 mg/ml ZnONP or 30 mM AAPH (positive control), or were left untreated. Bars show the
weighted mean of redox potentials within each time period and treatment; error bars
represent the standard error of the weighted mean; ** p <0.01; **** p <0.0001.
increase in redox potential compared to untreated cells (p = 0.0014). In the 1-2 hour
time period, both AgNP- and ZnONP-treated cells showed a significantly increased
redox potential compared to untreated cells (p <0.0001 and p = 0.0015, respectively).
For the other time periods there was no significant difference in redox potential
between untreated cells and metal nanoparticle-treated cells.
Figure 5.2 shows the change in intracellular redox potential over time for each
treatment individually. Both metal nanoparticle treatments showed the most
oxidised redox potential during the 1-2 hour time period, with AgNP treatment
resulting in a more oxidised potential than ZnONP treatment. All time periods
showed significantly increased redox potentials with respect to the potential
measured during the 0-1 hour time period. In AgNP-treated cells, the redox potential
during the 4-5 hour time period was significantly more reduced than the potential
during the 1-2 hour or 2-3 hour time periods (p = 0.0008 and p = 0.0208, respectively),
but it was still significantly more oxidised at this timepoint than during the 0-1 hour
time period. ZnONP treatment showed a similar trend but without reaching
significance. The intracellular redox potential in untreated cells did not change
significantly over the 5 hours.
Colourmaps of the intracellular data were produced by plotting the estimated redox

















































































Figure 5.2: Top: Metal nanoparticles cause an increase in intracellular redox potential in A549
cells. Bottom: Untreated cells do not show a change in redox potential over time. Cells
containing NQ-NS were treated with one of 0.5 mg/ml AgNP, 0.5 mg/ml ZnONP or 30 mM
AAPH (positive control), or were left untreated. Bars show the weighted mean of redox
potentials within each time period and treatment; error bars represent the standard error of
the weighted mean; ** p <0.01; *** p <0.001; **** p <0.0001.
potential in the location given by its spectrum number (Figure 5.3 shows an example
from a ZnO-treated cell). These allow the spatial distribution of redox potentials to be
visualised, both by colour and by value. The colourmap shows three separate areas
where signals from NQ-NS were detected, with each pixel representing an area of
1 x 1.19 mm. Each NQ-NS has a diameter of 150 nm, so it is probable that there are
several NQ-NS in each area, either separate or in aggregates. The individual redox
potentials within each area are similar to each other within the error shown,
suggesting that the nanosensor(s) are measuring the local redox potential. Figure 5.4
shows the same colourmap super-imposed on a white light brightfield image of the
cell the spectra were acquired from, and shows the intracellular location of the
NQ-NS.
These results were then compared to traditional assays of oxidative stress performed
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Figure 5.4: Overlay of colourmap from Figure 5.3 (left) on a white light image, showing the
intracellular location of NQ-NS.
and interpreted by Jen McLeish in Ken Donaldson’s group at the MRC Centre for
Inflammation Research, University of Edinburgh. These found that ZnONP, but not
AgNP treatment, caused a significant increase in oxidative stress as measured by the
dihydroethidium assay. Dihydroethidium is a blue fluorescent dye that is permeable
to cells. It is oxidised by superoxide to oxyethidium, whereupon it intercalates with
DNA and the fluorescence changes to red. The intensity of red fluorescence as
measured by FACS therefore indicates the amount of superoxide generated.
A separate assay to determine the levels of free thiols showed that ZnONP, but not
AgNP, treatment caused a signficant reduction in free thiols. This assay used the
cell-permeable, non-fluorescent monobromobimane, which, when conjugated to
thiols, becomes fluorescent. The intensity of this fluorescence as measured by FACS
therefore indicates the levels of free thiols inside cells.
As discussed in Section 1.1, the Nrf2/Keap1 pathway is regulated by redox potential.
Chapter 5. Metal nanoparticle toxicity 122
Oxidative stress causes Nrf2 to translocate to the nucleus and upregulate expression
of its target genes, many of which are antioxidants, including hemeoxygenase-1
(HO-1) [76]. The levels of HO-1 mRNA transcripts were measured using qPCR, and
showed that ZnONP, but not AgNP, treatment caused a significant upregulation of
the HO-1 transcript after 3 hours.
5.3 Discussion
In this chapter NQ-NS were used to measure the increase in intracellular redox
potential in A549 cells treated with sub-lethal doses of engineered metal
nanoparticles of Ag and ZnO, which have been shown to be toxic in A549 cells.
ZnONP-treated cells showed increased levels of superoxide, decreased levels of free
thiols and increased upregulation of antioxidant genes compared to AgNP-treated
cells. The intracellular redox potential was shown to be most oxidised during the
1-2 hour time period for both metal NP treatments, with AgNP-treated cells showing
more oxidised potentials than ZnONP-treated cells. The increased upregulation of
antioxidant genes and decrease in free thiols seen in ZnONP-treated cells, compared
to AgNP-treated cells, would enable metal NP-induced ROS to be degraded more
efficiently and thus could explain the smaller increase in redox potential.
For both metal NP treatments, the intracellular redox potential was still elevated after
4-5 hours compared to 0-1 hours, indicating that the cells were unable to completely
ameliorate the effects of metal NP treatment. In AgNP-treated cells, the redox
potential significantly decreased after the initial increase, but did not return to the
potential measured during the first hour after treatment. In ZnONP-treated cells this
trend did not reach significance, perhaps due to increased upregulation of
anti-oxidant genes.
It was not possible to correlate intracellular redox potential with measures of cell
viability or levels of apoptosis as spectra were only acquired from intact cells.
Therefore only intracellular redox potential in cells that had survived up to the time
of measurement could be determined. It would be useful to be able to follow the
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changes in intracellular redox potential in an individual cell, however this was not
possible as the spectra were acquired at room temperature and atmospheric levels of
CO2. The reduction in CO2 levels from 5% in an incubator to atmospheric levels
causes an increase in the alkalinity of the medium, stressing the cells and leading to
cell death after 2-3 hours. Therefore chronic measurements are impossible. The
problem of acquiring SERS spectra under physiological conditions is addressed in
the next chapter.
In summary, our SERS nanosensor method of measuring intracellular redox potential
is capable of measuring pathologically relevant oxidative stress in A549 cells, and is
corroborated by traditional assays of oxidative stress.
Chapter 6: Environmental control during SERS mea-
surements
6.1 Introduction
Human cell cultures are usually maintained in a humidified incubator at 37 °C and
with a CO2 concentration of 5%, to simulate the physiological environment of cells
within the human body. Cell culture medium contains a buffering system in order to
maintain a physiological extracellular pH of 7.3-7.4 [211], with the most common
being the bicarbonate/CO2 system. Cells produce CO2 as a byproduct of respiration,
which decreases the pH of the culture medium through the following equation:
CO2 + H2O ! H2CO3  ! HCO 3 + H
+ (6.1)
The addition of sodium bicarbonate drives the equilibrium to the left, increasing the
pH, however the CO2 tension needs to be increased (to 5%) in order to maintain the
pH of the culture medium at 7.3-7.4. Sodium bicarbonate also has the advantage of
being less toxic than other components of buffering systems and, by providing cells
with a source of bicarbonate, allows cells to buffer their intracellular pH.
Atmospheric levels of CO2 lead to an increase in alkalinity of the culture medium,
impairing this buffering capability and leading to cell death [212, 213]. pH is a tightly
regulated parameter in cells, because protein structure and function can be regulated
by pH changes and pH differences drive critically important metabolic processes
such as oxidative phosphorylation [211]. A decrease in temperature from 37 °C to
room temperature slows down cell growth and can affect the protein levels [214],
thus potentially confounding experimental results. Imaging cells under optimal
physiological conditions is therefore important to avoid experimental artifacts.
There are a number of methods for controlling the environment that cell cultures
experience during imaging experiments, ranging from small chambers that enclose
only the cell culture to large enclosures that surround the entire microscope [215].
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Small chambers enclosing only the cell culture have the advantage of only requiring a
small volume of atmosphere to be controlled and heated, however they are
inappropriate where high magnification or high resolution is necessary, as the
appropriate microscope objectives require immersion in the culture medium.
Therefore these chambers are usually used with a long working distance objective
and are thus restricted to magnifications of ×50 or lower. Where high magnification,
high resolution water immersion objectives are needed, the microscope itself is
encased in a container and a heated stage and objective used. However, these are not
airtight and the required air mix is pumped in under slightly positive pressure in
order to exclude room air.
One of the aims of the Campbell research group is to measure intracellular redox
potential of cells subjected to hypoxia [122], to provide an understanding of how
redox potential could be dysregulated within hypoxic regions of tumours and to
potentially provide useful insights into treatment resistance (Section 1.3). Therefore,
for experiments where a hypoxic environment is necessary, the air mix during
spectra acquisition needs to be very precisely controlled.
Due to space constraints, the environment around the Renishaw inVia microRaman
system could not be controlled through use of an enclosure, and a heated stage or
objectives were not available. A hypoxia incubator was available but a hypoxia
workstation was not, so cells could only be incubated and not cultured under
hypoxic conditions. Furthermore, commercially available small chambers were
prohibitively expensive, therefore it was more cost effective to construct our own
small chamber which could be customised to our specifications. This chapter
describes the design, build and testing of a specialised chamber to meet the group’s
specific requirements for long-term measurements of redox potential and pH under
both normoxic and hypoxic conditions.
Chapter 6. Environmental control during SERS measurements 126
6.2 Specification
The specific requirements of the chamber were:
1. Precise control of air mix. It was imperative that the chamber be airtight so that
the O2 concentration within the chamber would not fluctuate during hypoxic
experiments. The more expensive commercially available chambers include the
ability to measure CO2 or O2 concentrations in real-time. This requires the use
of CO2 and O2 sensors and readout displays, which are expensive and would
add bulk to the chamber. Therefore, for the initial prototype, the chamber
would be filled from a cylinder containing a specified air mix (5% CO2, 21% O2,
balance N2).
2. Temperature control. The temperature of the cell culture medium should be
able to be kept constant over several days.
3. Humidification of air mix. The air mix from a cylinder would need to be
humidified in order to reduce evaporation of the culture medium.
4. Fit on the existing microscope stage. The Renishaw inVia microRaman system
is equipped with a motorised stage in order to acquire maps, as well as an
enclosure to block out stray light. Therefore the chamber would need to be
securely fixed to the stage and have the same footprint as the stage so as not to
hit the sides of the enclosure during movement of the stage.
5. Fit under the microscope objective. An objective with a super long working
distance of 15 mm would be used, which meant that the distance between the
top of the chamber and cells adhered to the bottom of a glass-bottomed
imaging dish filled with 3 ml of culture medium would have to be 15 mm.
6. Portable. The chamber would be transported from the tissue culture laboratory
to the room containing the Renishaw inVia microRaman system on the floor
below. Therefore the chamber and associated items would need to be carried by
one person down a flight of stairs and through 4 sets of doors without spilling
the culture medium or compromising airtightness.
7. Optically clear top. The top cover directly over the cell culture would need to
be optically transparent to the laser light at 785 nm and the resultant Raman
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scattered light.
8. Transparent bottom. The bottom should be transparent enough to allow cells to
be visualised by a white light illumination source directly underneath.
9. Easily cleaned. In the event of spillage of the culture medium then the chamber
must be easily cleaned. Periodic cleaning would also be necessary to keep the
interior as sterile as possible so as not to contaminate cell cultures and possibly
confound experimental results.
6.3 Design, construction and testing of initial prototype
An initial design concentrated on requirements 1, 4, 5, 6, 7, 8 and 9 from the
specification list and a prototype was constructed in collaboration with engineers at
the University of Cambridge. The main body of the chamber was formed by a
15.4 mm thick sheet of perspex, into which a 9 mm deep cavity was made
(Figure 6.1). Two holes were drilled in the sides connecting to the cavity to allow gas
to be passed through. A connector was seated in each hole with three O-rings and
each attached to a separate 20 cm length of 6 mm internal diameter Tygon tubing.
The lid of the chamber was a 3.2 mm thick sheet of perspex, with a hole drilled in the
centre, surrounded by a square recess into which a ~0.15 mm thick glass coverslip
was seated and sealed with silicone sealant. A thin glass coverslip was used as it is
optically clear and does not significantly reduce the laser power at the sample,
therefore meeting requirement 7 from the specification list. An airtight seal between
the lid and chamber was achieved with an O-ring seated in a groove in the chamber
body surrounding the cavity. The lid was secured to the chamber by 8 nylon screws
so as to ensure sufficient compression of the O-ring. The distance between the bottom
of the cavity and the top of the lid is 12.2 mm, thus meeting requirement 5 from the
specification list. The chamber is portable and easily cleaned, thus meeting
requirements 6 and 9, respectively, from the specification list.
To check that the chamber was airtight, culture medium was equilibrated in an
humidified incubator at 37 °C with a CO2 concentration of 5% and the pH measured
as 7.6 (within the range specified for the medium). The pH was measured with a
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Figure 6.1: Schematic of the initial prototype. A: top view of main chamber; B: side view of
main chamber; C: top view of lid; D: side view of lid.
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Figure 6.2: The pH of culture medium inside the chamber increased much more slowly than
the pH of culture medium exposed to room atmosphere. Two glass-bottomed low-wall
imaging dishes were filled with 2 ml of culture medium equilibrated to 37°C and a CO2
concentration of 5%. One dish was sealed inside the chamber with an atmosphere containing
5% CO2 and the other was left on the bench top. The pH of the culture medium in both
dishes was measured at 3, 24 and 72 hours (freshly equilibrated culture medium was used
each time). The initial pH was measured as 7.6.
Mettler Toledo InLab Ultra-Micro pH meter. Two glass-bottomed low-wall imaging
dishes (Ibidi m-Dish 35 mm, height 7 mm) were then filled with 2 ml of this
equilibrated culture medium. One was placed in the chamber cavity and the lid
securely fastened, whilst the other was left open on the bench top. Gas from a
cylinder containing 5% CO2, 21% O2 and balance N2 was flowed through the
chamber via one of the lengths of tubing at slightly above ambient pressure for
60 seconds. The two lengths of tubing were then simultaneously bent over on
themselves and fixed, to seal the air mix inside. The flow from the gas cylinder was
then turned off and the pH of the culture medium in both dishes was measured after
3 hours. This was repeated with fresh equilibrated culture medium twice more, with
the pH measured after 24 and 72 hours. Figure 6.2 shows that the pH increase is
negligible at 3 hours (pH 7.6) and 24 hours (pH 7.7), whereas it is slightly increased at
72 hours (pH 7.9). This indicates that the pH of the culture medium would be
maintained at a physiological level for experiments lasting less than a day, and for
longer-term experiments the air mix could be refreshed daily. Furthermore,
submerging the (empty) chamber in water showed no airleaks, therefore the chamber
was airtight and requirement 1 from the specification list had been met.
The chamber was then affixed to the stage of the Renishaw inVia microRaman system
Chapter 6. Environmental control during SERS measurements 130
Figure 6.3: 500× white light microscope image of the edge of the NQ-NS spot dried onto a
PLL-coated glass-bottomed imaging dish, which was filled with 2 ml of culture medium.
Small aggregates of dried NQ-NS are clearly visible (bottom half of image).
using two screws. The chamber did not obstruct the movement of the stage, thus
meeting requirement 4 of the specification list.
NQ-NS were then dried onto a PLL-coated glass-bottomed low-wall imaging dish
and 2 ml of culture medium added. The dish was placed inside the chamber cavity
and the lid fastened. Single SERS spectra were successfully obtained using the point
focus lens. The transparent perspex chamber body allowed sufficient white light
illumination from underneath the chamber to visualise small aggregates of dried
NQ-NS (Figure 6.3), thus meeting requirement 8 of the specification list.
The above results show that the prototype successfully meets the initial requirements
listed at the beginning of the section, namely that the chamber is airtight, portable,
easily cleaned, can fit on the existing microscope stage and under the microscope
objective, and SERS spectra can be successfully acquired through an optically clear
top with white light illumination from underneath. The design was subsequently
modified to incorporate temperature control; this increased the complexity of the
design and is described in the next section.
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6.4 Addition of temperature control
As no hypoxia workstation was available to culture cells under hypoxic conditions,
the imaging chamber would need to fulfil this function in order to apply nanosensors
to hypoxic cells. Therefore a second hole was drilled into the lid, and recessed to
accomodate a silicon/PTFE septum, which would allow culture medium changes
and the application of nanosensors or other treatment via a needle and syringe. This
would also mean that cells would need to remain in the chamber for a number of
days, so a stable temperature no higher than 37 °C would be necessary in order to
keep the cells in optimal physiological conditions.
Temperature control was achieved by heating recirculating air and introducing bulk
heating of the chamber. To avoid localised heating a motor was added to drive the air
through the chamber in a circuit. Heating was achieved (1) by running current
through four resistors attached to an aluminium plate affixed to the bottom of the
chamber, with a hole drilled in the centre to allow light from under the chamber to
illuminate the sample; and (2) using a subminiature proportionally controlled heater
element within a heater enclosure to heat the air in the chamber system. Tubing
connecting all of these elements was insulated to prevent as much heat loss as
possible. Temperature sensors were placed on the aluminium plate, in the chamber
cavity and heater enclosure. The output voltage of these sensors is linearly
proportional to the temperature (°C), allowing the temperature to be measured with
a multimeter. The temperature in the heater enclosure was set by a potentiometer to
give a temperature of ~40 °C inside the enclosure. The input voltage could be
adjusted using a variable power supply in order to give a power output through the
heating resistors (R1-R4) that, together with the heater enclosure, could deliver the
required temperature in the chamber cavity, allowing for heat loss in the system. Two
self-sealing connectors in the system tubing facilitated ‘charging’ the system with the
required airmix avoiding any leakage of room air back into the system and a balloon
was added for differential pressure variations due to temperature and atmospheric
pressure changes. Figures 6.4, 6.5 and 6.6 show a schematic, circuit diagram and
photo of the system, respectively, after these modifications.



























Figure 6.4: (A) Schematic of initial prototype modified to include temperature control. The
desired airmix in a cylinder is introduced into the system via the self-sealing connectors. The
connectors allow airflow when connected to each other or other (non-sealing) connectors. (B)
shows the procedure for introducing the desired airmix into the system: The self-sealing
connectors are disconnected from each other and removable tubing is connected to both. The
lower connector B is connected to the gas cylinder containing the desired airmix, whilst the
upper connector A is connected to a length of open tubing. The airmix is gently flowed
through the system for 120 seconds (ensuring the balloon is completely deflated), then
removable tubing B is disconnected (sealing that connector), before rapidly disconnecting
removable tubing A. The two self-sealing connectors are then connected to each other again
to allow flow through the system once more.
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Figure 6.5: Circuit diagram showing how temperature control within the imaging chamber
was achieved (1) by running current through four resistors attached to an aluminium plate
affixed to the bottom of the chamber (heater plate); and (2) using a subminiature
proportionally controlled heater to heat the air in the system (heater enclosure). Temperature
sensors (T1, T2 and T3) were placed on the aluminium plate, in the chamber cavity and
heater enclosure to monitor temperature in those locations. The power supply voltage was
set to give a current through the heating resistors that resulted in a chamber temperature that
was maintained and controlled by the heater plate. The voltage regulator supplies the pump
motor and the semiconductor temperature sensors.














Figure 6.6: Photograph of imaging chamber with temperature control.
The temperature inside the chamber cavity took approximately 60 minutes to reach a
maximum from room temperature and was found to be stable over the following
2 hours (Figure 6.7). The maximum temperature inside the chamber cavity reached
35.5 °C with the input voltage set to 9 V. These results suggest that the temperature in
the chamber cavity will remain stable over time - as long as the ambient temperature
remains stable. Therefore, with this caveat, requirement 2 of the specification list has
been met.
To check that the chamber was airtight, the chamber was allowed to reach maximum
temperature whereupon a glass-bottomed low-wall imaging dish containing 2.00 ml
of equilibrated culture medium (at a pH of 7.6) was placed inside the chamber cavity
and the lid re-fastened. The culture medium was eqilibrated in an incubator at 37 °C
with a 5% CO2 concentration. The system was then ’charged’ with gas from a
cylinder containing 5% CO2, 21% O2 and balance N2 as detailed in Figure 6.4 and the
Chapter 6. Environmental control during SERS measurements 135
Figure 6.7: Physiological temperatures in the chamber cavity are reached in ~60 minutes and
are stable over time. Temperature sensors were placed on the aluminium plate on the bottom
of the chamber (plate), inside the chamber cavity (chamber) and inside the heater enclosure
(heater). The aluminium plate was heated by running current through 4 resistors affixed to it.
The temperatures of the plate and the heater enclosure were set to achieve a final chamber
temperature of 35.5 °C.
pH of the culture medium measured after 3 hours. This was elevated by 0.22 pH
units and the volume of the culture medium remaining was reduced by 18% to
1.64 ml. However, submerging the whole system in water showed no airleaks. These
results imply that evaporation (due to the lack of humidity in the air mix from the
cylinder) increases the pH of the culture medium.
Efforts were then made to pre-humidify the gas mix before introducing it into the
system, by bubbling it through water. However, this caused condensation on the lid
of the chamber, including the coverslip, making it impossible to see the interior of the
chamber under the microscope and impeding the laser path to the sample.
6.5 Discussion
This chapter described the design and fabrication of a portable chamber for the
purpose of acquiring SERS spectra from intracellular nanosensors in a controlled
environment. The initial prototype showed that the chamber was airtight and
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suitable for use in experiments where atmostpheric control was necessary. The
addition of temperature control caused the culture medium to evaporate, however
attempting to reduce this by humidifying the airmix caused condensation on the lid
of the chamber, reducing visibility and impeding the laser path. Overall, the
following requirements from the specification list in Section 6.2 were met:
1. Precise control of air mix: The chamber in both the initial prototype and with
the addition of temperature control was shown to be airtight. Therefore the
chamber is suitable for acquiring SERS spectra from intracellular nanosensors
in both physiological and hypoxic conditions.
2. Portable: The initial prototype of the chamber was easily carried by hand from
the tissue culture laboratory to the room containing the Raman spectrometer on
the floor below. The addition of temperature control increased the number of
components to transport, however the system was placed into a box for easy
transport, without spilling any culture medium.
3. Fit on the existing microscope stage. The chamber was fastened by 2 screws to
the motorised stage and did not hinder its movement at all.
4. Fit under the microscope objective. The distance between the bottom of the
chamber and the top of the lid is 12.2 mm, less than the 15 mm required by the
super long working distance objective.
5. Optically clear top: The use of a glass coverslip embedded into the perspex lid
was transparent to the 785 nm laser beam, thus allowing the acquisition of
SERS spectra with minimal signal loss.
6. Transparent bottom: The chamber was constructed in perspex, which is
transparent to the white light illumination source directly underneath. A hole
was cut into the aluminium plate affixed to the bottom of the chamber to allow
the light through into the chamber. Small aggregates of NQ-NS dried onto a
PLL-coated imaging dish and covered with 2 ml of culture medium were easily
visible with this illumination, suggesting that cells would be equally well
visible.
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7. Easily cleaned: The perspex construction meant that the chamber and lid were
easily cleaned.
In addition, a septum was added to allow the exchange of culture medium and the
application of nanosensors and/or drug treatments to cells in hypoxic conditions.
This enabled the chamber to fulfill some of the functions of a hypoxia workstation,
which was not available.
Only two requirements were not successfully met: temperature and humidity
control. Although a stable temperature was able to be maintained over several hours,
heating the chamber to ~35.5 °C caused evaporation of the culture medium due to
the lack of humidity in the air mix. Pre-humidifying the air mix prior to ’charging’
the chamber system caused condensation on the lid of the chamber, including the
coverslip, impeding the laser path. Heating the lid or only the coverslip should stop
this condensation. The heating of the chamber could be improved by embedding the
chamber in a directly controlled thermal block with apertures in the top and bottom
for the laser beam and white light illumination, respectively.
In summary, the chamber can be used in short-term experiments without
temperature control, which would prevent evaporation, but can’t be used for
longer-term experiments, where the decrease in temperature would reduce cell
growth and affect protein levels, potentially confounding experimental results,
without further modifications to prevent condensation on the lid.
Chapter 7: Extracellular redox potential
7.1 Introduction
The extracellular redox potential is important for the function of some cell types, for
example, T-cells and neurons (Section 1.2) and changes in the extracellular redox
potential have been implicated in various diseases such as cardiovascular disease
(Section 1.3). One study has shown that a more oxidised extracellular potential does
not change the intracellular GSH/GSSG ratio in bovine aortic endothelial cells [94].
However, while the intracellular GSH/GSSG ratio might not respond to extracellular
redox changes, it is possible that the overall intracellular redox potential did change,
as discussed in Section 1.1. Secondly, in the above-mentioned study different
Cys/CySS ratios were applied to the culture medium to generate different
extracellular redox potentials; over time the ratios tended towards the same values. It
is therefore unknown how the GSH/GSSG ratio or overall intracellular redox
potential respond to a prolonged oxidised extracellular redox potential.
The simultaneous quantitative measurement of overall extracellular and intracellular
potentials has not yet been addressed and the extent of interplay between the two is
unknown. The ability to investigate changes in extracellular potential on
perturbation of intracellular potential, and vice versa, would inform knowledge of
pathological processes, for example in cancer, where the redox potential of the
tumour microenvironment has been shown to affect proliferation [216, 217].
This chapter describes the construction of a device from which SERS spectra from
intra- and extracellular nanosensors can be acquired during the same experiment. As
the Cys/CySS redox couple is the most abundant couple extracellularly, with a more
oxidising midpoint potential than the GSH/GSSG couple it is expected that the
overall extracellular redox potential is more oxidised than the intracellular redox
potential [91, 92].
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7.2 Results
In order to obtain SERS spectra from extracellular nanosensors, the nanosensors
should be immobilised onto a surface. As the nanosensors are to be in contact with
cell culture medium, this surface needs to be optically clear. Finally, intracellular and
extracellular nanosensors should be spatially separate in order to distinguish
between spectra obtained from each. Therefore, the most convenient way to achieve
this is to plate cells in a dish filled with culture medium and cap this with a glass
slide or coverslip onto which nanosensors have been immobilised.
Members of Eleanor Campbell’s group at the School of Chemistry had obtained
Raman spectra from liquids using polydimethylsiloxane (PDMS) devices capped by
glass slides. PDMS is a commonly used polymer in biological microfluidics
applications as it is inert and non-toxic to cells [218]. I therefore adapted these
devices for the purpose of obtaining SERS spectra from both intracellular and
extracellular nanosensors using the same device.
The devices were constructed by curing PDMS on top of pre-cut glass slides, into
which an 8 mm diameter well was cut (Figure 7.1). A549 cells were then plated at the
bottom of the well. However, there was some residual PDMS on the surface of the
slide at the bottom of the well, making it difficult to see the cells under the
microscope. Therefore, the protocol for device formation was modified in that a thin
coating of nail varnish was used to mark out the well before the PDMS was applied;
this stopped the PDMS adhering to that region of the slide and the nail varnish could
be removed with acetone after the well had been cut. This resulted in a flat glass
surface for cells to adhere to and cells could easily be visually distinguished under
the Raman microscope (Figure 7.2). The height of the PDMS layer was 4-6 mm,
giving a well volume of ~200-300 ml. The well was filled with culture medium and a
coverslip placed on top, which had been coated with poly-L-lysine (PLL) onto which
NQ-NS had been dried. The area of the coverslip covered by nanosensors was easily
visible under the Raman microscope (Figure 7.3).
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Figure 7.1: Device for measuring intracellular and extracellular redox potentials in the same
experiment. The device is constructed from a slab of PDMS into which an 8 mm diameter
well was cut and capped by a glass slide (on which nanosensor-containing cells are adhered)
and a glass coverslip (on which nanosensors have been immobilised).
Figure 7.2: Representative 500× white light microscope image of an A549 cell adhered to the
glass slide at the bottom of the well in the PDMS device. The image was acquired with the
device inverted to place the cell layer at the top to provide minimum obstruction to laser
during acquisition of SERS spectra.
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Figure 7.3: 500× white light microscope image of the edge of the NQ-NS spot dried onto a
PLL-coated coverslip and placed on top of the device, with the NQ-NS in contact with cell
culture medium.
7.3 Acquisition of SERS spectra
A549 cells were plated at the bottom of the well in the device and incubated with
NQ-NS (see Section 2.6 for full methods). SERS maps were acquired from
intracellular NQ-NS as detailed in Section 2.5, whilst single spectra were acquired
from extracellular NQ-NS. As the culture medium is sealed inside the device by the
coverslip, the device could be inverted to place the cell layer at the top in order to
provide as little obstruction to the laser as possible when acquiring SERS maps from
intracellular NQ-NS. To acquire SERS spectra from the extracellular nanosensors the
device was then placed with the coverslip uppermost. To ensure that signals from the
intracellular and extracellular nanosensors did not overlap, the device was filled with
culture medium and capped with a PLL-coated coverslip onto which NQ-NS had
been immobilised. Spectra were obtained from the glass slide at the bottom of the
well and showed only the Raman spectrum of the slide - no signals from NQ-NS
were observed (Figure 7.4). Therefore the spatial separation between intracellular
and extracellular nanosensors is adequate to ensure no overlap of spectra.
A representative SERS spectrum from extracellular NQ-NS is shown in Figure 7.5.
Comparison with Figure 4.24 indicates NQ is fully reduced. Even after 2 hours of
equilibration with the cell culture medium the extracellular redox potential was too
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Figure 7.4: Representative Raman spectrum from the glass slide in the absence of cells. The
device was set up as in Figure 7.1 except no cells were added. The Raman spectrum shows no
contribution from NQ-NS dried onto a coverslip and capping the well.














Figure 7.5: Representative SERS spectrum from extracellular NQ-NS after 2 hours
equilibration of cells with fresh culture medium. The spikes at ~1615, 1665 and 1790 cm-1 are
due to hot pixels on the CCD camera.
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reduced to be determined from the SERS spectra, i.e. <-400 mV. The redox potential
of culture medium only was then measured, (i.e. no cells were plated and the device
filled with fresh culture medium) and again the potential was too reducing to be
determined from the SERS spectra. As the extracellular redox potential is expected to
be more oxidising than the intracellular redox potential, this suggests that a longer
equilibration time and/or a smaller volume of culture medium is necessary to
prevent dilution of cell secretions.
7.4 Discussion
In this chapter, a device was constructed that allowed the acquisition of SERS spectra
from both intracellular and extracellular nanosensors in the same experiment. The
spatial separation of the intracellular and extracellular nanosensors makes it clear
which ones spectra are acquired from. Using this device, SERS spectra can quickly
and easily be obtained from both nanosensor locations by inverting the device to
acquire spectra from intracellular nanosensors.
Pilot experiments to measure the extracellular redox potential showed that the
potential was too reduced (<-400 mV) to be measured by the NQ-NS nanosensor, as
was the potential of blank culture medium. The extracellular redox potential is
expected to be more oxidised than the intracellular redox potential, and as the
intracellular redox potential is within the range of NQ-NS, it is surprising that
extracellular potential measured was more reduced. However, the cell culture
medium does contain several redox-active ingredients, such as the amino acids
glycine, tyrosine, tryptophan and cystine (not cysteine). Studies have shown that the
extracellular redox potential in human plasma is more oxidised than the intracellular
redox potential due to the increased abundance of the Cys/CySS redox couple [92].
However, the overall extracellular redox potential of cell culture may not mirror this
and hasn’t been previously measured to the best of our knowledge. Studies reporting
the extracellular redox potential of cell cultures added different ratios of Cys/CySS to
the culture medium and monitored the change in the ratios over time [94, 219]. The
different initial ratios of Cys/CySS tended towards the same value over time and this
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value was reported as the extracellular redox potential. Therefore it may be
informative to measure the redox potential of human plasma using our method and
compare the results with these other studies.
If the extracellular redox potential of the cell culture medium is not physiologically
representative, then it does at least allow investigation of intracellular redox potential
changes in response to manipulation of the redox potential of the cell culture
medium. Such manipulations include the addition of various ratios of Cys/CySS as
in the studies mentioned above, or the addition of drugs that cause oxidative stress
(e.g. AAPH - see Chapter 5), or have antioxidant properties (e.g. N-acetyl-cysteine).
To measure how cells condition the redox potential of their microenvironment, a
physiological extracellular redox potential could be achieved by reducing the height
of the PDMS slab, which varied between 4-6 mm, giving a volume of ~200-300 ml.
Reducing the height to 2 mm would give a volume of ~100 ml, a reduction of 50-66%.
Additionally, the equilibration time of cells with fresh culture medium after
overnight incubation with nanosensors should be extended from 2 hours to allow cell
secretions to build up.
Conclusions and future work
Prior work in our research group led to the development of the NQ molecule, and
provided basic proof-of-principle for its use in measuring intracellular redox
potential. In this thesis, the method has been greatly extended, with improvements in
production and toxicity testing of the nanosensors, robustness of SERS data
acquisition and analysis, environmental control of measured cells, and application to
disease-relevant cell culture models. As a result, we are now able to rapidly and
reproducibly determine intracellular redox potential in single cells. In addition, the
methods that have been developed have broad applicability to SERS nanosensors for
other physiological parameters, and development of these modalities is ongoing by
others within our research group.
The initial stages of the project focused on standardising the functionalisation of gold
nanoshells with the redox-active NQ probe molecule (Chapter 3). The standardised
protocols that were developed gave reproducible results and enabled accurate
concentrations of nanosensors to be added to cell cultures. The pathologically
relevant A549 human lung cancer cell line was used in this work, as it is a
well-characterised model of lung cancer, inflammation and nanoparticle toxicity.
NQ-NS nanosensors were shown to be non-toxic in this cell line, using assays of
membrane integrity and cell viability, and were taken up freely into the cytoplasm.
Previous work using the dichloro-dihydro-fluorescein diacetate (DCFH-DA) assay
showed that NQ-NS did not cause oxidative stress in NIH/3T3 murine fibroblast
cells, i.e. that the intracellular redox potential was not perturbed beyond the ability of
the cell to cope with an increase in ROS. Although this is reassuring, it could also be
useful in the future to confirm that NQ-NS do not affect intracellular redox potential
in A549 cells by examining transcriptome profiles using qRT-PCR, as this would give
a more sensitive measure of oxidative stress. qRT-PCR measures the levels of mRNA
transcripts of a particular gene present in a sample, so comparing the levels of
mRNA transcripts of various anti-oxidant genes of cells containing NQ-NS with
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those of cells containing no nanosensors would indicate whether NQ-NS caused
small changes in intracellular redox potential.
Previously, locating NQ-NS within cells was time-intensive and unreliable. A
method was therefore developed to rapidly locate intracellular NQ-NS and obtain
SERS spectra from them in the form of maps (Chapter 3). ’Pre-scanning’ cells with a
high laser power and short integration time gave a rough location of any NQ-NS
within a cell. Once located, spectra could be acquired with a lower laser power and
longer integration time to produce spectra with a high enough SNR from which to
determine the redox potential. This method was a success, enabling more rapid
acquisition of high quality spectra from cells, improving throughput and laying a
necessary foundation for time-sensitive measurements. It has general applicability as
it can also be used with any combination of adherent cell type and intracellular
nanosensor, and has been used by several group members in different cell lines (such
as prostate and breast cancer cell lines) and nanosensors for different redox potential
ranges and pH.
Given the large increase in data volume following improvements in data acquisition,
an automated approach to spectral analysis was needed to improve the speed and
accuracy of the determination of redox potential or pH. In response to this need, a
bespoke piece of software was created to determine redox potential and pH from
SERS maps, and allowed automated production of a colour-map showing the spatial
variation of redox potential or pH with subcellular resolution (Chapter 4). The
software performed background subtraction followed by peak fitting to extract
information on peak centre, height and area. Calibration curves were constructed
from data from each of three nanosensors and two Raman spectrometers, and the
resultant redox potential or pH value quoted with a 95% confidence interval. It was
found that a greater number of calibration curves for a nanosensor resulted in more
accurate determination of pH or redox potential, however more calibration datasets
for the NQ-NS and AQ-NS nanosensors would also improve their accuracy.
Comparison to the manual method of processing spectra showed that not only was
the automated method >50 times faster and also more precise, but bias and variance
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were minimised. Flexibility built into the software means that it has already been
adapted for both new probe molecules developed by the group and also for a new
spectrometer. Furthermore the software could easily be modified for multiplexed
spectra containing signals from two or more probe molecules, as long as the
individual probe spectra are sufficiently spectrally separated.
Chapter 5 used the methods established in Chapters 3 and 4 to investigate the change
in intracellular redox potential in response to metal nanoparticle treatment. This is a
highly pathologically relevant treatment to use as a case-study, as engineered metal
nanoparticles are known to cause cellular oxidative stress and be damaging to lung
tissue. The results showed that our SERS nanosensor method of measuring
intracellular redox potential is capable of measuring this pathologically relevant
oxidative stress in cultured human lung A549 cells, and these measurements were
corroborated by traditional assays of oxidative stress. Intracellular redox potential
was shown to be more oxidised after metal nanoparticle treatment, with the effects
lasting for at least 4-5 hours after treatment. This successfully confirms previous
work performed by others in the nanoparticle toxicity field, and our use of a novel
assay strengthens the conclusion that metal nanoparticles indeed trigger oxidative
stress. However, a limitation of the SERS measurements was that intracellular redox
potential could only be determined in cells that had survived up to the time of
measurement, so it is possibile that greater effects on redox potential would have
been seen in apoptotic or necrotic cells. To counter this problem, the intracellular
redox potential of a single cell would need to be followed chronically. Unfortunately
acquiring spectra from cells held in medium exposed to normal air at
room-temperature conditions results in cell death after only a few hours. Therefore
the ability to acquire spectra under more physiological conditions would avoid
experimental artifacts, and also enable intracellular redox potential to be investigated
in cell cycle as well as cell death studies.
Chapter 6 addressed this issue of environmental control during spectra acquisition.
A portable, airtight chamber was designed, constructed and tested and was shown to
be suitable for acquiring SERS spectra from intracellular nanosensors in a defined gas
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mix at room temperature in short-term experiments where physiological temperature
is not critical. This chamber is now used by a member of the group to provide a 5%
CO2 atmosphere for short-term experiments investigating the pH gradient inside
multicellular tumour spheroids. The design of this chamber was then modified to
incorporate temperature control and humidification of the chosen gas mix for
long-term experiments. However these additions resulted in water condensation on
the chamber lid, disrupting visibility and impeding transmission of the laser beam.
The design could be modified further to reduce condensation by heating the lid,
either separately or by embedding the chamber in a directly controlled thermal block.
It will be very useful to perfect the enviromental control aspect of the system, as an
ability to both perform measurements chronically and manipulate the gas
environment will enable the response to these alterations to be studied. For example,
cellular redox responses to hypoxia are currently poorly understood, and
investigation of the change in intracellular redox potential over time when subjected
to a hypoxic environment would yield much useful information. Most importantly,
better environmental control will be critical for further extending the applicability of
this measurement method, as biological model systems need to reproduce animal
physiology as closely as possible in order to give results that are meaningful in the
study of health and disease.
Finally, a device was constructed that allowed the acquisition of SERS spectra from
both intracellular and extracellular nanosensors in the same experiment (Chapter 7).
This enables experiments where the extracellular redox potential is manipulated and
the effects on intracellular redox potential measured. The device was sealed and
intracellular nanosensors were spatially separated from extracellular nanosensors,
allowing clear discrimination of the SERS spectra obtained simply by changing the
orientation of the device. This approach gave successful proof-of-principle data
showing that correlated intra/extracellular measurements are possible. However, the
data obtained from the extracellular NQ-NS was limited, as redox potential in the
culture medium produced measurements that were outwith the sensor range (no
such problems occurred in the intracellular measurements). It would be useful in the
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future to attempt these measurements again using an alternative probe that covers a
more reduced range of redox potentials. Alternatively, the extracellular potential
could be manipulated to bring it within the range of the NQ-NS. These possibilities
are worth exploring further, as the biological relationship between intracellular and
extracellular redox potential is incompletely understood.
Use of this technology in animal models is problematic, primarily due to excessive
light scattering, but it is very well suited to making measurments from in vitro cell
culture model systems. Refinements in the types of cell culture system that is used
may be made. For example, induced pluripotent stem cell (iPSC) techniques for
making well-defined differentiated cells in culture is rapidly maturing, and would
allow experimental questions to be asked in cells that model healthy and diseased
human tissues very accurately. It would also be possible to use 3D cell culture
techniques to create living models of different tissue types found in the body. This
would be useful because redox potential and pH measurements performed
throughout a tissue rather than in just a 2D cell culture and would give more
physiologically accurate values. The fact that our NQ-NS technology is best suited to
in vitro systems is also a strength, as it means that it can be applied to cells whose
genetic state or environment is altered in ways that would be impossible in living
animals. For example, transfection of small interfering RNA (siRNA) libraries for
screening the involvement of candidate genes in particular processes, or treatment of
cells with drugs that modify cellular signalling pathways that would be lethal if
disrupted in a whole organism. This means that it can be used to answer basic
biological and pathological questions directly, in a significantly more quantitative
way than was possible previously, which in turn will lead to more accurate
experimental conclusions. Development of additional probes for other physiological
parameters is possible, and extension of the method to measurement of pH has
already been achieved by others in our research group. Other parameters that could
be monitored using SERS nanosensors could include ATP, oxygen, specific types of
ROS/RNS or ions such as Ca2+. The only limitation is finding probe molecules that
exhibit specific and reversible reactions in the presence of an analyte. As mentioned
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above, if future probes are sufficiently spectrally separated, multiplexed
measurements of multiple parameters could be performed. This would allow
correlation of these parameters, which again will be useful in developing an
understanding of cellular physiology.
In summary, the work in this thesis has successfully extended previous work into a
pathologically relevant cell line, and established methods for applying it to
meaningful biological questions. I have begun by validating the technique in a well
characterised pathological model, and it will be exciting in the future to watch how
the technique is deployed to improve our understanding of important diseases
whose pathology remains to be understood.
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Abstract
The measurement of intracellular analytes has been key in understanding cellular processes and function,
and the use of biological nanosensors has revealed the spatial and temporal variation in their concentrations.
In particular, ratiometric nanosensors allow quantitative measurements of analyte concentrations. The
present review focuses on the recent advances in ratiometric intracellular biological nanosensors, with an
emphasis on their utility in measuring analytes that are important in cell function.
Introduction
Intracellular biological nanosensors are an important tool in
the biochemist’s arsenal of techniques for the study of cellular
processes. They can provide information about changes in
highly regulated properties critical to cell survival, such
as pH, redox potential and concentrations of oxygen and
Ca2 + . For the purposes of the present review, we limit
ourselves to sensors whose output is a ratio of two signals
and which respond reversibly to changes in the intracellular
environment. In our opinion, such sensors are desirable since
their output is independent of absolute sensor concentration
and they can be used to monitor concentrations in live cells.
Furthermore, we limit ourselves to sensors whose utility has
been verified in live cells.
The most common intracellular nanosensors are those
based on fluorescence. Fluorescence is an established imaging
modality that is highly sensitive and can have excellent spatial
resolution [1]. Broadly speaking, there are two types of
fluorescent sensors: small-molecule dyes and proteins. Dyes
can be synthesized using well-established chemical routes
Key words: fluorescence, nanosensor, surface-enhanced Raman spectroscopy (SERS), ratiometric
nanosensor.
Abbreviations: GECI, genetically encoded Ca2 + indicator; HPF, 2-[6-(4′-hydroxy)phenoxy-3H-
xanthen-3-on-9-yl]benzoic acid; LPS, lipopolysaccharide; RNS, reactive nitrogen species; roGFP,
reduction–oxidation-sensitive GFP; ROS, reactive oxygen species; SERS, surface-enhanced Raman
spectroscopy.
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and their photophysical characteristics are generally well
understood. Fluorescent proteins derived from jellyfish and
corals have enabled researchers to develop a range of proteins,
which (through genetic engineering) can be adapted to
sensing specific analytes and be targeted to specific organelles.
Derivatives have been developed that are photostable and
have a range of excitation/emission wavelengths that allow
spectral multiplexing [2].
The following sections describe selected examples of the
latest advances in nanosensors for the monitoring of various
components important for cellular function.
pH
pH is a tightly regulated parameter in cells, because protein
structure and function can be regulated by pH changes and
pH differences drive critically important metabolic processes
such as oxidative phosphorylation [3]. pH is known to be
modulated during many different cellular processes (cell
cycle, apoptosis and signalling) and can be regulated by many
different methods, for example the pH-buffering capacity
provided by weak acids and bases, and the various exchanger
and co-transporter proteins which couple proton or HCO3 −
transport across the plasma membrane with other ions.
Dysregulation of metabolism caused by factors such as
hypoxia, or high demand for ATP (in organs such as the
brain or heart), can lead to the build-up of acidic products
such as lactic acid. This acidification is thought to play a role


































900 Biochemical Society Transactions (2014) Volume 42, part 4
in the pathology of cancer [4] and neurodegenerative diseases
[5].
The endosome–lysosome pathway is an important cellular
mechanism in sorting material and defence from foreign
bodies, and the pH change in the pathway is in the order of
more than 2 pH units (or a 100-fold change in concentration
of H+ ) [6]. This is a challenge for single-dye pH sensors as
the effective dynamic range of most commercially available
dyes is less than 2 pH units [7]. However, two separate
groups have developed triple-labelled nanosensors containing
one reference dye and two sensor dyes whose multiplexing
allows the effective pH range of the sensor to be extended
to over 3 pH units and, in both cases, the dyes were
incorporated within a cross-linked polymer nanoparticle
[7,8]. The nanosensors were taken up into endosomes and
transported to lysosomes, and the pH was measured to be
approximately pH 4.5 and 5.08 after 24 h respectively. This
is an interesting approach to sensor design, since the particle
allows several ‘modules’ to be assembled and protects the dyes
from direct interaction with cellular components without
stopping the diffusion of protons.
To extend the utility of these nanosensors, they can be
targeted to specific organelles by adding specific targeting
molecules. One study used a targeting peptide that allowed
the nanosensors to escape endosomes, and measured the
cytoplasmic pH to be 7.1 [9]. Using two-photon fluorescence
improved the signal to noise ratio and reduced cellular
autofluorescence compared with one-photon fluorescence.
Since the performance of many nanosensors for other
analytes can be affected by pH fluctuations, a useful approach
is to use dual probes so that a correction for pH can be made
for the analyte under investigation. This requires that the
excitation or emission wavelengths of the individual probes
do not overlap. For example, a GFP ATP sensor has been
partnered with a RFP pH sensor [10]. Not only does this
allow ATP measurements to be corrected for pH, but also
pH levels themselves can be measured, as pH changes are
associated with changes in metabolism. Co-expression of the
pH sensor with the ATP sensor in the cytoplasm showed that
complete glucose withdrawal decreased cytoplasmic pH and
ATP levels, and pH recovery from an acid insult was delayed
in glucose-starved cells that were subsequently re-fed glucose.
Ca2 + ion concentration
Ca2 + is an important ion, used as a second messenger in
cell signalling, and has many different signalling functions.
The diverse effects are distinguished via differences in
location, amplitude, duration and frequency of the Ca2 +
signal, so measuring Ca2 + levels with temporal and spatial
resolution is key in the study of cell physiology and signalling
[11]. Examples of the diversity of Ca2 + function include
build-up of Ca2 + in mitochondria in the regulation of
apoptosis [12], influx of Ca2 + into the nerve terminal causing
neurotransmitter release into the synaptic cleft [13], and the
Ca2 + wave that triggers oocyte activation after fertilization
[14].
GECIs (genetically encoded Ca2 + indicators) are fusions
of a Ca2 + sensor domain and a combination of two
fluorescent proteins, and can be expressed in the cells of
interest. They exhibit good brightness and photostability, and
they can also be targeted to specific organelles, thus allowing
the spatial and temporal resolution required to untangle the
mechanisms causing the signalling [11].
In GECIs, the sensor domain consists of a known Ca2 + -
binding protein, commonly calmodulin, and a linker. Ca2 +
binding causes a structural shift in the linker, altering the
distance between the fluorescent proteins [15]. However,
calmodulin is known to have different targets in the cell,
which could interfere with cellular processes. New probes
based on aequorin [16,17] or troponin [18] do not interfere
with endogenous calmodulin, but it is uncertain whether they
might bind to other targets and interfere with cellular function
in other ways. Both calmodulin and troponin can bind up to
four Ca2 + ions per molecule [19], so binding is non-linear and
buffering of Ca2 + could occur [20]. Recent advances have
been in the areas of optimizing FRET linkers and varying
donor and receptor fluorescent proteins to improve stability
and brightness and by engineering a smaller troponin to only
bind one or two Ca2 + ions [20].
Ding et al. [21] expressed two spectrally distinct Ca2 +
nanosensors in the cytoplasm and nucleus of HeLa cells, and
showed histidine-evoked Ca2 + spikes in both compartments.
They also expressed both Ca2 + and caspase 3 nanosensors
in the cytoplasm of HeLa cells and induced apoptosis
with staurosporine. The caspase 3 nanosensor was able to
detect increased levels of caspase 3, without any change in
Ca2 + levels detected by the Ca2 + nanosensor. This method
provides a useful way to monitor the dynamics of signalling
and execution during apoptosis.
Some cells have voltage-gated Ca2 + channels that open in
response to action potentials; these short-lived Ca2 + pulses
can be used to investigate neural activity in living animals.
Expression of a Cameleon GECI in mouse barrel cortex
allowed the detection of Ca2 + channel activation in freely
moving animals in response to movement [22]. Expression
of a troponin-based FRET GECI in mouse retinal cone
receptors was used to investigate the effects on Ca2 + levels
of light-stimulation and •NO application [23]. This showed
large changes in Ca2 + in cone terminals, but not in other
areas, indicating tight spatial control of Ca2 + dynamics.
Oxygen
Oxygen is needed for cellular respiration, and any deficiency
in oxygen causes ischaemia, as seen in conditions such as
heart attack and stroke. Many cancer therapies rely on oxygen
being present in tumours, as they convert triplet O2 into the
more destructive singlet O2 [24]. However, as tumours grow,
abnormal formation of blood vessels results in regions of
tumours that are hypoxic; this may mean that treatments
are ineffective and lead to disease relapse [25]. Imaging
the distribution of oxygen in tumours is therefore essential
to understand tumour growth, heterogeneity and response to
therapy. Similarly, imaging the distribution of oxygen in
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Figure 1 Pathways of intracellular ROS/RNS production: breakdown of O2• − leading to various ROS/RNS
the stem cell niche is important since oxygen tension is
thought to be central in controlling pathways responsible
for proliferation and differentiation [26,27].
The oxygen levels throughout neurospheres (clusters of
neural stem cells) were measured with a polymer nanoparticle
encapsulating reference and O2-sensor dyes [28]. Adding the
nanosensor during formation of the neurospheres ensured
distribution of the nanosensor throughout the neurospheres.
The O2 concentration was found to be significantly lower in
the interior of the neurosphere than at the surface. Inhibiting
cellular respiration increased O2 levels, whereas chemical
deoxygenation of the medium showed decreased O2 levels.
Reactive oxygen and nitrogen species
ROS (reactive oxygen species) and RNS (reactive nitrogen
species) are a by-product of cellular respiration (Figure 1)
and appear to play an important role in signalling [29,30].
In order to understand the roles of these ROS and RNS
better, there is currently a significant effort in developing
tools that allow quantification with good spatiotemporal
resolution. The following section details some recent studies
where nanosensors have been employed to study ROS and
RNS in cells.
HOCl (hypochlorous acid) is produced in leucocytes
through peroxidation of Cl− ions, and is involved in
pathogen destruction [31]. However, unnecessary production
of HOCl can lead to inflammatory problems, as in athero-
sclerosis, neurodegenerative diseases, rheumatoid arthritis
and cancer [32]. Peroxynitrite, ONOO− , is formed from
•NO and O2• − , and is highly reactive, oxidizing and nitrating
proteins and affecting mitochondrial metabolism, and is
also involved in pathogen destruction [33]. Differentiating
peroxynitrite from other ROS is difficult since probes must
use a selective reaction between peroxynitrite and another
molecule that does not occur with other oxidizing molecules.
Polymeric micelles have been developed that are optically
bright and photostable, and which react selectively for
ONOO− over •NO, O2• − , •OH and ClO− [34]. They have
been used to demonstrate that tumour cells generate a higher
concentration of ONOO− compared with normal cells. The
generation of such ROS may underpin the genomic instability
that is a hallmark of cancer [35].
Photoacoustic imaging detects the ultrasound waves
generated from localized heating of tissue resulting from
near-IR laser radiation and enables non-invasive imaging of
tissues at high spatial resolution [36]. Pu et al. [37] designed
fluorescent semiconducting polymer nanoparticles that were
photoacoustically active. Coupling these to a ROS-sensitive
dye that was selective for ONOO− and ClO− allowed
the detection of increased concentrations of these species
in macrophages stimulated with LPS (lipopolysaccharide) or
IFNγ (interferon γ ). Furthermore, this nanosensor was able
to detect in situ generated ONOO− and ClO− in living mice
injected with zymosan.
BSA-protected gold nanoclusters conjugated with a
•OH-specific probe HPF {2-[6-(4′-hydroxy)phenoxy-3H-
xanthen-3-on-9-yl]benzoic acid}, designed so that HPF
emission reports on •OH and the emission of the nanoclusters
acts as a reference signal, have been used to measure •OH
concentrations in HeLa cells [38]. The nanoclusters displayed
a basal level of fluorescence in resting cells and were able
to detect the production of •OH due to LPS stimulation;
however, pre-treatment with DMSO, an •OH scavenger,
resulted in no increase in •OH concentration.
Redox potential and antioxidants
Antioxidants are enzymes [e.g. catalase and SOD (superoxide
dismutase)] or small molecules (e.g. glutathione, cysteine
and thioredoxin) that degrade oxidants such as ROS/RNS
(Figure 2). Intracellular redox potential is a balance of ROS
and antioxidants and is tightly controlled by the cell; too high
a potential leads to oxidative stress which is associated with
many diseases, e.g. cancer, inflammation, cardiovascular and
neurodegenerative diseases [39–41].
The ‘gold standard’ for ratiometric redox potential
measurements is the use of roGFPs (reduction–oxidation-
sensitive GFPs), a GFP modified with redox-active surface
cysteine residues. Many roGFPs have now been engineered to
cover different potential ranges and, like other GFP sensors,
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Figure 2 Degradation of ROS
(A) Degradation of O2• − and H2O2. (B) Degradation of H2O2 and lipid peroxides (LOOH) via the reversible oxidation of
glutathione (GSH) and thioredoxin (Trx) by glutathione peroxidases (GPx) and peroxiredoxins (Prx).
can be expressed in the organelle of choice, including the more
oxidizing environment of the endoplasmic reticulum [42].
Recent advances in this field include the use of light sheet-
based fluorescent microscopy where the plane is illuminated
by two lasers with different emission wavelengths, to
detect the oxidized and reduced forms of roGFP. The
ratio of the emission intensities at the different excitation
wavelengths provides a ratiometric output of glutathione
redox potential. This technique was used to measure the
effect of staurosporine in glioblastoma spheroids (a 3D tissue
model), and showed an increase in oxidation in both the
cytoplasm and the mitochondria, with higher levels in
the centre of the spheroids compared with the periphery [43].
In another example of organelle-specific targeting, expression
of a roGFP in the mitochondria of rat islet β-cells measured an
increase in mitochondrial oxidation on addition of exogenous
H2O2 and on glucose starvation [44].
Cysteine is discriminated from most other amino acids
by its strong nucleophilicity, but it is difficult to distinguish
between different thiols, e.g. glutathione and cysteine, using
dye-based nanosensors [45]. However, progress has been
made in this area with the development of fluorescent
nanosensors that use the cysteine-mediated cleavage of an
acrylic acid moiety [46] or cysteine-mediated spirocyclization
[47]. Since the reaction requires the presence of a free amine
adjacent to the thiol group, these nanosensors are specific
to free cysteine and homocysteine, and are unreactive when
cysteine is incorporated in a larger peptide or protein such as
glutathione.
Fluorescent nanosensors have been an invaluable tool
in the measurement of analytes and in the elucidation of
Ca2 + -mediated signalling. However, the drawbacks of using
fluorescent nanosensors include problems with photosta-
bility, photobleaching and cell autofluorescence at visible
wavelengths. Furthermore, for investigating parameters
Figure 3 Redox-active reporter molecules can report on redox
potential
Top: structure, electron transfer scheme and standard reduction potential
for a reporter molecule; bottom: potential-dependent changes in SER
spectra.
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such as redox potential, which is not an analyte, but a
consequence of the concentrations of ROS and antioxidants,
measuring the contribution of all the individual species is not
feasible.
Our laboratory has developed a method of measuring
intracellular redox potential independently of individual
ROS/antioxidants, using SERS (surface-enhanced Raman
spectroscopy). Raman spectroscopy detects inelastic Stokes
scattering of photons by molecular bonds, and is used to
identify the types of bonds present in molecules. We have
designed redox-sensitive reporter molecules, adsorbed on
to gold nanoshells [48]; the use of gold nanoshells allows
an intensity enhancement of >106. The reporter molecules
change structure depending on their oxidation state, and
SERS of the coated nanoshells allows spectral discrimination
between the reduced and oxidized forms. By recording
spectra at different redox potentials using a potentiostat, a
calibration curve can be obtained that shows how the SERS
spectrum changes in response to local redox potential changes
(Figure 3).
The coated nanoshells are easily taken up into the
cytoplasm and cause no toxic effects in the cells that we have
used [49]. Our method does not suffer from photostability
or photobleaching problems and also does not require the
time-consuming expression of fluorescent proteins in cells.
Changes in redox potential can be measured with spatial
and temporal resolution, and live-cell imaging techniques
can be utilized to enable long-term monitoring of redox
potential. Furthermore, the use of IR wavelengths minimizes
phototoxicity and cellular autofluorescence. We have used
our nanosensors to show the correlation between redox
potential and caspase activity during apoptosis in mouse
fibroblast cells [48]. We believe that the benefits offered
through the use of ratiometric nanosensors will lead to their
continued and increased use in studies of cell biology.
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Kovalchuk, Y., Liang, Y., Kalamakis, G., Laukat, Y. et al. (2014) Optimized
ratiometric calcium sensors for functional in vivo imaging of neurons and
T lymphocytes. Nat. Methods 11, 175–182 CrossRef PubMed
21 Ding, Y., Ai, H.-W., Hoi, H. and Campbell, R.E. (2011) Forster resonance
energy transfer-based biosensors for multiparameter ratiometric
imaging of Ca2 + dynamics and caspase-3 activity in single cells. Anal.
Chem. 83, 9687–9693 CrossRef PubMed
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