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Abstract
We conclude our classification of powerful 2-Engel groups of class three that are minimal in the sense that
every proper powerful section is nilpotent of class at most two. In the predecessor to this paper we obtained
three families of minimal groups. Here we get a fourth family of minimal examples that is described in terms
of irreducible polynomials over the field of three elements. We also get one isolated minimal example of
rank 5 and exponent 27. The last one has a related algebraic structure that we call a “symplectic alternating
algebra.” To each symplectic alternating algebra over the field of three elements there corresponds a unique
2-Engel group of exponent 27.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Every finite n-Engel group is nilpotent [9]. However if n 3, the class is not n-bounded. In
contrast we know that the class is n-bounded if one adds the further condition that the group is
powerful [1]. (Recall that a finite p-group, p odd, is said to be powerful if [G,G] <Gp . We refer
to [6] for further information and description of their many abelian like properties.) The proof of
this result relies on deep results on Lie algebras. It does not give any precise information how the
property of being powerful affects the structure of the group and in particular we have no good
bounds for the nilpotence class, not even for small values of n. In this paper we conclude our
study of powerful 2-Engel groups that we started in [8].
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3302 G. Traustason / Journal of Algebra 319 (2008) 3301–3323We recall that a group is said to be 2-Engel if it satisfies the commutator law [[y, x], x] = 1
or equivalently the law [xy, x] = 1, i.e. any two conjugates commute. These groups have their
origin in Burnside’s papers [2,3] and were subsequently studied by Hopkins and Levi [4,5]. We
refer to the introduction of [8] for further background. To summarize, we have the following
transparent description of the variety of 2-Engel groups as the variety of groups satisfying the
following identities:
[x, y, z] = [y, z, x], (1)
[x, y, z]3 = 1, (2)
[x, y, z, t] = 1. (3)
Of course this settles the study of 2-Engel groups no more than knowing that the variety of
abelian groups is characterized by the law [x, y] = 1 settles the study of abelian groups. For
example, the following well-known problems raised by Caranti [7] still remain unsolved.
Problem. (a) Let G be a group of which every element commutes with all its endomorphic
images. Is G nilpotent of class at most 2?
(b) Does there exist a finite 2-Engel 3-group of class three such that AutG = Autc G · InnG
where Autc G is the group of central automorphisms of G.
The class of powerful p-groups is quite a special class of p-groups. In some sense the groups
are very abelian like but at the same time they are quite typical p-groups as the class of powerful
p-groups generates the class of all groups. For this reason one is often able to reduce problems on
p-groups to the class of powerful p-groups where one can make use of all the abelian like prop-
erties. Our belief is therefore that understanding the structure of powerful 2-Engel groups should
be helpful in tackling various problems on 2-Engel groups like the problems mentioned above.
Turning back to our study of powerful p-groups, in [8] we proved that any powerful 2-Engel
group generated by three elements is nilpotent of class at most 2. Surprisingly this result does
not hold in general when the number of generators is higher. In [8] we started our classification
of the minimal examples, where by minimal we mean that the group is powerful of class three
but all proper powerful sections have class at most 2. We found it useful to divide the minimal
examples into two subclasses.
(I) The minimal examples G where γ3(G) < [G,G]3.
(II) The minimal examples G where γ3(G) = [G,G]3.
In [8] we gave a concrete classification of all minimal examples of type I by listing them as
three infinite families, one with groups of rank 5 and two with groups of rank 4. In this paper
we will turn to the minimal examples of type II. It turns out that these are very different from
the groups of type I. We will get one infinite family of minimal examples, with groups of any
even rank greater than or equal to 4, and one isolated example of rank 5. In the former case the
classification will be in terms of irreducible polynomials over the field of three elements. The
isolated example of rank 5 and exponent 27 has an associated algebraic structure, symplectic
alternating algebra (that has nothing to do with the classical Lie algebras). We will see that these
symplectic alternating algebras correspond to a special class of 2-Engel groups of odd rank and
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or equal to 4, the only odd rank that occurs is 5.
It had been our hope that within this rich class of minimal examples we would find some
counter examples to the problems above raised by Caranti. This turns out not to be the case. It
seems to suggest that such counter examples do not exist and perhaps there is a way of reducing
these problems to powerful 2-Engel groups.
2. Minimal examples of type II
Let G be a group of type II. As γ3(G) = [G,G]3, it follows that [G9,G] = [G,G]9 =
γ3(G)3 = 1 and G9 is contained in the center and therefore cyclic by the minimality of G.
Consider the homomorphism
Φ :G → G9, a → a9.
Let H be the kernel. Then G/H is cyclic and H 9 = 1. Notice that H = G, since otherwise
γ3(G) = [G,G]3  G9 = {1} as G is powerful. This contradicts the assumption that G has
class 3. We divide the groups of type II into two subclasses.
(A) The groups of type II where γ3(H) = 1.
(B) The groups of type II where γ3(H) = 1.
2.1. Groups of type A
As γ3(G) = [G,G]3 and Z(G) is cyclic, it follows that [G,G]3 is cyclic of order three and we
can identify it with the field F of three elements. As G is powerful G/G3 is abelian of exponent
three and can be thought of as a vector space over F . Choose a generator z for [G,G]3. We thus
get an alternating form
Ψ :G/G3 ×G/G3 → [G,G]3
that maps (a, b) to [a, b]3. Choose first a standard basis for HG3/G3 with respect to Ψ , say
x1, x2, . . . , x2r , x2r+1, . . . , x2r+s such that
[x2, x1]3 = z,
...
[x2r , x2r−1]3 = z,
[xu, xv]3 = 1 otherwise.
Choose x ∈ G such that G = 〈x,H 〉. By replacing x by some xxα11 · · ·xα2r2r , we can assume that
[x, x1]3 = · · · = [x, x2r ]3 = 1.
Now x3 cannot commute with all of x2r+1, . . . , x2r+s , since otherwise x ∈ CG(G3) CG([G,G])
and since γ3(H) = {1} it follows then that we get the contradiction that γ3(G) = {1}. We can
thus suppose we have generators x and y, x1, x2, . . . , x2r , x2r+1, . . . , x2r+s−1 ∈ H such that
3304 G. Traustason / Journal of Algebra 319 (2008) 3301–3323[y, x]3 = z,
[x2, x1]3 = z,
...
[x2r , x2r−1]3 = z,
[x, xu]3 = 1 for all 1 u 2r + s − 1,
[y, xu]3 = 1 for all 1 u 2r + s − 1,
[xu, xv]3 = 1 otherwise.
Then x32r+1, . . . , x
3
2r+s−1 are elements of order 3 in the center of G and as the center is cyclic we
must have that these elements are powers of x9. It follows that the subgroup 〈x, y, x1, . . . , x2r 〉
is powerful. As x2r+1, . . . , x2r+s−1 ∈ CG(G3) they commute with everything in [G,G] and are
therefore in Z2(G). Hence γ3(G) = γ3(〈x, y, x1, . . . , x2r 〉) and G = 〈x, y, x1, . . . , x2r 〉 by min-
imality of G. Suppose that o(x) = 3s+2, s  1. Since γ3(H) = [H,H ]9 = {1} and since G is
powerful, it follows that
[H,H ] = 〈y3, x3s 〉.
The reason that y3 must be in [H,H ] is that γ3(G) = {1} and x3s ∈ [H,H ] since [H,H ]3 =
{1}. Notice that s must be at least 2 since [H,H, 〈y〉]  γ3(H) = {1}. Let K = 〈x1, . . . , x2r 〉
and consider the vector space V = KG3/G3. This is a symplectic space with respect to the
alternating form (u, v) = [u,v]3. We know from above that (V , ( )) is non-degenerate. Consider
the map
φ :V → V, u → v if [u,x] = v3.
Let us see why this is well defined. Suppose
[u,x] = x3α11 · · ·x3α2r2r x3
sαx y3αy
and as [u,x, x] = [u,x]3 = 1 it follows that 3 divides αx and αy . So [u,x] = (ac)3 with
a = xα11 · · ·xα2r2r ∈ K
and c ∈ G3. If also [u,x] = (bd)3 with d ∈ G3 and
b = xβ11 · · ·xβ2r2r ∈ K,
then we must have αi = βi since the alternating form is non-degenerate.
Notice that as [u,x] ∈ 〈x31 , . . . , x32r , x3
s+1〉, we have [u,x, y] = 1. As γ3(H) = {1} and
[y, x, x] = [y, x, y] = 1 it follows that y is in Z2(G).
Lemma 2.1. The map φ :V → V is self adjoint. Furthermore(
φi(u),φj (u)
)= 0
for all u ∈ V and i, j  0.
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(
φ(u), v
)= [u,x, v] = [u, [v, x]]= (u,φ(v)),
φ is self adjoint. By the 2-Engel identity
(
φ(u),u
)= [u,x,u] = 1, (4)
and since φ is self adjoint every alternating product of the form (φi(u),φj (u)) is equal to one
where j is either i or i + 1. The first is of course trivial and by (4) the second is as well. 
Lemma 2.2. Let u ∈ K . Then u ∈ kerφ if and only if u ∈ K ∩Z2(G).
Proof. As [u,x, x] = 1, y ∈ Z2(G) and γ3(K) = {1}, we have that u ∈ Z2(G) if and only if
[u,x, v] = 1 for all v ∈ K . In other words u ∈ Z2(G) if and only if (φ(u), v) = 0 for all v ∈ K .
As the alternating form is non-degenerate this happens if and only if φ(u) = 0. 
Lemma 2.3. We have imφ = kerφ⊥. Furthermore kerφ ⊆ imφ and the dimension of kerφ is at
most 2.
Proof. Let w = φ(u) ∈ imφ and v ∈ kerφ. Then
(w,v) = [u,x, v] = [u, [v, x]]= (u,φ(v))= (u,0) = 0.
This shows that imφ ⊆ kerφ⊥. As dim(imφ) = dim(kerφ⊥), it follows that imφ = kerφ⊥. Let
R = {u ∈ K: u ∈ imφ}.
Then [K,x] = R3 and
[G,G] = 〈[H,H ], [y, x],R3〉= 〈y3, x3s ,R3〉.
It follows that every subgroup containing 〈x, y,R〉 is powerful. By minimality of G, any
proper subgroup of G containing 〈x, y,R〉 is nilpotent of class at most 2. Pick u1, . . . , ul ∈ R
such that u1, . . . , ul is a basis for imφ. Then pick v1, . . . , vm, vm+1, . . . , vn ∈ G such that
u1, . . . , ul, v1, . . . , vm is a basis for imφ + kerφ and u1, . . . , ul, v1, . . . , vn is a basis for V . No-
tice that l = dim(imφ) and n = dim(kerφ). We next show that kerφ ⊆ imφ by showing that
m = 0. We argue by contradiction at suppose this is not the case. Then the subgroup
S = 〈x, y,u1, . . . , ul, v2, . . . , vn〉
contains 〈x, y,R〉 and is therefore powerful. But as v1 ∈ Z2(G), S is of class three. This contra-
dicts the minimality of G. Hence m = 0. It remains to show that n 2. For every 1 i  n, the
subgroup
Si = 〈x, y,u1, . . . , ul, v1, . . . , vi−1, vi+1, . . . , vn〉
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of this and the fact that γ3(H) = {1}, it follows that a non-trivial commutator of weight 3 in
x, y,u1, . . . , ul, v1, . . . , vn must include all of x, v1, . . . , vn but this is only possible if n 2. 
We next show that dim(kerφ) cannot be 1. We argue by contradiction and suppose that we
have a minimal example of this type. Let F be the field of three elements. We can think of V as
a F [x]-module with x · v = φ(v). As a module over a principal ideal domain, V can be written
as a direct sum of cyclic submodules say
V = F [x]v1 ⊕ F [x]v2 ⊕ · · · ⊕ F [x]vr
where the “order,” i.e. the characteristic polynomial of the restriction of φ, of each summand is a
power of an irreducible polynomial. As dim(kerφ) = 1 exactly one of the summands, say the first
one, has order xs for some positive integer s. But this implies that any F [x]v1 ⊕F [x]vi , 2 i  r
is cyclic and therefore by Lemma 2.1 we have that F [x]v1 ⊆ V ⊥ = {0}. By this contradiction it
is clear that no such example can exist.
It remains to examine two cases.
Case 1. dim(kerφ) = 2.
We first show that in this case imφ = kerφ. Let l = dim(imφ) and u1, . . . , ul, v1, v2 ∈ K such
that u1, . . . , ul is a basis for imφ and u1, . . . , ul, v1, v2 a basis for V . We have seen that a non-
trivial commutator of weight 3 in x, y,u1, . . . , ul, v1, v2 must contain all of x, v1, v2. It follows
that u1, . . . , ul are all in Z2(G) and hence imφ ⊆ kerφ. This proves the claim. In particular it
follows that l = 2 and therefore 2r = dim(V ) = 4. So G must be of rank 6. We now analyze the
structure further.
Pick x1, x3 ∈ K such that x1, x3 is a basis for kerφ. As kerφ⊥ = kerφ we have
[x3, x1]3 = 1.
As the alternating form is non-degenerate we can find x2 ∈ K such that
[x2, x1]3 = z.
By replacing x3 by some x3xα1 if necessary we can assume that
[x2, x3]3 = 1.
Now again as the alternating form is non-degenerate, there is an x4 ∈ K such that x1, x2, x3, x4
is a basis for V and such that
[x4, x1]3 = 1
and
[x4, x3]3 = z.
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[x4, x2]3 = 1.
Extend x1, x2, x3, x4 to a standard basis on G/G3 by finding y ∈ H \K and x ∈ G \H such that
[x, y]3 = z,
[xi, y]3 = 1,
[xi, x]3 = 1.
As [x, y], [x2, x1], [x4, x3] ∈ Z(G) = 〈x9〉 and of order 9 we have (after replacing x1, x3, y by
suitable powers if necessary) that
[x, y] = x3s , (5)
[x2, x1] = x3s , (6)
[x4, x3] = x3s . (7)
We have seen previously that [H,H ] = 〈y3, x3s 〉. We know that [x4, x2, x] = 1 but all other com-
mutators [xj , xi, x], 1  i < j  4, are trivial. We also know that all the commutators [xj , xi],
1 i < j  4, apart from those in (6) and (7) have order dividing 3. It follows that we have the
following equations (swapping the roles of x2, x4 if needed):
[x4, x2] = y3x3s+1α(4,3), (8)
[xj , xi] = x3s+1α(j,i), i < j and {i, j} = {1,2}, {3,4}, {2,4}. (9)
The commutators [xi, y], [x1, x], [x3, x] are all in Z(G) and of order dividing 3. Also [x2, x]3 =
[x4, x]3 = 1 and
[x2, x, x4] = [x4, x2, x] = [y, x]3 = x−3s+1 =
[
x33 , x4
]
,
[x4, x, x2] = x3s+1 =
[
x−31 , x2
]
.
Therefore we get
[xi, y] = x3s+1αi , (10)
[x1, x] = x3s+1β1 , (11)
[x3, x] = x3s+1β3 , (12)
[x2, x] = x33x3
s+1β2 , (13)
[x4, x] = x−31 x3
s+1β4 . (14)
Replacing x1, x2, x3, x4 by
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x˜2 = x2x−3α2y3β2x3α(3,2)4 ,
x˜3 = x3x−3α3y3β3x−3α(3,1)2 ,
x˜4 = x4x−3α4y3β4x3α(4,3)1
we get the cleaner presentation
D(s): [y, x] = x3s ,
[x2, x1] = x3s ,
[x4, x3] = x3s ,
[x4, x2] = y3,
[x4, x1] = 1,
[x3, x2] = 1,
[x3, x1] = 1,
[xi, y] = 1,
[x1, x] = 1,
[x3, x] = 1,
[x2, x] = x33 ,
[x4, x] = x−31 ,
x3
s+2 = 1,
y9 = 1,
x9i = 1.
Theorem 2.4. The groups of type A with |Z2(G)/G3| = 27 form the one parameter family D(s)
of groups of rank 6. The group D(s) is nilpotent of class three, has exponent 3s+2 and order
3s+12.
Proof. It follows from the relations that D(s) is powerful and therefore every element in D(s)
can be written of the form
x
n2
2 x
n4
4 x
n1
1 x
n3
3 y
ny xnx
with 0  n1, n2, n3, n4, ny < 9 and 0  nx < 3s+2. It follows that D(s) has at most 3s+12 ele-
ments. We first show that this is the exact order of D(s). In order to show this we consider the
set of all formal expressions
a
n2
2 a
n4
4 a
n1
1 a
n3
3 b
nbana
where 0  n1, n2, n3, n4, ny < 9 and 0  nx < 3s+2. We define a product on these formal ex-
pressions (a formula derived from the relations of D(s)) by setting
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n2
2 a
n4
4 a
n1
1 a
n3
3 b
nbana ∗ am22 am44 am11 am33 bmbama
= an2+m22 an4+m44 an1+m1+3nxm41
× an3+m3−3nxm23 bnb+mb+3n4m2
× ana+ma+3snamb−3sn1m2−3sn3m4
× a3s+1nxm2m4
and where the exponents of a1, a2, a3, a4, b are calculated modulo 9 and the exponent of a is
calculated modulo 3s+2. Straightforward calculations show that we get a group which satisfies
all the relations of D(s). Therefore D(s) has exactly 3s+12 elements. In particular x has order
3s+2. As G3s+1 = 〈x3s+1〉 and [x2, x4, x] = x3s+1 , it follows that the class is 3 and the exponent
is e(G) = 3s+2. Clearly the groups in the list are pairwise non-isomorphic.
It remains to establish the minimality of D(s). Let H/K be a section of G = D(s) that is
powerful and of class 3. Notice that Z2(G) = 〈x1, x3, y〉G3 and thus if γ3(H) = {1}, we must
have elements g1, g2, g3 ∈ H of the following form
g1 = xxr11 xs13 yt1 ,
g2 = x2xr21 xs23 yt2,
g3 = x4xr31 xs33 yt3 .
Now for H/K to remain of class 3, we cannot have x3s+1 ∈ K . Let us see what restrictions this
makes on K . Suppose
g = xn22 xn44 xn11 xn33 yny xnx
is in K . Firstly as [g,g1, g2] = x3s+1n4 , [g,g3, g1] = x3s+1n2 and g9 = x9nx are in K , it follows
that 3 divides n2, n4 and 3s divides nx . Then [g2, g]3 = x3s+1n1 , [g2, g]3 = x3s+1n3 and [g1, g]3 =
x3
s+1ny are in K and 3 must divide n1, n3, ny . Thus any g ∈ K must be of the form
g = x3m11 x3m22 x3m33 x3m44 y3myx3
smx
and K ⊆ G3. Hence HG3/G3 must be powerful, being a quotient of H/K . As
[g2, g1]G9 = x33G9,
[g3, g1]G9 = x−31 G9,
[g3, g2]G9 = y3G9,
and HG3/G3 is powerful, we must have that H contains elements from x3G3, x1G3 and yG3.
By this and the fact that g1, g2, g3 ∈ H , it follows that H = G. In particular [g,x], [g,xi] are
in K which, as x3s+1 /∈ K , implies that 3 divides mi , my and g = x3smx . Again to avoid K
containing x3s+1 this forces g to be trivial. Hence K = {1} and H/K = G. 
Case 2. φ is bijective.
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that is (u, v) = 0 for all u,v ∈ U .
Proof. Suppose that the basis of U is u1, . . . , um with u1, . . . , um ∈ K . As [H,H ]  〈x3s , y3〉
we have that the U being φ-invariant implies that
〈x, y,u1, . . . , um〉
is powerful. By minimality of G we must have that the class is at most 2. In particular
[ui, x,uj ] = 1 for all 1  i, j  m. In other words (φ(u), v) = 0 for all u,v ∈ U . But as φ is
bijective it follows that (u, v) = 0 for all u,v ∈ U . 
Write V as a sum of cyclic F [x]-modules, say
V = F [x]v1 ⊕ F [x]v2 ⊕ · · · ⊕ F [x]vr
where the ith summand has order pmii for some irreducible polynomial pi ∈ F [x]. By Lemma 2.1
we must have r  2, since otherwise V ⊥ = V . Now if r  3 then each F [x]vi ⊕ F [x]vj is a
proper submodule and thus isotropic by Lemma 2.5 but this would imply again that V ⊥ = V .
Hence r = 2. Notice that p1v1 is contained in the proper submodules F [x]p1v1 ⊕ F [x]v2 and
F [x]v1 and is therefore, by Lemma 2.5, in V ⊥ = {0}. Similarly p2v2 = 0. So we have that
m1 = m2 = 1. Finally as V cannot be cyclic we must have p1 = p2.
Let p = p1 = p2 be the polynomial above. Suppose
p = a0 + a1x + · · · + ar−1xr−1 + xr .
Suppose the cyclic summands of V are U and W . So V = U ⊕W and U and W are φ-invariant of
dimension r . Pick a non-zero vector u in U and let ui = φi−1(u), 1 i  r . Then u1, u2, . . . , ur
is a basis for U . From Lemma 2.1 we know that U and W are isotropic subspaces of the sym-
plectic space V . Using standard linear algebra methods, we can pick a basis w1, . . . ,wr for W
such that V is a direct sum of pairwise orthogonal subspaces
V = 〈u1,w1〉 ⊕ · · · ⊕ 〈ur,wr 〉
such that (ui,wj ) = δij . As φ is self adjoint we have that the matrix for φ with respect to
u1, u2, . . . , ur ,w1, . . . ,wr is [
A 0
0 At
]
where
A =
⎡
⎢⎢⎢⎢⎢⎣
0 −a0
1 0 −a1
1 0
...
. . .
...
⎤
⎥⎥⎥⎥⎥⎦ .1 −ar−1
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1 i  r such that ui = xiG3 and wi = yiG3. It is not difficult to see that the structure of G/G3
as a symplectic space and the action of φ on V = KG3/G3 determine all commutator relations
modulo 〈x3s+1〉. Let us look at this in more details. Firstly the action of φ on V gives us the
following relations:
[x1, x] = x32 · x3
s+1α1 ,
...
[xr−1, x] = x3r · x3
s+1αr−1 ,
[xr, x] = x−3a01 x−3a12 · · ·x−3ar−1r · x3
s+1αr ,
[y1, x] = y−3a0r · x3
s+1β1 ,
[y2, x] = y31y−3a1r · x3
s+1β2 ,
...
[yr, x] = y3r−1y−3ar−1r · x3
s+1βr . (15)
We turn next to the orthogonality relations on G/G3 with respect to the symplectic form.
Recall that [H,H ]  〈y3, x3s 〉. The precise exponents of y3 and x3s modulo 〈x3s+1〉 are de-
termined by (15) (using [a, b, x] = [b, x, a]) and the symplectic form. Furthermore y ∈ Z2(G)
and [y, x]3 = x3s+1 implies that [y, x] = x3s modulo 〈x3s+1〉. The reader can check that this leads
to the following relations:
[y, x] = x3s · x3s+1α,
[xi, xj ] = x3s+1γ (i,j), 1 j < i  r,
[yi, yj ] = x3s+1δ(i,j), 1 j < i  r,
[xi, y] = x3s+1	i , 1 i  r,
[yi, y] = x3s+1τi , 1 i  r,
[xi, yi] = y3(φ(wi),ui )x3s x3s+1σ(i,i), 1 i  r,
[xi, yj ] = y3(φ(wj ),ui ) · x3s+1σ(i,j), i = j. (16)
We now make some small manipulations in order to get a cleaner presentation. Firstly, by replac-
ing y by
yx
3τ1 · · ·x3τrr y−3	1 · · ·y−3	rr1 1
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that α in (16) is zero as well. We next deal with the rest of the relations of (16). First let
s(i, j) =
{
γ (i, j) if i > j,
−γ (i, j) if i < j
and
t (i, j) =
{−γ (i, j) if i > j,
γ (i, j) if i < j.
If one replaces xi, yi by
xix
−3σ(i,1)
1 · · ·x−3σ(i,r)r · y3s(i,1)1 · · ·y3s(i,r)r
and
yix
3t (i,1)
1 · · ·x3t (i,r)r · y−3σ(1,i)1 · · ·y−3σ(r,i)r ,
one arrives at the presentation as (16) but with all of γ (i, j), δ(i, j), σ (i, j) zeros.
Finally, replacing x by
xx
3β1
1 · · ·x3βrr y−3α11 · · ·y−3αrr
we can assume furthermore that all the α’s and β’s in (15) are zeros. We thus get the following
presentation
E(p, s): [x1, x] = x32 ,
...
[xr−1, x] = x3r ,
[xr , x] = x−3a01 x−3a12 · · ·x−3ar−1r ,
[y1, x] = y−3a0r ,
[y2, x] = y31y−3a1r ,
...
[yr , x] = y3r−1y−3ar−1r ,
[y, x] = x3s ,
[xi, xj ] = 1, 1 j < i  r,
[yi, yj ] = 1, 1 j < i  r,
[xi, y] = 1, 1 i  r,
[yi, y] = 1, 1 i  r,
[xi, yi] = y3(φ(wi),ui )x3s , 1 i  r,
[xi, yj ] = y3(φ(wj ),ui ), i = j.
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naturally on H/Z(H) by conjugation and
[
x1Z(H), x
]= x32Z(H),
...[
xr−1Z(H), x
]= x3r−1Z(H),[
xrZ(H), x
]= x−3α01 · · ·x−3αr−1r Z(H).
As [H,HG3] Z(H) the action remains the same if we replace x by any xu with u ∈ HG3 and
therefore induces the same self-adjoint map φ on V . All the other elements in G that generate G
together with H are in x−1HG3. These give a different action that induce the map −φ on V . If
p is the (monic) minimal polynomial of φ then q = (−1)deg(p)p(−x) is the minimal polynomial
of −φ. In particular in the list above we have that E(p, s) and E(q, s) are isomorphic.
Theorem 2.6. Let P be the set of all monic irreducible polynomials over the field of three el-
ements excluding the polynomial t . The groups of type A with |Z2(G)/G3| = 3 form the two
parameter family D(p, s), p ∈ P , s  2. Suppose that p is of degree r . Then E(p, s) has rank
2r + 2, class 3, exponent 3s+2 and order 3s+4r+4. Furthermore E(p1, s1) and E(p2, s2) are
isomorphic if and only if s1 = s2 and p2 ∈ {p1, (−1)deg(p)p1(−t)}.
Proof. It follows from the relations that E(p, s) is powerful and therefore every element can be
written of the form
xayb
∏
x
ai
i
∏
y
bi
i
with a calculated modulo 3s+2 and all the other exponents modulo 9. It follows that E(p, s) has
at most 3s+2(2r+2) elements. We first show that this is the exact order of E(p, s). In order to
show this we consider the set of all formal expressions
XaYb
∏
X
ai
i
∏
Y
bi
i
where a ranges between 0 and 3s+2 − 1 and the other exponents between 0 and 8. We define a
product on these formal expressions (a formula derived from the relations of E(p, s)) by setting
XaYb
∏
X
si
i
∏
Y
bi
i ∗XcYd
∏
X
ci
i
∏
Y
di
i = XuXv
∏
X
ui
i
∏
X
vi
i
with
u = a + c + 3sbc − 3s
∑
bici − 3s+1(b2cc1 + · · · + brccr−1)
+ 3s+1(α0b1ccr + · · · + αr−1brccr),
v = b + d + 3(b2c1 + · · · + brcr−1)− 3(α0b1cr + · · · + αr−1brcr ),
u1 = a1 + c1 − 3α0arc,
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...
ur = ar + cr + 3ar−1c − 3αrc,
v1 = b1 + d1 + 3b2c,
...
vr−1 = br−1 + dr−1 + 3brc,
vr = br + dr − 3(α0b1c + · · · + 3αr−1brc)
and where the exponent of X is calculated modulo 3s+2 and the other exponents modulo 9.
Messy but straightforward calculations show that we get a group which satisfies all the re-
lations of E(p, s). Therefore E(p, s) has exactly 3s+4r+4 elements. In particular x has order
3s+2. As G3s+1 = 〈x3s+1〉 and [x1, x, y2] = x3s+1 , it follows that the class is 3 and the exponent
is e(G) = 3s+2. Now suppose E(p1, s1) and E(p2, s2) are isomorphic. As the exponent is the
same we clearly must have s1 = s2 furthermore p2 ∈ {p1, (−1)deg(p)p1(−t)} by the remark made
before the statement of the theorem.
It remains to establish the minimality of E(p, s). Let R/K be a section of G = E(p, s) that is
powerful and of class 3. We can suppose that this is minimal. Clearly R/K must be of type A as
well. And is therefore either one of the groups D(l) or one of the groups E(q, l). As γ3(H) = {1},
γ3(G)3 = 1 and R has class 3, R must contain an element of the form xu with u ∈ HG3. Suppose
p = α0 + α1t + · · · + αr−1t r−1 + t r .
Let S = H ∩ R and pick any element in a from S \ Z(H)H 3. Pick a sequence a0, . . . , ar from
H such that a0 and a3i = [ai, xu]. As p is the minimal polynomial of φ we have
a
α0
0 a
α1
1 · · ·aαr−1r−1 ar ∈ Z(H)H 3.
It follows that this same expression is in Z(H)H 3K . Hence if R/K is isomorphic to E(q, l)
then q must divide p. But p is irreducible and hence q = p. Notice also that R/K cannot be
isomorphic to D(l) since the minimal polynomial of φ in that case is x2. Hence R/K is iso-
morphic to some E(p, l). In fact this must be E(p, s) since the class of R is three. As R is
nilpotent of class 3 there are some elements h1, h2 ∈ R such that [h1, x,h2] = 1. It follows
that RZ(H)H 3/KZ(H)H 3 as an F(t) module is not cyclic (otherwise it would be isotropic).
Hence RZ(H)/KZ(H) has rank 2r and as G is powerful, R must contain elements of the form
h = xyn,h1 = x1yn1 , k1 = y1ym1, . . . , hr = xrynr , kr = yrymr . Let us next deduce from this that
K must be trivial. Let
g = x3snymxn11 · · ·xn1r ym11 · · ·ymrr
be an element of K . As R/K is of class 3, K cannot contain x3s+1 . Using this fact we take
commutators of g with h3i , k
3
i and deduce that all of ni,mi must be divisible by 3. Taking
then commutator with h we see that 9 must divide m. Finally taking commutators with hi, ki
we see that all of ni,mi must be divisible by 9 and g = x3sn. But as K cannot contain x3s+1
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h,h1, k1, . . . , hr , kr . Then [h1, k2] = y−3 and as R is powerful it must contain some yv with
v ∈ G3. Hence RG3/G3 has rank 2r + 2 and R = G. This finishes the proof. 
Examples. Let us say that two polynomials q and p are equivalent if q = p or q =
(−1)deg(p)p(−x).
(1) The irreducible monic polynomials of degree 1 (apart from t) are t − 1 and t + 1 that are
however equivalent. So in the list above, the minimal examples of rank 4 are
E(t − 1, s): [x1, x] = x31 ,
[y1, x] = y31 ,
[y, x] = x3s ,
[x1, y] = 1,
[y1, y] = 1,
[x1, y1] = y−3x3s .
(2) The irreducible polynomials of degree 2 belong to the following two equivalence classes
{t2 + 1}, {t2 + t − 1, t2 − t − 1}. This leads to two families of groups of rank 6 of which the first
one is:
E
(
t2 + 1, s): [x1, x] = x32 ,
[x2, x] = x−31 ,
[y1, x] = y−32 ,
[y2, x] = y31 ,
[y, x] = x3s ,
[x2, x1] = 1,
[y2, y1] = 1,
[x1, y1] = x3s ,
[x2, y2] = x3s ,
[x1, y2] = y−3,
[x2, y1] = y3.
In general these groups are all of even rank and as there are irreducible polynomials of arbitrary
degree we get minimal examples of any even rank.
2.2. Groups of type B
We now turn to the final class of minimal examples. We will see that the search will lead us
naturally to certain algebraic structures “symplectic alternating algebras” that we will explore
later on. We are looking here at all the minimal examples G satisfying [G,G]3 = γ3(G) and
γ3(H) = {1} where H is the subgroup consisting of the elements of order dividing 9.
Lemma 2.7. Every group of type B is of exponent 27.
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powerful we have [G,G] 〈x3,H 3〉. But [G,G]9 = γ3(G)3 = 1 and thus
[G,G] 〈x3s ,H 3〉.
If s  2 then 〈x3,H 〉 would be powerful and nilpotent of class 3, since γ3(H) = {1}. Hence by
minimality s = 1 and x has order 27. 
Notice that in particular γ3(G) = [G,G]3 = G9 = 〈x9〉. As before we consider the alternating
form
Ψ :HG3/G3 ×HG3/G3 → [G,G]3
that maps (a, b) to [a, b]3. This is clearly well defined as [G,G]9 = {1}. We choose a standard
basis x1, x2, . . . , x2r+m with respect to this form such that xi ∈ H and
[x2, x1]3 = x9,
...
[x2r , x2r−1]3 = x9,
[xu, xv]3 = 1 otherwise.
By replacing x by a suitable xxα11 · · ·xα2r2r , we can assume that
[x, x1]3 = · · · [x, x2r ]3 = 1.
We claim that x3 ∈ Z(G). We argue by contradiction and suppose that [x3, x2r+1] = 1. By replac-
ing x2r+2, . . . , x2r+m by a suitable xixαi2r+1, we get orthogonality relations on G/G3 as follows:
[x2, x1]3 = x9,
...
[x2r , x2r−1]3 = x9,
[x, x2r+1]3 = x9,
[x, xu]3 = [xu, xv]3 = 1 otherwise.
As G is powerful we get an equation of the form
[x, x2r+1] = x3αx3α11 · · ·x3α2r+m2r+m .
Since [x, x2r+1, x2r+1] = 1, it is clear that 3 | α. But then we get the contradiction that x9 =
[x, x2r+1]3 = 1. Thus x3 ∈ Z(G).
Notice that x32r+1, . . . , x
3
2r+m ∈ Z(G) and thus in 〈x9〉. It follows that the group
L = 〈x, x1, . . . , x2r 〉
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In particular the rank of G is 2r + 1.
As x3 ∈ Z(G) we have that x ∈ Z2(G) ([u,v] = c3 implies that [x,u, v] = [u,v, x] =
[c, x]3 = [c, x3] = 1). Suppose
[x, x2i] = [x2i−1, x2i]3αi ,
[x, x2i−1] = [x2i , x2i−1]3βi .
Replacing x by xx−3α11 x
−3β1
2 · · ·x−3α2r−12r−1 x−3β2r2r we can assume that x ∈ Z(G). Let us summa-
rize.
Lemma 2.8. Let G be of type B. Then HG3/G3 is of even rank, 2r  4. Also G = 〈x,H 〉 with
x ∈ Z(G) of order 27. Furthermore we can choose generators x1, . . . , x2r for H such that the
following relations hold:
[x2, x1]3 = x9,
...
[x2r , x2r−1]3 = x9,
[xu, xv]3 = 1 otherwise.
To clarify the structure further we introduce an associated linear structure that captures the
powerfulness of G. Let V = HG3/G3. Then, as we have seen, V is a symplectic vector space
with non-degenerate alternating form
( , ) :V × V → [G,G]3
defined by (a, b) = [a, b]3. We give V a product as follows
a · b = c if [a, b]Z(G) = c3Z(G).
If c31Z(G) = c32Z(G) then (c1c−12 [c1, c2])3Z(G) = Z(G) which implies that c1c−12 [c1, c2] ∈ G3
and thus c1c−12 ∈ G3. This shows that the product is well defined. The following lemma lists
some of its properties.
Lemma 2.9. The product on V is bilinear and alternating (i.e. uu = 0 for all u ∈ V ). Further-
more it satisfies
(uv,w) = (vw,u)
for all u,v,w ∈ V .
Proof. It is clear from the definition that the product is bilinear and alternating. Suppose u = a,
v = b, w = c, uv = d and vw = e. Then
(uv,w) = [d, c]3 = [d3, c]= [a, b, c] = [b, c, a] = [e3, a]= [e, a]3 = (vw,u).
This finishes the proof. 
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(uv,w) = (vw,u) = (−wv,u) = (u,wv).
This means that any multiplication from the right by an element of V is a self-adjoint linear map
with respect to the alternating form.
We will now see how the symplectic alternating algebra encodes the structure of G. Let
x1, x2, . . . , x2r ∈ H be as in Lemma 2.8. Let ui = xi be the element in V that corresponds to x1.
As G is powerful, we have commutator relations of the form (i < j )
[xj , xi] = x3α
ji
1
1 · · ·x
3αji2r
2r x
3αji x9β
ji
with αji1 , . . . , α
ji
2r , α
ji , βji ∈ {−1,0,1}. By replacing each xi by a suitable xix3n(i,1)1 · · ·x3n(i,2r)2r
we can assume that all the βji are zeros. Notice then that
α
ji
2k−1 = (ujui,−u2k),
α
ji
2k = (ujui, u2k−1).
Also αji = (uj , ui) which is 1 if i is odd and j = i + 1 and zero otherwise. In other words
[xj , xi] = x(uj ui ,−u2)1 x
(uj ui ,u1)
2 · · ·x
(uj ui ,−u2r )
2r−1 x
(uj ui ,u2r−1)
2r x
3(uj ,ui ).
Definition 2.10. Let F be a field. A symplectic alternating algebra over F is a triple (V , ( , ), ·)
where V is a symplectic vector space over F with respect to a non-degenerate alternating form
( , ) and · is a bilinear and alternating binary operation on V such that
(u · v,w) = (v ·w,u)
for all u,v,w ∈ V .
Now let S be any symplectic alternating algebra over F of rank 2r , where F is the field
of two elements, with a standard basis u1, u2, . . . , u2r . In other words (u2k, u2k−1) = 1 but
(uj , ui) = 0 for all other pairs (i, j), i < j . We let F(S) be the largest 2-Engel group on genera-
tors x, x1, x2, . . . , x2r satisfying the relations
F(S): x27 = 1,
x9i = 1,
[x, xi] = 1,
[xj , xi] = x3(uj ui ,−u2)1 x
3(uj ui ,u1)
2 · · ·x
3(uj ui ,−u2r )
2r−1 x
3(uj ui ,u2r−1)
2r x
3(uj ,ui ).
Proposition 2.11. The group F(S) has rank 2r + 1, exponent 27, order 32r+3 and class 3 except
when S is abelian in which case the class is 2. Furthermore F(S) is isomorphic to F(T ) if and
only if S is isomorphic to T .
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x9. From these we get the following power-commutator relations (where we have only written
the non-trivial ones)
[aj , ai] = a(uj ui ,−u2)2r+1 a
(uj ui ,u1)
2r+2 · · ·a
(uj ui ,−u2r )
4r−1 a
(uj ui ,u2r−1)
4r a
(uj ,ui )
4r+2 , 1 i < j  r,
[aj+2r , ai] = a(uj ,ui )4r+3 , 1 i, j  r,
a3i = ai+2r , 1 i  r,
a34r+1 = a4r+2,
a34r+2 = a4r+3.
There is a mechanical procedure to check whether this power-commutator presentation is con-
sistent. We skip over the messy calculations but mention only that the consistency relies on
the fact that (uv,w) = (vw,u) and the fact that F has characteristic three and therefore
(uv,w) + (vw,u)+ (wu,v) = 0. It follows that the rank is 2r + 1 and that the group has order
32r+3. As [x2, x1] = 1, the class is at least two. If S is abelian the relations imply that the class is
exactly two. Suppose then that S is not abelian. This means that there are some 1 i, j  r such
that uiuj = 0. As the alternating form is non-degenerate it follows that (uiuj , uk) = 0 for some
1 k  r . This means that [xi, xj , xk] = 1. Hence the class is three in this case. It is now clear
from the presentation that the exponent is 27. Finally it is clear from what we have said above
that F(S) is isomorphic to F(T ) if and only if S and T are isomorphic. 
Remark. Recall that a subgroup K of a 3-group G is said to be powerfully embedded if
[K,G]  K3. Notice that under the correspondence above between groups and symplectic al-
ternating algebras, powerful subgroups correspond to subalgebras and powerfully embedded
subgroups correspond to ideals.
The problem of determining all symplectic alternating algebras of rank 2r up to isomorphism
seems to be very difficult. The case r = 3 is already a surprisingly difficult problem. However it
is easy to find all symplectic alternating algebras of rank 2 or 4. Let us deal with these here. First
we prove a useful lemma.
Lemma 2.12. Let L be any symplectic alternating algebra and u,v ∈ L. The elements
u,uv,uv2, . . .
are pairwise orthogonal.
Proof. We want to show that any (uvi, uvj ) is zero. Using the “Jacobi” property every such
expression can be transformed into an expression of the same form where either j = i or j =
i+1. In the first case the symplectic product is clearly zero and for the latter, if we write w = uvi
then (wv,w) = (ww,v) = (0, v) = 0. 
As (uv, v) = (uv,u) = 0 the only symplectic alternating algebra of rank 2 is the abelian one.
We will now see that there are only two algebras of rank 4. Let L be of rank 4. We can then
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orthogonal and furthermore that (x1, y1) = 1. Then x2 = x1y1 is orthogonal to both x1 and y1
and therefore x1, y1, x2 are linearly independent. Extend this to a standard basis x1, y1, x2, y2
where (xi, yi) = 1 and (x1, x2) = (y1, y2) = (x1, y2) = (x2, y1) = 0. By Lemma 2.12 we have
that the elements
x2x1 = −y1x21 , x2y1 = x1y21
are orthogonal to x1, y1 and x2 and therefore multiples of x2. Say x2x1 = ax2 and x2y1 = bx2. It
follows from these equations that
u = −bx1 + ay1 + x2
satisfies ux1 = ux2 = uy1 = 0. Now if v is any of x1, x2, y1 we have (uy2, v) = (uv, y2) =
(0, y2) = 0 and as (uy2, y2) = 0, uy2 is in L⊥ = {0}. Therefore u ∈ Z(L). This shows that
Z(L) = {0}. But as L is non-abelian it follows that Z(L) cannot have dimension larger than 1.
(Since otherwise we would have a basis with at least two elements from the center and we could
not have a non-trivial triple (uv,w).) So Z(L) has dimension 1. We can then choose a new ba-
sis for L so that one of the basis vectors spans Z(L). We can therefore assume that within our
standard basis x1, y1, x2, y2, the vector x2 is in the center. It follows that the only candidate for
a non-trivial triple (uv,w) in the basis vectors must be for {u,v,w} = {x1, y1, y2}. In particular
x1y1 = 0. As x1y1 is orthogonal to both x1 and y1 as well as x2, it follows that x1y1 is a multiple
of x2 and by replacing x2 by this multiple we can assume that x1y1 = x2. Hence (x1y1, y2) = 1
and the structure of L is determined. One can check that L has the following presentation:
L: x1x2 = 0,
y1y2 = −y1,
x1y1 = x2,
x1y2 = −x1,
x2y1 = 0,
x2y2 = 0.
The corresponding group is G(L) = {x1, y1, x2, y2, x} with the presentation:
G(L): [x1, x2] = 1,
[y1, y2] = y−31 ,
[x1, y1] = x32x3,
[x1, y2] = x−31 ,
[x2, y1] = 1,
[x2, y2] = x3
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case when F is the field of three elements, G(L) must be a minimal group of type B . This is
because otherwise there would be a proper section of exponent 27 that we can take to be minimal
but from our classification the only minimal examples of exponent 27 must be of type B. Hence
the group would have to be of odd rank 2s + 1 and order 34s+3, where s  2. As G(L) is of the
smallest possible order there cannot be any such proper section. We have thus found the unique
example of type B that is of rank 5. In fact this turns out to be the only minimal example of
type B.
Theorem 2.13. Let L be the unique non-abelian symplectic alternating algebra over the field of
three elements. The group G(L) is the only minimal group of type B.
Proof. We have already seen that G(L) is minimal. Now let S be any symplectic alternating
algebra over F , the field of three elements, of rank 2r where r  3. If S is abelian then G(S)
is nilpotent of class 2 and so cannot be minimal. We can therefore assume that S is non-abelian
and hence there exist some x1, y1 ∈ S such that x2 = x1y1 = 0. It is not difficult to see that we
can assume that (x1, y1) = 1. In that case x2 is orthogonal to both x1 and y1 and in particular
x1, y1, x2 are linearly independent. Extend this to a standard basis x1, y1, x2, y2, . . . , xr , yr for S.
Suppose that
x1x2 = a1x1 + a2x2 + a3x3 + b3y3 + · · · + arxr + bryr ,
y1y2 = d1y1 + d2y2 + c3x3 + d3y3 + · · · + crxr + dryr ,
x1y1 = x2,
x1y2 = e1x1 + f2y2 + e3x3 + f3y3 + · · · + erxr + fryr ,
x2y1 = h1y1 + g2x2 + g3x3 + h3y3 + · · · + grxr + hryr ,
x2y2 = l2x2 +m2y2 + · · · + lrxr +mryr .
The corresponding group is G(S) = {x1, y1, x2, y2, x} with a presentation including the follow-
ing relations:
[x1, x2] = x3a11 x3a22 x3a33 y3b33 · · ·x3arr y3brr ,
[y1, y2] = y3d11 y3d22 x3c33 y3d33 · · ·x3crr y3drr ,
[x1, y1] = x32x3,
[x1, y2] = x3e11 y3f22 x3e33 y3f33 · · ·x3err y3frr ,
[x2, y1] = y3h11 x3g22 x3g33 y3h33 · · ·x3grr y3hrr ,
[x2, y2] = x3l22 y3m22 · · ·x3lrr y3mrr x3.
Since N = 〈x33 , y33 , . . . , x3r , y3r 〉 is an abelian subgroup of G(S) whose elements commute with
x1, y1, x2, y2, x, we have that the elements
x
n1y
m1x
n2y
m2x
3n3y3m3 · · ·x3nrr y3mrr xn1 1 2 2 3 3
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of G(S) with N a normal subgroup. By Proposition 2.11 (or the proof of it) we have that M/N
has presentation
[x1, x2] = x3a11 x3a22 ,
[y1, y2] = y3d11 y3d22 ,
[x1, y1] = x32x3,
[x1, y2] = x3e11 y3f22 ,
[x2, y1] = y3h11 x3g22 ,
[x2, y2] = x3l22 y3m22 x3
and o(x) = 27, o(x1) = o(x2) = o(y1) = o(y2) = 9. This is a presentation corresponding to the
unique symplectic alternating algebra L of rank 4. This group is powerful and of class 3, hence
G(S) is not minimal. This finishes the proof. 
This finishes the classification of minimal powerful 2-Engel groups. The next corollary lists
few consequences.
Corollary 2.14. Let G be a powerful 2-Engel group and let H be the group of elements of order
dividing 9. If G has one of the following properties then G is nilpotent of class at most 2.
(a) G has rank at most 3.
(b) G9 = 1.
(c) [G,G]3 = 1.
(d) G27 = 1 and γ3(H) = {1}.
(e) G has order at most 36.
(f) γ3(H) = {1} and |G| divides 39.
Remark. One can check that none of our minimal examples answers the questions of Caranti
mentioned in the introduction. However there is of course the possibility that some of the groups
that correspond to the symplectic alternating algebras would provide us with a counterexample.
In this case a necessary condition would be that the automorphism group of the corresponding
symplectic alternating algebra is trivial.
Problem. Does there exist a (non-trivial) symplectic alternating algebra over the field of three
elements that has a trivial automorphism group?
We know that no such algebras exist of rank up to 6.
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