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Abstract
We combine the known methods for univariate polynomial root-finding and for computations
in the Frobenius matrix algebra with our novel techniques to advance numerical solution of a
univariate polynomial equation, and in particular numerical approximation of the real roots of
a polynomial. Our analysis and experiments show efficiency of the resulting algorithms.
2000 Math. Subject Classification: 65H05, 65F15, 30C15, 26C10, 12Y05
KEYWORDS: Polynomial, Root-finding, Eigen-solving, Companion matrix, Dominant eigenspaces,
Real roots, Numerical approximation.
1 Introduction
Polynomial root-finding is the oldest subject of mathematics and computational mathematics and
is still an area of intensive research worldwide. The list of hundreds if not thousands algorithms
known for this task still grows every year (see the books and articles [2], [3], [14], [39], [40], [30], [31],
[32], [48], and the bibliography therein). Many algorithms are directed to computing a single, e.g.,
absolutely largest root of a polynomial or a subset of all its n roots, e.g., all r its real roots. In some
applications, e.g., to algebraic geometric optimization, only the real roots are of interest, and they
can be much less numerous than all n complex roots. Nevertheless the best numerical subroutines
such as MPSolve approximate all these r real roots about as fast and as slow as all n complex roots.
Root-finding for a polynomial p(x) via eigen-solving for the associated companion matrix Cp is
a classical approach recently revived, with the incorporation of the well developed numerical matrix
methods (see [6], [20], [54], [59], and the bibliography therein). The QR algorithm, adopted for
polynomial root-finding by Matlab, avoids numerical problems, faced by many other companion
∗Some results of this paper have been presented at the 14th Annual Conference on Computer Algebra in Scientific
Computing (CASC 2012), September 2012, Maribor, Slovenia, and at the 18th Conference of the International Linear
Algebra Society (ILAS’2013), Providence, RI, June 2013
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matrix methods [20, Section 7.4.6], but is not readily amenable to exploiting the rich structure of
the companion matrix. Extensive research toward such exploitation by using QR- and LR-based
root-finders has been initiated in the papers [10], [11] and [7] and still goes on (see [5], [57], [62], [1],
and the references therein). The QR algorithm is celebrated for its fast empirical convergence, but
the Rayleigh Quotient iteration [20, Section 8.2.2] also has very good convergence record, exploits
matrix structures even better than the QR algorithm, and unlike that algorithm can be applied
concurrently with no communication among the processors that handle distinct initial points. The
papers [9], [49] adjust this iteration to polynomial root-finding and perform every iteration step and
every deflation step in linear space and linear arithmetic time.
In this paper we explore the somewhat similar approach of Cardinal [13], extended in [12] and [45].
It enhances the Power Method and the method of [50], [51], and [22] by reducing every multiplication
in the Frobenius algebra, generated by the companion matrix Cp, to application of a small number
of FFTs. By combining these and some other known techniques of polynomial root-finding with our
novelties, we achieve substantial progress, in particular for numerical approximation of the real roots.
We reduce this task to the approximation of the associated eigenspace of the companion matrix (cf.
Theorem 2.2), make this eigenspace dominant by using shifts, inversions and repeated squaring in
the Frobenius matrix algebra as well as the approximation of the matrix sign function, and then
readily approximate this eigenspace and the associated eigenvalues. Numerically we approximate
the r+ real and nearly roots of the input polynomial, and among them we immediately select all
the r real roots (see Remark 3.2 in Section 3). In this way we accelerate the known numerical real
root-finders by a factor of n/r+ for a polynomial of a degree n. We also substantially accelerate
the known numerical algorithms for complex roots of polynomials by proposing some novel matrix
methods, as we show both formally and empirically.
We organize our presentation as follows. The next section is devoted to definitions and prelim-
inary results. In Section 3 we present our basic algorithms. They reduce the eigenvalue problem
to the approximation of the dominant or dominated eigenspaces of the appropriate functions of the
input matrix. In the subsequent sections we cover the computation of such matrix functions. In
Section 4 we do this by combining repeated squaring, shifts and inversions in the associated ma-
trix algebra, whereas in Section 5 we exploit the approximation of the matrix sign function. Both
sections are mostly devoted to the approximation of real eigenvalues, but Subsections 4.1, 5.2 and
5.7 present some novel efficient algorithms that approximate complex eigenvalues of the companion
matrix and consequently complex roots of a polynomial. Section 6 covers our numerical tests, which
are the contribution of the second author. There are many directions for extending and refining
our techniques, and our concluding Section 7 lists some of them. In the Appendix we sketch a dual
approach emulating some of our techniques in terms of polynomial computations.
2 Definitions and preliminaries
Hereafter “flop” stands for “arithmetic operation”, “is expected” and “is likely” mean “with a
probability near 1”, and “small”, “large”, “close”, and “near” are meant in the context. We assume
computations in the fields of complex and real numbers C and R, respectively. For ρ′ > ρ > 0 and
a complex c, define the circle Cρ(c) = {λ : |λ− c| = ρ}, the disc Dρ(c) = {λ : |λ− c| ≤ ρ}, and the
annulus Aρ,ρ′ (c) = {λ : ρ ≤ |λ− c| ≤ ρ′}. A scalar λ is nearly real (within ǫ > 0) if |ℑ(λ)| ≤ ǫ|λ|.
Matrix computations: fundamentals [20], [53], [58]. (Bj)
s
j=1 = (B1 | B2 | . . . | Bs) is
the 1 × s block matrix with the blocks B1, B2, . . . , Bs. diag(Bj)sj=1 = diag(B1, B2, . . . , Bs) is the
s × s block diagonal matrix with the diagonal blocks B1, B2,. . . , Bs. MT is the transpose of a
matrix M . R(M) is the range of a matrix M , that is the linear space generated by its columns.
N (M) = {v : Mv = 0} is its null space. rank(M) = dim(R(A)). A matrix of full column rank is
a matrix basis of its range. I = In = (e1 | e2 | . . . | en) is the n × n identity matrix with columns
e1, e2, . . . , en. J = Jn = (en | en−1 | . . . | e1) is the n×n reflection matrix, J2 = I. Ok,l is the k× l
matrix filled with zeros. A matrix Q is called orthogonal (also unitary and orthonormal) if QTQ = I
or QQT = I.
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Theorem 2.1. [20, Theorem 5.2.2]. A matrix M of full column rank has unique QR factorization
M = QR where Q = Q(M) is an orthogonal matrix and R = R(M) is a square upper triangular
matrix with positive diagonal entries.
We use the matrix norms || · ||h for h = 1, 2,∞ [20, Section 2.3] and write || · || = || · ||2. We
write a ≈ 0 and A ≈ O if the values |a| and ||A|| are small in context. We write a ≈ b for b 6= 0 and
A ≈ B and B 6= O if the ratios |a|/|b| and ||A||/||B|| are small.
M+ is the Moore–Penrose pseudo inverse of M [20, Section 5.5.4]. An n×m matrix X =M (I)
is a left (resp. right) inverse of an m × n matrix M if XM = In (resp. if MY = Im). M+ is an
M (I) for a matrix M of full rank. M (I) =M−1 for a nonsingular matrix M .
Matrix computations: eigenspaces [20], [54], [58], [59], [6]. S is an invariant subspace or
eigenspace of a square matrix M if MS = {Mv : v ∈ S} ⊆ S.
Theorem 2.2. [54, Theorem 4.1.2], [58, Section 6.1], [59, Section 2.1]. Let U ∈ Cn×r be a matrix
basis for an eigenspace U of a matrix M ∈ Cn×n. Then the matrix L = U (I)MU is unique (that is
independent of the choice of the left inverse U (I)) and satisfies MU = UL.
The above pair {L,U} is an eigenpair of a matrix M , L is its eigenblock, and U is the associated
eigenspace of L [54]. If L = λIn, then also {λ,U} is called an eigenpair of a matrix M . In this
case det(λI − M) = 0, whereas N (M − λI) is the eigenspace associated with the eigenvalue λ
and made up of its eigenvectors. Λ(M) is the set of all eigenvalues of M , called its spectrum.
ρ(M) = maxλ∈Λ(M) |λ| is the spectral radius of M . Theorem 2.2 implies that Λ(L) ⊆ Λ(M). For an
eigenpair {λ,U} write ψ = min |λ/µ| over λ ∈ Λ(L) and µ ∈ Λ(M) − Λ(L). Call the eigenspace
U dominant if ψ > 1, dominated if ψ < 1, strongly dominant if 1/ψ ≈ 0, and strongly dominated if
ψ ≈ 0. An n× n matrix M is called diagonalizable or nondefective if SMS−1 is a diagonal matrix
for some matrix S, e.g., if M has n distinct eigenvalues. A random real or complex perturbation
makes the matrix diagonalizable with probability 1. In all our algorithms we assume diagonalizable
input matrices.
Theorem 2.3. (See [23, Theorem 1.13 ].) Λ(φ(M)) = φ(Λ(M)) for a square matrix M and a
function φ(x) defined on its spectrum. Furthermore (φ(λ),U) is an eigenpair of the matrix φ(M) if
the matrix M is diagonalizable and has an eigenpair (λ,U).
A nonsingular matrix M is well conditioned if its condition number κ(M) = ||M || ||M−1|| ≥ 1 is
reasonably bounded. This matrix is ill conditioned if its condition number is large. κ(M) = ||M || =
||M+|| = 1 for orthogonal matrices M .
Toeplitz matrices [43, Ch. 2]. An m × n Toeplitz matrix T = (ti−j)m,ni,j=1 is defined by the
m+ n− 1 entries of its first row and column, in particular
T = (ti−j)
n,n
i,j=1 =


t0 t−1 · · · t1−n
t1 t0
...
...
...
...
... t−1
tn−1 · · · t1 t0

 .
Polynomials and companion matrices. Write
p(x) =
n∑
i=0
pix
i = pn
n∏
j=1
(x− λj), (2.1)
prev(x) = x
np(1/x) =
n∑
i=0
pix
n−i = pn
n∏
j=1
(1− xλj), (2.2)
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prev(x) is the reverse polynomial of p(x),
Cp =


0 −p0/pn
1
. . . −p1/pn
. . .
. . .
...
. . . 0 −pn−2/pn
1 −pn−1/pn


, for p = (pj)
n−1
j=0 ,
and Cprev = JCpJ are the n× n companion matrices of the polynomials p(x) = det(xIn − Cp) and
prev(x) = det(xIn − Cprev ), respectively.
Fact 2.1. (See [13] or [45].) The companion matrix Cp ∈ Cn×n of a polynomial p(x) of (2.1)
generates an algebra Ap of matrices having structure of Toeplitz type. One needs O(n) flops for
addition, O(n log n) flops for multiplication and O(n log2 n) flops for inversion in this algebra and
needs O(n logn) flops for multiplying a matrix from the algebra by a square Toeplitz matrix.
3 Basic algorithms for approximating selected eigenvalues
The following algorithms employ Theorems 2.2 and 2.3 to approximate a specified set Λ̂ of the
eigenvalues of a matrix, e.g., its absolutely largest eigenvalue or the set of its real eigenvalues. They
will serve as the basis for our eigenvalue algorithms, which we will apply to the companion matrices
in the subsequent sections.
Algorithm 3.1. Reduction of the input size for eigen-solving.
Input: a diagonalizable matrix M ∈ Rn×n and a property that specifies a subset Λ of its unknown
spectrum associated with an unknown eigenspace U .
Output: two matrices L̂ and Û such that the pair {Λ(L̂),R(U)} closely approximates the eigenpair
{Λ,U} of the matrix M .
Computations:
1. Compute a matrix function φ(M) for which the linear space U is a strongly dominant
eigenspace.
2. Compute and output a matrix Û of full column rank whose range approximates the eigen-
space U .
3. Compute the left inverse Û (I) of the matrix Û .
4. Compute and output the matrix L̂ = Û (I)MÛ .
At Stage 2 of the algorithm, one can apply a rank revealing QR or LU factorization of the matrix
φ(M) [19], [24], [42]. Given a reasonably close upper bound r+ on the dimension r of the eigenspace
U , we can alternatively employ a randomized multiplier as follows.
Algorithm 3.2. Approximation of a dominant eigenspace.
Input: a positive integer r+ and a diagonalizable matrix W ∈ Rn×n that has numerical rank n− r
and has strongly dominant eigenspace U of dimension r > 0 for an unknown r ≤ r+.
Output: an n× r matrix Û such that R(Û) ≈ U .
Computations:
1. Compute the n× r+ matrix WG for a well conditioned random n× r+ matrix G.
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2. Compute the rank revealing QR factorization of the matrix WG and output an orthogonal
matrix basis Û of this matrix.
The algorithm amounts to a single iteration of the Power Method [20], [54]. This is expected
to be sufficient where the matrix W has a strongly dominant eigenspace. By virtue of Fact 2.1 we
would benefit from choosing a random Toeplitz multiplier G where the matrix W belongs to the
matrix algebra Ap, generated by the companion matrix Cp of a polynomial p(x). According to the
study in [46] Gaussian random Toeplitz matrices are likely to be reasonably well conditioned under
both standard Gaussian and uniform probability distribution.
Now assume a nonsingular matrix φ˜(M) with a dominated (rather than dominant) eigenspace U .
Then this is a dominant eigenspace of the matrix (φ˜(M))−1. We can apply Stages 2–4 of Algorithm
3.1 to this eigenspace or, alternatively, apply the following variation of Algorithm 3.1.
Algorithm 3.3. Dual reduction of the input size for eigen-solving.
Input, Output and Stages 3 and 4 of Computations as in Algorithm 3.1.
Computations:
1. Compute a matrix function φ(M) having strongly dominated eigenspace U .
2. Apply the Inverse Orthogonal Iteration [20, page 339] to the matrix φ(M) to output a
matrix Û of full column rank whose range approximates the eigenspace U . Output the
matrix L̂ = Û (I)MÛ .
Remark 3.1. Seeking a single eigenvalue of a matrix M and having performed Stage 1 of Algorithm
3.1 (resp. 3.3), we can apply the Power (resp. Inverse Power) Method (cf. [20, Sections 7.3.1 and
7.6.1], [9]) to approximate an eigenvector v of the matrix φ(M) in its dominant (resp. dominated)
eigenspace U . This eigenvector is shared with the matrix M by virtue of Theorem 2.3, and we can
approximate the associated eigenvalue by the Rayleigh quotient vTMv/vTv or a simple quotient
vTMej/v
T ej for a fixed or random integer j, 1 ≤ j ≤ n, in [9], [47] and [49]. We can employ
deflation or reapply our algorithm for other initial approximations (cf. our Section 5.5 and [26]) to
approximate other eigenvalues of the matrix M .
Remark 3.2. In numerical implementation of the algorithms of this section one should compute
a matrix basis L+ for the dominant (resp. dominated) eigenspace U+ of the matrix φ+(M) (resp.
φ˜+(M)) such that U+ ⊇ U and has a dimension r+ ≥ r. Then the matrix L+ has the size r+×r+ and
shares r desired and r+ − r extraneous eigenvalues with the matrix M . For example, in numerical
real eigen-solving the eigenspace U+ is associated with all real and nearly real eigenvalues of M , and
having them approximated we can readily select among them the r real eigenvalues.
In the next sections we describe some algorithms for computing the matrix functions φ(M) and
φ˜(M) at Stages 1 of Algorithms 3.1 and 3.3.
4 The computation of the dominant eigenspaces by means of
repeated squaring, shifts and inversions
4.1 Repeated squaring in the Frobenius algebra with simplified recovery
of the eigenvalues
Theorem 2.3 for φ(M) = Mk implies that for a diagonalizable matrix M and sufficiently large
integers k, the matrices Mk have dominant eigenspace U associated with the set of the absolutely
largest eigenvalues of M . For a fixed or random real or complex shift s we can write M0 =M − sI
and compute M2
h
0 in h squarings,
Mh+1 = ahM
2
h, ah ≈ 1/||Mh||2 for h = 0, 1, . . . (4.1)
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SupposeM is a real diagonalizable matrix with simple eigenvalues and h is a reasonably large integer.
Then with probability 1 the dominant eigenspace U ofMh has dimension 1 for random nonreal shifts
s and has dimension 1 or 2 for a random real s. If the matrix M has a single absolutely largest
eigenvalue of multiplicity m or has a cluster of m simple absolutely largest eigenvalues, then the
associated eigenspace of dimension m is dominant for the matrix Mh and a reasonably large integer
h. As in the case of Algorithm 3.2, the column space of the product MhG for a random well
conditioned n×m matrix G is expected to approximate this eigenspace.
For M = Cp we can follow [13] and apply the FFT-based algorithms that support Fact 2.1 to
perform every squaring and every multiplication in O(n log n) flops. The bottleneck of that paper
and its amelioration in [45] is the recovery of the roots of p(x) at the end of the squaring process where
|λj | ≈ |λk| for j 6= k. The paper [45] relieves some difficulties of [13] by employing approximations
to the roots of p′(x), p′′(x), etc., but these techniques are still too close to the symbolic recovery
methods of the paper [13], which operates with polynomials and does not employ numerical linear
algebra. In contrast Algorithms 3.1 and 3.3 reduce the computation of the r eigenvalues of a selected
subset of the spectrum Λ(M) to eigen-solving for the r × r matrix L, and this is simple where r
is a small integer. Now replace M0 in (4.1) by M0 = (M − σI)−1 for a fixed complex σ. Then
the above algorithms approximate the dominant eigenspace of the matrix Mh for a large integer h
and the associated set of the eigenvalues of M , which are the nearest to the point σ. E.g., this is
the set of the absolutely smallest eigenvalues where σ = 0. For M = Cp we can alternatively write
M0 = Cprev(x−σ) in (4.1) to replace the inversion of the shifted companion matrix with Taylor’s shift
of the variable x of the polynomial p(x) and the reversion of the order of its coefficients.
4.2 Approximation of the real eigenvalues: basic results
Next we map the complex plane to transform the real line into the unit circle {z : |z| = 1} and then
apply repeated squaring, which maps the unit circle into itself and sends the image of any nonreal
eigenvalue of the input matrix towards 0 or ∞, thus ensuring desired isolation of the images.
Fact 4.1. Write λ = u+ v
√−1,
µ = (λ+
√−1)(λ −√−1)−1, βk =
√−1(µk + 1)
µk − 1 (4.2)
for a positive integer k. Then
(a) β0 = λ =
√−1(µ+1)
µ−1 ,
(b) µ = n(λ)d(λ) for n(λ) = u
2 + v2 − 1 + 2u√−1 and d(λ) = u2 + (v − 1)2, and consequently
(c) |µ|2 = (v2−1)2+(u2+2v2+1)u2(u2+(v−1)2)2 ,
(d) |µ| = 1 if and only if λ is real.
Furthermore
(e) βk =
nk(λ)
dk(λ)
for nk(λ) =
∑⌊k/2⌋
g=0 (−1)g
(
k
2g
)
λk−2g and
dk(λ) =
⌊k/2⌋∑
g=0
(−1)g+1
(
k
2g + 1
)
λh−2g−1.
Fact 4.1 implies that the transform λ→ µ maps the real line onto the unit circle C1 = {µ : |µ| =
1}. Powering of the value µ keeps this circle in place, whereas the transform µk → βk moves it
back to the real line. Furthermore values |µ|k converge to 0 for |µ| < 1 and to +∞ for |µ| > 1 as
k →∞. Therefore for large k the transform µk → βk sends the images of the nonreal values λ into
some neubourhood of the values
√−1 and −√−1. Then the transform βk → γk = β2k + 1 sends
these images into the neighborhood of the origin, whereas the real eigenvalues βk are moved into
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the real values γk ≥ 1. This enables the desired domination of the images of the real eigenvalues of
the matrix M over the images of its nonreal eigenvalues. We can recover the eigenvalues λk of the
matrix M as soon as we approximate their eigenspaces shared with the eigenspaces associated with
the eigenvalues γk of the matrices
Qk =M
2
k + In (4.3)
where
P = (M + In
√−1)(M − In
√−1)−1, (4.4)
Mk =
√−1(P k + In)(P k − In)−1, (4.5)
and in particular M1 =M , whereas 2M2 =M −M−1.
Corollary 4.1. Suppose that an n×n matrix M has exactly s eigenpairs {λj ,Uj}, j = 1, . . . , s, and
does not have eigenvalues ±√−1. Assume the equations of Fact 4.1 as well as equations (4.3)–(4.5).
Furthermore write
βj,k =
nk(λj)
dk(λj)
, nk(λj) =
⌊k/2⌋∑
g=0
(−1)g
(
k
2g
)
λk−2gj , dk(λj) =
⌊k/2⌋∑
g=0
(−1)g+1
(
k
2g + 1
)
λk−2g−1j ,
and µj = (λj +
√−1)(λj −
√−1)−1 for j = 1, . . . , s. Then Mk = nk(M)(dk(M))−1 where
nk(M) =
⌊k/2⌋∑
g=0
(−1)g
(
k
2g
)
Mk−2g, dk(M) =
⌊k/2⌋∑
g=0
(−1)g+1
(
k
2g + 1
)
Mh−2g−1,
and the matrices Qk = M
2
k + In of (4.3) have the eigenpairs {{βj,k,Uj}, j = 1, . . . , s} where βj,k
are real and βk ≥ 1 if λj is real, βj,k → 0 as k →∞ unless λj is real.
4.3 Approximation of the real eigenvalues: the algorithm
The corollary suggests setting φ(M) = Qk in Algorithm 3.1 where the integers k are sufficiently
large. We can apply repeated squaring to compute high powers P k. In numerical implementation
we should apply scaling to avoid large norms ||P k||q.
Below is an algorithm that implements this approach by using only two matrix inversions; this
is much less than in iteration (5.5). The algorithm works for a large class of inputs M , although it
can fail for harder inputs M , which have many real and nearly real eigenvalues, but also have some
other nonreal eigenvalues. The heuristic choice
v = 0, w = 1, t ≈ −ℜ(trace(M)), a = t
n
, and M̂ =M + tIn (4.6)
tends to push the values |µ| away from 1 on the average input, motivating application of the algorithm
to the input matrix M̂ rather than M , although this shift can strongly push the value |µ| toward 1
for the worst case input. Note that trace(M) is a real value where M is a real matrix.
Algorithm 4.1. Mapping the real line onto the unit circle and repeated squaring
Input: a real n×n matrix M , whose real and nearly real eigenvalues are associated with an unknown
eigenspace U+ having an unknown dimension r+ ≪ n.
Output: FAILURE or a matrix Û such that R(Û) ≈ U+.
Initialization: Fix sufficiently large tolerances τ and h+, fix real a, t, v, and w and the matrix M̂
of (4.6).
Computations:
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1. Compute the matrices P = (aM̂ + In
√−1)(aM̂ − In
√−1)−1 (cf. Corollary 4.1) and P 2g
for g = 1, 2, . . . , h+1 until ||P 2h+1 ||q > τ for a fixed q (e.g., for q = 1 or q =∞) or until
h ≥ h+.
2. Compute matrix Mk of Corollary 4.1 for k = 2
h+.
3. Apply Algorithm 3.2 to the matrix φ = Qk and the integer r = n to output an n×r matrix
basis for the strongly dominant eigenspace Û of F .
4. Output FAILURE if Algorithm 3.2 fails, which would mean that the matrix φ = Qk has
no strongly dominant eigenspace of dimension r+ < n.
Remark 4.1. We can compute the matrix P k for a sufficiently large integer k = 2h+ to ensure iso-
lation of the images of real and nearly real eigenvalues of M from the images of its other eigenvalues
and then, as an alternative to the application of Algorithm 3.2 at Stage 3, we can apply the Rayleigh
Quotient Iteration to the matrix P k to approximate the associated eigenspace shared by the matrices
P k and M .
Remark 4.2. We can modify Stage 4 to compute an integer h+ iteratively, according to a fixed
policy: we can begin with a small h+, then increase it, and reapply the algorithm if the computations
fail. Alternatively we can estimate the integer h+ a priori if we estimate the absolute values of all
eigenvalues of the matrix P by computing its Gerschgo¨rin discs [20, page 320], [54, page 39] (see
also the end of the Appendix).
4.4 Modification by using the Mo¨bius transform
In an alternative iteration we begin in the same way as Algorithm 4.1 but interrupt repeated squaring
by applying the scaled Mo¨bius transform P k → P k+P−k instead of the maps P →Mk of (4.5) and
Mk → Qk =M2k + In of (4.3). The scaled Mo¨bius transform moves the images of all real eigenvalues
of the matrixM from the unit circle C1 into the real line interval [−2, 2], whereas for reasonably large
integers k it moves the other eigenvalues into the exterior of the disc D8/3(0). (Namely the map
M → P k moves the nonreal eigenvalues of the matrix M towards 0 or ∞ and thus for reasonably
large integers k moves them into the exterior of the annulus A1/3,3(0) = {x : 1/3 ≤ |x| ≤ 3},
which the scaled Mo¨bius transform P k → P k + P−k moves into the exterior of the disc D8/3(0).)
Consequently by using the map M → P k+P−k we isolate from one another the two sets of the real
and nonreal eigenvalues of the input companion matrixM . Then we make the eigenspace associated
with real eigenvalues of the matrix M dominated or dominant simply by squaring reasonably many
times the matrix P k + P−k or its inverse, respectively, and then it remains to apply Algorithm
3.3 (respectively 3.1) to approximate these eigenvalues. The images of some real eigenvalues of the
matrix M dominated by the images of other of them would be lost numerically due to rounding
errors unless we apply orthogonalization or deflation. Next we prove the stated properties of this
combination of the maps of Fact 4.1, repeated squaring, and the Mo¨bius transform.
Fact 4.2. (Cf. Fact 4.1 for a = 1.) Write
µ = (λ+
√−1)(λ−√−1)−1. (4.7)
Then
(a) λ =
√−1(µ− 1)/(µ+ 1),
(b) |µ| = 1 if and only if λ is real and
(c) µk = µ
k + µ−k =
∑k
g=0(−1)g
(
2k
2g
)
λ2k−2g(λ2 + 1)−k for k = 1, 2, . . . . (In particular
µ1 =
λ2−1
λ2+1 , whereas µ2 =
λ4−6λ2+1
(λ2+1)2 .)
Fact 4.3. Assume µ of (4.7) and a nonnegative integer k. Then |µ| = 1 and −2 ≤ µk + µ−k ≤ 2 if
λ is real, whereas |µk + µ−k| → ∞ as k→∞ otherwise.
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Corollary 4.2. Assume that an n×n matrix M has exactly s eigenpairs {λj ,Uj}, j = 1, . . . , s, and
does not have eigenvalues ±√−1. By extending (4.4) and (4.7), write
P = (M + In
√−1)(M − In
√−1)−1 = (M − In
√−1)−1(M + In
√−1),
Tk = P
k + P−k =
k∑
g=0
(−1)g
(
2k
2g
)
Mk−2g(M2 + 1)−k, (4.8)
µj = (λj +
√−1)(λj −
√−1)−1,
µj,k = µ
k
j + µ
−k
j =
k∑
g=0
(−1)g
(
2k
2g
)
λk−2gj (λ
2
j + 1)
−k
for k = 1, 2, . . . (In particular T1 = 2(In − M2)(In + M2)−1 = 2In − 4(In + M2)−1, whereas
T2 = (M
4− 6M2+ In)(M2+ In)−2 = (M2+ In)−2(M4− 6M2+ In).) Then M =
√−1(P − In)(P +
In)
−1 =
√−1(P + In)−1(P − In), λj =
√−1(µj − 1)/(µj + 1) for j = 1, . . . , s, and the matrices
Tk have the eigenpairs {{µj,k,Uj}, j = 1, . . . , s} where −2 ≤ µj,k ≤ 2 if λj is real, |µj,k| → ∞ as
h→∞ unless λj is a real value.
5 The computation of the dominant eigenspaces by approx-
imating the matrix sign function
5.1 The matrix sign function: definition and basic properties
Definition 5.1. For two real numbers x 6= 0 and y, the function sign(x + y√−1) is equal to 1 if
x > 0 and is equal to −1 if x < 0.
Definition 5.2. (See [23].) Let A = ZJZ−1 be a Jordan canonical decomposition of an n×n matrix
A where J = diag(J−, J+), J− is a p×p matrix and all its p diagonal entries have negative real parts,
whereas J+ is a q × q matrix and all its q diagonal entries have positive real parts. Then sign(A) =
Z diag(−Ip, Iq)Z−1. Equivalently sign(A) = A(A2)−1/2 or sign(A) = 2piA
∫∞
0 (t
2In +A
2)−1dt.
Definition 5.3. Assume the matrices A = ZJZ−1, J− and J+ above, except that n = p+ q+ r and
J = diag(J−, J0, J+) for a r × r matrix J0 whose all r diagonal entries have real parts 0. Then fix
some r × r real diagonal matrix Dr, e.g., Dr = Or,r, and define a generalized matrix sign function
sign(A) by writing sign(A) = Z diag(−Ip, Dr
√−1, Iq)Z−1.
We have the following simple but basic results.
Theorem 5.1. Assume the generalized matrix sign function sign(A) defined for an n × n matrix
A = ZJZ−1. Then for some real r × r diagonal matrix Dr we have
In − sign(A) = Z−1 diag(2Ip, Ir −Dr
√−1, Oq,q)Z,
In + sign(A) = Z
−1 diag(Op,p, Ir +Dr
√−1, 2Iq)Z,
In − sign(A)2 = Z−1 diag(Op,p, Ir +D2r , Oq,q)Z.
Corollary 5.1. Under the assumptions of Theorem 5.1 the matrix In − sign(A)2 has dominant
eigenspace of dimension r associated with the eigenvalues of the matrix A that lie on the imaginary
axis IA = {λ : ℜ(λ) = 0}, whereas the matrices In − sign(A) (resp. In + sign(A)) have dominant
eigenspaces associated with the eigenvalues of A that either lie on the left (resp. right) of the axis
IA or lie on this axis and have nonzero images in In − sign(A) (resp. In + sign(A)).
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5.2 Eigen-solving by applying matrix sign approximation and Quad Tree
construction
Having the matrices A and φ(A) = In− sign(A) (resp. φ(A) = In+sign(A)) available, we can apply
Algorithm 3.1 to approximate all eigenvalues of the matrix A that lie either on the axis IA or on the
left (resp. right) from it. The computed square matrices L have dimensions p+ and q+, respectively,
where p ≤ p+ ≤ p+r and q ≤ q+ ≤ q+r. ForM = Cp this means splitting out a degree factor of the
polynomial p(x) having degree p+ or q+. If this degree is large, we are likely to see dramatic growth
of the coefficients, e.g., in the case where we split the polynomial xn+1 into the product of two high
degree factors, such that all roots of one of them have positive real parts. The problem does not
arise, however, as long as we work with matrices and approximate the eigenspaces. The subdivision
techniques (cf. [41]) enable us to deal with matrices whose sizes are decreased recursively, and we
can stop when their eigenvalues are the roots of the small degree factors of the polynomial p(x), and
so the coefficients of these factors are of the same order of magnitude as their roots. The approach
relies on the following simple fact.
Fact 5.1. Suppose U and V are two eigenspaces of A and Λ(U) and Λ(V) are the sets of the associated
eigenvalues. Then Λ(U)∩Λ(V) is the set of the eigenvalues of A associated with the eigenspace U∩V.
By computing the matrix sign function of the matrices αA − σI for various selected pairs of
complex scalars α and σ, we can define the eigenspace of the matrix A associated with the eigenvalues
lying in a selected region on the complex plane bounded by straight lines, e.g., in any rectangle. In
particular this supports the search policy widely known as Quad Tree Construction, proposed by H.
Weyl in 1924 for polynomial root-finding. Strengthened by some modern techniques of numerical
computing, Weyl’s algorithm is practically promising and supports the record Boolean complexity
estimates for approximating a single root of a univariate polynomial [41]. By including matrix
inversions into these computations, we define the eigenvalue regions bounded by straight lines, their
segments, circles and their arcs.
5.3 Iterative algorithms for computing the matrix sign function and their
convergence
[23, equations (6.17)–(6.20)] define effective iterative algorithms for approximating the square root
function B1/2. One can readily extend them to approximating the matrix sign function sign(A) =
A(A2)−1/2. [23, Chapter 5] presents a number of effective iterative algorithms devised directly for
the matrix sign function. Among them we recall Newton’s iteration
N0 = A, Ni+1 = 0.5(Ni + αi N
−1
i ), i = 0, 1, . . . , (5.1)
based on the Mo¨bius transform x→ (x+ 1/x)/2, and the [2/0] Pade´ iteration
N0 = A, Ni+1 = (15In − 10N2i + 3N4i )Ni/8, i = 0, 1, . . . (5.2)
Theorem 2.3 implies the following simple corollary.
Corollary 5.2. Assume iterations (5.1) and (5.2) where neither of the matrices Ni is singular. Let
λ = λ(0) denote an eigenvalue of the matrix N0 and define
λ(i+1) = (λ(i) + (λ(i))−1)/2 for i = 0, 1, . . . , (5.3)
λ(i+1) = λ(i)(15− 10(λ(i))2 + 3(λ(i))4)/8, i = 0, 1, . . . (5.4)
Then λ(i) ∈ Λ(Ni) for i = 1, 2, . . . provided the pairs {Ni, λ(i)} are defined by the pairs of equations
(5.1), (5.3) or (5.2), (5.4), respectively.
Corollary 5.3. In iterations (5.3) and (5.4) the images λ(i) of an eigenvalue λ of the matrix N0
for all i lie on the imaginary axis IA if so does λ.
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By virtue of the following theorems, the sequences {λ(0), λ(1), . . . } defined by equations (5.3)
and (5.4) converge to ±1 exponentially fast right from the start. The convergence is quadratic for
sequence (5.3) where ℜ(λ) 6= 0 and cubic for sequence (5.4) where |λ− sign(λ)| ≤ 1/2.
Theorem 5.2. (See [23], [12, page 500].) Write λ = λ(0), δ = sign(λ) and γ = |λ−δλ+δ |. Assume
(5.3) and ℜ(λ) 6= 0. Then |λ(i) − δ| ≤ 2γ2
i
1−γ2i for i = 0, 1, . . . .
Theorem 5.3. Write δi = sign(λ
(i)) and γi = |λ(i) − δi| for i = 0, 1, . . . . Assume (5.4) and
γ0 ≤ 1/2. Then γi ≤ 32113 (113128 )3
i
for i = 1, 2, . . .
Proof. Complete the proof of [12, Proposition 4.1] by using the bound γ0 ≤ 0.5. First verify that
γi+1 = γ
3
i |3(λ(i))2+9λ(i)+8|/8 and therefore γi+1 ≤ 11332 γ3i for i = 0, 1, . . . . Now the claimed bounds
follow by induction on i because γ0 ≤ 1/2.
5.4 Real versions of Newton’s and Pade´’s iterations
Having the matrix F (A) = In − sign(A)2 available, we can apply Algorithm 3.1 to approximate the
eigenvalues of the matrix A that lie on the axis IA, and we can devise real eigen-solvers for a real
n × n matrix M , based on applying these techniques to the matrix A = M√−1. Next we modify
this approach a little, to avoid involving nonreal values. We substitute N0 = M in lieu of N0 = A
into matrix sign iterations (5.1) and (5.2) and equivalently rewrite them as follows,
N0 =M, Ni+1 = 0.5(Ni −N−1i ) for i = 0, 1, . . . , (5.5)
N0 =M, Ni+1 = −(3N5i + 10N3i + 15Ni)/8 for i = 0, 1, . . . . (5.6)
The matrices Ni and the images λ
(i) of every real eigenvalue λ of M are real for all i, whereas
the results of Theorems 5.2 and 5.3 are immediately extended. The images of every nonreal point
λ converge to the complex point sign(ℑ(λ))√−1 with quadratic rate under (5.5) if ℜ(λ) 6= 0 and
with cubic rate under (5.6) if λ ∈ D1/2(sign(ℑ(λ))
√−1). Under the maps M → In + N2i for the
matrices Ni of the above iterations, the images 1+ (λ
(i))2 of nonreal eigenvalues λ of the matrix M
converge to 0 as long as the iteration is initiated in its basin of convergence, whereas the images of a
real point λ are real and are at least 1 for all i. Thus for sufficiently large integers i we yield strong
domination of the eigenspace of the matrix Ni associated with the images of the real eigenvalues of
the matrix M .
5.5 Newton’s iteration with shifts for real matrix sign function
Iteration (5.5) fails where for some integer i the matrix Ni is singular or nearly singular, that is has
an eigenvalue equal to 0 or lying near 0, but then we can approximate this eigenvalue by applying
the Rayleigh Quotient Iteration [20, Section 8.2.3], [9] or the Inverse Orthogonal Iteration [20, page
339].
If we seek other real eigenvalues as well, we can deflate the matrix M and apply Algorithm 3.1
to the resulting matrix of a smaller size. Alternatively we can apply it to the matrix Ni + ρiIn for
a shift ρi randomly generated in the range −r ≤ ρi ≤ r for a positive r. We choose the value r
reasonably small and then can expect to avoid degeneracy and, by virtue of Theorems 5.2 and 5.3,
to have the images of all nonreal eigenvalues of M still rapidly converging to a small neighborhood
of the points ±√−1, thus ensuring their isolation from the images of the real eigenvalues.
5.6 Controlling the norms in the [2/0] Pade´ iterations
We have no singularity problem with iteration (5.6), but have numerical problems where the norms
||Ni|| grow large. If the nonreal eigenvalues of the matrix N0 lie in the union of the two discs
D1/2(±
√−1), then their images also stay there by virtue of a simple extension of Theorem 5.3, and
then the norms ||Ni|| can be large only where some real eigenvalues of the matrices Ni are absolutely
large.
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Now suppose the nonreal eigenvalues of the matrix M have been mapped into the union of the
two discs Dyi(±
√−1) for 0 < yi < 0.1. (One or two steps (5.6) move every µ ∈ D1/2(±
√−1)
into the discs Dyi(±
√−1), cf. Theorem 5.3.) Then the transformation Ni → Ni(N2i + 2In)−1
confronts excessive norm growth by mapping all real eigenvalues of Ni into the range [− 14
√
2, 14
√
2]
and mapping all nonreal eigenvalues of Ni into the discs Dwi(±
√−1) for wi ≤ 1+yi1−2yi−y2i . E.g.,
wi < 0.4 for yi = 0.1, whereas wi < 0.17 for yi = 0.05, and then single step (5.6) would more than
compensate for such a minor dilation of the discs Dyi(±
√−1) (see Theorem 5.3).
5.7 Moving real eigenvalues into Pade´’s basin of convergence
Pade´’s iteration (5.6) is attractive because it avoids matrix inversions and has cubic rate of conver-
gence, but it has a quite narrow basin of convergence, given by the union of the discs D1/2(±
√−1).
We can readily extend the maps M → P k for the matrix P of (4.4), however, to move all real
eigenvalues of an input matrix M into this basin. Indeed for sufficiently large integers k this map
moves all nonreal eigenvalues of the matrix M towards the points 0 and ∞, while sending the real
eigenvalues into the unit circle {z : |z| = 1}. The maps P k → 0.1 Tk ±
√−1 I for Tk = P k + P−k
moves this unit circle into the discs D0.2 ±
√−1, both lying in the basin of convergence of Pade´’s
iteration (5.6), whereas this map moves the images of the nonreal eigenvalues of the input matrix
M towards ∞, that is keeps them outside this basin for reasonably large integers k.
We can estimate the integer k = 2h+ supporting the transforms into that basin if we estimate
the absolute values of all eigenvalues of the matrix P . Towards this goal we can employ Gerschgo¨rin
discs [20, page 320], [54, page 39] (see also the end of the Appendix).
6 Numerical tests
We performed a series of numerical tests in the Graduate Center of the City University of New York
using a Dell server with a dual core 1.86 GHz Xeon processor and 2G memory running Windows
Server 2003 R2. The test Fortran code was compiled with the GNU gfortran compiler within the
Cygwin environment. We generated random numbers with the random number intrinsic Fortran
function assuming the uniform probability distribution over the range {x : 0 ≤ x < 1}. To shift to
the range {y : b ≤ y ≤ a+ b} for fixed real a and b, we applied the linear transform x→ y = ax+ b.
We tested our algorithms for the approximation of the eigenvalues of n × n companion matrix
Cp and of the shifted matrix Cp − sIn defined by polynomials p(x) with random real coefficients for
n = 64, 128, 256 and by random real s. For each class of matrices, each input size and each iterative
algorithm we generated 100 input instances and run 100 tests. Our tables show the minimum,
maximum, and average (mean) numbers of iteration loops in these runs (until convergence) as
well as the standard deviations in the columns marked by “min”, “max”, “mean”, and “std”,
respectively. We applied repeated squaring of Section 4 to the matrix Cp − sI, where we used shifts
s because polynomials p(x) with random real coefficients tend to have all roots near the circle C1(0)
and consequently repeated squaring of Cp advances towards eigen-solving very slowly. We applied
real Newton’s iteration (5.5) to approximate the matrix sign function for the matrix Cp using no
shifts. Then we applied Algorithm 3.1 to approximate real eigenvalues.
In both groups of the tests we output roots with at least four correct decimals. In our next group
of tests we output roots with at least three correct decimals. In these tests we applied real Pade´
iteration (5.6) without stabilization to the matrices produced by five Newton’s steps (5.5). Table
6.1 displays the results of our tests of repeated squaring of Section 4. The first three lines show
the dimension of the output subspace and the matrix L. The next three lines show the number
of squarings performed until convergence. Table 6.2 displays the number of Newton’s steps (5.5)
performed until convergence.
Table 6.4 covers the tests where we first performed five Newton’s steps (5.5) followed by suf-
ficiently many Pade´ steps (5.6) required for convergence. The first three lines of the table show
the number of the Pade´ steps. The next three lines display the percent of the real roots of the
polynomials p(x) that the algorithm computed with at least three correct decimals (compared to
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the overall number of the real eigenvalues of L). The next three lines show the increased percent of
computed roots when we refined the crude approximations by means of Rayleigh Quotient iteration.
The iteration rapidly converged from all these initial approximations but in many cases to the same
roots from distinct initial points.
Table 6.1: Repeated Squaring
n dimension/squarings min max mean std
64 dimension 1 10 5.31 2.79
128 dimension 1 10 3.69 2.51
256 dimension 1 10 4.25 2.67
64 squarings 6 10 7.33 0.83
128 squarings 5 10 7.37 1.16
256 squarings 5 11 7.13 1.17
Table 6.2: Newton’s iteration (5.5).
n min max mean std
64 7 11 8.25 0.89
128 8 11 9.30 0.98
256 9 13 10.22 0.88
Table 6.3: 5 N-steps (5.5) + P-steps (5.6)
n P-steps or % min max mean std
64 P-steps 1 4 2.17 0.67
128 P-steps 1 4 2.05 0.63
256 P-steps 1 3 1.99 0.58
64 % w/o RQ steps 0 100 64 28
128 % w/o RQ steps 0 100 39 24
256 % w/o RQ steps 0 100 35 20
64 % w/RQ steps 0 100 89 19
128 % w/RQ steps 0 100 74 26
256 % w/RQ steps 0 100 75 24
7 Conclusions
While presenting a number of promising approaches we have only partly developed them to demon-
strate their power and to motivate further research efforts. In some cases we skipped even some
natural modifications. For example, recall Newton’s iteration (5.1) for computing matrix sign func-
tion. If the norms of its two terms have different orders of magnitude, then the iteration degenerates
due to rounding errors, and its convergence slows down. To avoid this problem we can apply scaling,
that is, modify the iteration as follows,
N0 = A, Ni+1 = 0.5(Ni + αi N
−1
i ), αi = ||Ni||/||N−1i ||, i = 0, 1, . . . , (7.1)
and similarly we can modify the variant (5.5) of the iteration for real eigen-solving,
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Table 6.4: 5 N-steps (5.5) + P-steps (5.6)
n P-steps or % min max mean std
64 P-steps 2 8 4.26 1.19
128 P-steps 2 10 4.20 1.23
256 P-steps 2 6 4.24 1.22
64 % w/o RQ steps 0 100 67 26
128 % w/o RQ steps 0 100 43 24
256 % w/o RQ steps 0 100 33 23
64 % w/RQ steps 0 100 87 21.3
128 % w/RQ steps 0 100 87 20.5
256 % w/RQ steps 0 100 88 21.5
N0 =M, Ni+1 = 0.5(Ni − αiN−1i ) for αi = ||Ni||/||N−1i || and i = 0, 1, . . . . (7.2)
Empirically this scaling technique substantially improves convergence, which is an example of
great many potential refinements of our algorithms. One can expect to see new advances of our
approaches, e.g., based on more intricate maps of the complex plane. Another potential resource of
further progress is the combination with other matrix eigen-solvers and polynomial root-finders, for
example, a variant of the Lanczos algorithm for real eigen-solving, the Rayleigh Quotient iteration,
and the subdivision and continued fraction methods of polynomial root-finding (see [17], [18], [27],
[33], [55], [60], and the bibliography therein). Various symbolic techniques can supply auxiliary
information for our computations (e.g., the number of real roots and their bounds) and can handle
the inputs that are hard for our numerical treatment.
Appendix
A Variations that involve the characteristic polynomial
In the case where M = Cp is the companion matrix of a polynomial p(x), the monic characteristic
polynomial cP (x) for the matrix P of (4.4) equals γ(x−1)np(x+1x−1
√−1
a ) = γ(x−1)np(1− 2x−1
√−1
a ) for
a scalar γ. We can obtain its coefficients by performing two shifts of the variable (see [43, Chapter 2]
on this operation) and the single reversion of the polynomial coefficients. When this is done we can
replace k repeated squarings of the matrix P with k steps of the Dandelin’s root-squaring iteration,
also attributed to some later works by Lobachevsky and Gra¨ffe (see [21]),
pi+1(x) = (−1)npi(
√
x)pi(
√−x), i = 0, 1, . . . , k − 1 (A.1)
for p0(x) = cP (x). We have pi(x) =
∏n
j=1(x−λ2
i
j ), so that the ith iteration step squares the roots of
the polynomial pi−1(x) for every i. Every root-squaring step (A.1) essentially amounts to polynomial
multiplication and can be performed in O(n log n) flops. One can improve numerical stability by
applying modifications in [35], which use order of n2 flops per iteration. Having computed the
polynomial pk(x) for a sufficiently large integer k, we have its roots on the unit circle sufficiently
well isolated from its other roots. The application of the algorithm of Section 4.4 to the matrix
Cpk , the companion matrix of this polynomial, yields its roots lying on the circle C1 (they are the
eigenvalues of the matrix Cpk). From these roots we can recover the roots µ of the polynomial
cP (x) = p0(x) by means of the descending techniques of [37] (applied also in [38], [39], [44], and
[49, Stage 8 of Algorithm 9.1]), and then can recover the real roots λ of the polynomial p(x) from
the values µ by applying the expression in part (a) of Fact 4.1. In this approach we can readily
approximate the eigenvalues of the matrix P from the origin as the root radii of the characteristic
polynomial cP (x) = det(xIn−P ). Indeed as long as we are given the coefficients we can approximate
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all the root radii with relative errors of at most 1% by using O(n log n) flops (see [4], [8], [41], [44],
[52]).
Remark A.1. Having isolated the roots of pk(x) on the circle C1 from its other roots, we can apply
the algorithms of [29], [37], [38], [44], [52] to split out the factor f(x) sharing with the polynomial
precisely all the roots that lie on the circle C1. Then these roots can be moved into the real line and
then readily approximated based on the Laguerre or modified Laguerre algorithms [36], [25], [15],
[16], and [61]. Numerical problems can be caused by potentially dramatic growth of the coefficients
of the polynomial pk(x) in the transition to the factor f(x) unless its degree is small.
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