In this paper, we study the Adomian decomposition method (ADM for short) including its iterative scheme and convergence analysis, which is a simple and effective technique in dealing with some nonlinear problems. We take algebraic equations and fractional differential equations as applications to illustrate ADM's efficiency.
Introduction
As Alan Turing said: "Science is a differential equation"; many real-world physical phenomena are described by differential equations including linear differential equations and nonlinear differential equations. In order to see the nature of the background of these phenomena, we have to solve differential equations. Generally speaking, we are good at dealing with linear problems rather than nonlinear problems. However, in practical applications, we are faced with more and more nonlinear problems. Hence we want to approximate the exact solutions to nonlinear equations by all kinds of techniques, such as linearization method, decomposition method, homotopy method, perturbation method.
With the development of science and technique, more and more phenomena cannot be well described by the classical differential equations. For example, various physical process have memory and hereditary properties and cannot be well depicted by the classical local differential operators. We have to face these new problems and obtain a new excellent tool (fractional differential equations, described by nonlocal operators) to describe these nonlocal process. Similarly, we are faced with solving fractional differential equations as well, and many methods have been proposed to tackle these problems: the residual power series method [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] , the homotopy perturbation method [14] [15] [16] , the homotopy analysis method [17] [18] [19] , the tanh method [20] , the extended tanh-function method [21, 22] , the sine-cosine method [22, 23] , the exp-function method [22, 24, 25] , implicit hybrid methods [26] , trigonometric basic functions [27] , the polynomial least square method [28] , the reproducing kernel algorithm [29] , and so on [30, 31] .
In this paper, we are concerned with the Adomian decomposition method (ADM for short). ADM is a kind of algorithm, based on a technique of decomposition, to construct the approximate solutions and even exact solutions with suitable initial data for nonlinear systems. This method has many advantages, such as • It is very easy to apply and can solve wide classes of nonlinear systems including algebraic equation, ordinary differential equations, partial differential equations, integral equations, integro-differential equations, and so on and so forth [32] . • It avoids the cumbersome integrations of the Picard method. • It can solve some nonlinear problems which cannot be solved by other numerical methods (iterative, etc.). • The solutions series do not depend explicitly on this number, hence the number of variables is not an inconvenience in applications. In recent years, more and more researchers have applied this method to solving nonlinear systems [33] [34] [35] . We firstly study the algorithm and convergence analysis of ADM, and then apply ADM to constructing approximate solutions for nonlinear equations with initial data, including algebraic equations, fractional ordinary differential equations and fractional partial differential equations.
This paper is organized as follows: In Sect. 2, we introduce the iterative scheme and convergence analysis of ADM. In Sect. 3, we apply ADM to construct approximate solutions for algebraic equations, time-fractional Riccati equations, time-fractional Kawahara equations and modified time-fractional Kawahara equations. In Sect. 4, we make a concluding remark about this paper.
Model: u -Nu = f
In this section, we introduce the ADM for the following functional equations:
where N is a nonlinear operator from a Hilbert space H into H, f is a given function (system input) in H, and u is an unknown function (system output) in H [36] , such a system is called a nonlinear system if it contains the nonlinear term N(u). We are interested in finding the exact solutions or approximate solutions to (2.1). We will introduce the iterative scheme of ADM, and its convergence analysis obtained by Cherruault [36] , and then apply the ADM to obtain the approximate solutions to (2.1).
Adomian decomposition method
We are interested in constructing approximate solutions for (2.1). Assume that the solution to (2.1) is unique with the form
Hence the following problem is to determine every term u n . However, notice that there is a nonlinear term N in this equation, which brings about a great difficulty to complete our goal. In the present paper, we introduce the ADM [36] to overcome this difficulty. The key step is to decompose the nonlinear term N as
where A n are Adomian polynomials of u 0 , u 1 , . . . , u n , that is,
Unluckily, we do not know the specific form of A n . We shall complete this task by introducing an external parameter. For the sake of simplicity, set v = ∞ n=0 λ n u n and Nv = ∞ n=0 λ n A n , (2.5) where λ is a parameter. It should be emphasized that if λ = 1, then v = u and Nv = Nu; if λ = 1, the desired A n is the same as the case of λ = 1. Hence it is easy to see that
Once In order to obtain u n , define the following recurrent equations (we call these recurrent equations by Adomian relation):
from which u n are solvable formally. If we can solve u n up to n ≤ N , then u = n≤N u n is called the N th approximate solution to (2.1).
Remark 2.1 If the nonlinearity has the form Nu = g(u), where g is a smooth function of u, then one can obtain the first several Adomian polynomials as [32] :
A 0 = g (u 0 ); (2.9)
(2.10)
(2.11)
(2.12)
Convergence analysis of ADM
In the above discussions, we obtain the approximate solutions to (2.1), but we do not know whether the following two basic but essential questions:
• Is u n convergent?
• Is u n a solution to (2.1)? are answered 'yes' or 'no' . In [36] , Cherruault answered the above two questions. He proved that if N is contractive, then u n is convergent to the solution of (2.1). This result is stated as the following theorem.
For every sequence y 0 + S n , approximating N(y 0 + S n ) by
Then (1) the Adomian relation (2.8) is equivalent the following recurrent equations:
, and N n -N = n → 0 (n → ∞) (satisfied in our case), then the sequence S n given by (2.16) converges towards the solution S of S = N(u 0 + S).
Remark 2. 3 We modify the original proof given by Cherruault [36] to obtain the above iterative inequality, based on which we know that S n converges to the solution S of S = N(y 0 + S). (1) R is hemicontinuous.
(2) For any u, v ∈ H, there exists a constant k > 0 such that
Then we have the following results:
is strongly convergent in H and its limit S the solution of
Remark 2.8 In [35] , Turkyilmazoglu speeded up the convergence of ADM, that is to say, the convergence region of the series approximation is found to be enlarged to a bigger physical domain.
Applications

Algebraic equations
In this subsection, we consider the approximate solution to algebraic equation with the following general form: a n x n + a n-1 x n-1 + · · · + a 2 x 2 + a 1 x + a 0 = 0,
where the degree N n ≥ 2 and the leading coefficient a n = 0. For the algebraic equation (3.1), mathematicians have obtained the following celebrated theorem. From the fundamental theorem of algebra 3.1, the algebraic equation (3.1) is solvable in the complex field. However, it does not tell us the specific form, or "distribution" of these roots, which is also important in practical applications. As a result on the specific form of solutions to (3.1), Abel proved the following celebrated theorem. From the Abel-Ruffini theorem, Theorem 3.2, it is impossible to obtain a specific formula for algebraic equation (3.1) as n ≥ 5. However, it is important to have some information about (3.1). Hence, algebraic equation (3.1) is hoped to be solved approximately.
Next, we shall apply the ADM to solve algebraic equation (3.1) approximately, and take the quadratic equation
where a, b, c are constants and a = 0, as an example to illustrate the validity of ADM.
In [39] , Adomian and Rach applied the ADM to obtain an approximate solution of (3.2). Here we will introduce the specific process of the ADM to solve (3.2) .
In order to apply the ADM, rewrite (3.2) as
By the ADM, we assume that Eq. (3.3) has a series solution u * = u 0 + u 1 + u 2 + · · · + u n + · · · (3.5) and the nonlinear term can be decomposed as
where
10)
A 1 = - a b · 2u 0 u 1 ,(3.
11)
A 2 = - a b · 2u 0 u 2 + u 2 1 ,(3.
12)
. . .
19)
We claim that
is a solution to (3.2) . For the sake of convenience, permutating the coefficients of u n (n = 1, 2, . . .) as (-b a ) times every element of the following table:
2 u 0 u 2 u 1 u 2 u 2 · · · · · · · · · u 3 u 0 u 3 u 1 · · · · · · · · · · · · u 4 u 0 · · · · · · · · · · · · · · · . . . . . . . . . . . . . . . . . . (3.30) and one can see that and this indicates that u * is a solution to (3.2).
Fractional differential equations
In this subsection, we will apply the ADM to constructing approximate solutions to the Cauchy problems of fractional differential equations, including fractional ordinary differential equations and fractional partial differential equations. At first, we introduce the definitions of fractional derivative and fractional integral, together with some basic formulas, which will be used frequently in the specific examples.
Fractional calculus
The concept of fractional calculus could be traced back to 1695 [40, 41] . With the development of operator theory, fractional derivative has taken a huge leap, and there are many kinds of fractional derivative, such as the Caputo derivative, the Riemann-Liouville integral. Unluckily, there is not an uniform definition for a fractional derivative and fractional integral, which is an open problem. It should be emphasized that fractional calculus is not only a simple generalization of the classical calculus, but also it is an excellent instrument for the description of memory and hereditary properties of various physical process [42, 43] , because it is defined by an integral with a singular integral kernel.
Next we introduce some definitions and lemmas of fractional calculus used frequently below.
Definition 3.3 ([44, Gamma Fuction]) The Gamma function is defined by
Remark 3.4 For the Gamma function, we have the following important and useful properties:
• Γ (1) = 1 (this is simply the Euler integral).
• Γ (1/2) = √ π (replace t by τ 2 , and then apply multiple integral to calculate it). • (Iterative formula) For any x such that Re(x) > 0, Γ (x + 1) = xΓ (x). Especially, for any n ∈ N, Γ (n + 1) = nΓ (n) = · · · = n!, from which it can be seen that the Gamma function is a generalization of factorial operation (using integral by parts with the "LIATE rule"). Some more details of the Gamma function could found in the book [45] by Artin. 
Time-fractional Riccati equations
In this subsection, we take the following fractional Riccati equation:
as an example to illustrate the ADM, where D α is the fractional derivative in the sense of Caputo and 0 < α < 1 is a fraction. For the study of the fractional Riccati equation, Syam et al. [26] modified the implicit hybrid method to solve the Cauchy problem of the fractional Riccati equation in the sense of a conformable fractional derivative . In [27] , Agheli proposed a new method based on trigonometric basic functions to obtain an approximate solution to a time-fractional Riccati equation. In [28] , Bota and Caruntu applied the polynomial least square method to construct the analytical approximate solutions for quadratic Riccati differential equations. In addition, there are also many other methods to study time-fractional Riccati equations. In this paper, we shall apply the ADM to construct approximate solutions to time-fractional Riccati equations in the Caputo sense. Clearly, by (3.39) , one can see that the solution to (3.41) is equivalent to the following integral equation:
(3.42) Furthermore, it follows (3.40) that
Then (3.43) has the following simple form: where
Hence we obtain the iterative equations u 0 = f and
(3.52)
After a "simple" computation, one can obtain the specific form of u n as follows: . . .
61)
for k = 2, 3, . . . . By a similar discussion to the table in (3.30), one can see that
satisfies the identity
By the operation of a fractional derivative and integral, we have D α u *t = u 2 * , (3.64) that is,
65)
which indicates that u * is exactly a solution to (3.41) .
Remark 3.10 From the discussions above, it is easy to see that if we know the initial condition of u, i.e. u 0 , then we can obtain an approximate solution for (3.41) using successive iterations.
Time-fractional Kawahara equation
Consider the following time-fractional Kawahara equation: found in [47] [48] [49] [50] . In fact, the Kawahara equation can be viewed as a type of the fifth KdV equation,
for some special coefficients. Next we shall apply the ADM to construct approximate solution to (3.66) with initial condition.
Obviously, the time-fractional Kawahara equation (3.66 ) is equivalent to the following integral form: 
Modified time-fractional Kawahara equations
Consider the following modified time-fractional Kawahara equation:
The modified Kawahara equation is known as the critical surface-tension model. This equation arises in the modeling of weakly nonlinear waves in a wide variety of media. A variety of physical phenomena, like magneto acoustic waves in a plasma, shallow-water waves with surface tension and capillary-gravity water waves, are described by the modified Kawahara equation [47] . Now we start to construct an approximate solution to (3.97) with initial value via the ADM.
Clearly, the modified time-fractional Kawahara equation (3.97) is equivalent to the following integral form: 
Concluding remark
In this paper, we study the Adomian decomposition method (ADM) including its convergence analysis obtained by Cherrault, and it is really an effective technique in dealing with nonlinear problems with initial data. By applying the ADM, one can construct approximate solutions to algebraic equations, fractional ordinary differential equations (time-fractional Riccati equations etc.), fractional partial differential equations (timefractional Kawahara equations, modified time-fractional Kawahara equations etc.), and even integro-differential equations, differential algebraic equations and so on. In practical applications, we can take a finite sum according to the accuracy we need.
