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Abst rac t - -Let  a e C[0,1], b E C([0, 1], ( -ec,0]) .  Let d e R and d > 0. Let ¢1(t) be the unique 
solution of the linear boundary value problem 
u"(t) + a(t)u'(t) + b(t)u(t) = 0, t E (0, 1), 
u(0) = 0, u(1) = 1. 
We study the existence of positive solutions for the m-point boundary value problem 
u" + a(t)u' + b(t)u + h(t)f(u) = O, 
m--2  
u(0) = 0, u(1) -- E aiu(~i) = d, 
i=1  
where ~i E (0, 1) and ai E (0, c~) (for i E {1 . . . . .  m - 2}) are given constants atisfying y~__~2 c~i x 
¢1 ((i) < 1. Under suitable conditions, we show that there exists a positive number d* such that the 
problem has at least one solution for 0 < d < d* and no solution for d > d*. @ 2004 Elsevier Ltd. 
All rights reserved. 
Keywords - -Three-po in t  boundary value problems, Positive solution, Schauder fixed-point heo- 
rem. 
1. INTRODUCTION 
The study of multipoint boundary value problems for linear second-order ordinary differential 
equations was initiated by Ii'in and Moiseev [1]. Motivated by the study of II'in and Moiseev [1], 
Gupta [2] studied certain three-point boundary value problems for nonlinear ordinary differential 
equations. Since then, more general nonlinear multipoint boundary value problems have been 
studied by several authors. We refer the reader to [3,4] for some references along this line. 
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Recently, the author [4] considered the nonhomogeneous three-point boundary value problem 
u '+ h(t)f(u) = 0, (1.1) 
u(0) --- 0, u(1) - au(~) = d, (1.2d) 
under the following assumptions: 
(A1) ~/E (0, 1) and 0 < a~/< 1; 
(A2) / :  [0, oo) -~ [0, ~)  is continuous and satisfies 
lim f(u) = 0 and lim f(u) - - = 0 0 ;  
U -*0+ U u--+oo U 
(A3) h : [0, 1] -~ [0, oo) is continuous and h - 0 does not hold on any subinterval of [~/, 1]. 
We established the following. 
THEOREM 1.1. (See Theorem 1 in [4].) Let (A1)-(A3) hold. Then there exists a positive 
number d* such that (1.1),(1.2d) has at least one positive solution for d : 0 < d < d* and 
no solution for d > d*. 
The proof of the above theorem is based upon the Schauder fixed-point heorem and motivated 
by [51 .
In this paper, we study the existence of positive solutions for more general m-point boundary 
value problem 
u" + a(t)u' + b(t)u + h(t)f(u) = O, (1.3) 
m--2  
u(0) : 0, u(1) - E c~iu((i) = d. (lAd) 
i :1  
We make the following assumptions. 
(H1) For i e {1, . . . ,  m - 2}, ¢i e (0, 1) and ai E (0, co) are given constants; 
(H2) f e C([0, oo), [0, oo)) satisfies 
lim f(u) = 0 and lim f(u) = oo;  
u -+0+ u u--+ec U 
(H3) h e C([0, 11, [0, oo)) and there exists x0 C [0, 1] such that h(xo) > 0; 
(H4) a • C[0, 1], b • C([0, 1], (-c~, 0)). 
Using the Schauder fixed-point heorem and the method developed in [5], we will study the 
existence of positive solutions to (1.3),(1.4d) and extend the main result of [4]. 
2. PREL IMINARY LEMMAS 
To state the main results of this paper, we need the following lemmas. The first two are 
consequences of the maximum principle [6]. 
LEMMA 2.1. Assume that (H4) holds. Let ¢1 and ¢2 be the solutions of 
¢~(t) + a(t)¢i (t ) + b(t)¢:(t) = O, 
¢1(0) = 0, ¢1(1) = 1, (2.1) 
and 
¢'i(t) + ~(t)¢'~(t) + b(t)¢2(t) = o, 
¢2(0)  = I, ¢2(1)  ---- O. 
Then 
(i) ¢: is strictly i~ere~ing on [0, 1]; 
(ii) ¢2 is strictly decreasing on [0, 1]. 
(2.2) 
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LEMMA 2.2. 
In the rest of the paper, we need the following assumption: 
m--2Ol (H5) 0 < Ei=l i¢1(~i) < 1. 
Set 
G(t,S) = p { ¢l(t)¢2(s), 
¢~(s)¢~(t), 
where 
Assume that (H4) holds. Then (2.1) and (2.2) have unique solutions, respectively. 
if s _> t, 
(2.3) 
if t > s, 
p := ¢4(0). (2.4) 
Applying the method of variation of constants, we  can easily show the following. 
LEMMA 2.3. Assume that (H1) and (H4) and (Hb) hold. Let y E C[0, 1]. Then the problem 
u"(t) + a(t)u'(t) + b(t)u(t) + y(t) = 0, t C (0, 1), 
~(o) = o, <1)  - ~ ~(~)  = o 
i=1 
(2.5) 
is equivalent to the integral equation 
fo 
u(t) = G(t, s)p(s)y(s) ds + A¢1 (t), (2.6) 
here 
m-2 
E ~i fo ~ G(~i, s)p(s)v(s) ds 
A = ~=1 (2.7) rn--2 
1-  E a i¢ l (~)  
i=1 
( i ' )  p(t) = exp a(s) ds . (2.8) 
Moreover, u(t) > 0 on [0, 1] provided y > 0. 
r~--2 REMARK 2.4. If Ei=l O~i¢1(~i) > 1, then y E C[0, 1] with y(t) ~ 0 for t E (0, 1) does not imply 
that (2.5) has a positive solution. 
In fact, in [4] we studied the problem 
~"(t) + y(t) = 0, t c (0, i), (2.9) 
u(0) = 0, u(1) - au(~]) = 0, 
which is a special case of (2.5) when a(t) = b(t) = 0. We have proved the following. 
PROPOSITION. (See Lemma 3 in [4].) I[a~7 > 1, and f ly  C C[0, 1] with y(t) > 0 for t E (0, 1), 
then problem (2.9) has no positive solution. 
Now set 
{¢~(t)  ¢2(t)~ (2.10) 
q(t) = rain \ [~11o ' ~ J '  
where I" Io denotes the supremum norm. 
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LEMMA 2.5. Assume that (H1) and (H4) and (HS) hold. Let y e C[0, 1] and y k O, then the 
unique solution u of (2.5) satisfies 
u(t) > luloq(t), t e [0,1]. (2.11) 
m-2 PROOF. Since 0 < }-~=1 a~¢1(({) < 1, we have that 
rn--2 
E ai f l  o G(~i, s)p(s)y(s) ds 
A = ~=1 > 0. (2.12) m--2  
1-  ~ ai¢l(~) 
i= l  
By (2.6) and (2.12), we know that 
/o I fo 1 u(t) = G(t, s)p(s)y(s) ds + A¢1 (t) >_ G(t, s)p(s)y(s) ds. (2.1a) 
Let lulo = u(to), where to e (0, 1). We verify that 
a(t, ~) 
a(to,~) >- q(t), t e (0,1), s e (0,1). (2.14) 
To do this, we distinguish four cases. 
(a) t, to _< s: 
C(t, ~) ¢1(t) 
a(to, s) ¢~(to) 
(b) t, to>s :  
(c) to <s<t :  
_> ¢1(t) 
1¢11o' 
G(t, s) ¢2(t) ¢2(t) 
a(to,s)  -¢2( to )  >- 1¢2Io 
a( t ,  s) _ ¢l(s)¢2(t) > ¢2(t__ 2)
a(to, s) ¢1(to)¢2(~) - [¢21o' 
since ¢1(s) _> ¢l(to), by (i) of Lemma 2.1. 
(d) t < s < to: 
a( t ,4  _ ¢~(t)¢2(s) > ¢~(t) 
a( to ,~)  ¢~(~)¢2(to) - I¢11o' 
since ¢2(s) _> ¢2(to), by (ii) of Lemma 2.1. 
Hence, (2.14) is proved and it follows from the fact that 1 > ¢1(t) _> q(t) for t e [0,1] that 
'01 u(t) > q(t) G(to, s)p(s)y(s) ds + A¢l(t) 
>_ q(t) [~l G(to,s)p(s)y(s) ds + Al 
[/o ] >_ q(t) a(to, s)p(s)y(s) as + ACl(to) 
= q(t) lu(to)l 
= q(t)lulo. 
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LEMMA 2.6. Assume that (H1) and (H4) and (H5) hold. Let y E C[0, 1] and y > O, then for any 
o ~ E (0, 1/2) > O, there exists 7~ > 0 such that the unique solution u of problem (2.5) satisfies 
~(t) _> 7~1~1o, t E [5,1 - 5]. (2.15) 
PROOF. Take 0'~ = min{q(t) [ t E [6, 1 - 5]}. Then Lemma 2.1 guarantees that 7 > 0, and 
Lemma 2.5 guarantees that (2.15) holds. 
Applying the maximum principle, we can conclude the following. 
LEMMA 2.7. Let [al,bl] C [0, 1] be an interval Assume that (H4) holds. Then the two-point 
boundary value problem 
u"(t) + a(t)u'(t) + b(t)u(t) = O, 
~(al) = ~(bl) = 0 
has a unique solution u =_- O. 
LEMMA 2.8. Assume that(HI) ~nd (H4) and (H5) hold. Let j E {1, . . . ,  m - 2} and r E ( -0% 0) 
be given, and let -z < ~j be given with u(~-) = O. Then the (m - j + 1)-point boundary value 
problem 
u"(t) + a(t)u'(t) + b(t)u(t) = O, 
m-2 (2.16) 
u(T) = O, u(1) - E a,u(t~,) = r 
i=j  
has unique solution u satisfying u(t) < 0 on IT, 1]. 
PROOF. In fact, we know from Lemma 2.1 that the equation 
~" + a(t)u' + ~(t)u = o 
has known two linear independence solutions 41 and 42- Let 
= c141(t) + e242(t) (2.17) 
be the any solution of (2.16). Then 
Cl  ---- rD, 
m-2 
i=j 
41(T) rD ' e2-- 42(;) 
r,,~,-- 2 ) --1 
¢2(*)41(T) ~ ~i42(~,) 
(2.18) 
> 0. (2.19) 
Combining (2.17) with (2.18) and (2.19), we can get that 
since ¢2(t) _< ¢2@) and r < 0. 
In the rest of the paper, we always assume that f(u) = f(0) for u _< 0. 
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3. THE MAIN RESULT 
The main result of this paper is the following. 
THEOREM 3. I. Let (H1)-(H5) hold. Then there exists a positive number d* such that (1.3), (1.4d) 
has at least one positive solution for d : 0 < d < d* and no solution/or d > d*. 
REMARK 3.2. In Theorem 3.1, we generalize the result of [4] in three main directions. 
(a) More general linear differential operators Lu = u" + a(t)u' + b(t)u are considered. 
(b) In (H2), we only need that there exists x0 E (0, 1) such that h(xo) > 0. But in (A3) of 
Theorem 1, we need that h - 0 does not hold on any subinterval of [~, 1]. 
(c) If a(t) = b(t) - 0 on [0,1], then (H1): 0 < a¢1(~) < 1 reduces to 0 < a~ < 1 which is the 
key condition (A1) [4, Theorem 1]. 
PROOF OF THEOREM 3.1. We divide the proof into three steps. 
STEP 1. We prove the existence of positive solutions to (1.3),(1.4d) for small d : d > 0. 
Let H be the solution of 
~" + ~(t)~' + b(t)~ = 0, 
m--2  
u(0) = 0, u(1) - E aiu(~i) = 1. 
i=1  
Then 
H = ¢1(t) 
rn--2 
1-  E ~¢ i (~)  
i=1  
and u is a positive solution of (1.3),(1.44) if and only if v = u - dH is a nonnegative solution of 
Let ](x) = supo<~<= f(s).  
that 
v" + a(t)v' + b(t)v + h(t) f (v  + dH) = O, 
vn--2 
v(0) = 0, v(1) - ~ a~v(~i) = O. 
i=1  
(3.1) 
Since lim~--.o+ (](u)/u)  = 0, there exists a positive number dl such 
if(d1 + dllHIo)lUIo ~_ dl, 
where U is the unique solution of 
u" + a(t)u' + b(t)u + h(t) = O, 
rn--2 
~(o1 = o, ~(11 - ~ ~(~)  = o, 
i=1 
and is explicitly given by 
= [ G(t,s)p(s)h(s) s + | ,=1  l(t) 
J0  
1-  i=~1 oZi¢l(~i) 
From Lemm~ 2.3, we know that U(t) > O, for t E [0, I]. Define a closed convex subset in C[0, I] 
by 
D={ueC[0 ,1] ]0<u( t )<d l ,  re [o ,  1]}. 
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For each w E D, applying Lemma 2.3, we know that the linear problem 
v" + a(t)v' + b(t)v + h(t)f(w + dH) = O, t c (0, 1), 
m--2  
v(0) = 0, v(1) - E aiv(~i) = 0 
i= l  
(3.2) 
has a unique solution. Let v = Aw be the unique solution of (3.2). Then it is easy to check that 
A : D ~ C[O, 1] is completely continuous. 
Suppose that d < dl. We claim that A : D -~ D. 
Indeed, if v = Aw, then by Lemma 2.3, we have 
o < v(t) 
= .L 1 G(t, s)p(s)h(s)f(w(s) + dH(s)) ds 
/m-2 ) y~ ai f l  a(~i, s)p(s)h(s)f(w(s) + dH(s)) ds (3.3) 
~_ i=1  - - -  m- - - - -~- - -~ e l ( t )  
1-  E ~,¢1(¢~) 
i=1 
<_ ](dl + dllHIo)]U[o <_ dl, 
i.e., v C D, and the claim is proved. 
Using the Schauder fixed-point heorem, we conclude that A has a fixed point v in D, and then 
u = v + dh is a positive solution of (1.3),(1.4d). 
STEP 2. We verify that (1.3),(1.4d) has no positive solution for d large. 
Let u be a solution to (1.3),(1.4d). Then v = u - dH satisfies (3.1), and we claim that there 
exists it : 0 < it < 1, such that 
inf (v + dH) > Iv + dH[oit. (3.4) 
Since h E C[0, 1], we may assume that x0 e (0, 1) in Condition (H3). Taking 5 E (0, 1/2) > 0 
be such that xo E (5, 1 - 5). Let ~, be the constant in Lemma 2.6 with respect to such 5. That 
is, we have from Lemma 2.6 that 
inf v(t) >_ 7[v[0. 
From Lemma 2.1, we know that 
H(t) = ¢1(t) 
rn--2 > 0 
1-  E ~¢1(~i) 
i=1 
on (0, 1). This implies that there exists constant # > 0 such that inft~[5,1_~] H(t) >_ #1]HI0. Set 
it = min{7, itl}, then infte[~,l-~] (v(t) + dH(t)) > it(Iv[0 + dIH[o) _> itIv + dH[o. 
Now let f(t) = inft<s f(s), then we have that 
[v + dH]o >_ v(1) 
f = G(1, s)p(s)h(s)f(v(s) -t- dH(s)) ds 
) .~ o~i fo a(~i, s)p(s)h(s)f(v(s) + dH(s)) ds + '-~ - - -  m - - - - ~ - -  ¢1(1) 
1-  E ~¢~(~) 
(3.5) 
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rn -2  
E a~ f l  o G((~, s)p(s)h(s)f(v(s) + dH(s)) ds 
i=1 
m--2 
1-  E ~i¢1(¢,) 
i=1 
m--2 
o~. F1-5 2  J~ G(~i, s)p(s)h(s)f(v(s) + dH(s)) ds 
i=1 > 
- -  m, - -2  
1-  E ~¢~(~)  
i=1 




Thus, (3.5) implies that 
m--2 
E ai f~-~ G(~i, s)p(s)h(s) ds 
i=1 
rn--2 
1-  E °ti¢1(~i) 
i=1 
f(#lv + dHIo ) < 1 
Iv + dH[o - p 
This together with (H2) and the fact that l imt~( f ( t ) / t )  = oo imply that there exists a num- 
ber M depending only on f ,  ~ such that I v + dHIo <_ M. From the fact that v _> 0, d > 0, and 
H > 0, we know that d has to be bounded. 
STEP 3. Let A = {d I (1.3), (1.4d) has positive solutions} and let d* = sup A, then 0 < d* < co. 
We show that (1.3),(1.4d) has a positive solution for d E [0, d*). 
Let d C [0, d*) and choose d > d such that (1.3),(1.4d) has a positive solution u d. 
We claim that (1.3),(1.4d) has a positive solution. 
Indeed, if we define 
f (ud(t)) , i fu(t)  > uj(t), 
F(u(x)) = f(u(t)), if 0 < u(t) <_ ug(t), 
f(0), if u(t) < O, 
then since F : C[0, 1] ~ C[0, 1] is bounded, the problem 
u" + a(t)u' + b(t)u + h(t)F(u) = O, 
rn--2 
~(o) = o, ~(1) - Z ~i~(~) = 
i=1 
has a solution u d. By Lemma 2.3, ¢t d satisfies 
m--2 I \ 
1 d + i~l O~i fo a(~i, s)p(s)F(Ud(S)) ds" 
f C(t,s)p(s)h(s)P(~(s))ds + = - - - -  Ud@) 
J0 1-  E ~¢1(~) 
i=1 
¢1(t), 
so that Ud >_ O. 
Set 
~(t) := ud(t) - ~(t )  
and 
[20 = {t C (0, 1] I Ud(t) > uj(t)} = {t C (0, 1] I ~(t)  > 0}. 
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Suppose on the contrary that ~o ¢ ¢. 
If Ud(1) < ud(1 ) (i.e., w(1) < 0), then there exists (al, bl) C ~t0 such that w(al) = w(bl) = 0 
and w(t) > 0 on (al, bl). On the other hand, w"(t)+a(t)w'+b(t)w = 0 in (al, bl). By Lemma 2.7, 
we know that w(t) = 0 in (a~, bl), a contradiction! 
If Ud(1) > uj(1) (i.e., w(1) > 0), we claim that there exists j E {1, . . . ,  rn - 2} such that 
w(~j) > O. (3.6) 
In fact, from the facts that w(1) -~-2 - ~i=1 aiw(~) = d-  d < 0 and w(1) > 0, we know that 
rn--2 ~=1 a~w(~i) > 0. This implies that there exists j C {1, . . . ,  m - 2} such that w(~j) > O. 
Set 
) = min{i [ i • {1,... , j} such that w(~) :> 0}. (3.7) 
Thus, we only need to deal with the following four cases. 
CASE 1, w > 0 in (0, 1). 
CASE 2. There exists ~- C (~), 1) such that w(T) < 0. 
CASE 3. > 0 ana ) = 1. 
CASE 4. w > 0 in [~3'1] and ) > 1. 
In Case 1, we have 
w"(t) + a(t)w' + b(t)w = O, 
m--2 
w(0) = 0, w(1) - E aiu(~) = d - d < O. 
i=l  
It is easy to check that 
(d - d) ¢1 (t) 
= < 0, for t e (0,1).  
1-  ~'. c~i¢l(~i) 
i=1 
This contradicts the fact that ~0 ~ ¢. 
In Case 2, we know from w(~3) > 0 that there exists/3 e (~j.,~-) such that w(fl) = 0. This 
implies that there exists (a2, b2) C (0, 8) such that 
w(a2) = w(b2) = 0 and w(t) > 0, in (a2, b2). 
But w" + a(t)w' + b(t)w = 0 in (a2, b2). So by Lemma 2.7, we have that w(t) = 0 in (a2, b2). 
This contradicts the fact that w(~)) > O. 
In Case 3, there exists ( C [0, ~3) such that w(() = 0 and w(t) > 0 in (4, 1]. Thus, w(t) satisfies 
w"(t) + a(t)w' + b(t)w --= O, t E (4, 1), 
m--2 
w(()  ---- O, w(1) - E c~iw(({) : d - d < O. 
i : I  
By Lemma 2.8, we get that w(t) <_ 0 on [(, 1]. This contradicts the fact that w(~)) > 0 again. 
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In Case 4, there exists 0 e [~9-1, ~)  such that w(O) = 0 and w(t) > 0 in (0,1]. Since w(~i) <__ 0 
for all i e {1, . . .  ,31} (by the definition of 9, see (3.7)), it follows that  
rn--2 




i= l  
<d-d<0.  
Thus, w(t) satisfies the (m - ) + 1)-point boundary value problem 
w"(t) + a(t)w' + b(t)w = O, t e (0, 1), 
m-2 
= 0 ,  - = < 0 .  
By Lemma 2.8, we get that  w(t) <_ 0 on [0, 1]. This contradicts the fact that  w(~)) > 0 again. 
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