Abstract-Original video signals are often corrupted by a certain amount of noise originating from the camera electronics. As a result of the gamma correction in cameras, the observed noise is signal dependent. In this correspondence, we present a spatio-temporal order-statistic (OS) noise filter that takes into account the gamma correction in the camera. The calculation of the filter coefficients requires higher-order orderstatistics (HOOS) of the noise process. We make use of a range test (RT) to determine locally from which neighboring signal values an estimate should be formed. The noise filter that we arrive at is adaptive and computationally efficient.
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An Adaptive Order-Statistic Noise Filter for Gamma-Corrected Image Sequences

I. INTRODUCTION
Most digital video signals that we consider as being the original and perfect recordings of a natural scene, are often corrupted by a certain amount of noise. Surprisingly, the amount of noise in original video signals is much higher than one would expect from the quantization of the luminance and chrominance components in 8 to 12 b. The dominant cause of the noise lies usually in thermal effects in the electronic circuitry. For instance, the well-known "CalTrain" video often used in compression literature has an estimated signal-to-noise ratio (SNR) of 28 dB. Reducing the amount of observed noise is desirable to improve the visual quality, but is also important as a preprocessing stage in many signal processing applications of interest, such as video compression and analysis.
A complicating factor in the filtering of camera noise is the gamma correction that is present in any camera to compensate for the nonlinearity of the display's cathode ray tube (CRT). The gamma correction results in signal-dependent observation noise [1] . A typical noise filter for video signals, however, usually ignores the signal dependency of the observation noise. We propose an order-statistic (OS) spatio-temporal finite impulse response (FIR) estimator for removing signal-dependent camera noise from image sequences [2] , [3] . Various forms of order statistics estimators have been introduced in the literature, ranging from simple median, minimum, and maximum filters to adaptive estimators using linear combinations of ordered observations [4] - [6] . Due to the ordering of the observations prior to the actual filtering operation, OS estimators often outperform linear estimators.
In this correspondence, we propose a new technique to estimate the weights of an adaptive OS estimator. The applicability of this technique is not limited to the noise removal problem that we consider in this correspondence, but can be used for any nonlinear signal estimation problem [7] . The resulting estimator weights are optimally adapted to the probability density function (pdf) of the noise and to the spatio-temporally localized properties of the video signal. The estimator weights are a function of higher-order orderstatistics (HOOS) of the noise process. Furthermore, we make use of a range test (RT) to remove outliers from the spatio-temporal estimation window so as to reduce the estimator's variance. The result is an optimal and computationally efficient nonlinear filter for camera noise.
II. SIGNAL MODEL
The properties of the observation noise depend on the camera structure. A simplified model for a color camera is shown in Fig.  1 . The electrical current generated by the red, green, and blue (RGB) sensors depends directly on the intensity of the imaged object, and takes on values between 0.0 and 1.0. After suitable amplification and possibly aperture correction, the RGB video signals pass a gammacorrection stage to compensate for the CRT's nonlinearity. Finally, an RGB/YUV matrix may transform the RGB signals into luminance and chrominance (YUV) components. As a postprocessing step, the luminance signal is sometimes spatially enhanced (sharpened). In this correspondence, we assume that the sharpening and aperture correction are switched off or have a negligible effect on the video signal's statistical properties. Further, we assume that the RGB/YUV matrix is also switched off and that the RGB video signals are quantized in 8 b.
The above model can be mathematically summarized as follows. The ideal noise-free spatio-temporal camera signal f (i; j; k) is cor-1057-7149/97$10.00 © 1997 IEEE rupted by thermal noise n(i; j; k) introduced in the circuitry of the sensor and amplifier. With i and j we denote spatial coordinates, k is the video frame number, and f (i; j; k) refers to the red, green, or blue video component. The thermal noise is modeled as a stationary zeromean signal-independent white Gaussian process [1] , [8] . We assume that the noise variance 2 n is known or has been estimated in advance. Ignoring the amplification factor for simplicity, the observed signal after gamma correction is g(i; j; k) = (f (i; j; k) + n(i; j; k)) :
Normally, we have 0 < < 1; with a typical value of = 0:45; which causes the brighter parts of a video frame to be emphasized. The objective of noise filtering is to estimate the noise-free gammacorrected signal f (i; j; k) from the observed noisy signal g(i; j; k): An obvious approach would be to first invert the gamma correction, apply a standard filter for additive signal-independent noise, and gamma-correct the filtered result afterwards. Unfortunately, this obvious approach leads to several problems in practice. In the first place, even a small amount of additive quantization noise in g(i; j; k) makes the inversion of the gamma correction ill conditioned. Second, inverting the gamma correction would require a data representation in a significantly larger number of bits if the quantization properties of f (i; j; k) need to be preserved. And finally, the nonlinear inversion of the gamma correction would introduce spatial aliasing into the signal, which hampers the subsequent noise filtering. Our objective is, therefore, to develop a filter that works directly on the nonlinear model for the gamma-corrected signal g(i; j; k):
To bring (1) into the standard "additive noise" model, we approximate (1) by a Taylor expansion of order M about n(i; j; k) = 0, as follows:
where we have used the following shorthand notation: m
In (2), f (i; j; k) is the desired signal, which is corrupted by a noise term n (i; j; k): The Taylor expansion in (2) is already reasonably accurate for values of M larger than two. In the experimental results section we discuss the influence of the order M and show that a value of M larger than four is unnecessary.
The additive noise component n (i; j; k) is dependent on the signal f (i; j; k): Let us assume that f (i; j; k) is locally constant and that n(i; j; k) is Gaussian white noise with zero-mean and variance 
where we have used the following properties:
Note that if = 1 in (4), the noise remains zero-mean and signal independent. Since, however, 0 < < 1; the expectation and variance of the noise n (i; j; k) is dependent of the signal f (i; j; k):
III. MSE OPTIMAL ORDER-STATISTIC ESTIMATOR
Weighted order-statistic (OS) estimators have proved to be very useful in various image (sequence) processing problems [4] - [6] , [10] . Any weighted OS estimator forms an estimation of a signal's value using a linear combination of ordered observations taken from a local observation window or windows. The various OS estimators presented in the literature differentiate in how they determine the observation window(s) and how they calculate the optimal estimator weights.
The OS FIR noise filter that we derive in this section operates on a spatio-temporal window of size R: Within this small spatiotemporal window, the original signal f (i; j; k) is assumed to be constant. As a result, the calculation of the estimator weights does not require statistical knowledge of the signal f (i; j; k): In Section IV, we will discuss procedures for selecting an appropriate spatiotemporal window in which this assumption about the original signal holds.
The general expression for the spatio-temporal OS FIR estimator for the gamma-corrected signal has the following form:
w r g (r) (i; j; k):
Here, g (r) (i; j; k) are ordered observations taken from the spatiotemporal window of size R centered about (i; j; k): The subscript (r) denotes rank, with g (r) (i; j; k) g (r+1) (i; j; k) for 1 r < R: We will now determine the weights w r for the MSE optimal estimation of the locally constant signal f (i; j; k) immersed in signal-dependent noise n (i; j; k):
On the basis of the Taylor expansion (2), the following expectation for g(i; j; k) is obtained:
This relation still holds after ordering of the observations g(i; j; k): The M moments of the R ranks of the camera noise n m (r) (i; j; k) in (8) can be calculated in a way similar to the one described in [4] and [9] for the first-and second-order moments of OS [3] , [7] . Of course, for the calculation of these higher-order order-statistics (HOOS), the pdf of n(i; j; k) must be assumed known. The expectations E[g (r) (i; j; k)] in (8) are not available, and are approximated by the actual observations g (r) (i; j; k): The stochastic error introduced by this approximation is denoted by "(i; j; k): Combining the resulting R expressions for the ranks into a matrix-vector notation, we arrive at g (1) (i; j; k)
. . . " R (i; j; k) (9) or, in shorthand notation g g g () (i; j; k) = W W W (i; j; k) + "(i; j; k):
The (R2M +1) matrix W W W is entirely known. For common window sizes, we have R > M + 1, which makes (10) an overdetermined set of equations. Therefore, (10) is solved such that "(i; j; k) has minimum variance, yielding a mean-squared error optimal estimator for (i; j; k): Solving the overdetermined equation (10) by, for instance, singular value decomposition (SVD), the resulting estimator is given by
The top row of W W W + now exactly corresponds to the desired weights w r of the OS-FIR estimator (6) to estimate f (i; j; k) using the data g(i; j; k) in a spatio-temporal window of size R:
In an efficient implementation, the top row matrix entries of W W W + are computed in advance. This can be done if the pdf of the noise, the Taylor expansion order M , and the size R of the spatiotemporal window are known. As mentioned in the beginning of this section, the calculation of the OS estimator weights does not require statistical knowledge about the original signal. Fig. 2 shows the weights wr of the estimator (6) for M = 2 and M = 4; and for 7 R 27: The Taylor approximation order M can be freely chosen to make the approximation error between the model (1) and the expansion (2) arbitrarily small. This choice, however, does not influence the calculation complexity of the estimator (6) or (11), but only the a priori computation of the matrix W W W + in (11).
IV. RANGE TEST FOR REMOVING OUTLIERS
The ordered observations g (r) (i; j; k) used in the OS-FIR estimator (6) are obtained from a spatio-temporal window centered about (i; j; k): In calculating the optimal weights wr; we assume that within this window f (i; j; k) has a constant value. Clearly, this assumption may not hold in the temporal domain if motion occurs in the image sequence, and may not hold spatially if the window overlays a spatial edge. There are two procedures for adapting the window size and orientation such that the assumption of constancy of the original signal within the spatio-temporal window becomes more reliable.
The first procedure is registering successive image frames or motion compensating the spatio-temporal window. In this way temporal intensity variations within the window can often be avoided. However, this procedure may not always be successful [3] , [11] and does not avoid spatial intensity variations within the window.
Therefore, a second procedure is required to adaptively select a homogeneous data subset from a (motion-compensated) spatio-temporal window. Only those values that are not significantly different from g(i; j; k) should be used in (6) . Significantly dissimilar values are considered outliers that negatively affect the estimation process and should therefore be excluded [3] . We use a method known as the range test (RT) [12] to select a homogeneous subset from the observations in the spatio-temporal window. This method uses ordered observations g (r) (i; j; k); and is computationally efficient in combination with the OS-FIR estimator.
A strict discrimination criterion to decide if a particular observation in the spatio-temporal window is not significantly different from the central value g(i; j; k) is testing for equality. Obviously, due to the presence of noise in the observations, this strict equality requirement has to be relaxed somewhat. In the RT, an ordered subset fg (s) (i; j; k); 111; g (t) (i; j; k)g (with t > s) of observations from the spatio-temporal window is considered sufficiently similar [12] if g (t) (i; j; k) 0 g (s) (i; j; k) var[n (i; j; k)] t0s(): (12) We approximate the variance of the observation noise after gamma correction, i.e., n (i; j; k); by 2 n : Further, t0s () is the uppersignificance point for a normalized (studentized) range over jt 0 sj values [13] , where a range denotes the difference between two ordered values, i.e., g (t) (i; j; k)0g (s) (i; j; k): If a particular range passes the test, all ordered observation g (r) (i; j; k) spanned by this range are automatically regarded to be not significantly different. If a range fails the test (12), a smaller subset of the rejected range should be reconsidered. We have implemented the RT procedure in a recursive way. First, the range spanned by g (R) (i; j; k) and g (1) (i; j; k) is tested, i.e., the entire window is tested for homogeneity. Upon failure, the RT is repeatedly applied on smaller ranges, until the largest range is found that passes the test and that includes the central value g(i; j; k):
After applying the RT, (11) has to be solved for a value of R equal to the number of observations that passed the RT. Although the dimensions of the matrix W W W + vary depending on the result of the RT, only R 0M + 1 unique cases exist. Therefore, it is attractive to precompute and store the estimator weights w r for all possible values of R: The resulting overall structure of the adaptive OS-FIR estimator is illustrated in Fig. 3 .
V. EXPERIMENTAL RESULTS
The main objective of the experimental evaluation is twofold.
Namely, in the first place to evaluate the effect of the order M of the Taylor expansion, and in the second place to evaluate the effect of the range test. We further evaluate the effect of using a motion-compensated window additionally to the range test. To make numerical comparisons possible, we have considered simulated camera noise and simulated gamma correction only. Two different values for have been used, namely 0.35 and 0.45. To avoid influence of the actual camera noise present in our "original" sequence, we have added noise to an amount that is much higher than normally encountered, namely to an SNR of 10 dB. Further, our simulated gamma correction operates on spatially sampled data, which may cause minor aliasing effects that are not present in practice. After noise filtering, the improvement in SNR is computed on an inverse gamma-corrected version of the filtered result. In this way our numerical results can be compared against results obtained by other noise filters.
As the "original" we have used the CalTrain image sequence. In the first experiment, the OS-FIR filter used a fixed spatio-temporal cube of 3 2 3 2 3 picture elements, i.e., 27 observations. One set of results was obtained without and a second set with using the RT. The columns labeled "Fixed" and "RT" in Table I summarize these results, and show that 1) the SNR improvement saturates for M larger than three, and 2) the fairly simple window adaptation through the RT greatly improves the results, mainly because the assumption of constancy of f(i; j; k) within the selected window becomes more reliably. A final conclusion that can be drawn from this experiment is that disregarding the gamma correction (M = 1) is definitely not advisable, especially when the RT is not used. It is worthwhile noting that since the noise is assumed Gaussian and the signal is assumed to be constant within the spatio-temporal window, the results listed under M = 1 are identical to the ones obtained by a normal linear filter with weights 1=R:
In the second experiment, a motion-compensated spatio-temporal window was used. The process of motion estimation is much more computationally intensive than the RT. We used the recursive block matching procedure described in [14] to estimate the motion trajectory. In the columns labeled as "RT + MC" in Table I we see that the combination of motion compensation and the RT leads to the best results. However, the additional gain obtained by using a motioncompensated window is fairly small compared to the gain obtained already by the much simpler RT.
VI. DISCUSSION
In this correspondence, we have proposed a new approach to solving nonlinear estimation problems, exemplified by the problem of filtering gamma-corrected noisy video signals. An adaptive OS estimator was formulated of which the weights depend only on the HOOS of the noise, and of which the data window used depends on the RT. Essential in the derivation is that the nonlinear signal model is approximated by a Taylor expansion of order M: This order can be chosen freely and does not influence the computational complexity of the resulting estimator once the weights of the estimator have been determined. The filtering results that we obtained are nearly independent on the value of ; which means that the proposed filtering approach is quite successful in handling the signal-dependent noise resulting from the nonlinear model.
I. INTRODUCTION
Recently, there has been much interest in reconstruction of highresolution and/or expanded-view images from a low-resolution video source, with applications to printing high-quality stills from video and high-resolution standards conversion [1] - [8] . Here, we focus on the projections onto convex sets (POCS) method proposed by Patti et al. [5] , reviewed in Section II, because it 1) is an image domain method that offers the flexibility of space-varying (pixel-by-pixel) processing, hence, allows use of validity and segmentation maps; 2) simultaneously accounts for blurring due to relative sensorobject motion and sensor integration; 3) is capable of handling low-resolution sampling lattices with arbitrary periodic geometry (e.g., an interlaced lattice).
However, it has only been applied to scenes containing a single moving object where motion vector field can be reliably estimated on the basis of a single motion model [5] . In case of scenes containing multiple objects, the estimated motion vector field is likely to be inaccurate around motion boundaries and occlusion regions, which results in objectionable artifacts. A previous work on object-based resolution improvement in the presence of multiple motion, by Irani and Peleg [2] , proposed tracking of an object with dominant motion over several frames to improve its resolution using a backprojection algorithm, where occluded pixels are filled in by temporal averaging. However, they do not address resolution improvement over pixels
