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Abstract
In the works of K.A. Pericak-Spector and S. Spector [9, 10] a class of self-similar solutions
are constructed for the equations of radial isotropic elastodynamics that describe cavitating
solutions. Cavitating solutions decrease the total mechanical energy and provide a striking
example of non-uniqueness of entropy weak solutions (for polyconvex energies) due to point-
singularities at the cavity. To resolve this paradox, we introduce the concept of singular limiting
induced from continuum solution (or slic-solution), according to which a discontinuous motion
is a slic-solution if its averages form a family of smooth approximate solutions to the problem. It
turns out that there is an energetic cost for creating the cavity, which is captured by the notion
of slic-solution but neglected by the usual entropic weak solutions. Once this cost is accounted
for, the total mechanical energy of the cavitating solution is in fact larger than that of the
homogeneously deformed state. We also apply the notion of slic-solutions to a one-dimensional
example describing the onset of fracture, and to gas dynamics in Langrangean coordinates with
Riemann data inducing vacuum in the wave fan.
1 Introduction
The goal of this study is to re-assess an example of non-uniqueness of entropy weak solutions for
multi-dimensional systems of hyperbolic conservation laws constructed by K.A. Pericak-Spector and
S. Spector [9, 10]. The example is associated with the the onset of cavitation { from a homogeneously
deformed state { for the equations of nonlinear elasticity in homogeneous and isotropic elastic media.
Any attempt to study solutions that lie at the limits of continuum modeling (like cavities or shear
bands) needs to reckon with the problem of giving a proper denition for such solutions. Proposing
such a denition is the main premise of the present work.
We consider the initial-boundary value problem for the equations of elasticity
ytt   divS(ry) = 0; (1.1)
y(x;0) = x (1.2)
y(x;t) = x for jxj >  rt; (1.3)
for a given stretching  > 0 and some  r > 0: Here, y : Rd  R+ ! R stands for the motion,
F = ry is the deformation gradient, and we employ the constitutive theory of hyperelasticity, that
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1the Piola{Kirchho stress S is given as the gradient of a stored energy density
S(F) =
@W
@F
(F); W : Rdd
+ := fF 2 Rdd : det(F) > 0g  ! R: (1.4)
The homogeneous deformation  y(x;t) = x solves (1.1)-(1.3).
The stored energy function determines the constitutive properties of the elastic material and
- due to frame indierence - has to be invariant under rotations. For homogeneous and isotropic
elastic materials W takes the simplied form W(F) = (1;:::;d), where  is a symmetric function
of the eigenvalues 1;:::;d of
p
FFT; see [12]. In that case (1.1) admits as solutions radially
symmetric motions,
y(x;t) = w(jxj;t)
x
jxj
; (1.5)
generated by solving for the amplitude w : R+  R  ! R+ the initial-boundary value problem for
the equations of isotropic radial elastodynamics,
wtt =
1
Rd 1@R

Rd 1 @
@1
(wR;
w
R
;:::;
w
R
)

 
1
R
(d   1)
@
@2
(wR;
w
R
;:::;
w
R
): (1.6)
(
w(R;0) = R;
w(R;t) = R for R >  rt:
(1.7)
This problem admits the special solution  w(R;t) = R corresponding to a state of homogeneous
deformation. The question arises if additional solutions of (1.1)-(1.3) may be constructed by solving
the problem (1.6)-(1.7).
This idea was pursued by Ball [1] using methods from the calculus of variations to construct
cavitating solutions in the context of static elasticity. The study [1] was groundbreaking in part
because continuum modeling is used to address a problem that at least pro-forma concerns situations
beyond its range of applicability. There exists a critical stretching cr so that for  < cr the only
equilibrium solution is the homogeneously deformed state; by contrast, for  > cr there exist non-
trivial equilibria corresponding to a cavity in the material and with energy less than the energy of
the homogeneous deformation [1]. The reader is referred to [11, 7, 8] (and references therein) for
an account of developments concerning cavitating equilibrium solutions in nonlinear elasticity.
In another remarkable development, K.A. Pericak-Spector and S. Spector [9, 10] use the ansatz
w(R;t) = tr
R
t

; (1.8)
to construct a self-similar weak solution for the dynamic problem (1.5)-(1.7) that corresponds to a
spherical cavity emerging at time t = 0 from a homogeneously deformed state. The solution in [9]
is constructed in dimension d  3 for polyconvex stored energies of the special form
W(F) =
1
2
d X
i=1
2
i + h
 
d Y
i=1
i
!
(H1)
where h : R+  ! R+ satises the hypotheses
h00 > 0; h000 < 0 lim
v!0
h(v) = lim
v!1h(v) = 1: (H2)
2The hypothesis h00 > 0 refers to polyconvexity, while h000 < 0 indicates elasticity of softening type;
more general stored energies were treated in [10]. It is proved in [9, 10] that the self-similar solution
has smaller mechanical energy than the associated homogeneously deformed state from where it
emerges, and thus provides an example of nonuniqueness of entropy weak solutions (at least for
polyconvex energies). As already noted in [9], the paradox arises that by opening a cavity the
energy of the material decreases, what induces an autocatalytic mechanism for failure.
There is a class of problems in material science, such as fracture, cavitation or shear bands,
where discontinuous motions emerge from smooth motions via a mechanism of material instabilities.
Of course after the material breaks or a shear band forms the motion can no longer be described at
the level of continuum modeling and microscopic modeling or higher-order regularizing mechanisms
have to be taken into account. Still, as such structures develop there is expected an intermediate
time scale where both types of modeling apply. The premise of this work is to introduce a meaning
for solutions at this intermediate scale and to explore its ramications. The idea is roughly the
following, presented here at the level of (1.1). Given a possibly discontinuous motion y(x;t) we
introduce the averaged motions yn = n ? y, where  is a mollier, and dene y to be a singular
limiting induced from continuum solution (in short a slic-solution) if for every choice of the mollier
the smooth approximating family in the limit of small-scale averaging gives
yn
tt   divS(ryn) =: fn ! 0 in D0: (1.9)
In this notion the precise form of regularizing mechanisms is not taken into account, instead it is
enforced that they act in a stable way amounting to averaging of the tested solution. Moreover,
the energy equation for (1.9),
@t

1
2
jyn
t j2 + W(ryn)

  div
 
yn
t  S(ryn)

= yn
t  fn ; (1.10)
suggests that, even though fn ! 0 in D0, the power of the "microscopic forces" yn
t  fn may well
have a non-trivial contribution in the limit, which needs to be calculated.
The denition of slic-solutions exploits the fact that the momentum equation (1.1) is a second-
order evolution. It has certain conceptual analogies to the approach of weak asymptotic solution
employed by Danilov and Shelkovich [5] in order to dene solutions for special systems of conserva-
tion laws involving delta shocks as asymptotic limits of smooth approximate solutions. There are
also certain dierences with the concept of weak asymptotic solution: Slic-solutions are generated
via averagings of a candidate discontinuous solution, and are natural in a context of discontinuous
solutions for second order evolution equations. The latter property provides a mechanical intuition
for the denition and suggests its name.
We examine the ramications of this denition in three examples. In section 2 we consider the
equations of one-dimensional elasticity
ytt   ((yx))x = 0 (1.11)
and test a specic example of a motion,
y(x;t) =
(
x1 lx< t + ( tY (0) + x)1 l t<x<0 + (tY (0) + x)1 l0<x<t + x1 lt<x t > 0
x t < 0
(1.12)
towards being a slic-solution. The example (1.12) is a counterpart (in the one-dimensional case)
of the cavitating solutions (for d  3) of [9, 10] and corresponds to a crack forming out of a
3homogeneously deformed state at the location x = 0 at time t = 0, in conjunction with two
outgoing Lax-shocks propagating at x = t. It is more singular than the dynamic cavitating
solution in [9] as yx has a delta-mass at the origin. A denition of the notion of slic-solution is
given in Denition 2.2, conditions are then provided under which (1.12) is a slic-solution for (1.11)
in Proposition 2.3 , and the energy balance for the approximate solution of the crack is computed
in Proposition 2.5. It turns out that (1.12) can be interpreted as a slic-solution, at the same time
there is an energetic cost for creating the crack that is projected in the limiting energy balance
equation (2.38).
In section 3, we consider the dynamically cavitating solution (1.5), (1.8) with r(s) as constructed
in [9] (see Lemma 3.3 stating its properties). The notion of slic-solution adapted to that example
is provided in Denition 3.1 and a natural denition for the energy is given in Denition 3.2. The
analysis is more cumbersome and is based on detailed estimations of the layers of the approximate
solution, but the results parallel those of the one-dimensional example. Namely, conditions are given
under which the cavitating solutions provide a slic-solution in Theorem 3.8, and the energy balance
of the approximate solutions is computed in Proposition 3.10. Regarding the issue of uniqueness of
entropy weak solutions, it turns out that if the solution is construed as an entropy weak solution,
then there is non-uniqueness. By contrast, if the solution is construed in the slic-sense, then there
is a contribution to the total energy in the process of forming the cavity which results to the energy
after the cavity formation being larger than before the cavitation (Proposition 3.11). This indicates
that the notion of entropy weak solutions is inadequate when dealing with discontinuous solutions
and in particular it cannot account for the work needed to create the cavity. A more discriminating
concept of solution has to be employed on strong singularities, and the slic-solution concept is such
a possibility.
The last example is the Riemann problem for the p-system in Lagrangean coordinates (4.1)
with vacuum initial data (4.2). It has been conjectured that delta-shocks are needed to resolve the
Riemann problem with vacuum [3, Sec 9.6], A proper denition for such solutions is not available
at the hyperbolic level, nevertheless solutions with delta shocks are constructed by using viscous
wave fans in the zero-viscosity limit (e.g. [6], [4], [3, Sec 9.8]). In section 4, we provide a denition
for self-similar slic-solutions (Denition 4.1) which is capable to dene Riemann solutions with
delta-shocks at the hyperbolic level without recourse to a construction method (Theorem 4.4) and
to calculate their mechanical energy (Proposition 4.6).
2 A special motion exhibiting fracture in one-dimensional elasticity
The equation
ytt = (yx)x ; x 2 R; t > 0 (2.1)
describes longitudinal or shearing motions y(x;t) of one-dimensional elastic bars. We consider
loading situations that the bar is subjected to homogeneous deformations far away, that is for some
r suciently large
y(x;t) = x; for jxj > rt:
Introducing the velocity v = yt and the strain u = yx, the equation (2.1) is expressed as a system
of conservation laws
ut = vx
vt = (u)x :
(2.2)
4In what follows we will assume that the stress function (u) satises the hypotheses
0(u) > 0; 00(u) < 0 (a1)
(u) !  1 as u ! 0 and
Z u
1
(s)ds ! +1 as u ! 0: (a2)
Under (a1) the wave speeds 1;2(u) = 
p
0(u) are real and (2.1) is hyperbolic. The hypothesis
00(u) < 0 is appropriate for an elastic material exhibiting softening elastic response and plays
an important role in the forthcoming analysis. The hypothesis (a2) is applicable in the case of
longitudinal motions and is placed to exclude that a nite volume is compressed down to zero. In
the sequel we will consider only tensile deformations and this hypothesis will not play any signicant
role. (In the case of shearing motions (u) is dened for u 2 R and (a2) is removed).
Smooth solutions of (2.1) satisfy the additional conservation law
@t
 1
2
y2
t + W(yx)

  @x
 
(yx)yt

= 0 (2.3)
where W(u) :=
R u
1 (s)ds is the elastic stored energy function. This equation captures the conser-
vation of mechanical energy,
d
dt
Z b
a
1
2
y2
t + W(yx)dx = (yx)yt

 
b
x=a
namely, for each subdomain (a;b), the rate of mechanical energy is balanced by the uxes through
the boundaries. For elastic bars subjected to homogeneous deformations for jxj > r, the mechanical
energy in ( r;r) is conserved.
2.1 Outline of the example
We are interested in self-similar solutions y = tY
 x
t

, with Y = Y () a function of the similarity
variable  = x
t. The function Y solves the equation
2Y 00 = (Y 0)0 : (2.4)
Alternatively, we may introduce in (2.2) the self-similar ansatz u = u
 x
t

, v = v
 x
t

and recast it
in the form of the Riemann problem
 u0 = v0
 v0 = (u)0 ;
(2.5)
where u = Y 0 and v = Y   u.
If  is suciently large we expect that the elastic bar will break. Once the bar breaks, coher-
ence is lost and the hypothesis of continuum implicit in the derivation of (2.1) is no longer valid.
Nevertheless, there will be a transition region from a range of loading where the model is valid
to a range where it loses validity, and in some situations one may arguably give some meaning to
equation (2.1) past the transition regime. It is precisely this transition at the onset of fracture that
we wish to explore.
5The scope of this section is to test a class of self-similar solutions describing the onset of fracture
in one-space dimension that are generated by the function Y :
Y () =
8
> > > > <
> > > > :
  <  
 Y (0) +    <  < 0
Y (0) +  0 <  < 
  < 
(2.6)
where , ,  and Y (0) are positive parameters that satisfy  > , Y (0) > 0, and are connected
through the equations
Y (0) = (   ) (2.7)
 =
r
()   ()
   
: (2.8)
The function Y is continuous at  =  but discontinuous at the origin  = 0. The associated
distributions u and v are determined via:
u = Y 0 =  u() + 2Y (0)=0 where  u() =
(
 0 <  < 
  < 
and  u( ) =  u() (2.9)
v = Y   u =  v() where  v() =
(
Y (0) 0 <  < 
0  < 
and  v( ) =   v(): (2.10)
In the sequel we propose a notion of solution according to which the function (2.6) may be
interpreted as a solution of (2.1). Several preliminary remarks are in order:
(i) The solution (2.6) has several common features and was in fact inspired by the dynamic
cavitating solutions in three-dimensions proposed in the important work by Spector and
Pericak-Spector [9]. One important dierence is that the cavitating solutions in [9] do not
involve a delta measure for the strain. In the present one-dimensional situation the solution
(2.6) may be thought as describing fracture, and accordingly we will call it a crack.
(ii) For  xed, there is a one parameter family of functions (2.6) that satisfy (2.7), (2.8).
(iii) Note that limt!0+ tY
 x
t

= x and that limt!0+ v
 x
t

= 0. Accordingly, at time t = 0 the
bar is in a conguration of homogeneous deformation with strain  and at rest.
(iv) For positive times the function y = tY
 x
t

has a jump at the origin associated to a crack that
is moving according to y(0;t) = tY (0). The parameter Y (0) stands for the speed of the
crack.
(v) The singularities at  =  are shocks. The Rankine-Hugoniot conditions at  = ,
 (   ) =  Y (0)
 ( Y (0)) = ()   ();
6are satised due to (2.7), (2.8). This shock belongs to the second characteristic family. In
view of hypothesis (a1), the Lax shock-admissibility criterion
2(u ) =
p
0() >  =
r
()   ()
   
>
p
0() = 2(u+)
will be satised provided that  < . A similar analysis indicates that the shock at  =  
belongs to the rst characteristic family and satises the Rankine-Hugoniot conditions and
the Lax shock-admissibility criterion.
(vi) The distribution (u;v) contains the delta measure =0 and therefore on one hand it is more
singular than the usual solution of the Riemann problem, on the other hand one needs to
give a meaning to (u). A direct computation, using (2.7) and the identity  @=0 = =0
in D0, shows that
 u0 = (   )=    2Y (0)@=0   (   )=
=  Y (0)=  + 2Y (0)=0   Y (0)=
= v0
in the sense of distributions. Hence, (2.5)1 is satised. It remains to give a meaning to (2.5)2.
Indeed, this is a main task of this section, and will be done through the notion of singular
limiting induced from continuum solution that we introduce in the sequel.
In what follows we test y = tY
 x
t

, with Y = Y () dened in (2.6), towards being a solution
(interpreted in an appropriate sense) of (2.1). It is expedient to extend the function y for t < 0 by
setting y = x. The extended function still denoted by y reads
y(x;t) =
(
x1 lx< t + ( tY (0) + x)1 l t<x<0 + (tY (0) + x)1 l0<x<t + x1 lt<x t > 0
x t < 0
: (2.11)
The parameters satisfy (2.7), (2.8) and  > . Note that y has a discontinuity at x = 0, but it
is continuous at the shocks x = t due to (2.7). For longitudinal deformations of an elastic bar,
the motion (2.11) may be interpreted as a crack emerging at time t = 0 from a homogeneously
deformed state; the form of the solution in the x   t plane is shown in Figure 1(a). The equation
(2.1) may also be interpreted as describing elastic shear motions. In this context (2.11) represents
a shear band emerging at t = 0 and is sketched (in a y(x;t)   x graph) in Figure 1(b).
For future reference we calculate certain properties for the solution: First, note that for t > 0
y(x;t)   y(x;0 ) =  tY (0)1 l t<x<0 + tY (0)1 l0<x<t + (   )x1 l t<x<t
jy(x;t)   y(x;0 )j  tjY (0)j + (   )t ! 0 as t ! 0:
(2.12)
Furthermore, in view of the kinematic compatibility assumption (2.7) and (2.12), the distributional
derivatives @xy and @ty are given by
@xy =

2tY (0)x=0 + 1 lx< t + 1 l t<x<t + 1 lt<x

1 lt>0 + 1 lt<0
@ty =
 
  Y (0)1 l t<x<0 + Y (0)1 l0<x<t

1 lt>0:
(2.13)
Observe that @ty(x;t) ! 0 as t ! 0 for x 6= 0.
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Figure 1: (a) cavitating solution in longitudinal motion ; (b) shear band
2.2 Slic-solutions - denition
There is a class of problems in material science where structures with discontinuous displacement
elds emerge via a material instability mechanism. Typical examples are development of cracks
in fracture, cavitation in elastic response, or formation of shear bands in plastic deformations.
Such problems lie at the limits of applicability of continuum modeling and the usual concept of
weak solutions is in any case inadequate to describe these motions. Nevertheless, as the material
transitions from a regime where continuum modeling is applicable to a regime that the model
has to be modied (or perhaps atomistic modeling has to be employed), it is expected that at the
interface both types of modeling have to apply in an intermediate regime. It is further expected that
such structures should appear in a small parameter limit of more complex models that incorporate
"higher-order physics", and that their appearance occurs in a stable way.
The concept of singular limiting induced from continuum solution (in short slic-solution) is an
attempt to give meaning to such discontinuous solutions. It is presented here at the level of the
equations of nonlinear elasticity. Roughly speaking a discontinuous solution of (2.1) will be a slic-
solution if it can be obtained as the limit of approximate smooth solutions that are an averaging
of y. More precisely:
Denition 2.1 Let y 2 L1
loc(Q) where Q is an open domain in space-time. Given a mollier ' 2
C1
c (RdR), with '  0, supp'  fjxj < 1;t 2 ( 1;1)g,
RR
'dxdt = 1, we set 'n = nd+1'(nx;nt).
For any O b Q, O compactly embedded in Q, the averaged function
yn(x;t) = 'n ?
x;t
y =
ZZ
'n(x   z;t   )y(z;)dzd (2.14)
is well dened for (x;t) 2 O and 1
n < dist(O;@Q). We will say that y is a singular limiting induced
from continuum solution of (1.1) if, for any mollier '; any O b Q and for   2 C1
c (O; Rd),
ZZ
yn tt + S(ryn) : r  dxdt ! 0 as n ! 1. (2.15)
Several remarks are in order. This denition incorporates as a requirement that the singular
solution results by a smooth averaging process, but it does not contain any additional information
on the approximation process that might induce a mechanism for selecting among singular solutions.
8One can easily check that the usual concept of weak solutions (containing shocks) of the equations of
elasticity are also slic-solutions. Finally, the concept of slic-solution is quite natural when continuum
modeling is viewed as resulting from the discrete, especially in situations where the distance between
lattice elements is large but nevertheless matter is present. In that sense it is more natural in a
context of shear bands than in a context of cavitation after a hole has fully formed.
The denition of slic-solution is cumbersome to use in practice. Nevertheless, it provides a
theoretical framework to dene such singular solutions and to calculate the ramications on the
energy. A diculty occurs because in the general setting of Denition 2.1 averaging in both space
and time is required . For hyperbolic problems we expect that averaging in space will also induce
averaging in time and in many settings the double averaging might be avoided. Also, in practice we
expect to check the denition at only local singularities what simplies calculations. In particular
when checking it for self-similar solutions averaging in space only is adequate.
For certain special systems of conservation laws, like the system of pressureless gas dynamics
and the so called Keytz-Kranzer system, there has been suggested to use solutions that take
values in measures, a literature going by the name of delta-shocks (e.g. [6] [4], [3, Sec 9.6] and
references therein). Danilov and Shelkovich [5] have proposed to dene delta shocks as asymptotic
limits of smooth approximate solutions, a process that they call weak asymptotic solution. This
denition has obvious similarities to the concept of slic-solution presented here. There are also two
dierences: rst, the notion of slic-solution is connected via averaging to a possibly discontinuous
"solution candidate", second, slic-solutions emerge in a context of discontinuous solutions for second
order evolution equations, what provides a mechanical intuition for the denition and suggests the
name.
2.3 The example of 1-d fracture as a slic-solution
Next, we turn to the example of the fracturing solution (2.11) with the objective to test it as a
slic-solution for the equations (2.1). As already mentioned the goal is to give a meaning to the
solution at x = 0. To simplify calculations we will introduce a variant of Denition 2.1 that uses a
mollication in the space variable x only:
Denition 2.2 Let y 2 L1
loc
 
( 1;1); L1
loc(R)

satisfy for some " > 0 the monotonicity condition:
y(x1;t)   y(x2;t) > "(x1   x2) for x1;x2;t 2 R with x1 > x2. (mc)
For  a mollier,  2 C1
c (R),   0, supp  B1 (the ball of radius 1),
R
 = 1, we let n = n(nx)
and dene the averaged function
yn(x;t) = n ?
x
y =
Z
n(x   z)y(z;t)dz: (2.16)
The function y is called a singular limiting induced from continuum (slic) solution of (2.1) provided
for any symmetric mollier Z
R
Z
R
yn tt + (yn
x) x dxdt ! 0 (2.17)
as n ! 1 for   2 C1
c (R  R):
9To justify that the left hand side of (2.17) is well dened, observe that in view of (2.16)
j@xyn(x;t)j  n2k0kC0
Z
jz xj< 1
n
jy(z;t)jdz ;
and thus for y of class L1
loc
 
( 1;1); L1
loc(R)

, the derivative @xyn 2 L1
loc(( 1;1)  R). The
monotonicity condition placed on y ensures that @xyn  " for all n: The denition in the form stated
applies to longitudinal motions. In the case that (2.1) models shearing motions then hypothesis
(mc) is removed and the condition @xyn  " > 0 is no longer necessary. Denition 2.1 using the
convolution in x formula (2.16) relies on the special form of (2.1) and is easier to use in practice.
We turn now to the example (2.11) with , , Y (0) satisfying (2.7), (2.8) and do some prepara-
tory computations. For t > 0,
un := @xyn =
Z
R
@xn(x   z)y(z;t)dz
=  
Z
R
@z(n(x   z))
h
z1 lz< t + ( tY (0) + z)1 l t<z<0 + (tY (0) + z)1 l0<z<t + z1 lt<z
i
dz
= t
 
(   )   Y (0)

n(x + t) + 2n(x)tY (0) + t
 
(   )   Y (0)

n(x   t)
+ 
Z  t
 1
n(x   z)dz + 
Z t
 t
n(x   z)dz + 
Z 1
t
n(x   z)dz
(2.7)
= 2n(x)tY (0) + 
Z  t
 1
n(x   z)dz + 
Z t
 t
n(x   z)dz + 
Z 1
t
n(x   z)dz
and
vn := @tyn =
Z
n(x   z)@ty(z;t)dz
=  Y (0)
Z 0
 t
n(x   z)dz + Y (0)
Z t
0
n(x   z)dz:
Since  <  and Y (0) > 0, we have the bounds
  un   + 2tY (0)n(x)
jvnj  Y (0)
(2.18)
In addition, we compute
@xyn =
(
2n(x)tY (0) + 
R  t
 1 n(x   z)dz + 
R t
 t n(x   z)dz + 
R 1
t n(x   z)dz t > 0
 t < 0
(2.19)
@tyn =
(
 Y (0)
R 0
 t n(x   z)dz + Y (0)
R t
0 n(x   z)dz t > 0
0 t < 0
(2.20)
@2
t yn =
(
 Y (0)n(x + t) + Y (0)n(x   t) t > 0
0 t < 0
: (2.21)
It is a tedious but straightforward calculation to check that, mainly as a consequence of (2.7), the
regularity of yn(x;t) is of class C2(R2) (but @3
t y has a jump discontinuity at t = 0). One also easily
10checks that
@xyn D0
x;t  !

2tY (0)x=0 + 1 lx< t + 1 l t<x<t + 1 lt<x

1 lt>0 + 1 lt<0
@tyn D0
x;t  !
 
  Y (0)1 l t<x<0 + Y (0)1 l0<x<t

1 lt>0
which should be compared to (2.13).
Next, we test whether y in (2.11) provides a slic-solution for (2.1).
Proposition 2.3 If (2.7), (2.8) are satised and
L := lim
u!1
(u)
u
= 0 (a3)
then y dened in (2.11) is a slic-solution for (2.1).
Proof Due to (a1), the limit (a3) is always well dened: Indeed, since (u) is monotone increasing,
either 1 := limu!1 (u) < 1 and L = 0, or 1 = 1 and L = limu!1 0(u) exists by (a1).
For y to be a slic-solution, its regularization yn = n?
xy should satisfy the approximate equation
@2
t yn   @x(@xyn) =: fn (2.22)
with fn ! 0 in D0. As yn 2 C2(R2) the equation (2.22) is satised in a classical sense, and it will
be viewed as dening fn. Let   2 C1
c (R  R) be a test function, and consider the distribution
< fn;  > associated to fn. The time-domain is split in two parts: 0 < t < 2
n and t > 2
n. The
threshold 2
n is selected so that the waves in the approximate solution yn are separated and no
longer interact for t > 2
n.
< fn;  > =
Z 1
 1
Z
R
(@2
t yn)  + (@xyn)@x  dxdt
=
Z 1
2
n
Z
R
@2
t yn dxdt +
Z 1
2
n
Z
Rn(  1
n; 1
n)
(@xyn)@x  dxdt
+
Z 1
2
n
Z
(  1
n; 1
n)
(@xyn)@x  dxdt +
Z 2
n
0
Z
R
@2
t yn  + (@xyn)@x  dxdt
=: Jn + In
1 + In
2 + En :
(2.23)
We proceed to estimate the right hand side of (2.23) starting with the term En. Observe that
  @xyn   +
4

Y (0)kk0 ; for 0 < t < 2
n, x 2 R (2.24)
and thus
jEnj 
Z 2
n
0
Z
R
Y (0)(n(x + t) + n(x   t))j j + j(@xyn)jj@x jdxdt
 Y (0)
4
n
k k0 + max

j()j;


 
 +
4

Y (0)kk0

	Z 2
n
0
Z
R
j@x jdxdt
! 0 as n ! 1:
(2.25)
11Using (2.21), we next obtain
Jn =
Z 1
2
n
Z
R
@2
t yn dxdt
=
Z 1
2
n
Z
R
 
  Y (0)n(x + t) + Y (0)n(x   t)

 (x;t)dxdt
!
Z 1
0
 Y (0) ( t;t) + Y (0) (t;t)dt:
(2.26)
Using (2.19), and the bound   @xyn   for x 2 Rn(  1
n; 1
n), t > 2
n, we have
In
1 =
Z 1
2
n
Z
Rn(  1
n; 1
n)
(@xyn)@x  dxdt
!
Z 1
0
Z  t
 1
() xdx +
Z 0
 t
() xdx +
Z t
0
() xdx +
Z 1
t
() xdx

dt:
(2.27)
Finally, we compute the contribution of the origin:
In
2 =
Z 1
2
n
Z 1
n
  1
n

 
 + 2n(x)tY (0)

 x(x;t)dxdt
=
Z 1
2
n
Z 1
n
  1
n

 
 + 2n(x)tY (0)

 + 2n(x)tY (0)
 
 + 2n(x)tY (0)

 x(x;t)dxdt
=
Z 1
2
n
Z 1
 1

 
 + 2n(z)tY (0)

 + 2n(z)tY (0)
 + 2n(z)tY (0)
n
 x(
z
n
;t)dzdt
! 2LY (0)
Z 1
0
 x(0;t)tdt:
(2.28)
Combining (2.23) with (2.25), (2.26), (2.27), (2.28) and (2.8), we see that
< fn;  > = Jn + In
1 + In
2 + En
!
Z 1
0

[()   ()   Y (0)] ( t;t)   [()   ()   Y (0)] (t;t)
+ 2Y (0)tL@x (0;t)

dt
=  2Y (0)L < @xx=0;t  >
(2.29)
and the latter is zero if and only if L = 0. 2
2.4 The energetic cost for the creation of the crack
The function yn is smooth and satises the approximate equation (2.22) and the associated energy
identity
@t

1
2
(vn)2 + W(yn
x)

  @x(vn(yn
x)) = fnvn:
12Even though fn
D0
x;t  ! 0 the product fnvv may yield in the limit a nontrivial contribution to the
energy. In this subsection we compute that contribution.
To consider the energy balance, x a domain B = ( r;r) containing the entire wave fan of the
approximate solution (2.16) at time t. For instance, if we are interested in times 0 < t  T, we
select r > T + 1. The velocity at the boundary of such a domain vanishes, vn 
@B = 0. The total
energy of the wave fan
E[yn;B] =
Z
B
1
2
(vn)2 + W(@xyn)dx (2.30)
evolves according to the energy balance equation
d
dt
Z
B
1
2
(vn)2 + W(@xyn)dx =
Z
B
fnvn dx:
Lemma 2.4 If vn 
@B = 0, then for t > 0 the (rate of) change of total energy E[yn;B] is calculated
via
d
dt
E[yn;B] =

Y (0)2 + 2[W()   W()] + 2Y (0)()

1 lt> 2
n
+ 1 lt> 2
n
 Z 1
n
  1
n
( + 2n(x)tY (0))2Y (0)n(x)dx   2Y (0)()
!
+ en1 l0<t< 2
n
(2.31)
where en uniformly bounded independent of n.
Proof We split the time-domain in two parts: the region t > 2
n where the energy dissipation will
be computed exactly, and the region 0 < t < 2
n where it will be estimated. The choice of the
threshold is so that for t > 2
n the waves in the approximate solution yn are separated and no
longer interact.
First we consider the range t > 2
n. Using the notation vn = @tyn, un = @xyn and (2.19), (2.20),
(2.21), we compute
@t
Z
B
1
2
(vn)2 + W(@xyn)dx =
Z
B
vn@tvn + (un)@tundx
=
Z  t+ 1
n
 t  1
n
 
  Y (0)vn + (   )(un)

n(x + t)dx + Y (0)()
+
Z 1
n
  1
n
(un)2Y (0)n(x)dx   2Y (0)()
+
Z t+ 1
n
t  1
n
 
Y (0)vn + (   )(un)

n(x   t)dx + Y (0)()
=: n
  + pn
c + n

13Using (2.19) and (2.20) we obtain
n
 = Y (0)() + Y (0)2
Z t+ 1
n
t  1
n
Z t
0
n(x   z)n(x   t)dzdx
+
Z t+ 1
n
t  1
n



Z t
0
n(x   z)dz + 
Z 1
t
n(x   z)dz

(   )n(x   t)dx
=: Y (0)() + Y (0)2An + Bn:
Observe now that
An =
Z t+ 1
n
t  1
n
Z t
 1
n(x   z)n(x   t)dzdx
=
Z 1
n
  1
n
Z 0
 1
n( x    z)n( x)d zd x
=
Z 1
n
  1
n
Z 1
 x
n(u)n( x)dud x
=  
Z 1
n
  1
n
1
2
d
d x
Z 1
 x
n(u)du
2
d x =
1
2
and
Bn =
Z t+ 1
n
t  1
n


 + (   )
Z 1
t
n(x   z)dz

[ (   )]n(x   t)dx
=
Z 1
n
  1
n


 + (   )
Z 1
0
n( x    z)d z

[ (   )]n( x)d x
= ( )
Z 1
n
  1
n
d
d x
W

 + (   )
Z  x
 1
n(u)du

d x
= ( )
"
W

 + (   )
Z 1
n
 1
n(u)du

  W

 + (   )
Z   1
n
 1
n(u)du

#
= (W()   W()):
Combining the above relations and performing a similar computation for the wave at the backward
moving shock gives for the rate of dissipation of the two shocks:
n
 =  =  

 
1
2
Y (0)2 + W()   W()

+ Y (0)() t > 2
n; (2.32)
n
  =   = 
1
2
Y (0)2 + W()   W()

+ Y (0)() t > 2
n: (2.33)
In the range t > 2
n, the term pn
c is computed by
pn
c =
hZ 1
n
  1
n
( + 2n(x)tY (0))2Y (0)n(x)dx   2Y (0)()
i
(2.34)
and describes the (rate of) work of the force fn at the crack thus determining the cost of energy
for opening the hole.
14Next, we focus on the range 0 < t < 2
n and the term
en(t) :=
Z
B
vn@tvn + (un)@tundx
=
Z
B
vn

  Y (0)n(x + t) + Y (0)n(x   t)

+ (un)

2Y (0)n(x) + (   )
 
n(x + t) + n(x   t)

dx:
(2.35)
Using (2.18) and (2.24), we see that en1 l0<t< 2
n is uniformly bounded independently of n. 2
The wave fan consists of three waves, two shocks located at  =   and  =  and the delta-
singularity associated to the crack and located at  = 0. As already mentioned both shocks satisfy
the Lax-admissibility criterion. The standard Riemann problem theory, see [3, Sec 8.5], suggests
that the dissipation at the shocks  and   is computed by the formulas (2.32), (2.33) and also
that
 < 0;   < 0:
The energy balance is thus expressed in the form (2.31) where en stands for an error term,  and
  is the dissipation at the two shocks and pn
c given by (2.34) is the work of the force fn at the
crack and describes the cost of energy for opening the hole. The limiting contribution of pn
c may
be calculated
pn
c =
Z 1
n
  1
n
( + 2n(nx)tY (0))2Y (0)n(nx)dx   2Y (0)()
=
Z 1
 1
( + 2n(z)tY (0))2Y (0)(z)dz   2Y (0)()
!
(
1 if limu!1 (u) = 1
2(1   ())Y (0) if limu!1 (u) =: 1 < 1 :
Accordingly, the cost of opening a cavity is innite when 1 = 1. By contrast, if 1 < 1 the
energetic cost of opening the crack is nite and it is conceivable that a fracture can appear.
We dene the energy of the whole wave fan to be the limit of the energy of the approximate
solution
E[y;B] = lim
n!1
E[yn;B]: (2.36)
The last proposition shows that in the latter case the total energy after the crack is larger than the
energy before the crack opens.
Proposition 2.5 If limu!1 (u) =: 1 < 1 then the total energy of the approximate solution
E[yn;B] of the wave fan satises
d
dt
E[yn;B] = (  +  + pn
c)1 lt> 2
n + en1 l0<t< 2
n
(2.37)
with en uniformly bounded. Accordingly, the limiting energy satises
E[y(;t);B]   E[x;B] =
Z t
0
  +  + 2(1   ())Y (0)ds =:
Z t
0
T > 0 (2.38)
where   < 0 and  < 0 stand for the (rate of) energy dissipation of the shocks, pc = 2(1  
())Y (0) > 0 is the cost of opening the crack. Moreover, the total change of energy T > 0.
15The only thing left to prove is the last statement. Indeed, using (2.32), (2.33), (2.7) and (a1),
we deduce
T =   +  + 2(1   ())Y (0)
= Y (0)2   2(W()   W()) + 21Y (0)
= Y (0)2 + 2Y (0)

1  
W()   W()
   

> 0:
3 Cavitation
Next, consider the case of three or more space dimensions. The situation at hand, of a displacement
eld discontinuous at one point, can be interpreted as cavitation.
3.1 The setting in several space dimensions
We begin by describing the multi{dimensional setting of the problem. For d  3; consider the
system of elastodynamics
ytt   div(S(ry)) = 0; x 2 Rd; t 2 R; (3.1)
where y : Rd  R ! Rd, subject to the initial and boundary conditions
y(x;t) = x for t  0; (3.2)
y(x;t) = x for jxj >  rt; (3.3)
for a given number  > 0 and some  r > 0: The homogeneously deformed state  y = x is a particular
solution of this problem.
In analogy to the one-dimensional case (cf. (2.2) ) we introduce the velocity v = yt and the
deformation gradient F = ry and observe that (3.1) can be written as a system of conservation
laws
vt   div(S(F)) = 0 (3.4)
Ft   rv = 0: (3.5)
The Piola{Kirchho stress S is given by the assumption of hyperelasticity (1.4), with an energy
density W that is isotropic and homogeneous. For isotropic and frame-indierent stored energies,
W(F) = (1;:::;d) for some symmetric function (1;:::;d) of the eigenvalues i, i = 1;:::;d,
of the matrix
p
FFT, (see [12]).
In what follows we consider free energies W having the special form (H1),
W(F) = (1;:::;d) =
1
2
d X
i=1
2
i + h
 
d Y
i=1
i
!
(H1)
where h : R+  ! R+ satises
h00 > 0; h000 < 0; lim
v!0
h(v) = lim
v!1h(v) = 1: (H2)
16The hypothesis h00 > 0 relates to polyconvexity, while h000 < 0 indicates elasticity of softening type.
These hypotheses are analogous to the hypothesis (a1) in section 2 placed on the stored energy W
in the one-dimensional case.
We consider radially symmetric motions,
y(x;t) = w(R;t)
x
R
with R = jxj: (3.6)
Then w : R+  R  ! R+ satises the dierential equation (1.6) with the initial and boundary
conditions
w(R;t) = R for t  0; w(R;t) = R for R >  rt: (3.7)
Obviously, v = wt(jxj;t) x
jxj and it is derived in [1] that
1(x;t) = wR(jxj;t); 2(x;t) =  = d(x;t) =
w(jxj;t)
jxj
(3.8)
and
S(F) =
@
@1
(1;:::;d)
x
jxj


x
jxj
+
@
@2
(1;:::;d)

I  
x
jxj


x
jxj

=

1 + d 1
2 h0(1d 1
2 )
 x
jxj


x
jxj
+

2 + 1d 2
2 h0(1d 1
2 )

I  
x
jxj


x
jxj

(3.9)
where 1;:::;d are given by (3.8) and I 2 Rdd is the identity matrix.
In [9, 10], K.A. Pericak-Spector and S. Spector construct a self-similar weak solution of (1.6),
(3.7) satisfying w(0;t) > 0 for t > 0 and corresponding to a cavity forming at time t = 0. Their
solution is based on the ansatz
w(R;t) = tr
R
t

; (3.10)
and is constructed under the framework (H1), (H2) in [9]; extensions to more general free energies
are carried out in [10]. It is also shown in [9, 10] that the self-similar solution with cavity has
smaller total mechanical energy than the associated homogeneously deformed state from where it
emerges. The loss of energy is due to the energy dissipation of a shock generated at the onset of
cavitation and propagating outwards ahead of the cavity, see [9, Thm 7.2] .
The cavitating solution has the special property that the Cauchy stress at the surface of the
cavity vanishes and thereby all integrals involved in dening weak solutions and the energy of the
solution are well dened. However, the energy of this solution does not contain any contribution
reecting work which is needed to create the cavity. Here, we will propose a dierent concept of
solution and energy which accounts for the energetic cost for creating the cavity. Following the
ideas in section 2, we will study the emergence of the cavitating solution of [9] as the limit of
continuous approximate solutions.
We start our considerations by dening sequences of approximating functions for the class of
spherically symmetric functions in (3.6): The function w(R;t) is rst extended for R 2 R by using
an odd extension, w( R;t) =  w(R;t). Consider next a symmetric mollier  2 C1
c (R) satisfying
  0;
R
 = 1; supp()  [ 1;1], and (x) = ( x). We impose the additional restriction
(0) > 0 so that the approximate solution will detect the cavity.
17Let n(R) = n(nR) and for w 2 L1
loc(R+  R) dene
wn(R;t) =
Z 1
0
n(R   ~ R)w( ~ R;t)d ~ R  
Z 1
0
n(R + ~ R)w( ~ R;t)d ~ R: (3.11)
As w is an odd extension, (3.11) is in fact the standard mollication of w with respect to the radial
variable R . The symmetry of  and (3.11) imply wn(0;t) = 0:
For a function y 2 L1
loc(Rd  R;Rd) of the form (3.6) we dene
yn(x;t) = wn(jxj;t)
x
jxj
: (3.12)
It is important to keep in mind that with this denition analogous versions of (3.8) and (3.9) hold.
Denition 3.1 Let y 2 L1
loc(R;L1
loc(Rd;Rd)) of the form (3.6) with w(;t) monotone increasing
satisfy y(x;t) = x for t  0 and for jxj >  rt; t > 0 for some  r > 0. The function y is called
a singular limiting induced from continuum (slic)-solution of (3.1) if yn dened by (3.12), (3.11)
satises
detryn  "n > 0 for every n 2 N
and Z
R
Z
R
d yn@tt  + S(ryn) : r  dxdt ! 0; as n ! 1;
holds for all  2 C1
c (R) positive, symmetric, molliers with (0) > 0, and for   2 C2
c(Rd  R;Rd).
This denition takes into account the layer structure at the cavity. In agreement with the
denition of slic-solution (and of the energy in one space dimension) we dene the energy of a
multidimensional slic-solution.
Denition 3.2 The energy of a slic-solution y 2 W
1;1
loc (R;L1
loc(Rd;Rd)) of the form (3.6) in some
domain B  Rd and for a.e. t 2 R is dened as
E[y;B](t) := lim
n!1
Z
B
1
2
jyn
t (x;t)j2 + W(ryn(x;t))dx
where yn is dened by (3.12), (3.11).
Due to the regularity of y the quantities @tyn and ryn are essentially bounded for (x;t) taking
values in any compact set. In more general situations, it might be necessary to mollify in both
the space and time variables the function y. However, in hyperbolic problems space regularization
also entails time regularization and thus mollication in time might be at times avoided. This is
certainly the case when one studies self-similar solutions.
3.2 Solutions with cavities and their averagings
In the sequel, we study how the cavitating solution constructed in [9] behaves with respect to
Denitions 3.1 and 3.2. In preparation, we state some properties for the solution from [9]. Recall
that
y(x;t) = w(R;t)
x
R
= tr
 R
t
x
R
=
r(s)
s
x;
18with R = jxj, s = R
t , and that the specic volume is given by
v := detry =
d Y
i=1
i = wR
 w
R
d 1 = r0 r
s
d 1: (3.13)
Lemma 3.3 (Pericak-Spector,Spector) The solution given in [9] saties
1. H  v  d where H is uniquely determined by h0(H) = 0.
2. There is a minimal  r > 0 such that y(x;t) = x for jxj >  rt. We will denote it by :
3. The derivative r0 is non-negative and strictly increasing on (0;], in particular r0( ) < :
4. The specic volume v(R;t) is strictly increasing in R for t > 0 and 0 < R  .
5. For any 0 6= x 2 Rd and t > 0 it is r(
jxj
t ) > 
jxj
t > r0(
jxj
t )
jxj
t :
For the proof of Lemma 3.3 the reader is referred to [9] and specically to Proposition 6.2 for
Assertion 2; to Propositions 6.2 and 6.3 and (6.1) for Assertions 3 and 5; and to Proposition 6.5
(see formulas (6.19), (6.20) of [9]) for Assertions 1 and 4.
Let yn be the approximate solution dened by (3.12) and (3.11), and let us x the follow-
ing notation: For every quantity related to y the same symbol with superscript n denotes the
corresponding quantity related to yn: Due to (3.12), we have
n
1 = wn
R ; n
2 = ::: = n
d =
wn
R
; vn = wn
R
wn
R
d 1
: (3.14)
We proceed to derive uniform in n bounds for the velocity, the eigenvalues and the specic volume
of the approximate solutions.
Lemma 3.4 There exist constants c1;c2 > 0 such that for R > 1
n; t > 0
c1  vn(R;t)  c2:
Proof The domain R > 1
n, t > 0 can be split in two ranges: t + 1
n < R and 1
n < R < t + 1
n. In
the former case vn(R;t) = v(R;t) = d.
So we only consider the range 1
n < R < t + 1
n and start with proving the lower bound for vn.
We infer from v(R;t)  H that
wR(R;t) 
HRd 1
w(R;t)d 1 (3.15)
19which implies, upon using (3.11), the monotonicity property of w and Jensen's inequality, that
wn
R(R;t) =
Z 1
0
n(R   ~ R)wR( ~ R;t)d ~ R

Z 1
0
n(R   ~ R)
H ~ Rd 1
w( ~ R;t)d 1d ~ R

H
w(R + 1
n;t)d 1
Z 1
0
n(R   ~ R) ~ Rd 1d ~ R

H
w(R + 1
n;t)d 1
Z 1
0
n(R   ~ R) ~ Rd ~ R
d 1
=
HRd 1
w(R + 1
n;t)d 1 : (3.16)
Moreover,
wn(R;t) =
Z 1
0
n(R   ~ R)w( ~ R;t)d ~ R

Z 1
R
n(R   ~ R)w( ~ R;t)d ~ R 
Z 1
R
n(R   ~ R)w(R;t)d ~ R =
1
2
w(R;t): (3.17)
Combining (3.16) and (3.17) yields
vn(R;t) 
HRd 1
w(R + 1
n;t)d 1

1
2
w(R;t)
R
d 1
=
H
2d 1
 
w(R;t)
w(R + 1
n;t)
!d 1
: (3.18)
It thus suces to obtain a lower bound for
w(R;t)
w(R+ 1
n;t). We distinguish the cases t  1
n and t  1
n
still relying on 1
n  R  t + 1
n, the ansatz (3.10) and Lemma 3.3. In case t  1
n we nd
w(R;t)
w(R + 1
n;t)
=
r(R
t )
r(
R+ 1
n
t )

r(0)

t+ 2
n
t

r(0)
( + 2
nt)

r(0)
( + 2)
> 0: (3.19)
For t  1
n we obtain
w(R;t)
w(R + 1
n;t)
=
r(R
t )
r(
R+ 1
n
t )

R
t

t+ 2
n
t

R
t + 2
n

1
n
 1
n + 2
n

1
 + 2
> 0: (3.20)
Combining (3.18),(3.19) and (3.20) we have a lower bound for vn:
Next, we show an upper bound for vn always in the range 1
n  R  t + 1
n. Observe that
v(R;t)  d implies
wR(R;t)  d

R
w(R;t)
d 1
; (3.21)
and that proceeding along the lines of the derivation of (3.16), (3.17) we obtain
wn
R(R;t) 
d
w(R   1
n;t)d 1
Z 1
0
n(R   ~ R) ~ Rd 1 d ~ R  d
 
R + 1
n
w(R   1
n;t)
!d 1
(3.22)
wn(R;t) =
Z 1
0
n(R   ~ R)w( ~ R;t)d ~ R  w(R +
1
n
;t): (3.23)
20This implies
vn(R;t) = wn
R
wn
R
d 1
 d
 
R + 1
n
w(R   1
n;t)
w(R + 1
n;t)
R
!d 1
 d2d 1
0
@r(
R+ 1
n
t )
r(
R  1
n
t )
1
A
d 1
: (3.24)
For t  1
n we have
r(
R+ 1
n
t )
r(
R  1
n
t )

(
t+ 2
n
t )
r(0)

( + 2
nt)
r(0)

( + 2)
r(0)
: (3.25)
For t  1
n and for 1
n  R  t + 1
n we estimate vn without using (3.24). We rely on wn
R(R;t)  
and
wn(R;t)
R

w(R + 1
n;t)
R

w(0;t) + (R + 1
n)
R

t
R
r(0) + (1 +
1
nR
)  r(0) + 2: (3.26)
Combining (3.24), (3.25) and (3.26) we see that vn is bounded from above. 2
The next Lemma establishes a global bound for yn
t and bounds for the eigenvalues outside a
neighborhood of the cavity.
Lemma 3.5 There exists a constant C > 0 (independent of n) such that
1. jyn
t (x;t)j = jwn
t (jxj;t)j  C for all 0 6= x 2 Rd and t > 0:
2. 0  n
1(x;t)  C for jxj > 1
n and t > 0:
3. 0  n
2(x;t)  C

1 + t
jxj

for jxj > 1
n and t > 0:
Proof Using (3.11) we write
wn
t (R;t) =
Z 1
0
n(R   ~ R)wt( ~ R;t)d ~ R  
Z 1
0
n(R + ~ R)wt( ~ R;t)d ~ R:
Also, from Lemma 3.3 and (3.10) we have wt(R;t) = r(s) sr0(s) > 0, d
ds
 
r sr0) =  sr00 < 0, and
hence 0 < wt(R;t) < r(0) for R > 0; t > 0. To show the rst assertion we distinguish two cases.
For R > t + 1
n we have
wn
t (R;t) = wt(R;t) = @t(R) = 0:
For R < t + 1
n we nd
wn
t (R;t) 
Z 1
0
n(R   ~ R)wt( ~ R;t)d ~ R 
Z 1
0
n(R   ~ R)r(0)d ~ R  r(0):
To prove the second assertion, we note that for R > 1
n it holds
wn
R(R;t) =
Z
R
n(R   ~ R)wR( ~ R;t)d ~ R
such that upper and lower bounds for wR are upper and lower bounds for n
1.
21It remains to prove the third assertion. We have
wn(R;t)
R
=
1
R
Z
R
n(R   ~ R)w( ~ R;t)d ~ R 
w(R + 1
n;t)
R

w(0;t) + (R + 1
n)
R
=
r(0)t
R
+  +

Rn

r(0)t
R
+ 2: (3.27)
2
The next lemma investigates the behaviour of eigenvalues in the vicinity of the cavity. In
preparation, we dene
(R) :=
1
2
Z 1
0
(R   ~ R)   (R + ~ R)d ~ R
=
Z R
0
(x)dx
(3.28)
Lemma 3.6 For R < 1
n and t > 0 the following holds
1. 0  2n(R)w(0;t)  @Rwn(R;t)  2n(R)w(0;t) + :
2. 2
(nR)
R w(0;t) 
wn(R;t)
R  2
(nR)
R w(0;t) + .
3. If (0) 6= 0 then there exist ";  > 0 such that for jxj < "
n
vn(x;t)  2dnddw(0;t)d :
4. If (0) 6= 0 there exist constants c1;c2 > 0 such that
c1  vn(x;t)  c2(1 + tdnd); for jxj < 1
n, t > 0: (3.29)
Proof Upon dierentiating (3.11) and using the integration by parts formula, we obtain
@Rwn(R;t) = 2n(R)w(0;t) +
Z 1
0

n(R   ~ R) + n(R + ~ R)

wR( ~ R;t)d ~ R: (3.30)
Recall that 0  @Rw  . Then
0 
Z 1
0

n(R   ~ R) + n(R + ~ R)

wR( ~ R;t)d ~ R
 
Z 1
0
n(R   ~ R) + n(R + ~ R)d ~ R
= 
and (3.30) shows Assertion 1. By (3.28), it also implies
@
@R
 
2(nR)w(0;t)

 @Rwn 
@
@R
 
2(nR)w(0;t)

+ 
which once integrating and noting that wn(0;t) = 0 proves Assertion 2.
22We turn now to Assertions 3 and 4. Observe that, since wn(0;t) = 0,
vn(R;t) = wn
R(R;t)

wn(R;t)
R
d 1
= wn
R(R;t)

1
R
Z R
0
wn
R(  R;t)d  R
d 1
 inf
0<  R<R
(wn
R(  R;t))d:
(3.31)
If (0) 6= 0 there are " > 0 and  > 0 such that (x) >  for jxj < ". We restrict our computations
to the range R = jxj < "
n and use (3.31) and Assertion 1 to infer
vn(R;t)  inf
0<  R< "
n
(wn
R(  R;t))d  2d inf
0<  R< "
n
(n(n  R)w(0;t))d  2dnddw(0;t)d
which shows Assertion 3.
Turning now to (3.29), we note that the upper bound follows from Assertions 1. and 2. via
vn = wn
R

wn
R
d 1

 
2n(nR)w(0;t) + 

w(0;t)
2
R
Z nR
0
(x)dx + 
d 1
 C(1 + ndtd):
The lower bound is more delicate and we distinguish three cases:
(i) 0 < R < "
n, t 

2n for some 0 <   1 to be selected below;
(ii) 0 < R < "
n, 0 < t 

2n;
(iii) "
n < R < 1
n, t > 0.
For (R;t) in the range (i), we have
wn
R(R;t)  2n(R)w(0;t) = 2n(nR)w(0;t)  2ntr(0) 


r(0) > 0
and the desired bound follows from (3.31).
Next, let (R;t) be in the range (ii) and dene ^ R = nR so that 0 < ^ R < ". Using (3.30) we
obtain
wn
R(R;t) 
Z 1
0
 
n( ^ R   n  R) + n( ^ R + n  R)

wR(  R;t)d  R
=
Z 1
0
 
( ^ R    R) + ( ^ R +  R)

wR(
 R
n
;t)d  R

Z 1
nt
(( ^ R    R) + ( ^ R +  R)

wR(
 R
n
;t)d  R
=
Z 1
nt
(( ^ R    R) + ( ^ R +  R)

d  R
 
Z 1
=2
( ^ R    R)d  R
= 
Z ^ R 

2
 1
(x)dx > 
Z  

2
 1
(x)dx:
23By selecting  suciently small, we ensure that
R  

2
 1 (x)dx  c > 0 and the lower bound follows
in range (ii) follows from (3.31).
We next consider (R;t) in range (iii). Using again (3.30) we have
wn
R(R;t) 
Z 1
0
n(R    R)wR(  R;t)d  R 
Z 1+ "
2n
"
2n
n(R    R)wR(  R;t)d  R
 wR(
"
2n
;t)
Z 1+ "
2n
"
2n
n(R    R)d  R  wR(
"
2n
;t)
Z "
2n
  "
2n
n(x)dx
 " wR(
"
2n
;t):
Moreover, using Assertion 1., (3.11), the symmetry of  and the monotonicity of w(;t), we obtain
wn(R;t)  wn(
"
n
;t) =
Z 1
0
 
n(
"
n
   R)   n(
"
n
+  R)

w(  R;t)d  R
=
Z 1
  "
n
n(  ~ R)w
  ~ R +
"
n
;t

d ~ R  
Z 1
"
n
n( ~ R)w
  ~ R  
"
n
;t

d ~ R
=
Z 1
n
  "
n
n( ~ R)w
  ~ R +
"
n
;t

d ~ R  
Z 1
n
"
n
n( ~ R)w
  ~ R  
"
n
;t

d ~ R
=
Z "
n
  "
n
n( ~ R)w
  ~ R +
"
n
;t

d ~ R +
Z 1
n
"
n
n( ~ R)

w
  ~ R +
"
n
;t

  w
  ~ R  
"
n
;t

d ~ R

Z "
n
0
n( ~ R)w
  ~ R +
"
n
;t

d ~ R
 w
 "
n
;t
Z "
n
0
n( ~ R)d ~ R  "w
 "
n
;t

 "w
  "
2n
;t

:
In turn, always in the range "
n < R < 1
n,
vn = wn
R

wn
R
d 1
 (")d
wR
  "
2n;t

w
  "
2n;t
d 1
Rd 1
 (")d
"
2
d 1wR
  "
2n;t

w
  "
2n;t
d 1
  "
2n
d 1 = (")d
"
2
d 1
v
  "
2n
;t

 (")d
"
2
d 1
H (3.32)
which concludes the proof of Assertion 4. 2
Remark 3.7 The hypothesis (0) 6= 0 is necessary to obtain the lower bounds stated in Assertions
3. and 4. Indeed, when the mollifying kernel satises (0) = 0 then we will show that the
approximate solution satises
lim
n!1
sup
jxj< 1
n2
vn(jxj;t) = 0 (3.33)
for every t > 0. This entails that the approximate solution will have regions in space with behavior
of large compression intermixed with neighboring regions with behavior of large extensions, which is
24quite unexpected for a large extension situation as appears in cavitation. The assumption (0) 6= 0
rules out such behavior for the approximants.
To show (3.33), note that due to the symmetry ( R) = (R) the condition (0) = 0 implies
that (R)  cR2 for R suciently small. Consider now the region 0 < R < 1
n2 and note that (3.30)
implies
wn
R(R;t) = 2n(nR)w(0;t) +
Z 1
0

n(R   ~ R) + n(R + ~ R)

wR( ~ R;t)d ~ R

2c
n
w(0;t) + sup
0< ~ R 1
n+ 1
n2
wR( ~ R;t) (3.34)
=
2c
n
w(0;t) + cn(t)  ! 0 as n ! 1
where we have set cn(t) := sup0< ~ R 1
n+ 1
n2 wR( ~ R;t) and used that wR(0;t) = 0. Integrating (3.34)
gives
wn(R;t) 
2c
n
w(0;t)R + cn(t)R
and thus
vn(R;t) = wn
R

wn
R
d 1


2c
n
w(0;t) + cn(t)
d
; for 0 < R  1
n2,
which shows (3.33).
3.3 Existence of multi{dimensional slic-solutions
In this section we investigate under which conditions the weak solutions constructed in [9] and
exhibiting cavitation are also a slic-solution according to Denion 3.1. This turns out to depend
on the growth behaviour of h(v) for v ! 1.
Theorem 3.8 The weak solutions constructed in [9] { extended by y(x;t) = x for t < 0 { are
slic-solutions provided
lim
v!1
h0(vd)
v
= 0:
They are not slic-solutions in case
liminf
v!1
h0(vd)
v
> 0:
Proof By construction the solutions from [9] satisfy
Z 1
0
Z
R
d @ty@t    S(ry) : r dxdt = 0 (3.35)
for all   2 C1
c (Rd  [0;1);Rd) and
lim
t!0+
y(x;t) = x and lim
t!0+
@ty(x;t) = 0: (3.36)
25The cavitating solution is extended to negative values of t by setting y(x;t) = x for t  0. It
is easy to check that the extended function (still denoted by) y is a weak solution on Rd  R and
satises the weak form Z
R
Z
R
d y@tt  + S(ry) : r dxdt = 0 (3.37)
for any   2 C1
c (Rd  R;Rd).
To investigate whether y is a slic-solution it suces to study whether
lim
n!1
Z
R
Z
R
d yn@tt  + S(ryn) : r dxdt =
Z
R
Z
R
d y@tt  + S(ry) : r dxdt: (3.38)
To check this, we decompose the integral on the left into three parts
Z
R
Z
R
d yn@tt  + S(ryn) : r dxdt =
Z
R
Z
R
d yn@tt dxdt
+
Z
R
Z
R
d S(ryn) : r 1 lfjxj> 1
ngdxdt +
Z
R
Z
R
d S(ryn) : r 1 lfjxj< 1
ngdxdt =: Jn
1 + Jn
2 + Jn
3 :
(3.39)
By standard properties of convolution yn converges to y in L1(supp( )): Hence, Jn
1 converges to
Z
R
Z
R
d y@tt dxdt:
We will now show that
Jn
2 !
Z
R
Z
R
d S(ry) : r dxdt:
The cavitating solution w constructed in [9] is an element of W1;1((0;1)  (0;1);R) and thus
wn ! w and wn
R ! wR pointwise almost everywhere; accordingly ryn ! ry pointwise almost
everywhere. It remains to show that the integrand in Jn
2 is uniformly bounded by an L1-function.
To shorten notation we dene A := supp( ) and compute
jS(ryn) : r 1 lfjxj> 1
ngj
 kr k11 lA

n
1(jxj;t) + n
2(jxj;t) +

n
1(jxj;t)n
2(jxj;t)d 2 + n
2(jxj;t)d 1
h0(vn(jxj;t))

1 lfjxj> 1
ng
Lemma 3:4
 Ckr k11 lA

n
1(jxj;t) + n
2(jxj;t) + n
1(jxj;t)n
2(jxj;t)d 2 + n
2(jxj;t)d 1

1 lfjxj> 1
ng
Lemma 3:5
 Ckr k11 lA max
(
1;1 +
t
R
;

1 +
t
R
d 2
;

1 +
t
R
d 1)
(3.40)
which is in L1:
Hence, (3.38) holds if and only if Jn
3 ! 0. Let us start with the case limv!1
h0(vd)
v = 0. Then,
it is sucient to show that for every T > 0
lim
n!1
Z T
 T
Z
fjxj< 1
ng
jS(ryn)jdxdt = 0: (3.41)
26As S(ry) is diagonalisable this holds provided
lim
n!1
Z T
 T
Z
fjxj< 1
ng
n
1(jxj;t)dxdt = 0 (3.42)
lim
n!1
Z T
 T
Z
fjxj< 1
ng
n
2(jxj;t)dxdt = 0 (3.43)
lim
n!1
Z T
 T
Z
fjxj< 1
ng
n
1(jxj;t)n
2(jxj;t)d 2h0(vn(jxj;t))dxdt = 0 (3.44)
lim
n!1
Z T
 T
Z
fjxj< 1
ng
n
2(jxj;t)d 1h0(vn(jxj;t))dxdt = 0: (3.45)
In (3.42) and (3.43) the integrand is bounded by Cn according to Lemma 3.6 and the volume of
the integrational domain is proportional to n d: For the fourth limit we nd
j lim
n!1
Z T
 T
Z
fjxj< 1
ng
n
2(jxj;t)d 1h0(vn(jxj;t))dxdtj
 lim
n!1
Z T
 T
Z 1
n
0
(Cn)d 1 maxfC;h0(c(1 + tdnd))gRd 1dRdt
 lim
n!1
Z T
 T
Z 1
0
Cd 1 maxfC;h0(c(1 + tdnd))g
1
n
Rd 1dRdt
 C
Z T
 T
Z 1
0
lim
n!1
h0(c(1 + tdnd))
d p
c(1 + tdnd)
d p
c(1 + tdnd)
n
Rd 1dRdt = 0;
(3.46)
by the dominated convergence theorem. The third term can be treated analogously. Thus, the rst
assertion of the Lemma is proven.
In case liminfv!1
h0(vd)
v > 0 we consider special test functions   which satisfy  (x;t) = (t)x
for jxj < 1 with supp  [0;1] and   0: For such a test function
Jn
3 =
Z T
 T
Z
fjxj< 1
ng
S(ryn) : r dxdt =
Z T
 T
Z
fjxj< 1
ng
S(ryn) : I(t)dxdt

Z T
 T
Z
fjxj< 1
ng
n
2(jxj;t)d 1h0(vn(jxj;t))(t)dxdt
+
Z T
 T
Z
fjxj< 1
ng
(d   1)n
1(jxj;t)n
2(jxj;t)d 2h0(vn(jxj;t))(t)dxdt
=: In
1 + In
2
(3.47)
making use of (3.9) and noting that all eigenvalues are positive. Let us replace h0 by a function
which is easier to handle. In case A := liminfv!1
h0(vd)
v < 1 we dene
g(v) := min

h0(v);A
d p
v
	
:
For liminfv!1
h0(vd)
v = 1 we employ the denition
g(v) :=

h0(v) for v   v
c
d p
v for v >  v
27where  v;c > 0 are chosen such that h0(v) > c
d p
v for v >  v: In both cases g has the following
properties, which we will exploit in the sequel
g(v)  h0(v) 8v > 0;
lim
v!1
g(vd)
v
exists and is nite and positive;
9C > 0 such that jg(vd)j  Cv 8v 2 [min
n;x;t
vn(x;t);1):
(3.48)
Combining (3.47) and (3.48) we get
In
1  !d
Z T
 T
Z 1
0
n
2(
R
n
;t)d 1g(vn(
R
n
;t))Rd 1n ddR (t)dt (3.49)
where !d is the surface area of the unit sphere. Let us note that the absolute value of the integrand
on the right hand side of (3.49) is bounded by
(Cn)d 1Rd 1n d maxfC;g(Cnd)g  C:
Therefore integral and limit commute and we obtain
liminf
n!1
In
1  !d
Z T
 T
Z 1
0
lim
n!1n
2(
R
n
;t)d 1g(vn(
R
n
;t))Rd 1n ddR(t)dt
= !d
Z T
 T
Z 1
0
lim
n!1
h
2n
(R)
R
w(0;t) + O(1)
d 1 Rd 1
nd 1
g

(2n(R)w(0;t) + O(1))

2n
(R)
R w(0;t) + O(1)
d 1
n
i
dR(t)dt
= !d
Z T
 T
Z 1
0
2d 1w(0;t)d 1

(R)
R
d 1
Rd 1
lim
^ v!1
g(^ vd)
^ v
2w(0;t)
d
s
(R)

(R)
R
d 1
dR(t)dt > 0
(3.50)
for a suitable choice of : By an analogous calculation we derive a lower bound for the term In
2 in
(3.47),
liminf
n!1 In
2  !d
Z T
 T
Z 1
0
2d 1w(0;t)d 1(d   1)(R)

(R)
R
d 2
Rd 1
lim
^ v!1
g(^ vd)
^ v
2w(0;t)
d
s
(R)

(R)
R
d 1
dR(t)dt > 0: (3.51)
3.4 The energy needed to create a cavity
We will now study the energy of the solutions constructed in [9] using our notion of energy, cf.
Denition 3.2. We will only consider energies in domains B with nite volume.
28Let us note rst that if B is a set with Lipschitz boundary containing a neighborhood of the
whole wave fan at time t, then
lim
n!1
Z
B
div(S(ryn)@tyn)dx = lim
n!1
Z
@B
nTS(ryn)@tyn = 0 (3.52)
where n is the unit outer normal to @B. Thus, in the limit there is no work performed by exterior
forces.
Our rst result shows that, if the material is not suciently weak, cavitating solutions have
innite energy for arbirarily small positive times, although their energy in B at time t = 0 is given
by jBjW(), i.e. is nite.
Proposition 3.9 If limv!1
h(v)
v = 1 the energy of the cavitating solution constructed in [9] in
the sense of the Denition 3.2 satises
E[y;B](t) = 1 for every t > 0: (3.53)
Proof For approximate solutions yn generated by molliers with (0) 6= 0, we x " and  as in
Lemma 3.6 and recall that vn satises Assertions 3. and 4. of that lemma. As B contains the
whole wave fan at time t, it also contains B(n) := B "
n(0) for n small enough. The non{negativity
of W implies
E[y;B](t)  lim
n!1
Z
B(n)
h(vn(jxj;t))dx = lim
n!1
!d
Z "
0
h(vn(
R
n
;t))
Rd 1
nd dR: (3.54)
Moreover, for 0 < R < ", we have
vn(
R
n
;t)  (2n)dw(0;t)d:
By Fatou's lemma
E[y;B](t)  liminf
n!1 !d
Z "
0
h
 
(2n)dw(0;t)dRd 1
nd dR
 !d
Z "
0
liminf
n!1
h
 
(2n)dw(0;t)d
nd Rd 1dR = 1:
2
For weaker materials, i.e. limv!1
h(v)
v < 1, the situation changes and the energy of cavitating
solutions becomes nite.
Proposition 3.10 Let L := limv!1
h(v)
v be nite and let B = B  R(0) for some  R > 0 contain a
neighborhood of the whole wave fan at time t. Then, the energy of the weak solution from [9] - in
the sense of Denition 3.2 - satises
E[y;B](t) = E[x;B](t) +
tdd!d
d
J +
td!d
d
r(0)dL; (3.55)
where
J :=
1
2
wR(t ;t)2 + h(wR(t ;t)d 1)  
1
2
2   h(d)
+
1
2
h
wR(t ;t) + h0(wR(t ;t)d 1)d 1 +  + h0(d)d 1
i
(   wR(t ;t)) (3.56)
is the energy dissipation of the outgoing shock.
29Proof Taking into account Proposition 7.1 from [9] it is sucient to show
lim
n!1
Z
B
1
2
jyn
t (x;t)j2 + W(ryn(x;t))dx =
Z
B
1
2
jyt(x;t)j2 + W(ry(x;t))dx +
!d
d
w(0;t)dL: (3.57)
To this end we decompose the integral on the left hand side of (3.57) into three parts
Z
B
1
2
jyn
t j2 + W(ryn)dx
=
Z
B
1
2
jyn
t j2dx +
Z
B
W(ryn)1 lfjxj> 1
ngdx +
Z
B
W(ryn)1 lfjxj< 1
ngdx =: In
1 + In
2 + In
3 : (3.58)
The fact that In
1 converges to
R
B
1
2jyt(x;t)j2dx follows from the boundedness of yn
t and its pointwise
convergence to yt. Regarding the convergence of In
2 we note that due to Lemmas 3.5 and 3.4 the
integrand is bounded by C(1 + 1
jxj + 1
jxj2) which is integrable. Moreover, the integrand pointwise
converges to W(ry): Thus, it remains to determine the limit of In
3 :
2
!d
In
3 =
Z 1
n
0
2W(ryn)Rd 1dR
=
Z 1
n
0
n
1(R;t)2Rd 1dR+
Z 1
n
0
(d 1)n
2(R;t)2Rd 1dR+
Z 1
n
0
2h(vn(R;t))Rd 1dR =: In
3;1+In
3;2+In
3;3:
(3.59)
The rst two summands converge to zero as the integrand is bounded, quadratic in n and d  3:
We rewrite the third summand
!d
2
In
3;3 = !d
Z 1
0
h(vn(
R
n
;t))
Rd 1
nd dR
such that the integrand can be estimated by
jh(vn(
R
n
;t))
Rd 1
nd j  maxfh(c);h(c(1 + ndtd))gn d < C < 1
independent of n for xed t > 0: Thus, by the dominated convergence theorem we get
lim
n!1
!d
2
In
3;3 = !d
Z 1
0
lim
n!1
h(vn(R
n;t))
nd Rd 1dR
= !d
Z 1
0
lim
n!1
h(2dw(0;t)dnd(R)
(R)d 1
Rd 1 + O(nd 1))
nd
Rd 1
dR
= !d
Z 1
0
L2dw(0;t)d(R)(R)d 1dR
=
!dL2dw(0;t)d
d
[(R)d]1
0 =
!dLw(0;t)d
d
:
(3.60)
2
Our next aim is to show that, in fact, energy is needed to create the cavity.
30Proposition 3.11 Let  > 0 be given, limv!1
h(v)
v < 1 and y a cavitating solution as computed
in [9]. Then
d
dt
E[y;B](t) > 0
for any ball B containing the whole wave fan at time t:
Before we can prove this we need a preparatory lemma.
Lemma 3.12 Under the conditions of Lemma 3.11
r()d

1  
r0( )


  r(0)d  0;
where  is the speed of the shock.
Proof This proof heavily relies on the estimates in Lemma 3.3, in particular the monotonicity of
v. Having said that, we calculate
r()d   r(0)d =
Z 
0
d
ds

r(s)d

ds = d
Z 
0
r0(s)r(s)d 1ds = d
Z 
0
v(s)sd 1ds
 d
Z 
0
r0( )

r()

d 1
sd 1ds = dr0( )

r()

d 1
= r0( )r()d 1 =
r0( )

r()d
(3.61)
as r() = : 2
Proof of Lemma 3.11: By Proposition 3.10 we have
E[y;B](t)   E[x;B](t) =
td!d
d
D (3.62)
where
D := d
h1
2
wR(t ;t)2 + h(wR(t ;t)d 1)  
1
2
2   h(d)
+
1
2
h
wR(t ;t) + h0(wR(t ;t)d 1)d 1 +  + h0(d)d 1
i
(   wR(t ;t))
i
+ r(0)dL: (3.63)
Thus, it is sucient to show D > 0: We rewrite D using (3.10)
D = d
h1
2
r0( )2 + h(r0( )d 1)  
1
2
2   h(d) +
1
2
(r0( ) + )(   r0( ))
+
d 1
2

h0(d)   h0(r0( )d 1)

(   r0( )) + h0(r0( )d 1)d 1(   r0( ))
i
+ r(0)dL:
(3.64)
We note that
d 1

h0(d)   h0(r0( )d 1)

(   r0( ))  0 (3.65)
as a 7! h0(ad 1) is increasing, because h is convex. Furthermore,
h0(r0( )d 1)(   r0( )) > 0 (3.66)
31because  > r0( ) and 0 = h0(H) < h0(r0( )d 1); cf. Lemma 3.3. We combine (3.64), (3.65)
and (3.66) to obtain
D > d
h1
2
r0( )2 + h(r0( )d 1)  
1
2
2   h(d) +
1
2
(r0( ) + )(   r0( ))
i
+ r(0)dL
= d
h
h(r0( )d 1)   h(d)
i
+ r(0)dL
= dh0(~ v)(r0( )   )d 1 + r(0)dL
(3.67)
for some r0( )d 1  ~ v  d: Using in (3.67) that L > h0(~ v), as h00 > 0 and L = limv!1
h(v)
v =
limv!1 h0(v), we nd
D > (dd 1(r0( )   ) + r(0)d)L =

dd

r0( )

  1

+ r(0)d

L
=

r(0)d   r()d

1  
r0( )


L  0: (3.68)
2
4 Gas dynamics with vacuum in Lagrangean coordinates
In this section we describe how our notion of slic{solution easily extends to the system of gas
dynamics in Lagrangean coordinates. In particular, we will consider a solution to the Riemann
problem for the p{system containing a vacuum state. The p{system is given by
ut   vx = 0
vt + p(u)x = 0
in R  (0;1); (4.1)
where u denotes specic volume and v denotes velocity, for some polytropic gas law, i.e., p(u) =
1
u  with  > 1. For  u;  v > 0 we complement (4.1) with initial data
u(x;0) =  u for all x 2 R; v(x;0) =

  v for x < 0
 v for x > 0
: (4.2)
In Section 9.6 of [3] it is noted that whether (4.1),(4.2) admits a standard weak solution depends
on the sign of
w :=  u
1 
2 +
1   
2
 v:
In case w < 0 there exists no standard weak solution but a solution containing a vacuum state,
which is given in [3] and has the form u = u

x
t

, v = v

x
t

where  = x
t, F :=  u 
+1
2 ,
u() =
8
> <
> :
 u for    F
jj
  2
+1   4
 1w0 for  F    F
 u for F  
v() =
8
> <
> :
  v for    F
2
 1 sign()

jj
 1
+1   w

for  F    F
 v for F  
(4.3)
32It is noted in [3] that (4.3) is a distributional solution of (4.1) provided u()  is understood as
a continuous function that vanishes at  = 0, and it is referred to an Eulerian description for a
validation of this solution. Moreover, (4.3) converges pointwise to the initial data (4.2) for t ! 0:
Subsequently we will show that our approach can treat this solution in a systematic fashion. To t
(4.3) into our framework we compute a displacement eld y(x;t) = tr(x
t) such that
@t(tr(
x
t
)) = v(x;t); @x(tr(
x
t
)) = u(x;t): (4.4)
It is easy to verify that (4.4) is satised for
r() =
 + 1
   1

 1
+1  
2
   1
w for  > 0; r() =  r( ) for  < 0: (4.5)
Denition 4.1 Let  be any mollier satisfying the conditions from Denition 2.1 and let ?

denote
mollication in . For r 2 L1
loc(R) we call y(x;t) = tr

x
t

a self{similar slic{solution of (4.1) if
the sequences
rn() :=
 
n ?

r

(); un() := r0
n(); vn() = rn()   r0
n(); (4.6)
fulll Z 1
 1
(
1

(un)    vn)    vn d ! 0 as n ! 1 (4.7)
for all molliers  and all   2 C1
c(R).
Remark 4.2 As un and vn are derived from the same displacement eld it is clear that (un;vn)
solves (4.1)1 exactly for every n 2 N:
Our aim is to show that (4.3) denes a self{similar slic{solution. To do this we need the following
estimates.
Lemma 4.3 There exists C > 0 such that
jun() j;jvn()j < C for all  2 R and n 2 N:
Proof The anti{symmetry of r is inherited by rn and we may write rn as follows
rn() =
Z 1
0
 
n(   ~ )   n( + ~ )

r(~ )d~ : (4.8)
We will compute expressions for un() and vn() which are well suited for estimates:
un() =
d
d
Z 1
0
n(   ~ )(
 + 1
   1
~ 
 1
+1  
2w
   1
)d~   
Z 0
 1
n(   ~ )(
 + 1
   1
( ~ )
 1
+1  
2w
   1
)d~ 

=  
Z 1
0
d
d~ 
n(   ~ )(
 + 1
   1
~ 
 1
+1  
2w
   1
)d~  +
Z 0
 1
d
d~ 
n(   ~ )(
 + 1
   1
( ~ )
 1
+1  
2w
   1
)d~ 
=
Z 1
 1
n(   ~ )j~ j
  2
+1d~   
4w
   1
n(): (4.9)
33Due to (4.8) we nd for 0 <  < F
vn() = rn()   r0
n()
=
Z 1
0
 
n(   ~ )   n( + ~ )
  + 1
   1
~ 
 1
+1  
2
   1
w

d~ 
 
Z 1
0
 
n(   ~ ) + n( + ~ )

~ 
  2
+1d~  +
4
   1
wn()
=
Z 1
0
 
n(   ~ )   n( + ~ )
  2
   1
~ 
 1
+1  
2
   1
w

d~ 
+
Z 1
0
 
n(   ~ )(~    )   n( + ~ )( + ~ )
~ 
  2
+1d~  +
4
   1
wn():
(4.10)
To show that 1
u
 
n is bounded it is sucient to show that for jj < F the specic volume un() is
bounded from below by some positive constant. As  > 1 and w < 0; we nd for jj < F that
un() 
Z + 1
n
  1
n
n(   ~ )j~ j
  2
+1d~  
Z + 1
n
  1
n
n(   ~ )(jj + 1)
  2
+1d~ 
= (jj + 1)
  2
+1  (F + 1)
  2
+1: (4.11)
Regarding vn() we nd for  2 [ F;F]
jvn()j 
 2
   1
(F + 1)
 1
+1
Z 1
0
 
n(   ~ ) + n( + ~ )

d~   
2
   1
w
+
Z 1
0
2jj11 lf  1
n<~ <+ 1
ng
~ 
  2
+1d~   
4
   1
wjj1

2
   1
(F + 1)
 1
+1  
2
   1
w + 2jj1
Z F+1
0
~ 
  2
+1d~   
4
   1
wjj1
=
2
   1
 
1 +
   1
 + 1
jj1

(F + 1)
 1
+1  
2
   1
w  
4
   1
wjj1 < 1:
2
Theorem 4.4 The function y(x;t) := tr(x
t) with r dened by (4.5) is a self{similar slic{solution
of (4.1).
Proof As the constant state and the rarefaction wave in (u;v) given in (4.3) are linked continuously
it is sucient to consider test functions   with support inside the rarefaction/vacuum wave, i.e.,
supp( )  [ F;F]. Furthermore, observe that
(un) () ! jj
2
+1 ;
vn() !
2
   1
sign()

jj
 1
+1   w

;
34pointwise. Using lemma 4.3 and the dominated convergence theorem, we obtain
lim
n!1
Z 1
 1
(
1

(un)    vn)    vn d
=
Z 1
 1
lim
n!1((
1

(un)    vn)    vn )d
=
Z 1
0

1

(
 2
+1)    
2
   1

 1
+1 + 
2
   1
w

 ()  

2
   1

 1
+1  
2
   1
w

 ()d
+
Z 0
 1

1

(( )
 2
+1)  + 
2
   1
( )
 1
+1   
2
   1
w

 () +

2
   1
( )
 1
+1  
2
   1
w

 ()d
=  
Z 1
0

2
 + 1

 1
+1  
2
   1

 1
+1   
2
 + 1

 2
+1 +
2w
   1
+
2
   1

 1
+1  
2w
   1

 ()d
 
Z 0
 1

 2
 + 1
( )
 1
+1 +
2
   1
( )
 1
+1 +
2
 + 1
( )
 1
+1  
2w
   1
 
2
   1
( )
 1
+1 +
2w
   1

 ()d
= 0:
2
We dene the energy of a self{similar slic{solution inside a wave fan in a manner analogous to
Denition 3.2.
Denition 4.5 For any   > 0 the energy of a self{similar slic{solution y inside the wave fan from
   to   is dened by
E[y ; (  ;  )] := lim
n!1
Z  
  
W(un) +
1
2
(vn)2d with W(u) =
1
(   1)
u1 :
Proposition 4.6 There is no contribution of the vacuum state to the energy. In particular,
E[y ; (  ;  )] =
Z  
  
1
(   1)
jj
2( 1)
+1 +
2
(   1)2

jj
 1
+1   w
2
d
for any 0 <   < F.
Proof Due to Lemma 4.3 the integrand W(un) + 1
2(vn)2 is uniformly bounded and therefore limit
and integral commute such that
lim
n!1
Z  
  
W(un) +
1
2
(vn)2d =
Z  
  
lim
n!1
 
W(un) +
1
2
(vn)2
d
=
Z  
  
1
(   1)
jj
2( 1)
+1 +
2
(   1)2

jj
 1
+1   w
2
d: (4.12)
2
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