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Abstract 
In this study, we use inexact Newton methods to find solutions of nonlinear operator equations on Banach spaces with 
a convergence structure. Our technique involves the introduction of a generalized norm as an operator from a linear space 
into a partially ordered Banach space. In this way the metric properties of the examined problem can be analyzed more 
precisely. Moreover, this approach allows us to derive from the same theorem, on the one hand, semi-local results of 
Kantorovich type, and on the other hand, global results based on monotonicity considerations. By imposing very general 
Lipschitz-like conditions on the operators involved, on the one hand, we cover a wider range of problems, and on the 
other hand, by choosing our operators appropriately, we can find sharper error bounds on the distances involved than 
before. Furthermore, we show that special cases of our results reduce to the corresponding ones already in the literature. 
Finally, our results are used to solve integral equations that cannot be solved with existing methods. 
Keywords: Banach space; Inexact Newton methods; Nondifferentiable operator 
AMS classification: 65J15, 65B05, 49D15, 47H17 
1. Introduction 
In this study we are concerned with approximating a solution x* of the nonlinear operator equation 
F(x) + O(x) = 0, (1) 
where F is a Frrchet-differentiable operator defined on a convex subset D of a Banach space X with 
values in X, and Q is a nondifferentiable nonlinear operator with the same domain and values in X. 
We introduce the inexact Newton method 
xn+l = x, + F ' (x , )*[ - (F(x, )  + Q(x,))] - z,, z 0 -- 0 (n/>0) (2) 
to approximate a solution x* of Eq. (1). Here Ft(xn)* (n/> 0) denotes a linear operator which is an 
approximation for F'(xn)-1 (n >~ 0). 
0377-0427/97/$17.00 © 1997 Elsevier Science B.V. All rights reserved 
PH S0377-0427(96)00162-8 
236 I.K. Argyros/Journal ofComputational and Applied Mathematics 79(1997) 235-247 
The importance of studying inexact Newton methods comes from the fact that many commonly 
used variants of Newton's method can be considered procedures of this type. Indeed, approxima- 
tion (2) characterizes any iterative process in which the corrections are taken as approximate solutions 
of the Newton equations. Moreover we note that if for example an equation on the real line is solved 
F(xn)-k Q(xn) >/0 (n >1 O) and F'(xn)* (n f> 0) overestimates the derivative X n -[- F'(xn)* [-(F(xn) q- 
Q(xn))] (n~>0) is always larger than the corresponding Newton iterate. In such cases a positive 
correction term is appropriate. 
The notion of a Banach space with a convergence structure was used in the elegant paper in [5] 
(see also [1-3, 8]) to solve Eq. (1), when Q(x)= 0 for all xED and z, =0 for all n~>0. However, 
there are many interesting real life applications already in the literature, where Eq. (1) contains 
a nondifferentiable term. See for example the applications at the end of this study. The case when 
Q(x) = 0 for all x ED and F'(xn)* =F' (x , )  -l (n/>0) has already been considered but on a Banach 
space without generalized structure [3, 4, 7-9]. 
By imposing very general Lipschitz-like conditions on the operators involved, on the one hand, we 
cover a wider range of problems and on the other hand, by choosing our operators appropriately, we 
can find sharper error bounds on the distances involved than before. As in [6], we provide semi-local 
results of Kantorovich-type and global results based on monotonicity considerations from the same 
general theorem. Moreover, we show that our results can be reduced to the one obtained in [6], 
when Q(x)= 0 for all x E D and Z n = 0 (n ~>0), and furthermore to the ones obtained in [1-3, 5-8] 
by further eading the requirements on X. 
Finally, our results apply to solve a nonlinear integral equation involving a nondifferentiable term 
that cannot be solved with existing methods. 
2. Preliminaries 
We will need the following definitions. 
Definition 1. The triple (X, V,E) is a Banach space with a convergence structure if 
(C1) (X, I[" 11) is a real Banach space; 
(c2) (v, c, II IIz) is a real Banach space which is partially ordered by the closed convex cone C; 
the norm II II v is assumed to be monotone on C; 
(C3) E is a closed convex cone in X × V satisfying {0} × CCECX x C; 
(C4) the operator [: A--~ C is well defined: 
Ix[ = in f{qEC (x,q)EE} 
for 
xEA= {xEX 3qEC:(x,q)EE}; 
and 
(C5) for all xEdIIx[[<~]l Ix I ]Iv. 
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The set 
U(a) = {x ~x I (x,a) EE} 
defines a sort of generalized neighborhood of zero. 
Let us give some motivational examples for X =: ~m with the maximum-norm 
(a) V : :~ ,  g:={(x ,e )E~ m × ~m I Ilxllo~<e}. 
(b) V =: ~m E := {(x,e)E ~m × •mllx[ ~<e} (componentwise absolute value). 
(c) V :=~ m,E :={(x ,e )E~ m× ~mlo<<.x<.e}. 
Case (a) involves classical convergence analysis in a Banach space, (b) concerns componentwise 
analysis and error estimates, and (c) is used for monotone convergence analysis. 
Definition 2. An operator L E CI(v~---+ V) defined on an open subset V1 of an ordered Banach 
space V is order convex on [a, b] C_ V1 if 
c, dE [a,b], c<<.d ~ L ' (d) -L ' (c )EL+(V) ,  
where for m ~> 0 
L+(V m) = {L EL(Vm)IO~xi :~ O~L(xI,X2,... ,Xrn)} 
and L(V m) denotes the space of m-linear, symmetric, bounded operators on V. 
Definition 3. The set of bounds for an operator H E L(X m) is defined to be 
B(H) = {L EL+(Vm)l(xi, qi) EE =~ (H(x,,... ,Xm),L(ql,...,qm)) EE}. 
Definition 4. Let H EL(X) and yEX be given, then 
H*(y) =z ¢~ z = T°~(0)= lim T"(0), 
n~oo 
T(x) = (I - H)(x) + y ¢~ z = Z (I - H)iy, 
i=0 
if this limit exists. 
We will also need the following Lemmas [2, 3, 5, 6]: 
Lemma 5. Let L EL+(V) and a,q E C be given such that 
L(q)+a<<.q and L"(q)---~Oas n---~c~. 
Then the operator 
( I - L ) *  : [0,a] ~ [0,a] 
is well defined and continuous. 
The following is a generalization of Banach's Lemma [3, 5, 6]. 
238 I.K. Argyros/ Journal of Computational nd Applied Mathematics 79 (1997) 235-247 
Lemma 6. Let H E L(X), L E B(H), y E A and q E C be such that 
L(q)+]yl<<.q and Ln(q)---~O as n~cx~. 
Then the point x = (I - H)*(y)  is well defined, x E S and 
Ix I ~<(I - L)*Iyl ~<q. 
Moreover, the sequence 
b .+,=L(b . )+ ly l ,  bo=O 
is well defined and 
b.+z<<.q, lim bn =b=( I -L )* ly l<~q • 
n ----~ o (3  
Lemma 7. Let Hi "[0, 1] ---~L(X '~) and HE : [0, 1] ---~L+(V "~) be continuous operators, then for all 
t E [0, 1] "Hz(t) E B(HI(t)) =~ fd H2(t) dt E B(fd H~(t) dt) which will be used in the remainder of  
Taylor's formula [5]. 
The convergence analysis will be based on monotonicity considerations in the space X × V. Let 
(x., e.) be an increasing sequence in E u, then 
(Xn, e.)<~(X.+k,en+k) ~ O<.(X.+k-Xn, e .+k-e. ) .  
If e. --~ e, we obtain O<<.(Xn+k -x . ,e  - en) and hence by (C5) 
Ilxn+ -x.ll LLe-e°lIv ° as 
Hence {x.} (n>~0) is a Cauchy sequence. When deriving error estimates, we shall as well use 
sequences e. = w0-  w. with a decreasing sequence {w.} (n>~0) in C u to obtain the estimate 
0 ~ (Xn+k -- Xn, Wn -- Wn+k ) ~ ( xnWk -- xn' Wn )" 
If x. --*x* as n ~ cxz this implies the estimate Ix* - x.I ~<w.. Note also that (x, e) E E, x E A and by 
(C4) we get Ixl ~<e. 
3. Convergence analysis 
Let a E C, operators K~,K2,M, Mx,K3(w) E C(Vl --* C) V1 C V, w E [0,a], and points Xn ED (n>~O). 
It is convenient o define the sequences c.,dn, a., b. (n >~0) by 
c.+1 = Ixn+, --Xnl (n>~O), 
dn+l = (K~ + Kz + M + M~ )(d.) + g3(lx.l)cn, 
an = (K1 + K2 + M -~-Ml)n(a), 
bn = (gl q-K2 +M + M1)n(0), 
do =0 (n~>0), 
(3) 
(4) 
(5) 
(6) 
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and the point b by 
b : (K1 +/£2 +M + M1)~(0). 
We can now state and prove the main result of this section: 
(7) 
Theorem 8. Let X be a Banach space with convergence structure (X, V,E) with V = (V,C, [IIIv), 
an operator F E C~(D-~X) (D C_X), an operator Q E C(D~X) ,  a continuous operator At such 
that for each v, wE VIC_ V, At(v,w):[O, 1] --~ L+(V), a point aEC,  operators K1,K(w),K3(w), 
M1 E L+(V) (w E [0,a]), an operator Mo :Mo(v, w)E C(V1 × V1 -~ g), operators M, K2 E C(V1 ~ C), 
and a null sequence {z.} E D (n~>0) such that the followin9 conditions are satisfied: 
(C6) U(a) C_D, [0,a] C_ V1, K3(O)EB(I - F'(0)), ( - (F (0 )  + Q(0) +F'(O)(zo)),((Kj +1£2 +M + 
M, )(0))) E E; 
(C7) K~ +K( Ix[ +tiY I )-K([x[) >~At(ix[+tiy[, [x[) E B(F ' (x ) -F ' (x+ty) ) for  all t E [0, 1], x, y E U(a) 
with Ix[ + ]y] ~<a; 
(C8) O<~(Q(x) - Q(x + y), Mo(ix[, [y[)) EE  and Mo(v,w)<.g(v+ w) -M(v)  for all x, yE  U(a) 
with Ix[ + [y[ ~<a, and v, wE [0,a]; 
(C9) 0 ~< (F'(x.)(z. ) - F'(x._ 1 )(z._ 1 ), 341 (c._ 1 ) ) E E (n ~> 1 ); 
(Clo) g(a) : : (K1 +1£2 + M + M1)(a)<<.a; (8) 
(Cll) (K1 +/£2 + M + M1)na --~ 0 as n --~ oo; 
(C~2) K3([x[) - K3(0) E B(F'(O) - F'(x)) and K3([x[)<.K1 + K2 (x E U(a)); 
(El3) f l  K(w + t(v - w))(v - w) dt <.K2(v) - K2(w) for all v, w E [0, a] with w <~ v; 
(Cl4) M2(w)>~O and O~Ml(w~ + w2) - M2(wl)<.M2(w3 +w4) - Mz(w3) for all w, wl,w2,w3,w4 E 
[0,a] with Wl <~ W3 and Wz <. W4, where M2 is M or 1£2. 
Then 
(i) the sequences (xn, d . ) , (x . ,b . )E (X  × V) N are well defined, remain in E N, monotone and 
satisfy b. <~ d. <. b, b. <<. a. and l im.~ b. = l im.~ d. = b. 
(ii) Iteration 9enerated by (2) is well defined, remains in U(b) and converges to a solution 
x* E U(b) of  equation F(x)+Q(x)=O,  where b is the smallest fixed point of  R on [0,a]. Moreover 
/ fz.  =0 (n>.O) x* is unique in U(a). 
(iii) Furthermore the followin9 error bounds are true: 
[Xn+1 -- X.I ~dn+a - d . ,  
IXn -x*l<b-d., 
and 
Ix.-x*l<~a.-b° /fz.=0 (n~>0) 
where d,, a, and b, are 9iven by (4),(5), and (6), respectively. 
Proof. We first note that b replacing a also satisfies the conditions of the theorem. Using conditions 
(C6) and (C12) we obtain 
II - F ' (O) l (b )  + I - (F(0)  + Q(0) + A(0)(z0))[ 
<.K3(O)(b) + (K1 + 1£2 + M + M1 )(0) 
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~<(K1 + K2)(b - 0) ÷ (Ks +K2 +M + MI)(0)~(K1 +/£2 +M +M1)(b - O) 
(by (13)). +(K~ +K2 +M + M1)(0) = (K1 + K2 + M ÷ M~)(b) =R(b)<<.b 
Hence, by Lemma 6, Xl is well defined and (x l ,b)E E. We also get 
x, = (I - F'(0))(x2) + ( - (F (0 )  ÷ Q(0) + A(0)(z0))) 
IX 1 [ ~ K3(0)IX 1 [ ÷ (K 1 ÷ K 2 ÷ M + M1 )(0) 
~< (K1 ÷ K2)tXl[ ÷(K1 ÷K2 ÷M÷M1)(O)=d l ,  
and by the order convexity of L 
dl = (gl + g2)lx, I + (gl +g2 +M + M1)(O) 
~<(gl + g=)lxll + (K1 ÷g2 ÷M ÷ ml) (0  ) 
(K, + K2)(b - 0) + (K1 + K2 ÷ M + M, )(0) 
~<(K1 +K2 +M +M,) (b  - 0) + (K1 +K2 +M + M,)(0) =R(b)  = b. 
That is we get Ix1 -Xo[<~& -do  or O<..(Xo, do)<..(Xl,dl). We assume that 
0~<(Xk_l,d~_l)~<(xk, d~) and dk~<b for k = 1,2,. . . ,n. 
We need to find a bound for I -F ' (xn)  (n>~O). We will show that K3([x.[)EB(I -F ' (x . ) )  (n>~O). 
This fact follows from (C6), (C12) and the estimate 
1I - F'(x.)[ ~< 1I - F'(0)[ + IF(0) - F'(xn)] ~<K3(0) + K3([x.[) - /£3(0) = K3(lx.[) (n ~>0). 
Using (2) we obtain the approximation 
- [F(x. ) + O(xn ) ÷ Ft(xn )(Zn )] = -F (x .  ) -- Q(x. ) - F'(x. )(zn ) + F'(X._l )(x. - x._l ) 
+ F(X._l ) + Q(Xn_l ) ÷ F'(x._I )(z._l ). 
Hence, by (C7), (C8), (C9), (C10), (C14), (C15), (C16), Lemma 7, and the induction hypotheses, we 
obtain in tum 
I - F(x.  ) + F(x._5 ) + F'(x._ l  )(x. - X._l )] + [Q(x._l ) - Q(x. )l + IF(x.  )(z. ) - F'(x._5 )(Zn-I )l 
/o' <- At([Xn-ll÷tCn-l, lXn-l[)Cn-ldt÷Mo(]Xn_l[,lxnl)÷MlCn_l 
/o' [K(lX.-ll + tC~-l) - K(lXn_l[) ÷ K1]cn_l dt ÷ M(lXn_l] ÷ Cn-1) - M([Xn-ll) + M c _l 
fo 1 [K(dn-1 + t(dn - d._l))(d~ -d . _ l )d t -  g([x~_l[)C~_l ÷ KlCn-1 
÷ M(dn-I ÷ dn -dn)  - M(dn-1) ÷ Ml(dn) - Ml(dn-l) 
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- g2(dn-1) - g ( Ix . - l l ) c . -1  + glcn-1 + M(dn) - M(dn-1) + Ml(dn) - Ml(dn-1) 
<<.(K, +1£2 + M + Ml)(d.) - d.. (9) 
We can now obtain that 
g3(lx.l)(b - d.) + l -  (F(x.) + Q(xn) + A(xn)(Zn))[ + dn 
~<(K~ +K2 +M + M1)(b -- dn) + (K1 +K2 +M +M1)(d,) =R(b)  = b (10) 
(where we have used that ~_,~-~ ck <~dn - dl and [x~[ ~<dk for k = 0, 1,2,... ,n). 
That is, Xn+l is also well defined by Lemma 6 and cn ~<b- d,. Hence dn+l is well defined too and 
as in (10), we obtain that 
d~+l <~R(b)<~b. 
The monotonicity (xn, dn)~<(Xn+l, d.+l ) can be derived from 
Cn -'~ dn <~K3([x.I)c. + I -  (F(x.) + Q(xn) + A(xn)(Z.))[ + d. 
<~K3(lx.I)Cn + (M + M1 + K1 + K2)dn <<.dn+,. 
The induction has now been completed. We need to show that 
b.~<dn for a l lnt>l .  
For n = 1 and from the definitions of bn and dn 
bl = (K1 +/(2 +M + M1)l(0)~<dl. 
Assume that 
bk <~ dk fo rk=l ,2 , . . . ,n .  
Then, we obtain in turn 
b.+a ~<(K1 +/£2 +m + ml)"+l(0)--- (K1 +K2 +m + M~)(KI +K2 +m + ml )n(0)  
~<(Kt + K2 + M + ml)(dn)<~dn <~dn+l • 
Since d.<b, we have b.<<.d.<.b. By (5) and (6) it follows that 
O<.a. -b .<<.(K~+K2+m+M~)n(a)  (n>~l) [2,5]. 
By condition (C13) and the above, we deduce that the sequence {bn} (n>~O) is Cauchy in a Banach 
space C, and as such it converges to some b = (K1 + K2 + M + M1 )°~(0). From (K1 +/(2 + M + 
M~ )(b) -- (K1 +/(2 +M +MI )(lim.~o~(K1 +/(2 +M +3//1 )n(0)) = lim.~o~ (K~ +1(2 +m +M1 )~+t (0) = b, 
we obtain 
(KI + K2 + M + M1)(b)=b<<.a, 
which makes b smaller than any solution of the inequality 
(K 1 +K+M+M~)(p)<.p  (see also [2,3,5]). 
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It also follows that the sequence {x.} (n~>0) is Cauchy in X, and as such, it converges to some 
x*E U(b). By letting n--~ e~ in (9) and using the hypotheses that l im.~o~z.--0,  we deduce that 
x* is a solution of the equation F(x) + Q(x) = O. 
To show uniqueness, let us assume that there exists another solution y* of the equation F(x) + 
Q(x) = 0 in U(a). Then, exactly as in [1-3, 5, 6], by considering the modified Newton-process 
X.+l =x .  - (F(x . )+ Q(xn)), 
we can show that this sequence converges, under the hypotheses of the theorem. Moreover, as above, 
we can easily show (see also [1-3, 5]) that 
]y* -x . ]<~a. -bn  fOrZn=0 (n~>0), 
from which follows that x" ~ y* as n ~ c~. Finally, the estimates in (iii) are obtained by using 
standard majorization techniques [3, 4, 9]. 
That completes the proof of the theorem. [] 
We will now introduce results on a posteriori estimates. It is convenient to define the operator 
R.(q) -- (I - K3(lx.l)*S.(q) + Cn 
where 
S.(q) = (K, + K2 + m + ml )(Ix"l + q) - (K1 +/£2 + m + ml )(Ix.l) - K3(lx"])(q) 
and the interval 
I. = [0,a - Ix.I]. 
It can easily be seen that the operators S. are monotone on I.. Moreover, the operators R. : [0, a - 
d.] ~ [0 ,a -  d.] are well defined and monotone. This fact follows from Lemma 5 and the scheme 
d.+c.<<.d.+l ~ R(a) -d .+ l<<.a -d . -c .  
S . (a -d . )+ K3( lx . l ) (a -d . -cn)<~a-dn-c .  (n>>.O). 
Then, exactly as in [6], we can show 
Proposition 9. The followin9 implications are true: 
(i) i f  qEIn satisfy R.(q)<<.q, then 
c. <.R.(q) : p<.q 
and 
R.+l(p - c.)<~p - Cn for all n~>0; 
(ii) under the hypotheses of  Theorem 8, let q. c I. be a solution of  R.(q) <~q, then 
Ix*-xml<<.am (m~n)  
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where 
a~ = q~ and am+l = Rm(am) - cm. 
Remark. (a) The results obtained in Theorem 8 and the Proposition 9 reduce immediately to the 
corresponding ones in [6, Theorem 5 and Lemmas 10-12] when Q(x)= 0 (xED),  z, = 0 (n~>0), 
t = 1, Kl = 0, K2 =L,  where L is order convex on [0,a], K =L '  and K3(0)=L'(0).  On the one hand 
using our conditions we cover a wider range of problems, and on the other hand it is because it 
may be possible to choose Kt, K, K1 so that Kt(p + tq, p) <<.K~ + K(p + tq, p) <~L'(p + tq) - L'(p) 
for all p,q E V1, t E [0, 1]. Then it can easily be seen that our estimates on the distances [x,+~ -x~ I 
and Ix* - xn I (n >/0) will be sharper. On such choice for Kt could be 
Kt(p + tq, p) = sup IF'(x) - F'(x + ty) I 
Ixl+[yl~< a, /E[0,1] 
Ixl-< p, [yl ~< q
for all x, y E U(a), p, q E [0, a]. 
(b) As in [2, 3, 5], we can show that if conditions (C6)-(C10), (C13)-(C15) are satisfied and 
there exists t E (0, 1 ) such that (K1 +/£2 + M + MI )(a) ~< ta, then there exists al E [0, ta] satisfying 
conditions (C6)-(C15). The solution x*E U(al) is unique in U(a) (when z~ = 0 (n>~0)). 
(c) From the approximation 
Ft (xn) (Zn)  - F t (Xn_ l  )(Zn--I  ) : (F t (Xn) (Zn)  -- Zn) -q- (F ' (Xn-1)(Zn--1 ) - -  Zn--I ) "~- I(Zn -- Zn--1 ) 
we observe that (C9) will be true if M1:2K3(b)+I  and points z. (n ~> 0) are such that [z.] + Iz._l[ + 
Iz.-z.-ll<<.c.-1 (n>~O). 
(d) Another choice for M1, z. can be M: = le[I, z. =Z._l + e.(x. -x . - l )  (n~>l) with le.l~<le[ 
(n >~ 0), where e, e. (n ~> 0) are numbers or operators in L+(V) and provided that F'(x)= I (x E D). 
It can then easily be seen that (C9) is satisfied. The sequence {z.} (n~>0) must still be chosen to 
be null. At the end of this paper, in Section 5, we have given examples for this case. Several other 
choices are also possible. 
(e) Define the residuals r. =-A(x . ) ( z . )  (n>~O) and set 6 n :Xn+ 1 - -X  n (n>>.O). Then from the 
approximation 
r. = [(I - Ft (xn) )  - [](Zn) 
we obtain 
Ir.I ~<(K3(lx.I) + I)(z.) 
which shows that r. ~ 0 as n--~ c~ if Zn ~ 0 as n ~ co. Consequently the results obtained in 
Theorem 8 and the Proposition 9 remain true for the system 
x .+: -x .=6. ,  F ' (x . ) f .=- (F (x . )+Q(x . ) )+rn  (n>~O). 
(f) It can easily be seen from the proof of Theorem 8 that the results obtained in Theorem 8 
remain valid if (C9) is replaced by the condition 
(C9)' (F'(x.)(z.) F'(x._:)(Zn_:),Mz(d* * * =d.  or * - - d._: )) E E with d. d. = b. (n >~ 0), for some 
M2 E L+(V). 
This is equivalent to the condition (F'(x.)(z.),M2(d*))EE N (n ~ 1)  is an increasing sequence. 
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4. The monotone case 
Let J EL (X - -~X)  be a given operator. Define the operators P,T (D ~ X)  by 
P(x) = JT(x + u), T(x) = G(x) + Gl(x), P(x) = F(x) + Q(x), 
F(x) : JG(x + u) and Q(x) : JGl(X + u), 
where G, G1 are as F, Q respectively. We deduce immediately that under the hypotheses of 
Theorem 8, the zero x* of P is a zero of J T  also, if u----0. 
We will now provide a monotonicity result to find a zero x* of JT. The space X is assumed to 
be partially ordered and satisfies the conditions for V given in (C1)-(C5). Moreover, we set X--- V, 
D-- -C 2 so that [ [ turns out to be I .  
Theorem 10. Let V be a partially ordered Banach space satisfying conditions (C 1 )-(C5) , Y a 
Banach space, G, G1 as F,Q DC_ V, J EL (V ~ V), At, M, M1; K, Kl, K2, 1£3 as in Theorem 8 
and u, v E V such that 
(C16) [u, v] C D; 
(C17) sequence {zn} (n~>0) and iteration 
yo--U, Yn+l=y.+[ JG ' (yn) ]* ( - JT (yn) ) - zn  (n>~O) (11) 
are such that 
y. + [ JG'(y.)]*( - JT(y.))  - v<~zn <.[JG'(y.)]*(- JT(y.)),  z. E [u,v] (n>~O). 
(Cl8) conditions (C6)-(C15) are  satisfied for a = v - u. 
Then iteration (11 ) is well defined for all n >>, O, monotone and converges to a zero x* of  JT  in 
[u,v]. Moreover, x* is unique in [u,v] if  zn =0 (n~>0). 
Proof. It follows immediately from Theorem 8 by setting a = v -  u. 
5. Applications 
We will complete this study with two examples that show how to choose the terms introduced in 
Theorem 6, in practical applications. From now on we choose t = 1, K1 :-0, K :-L'  (order convex), 
/£2 = L and/£3(0) = L'(0). It can then easily be seen from the proof of Theorem 8 that conditions 
(C12) and (C13) can be replaced by (L + M + M1 )(a) ~< a and (L'(a) + M + M1 )n(a) ~ 0 as n ~ c~ 
respectively (see also Remark (a)). 
Example 11. We discuss the case of a real Banach space with norm [[ 11. Assume that F ' (0 )= I 
and there exists a monotone operator 
f : [0, a] ~ IR 
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such that 
LLF"(x)H<<.U(IIxlI) for all xc  U(a) 
and a continuous nondecreasing function 9 on [0, r], r ~< a such that 
IIQ(x) - Q(y)II <-9(r)]l x -- Yll (12) 
for all x, y E U(r/2 ). 
We showed in [3], (see also [9]) that (12) implies that 
hiQ(x + - Q(x)ll <~h(r + II(ll) - h(r), x E U(a), II(ll ~<a - r, (13) 
where 
h(r) = O(t) at. 
Conversely, it is not hard to see that we may assume, without loss of generality, that the function 
h and all functions h( r+t ) -h ( r )  are monotone in r. Hence, we may assume that h(r) is convex and 
hence differentiable from the right. Then, as in [2], we show that (13) implies (12) and 9(r)=h'(r+O). 
Hence, 
L(q) = liE(0) + Q(0)LL + as f ( t )d t  (14) 
and 
M(q)  = 9(t) dt. (15) 
In Remarks (c) and (d) we have already provided some choices for MI, z,. Here, however, for 
simplicity let us choose z, = 0 (n>~0) and M~ = 0. 
Then condition (C~0) will be true if 
½f(a)a 2 -- (1 -- g(a))a + liE(0) + Q(0)II ~<0. (16) 
If we set Q = 0 and 9= 0, (16) is true if Ilv(O)LLf(a)<<.½, which is a well known condition due to 
Kantorovich [4, Ch. 18]. If Q ¢ 0, condition (16) is the same condition with the one found in [3, 
9] for the Zincenko iteration. 
In the example that follows, we show that our results can apply to solve nonlinear integral 
equations involving a nondifferentiable t rm, whereas the results obtained in [6] (or [5, 7, 8]) cannot 
apply. 
Example 12. Let X = V = C[0, 1], and consider the integral equation 
/0' x(t) = k(t ,s ,x(s))ds on X, (17) 
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where the kernel k(t,s,x(s)) with (t,s)E [0, 1] × [0, 1] is a nondifferentiable operator on X. Con- 
sider (17) in the form (1) where F ,Q:X  ---~X are given by 
/0' F(x ) ( t )= Ix ( t )  and Q(x) ( t )=-  k(t,s,x(s))ds. 
The operator I I is defined by considering the sup-norm. We assume that V is equipped with natural 
partial ordering, and there exists ~, a E [0, +ec),  and a real function ~(t,s) such that 
I lk(t ,s ,x)  - k(t ,s ,  y)ll <<. ~(t,s) l lx - yl[ 
for all t, sE [0, 1], x, yC U(~/2), and 
/01 ~>~ sup ~(t,s)ds. 
tel0,1] 
Define the real functions h, f ,  9 on [0,a] by h(r)= at, f ( r )=  0 and 9(r)= ~ for all r E [0,a]. By 
choosing L, M, M1 as in (14) and (15) and Remarks (c) respectively, we can easily see that the 
conditions (C1)-(C9), (C12)-(C15) of Theorem 8 are satisfied. In particular, condition (C10) becomes 
(1 - c~ - I l)a - I10(o)11/>o (18)  
which is true in the following cases: if 0 ~< c~ < 1 - le[ ,  choose 
a~>fl= t lQ(0) l l  . 
l - - I l' 
if ~ = 1 - leI and Q(0) = 0, choose a~>0; if ~> 1 - and Q(0) = 0, choose a = 0. If in (18) 
strict inequality is valid, then there exists a solution a* of Eq. (18) satisfying condition (C~3). Note 
that if we choose ~ E (0, 1 -  l el), a c (/~, +cxD) and e E ( -1 ,  1) condition (18) is valid as a strict 
inequality. Finally, we remark that the results obtained in [6] (or [5, 7, 8]) cannot apply here to 
solve Eq. (17), since Q is nondifferentiable onX and the Zn'S are not necessarily zero. This example 
is useful, especially when the zn's are not necessarily all zero. Otherwise, results on (2) with general 
convergence structure have already been found (see, e.g. [4] and the references there). 
6.  Conc lus ion  
In this study, we used inexact Newton-like methods to find solutions of nonlinear, nondifferen- 
tiable operator equations on Banach spaces with a generalized structure. This technique involves the 
introduction of a generalized norm as an operator from a linear space into a partially ordered Banach 
space. This way the metric properties of the examined problem have been shown to be analyzed 
more precisely. Convergence r sults and error estimates have been improved compared with the real 
norm theory. Moreover, this approach also allowed us to derive, on the one hand, semi-local results 
of Kantorovich-type and, on the other hand, global results based on monotonicity considerations, 
from the same general theorem. All our convergence theorems were derived from metric estimates. 
Furthermore, we show that special cases of our results reduce to the corresponding ones already 
in the literature [1, 2, 5-7]. Finally, we used our results to solve applied problems that cannot be 
solved with existing methods. 
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