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ABSTRACT
The local escape velocity provides valuable inputs to the mass profile of the Galaxy, and requires
understanding the tail of the stellar speed distribution. Following Leonard & Tremaine (1990),
various works have since modeled the tail of the stellar speed distribution as ∝ (vesc − v)k, where
vesc is the escape velocity, and k is the slope of the distribution. In such studies, however, these
two parameters were found to be largely degenerate and often a narrow prior is imposed on k
in order to constrain vesc. Furthermore, the validity of the power law form is likely to break
down in the presence of multiple kinematic substructures. In this paper, we introduce a strategy
that for the first time takes into account the presence of kinematic substructure. We model the
tail of the velocity distribution as a sum of multiple power laws without imposing strong priors.
Using mock data, we show the robustness of this method in the presence of kinematic structure
that is similar to the recently-discovered Gaia Sausage. In a companion paper, we present the new
measurement of the escape velocity and subsequently the mass of the Milky Way using Gaia DR2 data.
1. INTRODUCTION
Evidence of the theory of hierarchical galaxy forma-
tion (White & Rees 1978) has been abundant in recent
years. The Gaia mission (Lindegren et al. 2016; Gaia
Collaboration et al. 2018, 2020) in particular has found
evidence of multiple mergers in the Milky Way (see e.g.
Helmi (2020) for a review). The Milky Way, and in par-
ticular the stellar halo, is a graveyard of disrupted sub-
structure such as streams (Helmi et al. 1999; Belokurov
et al. 2006; Belokurov et al. 2007; Naidu et al. 2020),
clumps (Diemand et al. 2008; Myeong et al. 2018a),
tidally disrupted dwarf galaxies (e.g. Belokurov et al.
(2006); Zucker et al. (2006); Niederste-Ostholt et al.
(2009); Kirby et al. (2013); Collins et al. (2017); Simon
et al. (2017)), and debris flow (Belokurov et al. 2018;
Helmi et al. 2018; Myeong et al. 2018b; Deason et al.
2018; Necib et al. 2019a; Lancaster et al. 2018). The
Gaia mission (Lindegren et al. 2016; Gaia Collabora-
tion et al. 2018) has shed light on some of these sub-
structures, and in particular led to the identification of
a large debris flow called the Gaia Sausage1 (Belokurov
et al. 2018), or Gaia Enceladus (Helmi et al. 2018).
1 In the remainder of this paper, we will refer to this substructure
as the Sausage.
Such a structure extends to ∼ 30 kpc, including stars
on highly eccentric orbits. It is most likely the product
of a merging satellite of a stellar mass 108−9M that
was disrupted at about redshift z ∼ 1−3 (Myeong et al.
2018b; Deason et al. 2018; Lancaster et al. 2018).
In light of these findings, we must revisit the methods
built for investigating properties of the Milky Way, and
specifically in inferring the local escape velocity. Deter-
mining the escape velocity is important as it is used to:
(1) constrain the total mass of the Milky Way, (2) pre-
dict signals for dark matter (DM) direct detection, (3)
and build the DM density profile of the Milky Way. For
instance, measurements of the escape velocity and the
circular velocity can be used to constrain the potential
of the Milky Way, assuming some spatial distribution of
the disk, bulge, and dark matter. This has been done ex-
tensively in the literature (e.g. Smith et al. (2007); Piffl
et al. (2014); Williams et al. (2017); Monari et al. (2018);
Deason et al. (2019)) in order to obtain a measurement
of the Milky Way mass. However, the presence of many
velocity substructures can affect our measurement of the
escape velocity and thus the Milky Way mass. In this
work, we aim to build a robust strategy for determining
the escape velocity accounting for such substructure. In


























first time, multiple substructure components in model-
ing the tail of the stellar velocity distribution.
The majority of previous studies of the escape velocity
are based on Leonard & Tremaine (1990), which model
the tail of the stellar velocity distribution as
f(v|vesc, k) ∝ (vesc − v)kΘ(vesc − v) v > vmin, (1)
where v is the speed in Galactocentric coordinates and
the two fitting parameters are the escape velocity vesc
and the slope of the distribution k. This model is applied
to stars with speeds greater than the threshold vmin, and
it is assumed that the approximation holds for vmin well
above the local rotation speed.
Following Leonard & Tremaine (1990), studies have
inferred the local escape velocity using line-of-sight
velocities with RAdial Velocity Experiment (RAVE)
(Smith et al. 2007; Piffl et al. 2014) and Sloan Digi-
tal Sky Survey (SDSS) (Williams et al. 2017), and then
using 3D velocities from Gaia (Monari et al. 2018; Dea-
son et al. 2019). In all of these studies, there is a large
degeneracy between vesc and k, as will be discussed fur-
ther below. The degeneracy leads to rather large error
bars on vesc and subsequently large error bars on the
estimated mass of the Milky Way.
In order to overcome these large error bars, many of
these works argued for narrow priors on the slope k;
the arguments for small values of k were violent relax-
ation or collisional relaxation, both leading to k ≤ 2
(Leonard & Tremaine 1990). Meanwhile, Piffl et al.
(2014) (and subsequently Monari et al. (2018)) used
cosmological simulations based on the Aquarius suite
(Springel et al. 2008; Scannapieco et al. 2009) to argue
for a prior k ∈ [2.3, 3.7], while Deason et al. (2019) used
the Auriga simulation (Grand et al. 2017) to argue that
for mergers resembling the Sausage, k should be small,
and therefore k ∈ [1, 2.5]. More recently, Koppelman &
Helmi (2020) used a much larger sample of stars with
only proper motion measurements to reduce the degen-
eracy. However, a difficulty in using only proper motions
is that the tail of the distribution is not necessarily pop-
ulated all the way up to vesc, with Koppelman & Helmi
(2020) estimating a possible 10% bias.
These studies illustrate some of the difficulties in us-
ing Eq. (1) to model the tail. The degeneracy in the
parameters vesc and k is due to the fact that a higher
vesc can be partially compensated by a higher slope k
in the shape of the distribution. Because there are very
few stars near vesc, a fit to Eq. (1) could then easily lead
to biased results if the model is not a good description
of the data over the entire range of speeds. This could
be the result of additional unbound stars, a mismodeled
or unmodeled component, or measurements with large
errors that contaminate the data set. A second related
issue is that there is no precise definition of the “tail”
where the model is expected to be a good description.
For example, Grand et al. (2019) studied numerical sim-
ulations and found that those distributions deviate from
Eq. (1) due to the presence of substructure, often leading
to underestimates of the Milky Way mass.
In this paper, we argue for an approach that can more
robustly determine where the “tail” of the stellar speed
distribution is, and that takes into account the presence
of kinematic substructure. Given what is known about
the Sausage, it is likely that a large fraction of stars in
the tail of the distribution can be attributed to this sub-
structure; as argued by Deason et al. (2019), it will have
a different slope k than the rest of the stellar halo. In-
cluding substructure is thus physically motivated. The
tail of the distribution is then the sum of (at least) two
distributions and might not be well-described by a sin-
gle power law for low vmin. Not including substructure
could then bias vesc measurements.
To address these points, we build a pipeline where
we add a second component of the velocity distribution,
also modeled as in Eq. (1) but with a new slope kS .
While this is motivated by substructure, it can also be
viewed as a more flexible model for the steeply falling
speed distribution. We show how vesc can be obtained
more robustly by performing tests on the data as a func-
tion of vmin and the number of bound components. For
instance, it is expected that a single component will be
adequate for large enough vmin. Performing these tests
can ensure that the fit for vesc is not biased by struc-
ture in the speed distribution at lower speeds. In all of
these tests, it is important that we keep the priors for all
parameters as wide as possible so we are not artificially
shaping the results.
In this work, we present the pipeline and analyses with
mock data sets containing kinematic substructure. This
paper is organized as follows. In Sec. 2, we first discuss
in more depth the motivation for including substruc-
ture and illustrate the main points. The details of the
pipeline are provided in Sec. 3. In Sec. 4 we test the
pipeline on mock data sets containing substructure, and
compare results when one or two bound components are
used in the fit. We also study the effect of strong priors
on the results, and test the robustness of the fits when
the slopes in the components are changed. In a com-
panion paper (Necib & Lin 2021), we apply this method
on Gaia DR2 data for stars in the local neighborhood
([7,9] kpc in Galactocentric distance), to present the
most robust estimate of the local escape velocity, from
which we deduce the mass of the Milky Way.
3
2. MOTIVATION FOR INCLUDING
SUBSTRUCTURE
In this section, we discuss two broad motivations for
including kinematic substructures in modeling the tail of
the velocity distribution. First, kinematic substructure
—the Sausage— is present in the Milky Way (Belokurov
et al. 2018; Helmi et al. 2018) and can comprise a large
fraction of stars (Necib et al. 2019a). However, based
on empirical studies of the Sausage kinematic proper-
ties from Necib et al. (2019a), it is not obvious what
the substructure slope k and fractional contribution to
the tail of the velocity distribution should be. Rather
than using simulations as a prior on the slope, we prefer
to obtain independent information about the kinematic
substructure from the data.
Second, not accounting for this substructure can lead
to biases in Milky Way mass estimates (Grand et al.
2019). In particular, the choice of a low vmin = 300 km/s
is common in the literature as it increases statistics. For
such low vmin compared to an expected escape veloc-
ity vesc ∼ 500 km/s, there may be contributions from
multiple kinematic structures, including for example the
Sausage. Not accounting for the second component can
then pull the fit towards larger vesc, depending on vmin.
By performing a two-component fit over different vmin,
we can demonstrate the robustness of the posterior dis-
tributions on vesc and hence on Milky Way mass esti-
mates.
2.1. The presence of substructure in the tail
The Milky Way recently underwent a major merger,
the Sausage (Belokurov et al. 2018; Helmi et al. 2018),
which was discovered through its distinct chemical and
phase space properties. It was shown that the merger
contributes about ∼ 60−72% of the non-disk stars in the
local neighborhood (Necib et al. 2019a,b), which means
that it would be expected to strongly shape the tail of
the stellar speed distribution.
To illustrate this, in Fig. 1 we plot the speed distribu-
tions of the stellar Halo and the Sausage (Necib et al.
2019a), normalized by their relative fractions, where
we assume that the Sausage comprises 70% of the to-
tal distribution.2 These are the best fit distributions
that have been built by modeling Galactocentric veloc-
ities and metallicity measurements from a cross match
of Gaia DR2 and the Sloan Digital Sky Survey (Ahn
et al. 2012) using a Gaussian Mixture model with Halo,
Sausage, and Disk components. While the Halo and
Disk were modeled as three-dimensional Gaussian dis-
2 https://linoush.github.io/DM Velocity Distribution/
tributions in spherical Galactocentric coordinates, the
Sausage was modeled as a sum of two Gaussians with
opposite-sign means and equal dispersions in vr, and
single Gaussians in vθ and vφ.
In the left panel of Fig. 1, we plot the full speed dis-
tributions, while on the right we plot the tail of the
distributions on a log scale, with |~v| > 300 km/s. In
the bottom panels, we plot the integrated ratio of the












where fS and fH are the speed distributions of the
Sausage and the Halo respectively. We see that the frac-
tion of the Sausage distribution decreases as a function
of speed. This is because the distribution for the Sausage
peaks at lower velocities than that of the Halo. From
the right panel, we also see that the slope of the Sausage
is larger3 than that of the Halo (kS > k), correspond-
ing to a sharper drop at higher velocities. Of course,
the distributions in Fig. 1 are the result of a fit to a
Gaussian Mixture Model, and therefore are not tuned
for accuracy of the tails. Nevertheless, based on this,
one might still expect a sizable percentage of the tail of
the distribution to be coming from the Sausage.
Because the contribution of the Sausage for a given
vmin is a priori unknown but likely sizable, single-
component fits to the tail of the velocity distribution
might fail to describe the data accurately and bias re-
sults. Based on studies of the Sausage so far, there is
not enough information to set a strong prior on the
slope or fractional contribution of the Sausage. Dea-
son et al. (2019) adopts a prior on k ∈ [1, 2.5] based
on simulations where the tail of the velocity distribu-
tion is dominated by a substructure like the Sausage,
which might not be true in the case of the Milky Way.
Instead, we find the opposite behavior in Fig. 1. Mean-
while, other works have argued for and used different
priors based on simulations, with Smith et al. (2007) us-
ing k ∈ [2.7, 4.7] and Piffl et al. (2014) arguing that one
expects k ∈ [2.3, 3.7]. The choice of prior thus largely
depends on the merger history of the simulations consid-
ered. For a fit with degenerate parameters, the results
are then strongly molded by the priors, and could lead to
incorrect results, as we discuss in Sec. 4. In this work, we
prefer to remain agnostic as to the interpretation of each
bound distribution. Instead, we will show how including
3 To give some intuition, k → 0 is a Heaviside function that is
truncated at v = vesc, while k → ∞ is a sharply falling function.
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Figure 1. Speed distributions of the Halo and Sausage components from Necib et al. (2019a), assuming a total Sausage
fraction of 70% of the sum of the distributions. (Left) Full speed distributions, (Right) speed distributions above 300 km/s in
logarithmic space. (Bottom) Fractional contribution of the Sausage distribution for all speeds above |~v| (see Eq. (2)).
kinematic substructure in the fit allows an independent
robust way to measure properties of the substructure.
2.2. Influence of substructure on single-component fits
to the tail
Having argued that there could be a large substructure
component, we now show how results could be affected
if this substructure is not included in the model. While
we defer the detailed discussion of our pipeline to Sec. 3,
here we show the results of some analyses on mock data
to illustrate the main ideas.
We generate two sets of mock data, one with a single
bound distribution drawn from Eq. (1) and another con-
taining two velocity distributions with different slopes k
but a common vesc. For the single bound distribution,
we assume k = 1 and vesc = 500 km/s. For the mock
data set with substructure, we assume a substructure
fraction of fS = 0.6 and substructure slope kS = 1,
while the other component has k = 3.5. In both cases,
we also include an unbound outlier population, which
is a fraction f = 0.01 of the total stars and described
by a Gaussian with dispersion σout = 1000 km/s. To
simulate a realistic data set, we take vmin = 300 km/s
and smear the true speeds of the stars with a random
Gaussian error of 5%, which will be further discussed
later.
In Fig. 2, we show the result of fitting both these data
sets to a model with a single bound component. The
model also includes the outlier component and accounts
for the errors on the velocity measurements, as will be
described in the next section. When the mock data con-
tains a single component (left), we find that the fit is
indeed consistent with the true model.
However, when the mock data contains two compo-
nents (right panel of Fig. 2), we find two important im-
pacts on the fit for vesc: the best fit value of vesc is biased
higher, and the degeneracy between k and vesc is larger,
with larger error bars on vesc and k. To understand this
behavior, we first observe that the best-fit slope k is in
between the values of the individual slopes of the two
components; the best fit value is k = 2.32+0.29−0.24 while the
true values are kS = 1 and k = 3.5. This is because
the tail of the distribution will be described by the com-
ponent with lower slope (here k = 1), while the stars
at lower speeds will drive the preferred slope to higher
values. Because of the correlation between the effects
of increasing k and vesc, the escape velocity will also be
driven to larger values to better fit the tail.
As discussed in Sec. 1, other works have set strong
priors on the slope k in order to reduce the degener-
acy seen between k and vesc. In general, these priors













































































Figure 2. Corner plots of the fit to a single bound component. The 2D contours are the 68%, 95%, and 99% containment
regions. The dashed lines in the 1D posteriors are the median and 1σ containment regions. (Left) We use mock data that
includes a single component with true values vesc = 500 km/s and k = 1, which are indicated by the blue lines. The stars
were smeared with a random Gaussian error of 5%. The fit is consistent with the true values. (Right) We use mock data that
contains two bound components, as described in more detail in the text. In this case, there is a larger degeneracy between k
and vesc compared to the single-component data and vesc is biased toward larger values.
eter k piling up at the edge of the priors. Choosing a
narrow prior thus shapes the posteriors, leading poten-
tially to incorrect results. Indeed, Deason et al. (2019)
found that the choice of the priors affects the end result
of the Milky Way mass. The example of Fig. 2 shows
that the degeneracy in k and vesc could be partially due
to the presence of multiple stellar components. As we
will show in detail throughout this work, modeling both
components properly leads again to a robust fit. The
goal of this paper is thus to build a robust method that
accounts for kinematic substructure, and is less sensitive
to the choice of priors.
3. ANALYSIS
3.1. Multi-Component Pipeline
We now present the likelihood function for an un-
binned analysis on a sample of stars with minimum ob-
served velocity vmin. This analysis will involve either
a single bound component, or two bound components.
Each stellar velocity distribution will be modeled as in
Eq. (1), above a minimum velocity threshold vmin.
The true velocity distribution is smeared out by the
measurement error, modeled by a 1-dimensional Gaus-
sian. We define for each star α the probability to observe











where v is the true velocity of the star, and σv,α is the ob-
served measurement error. Then the likelihood for star
α to be drawn from the distribution defined by Eq. (1)
is given by
p̃α(vobs|vesc, k) =Cα(k, vesc)×∫ ∞
0
dv (vesc − v)k pα(vobs|v)Θ(vesc − v) (4)
where the lower limit of the integration region is 0 to
account for stars with true speed below vmin. The factor
Cα(k, vesc) leads to a normalized PDF in the data region
[vmin,∞], meaning∫ ∞
vmin
dvobs p̃α(vobs|vesc, k) = 1. (5)
Note that the power law in Eq. (1) should approximately
describe stars even with velocities below vmin, since some
of these stars may be observed above vmin due to mea-
6











Studies such as Piffl et al. (2014); Deason et al. (2019)
used bootstrapping methods to take into account the er-
ror distributions. They resampled the stars within their
error bars to quantify the errors on the final values of the
escape velocity. In this paper, we account for individual
errors on all stars in the likelihood function. Although
our method is more computationally intensive, we for-
ward model all errors to obtain posterior distributions.
A similar treatment of the errors was used by Koppel-
man & Helmi (2020) (with the difference that ours in-
cludes an outlier model and a second component).
Beyond the bound component, we also expect a small
fraction of the stars to be either ejected or on unbounded
orbits (e.g. Hattori et al. (2018)). To account for such
stars, we use an outlier model similar to that of Williams
et al. (2017), where










Unlike Williams et al. (2017), which fixed the value of
σout = 1000 km/s, we marginalize over the dispersion
σout of the outlier model as well as its fraction f . We
also add in quadrature the measurement error of a par-
ticular star, although we expect it to be subdominant



















The likelihood per star α for a single bound compo-
nent is therefore
L1α = (1− f)p̃α(vαobs|vesc, k) + fpout(vαobs|σout), (9)
while for two bound components it is
L2α =(1− f) [ fS p̃α(vαobs|vesc, kS) (10)
+(1− fS)p̃α(vαobs|vesc, k) ] + fpoutα (vαobs|σout),
where the slopes of the components are k and kS , and
the fraction of the second component is labeled as fS .






Parameter Prior Range Prior Type
vesc [vmin, 1000] km/s 1/v
k [0.1, 15] Linear
f [10−6, 1] Log
σout [3, 3000] km/s Log
kS [0.1, k] Linear
fS [0, 1] Linear
Table 1. List of the priors used in the analysis.
with i = {1, 2} the number of bound components as-
sumed in the analysis. In what follows, we will refer to
the two analyses as the “single component” and “two
component” fits, by which we are discussing the bound
components. In this work, we adopt the same terminol-
ogy as in Necib et al. (2019a), where we call the relaxed
component the Halo, and the kinematic substructure the
Sausage. We emphasize that we do not know a priori
which component corresponds to which value of k.
We use the Markov Chain Monte Carlo emcee
(Foreman-Mackey et al. 2013) to find the best fit pa-
rameters, using 200 walkers, 500 steps for the burnin
stage, and 2000 steps for each run. We next describe
the parameters and priors.
3.2. Priors
The parameters of the single-component fit are the es-
cape velocity vesc, the slope k, the fraction of the outlier
distribution f , and the dispersion of the outliers σout.
For the two-component likelihood function, Eq. (10), we
add the slope of the second component, kS , and its rela-
tive fraction with respect to the bound components, fS .
Without loss of generality, we assume kS < k, but we
remain agnostic as to the physical interpretation of each
component.
We list these parameters in Table 1 along with their
priors. The theory prior on the escape velocity is taken
to be uniform in 1/vesc. Note that other authors such
as Deason et al. (2019) have taken a slightly different
prior that is uniform in log vesc; given the narrow poste-
riors we will obtain, this choice will not impact results
significantly. The fraction and dispersion of the outlier
distribution are taken to have log priors, given the large
ranges that they might span. The fraction of the second
component fS is taken to be linear in [0, 1]. The slopes
k and kS are taken to have linear priors. It important to
emphasize that the default prior on the slopes is taken
to be very wide,4 where k, kS ∈ [0.1, 15], as our goal to
avoid shaping the distribution with restrictive priors.
4 We have also verified that our results are unchanged with the
prior k, kS ∈ [0.1, 20]
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3.3. Errors on speed measurements
In this work, we will perform analyses on mock data
generated with:
• No Errors: This will only be used on mock data
to disentangle the effects of the errors from the rest
of the pipeline. As expected, we cannot use this
type of analysis for Gaia data, as all data includes
measurement errors.
• Percentage Errors: We assume the measure-
ment errors on stars are a percentage of their true
velocity. More explicitly, for each star with a true
speed |~v|, we sample its observed speed from a
Gaussian distribution with a mean |~v| and a dis-
persion x × |~v|. Here x is the percentage error,
and we will consider as a representative value of
x = 5%. This case is closest to the Gaia data,
discussed in more detail in Necib & Lin (2021).
In addition, in the Appendix, we provide the results
for mock data generated with the same absolute error
in km/s for all stars, taking a representative value of 20
km/s since it is the most similar to the errors on stars in
the Gaia data. We find the conclusions are not sensitive
to this particular choice. We also show results for the
analysis with errors of 10%, further discussed in Sec. 4.6.
3.4. Akaike information criterion
We will run the pipeline of Sec. 3.1 on a single com-
ponent fit, as is standard in the literature, as well as the
two component fit. In order to compare the two fits,
we compute the Akaike Information Criterion (AIC) of
each distribution, where the AIC is defined as (Akaike
1974)
AIC = 2s− 2 log(L̂), (12)
where s is the number of parameters of the fit, and
log(L̂) is the maximum log likelihood of the fit. We
compare the AIC of the single and two component fits
to the data, where the one with the lower value of AIC
is the better fit. Alternative functions, for example the
Bayes Information Criterion (BIC) can also be used (see
e.g. Wit et al. (2012)), but the AIC provided the most
robust results when applied to simulations. The differ-
ence is in the way that it penalizes the added number of
parameters, where AIC penalizes the models as 2s while
BIC penalizes them as s log(n), with n the total number
of data points in the set (Vrieze 2012).
In this analysis, we will be evaluating
∆AIC = AIC2 −AIC1, (13)
where AICi is the AIC of the single (i = 1) or double
(i = 2) component fit.
4. RESULTS WITH SIMULATED DATA
We now present fit results analyzing mock data that
includes a Halo component, a component due to a
Sausage-like merger, and an outlier distribution. We
thus explore how well the true vesc can be recovered in a
fit, depending on different choices for vmin, on the num-
ber of bound components in the fit, and on the priors
for the slopes.
Throughout this section, we work with a fiducial sam-
ple of 2000 mock stars. The number of stars was chosen
to be comparable to that found in the Gaia data sample,
and we assume vesc = 500 km/s, with the slopes k = 3.5
and kS = 1.0. The fraction attributed to the Sausage
is fS = 0.6 for vmin = 300 km/s. The outliers are sam-
pled from a Gaussian distribution with zero mean, a
dispersion σout = 1000 km/s, and an associated frac-
tion f = 0.01. From the fiducial sample, we generate
three different data sets, by resampling each star from
a Gaussian distribution with a mean given by the true
speed and a dispersion given by its error. We will con-
sider the two types of errors discussed in Sec. 3.3: the
no error sample, and the percentage error sample with
errors of 5%. (An absolute error sample with errors set
at 20 km/s for all stars is shown in Appendix A.)
We show the fiducial sample of stars in Fig. 3, where in
the left panel there are no measurement errors and in the
right panel we include percentage errors of 5%. The pink
arrow shows the true escape velocity at 500 km/s, but in
the right panel, the tail of the distribution extends out
beyond 500 km/s due to the errors. It is thus imperative
that the likelihood takes into account the presence of
such errors. The “true” distributions (solid curves) in
the right panel are different from those on the left panel
because we plot Eq. (4) instead of Eq. (1) in order to
account for the presence of errors.
From Fig. 3, we can immediately see that if the min-
imum velocity of the data sample vmin is too low, we
might see more than a single distribution in the fit. The
total distribution (blue) is dominated by the distribu-
tion with the lower k for high enough speeds (|~v| & 400
km/s). Below these values, the presence of the second
distribution starts to dominate and will affect the fit.
Using a single distribution would not produce the correct
fit and slope, as we will explicitly show. Nevertheless, in
order to have sufficient statistics and to obtain a reason-
able fit to the distribution, previous works5 have used
rather low values of vmin = 250, 300 km/s and obtained
5 Earlier studies performed this analysis with just the line-of-sight
velocity measurements, so in order to have a fair comparison, we
only compare to Monari et al. (2018); Deason et al. (2019) as
they have used three-dimensional velocity measurements.
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Figure 3. (Top) Mock data drawn from a mixture of two bound components with vesc = 500 km/s, and an outlier component
with a fraction of 0.01 and a dispersion σout = 1000 km/s. The halo component has k = 3.5 and the substructure fraction is
fS = 0.6, with kS = 1.0. The colored curves are the true distributions. (Left) We assume no measurement errors. (Right) We
assume a measurement error of 5% on the speeds. The true escape velocity is shown as a pink arrow. (Bottom) Ratio of the
generated distribution to the true distribution. The generated stars follow the true distributions (accounting for errors), with
fluctuations at high speeds due to the small outlier fraction. The missing bins are due to the lack of data in these bins.
a local escape velocity vesc ∼ 520 − 580 km/s (Monari
et al. 2018; Deason et al. 2019). It is not known a priori
where the cut should be, such that a single power law
distribution is valid. Therefore, in this paper, we will
use different values of vmin on mock data to show how
this can provide an additional handle on the robustness
of the result.
We now proceed by implementing the analysis out-
lined in Sec. 3 for different sets of minimum velocities,
with vmin ∈ [300, 325, 350, 375, 400] km/s. We do not
generate a separate data set for each run, but rather use
the exact same data set throughout, which leads to the
number of stars per sample decreasing as the minimum
velocity changes. For example, for the sample with no
errors, the number of stars in the sample is 2000 stars
for vmin = 300 km/s, while it drops to 408 stars for
vmin = 400 km/s. The Gaia data behaves similarly,
thus we can account for the effect of decreasing statis-
tics with increased cutoff velocity in this manner.
4.1. No Error Analysis
We first assume perfect measurements while analyz-
ing generated data. Doing so helps validate the pipeline
and isolate the effects of the errors. In Fig. 4, we show
the posterior distributions of vesc and of the slope(s) for
different values of vmin. We show both the single compo-
nent fit (Eq. (9)), as has been previously implemented,
as well as the two component analysis (Eq. (10)). The
dashed gray lines in Fig. 4 are the true values.
We begin by considering the sample with vmin > 300
km/s, and 2000 stars. We find that the two compo-
nent fit, in the absence of errors, accurately obtains the
correct escape velocity and substructure slope. More
explicitly, the best fit values for the escape velocity and





−0.13, both of which are within a standard de-
viation of the true values of vesc = 500 km/s and kS = 1
(see corner plot in Fig. S3). Meanwhile, the posterior
distribution of k for the Halo extends to high values,
k = 8.98+3.48−2.93, which is only within two standard devi-
ations of the true value. The high slope might lead us
to incorrectly conclude that a single function fit is suffi-
cient. However, doing so in this case anchors the single
component to a slope larger than that of the Sausage,
resulting in an overestimate of the escape velocity with
vesc = 510.71
+7.20
−5.81 km/s and with k = 1.61
+0.15
−0.13 (full
corner plot can be found in Fig. S4).
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Figure 4. Analyses of generated data with no errors, assuming the fiducial 2-component data set used throughout this section.
(Top) For each vmin ∈ [300, 325, 350, 375, 400] km/s, we show on the vertical axis the posterior distribution of vesc for a single-
component fit (blue) and the two-component fit (red). The true value is indicated by the dashed grey line. (Bottom) Posterior
distribution of k for a single-component fit (blue) and of kS (lighter red) and k (darker red) for the two-component fit.
To understand these fit results in terms of the speed
distributions, we show these resulting range of distri-
butions in Fig. 5 for the two component analysis (left
panel) and the single component analysis (right panel).
The shaded regions are the 68% containment regions
for each component, while the dashed lines are the
true model distributions. In the left panel, we see
that the range of Halo distributions does not match
the true Halo component, and has quite a large un-
certainty. Disentangling that particular slope is quite
difficult given the narrow range of values in which it
dominates (|~v| ∈ [300, 350] km/s, as can be seen in the
true distributions). From the corner plot in Fig. S3, we
see that there is a degeneracy between the substructure
fraction and the Halo slope, where a larger Halo slope
can be compensated by increasing fS . The fit, however,
is finding the correct model of the tail of the speed dis-
tribution, and subsequently the correct escape velocity.
The outlier distribution is also correctly recovered.
In the right panel of Fig. 5, we overlay the fit results for
the single component analysis. With a single function,
the fit has to account for both the lower speed stars near
|~v| ∼ 300 km/s with a larger k, as well as the slope and
cutoff near vesc. Doing so with a single function leads to
overestimating the slope (since it is averaging the slopes
of the two distributions) as well as the escape velocity.
Because of the limited statistics of stars near vesc, the fit
is largely influenced by the distribution at lower speeds.
This is why it is imperative to understand the physics
of the objects being modeled when extracting a physical
quantity such as vesc.
Returning to the results with larger vmin in Fig. 4, we
find that as vmin increases, the single function and two
function fits quickly converge on the correct value. This
is the expected behavior since the speed distribution for
10













































Figure 5. Best fit speed distributions overlaid on a histogram of mock data, assuming perfect measurements. (Left) Best fit
distributions assuming two function fit; the true distributions are shown in dashed lines, and the best fit in solid lines. The
shaded regions are 68% containment regions obtained from the posteriors for each component. The distributions shown are the
Halo (red), the Sausage (green), the outliers (yellow), and the summed distribution (blue). (Right) Best fit distributions for
a single function fit. The functions shown are the Halo (red) and outliers (yellow). The summed distribution is shown in blue.
The “true” distribution shown in this case is that of the Halo alone, normalized to the full distribution.
larger |~v| is then dominated by a single function. The
example here illustrates that if there are kinematic sub-
structures that not captured by the model, this would
lead to results that drift with vmin. If the un-modeled
components peak at particular speeds, this could also
lead to results that are not even monotonic with vmin.
Redoing the fit for increasing values of vmin is therefore
a consistency test of the fit.
4.2. Percentage Errors
We next repeat the analysis using percentage errors of
5% on the speed of each star (as described in Sec. 3.3).
This case is most similar to what we expect to find in the
Gaia data. We show the results of the fit as a function
of vmin in Fig. 6. The results are qualitatively similar
to the case of no errors, but with larger spread in the
posterior distributions. In the single component fit with
vmin = 300 km/s, both vesc and the substructure slope
kS are biased towards larger values, with best fit val-
ues vesc = 527.60
+14.40
−12.00 km/s and k = 2.32
+0.29
−0.24. This
is again due to the fact that the slopes of the two dis-
tributions tend to get averaged with a single fit, while
the two component fit accounts for the presence of the
substructure.
We find that even including realistic observational
errors, the two-component fit can obtain robust fits
to vesc that are consistent with the true value for all
vmin. For example, in the case of vmin = 300 km/s,
vesc = 511.43
+17.94
−18.42 km/s. The slopes’ posteriors are
k = 2.97+2.05−0.64, and kS = 1.60
+0.57
−0.86, consistent with the
true values within a single standard deviation. In fact,
the Halo slope is better constrained in the presence of er-
rors than without. This difference might just reflect shot
noise in the generated distributions, which get smeared
out more when observational errors are included.
In Fig. 7, we plot the best fit distributions from the
two-component analysis against the data points. Note
that in plotting the best fit (solid lines) and true distri-
butions (dashed lines), we have taken into account the
presence of errors. To do so, we average over the errors
of the stars in the sample, and use Eq. (4) with these
values. We find that the Halo component (red) is poorly
constrained, similar to Fig. 5. This is again because the
Halo component dominates for only a small range of ve-
locities. The full distribution, however, is a good fit to
the data.
For a more quantitative analysis of the goodness of fit,
we evaluate the ∆AIC, introduced in Sec. 3.4, for the dif-
ferent values of vmin. We compare the two function fit to
the single function fit using Eq. (13). Negative values of
the ∆AIC correspond to a better fit for the two compo-
nent model over the single component model. We show
the resulting ∆AIC in Fig. 8 for the analyses with and
without errors (Sec. 4.1 and Sec. 4.2). In the absence of
observational errors, we find that the two component fit
is overwhelmingly preferred for the lower values of vmin.
For higher vmin ≥ 350 km/s, the one-component fit can
capture the tail well, and we see ∆AIC tends towards
positive values since there is a penalty for extra model
parameters. From Eq. (13), we would expect ∆AIC =
4 if the maximum likelihoods were exactly equal.
In the presence of 5% errors on the speeds, the ∆AIC
does not favor either the single or two-component fit
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Figure 6. Similar to Fig. 4, with the stellar speeds now sampled from a Gaussian distribution with a dispersion of 5% of the
true speed.























Figure 7. Similar to the left panel Fig. 5, we show the best
fit speed distributions overlaid on a histogram of the mock
data. Here we take stellar speeds sampled from Gaussian
distributions with 5% measurement error. Dashed lines are
true distributions, accounting for errors.
at lower vmin. At larger vmin and with 5% errors, the
∆AIC again tends towards positive values favoring the
single-component fit, as physically expected since a sin-
gle distribution dominates. A similar behavior is shown
for runs with an absolute error of 20 km/s, which are
discussed further in the Appendix in Sec. A.
Although the goodness of fit does not show a pref-
erence for the two-component analysis, it is important
to note that this analysis does show an escape velocity
that is robust to varying vmin. This can be seen in Fig. 4
and Fig. 6. For example, for the two component fit for
the benchmark data set with 5% errors, the best fit at
vmin = 300 km/s is vesc = 511.43
+17.94
−18.42 km/s, and at
vmin = 400 km/s is vesc = 509.18
+35.42
−20.29 km/s. This is
not true for the single component fit, where the results
drift with vmin. In this case, for vmin = 300 km/s, the
best fit is vesc = 527.60
+14.40
−12.00 km/s, while for vmin = 400
km/s it is vesc = 519.18
+36.31
−22.06 km/s. This means that
one has to check the goodness of fit for a different num-
ber of components, but also test the robustness of the
12















Figure 8. ∆AIC for the two-component fit compared with
the one-component fit. Negative values indicate the two-
component fit is favored. For larger vmin, only a single func-
tion is needed and the ∆AIC reflects the penalty for intro-
ducing additional parameters.
results as a function of vmin, a strategy we adopt when
studying the Gaia DR2 results in Necib & Lin (2021).
4.3. Effect of Limited Priors
To compare with the standard analysis in the litera-
ture, we next show the result of a single component fit
with limited priors on k. Such priors have been used
before to deal with limited data samples and the degen-
eracy in the fits for vesc and k, but leads to different
results for vesc depending on the prior chosen.
Here we use the same data set as described above with
vmin = 300 km/s and 5% errors, and now impose the
hard prior of Piffl et al. (2014), where k ∈ [2.3, 3.7]. Note
that the halo component’s slope k = 3.5 is within the
range of the priors, but the second slope kS = 1.0 is not.
The results are shown in Fig. 9. The effect of the limited
priors is to bias vesc towards even larger values than in
the analysis with loose priors, shown in Fig. 6. This
again reflects the fact that the single function fit will
tend to find an averaged slope of the two components,
with a tight correlation in vesc and k. A strong prior on
k towards larger values will then further bias vesc. Since
we do not a priori know the slopes and sizes of the
individual components, placing strong priors on k can
lead to incorrect inferences about vesc. As the statistics
and quality of the data improve, this effect would likely
become obvious if the posteriors are seen to pile up along
the edge of the k prior.
4.4. Estimating the Substructure Fraction and Slope
It is interesting to see how well we can reconstruct
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Figure 9. Using the same data set from Fig. 6 with vmin =
300 km/s, we perform a single-component analysis with a
prior on the slope k ∈ [2.3, 3.7]. This mimics the setup of
Piffl et al. (2014). In the presence of substructure, vesc is
biased towards larger values.
offer independent information on the Milky Way merger
history from other studies. Based on Fig. 6, it is possi-
ble to constrain the slope kS , where in that analysis we
obtained kS = 1.60
+0.57
−0.86 for vmin = 300 km/s, for a true
value of kS = 1. As pointed out in Deason et al. (2019),
this slope is correlated with the assembly history and can
be compared with the predictions of cosmological sim-
ulations for different merger mass and time. Although
it is difficult to constrain the larger of the slopes, the
smaller one is well constrained and robust throughout
our analyses, as shown in Fig. 6 (and Fig. S1 for the
example with absolute errors). In general, this smallest
slope could likely be attributed to the Sausage based on
the reasoning of Deason et al. (2019).
In addition, one of the parameters that we marginal-
ize over is the fraction of the non-outlier distribution
associated to the Sausage, fS . Note that the param-
eter fS in a given analysis is not exactly the same as
the value of fS = 0.6 used in generating the mock data
set. This is because the fraction changes as a function
of vmin, which can be seen for example in Fig. 3. We
thus compute the true values of fS(vmin) by integrating
the true distributions in the interval [vmin,∞] km/s as
shown in Eq. (2). The distributions fS and fH are now
those with the average errors convolved in them: i.e.,
the distributions in the right panel of Fig. 3.
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Figure 10. True versus recovered substructure fraction
posteriors from the analysis of Sec. 4.2, where we assumed
5% errors on the measured speeds of the stars. The true
fractions are shown as vertical dashed lines, and are or-
dered from lightest to darkest corresponding to the values
of vmin = [300, 325, 350, 375, 400] km/s.
In Fig. 10, we show the recovered posteriors of the
fraction fS along with the true values for fS(vmin), in-
dicated by dashed vertical lines. The distributions are
shaded from lightest to darkest as vmin increases from
300 km/s to 400 km/s. We find that the posteriors of the
fractions are not properly converged, and it is hard to ex-
tract the correct fraction of this distribution. This is be-
cause the Halo component is difficult to constrain when
it dominates for only a narrow range of speeds. This
highly depends on the differences between the slopes,
and as we will see in Necib & Lin (2021), the fractions
are better constrained in the Gaia DR2 analysis.
4.5. Additional Substructure
Including the second component allows us to model
and reconstruct a smoothly falling substructure compo-
nent, but there might be even more kinematic substruc-
tures or speed distributions which are not well-described
by a power law. Such features might also appear as a
result of data selection cuts or kinematically incomplete
samples. To test how this could affect our fits, we con-
sider mock data sets injected with additional Gaussian
distributions that are peaked at speeds above 300 km/s.
This kind of substructure could be a small fraction of the
overall stellar distribution, but still strongly influence fit
results if it is peaked at large |~v|.
We consider two cases: (1) a Gaussian with mean of
370 km/s, dispersion of 20 km/s, and fractional contri-
bution fi = 0.2, and (2) a Gaussian with mean of 500
km/s, dispersion of 50 km/s, and fractional contribution
fi = 0.01. The first case introduces an additional fea-
ture at 370 km/s that cannot be entirely modeled with
two power law distributions, while the latter case intro-
duces a feature near vesc that can easily lead to con-
fusion between the tails of the Sausage/Halo and the
outlier population. We created mock data sets assum-
ing these Gaussians in addition to the Sausage, Halo,
and outliers with fiducial parameters used throughout
the section; the latter distributions were then weighted
by 1 − fi. We take the same number of total stars as
before, N = 2000 for vmin = 300 km/s, and we again
assumed observational errors of 5%.
Histograms of the mock data sets are shown in Fig. 11,
along with the true distributions (dashed lines). The
shaded bands are the best fit distributions from a two-
component fit. In the first case (left panel), the Gaus-
sian at 370 km/s introduces an additional bump which
flattens out the speed distribution below 400 km/s. The
best fit slopes are correspondingly driven to low values in
order to fit this feature, with kS = 0.65
+0.17
−0.15. Due to the
degeneracy between k and vesc, this leads to vesc being
significantly underestimated with vesc = 462.4
+5.8
−5.4 km/s
for vmin = 300 km/s. Fig. 12 shows the resulting pos-
teriors for vesc and k as a function of vmin, for both
single and two-component fits. In this case, the single
and two-component fits give similar results at low vmin,
where the fit is driven strongly by the additional injected
Gaussian. As we increase vmin to 375 km/s and above,
we cut out most of the injected feature and the fits again
converge to the correct vesc. This example shows that
both one- and two-component fits can exhibit vesc results
that drift with vmin when there is peaked substructure
between vmin and vesc.
In the second case we studied, the additional Gaus-
sian is near vesc. This example illustrates what can
happen in the fits if there is an additional population
which is clustered near vesc, or if the outlier population
is not captured by our model. As shown in the right
panel of Fig. 11, the best fit vesc is driven to larger val-
ues in order to capture this additional component, with
vesc = 563
+54
−46 km/s for vmin = 300 km/s. The posteriors
in vesc and k as a function of vmin are shown in Fig. 13.
We see that the presence of the additional unmodeled
component near vesc leads to a much more severe degen-
eracy in vesc and k for both single and two-component
14
















































Figure 11. Best fit distributions (shaded bands) over a histogram of the mock data, where the mock data set includes an
additional injected Gaussian feature. (Left) We inject a Gaussian centered at 370 km/s, with a dispersion of 20 km/s, and a
fraction fi = 0.2, which leads to an additional feature in the speed distribution instead of a smoothly falling function. In order
to fit the feature, the slopes of the Halo and Sausage are driven to smaller values, as can be seen in Fig. 12 for vmin = 300 km/s.
(Right) We inject a Gaussian centered at 500 km/s with a dispersion of 50 km/s and a fraction fi = 0.01, which smears the
tail of the velocity distribution and drives the fit towards larger vesc.
fits. Thus, seeing highly degenerate or non-convergent
results even for high vmin, where we expect a single com-
ponent to dominate, may indicate the presence of ad-
ditional high-speed substructure or mismodeled outlier
population.
While the Gaussian injections considered here are ar-
tificial, they are useful to illustrate the effect in two
somewhat extreme cases. These two cases show how
additional unmodeled substructure may drive vesc sys-
tematically higher or lower, depending on where this
substructure peaks. If the substructure peaks at lower
|~v|, this can be diagnosed if we obtain vesc results that
depend on vmin, and mitigated by selecting large enough
vmin. If the fits exhibit a large amount of degeneracy and
do not converge even with good statistics, it might be a
sign that our outlier model is not sufficient. This case
will be more challenging to get around. However, per-
forming these tests can allow us to be more confident
that the fit results are not being strongly driven by the
presence of unmodeled components.
4.6. Further case studies
We test the method introduced in this work in a num-
ber of other scenarios, which we summarize here. We
leave the full details for App. C.
Similar slopes: If the values of the slopes k and kS
are similar, then it becomes more difficult to separate
the two components. We test this case with an analysis
on mock data with kS = 1 and k = 2, and show the
results of the fits in Fig. S9. With a low vmin, it is
still possible to extract the two slopes with the two-
component analysis, but we find that it is difficult to
extract the individual slopes for larger vmin. However,
the value of vesc remains robust to the change in the
slopes. Furthermore, if this case exists in data, we can
verify it by checking the behavior of the single and two
component fits as a function of vmin and using the AIC.
When the slopes are very similar, we expect to see a
similar vesc result between the single and two-component
fits at low vmin.
Large errors: Another case we checked is if the er-
ror in the measurements are larger. In Appendix C.2,
we show the results of an analysis with 10% errors on
the speeds, keeping the fiducial model parameters the
same as in the rest of this section. In this case, the tail
of the speed distribution is shaped strongly by the er-
ror distribution and it is difficult to distinguish the two
components or their slopes. Although the recovery of
the slopes is difficult in this case, we find that the es-
cape velocity obtained remains quite robust throughout
the full analysis. Given that a realistic data sample has
errors close to 5%, this case can also be avoided with
quality cuts on the stars.
These examples further illustrate why it is valuable to
perform single and multi component fits as a function of
vmin. By understanding the behavior in both cases, we
can also infer whether the results may be biased by one
of the limiting scenarios discussed here.
5. CONCLUSIONS
In order to extract sensible results for the local stellar
escape velocity, recent studies have taken low values for
vmin, where it is not clear if the power-law distribution
of Leonard & Tremaine (1990) holds, and imposed ar-
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Figure 12. Fit results as a function of vmin for a mock data set where we injected an additional Gaussian substructure component
with mean 370 km/s, dispersion 20 km/s, and fractional component fi = 0.2. A drift in vesc for even the two-component cases
suggests additional unmodeled structure at lower v.
tificial priors on the slope of the speed distribution k.
These choices can shape the measurement of the escape
velocity and the mass of the Milky Way. In this paper,
we focused on building a robust strategy to obtaining the
escape velocity, with results independent of the choice
of the priors. Our pipeline accounts for individual errors
on stellar speeds in a forward model, as well as the out-
lier distribution. Most importantly, we account for the
presence of multiple kinematic substructure components
in the speed distribution for the first time.
A second kinematic component in the speed distribu-
tion is motivated by the presence in our local neighbor-
hood of (at least) a second kinematic structure besides
the stellar halo, called the Gaia Sausage. To account for
this, studies of the tail of the speed distribution either
need to increase the minimum velocity vmin above which
we define a “tail,” or make sure that we have the correct
number of components in the model. Thus including a
second kinematic component is physically motivated.
To model the presence of this substructure, we in-
troduce a second bound component following Eq. (1),
with the same escape velocity but a new slope for the
tail k. The approach can also be generalized to include
more components. We then fit for the escape velocity,
the slopes of the structures, and their fractional contri-
butions. The fit is repeated with different numbers of
components, and different definitions of the tail of the
distribution (i.e., different values of vmin).
Using mock data, we found that our pipeline can re-
construct vesc in the presence of substructure, and fur-
thermore is robust to changes in slope and the presence
of observational errors. One lesson drawn from these
results is that it is crucial to study the dependence of
the fit results as we increase vmin, the minimum speed
for the data set. We have shown how a single compo-
nent fit could be biased for low vmin, while at high vmin
the result of the single and two component fits should
converge. In parallel, we can also measure the AIC as
16
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Figure 13. Fit results as a function of vmin for a mock data set where we injected an additional Gaussian substructure
component with mean 500 km/s, dispersion 50 km/s, and fractional component fi = 0.01. The sizeable degeneracy in vesc and
k, as well as the non-convergent results at larger vmin, are indicative of unmodeled structure near the tail or mismodeled outliers
population.
a goodness of fit test, and check that it prefers a single
function as vmin increases. A strong drift in vesc and
k with vmin could be an indication that the model is
missing an important component of the data.
To argue against using tight priors as has been the
standard in the field, we also analyzed the mock data
with the priors used in Piffl et al. (2014). When the slope
of a single-component fit is limited by the priors, the
inferred escape velocity will be strongly affected. The
choice of priors in previous studies is based on simula-
tions, and depends on the merger history of the simula-
tions considered. Since we do not know a priori what
the true slopes should be and currently do not have em-
pirical evidence on these values, we should keep the pri-
ors wide in order to obtain a robust measurement of the
escape velocity.
In a companion paper Necib & Lin (2021), we use the
method outlined here to measure the escape velocity of
the Milky Way. We apply the single and two function
fits over the five values of vmin, as was done on the mock
data sets. There we show that a multicomponent fit does
provide a better fit to Gaia data, allowing us to extract
a robust escape velocity of vesc = 484.6
+17.8
−7.4 km/s and
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A. RESULTS WITH ABSOLUTE ERRORS OF 20 KM/S
In the main text, we generated mock data assuming observational errors of 5%. Here we show results for an absolute
error of 20 km/s. This leads to observational errors that are similar in magnitude, although smaller at high speeds,
and the fit results are qualitatively similar as well.
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Figure S1. Similar to Fig. 4, with the observed stellar speeds now sampled from a Gaussian distribution about the true speed
with a dispersion of 20 km/s. The results are qualitatively similar to the case with 5% errors.
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Figure S2. Similar to the left panel of Fig. 5, with the errors on the stellar speed sampled from Gaussian distributions with
20 km/s dispersions. The single component fit (right panel) overestimates the escape velocity.
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B. CORNER PLOTS
In this section we show the corner plots of the fits of the main text. In addition, we present the corner plots for the
case of 20 km/s errors.
B.1. No errors
In Fig. S3 and Fig. S4, we show the corner plots for mock data generated with no observational errors. The mock





























































































































Figure S3. Corner plot of the run assuming two bound components, vmin = 300 km/s, and no errors. The 2D contours are the






















































































Figure S4. Corner plot of the run assuming one component, vmin = 300 km/s, and no errors. The 2D contours are the 68%,
95%, and 99% containment regions. The escape velocity is biased towards larger values compared to the true vesc = 500 km/s.
See discussion in Sec. 4.1.
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B.2. 5% errors
In Fig. S5 and Fig. S6, we show the corner plots for mock data generated with 5% observational errors. The mock
















































































































Figure S5. Corner plot of the run assuming two bound components, vmin = 300 km/s, and percentage errors of 5%. See
























































































Figure S6. Corner plot of the run assuming one component, vmin = 300 km/s, and percentage errors of 5%. The escape
velocity is biased towards larger values compared to the true vesc = 500 km/s. The true k shown here is that of the component
with k = 3.5. See discussion in Sec. 4.2.
24











































































































































































































Figure S8. Corner plot of the run assuming one component, vmin = 300 km/s, and absolute errors of 20 km/s. The true k
shown here is that of the component with k = 3.5.
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C. FURTHER CASE STUDIES
In Sec. 4.6, we summarized case studies with two scenarios: where the slopes of the components are more similar,
and when the measurement errors are larger. We provide the fit results here.
C.1. Similar slopes
To test the case of similar slopes, we considered mock data with kS = 1 and k = 2. For vmin = 300 km/s, we find
vesc = 499
+13
−12 km/s from the two-component fit. This is similar to the previous analyses shown in Fig. 6 for kS = 1
and k = 3.5. When vmin = 400 km/s, we find that including the second component does not reproduce the true values
quite as well: there is an underestimation of vesc = 488
+13
−8 and the posterior for kS = 0.39
+0.51
−0.28 is driven to small
values. However, the results are still consistent within the errors.
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Figure S9. Similar to Fig. 6, but where the slopes of the two substructure components are kS = 1 and k = 2. The stellar
speeds are again sampled from a Gaussian distribution with a dispersion of 5% of the true speed. With more similar slopes of
the two components, the single-component fit is not quite as discrepant from the true value, and in fact does a better job for
large vmin.
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Figure S10. Similar to Fig. 5, but where the slopes of the two substructure components are kS = 1 and k = 2. The stellar
speeds are again sampled from a Gaussian distribution with a dispersion of 5% of the true speed. The left panel shows the



















































































Figure S11. Corner plot of the run fitting the mock data with one component, with vmin = 300 km/s. The mock data is

























































































































Figure S12. Corner plot of the run fitting the mock data to two components, with vmin = 300 km/s. The mock data is
generated with two substructure components with kS = 1 and k = 2, and percentage errors of 5% on the speed. See discussion
in Sec. 4.6.
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C.2. Impact of large errors
With the fiducial model considered in the main text, we also considered a mock data set generated with 10% errors
on the speeds. Fig. S13 shows the fit results for different vmin. The vesc results are slightly lower than the injected
values, but still consistent within one standard deviation. In the two-component fit, kS also tends towards lower values
compared to the true values. This may partly be due to the priors selected. When the errors are larger, the behavior
of the tail of the distribution is driven more strongly by the errors than by the intrinsic slopes, and it is more difficult
to extract vesc. In this scenario, the posterior distribution will be more strongly driven by the priors, with the 1/vesc
prior favoring lower vesc and kS .
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Figure S13. Similar to Fig. 4, with the stellar speeds now sampled from a Gaussian distribution with a dispersion of 10% of
the true speed.
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Figure S14. Similar to the left panel of Fig. 5, with the errors generated on the stellar speed sampled from Gaussian distributions
with 10% dispersions.
