Question answering promises a means of efficiently searching webbased content repositories such as Wikipedia. However, the systems of this type most prevalent today merely conduct their learning once in an offline training phase while, afterwards, all parameters remain static. Thus, the possibility of improvement over time is precluded. As a consequence of this shortcoming, question answering is not currently taking advantage of the wealth of feedback mechanisms that have become prominent on the web (e. g., buttons for liking, voting, or sharing). This is the first work that introduces a question-answering system for (web-based) content repositories with an on-line mechanism for user feedback. Our efforts have resulted in QApedia -a framework for on-line improvement based on shallow user feedback. In detail, we develop a simple feedback mechanism that allows users to express whether a question was answered satisfactorily or whether a different answer is needed. Even for this simple mechanism, the implementation represents a daunting undertaking due to the complex, multi-staged operations that underlie state-of-the-art systems for neural questions answering. Another challenge with regard to web-based use is that feedback is limited (and possibly even noisy), as the true labels remain unknown. We thus address these challenges through a novel combination of neural question answering and a dynamic process based on distant supervision, asynchronous updates, and an automatic validation of feedback credibility in order to mine high-quality training samples from the web for the purpose of achieving continuous improvement over time.
INTRODUCTION
Question-answering (QA) systems promise an efficient way to search content repositories, as both questions and answers are presented in natural language [38] . Use cases can include the vast majority of freely-available materials that have been developed on the web. Hence, question answering has been developed for traditional knowledge bases and knowledge graphs [e. g., 1, 2, 14, 41, 45] but also for unstructured open-domain content such as Wikipedia [3, 8, 11] and social media [7] , as well as various domainspecific applications including Stack Overflow [4] .
Content-based question answering widely assumes that answer extraction mechanisms are static; see the systems in [8, 11] as illustrative examples. This is in contrast to QA for knowledge bases, where a key objective involves building up the knowledge base itself [12, 16] , as well as continuously updating the underlying decision rules for answering [2] . However, in the context of QA for linguistic content, such dynamic mechanisms are, to the best of our knowledge, non-existent. This paper suggests a framework for content-based QA in order to bolster QA systems with dynamic capabilities: our framework aids continuous learning on the basis of a simple mechanism for user feedback. In fact, user feedback plays a prominent role in web-based systems, as a large proportion of websites now offer tools for social interaction. Examples include buttons for liking or sharing content (e. g., as on Instagram), as well as voting with an array of categorical emotions (e. g., as on Facebook) [25] . There have been previous attempts to utilize user interactions in classical information retrieval [5, 27] or knowledge bases [1] , and yet there is a dearth of contentbased QA systems that leverage user interactions.
Extending content-based QA with user feedback promises several benefits. When interacting with a QA system, the correct answer is unknown to a user, and yet it is fairly easy to judge whether Figure 1 : Illustrative sketch of shallow user feedback in question-answering for natural language. A simple credibility check is often sufficient in order to judge whether an answer makes sense in the given context.
an answer makes sense in the given context (see Fig. 1 ). In addition, shallow feedback in the form of a binary vote can be collected at low cost. It is especially low-cost in comparison to reverting to a human annotator in order to retrieve the correct label. Finally, the prevalence of feedback mechanisms on the web ensures that such user interactions have become widely intuitive.
Contributions: This work proposes QApedia: a neural questionanswering framework for encyclopedic content that continuously improves on the basis of on-line user feedback. To the best of our knowledge, QApedia represents the first content-based QA system that improves over time. Our feedback framework advances the status quo of static QA systems while being specifically tailored to web-based settings:
(1) Feedback for dynamic knowledge. Content on the web is subject to considerable time variability and, hence, a QA system must adapt to this dynamic nature. To facilitate this, we develop an effective feedback mechanism so that the abilities of the QA system can successfully continue to improve over time. Our framework directly incorporates user feedback in an end-toend loop: collected feedback is fed back into the system in an on-line fashion. As a key challenge during implementation, we must overcome the problem of catastrophic forgetting that is known in neural networks and thus also neural QA. For this reason, we develop a tailored form of distant supervision with asynchronous updates. (2) Shallow feedback. We only require shallow user feedback in the form of a simple up or down vote, which is nowadays common on the web. We specifically refrain from asking users to report the exact answers, as users might not know these answers or else be reluctant to report them; instead, it is sufficient for our framework to receive a simple credibility check. Receiving only limited feedback -and not necessarily the correct solution -requires a specialized adaptation of distant supervision to our setting. (3) Noisy and adversarial feedback. User feedback in web-based settings is often noisy or even adversarial. Our framework must therefore be designed so that, despite errors in user feedback, it maintains its performance (or even continues to improve) and is thus especially robust. This is achieved by incorporating a validation procedure, based on knowledge mining, during which the credibility of user feedback is checked.
Our findings demonstrate that our QApedia framework successfully manages to learn from on-line feedback. It not only adapts to the feedback provided in the on-line setting, but it also maintains the abilities it has acquired through previous training, thus overcoming the issue of catastrophic forgetting. Our results yield a considerable improvement: the user feedback ensures that the performance over time no longer remains static but, even when evaluating the QA system with question-answer pairs from a different domain, the number of correct answers continues to increase over time on the order of 10-20 percentage points. For instance, in one dataset, fewer than 60,000 user interactions with shallow feedback were sufficient to double the percentage of exact answers. These performance improvements are even maintained in the case of noisy and adversarial feedback. Furthermore, catastrophic forgetting in a naïve QA system decreases the ratio of exact answers by 5 percentage points, whereas our QApedia framework largely maintains the original performance.
RELATED WORK
Question Answering: Question answering can be divided into two main paradigms, namely systems that operate in relation to structured knowledge and those that rely upon (primarily unstructured) textual content (or both, as in [15] ).
QA systems for structured knowledge [e. g., 1, 2, 14, 41, 45] derive answers from knowledge bases, ontologies, or knowledge graphs. Structured knowledge bases augment web search and sometimes even serve as substitutes; see, for instance, Wikidata or Google Knowledge Graph. Explicit structures entail the benefit of simplifying the process of answer extraction, yet they are incomplete and limited to rigid (and often pre-defined) schemata and, therefore, lack the same flexibility as running text.
QA systems for content in natural language [e. g., 9, 11, 16, 31, 42] overcome some of the drawbacks of raw knowledge bases, as they extract answers directly from an underlying corpus of unstructured text documents. Hence, they find widespread application in mining web-based content such as Wikipedia or other online encyclopedias [3, 8, 11] . The content-based approach greatly contributes to overall flexibility, especially when such systems leverage the growing body of knowledge in web-based content repositories. Hence, QA systems for (web-based) content repositories constitute the focus of this work. Yet prior systems for question answering for content repositories have been designed as static systems: all decision rules are determined once and are static thereafter, thus curbing any form of continuous improvement.
Neural Question Answering for Content: Content-based QA systems commonly proceed through multiple phases [24] : they first select a subset of documents (or paragraphs) that are considered relevant and then extract the final answer. Answer extraction has traditionally been based on linguistic rules or pattern matching [13, 20, 31, 37] , whereas deep neural networks [11, 17, 35, 42] have evolved only recently as the state-of-the-art. This is later reflected by our implementation, in which we combine several of the recent advances from neural question answering, such as attention [40, 43] and adaptive retrieval [23] , in order to obtain a reference system that represents the status quo.
Learning from User Feedback: Improving (i. e., learning) from user feedback is a well-studied problem in, for instance, information retrieval and web-based search [5, 27] . Applications in these disciplines include user feedback that is leveraged in order to improve conversational agents [36] , assess the relevance of answers in search queries for knowledge graphs [39] , or identify incorrect queries to databases [18] . While [34] makes use of shallow binary feedback for machine translation, it does not account for noisy or adversarial feedback.
Closest to our research is the seminal work by Abujabal et al. [1] that distinguishes the relevance of a set of potential answers based on user feedback in the context of question answering for a structured knowledge base. Yet the latter work addresses a different objective and, in contrast to our research, thus entails marked differences. First, the aforementioned feedback mechanism from [1] is tailored to knowledge bases, while we contribute to the specific methodological foundation of content-based question answering. Second, the authors' work integrates user feedback into ontologybased representations, while we extract answers from natural language based on deep neural networks. Third, the methodology in [1] utilizes user feedback at strategic intervention points (i. e., when decision rules are unknown), whereas we develop a framework in which on-line feedback is directly integrated end-to-end. That is, user feedback is collected continuously across potentially all user interactions and then directly incorporated at the most effective point of the QA system such that the overall performance of the QA task improves. Furthermore, our work presents -to the best of our knowledge -the first attempt in the field of question answering that adapts to the particular characteristics of user feedback on the web, namely the possibility of errors and even malicious feedback; therefore, we evaluate our proposed framework with user feedback that is noisy or even adversarial.
Never-Ending Learning: In never-ending learning [10, 30] , models continue to learn new tasks and/or improve upon existing tasks over time, even after their initial estimation. Never-ending learning represents an especially challenging undertaking in combination with neural networks, as neural networks are inherently prone to so-called catastrophic forgetting [22] . Catastrophic forgetting describes the phenomenon whereby models forget what they have learned earlier; i. e., while learning new tasks, the performance on tasks that have already been trained decreases dramatically.
In prior literature, applications of never-ending learning to question answering are scarce. To the best of our knowledge, there is only one such approach, the NEQA system [1] . This system is designed to address the specific needs of knowledge bases and is thus not applicable to content-based QA as in our research. More precisely, the NEQA system accumulates new rules on the basis of which it extract answers from a knowledge base. In contrast, we pursue a different objective as we develop a data-driven approach for updating the deep neural network that is nowadays common in content-based QA: both training data and model parameters are treated as dynamic components. For this purpose, we need to derive a specific framework involving distant supervision combined with asynchronous updating.
Distant Supervision: Distant supervision (i. e., enriching weakly labeled data with labels that are potentially noisy) has been previously used for neural question answering, but for purposes other than aiding never-ending learning. Previous use cases include, for example, locating correct answers in text passages [28] or for data augmentation [11, 19] . In this work, we contribute two-fold: (1) in contrast to prior works, we apply distant supervision to on-line feedback mechanisms for question answering in relation to content repositories. (2) We suggest a nascent setting in which on-line user feedback can be subject to errors, thus necessitating a novel feedback loop whereby user feedback is validated against the current content repository as a prerequisite for performing distant supervision.
QApedia: CONTINUOUS IMPROVEMENT FROM USER FEEDBACK
The architecture of our proposed QApedia framework (see Fig. 2 ) consists of three modules: a content base stores the knowledge for answering questions. Examples include, e. g., Wikipedia or other content repositories in natural language. This module also manages the datasets that are used for learning the question-answering capabilities. The question-answering module provides the actual system that takes a question as input and then suggests an answer. Its implementation adheres to the state-of-the-art of neural QA as detailed in Section 4. The module for continuous improvement represents our core contribution and ensures that dynamic learning takes place. It thus receives feedback through user interactions and, on this basis, updates the content base and, subsequently, the neural network inside the question-answering module.
Feedback Mechanism through User Interactions
3.1.1 Motivation Behind Shallow User Feedback. The QApedia framework achieves its dynamic learning based on user interactions that are simple in nature: a user is merely asked to assess the overall fit of an answer in the given context and should then respond with a simple up-or down-vote. This binary feedback system was specifically chosen as it promises inherent benefits. First, shallow user feedback can be collected at low cost. Accordingly, it does not require expert users or rigorous fact-checking through which the correct answer is determined. Instead, we strive for a simple integration whereby the context of an answer is assessed, and we thus expect that user feedback might include a small portion of erroneous assessments. Similar feedback mechanisms have become prevalent in web-based use cases [33, 34] , e. g., when users are asked to classify whether a translation was helpful. Hence, users should be familiar with this arrangement, which ensures straightforward use. Our design, based on shallow feedback, also comes with limitations: if the QA system comes up with the wrong answer, it will likely receive a negative vote. However, it does not necessarily obtain the correct answer, which can be used as a label. This poses challenges -beyond those that accompany web-based use -that we must carefully address in our design.
Another challenge arises from the web-based nature of the user inputs: there is no guarantee that user feedback is correct. Some users might be better at judging the suitability of an answer in a given context than others. Some users might, however, just click a random feedback option or even test the system's capability by intentionally responding with an erroneous answer. Hence, the system must adapt to noisy (i. e., partially random) and adversarial (i. e., explicitly wrong) feedback.
Feedback Collection.
The QA system takes a question q as input and then returns a triplet ⟨q, a, p⟩, where a refers to the answer and p to the surrounding paragraph that can be used for assessing the fit (see the example presentation in Fig. 1 ). Let ψ denote the (optional) feedback, i. e., an up-vote or a down-vote. Depending on the feedback, the system proceeds as follows:
• Positive feedback is directly passed to the module for continuous improvement. The module first performs a credibility check to validate the answer a with an up-vote against the content base. It then generates a new data sample ⟨q, a, p⟩ (or, more precisely, ⟨q, a, p * ⟩ with an improved p * through distant supervision as described in Section 3.3) and, based on this, updates the datasets in the content base. The updated training sets are then used at regular intervals for re-estimating the neural network inside the QA module.
• Negative feedback triggers a process in which the current answer is rephrased and an alternative answer a ′ is displayed to the user. For this purpose, the QA module is queried in order to generate the next-best but different answer. We achieve this by choosing the next answer in the ranked list and ensuring that it is not a duplicate of the original answer. Eliminating duplicates is necessary, since the candidate answers during answer ranking are often identical. Users can repeatedly provide negative feedback, where ρ denotes the maximum frequency that we use in our experimental evaluation, whereas such a limit would not be enforced in practice. The user feedback is directly fed into the content base through distant supervision and thus follows a human-in-the-loop process.
Content Base
Our QApedia framework performs question answering for content repositories. As part of our experiments, we later adhere to earlier research [3, 8, 11] and utilize Wikipedia as a widespread baseline. Without loss of generality, our framework can also be used in relation to all other knowledge bases that contain unstructured materials in (English) natural language.
Our model estimation further relies upon two datasets with labeled questions, answers, and paragraphs. These datasets are time-dependent and thus dynamic in order to enable continuous learning. Then, the training dataset D t train at time t is needed for estimating the parameters inside the question-answering module. A second dataset D t selection at time t is used for model selection. Both datasets contain triplets ⟨q, a, p⟩ with a question q, an answer a, and the corresponding paragraph p (i. e., in which the answer a is located).
It is important to point out that the dynamic, time-dependent nature of our datasets D t train and D t selection is integral for incorporating user feedback at runtime. This allows us to include user feedback in the form of new data samples. Finally, this time dependency is in stark contrast to prior literature on content-based QA [e. g., 11, 42] , which builds upon corpora that are static. In such examples, the QA models are trained once during an off-line phase, whereas we implement the datasets for training and model selection as dynamic components updated through on-line feedback.
Continuous Improvement Module
The continuous improvement module is responsible for three tasks. First, user feedback is not directly fed into the content base but subject to a customized process with distant supervision. This entails an internal credibility check of the user feedback against the content base in order to deal with feedback that is noisy or adversarial. Second, the credibility check produces aggregated evidence with high-quality data samples that is eventually integrated into the content base. Third, the actual updates of the QA module can be triggered at arbitrary time intervals, for which we draw upon asynchronous model updates. As part of this, all trainable parameters inside the QA module are re-estimated based on the current state of the content base.
Prior work on distant supervision in question answering [11, 19] assumes that the provided answer to a question is always correct, whereas a web-based setting does not allow for this assumption and we thus adapt to incorrect feedback via credibility validation.
3.3.1 Credibility Validation. QApedia improves under noisy and adversarial feedback thanks to a careful design: we do not directly integrate triples ⟨q, a, p⟩ with a positive up-vote into the training data but instead rely upon a novel validation procedure with distant supervision, which filters erroneous or malicious feedback. As a credibility check, we mine so-called evidence E = {p 1 , . . . , p n } from the content base that supports the user feedback. Only if this evidence surpasses a certain threshold do we treat the user feedback as credible.
Evidence is mined as follows. We utilize the QA system -more precisely, the mechanisms for document retrieval and document selection -in order to retrieve text passages E from the content base that are likely to contain the answer to question q. The resulting evidence E is further processed by a set of filtering rules, so that we obtain only a subset E filtered ⊆ E. Without difficulty, we can reject all passages that fail to contain the assumed answer a; i. e., a p. These passages do not provide any strong evidence for a being an answer of q. Furthermore, we filter passages that are very short, since we noticed that these commonly contain summarizing statements or headlines but are rarely extensive enough to contain 
Determine best paragraph p * ← max E filtered in the evidence (with the score from document retrieval as a tie breaker) Determine randomly which corpus c ← corp(q, a) to update
∪ {⟨q, a, p * ⟩}; end end end the answer. Accordingly, we check that the paragraph length len(p) exceeds a minimum length (here we use min_len = 25). Following [11, 19] , we further filter paragraphs that do not contain all of the named entities that were found in the question. 1 Let NE(p) refer to the named entities -we then ensure that NE(q) ⊆ NE(p). Finally, we score the quality of each of the remaining passages by counting the bi-gram overlap between the question and a 15-word window around the found answer in the passage. We reject all passages where the score is below a threshold. In our experiments, we follow [11] and enforce at least two overlaps of bi-grams. All remaining passages E filtered are considered as strong evidence for the correctness of the feedback.
The decision of whether or not an item of feedback is credible is made based on the number of remaining text passages, i. e., |E filtered | ≥ τ . The hyperparameter τ controls the trade-off between a fast improvement (i. e., more samples will be generated) on the one hand, and a more restrictive filtering of noise on the other hand (i. e., more feedback will be rejected). We demonstrate the effects of rigorous filtering in our experiments on noisy and adversarial users.
Data Generation via Distant Supervision.
If the user feedback is found to be credible, we do not add ⟨q, a, p⟩ directly into our content base; instead, we generate a new data sample ⟨q, a, p * ⟩ with replaced paragraph p * from the evidence. The aim behind this is to find a high-quality paragraph p * which contains more information than the original paragraph p that received the up-vote. To achieve this, we make direct use of the aforementioned credibility validation and the evidence set E filtered accumulated in that phase. In detail, we use the highest scoring text passage p * ∈ max p E filtered , i. e., we take the paragraph with the highest bi-gram overlap. If there are 1 We used the Stanford CoreNLP toolkit: https://nlp.stanford.edu/software/ multiple passages with the same overlap, we use the retrieval score as a tiebreaker. This results in a new data sample ⟨q, a, p * ⟩, which is added to the dataset either for training or model selection, i. e.,
The choice is made randomly, while maintaining the original ratio of the splits between training and model selection set (i. e., 90 % vs. 10 %). Furthermore, we assert that no question is in both datasets at the same time and that every dataset contains no duplicate questionanswer pairs. . Finally, we select the model with the highest-scoring performance on the selection dataset and use it to replace our current model.
The combination of distant supervision and data-driven learning of model parameters proves to be very robust against noisy or even adversarial feedback, as it provides two lines of defense. The first line of defense is our method for generating new data samples, since it filters most of the noise before it can enter the system. The second line of defense is the update mechanism itself. Its datadriven nature tolerates a small fraction of noise by definition, since noisy gradients are averaged out as long as the corpus contains enough correct samples. This is in strong contrast to a rule-based system, where even one wrong rule is guaranteed to generate wrong answers.
THE QUESTION-ANSWERING MODULE
The question-answering module within our framework for learning from on-line feedback provides the functional core that is responsible for extracting the displayed answers from the web-based content repository. Its structure is designed such that it combines recent advances in the field of neural question answering that are regarded as state-of-the-art in order to yield a reference implementation. Specifically, it builds upon attention mechanisms [40, 43] , adaptive retrieval [23] , and neural answer extraction at paragraph level [11, 42] , concepts that have been proposed only recently. Consistent with the literature, the question-answering module operates along four phases (see Fig. 2 ), which we summarize briefly in the following: In (P1) Document Retrieval, all documents from the content repository are scored based on their relevance to the question. In (P2) Document Selection, after ranking all documents by their relevance, only a small subset of documents is selected, while all others are discarded. In (P3) Answer Ranking, a deep neural network is used to suggest the locations of candidate answers. In (P4) Answer Selection, finally, the probabilities are used in order to determine the best answer over all paragraphs and documents. The resulting answer is also the one that is presented to the user or leveraged for additional computations inside the proposed framework for continuous improvement from on-line feedback.
P1: Document Retrieval
During information retrieval, all documents in the content repository are ranked based on their relevance to the input question q. Our actual implementation is analogous to the neural question answering from [11] , which is widely used as a baseline. In detail, the approach from [11] represents each question q and all documents as vectors with hashed bigram counts [44] that are weighted by tf-idf. Then a dot product between the vectors of the question and each document is computed in order to obtain the relevance scores. This process is further accelerated by constructing all vectors using an inverted index in order to allow for fast retrieval.
P2: Document Selection
During document selection, the content repository is filtered for N documents that entail the highest relevance scores. It is often suboptimal to select only a single document (i. e., N = 1) since the recall can improve by choosing a larger subset (i. e., N > 1). However a larger subset also increases the proportion of noise and thus the possibility of eventually selecting a wrong answer. As a remedy, we follow the adaptive approach in [23] , where the actual size n is determined based on a trainable classifier. Such an adaptive document selection is known to be especially suited to settings in which the size of the content repository is variable [23] . This adaptive selection represents an important element in our continuous learning framework, in which the dataset for training is intentionally designed to be dynamic and thus grows over time.
P3: Answer Ranking
The selected documents are further split into paragraphs and, in order to obtain greater accuracy in practice, all subsequent steps are performed at paragraph-level, as suggested by [11] . The objective is then to determine the probability of a candidate answer based on the following deep neural network. For this purpose, we compute the probability distributions over all start and end positions. These are given by p s and p e , respectively.
The architecture consists of an embedding layer, separate encoding layers for both the question and paragraphs, as well as a subsequent prediction layer. The network architecture adapts a simplified version of the document reader that was used in [11] ; however, it is extended by additional encoding layers similar to [42] in order to yield a good predictive power while maintaining a reasonable runtime.
Input: The neural network for answer extraction receives input in the form of a paragraph p = ⟨p 1 , . . . , p l ⟩ of length l and a question q = ⟨q 1 , . . . , q k ⟩ of length k, where p 1 , . . . , p l and q 1 , . . . , q k denote the tokens therein.
Embedding Layer: The embedding layer maps each token onto a vector representation. 2 A question q is then given by an n × k matrix Q = [q 1 , . . . , q k ], where n is the embedding dimension and q i (in bold) denotes the embedding vector that corresponds to the original token q i , for i = 1, . . . , k. Analogously, we translate the paragraph p into an n × l matrix P = [p 1 , . . . , p l ]. Following [11, 26] , we further compute a paragraph-aligned representation of the question U = [u 1 , . . . , u l ] using question-to-query attention
where f (·) refers to a fully-connected neural network layer that we implemented with ReLU activation. Encoding Layer for Paragraphs: A multi-layered bidirectional long short-term memory (BiLSTM) is used in order to encode the previous embeddings. That is, we apply BiLSTMs to both the paragraph and the paragraph-aligned representations in order to concatenate their hidden states along the sequence of tokens, i. e.,
where H P and H U are matrices of size 2mh-by-l with h being the hidden size of the LSTM and m the number of bi-directional layers (hence the 2). Notably, these are separate models -namely, BiLSTM 1 and BiLSTM 2 -which do not share any parameters. Both are finally combined into a joint encoding G of the paragraph by stacking the hidden states, their element-wise interactions [42] , and exact match features [11] . More specifically, this is accomplished with the help of an additional multi-layer BiLSTM given by
where G is again a 2mh × l matrix, ⊙ refers to the element-wise multiplication and exact match features are represented by an l-
. In other words, z i equals one if the i-th token of a paragraph is included in the question. Encoding Layer for Questions: Questions are encoded by feeding their embeddings into a multilayer BiLSTM network, yielding a matrix of size 2mh-by-k that is given by
In order to obtain a representation r of questions that is independent of their length, we use so-called self-attention [43] which sums over all k tokens via
where w is a trainable parameter and h Q i is the i-th column vector of H Q .
Prediction Layer: Following [11] , we obtain scores proportional (∝) to the probabilities for which each token represents the start and the end position of a candidate answer. This is computed via
respectively, such that W s and W e denote weight matrices of size 2mh-by-2mh that can be trained. For any subspan a of a paragraph p that ranges from token a s to a e , we can now determine the probability of answering a question: this probability is proportional to the dot product between p s a s and p e a e . Notably, we refrain from normalizing these scores in order to ensure comparability across paragraphs and even documents.
P4: Answer Selection
The phase for answer selection aims at determining the best answer out of all candidates, i. e., max a P(a | q, p). Hence, one simply optimizes over the joint probabilities of start and end positions that are given by p s and p e , respectively. Consistent with [11] , an additional constraint is enforced in order to ensure that the end token comes after the start token, as well as guaranteeing that the final answer has a maximum length (here: 15 tokens, as suggested in [11] 
which selects the final answer that is displayed to the user. In the case of negative feedback, the answer selection module is triggered to refine the answer by selecting the next best scoring answer that is different from the down-voted answer shown before.
EXPERIMENTAL SETUP 5.1 Content Repository
Our QA system draws upon the English-language Wikipedia 3 as the central source of knowledge in order to answer questions. The English-language Wikipedia currently consists of more than five million documents containing more than eight million words and, therefore, provides an excellent basis for question answering that spans various disciplines and topics. Wikipedia is freely available and has an active community that keeps it up-to-date. By following a content-based paradigm for QA, we directly query Wikipedia articles and extract answers from these. We also use Wikipedia when validating the credibility of user feedback, a process in which we aggregate evidence in a distantly-supervised fashion that should validate the correctness of the feedback.
Question-Answer Corpora
We use two different question-answer corpora during our experiments in order to highlight the dynamic nature (i. e., dependent on time step t): one to initialize our system (at t = 0) and one to simulate user feedback after deployment (for t > 0); see Fig. 3 . This split into two different phases represents an experimental setup that is especially challenging since both corpora stem from separate domains, each with a question-answer style that is distinctly different. Hence, it allows us to benchmark both the ability of continuous learning in relation to new question-answer pairs and its robustness against forgetting when samples stem from the initial domain. Figure 3 : Overview of different corpora used to initialize our QApedia framework, as well as to simulate users. 3 We used the preprocessed dump from https://github.com/facebookresearch/DrQA.
QApedia
During initialization time (t = 0), we use the Stanford Question Answering Corpora (SQuAD) [32] to initialize the training data D t =0 train and the selection data D t =0 selection within the framework, and to estimate the model parameters. SQuAD includes more than 100,000 question-answer-paragraph samples with paragraphs exclusively extracted from Wikipedia. We keep a hold-out fraction of about 10,000 SQuAD samples, which we call D forgetting , in order to re-evaluate the performance over time and test whether our system is prone to catastrophic forgetting. Our hypothesis is that a system that is initialized on SQuAD and robust against catastrophic forgetting does not decrease in its initial performance on the SQuAD corpus (e. g., D forgetting ).
After deployment (t > 1), we simulate user interactions on another corpus with a substantially different question-answer style. To show the robustness of our results, we run three independent experiments using the TriviaQA [19] corpus, the WikiMovies [29] corpus, and a third corpus that combines questions from TriviaQA (25 %) and WikiMovies (50 %) with the WebQuestions [6] corpus (25 %) . In all three experiments, these corpora are split into a simulation part
sim which provides the samples that represent our simulated users and a hold-out part D learn in order to evaluate the extent to which continuous learning is achieved. Our hypothesis is: a system with our continuous improvement module increases its initial performance on D learn due to learning and, at the same time, its performance remains robust against forgetting when evaluated on D forgetting . The above procedure allows us to study the overall effect of continuous learning on D learn , as well as the robustness against forgetting on the SQuAD dataset D forgetting . We again point out that all evaluations in the following are conducted on hold-out data that has been used neither for training, simulating users nor model selection.
Simulation of User Interactions

Clairvoyant, Noisy, and Adversarial Feedback
We study QApedia under different types of user responses:
(1) Clairvoyant users always provide feedback that is accurate. Hence, these users respond to a correct answer from the QA system with an up-vote and, conversely, with a down-vote if it is wrong. These users underlie our initial experiments in order to confirm continuous learning, while subsequent experiments control for the possibility of errors in the user feedback. (2) Noisy feedback tests the system when a certain portion of user responses deviate from the ground-truth. Here we assume that a certain share of users (i. e., experts) respond with the correct answer, while others provide random feedback with probability ε. (3) Adversarial feedback refers to feedback that is intentionally incorrect; i. e., up-votes if an answer is wrong and down-votes if an answer is correct. Here we again assume users that follow the ground truth and others that respond adversarially with probability ε. For noisy and adversarial users, the total proportion of incorrect up-votes is not only determined by ε, but also by the performance of the system itself. For instance, if a system answers 20 % of the questions correctly and 10 % of the users vote randomly whereas 90 % provide correct feedback, then approximately one out three upvotes will be noisy. In our experiments, we chose a system-specific initialization of ε = 0.05, so that 18 % of the initial up-votes are noisy when averaged over all users. Due to its probabilistic nature, this number can vary across individual batches of user simulation and reach, e. g., up to 30 % in some of them.
Users are allowed to provide negative feedback repeatedly. Let ρ refer to the maximum frequency with which negative feedback is provided. In our experiments, we set ρ = 1 in order to yield a challenging setup and later experiment with ρ = 3 as part of a sensitivity analysis.
Implementation Details
As part of the answer ranking (P3), we train deep neural networks using mini-batch gradient descent over the content repository, i. e., the question-answer-paragraph triples, with a batch size of 32. We implemented a loss function L following [11] . Let a * refer to the ground-truth answer, which spans from a * s to a * e . Given predictions p s and p e from the neural network, we then minimize the negative log-likelihood
For this purpose, we utilize the AdaMax optimizer [21] with gradient clipping set to 10. All LSTM layers entail 128 hidden units and are trained with a recurrent dropout of 0.4. For all encoding layers, we use three BiLSTM layers, e. g., m = 2.
RESULTS
We conducted more than 2,500 hours of experiments and report results over more than 1.5 million simulated user interactions with 150 model re-estimations. We divide the results into three sections.
First, we illustrate the learning process given shallow user feedback. Second, we check the robustness of our approach against forgetting. Third, we simulate noisy and adversarial users and evaluate whether our system still manages to improve under these challenging conditions.
Performance Improvements from Shallow User Feedback
The objective behind our first set of experiments is to determine the overall performance improvements from shallow user feedback.
For this reason, we study the influence of user feedback when users always provide the correct response and, hence, consider results in the absence of noise or errors. This type of user interactions enables us to obtain an upper bound to the performance. Fig. 4 reports our key results. In detail, we measure the fraction of correctly answered questions, e. g., where the predicted answer matches exactly to one of the ground truth answers. Per design, a traditional QA system fails to incorporate user feedback and is thus limited to a static performance. By contrast, our plots consistently derive considerable performance improvements from user feedback. Furthermore, we compare QApedia to a baseline without distant supervision in which we append samples with positive feedback directly into the training set.
• WikiMovies: Prior to the inclusion of user feedback, the systems obtain 13.3 % exact matches, which is identical to the performance of a static QA system. Our learning framework successfully manages to improve the performance over time. Distant supervision with shallow feedback increases the share of exact matches up to 35.5 % -an increase of 22.2 percentage points. On the other hand, the exact matches from the baseline without distant supervision amount to 30.9 %, which is inferior to QApedia by 4.6 percentage points. As determined later, the difference between this baseline and the performance of our system is attributable to the quality improvement of samples during the distantly supervised data generation process.
• TriviaQA: Distant supervision with ρ = 3 yields the best performance overall. Choosing ρ = 1 at first resembles the baseline without distant supervision in terms of performance but, after sufficient user interactions, outperforms it.
• Combined dataset: The combined dataset shows similar results. The performance differences are small, and yet the QApedia with ρ = 3 is still ranked first. Evidently, continuous learning can be efficiently achieved through shallow user feedback using only a fraction of the original dataset. Choosing a larger τ yields much richer information, and yet both variants show little difference in performance, suggesting that simple feedback is already sufficient.
Robustness Against Forgetting in Neural QA
Our neural QA system could theoretically -as is the case for all other neural networks -be prone to catastrophic forgetting and we thus evaluate whether this issue is attenuated by our design. Fig. 5 compares the performance across user interactions: we measure the robustness of how well a QA system can answer questions regarding the initialization corpus (i. e., its hold-out part D forgetting ) over time as user feedback is included. Small fluctuations are natural due to the data-driven learning method.
• WikiMovies: All system configurations reveal fairly similar patterns. Overall, our QApedia framework performs best with distant supervision and ρ = 3 repeated answers. This configuration not only shows continuous improvements for the feedback dataset, but only once attains a performance decrease of more than 1 % relative to the initial system and, moreover, reveals a gradual upward trend. The baseline without distant supervision performs less stably in this setting but, contrary to the next two datasets, does not show forgetting.
• TriviaQA: The performance of the baseline without distant supervision declines dramatically: the system's performance drops from 28.1 % exact matches down to only 24.2 %. In contrast, distant supervision again obtains a fairly stable performance.
• Combined dataset: The findings point in the expected directions, and yet we see that the mixed original of question-answer pairs in this dataset presents a challenging undertaking and results in considerable volatility. Again, the baseline without supervision hints at structural patterns of forgetting, as it regularly falls short by 2 % or more. Both distantly supervised approaches behave similarly and never undercut the 2 % mark. Overall, our approach of distant supervision, and especially utilizing a larger value of ρ (i. e., 3 as opposed to 1), can reduce the risk of forgetting. Since the user feedback was simulated correctly (without noise), we credit this for the improved data generation via distant supervision. To obtain a better understanding, we quantitatively analyzed 200 question-answer-paragraph triplets generated from positive feedback by QApedia and the baseline without distant supervision. In the clairvoyant setting, all answers are correct, and yet we still see a distinct difference in the quality of the paragraphs. We found that, for QApedia, only about 4 % of data samples were uninformative (i. e., although the answer is correct contained within the paragraph, the paragraph alone is not sufficient to answer the question). For the baseline without distant supervision, the fraction of uninformative samples was considerably higher and amounted to 13 %.
Performance Under Noisy User Feedback
Being robust to user feedback with noise is a key requirement for use cases on the web. This experiment thus studies the effect of noise on the overall performance with noisy users as described in Section 5.4. We fix ρ to 1, and vary τ between 1 and 2. As described above, τ controls how rigorously we filter feedback during the credibility validation.
We report the experiment based on the WikiMovies dataset in Fig. 6 . The total improvement declines only slightly as a result of the presence of noisy users: while it was up to 22.2 percentage points in the previous experiment based on feedback that was always correct, we now still achieve an increase in exact matches by 20.6 percentage points (τ = 2) and 18.1 percentage points (τ = 1). More importantly, the baseline (where positive feedback is directly added to the training set) sees an improvement of merely 9.8 percentage points, which is less than half of the performance gain from our QApedia framework. We further see that the QApedia Figure 7: Our QApedia framework with automated credibility check for answers is considerably more robust than the baseline without distant supervision: our approach for the WikiMovies dataset removes more samples that received incorrect feedback (left) and thus results in fewer such samples that are added to the training set (right). This behavior is reinforced when choosing a stricter credibility check (e. g., τ = 2). framework, especially with stricter filtering, is also less prone to forgetting as compared to the baseline.
We now provide descriptive analysis concerning the update mechanism. We report (see Fig. 7 left) the relative frequency of incorrect samples that are added to the training data D train . Here we find that the baseline without distant supervision generates new training samples of which, on average, 19,2 % are wrong. Distant supervision decreases this share significantly. It plummets to 10.5 % for distant supervision with τ = 1 and to 3.5 % for τ = 2. Fig. 7 (right) reports the number of total samples that are generated (correct and incorrect). Here a higher τ decreases the number of samples added to the training set, but also results in fewer samples with incorrect feedback.
Robustness to Adversarial User Feedback
We repeat the previous experiments with users among whom an average of 20 % of the feedback is adversarial, i. e., users up-vote wrong answers and down-vote correct answers. The performance is depicted in Fig. 8 and resembles the previous findings under noise. The ratio of exact matches in our proposed approach increases by 19.4 percentage points, which is significantly larger than for the baseline without distant supervision (i. e., 11.8-percentage-point gain). Adversarial feedback leads to a larger variation in performance of the initialization task, where QApedia (in contrast to the baseline) again registers a better mean value. This is an interesting observation, since individual re-estimation steps can entail feedback of which 30 % is wrong. Altogether, these findings concerning adversarial feedback highlight the robustness of QApedia, especially with more rigorous credibility validation (τ = 2).
DISCUSSION
This work presents QApedia: the first question-answering system for encyclopedic content repositories that gradually improves over time by harnessing shallow user feedback. A careful design was necessary in order to obtain state-of-the-art performance and, moreover, tailor the framework to the specific requirements of on-line feedback mechanisms on the web. We identified the following levers as especially pertinent. First, continuous learning from feedback can bolster the performance considerably; e. g., the proportion of exact matches can rise by up to 20 percentage points. We could have theoretically built our system such that it asks users to provide the correct labels as feedback (i. e., active crowd sourcing); however, we specifically decided upon shallow binary feedback, since, from a user perspective, this is considerably less costly. Second, our results establish that the problem of catastrophic forgetting can be effectively solved. Here it is important that all parts can efficiently deal with training sets that are dynamic in size and over time. For this reason, we utilize document retrieval, which adapts to the corpus size, and implement a novel distant supervision based on asynchronous updates. Third, we present a demanding setup with extensive adversarial feedback, and yet it does not necessarily diminish performance. Rather, our framework yields improvements of up to 30 %. This highlights the relevance of a simple credibility check.
