This paper reviews nonhydrostatic atmospheric models for research and NWP. Classification of nonhydrostatic atmospheric models and numerical methods to treat sound waves are described with their relative advantages. The current operational nonhydrostatic NWP models at various forecast centers and community nonhydrostatic models for research are reviewed.
Introduction
Attempt to quantitatively predict the state of future atmosphere based on the physical laws such as the fluid dynamics and thermodynamics was started with the Richardson's dream in 1920's, and more than a half century has passed since the Charney's historical first success of the numerical weather prediction (NWP). During these 85 years, the atmospheric models have evolved from the approximated models such as the barotropic models to less filtered models to improve their accuracy. Primitive models applied to the practical use in early 1970's had made a brilliant success in the NWP fields from regional predictions to global gen-eral circulations. However, primitive models posses the approximation which replaces the vertical momentum equation with the relationship of hydrostatic equilibrium thus cannot be applied to the simulation of small scale phenomena where the aspect ratio approaches unity. To meet the expectations to the prediction of local meteorology, horizontal resolutions of operational mesoscale models in world main forecast centers have been becoming higher, and are approaching several kilometers, the limit of validity of the hydrostatic approximation.
Nonhydrostatic models were initially developed as a research tool for small scale meteorological phenomena such as convection or nonlinear mountain waves. Today, several nonhydrostatic models have been developed and are applied to numerical simulations and operational NWP. Following the UK Met Office (UKMO) and the Deutscher Wetterdienst (DWD) of Germany, the Japan Meteorological Agency (JMA) started its operational run of a nonhydrostatic mesoscale model in 2004. The National Center for Environmental Prediction (NCEP) of USA began running nonhydrostatic models for high resolution windows in 2004 and full-scale regionals run in 2006. The China Meteorological Administration (CMA) also started operational run of their nonhydrostatic models for regional predictions in 2006. In this paper, we review the basic concept of the nonhydrostatic model and current nonhydrostatic atmospheric models for research and NWP. Brief history, recent development as for the JMA nonhydrostatic model are also presented with the near future plans.
Classification of nonhydrostatic models

Basic equations
State of dry air can be expressed by temperature ðTÞ, pressure ð pÞ, density ðrÞ, and three components of wind ðu; v; wÞ. As the physical laws, momentum equations in the three directions, the continuity equation, the thermodynamic equation and the state equation compose six basic equations corresponding to the six variables. Neglecting the Coriolis force and terms relating to the earth's curvature and diffusion, they are written as where v is the wind vector, g the gravity acceleration, R the gas constant for dry air, Q the adiabatic heating, C p ð¼ 7R/2Þ the specific heat of dry air at constant pressure, and k denotes a unit vector in the vertical direction. The Exner function ðpÞ and the potential temperature ðyÞ are defined as where adv is the advection in the flux form, whose components in the x, y and z directions are obtained by substituting u, v, and w for A in the second term of r.h.s. of (1.9), respectively. In the hydrostatic approximation, the vertical momentum equation is replaced by the following relationship of the hydrostatic equilibrium, qp qz ¼ Àrg: ð1:11Þ
Classification of nonhydrostatic models with the continuity equation a. Anelastic model
The anelastc (AE) model removes sound waves from solutions in the equation system by a scale analysis (Ogura and Phillips 1962) . Field variables are divided into the time independent horizontal uniform reference state fðzÞ and its perturbation f 0 ðx; y; z; tÞ as p ¼ p þ p 0 ; r ¼ r þ r 0 ; y ¼ y þ y 0 : ð1:12Þ
Substituting the reference density in the momentum and continuity equations, we obtain qrv qt þ Adv þ 'p 0 ¼ Àr 0 gk; ð1:13Þ
where the hydrostatic equilibrium is assumed for the reference atmosphere, and Adv is the flux form advection term where the reference density is used. From the state equation, the density perturbation can be divided into the perturbation of potential temperature and pressure as
where C v ð¼ 5R/2Þ is the specific heat of dry air at constant volume and C S the speed of sound waves. Using (1.15), the momentum equation can be written as
If the Exner function is used to represent the pressure, the equation (1.1 0 ) takes the following form
where the pressure perturbation term does not appear in the vertical momentum equation. If we assume the constant density r 0 , the momentum and continuity equations are further reduced to the following equations for an incompressible flow or the Boussinesq atmosphere.
The anelastic approximation is available for most mesoscale atmospheric simulations and had been widely used in several research models. However, the anelastic approximation of the continuity equation presumes the mass conservation in the model domain thus AE models cannot express variation of the horizontal mean pressure. This approximation also removes the thermal expansion of air. Durran (1989) suggested a 'pseudo-incompressible approximation' as an improvement form of the anelastic continuity equation to incorporate the effect of the thermal expansion of air, assuming that perturbation pressure is negligible to the reference pressure, 19Þ where H ð¼ rQÞ is the rate of heating per unit volume.
As discussed in the next subsection, AE scheme needs a 3 dimensional elliptic pressure equation solver. Typical examples of the anelastic model are Sommeria (1976) , Clark (1977) and Soon and Ogura (1980) .
b. Quasi compressible model
The quasi-compressible model considers the compressibility of air and predicts the pressure from divergence, while the reference density is used for momentum equations. The equation of state does not appear since the time tendency of density is not explicitly considered. The continuity equation formally takes the following form
Using the relation of (1.15), following pressure equation is obtained Klemp and Wilhemson (1978) , Pielke et al. (1992) , Xue et al. (1995) and Tsuboki and Sakakibara (2002) .
c. Fully compressible model
The fully compressible model uses the compressible continuity equation (1.2) or (1.8), and the linearization with the reference atmosphere is not employed. Since the fully compressible model includes sound waves in its solutions and allows the time change of the density, careful attentions must be paid not only on computation of sound waves but on computational accuracy and the finite discretization because consideration of time change of the density sometimes causes a problem of mass conservation. Tapp and White (1976) was the first fully compressible mesoscale nonhydrostatic model while current most NWP nonhydrostatic models (see Table 3 ) use the fully compressible equations. Table 1 shows the classification of nonhydrostatic models and their behaviors against manipulations. In the fully compressible system, the pressure and the density decrease for adiabatic expansion when the volume increases. The anelastic system does not express the manipulation of expansion because it is inherently incompressible. In the quasi-compressible sysytem, the pressure decreases but the density is not changed.
Another point which deserves comment is the treatment of the thermal expansion term in the pressure equation. In this table, in addition to the three types of the nonhydrostatic model, classifications are made by the consideration of the thermal expansion, because some nonhydrostatic models (e.g., Klemp and Wilhemson 1978; Pielke et al. 1992; Dudhia 1993; Doms and Schaettler 1997) omit this term to avoid numerical problems. However, this term represents a substantial part of the state equation and is important to evaluate density perturbation accurately. As shown in Table 1 , even in the fully compressible model, behaviors to diabatic heating differ with and without the thermal expansion term in the pressure equation. If this term is omitted, increase of pressure is not expressed for constant volume heating, and increase of volume is not expressed for constant pressure heating. Klemp and Wilhelmson (1978) concluded that the thermal expansion term in the pressure equation was negligible since its inclusion yielded only trivial differences in results except averaged pressure change less than 0.5 hPa. Dudhia (1993) excused that in a model with a rigid upper boundary neglecting this term may be suitable to avoid the overestimation of atmospheric heating. However Klemp and Wilhelmson's (1978) result was for the one hour simulation. Omitting this term may cause problems in longer period numerical weather prediction and the associated data assimilation cycle.
Pressure equation and treatment of sound
waves As described in the previous section, nonhydrostatic models are classified into anelastic 
and FV is the forcing tem which consists of advection and buoyancy. For anelastic and quasi-compressible models, the reference density is used for V. Continuity equation in the anelastic model is
while in the compressible model, the pressure equation is
where FP is the forcing term, such as the time tendency of the potential temperature.
a. AE scheme Taking total divergence of (1.22) yields the following 3-dimensional Poisson-type pressure diagnostic equation
where r.h.s. is the forcing term,
The second term must be zero in the continuity equation (1.23), while is often replaced by the total divergence computed in the former time steps to maintain the computational stability (Clark 1977) .
b. HI-VI scheme
The HI-VI (horizontally implicit vertically implicit) scheme treats sound waves implicitly for both vertical and horizontal directions. This scheme, often referred as the semi-implicit method, was first implemented by Tapp and White (1976) . For (1.22) and (1.24), the momentum and pressure equations are as follows
where over bar with superscript t expresses a weighted time averaged value defined by
Here, a is a weight parameter which determines the implicit rate 3 . Assuming a centered time discretization
and introducing an operator for V and P
(1.27) and (1.28) can be rewritten as
Taking divergence of (1.32), the following 3dimensional Helmholtz-type pressure equation is obtained
ð1:38Þ
The pressure equation (1.36) is formally similar to the anelastic pressure equation (1.25).
c. HE-VI scheme
The HE-VI (horizontally explicit vertically implicit) scheme treats sound waves implicitly only for the vertical direction. This scheme was first developed by Klemp and Wilhemson (1978) , and often referred as the split-explicit method because sound waves are treated in a short time step while low frequency modes and physical processes are treated in a long time step. For (1.22) and (1.24), the momentum and pressure equations are as follows with the forward time integration of horizontal momentum equations and the backward integration of vertical and pressure equations,
Here, b is a weight parameter which determines the implicit rate 4 . Assuming a two time level discretization 5
and eliminating W t , the following 1-dimensional Helmholtz pressure equation is obtained
The pressure equation (1.44) is formally similar to the pressure equation of the HI-VI scheme (1.36) except the Laplacian in the pressure equation is vertically 1-dimensional.
Relative advantages in three methods
Here we briefly discuss relative advantages in above mentioned three numerical methods in the nonhydrostatic model.
As for the accuracy, AE scheme includes the approximation of incompressibility and linearization of basic equations with the reference state. These approximations have little influences in most cloud scale simulations. However, neglecting of compressibility assumes the preservation of total mass in the model domain, and this assumption is not necessarily assured in large scale computations. Beside, deviation from the horizontal homogeneous reference state becomes large when the model domain is large. No special approximations are included in HI-VI and HE-VI schemes in principle. Implicit treatment of gravity waves may deform meteorologically meaningful gravity waves in HI-VI scheme if a very large time step was chosen. In HE-VI scheme, the acoustic filter which damps the divergence to attenuate sound waves is often required in momentum equations (Skamarock and Klemp 1992) . It seems both points yield no practical errors in the prediction of mesoscale meteorological phenomena.
Computational robustness is generally good in AE scheme because sound waves are removed from its solution. In HI-VI scheme, most models treat only the basic state implicitly thus computational problem may arise in case perturbation from the basic state becomes large. The linear stability analysis for sound waves for HI-VI scheme without orography was given by Tapp and White (1976) for the case of a ¼ 0. They showed that a stability criterion is Dt < 1/N, where N is the Brunt-Vaisala frequency. Ikawa (1988) made a stability analysis with orography and showed that a > 0 is needed when orography is incorpo- Satomura et al. (2003) . They showed that with the terrain-following coordinates, HI-VI scheme faced instability in a very steep mountain case where the slope angle exceeds 26.5 degree, while HE-VI scheme could complete the time integration 6 . This instability in HI-VI scheme does not cause a serious problem in the ordinary mesoscale NWP with a horizontal resolution of a few kilometers where very steep orography is not included. Skamarock and Klemp (1992) conducted a stability analysis of the interaction between acoustic modes and advection in HE-VI scheme. They showed that weak instability regions arise when the number of small time step is increased but the instability can be removed by a time filter (Robert 1966) . They also proposed a divergence filter which damps acoustic mode and improves the stability when the implicit rate is small.
The difference of pressure equations characterizes the advantage and disadvantage among the three methods. In HE-VI scheme, the elliptic pressure equation (1.44) is one-dimensional and is easily solved by the Gaussian elimination. Scalability is good for parallel computing because all-to-all inter-node communication is not required. Since the elliptic pressure equations of AE and HI-VI schemes ((1.25) and (1.36)) are 3-dimensional, efficiency of these models depend on the numerical solver for the elliptic equation.
One choice is the use of a direct method such as the dimension reduction method (Ogura 1969) . Ikawa and Saito (1991) used a direct method with an iterative procedure for their AE scheme. Saito (1997) applied the direct method to HI-VI scheme and removed the iterative procedure when the surface friction is incorporated. The dimension reduction method employs eigen function transform, which is interpreted as a kind of a spectral method. The computation in the operation of tensor product increases proportionally to the third power of the model size N (grid number in each direction). In this point of view, spectral method is applicable to the HI-VI scheme and has been employed in some HI-VI models (e.g., Juang 2000; Goda and Kurihara 1991) . The double Fourier transform decreases the computational amount from N 3 to N 2 logðNÞ with FFT, however, inter-node communication is required thus the 3-dimensional elliptic equation is still a drawback for a large scale computation in parallel computing architectures.
Another choice is the use of iterative solvers for the elliptic equation. Since the conventional successive over relaxation (SOR) scheme is not suitable for parallel computation, the parallel SOR (PSOR) method has been proposed by Xie and Adams (1999) . Current common methods in NWP models are the conjugate gradient method or conjugate residual method with appropriate preconditioners (e.g., Kapitza and Eppel 1987; Ajmani et al. 1994) . A generalized conjugate residual method is used in UM of UK Met Office . Multigrid methods (Douglas 1992) have been proposed to reduce the inter-node communication. Ishii and Kurihara (2002) tested PSOR and multi-grid methods by applying them to the JMA ocean model, and reported that the multigrid method was faster than PSOR method in a large scale parallel computation.
To further relax the integration time step constraint in HI-VI scheme, implicit treatment of gravity waves (e.g., Cullen 1990) is often combined with a Lagrangian treatment of advection (e.g., Tanguay 1990; Golding 1992; Benoit et al. 1997 ). This method, the semi-implicit semi-Lagrangian (SI-SL) scheme is often employed for global-regional unified NWP models (see Section 3). In case of HE-VI scheme, horizontally propagating sound waves may be detrimental to implement the semi-Lagrangian scheme. Table 2 summarizes the comparisons of the three methods. Relative efficiency may depend on the computer architectures. Considering the inter-node communication in HI-VI scheme, HI-VI scheme may be suitable for vector processor computers while HE-VI scheme is more 6 Another important indication by Satomura et al. (2003) is that contrary to the presumption, the use of terrain-following coordinates does not cause a clear error on the results of mountain wave simulation even in the steepest mountain case. They concluded that the z Ã terrain-following coordinates can be employed in high resolution models which contain steep slopes about 45 degree.
appropriate to massive parallel scalar computers. Saito et al. (1998) made a comparison of computational times between HI-VI scheme of MRI-NHM and HE-VI scheme of LM at DWD on the DWD's CRAY super computer. They reported that a rough yardstick which determines the comparative efficiency of the two models was given by the relative magnitude between the Courant number for sound wave speed and the number of iterative procedures in the elliptic pressure equation solver in HI-VI scheme. Thomas et al. (2000) implemented a HI-VI scheme in LM, while reported that HE-VI scheme was more efficient for limited area NWP applications. Similar tendency can be seen in the comparison between HE-VI and HI-VI schemes in the JMA nonhydrostatic model. However in their results, reduction of computer time with the semi-Lagrangian scheme was not considered. Compatibility with high-order time and space discretization schemes may be better in HE-VI schemes, because in HI-VI scheme the 3-dimensional pressure equation must be discretized in a matrix form to apply the numerical solver. Comparison of HE-VI and HI-VI schemes have not been made fully, and more systematic intercomparison should be conducted.
Nonhydrostatic models for NWP and research
3.1 Nonhydrostatic NWP models at operational centers Table 3 summarizes nonhydrostatic NWP models in main forecast centers. As of Septem-ber 2006, five nonhydrostatic models (UM, LM, JMA-NHM, WRF-NMM and GRAPES) have been used for full-scale regional predictions at UKMO, DWD, JMA, NCEP and CMA, respectively. WRF-ARW has been employed for weather predictions in the limited area high resolution windows over US and for some members in the short range ensemble forecast system (SREF) at NCEP. Canadian GEM and NCEP RSM have been operated using hydrostatic dynamics, while they have nonhydrostatic options.
a. UK Met Office
UKMO was the first operational center which implemented a nonhydrostatic model for operational NWP. The UKMO Mesoscale Model (Golding 1990 ) was introduced in 1985 with a resolution of 15 km L16. The model was originated from the Tapp and White (1976) HI-VI model with the inclusion of orography by Carpenter (1979) . Vertical resolution was enhanced to L32 in 1990. Although this mesoscale model was replaced with the hydrostatic Unified model (UM; Cullen 1993), a SI-SL nonhydrostatic version of UM (new dynamics; Staniforth et al. 2002) was implemented and has been used for operational NWP since August 2002 (Davies et al. 2005) . The current UM operational specification is 0.5625 deg Â 0:375 deg (about 40 km) L50 for a global model and 12 km L38 for North Atlantic and Europe (NAE) area ( Fig. 1 ). Since UM does not have a hydrostatic option, both regional and global computations are done with the nonhydrostatic dynamics, and this is the first operational im- 
b. Germany
DWD has been running a nonhydrostatic limited area model LM (Lokal-Modell; Doms and Schaettler 1997) since 1997 with a horizontal resolution of 7 km. Development of LM started in 1995 at DWD and the first version was constructed from DWD's regional model DM (Deutschland Modell) by replacing its hydrostatic solver by a nonhydrostatic dynamical core. Rotated geographical horizontal coordinates and terrain-following vertical coordinates were employed, with a HE-VI treatment of sound and gravity waves. Since September 2005, the number of model levels has been enhanced from 35 to 40 and the domain has been enlarged from 325 Â 325 to 665 Â 667. Lateral boundary condition is supplied by the Icosahedaral grid global model GME (Majewski et al. 2002) as shown in Fig. 2 . For data assimilation, nudging has been employed to initialize LM, where SYNOP, METAR, TEMP, AMDAR and windprofiler data are assimilated. DWD will introduce a high resolution LM (called LMK) which covers Germany and its surroundings with a horizontal resolution of 2.8 km L50 in April 2007. LMK will resolve deep convection explicitly and use radar reflectivity (precipitation scan) via the latent heat nudging technique.
LM has been operated in Italy, Greek and Swiss under COSMO (Consortium of Small scale Modelling) project. A HI-VI version (Thomas et al. 2000) and a very high resolution version using the shaved cell representation of mountains (Steppeler et al. 2006 ) have also been developed.
c. JMA nonhydrostatic model (JMA-NHM)
JMA replaced a hydrostatic spectral mesoscale model with a nonhydrostatic model (JMA-NHM; Saito et al. 2006) in September 2004. The model covers a domain of 3600 km Â 2880 km which covers Japan and its surrounding areas ( Fig. 3 ). Since March 2006, the resolution has been enhanced from 10 km L40 to 5 km L50. Lateral boundary condition is supplied by the JMA hydrostatic regional spectral model (RSM) whose horizontal resolution is 20 km. As for data assimilation, the Meso 4D-Var ) has been implemented since March 2002, and a similar 4D-Var system has been implemented to regional analysis since June 2003. Although these 4D-Var systems are currently based on the hydrostatic spectral model, a nonhydrostatic mesoscale 4D-Var system is under development. JMA-NHM was put into trial operation at the Hong Kong Observatory (HKO) with a horizontal resolution of 5 km and 45 vertical levels in April 2004. It was upgraded in April 2005 to run on an hourly basis to provide rapidly updated quantitative precipitation forecast (QPF) to blend with the radar nowcasting products in RAPIDS (Rainstorm Analysis and Prediction Integrated Data-processing System; Li et al. 2005; Wong et al. 2006) .
Detail of JMA-NHM and its relevant works are described in Section 4.
d. USA
NCEP has been running a regional model 4 times a day (84 hour for 00, 06, 12 and 18 UTC) for the NAM (Northern American Mesoscale) domain with a resolution of 12 km L60. In June 2006 the nonhydrostatic WRF-NMM (Weather Research and Forecasting Nonhydrostatic Mesoscale Model; Janjic 2003) replaced the hydrostatic Eta model as the NAM model. The terrain-following, hybrid, hydrostatic pressure-sigma vertical coordinate is used. HE-VI treatment of sound waves is combined with the Adams-Bashforth scheme for horizontal advection and the Crank-Nicholson scheme for vertical advection, which conserves enstrophy, kinetic energy and momentum. A successive assimilation system with 3D-Var called the Grid Statistical Interpolation (GSI) is used.
In the NAM domain, high resolution limited area models have been nested for domains called HiRes Window (Fig. 4) . Currently, six domains (Alaska, Hawaii, Puerto Rico, Western US, Central US and Eastern US) are being run. In addition to the WRF-NMM, another version of WRF (WRF-ARW; Advanced Research WRF; Skamarock et al. 2005 ) and a regional spectral model (RSM; Juang et al. 1997) are employed. WRF-ARW has been developed at NCAR as a successor to MM5 for research and operation. A HE-VI time splitting method using high order schemes in space (fifth order) and time (third order Runge Kutta) are employed with hydrostatic pressure (mass) vertical coordinates. RSM has a nonhydrostatic op- tion (Juang 2000) but operational run has been done with the hydrostatic dynamics. NCEP also has been developing another SI-SL type nonhydrostatic model (Kar et al. 2005 ). NCEP has been operating a short range ensemble forecasting system SREF (Short Range Ensemble Forecasting; Du and Tracton 2001).
The current system consists of 10 members of 32 km L60 Eta model, 5 members of 40 km L28 RSM, 3 members of 40 km L50 WRF-NMM and 3 members of 45 km L35 WRF-ARW.
Since 2004 WRF-NMM has been run experimentally with 4.5 km L35 resolution over the eastern three-fourths of the United States (Weiss et al. 2006) . A version of the WRF-NMM with multiple moving nests is being developed for hurricane forecasting (Hurricane WRF). This model will replace the current NCEP operational hurricane model in 2007 (Gopalakrishnan et al. 2006 ).
e. Canada
At Environment Canada, Recherche en prevision numerique (RPN) from the Meteorological Research Division, in collaboration with the Canadian Meteorological Centre has developed the SI-SL unified GEM (Global Environmental Multiscale) model (Cote et al. 1998a (Cote et al. , 1998b . GEM is a grid-point model and can accommodate a global uniform latitude-longitude grid resolution, a global variable grid resolution, as well as a limited-area grid. Operationally, the variable grid GEM model has been first run in regional mode (Reg-GEM) since February 1997 with a high resolution window of 35 km (0.33 degree) L28 for 48 hour forecasts. In May 2004, the resolution has been increased to 15 km (0.1375 degree) L58. Using a variable grid mesh, the horizontal resolution over Canada is enhanced without lateral boundary conditions (Fig. 5) . A 4D-Var data assimilation system (providing initial conditions to the global, uniform grid GEM model for medium-range forecasts) has been implemented in March 2005 for the uniform resolution assimilation cycles, on which a 3D-Var regional spin-up cycle is superimposed to provide initial conditions for up to 48 hour regional forecasts.
Although GEM has a non-hydrostatic option (Yeh et al. 2002) , the hydrostatic primitive equations are employed for operational NWP.
A nonhydrostatic very high resolution limitedarea nested version of GEM (GEM-LAM) has been tested with a horizontal resolution of 2.5 km and down to 250 m.
f. China
The National Meteorological Center of China Meteorological Administration (NMC/CMA) started operational run of a limited area nonhydrostatic model GRAPES_Meso in July 2006 with a resolution of 30 km L33, replacing the CMA's former hydrostatic limited area model. GRAPES (Global /Regional Assimilation Prediction System) is a SI-SL global regional unified model, developed by the Chinese Academy of Meteorological Sciences (CAMS; Chen and Xue 2003; . The latitude longitude spherical coordinate and terrain-following Lorenz type vertical coordinates are employed. A preconditioned generalized conjugate residual method is employed for the 3-dimensional Helmholtz pressure equation solver. CAMS has started a technical cooperation with NCAR since 2002, and GRAPES has a common design with WRF-ARW regarding architecture specific tasks such as I/O functions called driver layer, grid numbering configurations and some parts of physical process packages. CMA is planning to run a global version of GRAPES quasioperationally in 2007. g. ALADIN, HIRLAM and AROME project Meteo France has been running a hydrostatic spectral limited area model ALADIN (Aire Limitée Adaptation dynamique Développement Inter-National) for a 2740 km square domain with a resolution of 9.5 km L41. 3D-Var is employed for data assimilation. ALADIN has also been operated in Algeria, Austria, Belgium, Bulgaria, Croatia, Czech Rep., Hungary, Morocco, Poland, Romania, Slovakia, Slovenia and Tunisia with a horizontal resolution 7-31 km. Bubnova et al. (1995) developed an experimental nonhydrostatic version of ALADIN (ALADIN-NH) which uses hydrostatic pressure as the vertical coordinate.
Eight European countries (Denmark, Finland, Iceland, Ireland, Holland, Norway, Spain, and Sweden) have been operating a community hydrostatic limited area model HIRLAM (High Resolution Limited Area Model; Unden et al. 2002) cooperating with Meteo France and ECMWF. These countries are running the model with different domains and resolutions. HIRLAM has two versions, an Euler version and a semi-Lagrangian version. Denmark, Finland and Spain are employing the Euler version while other countries are running the semi-Lagrangian version. Nonhydrostatic versions of HIRLAM (NH HIRLAM) have been presented by Mannik and Room (2001) for the Euler version (HE-VI) and by Room et al. (2006) for the semi-Lagrangian version (SI-SL).
A project developing a nonhydrostatic community NWP model, AROME (Application of Research to Operations at Mesoscale; Bouttier 2003), has been underway. AROME is a SI-SL updated version of ALADIN-NH with physics of the Meso-NH cloud resolving model (Meso-NH; Lafore et al. 1998 ). Meteo France, as well as several HIRLAM countries, have a plan to introduce AROME with a 2.5 km resolution in 2008 for operational mesoscale NWP. Table 4 summarizes typical nonhydrostatic community models. Most models in this table were developed as cloud models initially and have been modified for realistic simulations. Cotton and Tripoli's (1978) cloud model has been extended at Colorado State University (CSU) to the Regional Atmospheric Modeling System (RAMS). RAMS has been widely used in research fields that includes climate studies to LES. At CSU, RAMS has been used for real time forecasting with 48 km, 12 km and 3 km grid spacing (Cotton et al. 2003) . At Wisconsin University, RAMS has been modified to a step mountain model as the University of Wisconsin-Nonhydrostatic Modeling System (http:// cup.aos.wisc.edu/uw-nms.html). Klemp and Wilhelmson's (1978) cloud model has been modified at the US Naval Research Laboratory (NRL) to the Coupled Ocean/ Atmosphere Mesoscale Prediction System (COAMPS; Hodur 1997) . NRL has also been running COAMPS with a horizontal resolution 6 km for the operational typhoon track forecast. Soong and Ogura's (1980) cloud model has been modified at the NASA Goddard Space Flight Center (GSFC) to the Goddard Cloud Ensemble (GCE) model (Tao and Simpson 1993) . The GCE model has been used to simulate many different mesoscale convective systems and to study the role of physical processes in convective systems. Sommeria's (1976) cloud model has been modified at Meteo France to the Meso-NH model (Lafore 1998 ) and used for quasi operational NWP. Although the Meso-NH model uses anelastic formula, time change of the horizontal mean pressure is considered by computing the mass flux at lateral boundaries. Xue et al. (1995) of the Center for Analysis and Prediction of Storms, the Oklahoma University, have developed the Advanced Regional Prediction System (ARPS). ARPS has been applied to many storm scale simulations and was used experimentally in HKO for research and development on local scale prediction. With the ARPS Data Analysis System (ADAS), the Oklahoma University has been run a daily real time analysis and forecast with 27 km, 9 km and 3 km horizontal resolutions. Tsuboki and Sakakibara (2002) of Nagoya University and the Research Organization for Information Science & Technology (RIST) in Japan have developed the Cloud Resolving Storm Simulator (CReSS). CReSS has been designed to perform cloud to mesoscale simulations on parallel computing facilities. Using the Earth Simulator, a simulation of typhoon with a 1 km horizontal resolution has been successfully performed (Tsuboki 2006 (Benoit et al. 1997 ) was developed at RPN. The SI-SL formulation with a terrain-following coordinate was designed for research activities in high resolution weather forecasting. A model based on MC2 has been applied for regional climate modeling at the Climate Research Division at Environment Canada.
Nonhydrostatic community models
These community models are generally well documented and the source codes are distributed to users on websites. In addition to the models listed in Table 4 , several cloud models have been employed for numerical simulations. Formerly, the businesses of cloud models were distinguished from those of operational NWP models. However, recent most mesoscale NWP models are applicable to cloud scale researches as well. Figure 6 shows an example of a cloud resolving simulation by JMA-NHM with a horizontal resolution of 1 km (Eito el al. 2004 ). Cloud streaks associated with the cold air outbreak over the Sea of Japan in winter are very well reproduced. The border between NWP mesoscale models and community research models has been becoming unclear.
Global nonhydrostatic model
As described in the previous subsection, some forecast centers have been operating/ developing global regional unified nonhydro- static models. One of the merits of the unified model is that a common source programming code can be used for global and regional predictions, which may promote an efficient model development. This merit is important in data assimilation where tangent-linear and adjoint models are required in the 4D-Var system. Another demand is the very high resolution global simulation for climate researches and the future NWP. Although current horizontal resolutions of global models in main forecast centers are several tens of kilometers, they will become less than 10 km in the next few decades. The global cloud resolving simulation may remove the uncertainty of climate models due to the convective parameterization.
In the global nonhydrostatic model, the use of the latitude-longitude grid is faced with the 'pole problem', where grid spacing in the latitudinal direction decreases near poles and the time step is restricted by the CFL condition. Current most common manner in operational NWP models to avoid the pole problem is the SI-SL method. The SI-SL scheme for a global model by Staniforth and Cote (1991) has been evolved to UM of UKMO and GEM of MSC. Other SI-SL global nonhydrostatic models can be seen in Qian and Semazzi (1988) and GRAPES of CMA. Although relatively large time step can be taken, convergence and efficiency of the elliptic pressure solver may become a problem in a very high resolution case in this type of global model.
Another approach to realize the global nonhydrostatic model is to use quasi-uniform grid configurations on the sphere. The Frontier Research Center for Global Change (FRCGC) of Japan has developed an icosahedral grid nonhydrostatic model NICAM (Nonhydrostatic Icosahedral Atmospheric Model; Tomita and Satoh 2004;  Fig. 7a ). A global cloud resolving simulation using the Earth Simulator has been conducted with a horizontal resolution of 3.5 km (Satoh et al. 2005) . Icosahedral grid global model has been used at DWD for the operational hydrostatic model GME. The Max Planck Institute for Meteorology (MPI-M) and DWD have been developing another icosahedral nonhydrostatic model (ICON-Project; Heinze et al. 2005) .
Another type of grid configuration on the sphere, the cubic conformal grid, has been presented by McGregor (1996) and Rancic et al. (1996) . Recently, Muroi (2006) cubic conformal grid nonhydrostatic model (Fig.  7b ). Although the uniformity of grid spacing is inferior to the icosahedral grid near the corner of each panel, this type of model has an advantage in the applicability to the regional prediction. Some trials have been done to cover the globe by plural limited area model domains. Dudhia and Bresch (2002) developed a global version of MM5 by combining two Polar-stereo graphic projection domains and conducted one month simulation. A similar combined global model with MM5 has been tested at the Thai Meteorological Department with a resolution of 60-120 km (Baimoung 2006; personal communication). Takahashi et al. (2005) developed a non-hydrostatic model MSSG (Multi-Scale Simulator for Geoenvironment) on a 'Ying-Yang' grid system, which covers whole global surface by two rotated latitude-longitude grid domains (Fig. 7c) , and performed a high resolution (5 km) global simulation on the Earth Simu-lator. Purser et al. (2005) has also tested a Yin-Yang approach with WRF-NMM model. The interactive (2-way) nesting method is employed to exchange information between the limited-area domains in these combinationtype models.
As shown in Appendix, basic equations in the curvilinear coordinate on the sphere can be converted to the latitude-longitude grid by implementing two map factors. Saito (2001) developed a global version of MRI/NPD-NHM using the cylindrical equidistant projection on the HI-VI scheme. The cylindrical equidistant projection has also been implemented to the HE-VI scheme of JMA-NHM by Yamazaki and Saito (2004) . Figure 8 shows a 72 hour simulation by JMA-NHM with a horizontal resolution of 0.5 degree. In this figure, high latitude areas near north and south poles are computed two conformal polar-stereographic domains and the cylindrical equidistant projection domain covers from 70 S to 70 N. Although the computation of three domains was separately conducted in this trial, this 'capped type' combination model may be interesting because it can avoid the drawback of the aforementioned combined models where the joints between limited area model domains cross the mid-latitude areas over the earth. Spectral global nonhydrostatic models have also been under development. Juang (2003) presented a HI-VI type spectral global nonhydrostatic model as a candidate of next generation NWP model at NCEP. A problem of the spherical harmonic spectral method is that the computational amount increases with third order against the size of the model domain. To overcome this problem, Yoshimura and Matsumura (2005) developed a global model using the double Fourier series, whose nonhydrostatic version is under development.
The JMA nonhydrostatic model
MRI-NHM a. Nonhydrostatic model developed at the
Forecast Research Department at MRI Japan has long history in developing nonhydrostatic models. Takeda (1971) developed a cloud model with seven categorized size distribution of water drops and simulated a long-lasting precipitating convective cloud. Takahashi (1975) introduced a bin method into Ogura and Phillip's (1962) anelastic model to simulated the formation of hail with an axisymmetric model.
At MRI, Yamasaki (1975 , 1984 ) developed a cloud model and studied interaction between cumulus convection and large-scale motion regarding the formation of tropical cyclone. Aihara and Okamura (1985) developed a nonhydrostatic compressible model and studied mountain flow. Ikawa (1988) developed a nonhydrostatic model with orography and compared three (AE, HI-VI, HE-VI) computational schemes of nonhydrostatic models. Satomura (1989) developed a fully copressible model using boundary fitting computer generated grids for simulations of small scale phenomena with steep orography. Murakami (1990) also developed an anelastic cloud model to study bulk cloud microphysics. Ikawa's (1988) model was initially developed as a research tool to compare the computational scheme of nonhydrostatic model with orography. Following Clark (1977) , the terrainfollowing vertical coordinate
and the metric tensors for the coordinate transformations by Gal- Chen and Somerville (1975) were employed
where z s is the surface height and H is the model top height. The continuity equation was given by
for the anelastic model. Here This model was further evolved by inclusion of Lin et al. (1983) cloud microphysics, a turbulent closure model based on Deardorff (1980) and treatment surface processes for sea and land. A comprehensive documentation was published in the Technical Report of MRI (Ikawa and Saito 1991) , as a nonhydrostatic model developed at the Forecast Research Department of MRI.
b. Nested model
The Ikawa and Saito's (1991) model was modified to a nested model (MRI-NHM) to realistically simulate mesoscale phenomena (Saito 1994) . For the dynamical core, AE scheme was adopted. In order to obtain a non-divergent mass consistent initial field, a variational calculus (Sherman 1978) was implemented, where (4.3) was used as the constrain to minimize the following cost function.
where U 0 , V 0 , and W Ã 0 mean components of interpolated momentum (first guess) in x, y and z Ã directions, and a 1 and a 2 are weight parameters. Orlanski's (1976) radiative condition was employed with the time depending lateral boundary condition and mass fluxes through lateral boundaries were adjusted to maintain the mass conservation. Saito (1994) applied this model to reproduce a local downslope wind in Shikoku (Yamaji-kaze) and showed a good agreement between simulation and observed time evolution of surface wind when a strong typhoon approached western Japan.
c. Quasi-compressible version
Saito (1993) reimplemented a quasi-compressible version to MRI-NHM using the HI-VI scheme. Continuity equation was as follows
Pressure equation was as (1.21), and the dimension reduction method employed in AE scheme was applied to the Helmoholtz-type pressure equation solver.
d. Fully compressible version with a map factor A semi-implicit, fully compressible version of MRI-NHM including a map factor was developed by Saito (1997) , where the linearlization using the reference atmosphere was removed. Density was defined by the sum of masses of moist air and the water substances per unit volume as
where subscripts c, r, i, s and g stand for the cloud water, rain, cloud ice, snow, and graupel, respectively. r d is the density of dry air and r v that of water vapor. Introducing a map factor m, the continuity equation is given by
where DIVT is the total divergence in z Ã coordinate and U, V, and W Ã are defined by
PRC in (4.9) is the fall-out of water substances written in z Ã coordinate:
where r a is the density of moist air and V the terminal velocity of precipitable water substances (rain, snow and graupel). The state equation is given as the diagnostic equation for density as
where y m is the mass-virtual potential temperature defined by
À q c À q r À q i À q s À q g Þ: ð4:15Þ
The buoyancy term is defined by
where s is a switching parameter, and s ¼ 0 is used for the direct computation of the buoyancy from the density perturbation. The pressure equation is obtained from (4.9) and (4.14) as
where C m is given by
and PFT is the local time tendency of the massvirtual potential temperature,
Another important modification of the model which contributed to improve model's performance was implementation of the modified centered difference advection scheme (Kato 1998 ). This scheme is a flux limiter-type flux correction scheme, which removes numerical errors due to the finite difference approximation and assure the monotonicity (Fig. 9 ).
In the cloud physics, to assure the computational stability for sedimentation of rain, the box Lagrangian scheme (Kato 1995) was implemented. Furthermore atmospheric radiation schemes were also incorporated into the model. These modifications extended MRI-NHM to a full-scale mesoscale model, which was used for several studies at MRI including international cooperative programs; e.g., Fujibe et al. (1999) for the Southern Alps Experiment (SALPEX) in New Zealand and Saito et al. (2001a) for the Maritime Continent Thunderstorm Experiment (MCTEX) in Australia.
e. MRI/NPD-NHM
In 1999, a cooperative effort to develop a community model for NWP and research started between the Numerical Prediction Division (NPD) of JMA and MRI. As the first step, the HE-VI scheme was reimplemented into MRI-NHM by Muroi et al. (1999) , considering the computational efficiency in the parallel computing architecture. In collaboration with RIST, code parallelization of the model to handle the distributed memory parallel computers was done. A unified model, ''MRI/NPD-NHM,'' was completed and a comprehensive description was published in the Technical Report of MRI (Saito et al. 2001b ).
Operational application of JMA-NHM a. 10 km nonhydrostatic MSM
Since 2001, development of an operational nonhydrostatic mesoscale model (nonhydrostatic MSM) has been made at NPD collaborating with MRI. In addition to the three conformal projections, the cylindrical equidistant projection was implemented as the optional Fig. 9 . Effect of the flux correction scheme by Kato (1998) employed in MRI-NHM. Results of 1000 time step integration of a perturbation with 2-D Gaussian function. a) First order upstream scheme. b) Second order centered scheme. c) Second order centered scheme with the flux correction scheme. After Saito and Kato (1999) .
choice (see Appendix). The total divergence and U, V, and W Ã are defined by
ð4:21Þ
The continuity equation is
where the second term in r.h.s. of (4.23) is the diffusion of water vapor in unit time, which includes sub-grid scale turbulent mixing and computational diffusion. This term was implemented by Saito (2004) to consider the surface evaporation of water vapor, which offsets the loss of mass by precipitation in total mass conservation. Several modifications were added to enhance the computational efficiency, robustness and accuracy as an operational NWP model. Higher order (third to fifth) advection schemes which consider staggered grid configuration were implemented by Fujita (2003) . In the operational forecasting at JMA, the fourth-order scheme is chosen, considering computational cost and matching with the advection correction scheme.
A time splitting scheme of gravity waves and advection terms was implemented by Saito (2003a) . In the new splitting scheme, higherorder advection terms with the flux correction scheme are fully evaluated at the center of the leapfrog time step, and then the lower-order (second-order) components at each short time step are adjusted in the latter half of the leapfrog time integration. This scheme is different from the Hsu and Sun's (2001) time splitting scheme of advection where the time splitting of advection is discussed in a forward base two time level model.
In order to attenuate computational instability of sound waves in the HE-VI time integration scheme, an acoustic filter was introduced.
Although the idea is based on Skamarock and Klemp (1992) , the damping terms act on the flux form total divergence (DIVT). An option of 2-dimensional decomposition for parallel computing was implemented where a special node can be exclusively spared for the output process on user's demand (Aranami and Ishida 2005) .
As for physical processes, the Kain-Fritsch convective parameterization scheme (K-F scheme; Kain and Fritsch 1993) was implemented with a modification by Yamada (2003) . Several points have been revised by Ohmori and Yamada (2004) to improve its performance with a 10 km resolution for prediction of heavy rainfall events in Japan, where moist and unstable maritime air-mass prevails in summer. In order to control the grid point storms and the associated intense grid scale precipitation, the targeted moisture diffusion (TMD) has been implemented (Saito and Ishida 2005) , where an artificial second order horizontal diffusion is applied to water vapor when strong upward motions exist.
In order to ameliorate cold and wet biases at the surface, the value of scalar roughness lengths for heat and moisture were reduced to about 1/7.4 of momentum roughness length following Garratt and Francey (1978) . Furthermore, computation of bulk coefficients for surface fluxes over land was changed from Sommeria (1976) to Louis et al. (1982) , with implementation of a stomatal resistance to express the diurnal and seasonal changes of the evapotranspiration at surface.
As for boundary layer processes, the vertical mixing length in the TKE equation was computed by the PBL height following Sun and Chang (1986) to consider the non-local effect. Furthermore, a diagnostic TKE scheme was implemented to prevent computational mode, where a local equilibrium between the buoyancy, shear production terms and viscosity dissipation term was assumed (Kumagai 2004a (Kumagai , 2004b . Implicit treatment of vertical diffusion was implemented where surface flux is computed fully implicitly using bulk coefficients.
On 1 September 2004, after five months preoperational runs, JMA replaced the former hydrostatic mesoscale model ('hydrostatic MSM') with the JMA-NHM ('nonhydrostatic MSM'). Eighteen-hour forecasts were run 4 times a day to support disaster prevention and the very short range forecast of precipitation at JMA. A domain of 3600 km Â 2880 km which covers Japan and its surrounding areas (Fig. 3) was taken. Vertically, 40 levels with variable grid intervals of Dz ¼ 40 m to 1180 m were employed, where the model top and the lowest level are located at 22060 m and 20 m, respectively.
Initial conditions of horizontal wind, temperature, water vapor, and surface pressure were given by the JMA Meso 4D-Var analysis 6 hourly as in the former hydrostatic MSM. Initial conditions of cloud microphysical quantities were given by the 6-hour forecast cycle. Lateral boundary conditions were supplied from forecasts of the 20 km resolution Regional Spectral Model of JMA (RSM), while the initial times of RSM were 6 or 12 hours earlier than MSM as in the operational condition.
Detail of the 10 km nonhydrostatic MSM is given in Saito et al. (2006) .
b. High resolution (5 km) MSM
Since March 2006, horizontal and vertical resolutions of nonhydrostatic MSM have been enhanced from 10 km L40 to 5 km L50 . The model operation has also been increased from 4 times a day (6 hourly) to 8 times (3 hourly), to provide more frequent forecasts. Time step for leap-frog integration has been changed from 40 sec to 24 sec. Some modifications have been added to physical processes. In the atmospheric radiation scheme of the 10 km MSM, cloud was assumed as a black body and cloud optical properties were given by empirical constants both in the hydrostatic and nonhydrostatic models. In the new radiation scheme (Nagasawa and Kitagawa 2005) cloud optical properties are determined by cloud water/ice contents and their effective radius. This modification reduces the negative bias of 200 hPa temperature and improves the prediction of diurnal change of the surface temperature.
The convective parameterization is still required at 5 km, because without convective parameterization the model overestimates intense rain more than 20 mm/hour and underestimates weak to moderate rains less than several mm/hour. In K-F scheme, following points have been revised ; 1) conversion from convective condensate to rain is reduced, 2) time scales of deep and shallow convection are reduced, and 3) threshold values for conversion from cloud water/ice to precipitation are increased. These modifications contribute to improve both bias and threat scores. Threshold value to invoke the targeted moisture diffusion has been also changed from 2 m/s to 3 m/s. In the TKE scheme, the value of coefficient to compute eddy viscosity has been decreased above the boundary layer. Same mixing length is used both in the horizontal and the vertical directions. Figures 10b and 10c show virtual infrared satellite images with the 10 km and 5 km nonhydrostatic MSMs. Although these two figures resemble each other, the predicted image with the 5 km MSM (Fig. 10c) is more similar to the observation (Fig. 10a ) by the virtue of the higher resolution. Characteristics of low level clouds over the sea off the east coast of Japan, upper clouds west of Japan, and convective clouds over the Pacific Ocean are well simulated in the 5 km MSM. Figure 11 shows QPF performance of MSM. In this figure, scores for moderate to intense rain with a threshold value of 10 mm for 3 hours at FT ¼ 6-9 are indicated. This forecast time is important for the operational very short range forecast of precipitation at JMA. Given the verification grid size of 10 km, this validation is a very tough condition for a NWP model, thus values of threat scores are not so high. After the commencement of operational run of the hydrostatic MSM in March 2001, several modifications shown in Table 5 have been implemented in MSM. a) Threat score for 3 hour precipitation at FT ¼ 9 with a threshold value of 10 mm/3 hour. b) Same as in a) but bias score. c) Same as in a) but miss rate. d) Same as in a) but false alarm ratio. Figure 11a shows the threat score. The averaged score before implementation of Meso 4D-Var in March 2002 was 0.11, but after March 2006, enhancement of horizontal and vertical resolutions, the score has been improved to 0.23. The bias score (Fig. 11b ) had shown a tendency of overestimation of precipitation in winter, but after the implementation of the nonhydrostatic model in September 2004, this overestimation has been ameliorated. This is mainly attained by the inclusion of cloud microphysics in the nonhydrostatic MSM, because the hydrostatic MSM regarded the condensate as the surface precipitation. The miss rate (Fig. 11c ) was decreased from 0.71 to 0.61 by implementation of 4D-Var, and decreased to 0.54 in the 5 km MSM. The false alarm ratio (Fig. 11d ) has been decreased from 0.84 before March 2002 to 0.67 after March 2006. This means that recent improvement of threat scores in MSM has been attained by decrease of both the miss rate and the false alarm ratio. To decrease both values less than 0.5 may be a target of the JMA short range QPF in the near future.
c. Recent developments and plans in near future In May 2007, JMA will extend the forecast time of MSM from 15 hours to 33 hours at the initial times of 03, 09, 15 and 21 UTC. These extended forecasts will cover information for disaster prevention up to 24 hours .
As the modification of dynamics, a generalized hybrid vertical coordinate z ¼ z À z s f ðzÞ;
ð4:24Þ will be introduced, which approaches the z Ã coordinate near surface and the z coordinate near model top (Ishida 2007 ). Here f ð0Þ ¼ 1, f ðHÞ ¼ 0 and f ðzÞ is determined so that qz/qz is positive and the second derivative of f ðzÞ is differentiable. Figure 12 shows a result of a comparative experiment of idealized advection with z Ã and the generalized hybrid vertical coordinates 7 . In this experiment, a mountain whose height is 3000 m is located at the model domain, and water vapor is advected by horizontal wind of u ¼ 2:5 m/s. In the z Ã coordinate (Fig. 12a) , the shape of water vapor is distorted when the water vapor mass passes above the mountain, while in the hybrid coordinates (Fig.  12b ), the original shape is well preserved until FT ¼ 24 hours. In the cloud microphysics, fall-out of cloud ice is newly considered in addition to the former precipitable quantities (rain, snow and graupel) to prevent an excessive accumulation of cloud ice in the upper model atmosphere. In K-F scheme for convection, perturbation depending on relative humidity is added in the trigger function to reduce the overestimation of convective rain induced by orography. This modification also improves the model's performance to simulate the diurnal change of convection. Figure 13 shows an example of the prediction with the original and modified K-F schemes. Observed diurnal convective rains over the inland of the western part of Japan are well simulated by the model with the modified K-F scheme.
As for the turbulent model, a Mellor and Yamada level 3 closure model (MY3; Niino 2004, 2006 ) will be first implemented as the operational NWP model to reduce model 7 Similar idealized experiment for hybrid coordinate is given in Schar et al. (2002) . errors in boundary layer. In addition to the prognostic turbulent kinetic energy (TKE), fluctuations of liquid water potential temperature ðy 02 l Þ and total water content ðq 02 w Þ and their correlation ðy 0 l q 0 w Þ are treated as the prognostic variables. The effect of counter-gradient diffusion is naturally considered in the computation of the diffusion coefficients without a non-local parameterization. In the radiation scheme, the long wave radiation scheme for clear sky employed in the operational JMA global model will be implemented to reduce the negative temperature bias in the lower atmosphere. To evaluate the degree of cloudiness, the partial condensation computed by the probability density function in the MY3 closure model is considered. Figure 14 shows an example of the prediction with the original and modified models. Observed line-shaped precipitation over the northern part of central Japan is well simulated by the modified MSM with the MY3 closure model and the new radiation scheme. JMA is planning to introduce a very high resolution (20 km) semi-Lagrangian global spectral model (GSM) in late 2007. Since the high resolution global model will be run 6 hourly, it will supply the boundary conditions to MSM more frequently. A nonhydrostatic 4D-Var data assimilation system (JNoVA; JMA Nonhydrostatic model based Variational data assimilation system; Honda et al. 2005 ) is planned to be operational in late 2007 to supply the 5 km MSM more accurate initial conditions. Horizontal resolution of the 4D-Var inner loop will be enhanced from 20 km of Meso 4D-Var to 10 km in JNoVA, while a cloud resolving 4D-var system is under development at MRI (Kawabata et al. 2006) . Expected specifications of MSM up to the end of 2007 is listed in Table  6 . Assimilation of GPS data will start within a few years to improve the analysis of water vapor.
JMA is planning to implement a mesoscale ensemble prediction system (MEPS) in the next NWP system. Developments of MEPS have been underway with various approaches including downscaling of global EPS, BGM and SV methods. A preliminary trial of MEPS for Japan area is seen in Seko et al. (2007) . A local ensemble Kalman filter technique using JMA-NHM has also been developed (Miyoshi and Aranami 2006) .
Development of a high resolution JMA-NHM has been underway at MRI and NPD for next generation cloud resolving NWP. Test of a 2 km resolution local NWP model for the very short range forecast of precipitation will be started at NPD in May 2007.
and W is angular velocity vector of earth's rotation. From above equations, we obtain Reproduced from Kikuchi (1975) . In JMA-NHM, in addition to the conformal pro-jection where m is set to equal to n, the cylindrical equidistant projection is available by setting two map factors as m ¼ cos j 0 cos j ; n ¼ 1; ðA:25Þ
where j 0 is the standard latitude.
