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BROWNIAN INTERSECTION LOCAL TIMES:
EXPONENTIAL MOMENTS AND LAW OF LARGE MASSES
By Wolfgang Ko¨nig and Peter Mo¨rters
Technische Universita¨t Berlin, and University of Bath
Abstract: Consider p independent Brownian motions in Rd, each running up to its first
exit time from an open domain B, and their intersection local time ℓ as a measure on B. We
give a sharp criterion for the finiteness of exponential moments,
E
[
exp
( n∑
i=1
〈ϕi, ℓ〉1/p
)]
,
where ϕ1, . . . , ϕn are nonnegative, bounded functions with compact support in B. We also
derive a law of large numbers for intersection local time conditioned to have large total mass.
1. Introduction and statement of results
1.1 Introduction
Much of our knowledge about Brownian occupation times goes back to the celebrated Feynman-Kac
formula, see e.g. [Fe48, Ka49] for original sources and [FP99] for an excellent survey. The formula is
also at the heart of results relating Brownian motion and a vast number of differential equations, see
[BS02] for an impressive account. To formulate one of many versions of the Feynman-Kac formula,
let B ⊂ Rd be a bounded open domain and suppose that W is a Brownian motion started in x ∈ B.
Let q : B → [0,∞) be a Borel measurable function and T the first exit time of the Brownian motion
W from B. Then the function f : B → [0,∞] given by
f(x) = Ex
[
exp
∫ T
0
q(W (s)) ds
]
, for x ∈ B, (1.1)
is the minimal positive solution of the equation
f(x) = 1 +
∫
G(x, y)f(y)q(y) dy, (1.2)
where G is the Green function for Brownian motion killed on the boundary of B, see e.g. [FP99, (8)].
Hence, the exponential moments in (1.1) are finite if and only if there exists a finite positive solution
to (1.2).
An explicit criterion for the finiteness of the exponential moments in (1.1), given in terms of a
variational formula, is due to Pinsky [Pi86]. Assuming that B is a bounded, open domain with a
C2-boundary, for any continuous function q : B → R, define
lq,B = sup
{∫
q(x)ψ(x)2 dx− 12‖∇ψ‖22 : ψ ∈ H10 (B),
∫
ψ(x)2 dx = 1
}
.
Pinsky shows that
Ex
[
exp
∫ T
0
q(W (s)) ds
] { <∞ for all x ∈ B if lq,B < 0,
=∞ for all x ∈ B if lq,B > 0. (1.3)
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His main tool is the Donsker-Varadhan large deviation theory for the occupation measure of Brownian
motion.
Whereas we have an almost complete understanding of occupation times of one Brownian path,
we know much less about the intersection of several independent Brownian paths, where the role of
occupation times is played by intersection local times. A major reason for this lack of understanding is
that we do not know the natural analogues of the two crucial tools in our understanding of occupation
measures, the Feynman-Kac formula and the Donsker-Varadhan large deviation theory. However,
there is every indication that the relation of intersection local times and differential equations is as
rich and exciting as in the case of a single Brownian motion. Maybe even more so, as the equations
appearing in this context turn out to be nonlinear and the analytical theory of these equations knows
more open problems than answers.
In this paper, as a first step into this new territory, we investigate the existence of exponential moments
for intersection local times of p Brownian motions in Rd. In analogy to (1.3) we give a finiteness
criterion for exponential moments of integrals of intersection local time against a large class of test
functions. In the absence of the two crucial tools mentioned before, our arguments rely heavily on
combinatorial and analytical methods. As a consequence of our approach, we are able to prove a law
of large numbers (or, more accurately, large masses) which relates the asymptotic shape of intersection
local time to a natural nonlinear partial differential equation.
1.2 Brownian intersection local times
Suppose that B ⊂ Rd, with d ≥ 1, is an open set. The set B is assumed to be bounded if d ≤ 2,
except that we allow B = Rd, if d ≥ 3. Let p ≥ 1 be an integer, x = (x1, . . . , xp) ∈ Bp, and assume
that a family of p independent Brownian motions
(W 1(t) : t ∈ [0,∞)), . . . , (W p(t) : t ∈ [0,∞))
in Rd with W 1(0) = x1, . . . ,W
p(0) = xp are realized on a probability space (Ω,F ,Px). Denote the
corresponding expectation by Ex. Each motion is killed at the first exit time T
i = inf{t > 0: W i(t) 6∈
B} from B if this time is finite. By classical results of Dvoretzky, Erdo˝s, Kakutani and Taylor,
p(d − 2) < d is equivalent to the fact that the paths of the p motions have a positive probability of
intersecting in a point other than their starting point. In this case there exists a locally finite measure,
the (projected) intersection local time measure ℓ, which can symbolically be described by the formula
ℓ(A) =
∫
A
dy
p∏
i=1
∫ T i
0
ds δy
(
W i(s)
)
, for A ⊂ Rd Borel. (1.4)
Heuristically, ℓ(A) measures the amount of intersection of the p Brownian paths in the set A before
they are killed. The measure ℓ is a random element of the space M(B) of nonnegative, locally finite
measures on B, which is equipped with the vague topology. ℓ is nontrivial with positive probability
and, if A is a bounded set, ℓ(A) is almost surely finite. If A is unbounded, then ℓ(A) may be equal to
∞ with positive probability.
We always assume that p(d− 2) < d. This includes the following cases,
• p = 1, d arbitrary. In this case ℓ degenerates to the occupation measure of a single Brownian
path,
ℓ(A) =
∫ T 1
0
ds 1A
(
W 1(s)
)
, for A ⊂ Rd Borel.
Our main result, Theorem 1.1, is essentially contained in [Pi86], see Remark 1 for a compar-
ison. Theorem 1.4 seems to be new even in this case.
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• d = 1, p ≥ 2 arbitrary. In this case the symbolic formula (1.4) makes sense using local time.
Indeed, if (Li(x) : x ∈ R) is the family of local times of the stopped Brownian motion W i,
i.e., the continuous density of the occupation measure
∫ T i
0 ds δW i(s), we define
ℓ(A) =
∫
A
dy
p∏
i=1
Li(y), for A ⊂ R Borel.
• d = 2, p ≥ 2 arbitrary, and d = 3, p = 2. In these most interesting cases, the local times do
not exist and substantial work is needed to turn (1.4) into a rigorous definition. See Section 2
of [KM02] for a short survey on three rigorous constructions of ℓ in these cases.
We would like to mention (see [LG87, LG89]) that if d ≥ 2, almost surely, ℓ is equal to a Hausdorff
measure on the set S := W 1[0, T 1) ∩ . . . ∩W p[0, T p) with some deterministic gauge function. This
fact underlines that ℓ is the natural measure on the intersection of the paths.
1.3 The main result
Let ϕ : B → [0,∞) be bounded with compact support in B. If µ is a measure on B we write
〈ϕ, µ〉 = ∫ ϕdµ. Suppose now that ϕ is positive on a set of positive Lebesgue measure, then it turns
out that Ex[exp(〈ϕ, ℓ〉)] = ∞. However, it is a subtle question whether the stretched exponential
moments of the form
Ex
[
exp
(〈ϕ, ℓ〉1/p)]
are finite or not. Our first main result is a sharp criterion for this. In fact, the nonlinearity due to the
pth root in the exponent makes it natural to ask a more general question, namely when for a finite
family (ϕ1, . . . , ϕn) of bounded nonnegative functions the moments
Ex
[
exp
( n∑
i=1
〈ϕi, ℓ〉1/p
)]
are infinite or not. To formulate our answer denote by
D(B) =
{
H10 (B) if B is bounded,
D1(Rd) if B = Rd,
(1.5)
the classical Sobolev space H10 (B) with zero boundary condition if B is bounded, and, in the case
that B = Rd, the set D1(Rd) of functions in L1loc(R
d) vanishing at infinity and having a distributional
gradient in L2(Rd). In Section 5 we recall some properties of D(B).
Theorem 1.1 (Exponential moments). Let φ = (φ1, . . . , φn) be a family of bounded nonnegative Borel
measurable functions with compact support in B, and let
Θ(φ) = Θ(φ1, . . . , φn) = inf
{p
2
‖∇ψ‖22 : ψ ∈ D(B),
n∑
i=1
‖φiψ‖22p = 1
}
. (1.6)
Then
Ex
[
exp
( n∑
i=1
〈φ2pi , ℓ〉1/p
)]{
<∞ for all x ∈ Bp if Θ(φ) > 1,
=∞ for all x ∈ Bp if Θ(φ) < 1. (1.7)
Indeed, we even have
lim
a↑∞
1
a
logPx
{ n∑
i=1
〈φ2pi , ℓ〉1/p > a
}
= −Θ(φ). (1.8)
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A partial result in the direction of Theorem 1.1 was obtained in [KM02]. From Theorem 1.1 we can
infer a finiteness criterion for intersection local times in a form analogous to Pinsky’s result for single
Brownian motion in (1.3).
Corollary 1.2. Let B ⊂ Rd be a bounded, open domain with C1-boundary, and let φ = (φ1, . . . , φn)
be a family of bounded Borel measurable functions φi : B → [0,∞). Let
lpφ,B = sup
{ n∑
i=1
‖φiψ‖22p −
p
2
‖∇ψ‖22 : ψ ∈ D(B), ‖ψ‖2p = 1
}
. (1.9)
Then
Ex
[
exp
( n∑
i=1
〈φ2pi , ℓ〉1/p
)]{ <∞ for all x ∈ Bp if lpφ,B < 0,
=∞ for all x ∈ Bp if lpφ,B > 0.
(1.10)
Proof. For ε > 0, denote by B[ε] the open ε-neighbourhood of B. We first show that
lim sup
ε↓0
lpφ,B[ε] ≤ lpφ,B. (1.11)
Indeed, for k ∈ N let ψk ∈ H10 (B[1/k]) be an approximate minimizer in (1.9) i.e., ‖ψk‖2p = 1 and∑n
i=1 ‖φiψk‖22p − p2‖∇ψk‖22 ≥ lpφ,B[1/k] − 1/k. Since the first term is bounded in k ∈ N, it is clear
that (‖∇ψk‖2)k∈N is bounded. By Lemma 5.2 we may assume that ψk converges, as k →∞, to some
ψ ∈ H10 (B[1]) in L2p-norm such that ∇ψk converges weakly to ∇ψ. Since supp(ψk) ⊂ B[1/k] for any
k ∈ N, we may assume that ψ ∈ H1(Rd) with ψ = 0 outsideB. According to Lemma 5.1, the restriction
of ψ to B lies in H10 (B). By lower semicontinuity of ‖ · ‖2, we have ‖∇ψ‖2 ≤ lim infk↑∞ ‖∇ψk‖2. By
L2p-convergence we have limk↑∞
∑n
i=1 ‖φiψk‖22p =
∑n
i=1 ‖φiψ‖22p. Hence,
lim sup
ε↓0
lpφ,B[ε] ≤
n∑
i=1
‖φiψ‖22p −
p
2
‖∇ψ‖22 ≤ lpφ,B,
and this finishes the proof of (1.11).
Now assume that lpφ,B < 0. Because of (1.11) one can fix ε > 0 such that l
p
φ,B[ε] < 0. We now work in
the domain B[ε] and exploit that the supports of φ1, . . . , φn are strictly inside B[ε]. For any η > 0,
0 < −lpφ,B[ε] = infψ∈D(B[ε])\{0}
p
2‖∇ψ‖22 −
∑n
i=1 ‖φiψ‖22p
‖ψ‖22p
≤ inf
{ p
2‖∇ψ‖22 − 1
‖ψ‖22p
: ψ ∈ D(B[ε]),
n∑
i=1
‖φiψ‖22p = 1, ‖ψ‖22p ≥ η
}
≤ 1
η
(
inf
{p
2
‖∇ψ‖22 : ψ ∈ D(B[ε]),
n∑
i=1
‖φiψ‖22p = 1, ‖ψ‖22p ≥ η
}
− 1
)
.
(1.12)
Since there is a non-trivial minimiser ψ for the variational formula (1.6), we can choose η > 0 so small
that the variational formula on the right hand side of (1.12) is equal to Θ(φ). Hence, Θ(φ) > 1, and
by Theorem 1.1 we infer that
Ex
[
exp
( n∑
i=1
〈φ2pi , ℓ〉1/p
)]
<∞
for all x ∈ B[ε]p and the intersection local time ℓ of the Brownian motion killed upon leaving B[ε].
The desired result for the original domain follows by monotonicity.
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Now assume that lpφ,B > 0. Then there is a ψ ∈ D(B) satisfying ‖ψ‖2p = 1 and
p
2
‖∇ψ‖22 <
n∑
i=1
‖φiψ‖22p.
There exists a domain U with U ⊂ B such that
p
2
‖∇ψ‖22 <
n∑
i=1
‖φi1Uψ‖22p.
Multiplying ψ with an appropriate positive constant, we obtain a new ψ ∈ D(B) satisfying∑n
i=1 ‖φi1Uψ‖22p = 1 and p2‖∇ψ‖22 < 1, which implies that Θ(φ1U ) < 1. The result follows from
Theorem 1.1 and monotonicity. 
Remark 1 (Comparison with the result of [Pi86].) Looking at the special case p = 1, and (without
loss of generality) n = 1, Pinsky shows (1.10) for any continuous φ1 : B → R in the case that B has a
C2-boundary. His result is based on the formula
lim
t↑∞
1
t
logEx
[
exp
{∫ t
0
φ1(W (s)) ds
}
, T 1 > t
]
= l1φ1,B , for all x ∈ B, (1.13)
which follows from the Donsker-Varadhan theory and an analysis of the regularity of the variational
problem defining l1φ,B. Note that our approach requires weaker regularity assumptions, but is not
suitable to deal with functions of changing sign. Of course, the main point of our investigation is the
generalisation to the case p > 1, where (1.13) is not available. ✸
In our proof of Theorem 1.1 it is essential to show the existence of minimisers in (1.6) and characterise
them by differential equations.
Proposition 1.3 (Analysis of Θ(φ)). Let φ = (φ1, . . . , φn) be a family of nonnegative bounded mea-
surable functions with compact support in B. Then the infimum in (1.6) is attained. Every minimiser
ψ ∈ D(B) satisfies the equation
−p
2
∆ψ = Θ(φ)ψ2p−1
n∑
i=1
‖φiψ‖2−2p2p φ2pi . (1.14)
We do not know in general whether the solution of (1.14) is unique, even in the simpler case n = 1,
where the equation simplifies to the nonlinear eigenvalue equation
−p
2
∆ψ = Θ(φ)ψ2p−1φ2p.
A natural question in this context is whether the minimisers in the variational problem (1.6) allow
a probabilistic interpretation. Our second main result provides an interpretation as the asymptotic
“shape” of the intersection local time when the total mass in a given set is large.
For the formulation of this result let U be an open, bounded Lebesgue continuity set whose closure
is contained in B, and define a (random) probability measure L on U as the normalized intersection
local times L = ℓ/ℓ(U) on U . Let d denote a metric on the space M1(U) of probability measures on
U , that induces the weak topology. Under the conditional law P{ · | ℓ(U) > a}, as a ↑ ∞, the measure
L satisfies the following law of large numbers.
Theorem 1.4 (Law of Large Masses). Denote by M ⊂ M1(U) the set of measures ψ2p(x) dx on U
with ψ a minimiser in the variational formula for Θ(1U ). Then, for any x ∈ Bp,
lim
a↑∞
Px
{
d
(
L, M
) ≥ ε ∣∣∣ ℓ(U) > a} = 0, for any ε > 0.
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The convergence is exponential with speed a1/p.
This result was announced, without proof, in [KM02]. By Proposition 1.3, the densities ψ2p of the
measures in M satisfy the nonlinear eigenvalue equation
−p
2
∆ψ = Θ(1U )ψ
2p−1
1U .
Whether the solution to this equation is unique, and also whetherM is a singleton, seems to be an open
problem. It is a further open problem to determine the precise rate of convergence in Theorem 1.4.
Remark 2 (Comparison with a result of [Ch03].) In a recent preprint Xia Chen [Ch03] looks at the
intersection local time ℓ1 for p > 1 Brownian paths in R
d each running up to time one. He finds a
sharp criterion for finiteness of the total intersection local time. For q = d2(p − 1) and
γ(p, d) = q
( p
p−q
)1− p
q sup
{
‖ψ‖22p − 12‖∇ψ‖22 : ψ ∈ D(Rd), ‖ψ‖2 = 1
}1− p
q
,
he shows that
Ex
[
exp
(
γℓ1(R
d)2/d(p−1)
)]{ <∞ for all x ∈ Bp if γ < γ(p, d),
=∞ for all x ∈ Bp if γ > γ(p, d). (1.15)
Because of the fixed time horizon this problem is very different from the one we are looking at —
note also the completely different scaling behaviour. Still it is interesting to compare the techniques
of proof. Chen’s method, again quite different from ours, is based on asymptotics for the Feynman-
Kac formula for occupation times and approximation of intersection local time by occupation time.
Understanding the relationship between these results and methods would probably lead to significant
progress in the research programme set out in the introduction. ✸
2. Overview and setup of the proof
Our main results follow from an analysis of the large-k asymptotics of the kth moments of the random
variables
n∑
i=1
〈φ2pi , ℓ〉1/p.
In Section 2.1 we fix some notation about entropy and relative entropy. In Section 2.2 we derive the
moment asymptotics in terms of a variational formula involving relative entropies. We also identify
this formula in terms of Θ(φ) defined in (1.6). In Section 2.3 we complete the proofs.
2.1 Entropy and relative entropy
For any probability measure µ and any measure µ˜ on the same measure space X the relative entropy
or Kullback-Leibler distance of µ with respect to µ˜ is defined as
H(µ | µ˜) =
∫
µ(dx) log
µ(dx)
µ˜(dx)
, (2.1)
which is to be interpreted as infinity if µ 6≪ µ˜. If µ˜ = f dx then we often write H(µ | f) instead
of H(µ | µ˜). By Jensen’s inequality we always have H(µ | µ˜) ≥ − log µ˜(X) and equality holds if and
only if µ = µ˜/µ˜(X). More specifically, for any µ ∈ M1(B) we define I(µ) = H(µ | Leb ), the relative
entropy of µ with respect to the Lebesgue measure Leb on B. For λ ∈ Sn, where Sn denotes the
n-dimensional unit simplex, we write I(λ) =
∑n
i=1 λi log λi for the relative entropy of λ with respect
EXPONENTIAL MOMENTS FOR INTERSECTION LOCAL TIMES 7
to the counting measure. In both cases the functional I is convex and lower semicontinuous. We
denote by
M∗1(B) =
{
ν ∈ M1(B2) : ν(A×B) = ν(B ×A) for all Borel sets A ⊂ B
}
(2.2)
the set of probability measures ν on B2 with equal marginals ν1(A) = ν(A×B) and ν2(A) = ν(B×A),
we denote the marginal by ν¯ = ν1 = ν2. For ν ∈ M1(B2) we define
I2µ(ν) =
{
H(ν | ν1 ⊗ µ) , if ν ∈M∗1(B),
∞ , otherwise. (2.3)
It is known that I2µ is lower semicontinuous and convex.
By G = GB : R
d × Rd → [0,∞] we denote the Green function of a Brownian motion stopped when
reaching ∂B. That is,
G(x, y) =
∫ ∞
0
ps(x, y) ds, for x, y ∈ B. (2.4)
where ps(x, y) denotes the transition sub-probability density of the stopped motion. Define a function
G : M1(B) −→ R by
G(µ) = inf
ν∈M∗1(B)
ν¯=µ
{
I2µ(ν)− 〈ν, logG〉
}
= inf
ν∈M∗1(B)
ν¯=µ
∫
B
∫
B
ν(dx dy) log
ν(dx dy)
µ(dx)µ(dy)G(x, y)
. (2.5)
Observe that it suffices to take the infimum over measures ν satisfying ν ≪ µ ⊗ µ. We can replace
I2µ(ν) in the definition of G by either the relative entropy H(ν |µ ⊗ µ) or the mutual information
H(ν |ν1 ⊗ ν2).
2.2 Moment asymptotics
Let φ = (φ1, . . . , φn) be a family of bounded nonnegative Borel measurable functions with compact
support in B and define, for any λ ∈ Sn,
H(φ, λ) := − inf
{ n∑
i=1
λiH
(
µi |φ2pi
)
+ pG
( n∑
j=1
λjµj
) ∣∣∣µ1, . . . , µn ∈ M1(B)}. (2.6)
Note that it suffices to take the infimum over measures µi that satisfy µi ≪ φ2pi dx. The following
proposition is the main result of Section 3.
Proposition 2.1 (Asymptotics for mixed moments). Fix x ∈ Bp.
(i) For every λ ∈ Sn,
lim inf
k↑∞
1
k
logEx
[ 1
k!p
n∏
i=1
〈φ2pi , ℓ〉kλi
]
≥ H(φ, λ). (2.7)
(ii) If each φi is bounded away from zero on its support, then
lim sup
k↑∞
sup
λ∈Sn
[
1
k
logEx
[ 1
k!p
n∏
i=1
〈φ2pi , ℓ〉kλi
]
− H(φ, λ)] ≤ 0. (2.8)
(iii) Let U ⊂ B be a bounded open Lebesgue continuity set whose closure is contained in B. Let
H ⊂M1(U) and ε > 0. Then
lim sup
k↑∞
1
k
logEx
[ 1
k!p
ℓ(U)k1{L∈H}
]
≤ − inf
µ∈H[ε]
{
I(µ) + pG(µ)},
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where H[ε] ⊂M1(U) denotes the ε-neighbourhood of the set H.
In this section we show how to use this result, together with an analysis of the variational problems
to complete the proofs of our theorems. We first derive from Proposition 2.1 the moment asymptotics
of the random variable
∑n
i=1〈φ2pi , ℓ〉1/p. For this purpose define
W (φ) = − inf
λ∈Sn
{
pI(λ)− H(φ, λ)
}
. (2.9)
Proposition 2.2. Fix x ∈ Bp.
(i) lim inf
k↑∞
1
k
logEx
[
1
k!p
( n∑
i=1
〈φ2pi , ℓ〉1/p
)kp]
≥W (φ). (2.10)
(ii) Assume that every φi is bounded away from zero on its support. Then
lim sup
k↑∞
1
k
logEx
[
1
k!p
( n∑
i=1
〈φ2pi , ℓ〉1/p
)kp]
≤W (φ). (2.11)
Proof. We use Proposition 2.1 and denote ϕi = φ
2p
i . For l, n ∈ N, let
Sn(l) =
{
λ ∈ Sn : lλi is an integer for all i
}
.
The multinomial theorem yields that,( n∑
i=1
〈ϕi, ℓ〉1/p
)kp
=
∑
λ∈Sn(kp)
(
kp
kpλ1, . . . , kpλn
) n∏
i=1
〈ϕi, ℓ〉kλi . (2.12)
Stirling’s formula yields that, uniformly in λ ∈ Sn(kp), as k ↑ ∞,(
kp
kpλ1, . . . , kpλn
)
= e−kpI(λ)eo(k). (2.13)
To prove part (i) of Proposition 2.2, pick some small η > 0 and choose an approximate minimiser
λ∗ ∈ Sn in (2.9) such that
pI(λ∗)− H(φ, λ∗) ≤ −W (φ) + η.
Pick λ ∈ Sn(kp) such that |λi−λ∗i | ≤ 1k for any i ∈ {1, . . . , n}. Note that the vector λ˜ = 1ε (λ∗−λ(1−ε))
lies in Sn. Fix ε > 0 and use Ho¨lder’s inequality to derive
Ex
[ n∏
i=1
〈ϕi, ℓ〉kλi
]
≥ Ex
[ n∏
i=1
〈ϕi, ℓ〉kλ∗i
] 1
1−ε
Ex
[ n∏
i=1
〈ϕi, ℓ〉kλ˜i
]− ε
1−ε
. (2.14)
The last term is further estimated using Ho¨lder’s inequality by
Ex
[ n∏
i=1
〈ϕi, ℓ〉kλ˜i
]− ε
1−ε ≥
n∏
i=1
Ex
[〈ϕi, ℓ〉k]−ελ˜i/(1−ε) ≥ (k!peCk)− ε1−ε , (2.15)
where C only depends on p and ϕ1, . . . , ϕn. This follows from rough a priori estimates based on
Le Gall’s moment formula, see e.g. [LG87, Proposition 3]. By continuity and nonpositivity of I, we
may estimate I(λ) ≤ I(λ∗)1−2ε1−ε , for k sufficiently large. We take expectations on both sides of (2.12),
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and obtain a lower bound by restricting the sum on the right side to the unique summand for λ chosen
above, obtaining, with the help of Proposition 2.1(i),
lim inf
k↑∞
1
k
logEx
[
1
k!p
( n∑
i=1
〈φ2pi , ℓ〉1/p
)kp]
≥ −pI(λ) + 1
1− ε lim infk↑∞
1
k
logEx
[
1
k!p
n∏
i=1
〈φ2pi , ℓ〉kλ
∗
i
]
− εC
1− ε
≥ − 1
1− ε
[
pI(λ∗)− H(φ, λ∗) + εC − 2pεI(λ∗)]
≥ − 1
1− ε
[−W (φ) + η + εC − 2pεI(λ∗)].
Now let η ↓ 0 and ε ↓ 0 to arrive at (2.10).
Now we prove Proposition 2.2(ii). For any small δ > 0 we have, by Proposition 2.1(ii), for sufficiently
large k and any λ ∈ Sn,
1
k
logEx
[ 1
k!p
n∏
i=1
〈ϕi, ℓ〉kλi
]
≤ H(φ, λ) + δ.
Hence, by (2.12), (2.13), and using that the cardinality of Sn(kp) is bounded by (kp)
n = eo(k), we get
lim sup
k↑∞
1
k
logEx
[
1
k!p
( n∑
i=1
〈φ2pi , ℓ〉1/p
)kp]
≤ − inf
λ∈Sn
[
pI(λ)− H(φ, λ)] + δ. (2.16)
Now we let δ ↓ 0 in (2.16) to complete the proof. 
At this point we would like to replace the cumbersome expression (2.9) for W (φ) with a more elegant
expression involving energies of functions. The following result is the main result of Section 4.
Proposition 2.3. Let Θ(φ) be as in (1.6). Then
W (φ) = −p log Θ(φ)
p
.
Moreover, in the variational problems (1.6) and (2.9) (substituting (2.6)) minimisers exist, and they
are related by the formulas
λi = ‖ψφi‖22p, and ψ2pφ2pi = λpi
dµi
dx
, for i = 1, . . . , n. (2.17)
Using this, we arrive at the following theorem.
Theorem 2.4 (Moment asymptotics). Let φ = (φ1, . . . , φn) be a family of bounded nonnegative Borel
measurable functions with compact support in B, and let Θ(φ) be as in (1.6). Then, for all x ∈ Bp,
lim
k↑∞
1
k
logEx
[ 1
k!p
( n∑
i=1
〈φ2pi , ℓ〉1/p
)kp]
= −p log Θ(φ)
p
. (2.18)
Proof. By Propositions 2.2 and 2.3, we have the result if φ1, . . . , φn are bounded away from zero on
their respective supports. In order to remove this restriction, let φ1, . . . , φn be as in the statement
and define φ(ε)i = φi + ε1 supp(φi) for ε > 0. All we have to show is
lim sup
ε↓0
Θ(φ(ε)) ≥ Θ(φ).
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It is clear that the condition in the variational problem (1.6) may be relaxed to
Θ(φ) = inf
{p
2
‖∇ψ‖22 : ψ ∈ D(B),
n∑
i=1
‖φiψ‖22p ≥ 1
}
.
Now we argue that there is M > 0 such that, for any ε ∈ [0, 1],
Θ(φ(ε)) = inf
{p
2
‖∇ψ‖22 : ψ ∈ D(B),
n∑
i=1
‖φ(ε)i ψ‖22p ≥ 1, ‖1Uψ‖2p ≤M
}
, (2.19)
where U denotes the union of the supports of φ1, . . . , φn. Indeed, note that ε 7→ Θ(φ(ε)) is decreasing
and therefore bounded on [0, 1]. Hence, in dimensions d ≥ 3, (2.19) follows from (5.2), in d ≤ 2 it
follows from (5.3).
For any ε ∈ [0, 1] and any ψ in the set on the right hand side of (2.19), we have
‖φ(ε)i ψ‖22p ≤ ‖φiψ‖22p + εC,
where C > 0 only depends on M and on the suprema of φ1, . . . , φn. Now choose ε ∈ [0, 1/(2C)], then
we have
Θ(φ(ε)) ≥ inf
{p
2
‖∇ψ‖22 : ψ ∈ D(B),
n∑
i=1
‖φiψ‖22p ≥ 1− εC, ‖1Uψ‖2p ≤M
}
≥ inf
{p
2
‖∇ψ‖22 : ψ ∈ D(B),
n∑
i=1
‖φiψ‖22p ≥ 1− εC
}
=
Θ(φ)
1− εC ,
which completes the proof. 
2.3 Completion of the proofs
With this result at hand we can easily complete the proof of our main results. The relation between
large moment asymptotics and exponential moments is given by the following easy lemma.
Lemma 2.5. Fix p > 0 and let X be a nonnegative random variable such that
lim
k↑∞
1
k
logE
[ 1
k!p
Xkp
]
= −p log Θ
p
exists for some Θ > 0. Then we have E
[
eX
]
<∞ if Θ > 1, and E[eX] =∞ if Θ < 1.
Proof. The assumption and Stirling’s formula imply that, as k ↑ ∞,
E
[
Xkp
]
= k!p
( p
Θ
)kp
eo(k) = (kp)!Θ−pkeo(k). (2.20)
In the case Θ < 1, this shows that the terms E[Xm]/m! are not summable over the subsequence
m = kp, k ∈ N, which implies the second statement. In the case Θ > 1 we estimate, for any m such
that kp ≤ m ≤ (k + 1)p, with the help of Ho¨lder’s inequality and Stirling’s formula,
E[Xm] ≤ E[Xkp]m/(kp) = k!m/k
( p
Θ
)m
eo(m) ≤
(m
pe
)m( p
Θ
)m
eo(m) = m!Θ−meo(m).
The first statement follows by summing over all n. 
Proof of Theorem 1.1. Apply Lemma 2.5 to the situation of Theorem 2.4 to get (1.7). Similarly to
Lemma 2.5, [KM02, Lemma 2.3] relates large integer moments and upper tail asymptotics, and allows
to infer (1.8) from Theorem 2.4. 
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Proof of Theorem 1.4. Suppose H ⊂ M1(U) is such that H[ε], an ε-neighbourhood of H, is
disjoint from M. By (2.17), in the special case n = 1, φ1 = 1U , the set M is equal to the set of
minimisers of I + pG over the set M1(U). As the set of minimisers is closed, we can find ε > 0 such
that I(µ) + pG(µ)− inf{I + pG} > ε for all µ ∈ H[ε]. Now,
1
a1/p
log P{L ∈ H | ℓ(U) > a} = 1
a1/p
log P{ℓ(U) > a |L ∈ H} − 1
a1/p
log P{ℓ(U) > a},
The second term converges to −p exp (1p inf{I+pG}) by [Theorem 1.1 and Proposition 2.1, KM02]. For
the first term we use the Tauberian Theorem [KM02, Lemma 2.3], together with Proposition 2.1(iii)
to obtain
lim
a↑∞
1
a1/p
logP{ℓ(U) > a |L ∈ H} ≤ −p exp
(
− 1p limk↑∞
1
k
logEx
[ 1
k!p
ℓ(U)k
∣∣∣L ∈ H])
= −p exp
(
− 1p limk↑∞
1
k
logEx
[ 1
k!p
ℓ(U)k1{L∈H}
])
≤ −p exp
(
1
p inf
µ∈H[ε]
{
I(µ) + pG(µ)}).
Altogether,
lim sup
a↑∞
1
a1/p
log P{L ∈ H | ℓ(U) > a}
≤ −p exp
(
1
p inf
µ∈H[ε]
{
I(µ) + pG(µ)})+ p exp(1p inf{I + pG}) < 0,
which implies the result. 
3. Moment asymptotics
In this section we prove Proposition 2.1. The proof is an extension of the proof of [KM02, Theorem 1.1],
and we are able to use some material from there. To keep the notation manageable we assume that
x = (0, . . . , 0), i.e., all motions are started in the origin. We write E instead of E0. The case of
arbitrary starting points does not pose any additional difficulties for our asymptotic statements. We
define ϕi = φ
2p
i .
The proof is based on a moment formula of Le Gall [LG86]. To formulate the result in the necessary
generality, recall the Green function G = GB and define the function Φk : B
k → R by
Φk(y) =
1
k!
∑
σ∈Sk
k∏
i=1
G(yσ(i−1), yσ(i)), for y = (y1, . . . , yk) ∈ Bk, (3.1)
where we put y0 = 0, the starting point of the motions. Sk is the symmetric group in k elements and
we write elements σ ∈ Sk as permutations σ : {1, . . . , k} → {1, . . . , k} and agree on the additional
convention that σ(0) = 0. Introduce the empirical measure of the vector y = (y1, . . . , yk) ∈ Bk,
Ly,k =
1
k
k∑
j=1
δyj ∈M1(B),
and note that Φk is a permutation symmetric function, i.e., it depends on y only via Ly,k. Φk assumes
the value ∞ if and only if 0, y1, . . . , yk are not pairwise distinct. For the rest of the proof, we tacitly
assume that the numbers kλ1, . . . , kλn are integers. This simplification can be justified by simple local
approximations of the type λi ❀ ⌊kλi⌋/k or λi ❀ ⌈kλi⌉/k. Inequalities (2.14) and (2.15) show that
this does not affect the asymptotics on the left hand side of (2.7) and (2.8).
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In the following, we organise the vector y as
y = (yij : j = 1, . . . , kλi, and i = 1, . . . , n).
Lemma 3.1 (Moment formulas).
(i) E
[
1
k!p
n∏
i=1
〈ϕi, ℓ〉kλi
]
=
∫
Bk
dy
(
Φk(y)
)p n∏
i=1
λik∏
j=1
ϕi(y
i
j). (3.2)
(ii) Let H ⊂M1(U) be a Borel set, and δ > 0. Then, for all sufficiently large k ∈ N,
E
[ 1
k!p
ℓ(U)k1{L∈H}
]
≤ 2
∫
Uk
dy 1{Ly,k∈H[δ]}
(
Φk(y)
)p
, (3.3)
where H[δ] is the δ-neighbourhood of H.
Proof. A variant of part (i) was proved in [LG86], see [LG87, (2c)]. We focus on part (ii), where the
main idea is that the random variable L is asymptotically estimated in terms of the empirical measure
Ly,k induced by the integration variable y = (y1, . . . , yk) on the right hand side of the moment formula.
An essential ingredient is Le Gall’s Wiener sausage characterization of ℓ, see [LG86, Th. 3.1]. For
every ε > 0 define the Wiener sausage around Wi by
Siε =
{
x ∈ B : there is t ∈ [0, Ti) with |x−Wi(t)| < ε
}
, for i = 1, . . . , p , (3.4)
and their intersection Sε =
⋂p
i=1 S
i
ε. Recall that S = W
1[0, T 1] ∩ . . . ∩W p[0, T p] and observe that
S =
⋂
ε>0 Sε is the intersection of the p independent Brownian paths. Define
sd(ε) =

π−p logp(1/ε), if d = 2,
(2πε)−2, if d = 3 and p = 2,
2
ωd(d−2)
ε2−d, if d ≥ 3 and p = 1,
(3.5)
where ωd is the volume of the d-dimensional unit ball. For every set A ⊂ B that is almost surely an
ℓ-continuity set,
lim
ε↓0
sd(ε)Leb (Sε ∩A) = ℓ(A) , (3.6)
in the Lk(P)-sense for all positive integers k and, in particular, in probability. We denote by Λε the
normalized restriction of the Lebesgue measure to Sε ∩ U , considered as a probability measure on
U , i.e., as an element of M1(U). As we have assumed that U is a Lebesgue continuity set, we see
from the moment formula (3.2) for n = k = 1 and ϕ1 = 1∂U that almost surely ℓ(∂U) = 0 and thus
(3.6) applies to the set A = U . This implies in particular that for the uniform distributions on the
intersections of the Wiener sausage,
lim
ε↓0
Λε = L in probability. (3.7)
Clearly, for every H ⊂ M1(U) and every positive integer k, the random variables sd(ε)Leb (Sε ∩
U)1{L∈H} converge as ε ↓ 0 in the Lk(P)-sense to ℓ(U)1{L∈H}. Thus
E
[
ℓ(U)k1{L∈H}
]
= lim
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)k1{L∈H}
]
. (3.8)
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Suppose now that δ > 0 and a Borel set H ⊂ M1(Rd) are given. Using (3.8) we obtain for the left
hand side in our statement,
E
[
ℓ(U)k1{L∈H}
]
= lim
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)k1{L∈H}
]
≤ lim sup
ε↓0
sd(ε)
k
E
[ ∫
(U∩Sε)k
dy 1{Ly,k∈H[δ]}
]
+ lim sup
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)kEΛ⊗kε
[
1{L∈H} − 1{LY,k∈H[δ]}
]]
.
(3.9)
Here EΛ⊗kε denotes expectation with respect to Λ
⊗k
ε , and Y : (Sε ∩ U)k → (Sε ∩ U)k is the identity
map, i.e., a (Sε ∩ U)-valued random variable with distribution Λ⊗kε .
To treat the first term on the right of (3.9) we recall from [LG86] that the family of functions
y 7→ sd(ε)k P
{
yj ∈ Sε for all j
}
, for ε ∈ (0, 12),
is dominated by an integrable function and,
lim
ε↓0
sd(ε)
k
P
{
yj ∈ Sε for all j
}
=
( ∑
σ∈Sk
k∏
i=1
G
(
yσ(i−1), yσ(i)
))p
.
Hence for the first term on the right hand side of (3.9), by Fubini’s Theorem and the theorem of
dominated convergence,
lim
ε↓0
sd(ε)
k
E
[ ∫
(U∩Sε)k
dy 1{Ly,k∈H[δ]}
]
= lim
ε↓0
∫
Uk
dy 1{Ly,k∈H[δ]}sd(ε)
k
P
{
yj ∈ Sε for all j
}
=
∫
Uk
dy 1{Ly,k∈H[δ]} limε↓0
sd(ε)
k
P
{
yj ∈ Sε for all j
}
=
∫
Uk
dy 1{Ly,k∈H[δ]}
( ∑
σ∈Sk
k∏
i=1
G
(
yσ(i−1), yσ(i)
))p
,
(3.10)
which is equal to the right hand side in our claim (3.3).
It remains to derive an upper bound for the second term of the right hand side of (3.9) that is negligible
with respect to the left hand side in (3.3). Observe that,
1{L∈H} − 1{LY,k∈H[δ]} ≤ 1{L∈H}1{LY,k /∈H[δ]}
≤ 1{d(L,Λε)≥δ/2} + 1{L∈H}1{LY,k /∈H[δ]}1{d(L,Λε)<δ/2}
≤ 1{d(L,Λε)≥δ/2} + 1{L∈H}1{d(Λε,LY,k)≥δ/2}.
(3.11)
Hence, we obtain,
lim sup
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)kEΛ⊗kε
[
1{L∈H} − 1{LY,k∈H[δ]}
]]
≤ lim sup
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)k1{d(L,Λε)≥δ/2}
]
+ lim sup
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)k1{L∈H}Λ⊗kε
{
d(Λε, LY,k) ≥ δ/2
}]
.
(3.12)
14 WOLFGANG KO¨NIG AND PETER MO¨RTERS
Recall that the family sd(ε)Leb (Sε ∩ U) with 0 < ε < 1/2 is bounded in every Lk(P). Using this fact
together with (3.7), we get
lim sup
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)k1{d(L,Λε)≥δ/2}
]
= 0 . (3.13)
To show that the remaining summand on the right hand side of (3.12) is small, we need an upper
bound for Λ⊗kε {d(Λε, LY,k) ≥ δ/2}, which depends neither on ε nor on the Brownian paths. To achieve
this, we first use the fact that the weak topology of measures can be approximated by a finite partition.
More precisely, for the given δ > 0, we can find a finite partition P of B and an η = η(δ) > 0 such
that,
sup
M∈P
|ν(M)− µ(M)| ≤ η implies d(ν, µ) < δ/2 .
Denote the cardinality of P by N and the canonical projection by π : B → {1, . . . , N} and recall
that for any two probability measures P , Q on {1, . . . , N} the Kullback-Leibler distance H(P | Q)
is bounded from below by 12 supA⊂{1,...,N} |P (A) − Q(A)|2. Hence, we obtain for any two probability
measures ν, µ on Rd that
d(ν, µ) ≥ δ/2 implies H(ν ◦ π−1 | µ ◦ π−1) ≥ η2/2 .
Denote by Γ the set of probability measures Q on {1, . . . , N} with H(Q | Λε ◦ π−1) ≥ η2/2. From the
upper bound in Sanov’s Theorem for the finite alphabet {1, . . . , N}, see [DZ98, p. 15], we infer that
Λ⊗kε {d(Λε, LY,k) ≥ δ/2} ≤ (k + 1)N exp
(
− k inf
Q∈Γ
H(Q | Λε ◦ π−1)
)
≤ (k + 1)N exp(−kη2/2) ,
(3.14)
which is the required upper bound. We infer from this and (3.8) that,
lim sup
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)k1{L∈H}Λ⊗kε
{
d(LY,k,Λε) ≥ δ/2
}]
≤ lim sup
ε↓0
sd(ε)
k
E
[
Leb (Sε ∩ U)k1{L∈H}(k + 1)N exp(−kη2/2)
]
≤ (k + 1)Ne−kη2/2E
[
ℓ(U)k1{L∈H}
]
.
(3.15)
Putting (3.10), (3.13) and (3.15) together, we obtain
(1− (k + 1)Ne−kη2/2)E
[
ℓ(U)k1{L∈H}
]
≤
∫
Uk
dy 1{Ly,k∈H[δ]}
( ∑
σ∈Sk
k∏
i=1
G
(
yσ(i−1), yσ(i)
))p
.
Finally, 1− (k + 1)N exp(−kη2/2) > 1/2 for all sufficiently large k, and this finishes the proof. 
In order to derive the upper bounds in Proposition 2.1 it is necessary to replace the Green function
G in the definition of Φk(y) by some bounded function. We achieve this by cutting off at a large level
and show that this does not change the exponential rate of Φk(y) asymptotically as the cut-off level
gets large. Introduce, for M ≥ 0, the cut-off Green function GM = G ∧M and denote,
Φk,M(y) =
1
k!
∑
σ∈Sk
k∏
i=1
GM
(
yσ(i−1), yσ(i)
)
, for y ∈ Bk. (3.16)
The following lemma provides the cutting argument:
Lemma 3.2. There is C0 > 0 and, for all sufficiently large M > 1 and small η ∈ (0, 1), there are
constants CM > 0 and εη > 0 such that limM↑∞CM = limη↓0 εη = 0, and the following holds.
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(i) For any k ∈ N and for any λ ∈ Sn,∫
Bk
dy
(
Φk(y)
)p n∏
i=1
λik∏
j=1
ϕi(y
i
j)
≤ 2ppk(2C0)kCηkM + 2p(1 + εη)kp
k∑
m=⌈k(1−pη)⌉
∫
Bm
dy
(
Φm,M (y)
)p n∏
i=1
λim∏
j=1
ϕi(y
i
j).
(3.17)
(ii) For any H ⊂M1(U) Borel, and δ > 0, one can pick η > 0 small enough such that∫
Uk
dy
(
Φk(y)
)p
1{Ly,k∈H}
≤ 2ppk(2C0)kCηkM + 2p(1 + εη)kp
k∑
m=⌈k(1−pη)⌉
∫
Um
dy
(
Φm,M(y)
)p
1{Ly,m∈H[δ]}.
(3.18)
Proof. This follows from an obvious adaptation of Lemmas 3.2 and 3.3 in [KM02] and their proofs
(recall that ϕ1, . . . , ϕn are bounded). 
Note that for the upper bounds we may now focus on the m-fold integral on the right hand side of
(3.17), resp. (3.18). Observe that the integration domain Bm may be replaced by the compact set Um
where U is the union of the supports of ϕi for i = 1, . . . , n.
Our second main technical tool is a reduction to a discrete counting argument. For this purpose, we
introduce a finite partition of U which is carefully chosen in order to represent many details of the
continuous picture.
To introduce appropriate notation, let Σr = {1, . . . , r} and denote the partition sets by U1, . . . , Ur.
We assume that every Ul is measurable and has positive Lebesgue measure. In Lemma 3.3 below we
shall make precise how fine we choose the partition. We call π : U → Σr the canonical projection, that
is, x ∈ Upix for any x ∈ U . We write πy = ((πyi1, . . . , πyiλim) : i = 1, . . . , n) if y = ((yi1, . . . , yiλim) : i =
1, . . . , n). If µ is a probability measure on U , then πµ ∈ M1(Σr) is its projection on Σr. Similarly for
ν ∈ M1(U2) we denote the projection on Σ2r by πν ∈ M1(Σ2r). If v is in the setM∗1(Σr) of probability
measures on Σ2r with equal marginals, we denote by v ∈ M1(Σr) its left or right marginal measure.
Note that πν = πν for any ν ∈ M∗1(U), where ν is the marginal measure of ν.
For measures u ∈ M1(Σr) and v ∈ M1(Σ2r) we define discrete analogues of the relative entropy
functionals I and I2µ by
I˜(u) =
∑
l∈Σr
ul log
ul
|Ul| and I˜
2
u(v) =
∑
l,m∈Σr
vl,m log
vl,m
vlum
, (3.19)
using the usual convention 0 log 0 = 0. Recall that GM = G ∧M and define the approximate Green
functions G+M , G
− : Σ2r → R by
G+M (l,m) = sup
x∈Ul
y∈Um
GM (x, y) and G
−(l,m) = inf
x∈Ul
y∈Um
G(x, y). (3.20)
Functions G+M and G− on M1(Σr) analogous to G in (2.5) are defined by
G+M (u) = inf
v∈M∗
1
(Σr)
v=u
{
I˜2u(v)−
〈
v, logG+M
〉}
and G−(u) = inf
v∈M∗
1
(Σr)
v=u
{
I˜2u(v)−
〈
v, logG−
〉}
, (3.21)
where we used the notation 〈v, F 〉 =∑l,m∈Σr vl,m F (l,m).
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The functions G+M and G− are continuous. Indeed, for fixed u, if the set V˜ ⊂ M∗1(Σr) is a
neighbourhood of the set {v ∈ M∗1(Σr) : v = u}, there exists a neighbourhood U˜ of u with
{v ∈ M∗1(Σr) : v = u˜} ⊂ V˜ for all u˜ ∈ U˜ . Together with the obvious continuity of I˜2u(v) in
both arguments u and v and of v 7→ 〈v, F 〉 this implies continuity of G+M and G−.
Introduce the empirical measure of the vector σi = (σi1, . . . , σ
i
λim
) ∈ Σλimr of length λim by putting
Lσi,λim =
1
λim
λim∑
j=1
δσij
∈ M1(Σr), (3.22)
and the global empirical measure of σ = (σ1, . . . , σn) ∈ Σmr by
Lσ,m =
1
m
n∑
i=1
λim∑
j=1
δσij
=
n∑
i=1
λiLσi,λim ∈ M1(Σr). (3.23)
By [KM02, Lemma 3.5], for any M > 0, uniformly in y ∈ Um, as m ↑ ∞,
Φm,M(y) ≤ eo(m) exp
(
−mG+M
(
Lpiy,m
))
, (3.24)
Φm(y) ≥ eo(m) exp
(
−mG−(Lpiy,m)). (3.25)
Now we go back to the integral on the right hand side of (3.17) and rewrite the integral over Bm
(which we have replaced by the integral over Um) as an integral over the partition sets Uσij with
i ∈ {1, . . . , n} and j ∈ {1, . . . , λim} and sum over all σij ∈ Σr.
Note that, for any σ ∈ Σmr , the map y 7→ Lpiy,m = Lσ,m is constant on the set of y ∈ Um satisfying
yij ∈ Uσij , where we again organise σ ∈ Σ
m
r as σ = (σ
i
j : j = 1, . . . , λim, i = 1, . . . , n). Hence,∫
Bm
dy
(
Φm,M (y)
)p n∏
i=1
λim∏
j=1
ϕi(y
i
j) ≤
∑
σ∈Σmr
e−pmG
+
M
(Lσ,m)
n∏
i=1
λim∏
j=1
∫
U
σi
j
ϕi(y
i
j) dy
i
j
=
∑
σ∈Σmr
e−pmG
+
M
(Lσ,m)
n∏
i=1
exp
(
mλi
〈
Lσi,m, log
∫
U·
ϕi
〉)
.
Analogously, we have a lower bound for the left hand side with Φm,M replaced by Φm in terms of the
right hand side with G+M replaced by G−. We rewrite the sum over σ ∈ Σmr as n sums over probability
measures ui ∈ M1(Σr) and count the numbers of σi ∈ Σλimr such that ui is the empirical measure
of σi,∫
Bm
dy
(
Φm,M (y)
)p n∏
i=1
λim∏
j=1
ϕi(y
i
j)
≤
∑
ui∈M
(mλi)
1 (Σr)
∀i=1,...,n
e−mpG
+
M
(
∑n
i=1 λiui)
[ n∏
i=1
#{σi ∈ Σλimr : ui = Lσi,m}
] n∏
i=1
emλi〈ui,log
∫
U·
ϕi〉,
where M(mλi)1 (Σr) is the set of those ui such that mλiui(l) is an integer for any l ∈ Σr. By Stirling’s
formula, the ith counting factor on the right is equal to eo(m) exp(−mλi
∑
l∈Σr
ui(l) log ui(l)), uniformly
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in ui ∈ M(mλi)1 (Σr) and in λ ∈ Sn. Indeed, choose 0 < c < C such that c ≤ n!/[(ne )−nn−1/2] ≤ C for
any n ∈ N, and estimate, for λi > 0,
#{σi ∈ Σλimr : ui = Lσi,m} =
(λim)!∏
l : ui(l)>0
(ui(l)λim)!
≤ exp
{
−mλi
∑
l
ui(l) log ui(l)
}
Cc−r
√
λi∏
l : ui(l)>0
(ui(l)λi)
.
Now use that ui(l)λi ≥ 1m if ui(l) > 0. The lower bound is derived in a similar way.
Note that the cardinality of M(mλi)1 (Σr) is polynomial in m, uniformly in λ ∈ Sn. Hence, we obtain
lim sup
m↑∞
sup
λ∈Sn
[
1
m
log
(∫
Bm
dy
(
Φm,M(y)
)p n∏
i=1
λim∏
j=1
ϕi(y
i
j)
)
− H˜+M (φ, λ)
]
≤ 0, (3.26)
where we recall that ϕi = φ
2p
i and introduce
H˜
+
M (φ, λ) = − inf
u1,...,un∈M1(Σr)
[
pG+M
( n∑
i=1
λiui
)
+
n∑
i=1
λiH
(
u
∣∣∣ ∫
U·
ϕi
)]
.
It is easy to see that the map H˜+M (φ, ·) is continuous on the simplex Sn. Indeed, the family of mappings
λ 7→ pG+M
( n∑
i=1
λiui
)
+
n∑
i=1
λiH
(
ui
∣∣∣ ∫
U·
ϕi
)
, for u1, . . . , un ∈ M1(Σr),
is uniformly equicontinuous on Sn, since G+M is uniformly continuous on M1(Σr), and the map u 7→
H(u | ∫U· ϕi) is bounded and continuous for every i.
Analogously to (3.26), we have, for any λ ∈ Sn,
lim inf
k↑∞
1
k
log
(∫
Bk
dy
(
Φk(y)
)p n∏
i=1
λik∏
j=1
ϕi(y
i
j)
)
≥ H˜−(φ, λ), (3.27)
where H˜−(φ, λ) is defined as H˜+M (φ, λ) with G+M replaced by G−. Like H˜+M (φ, ·), the function H˜−(φ, ·)
is also continuous on Sn.
Now we determine the fineness of the partition (U1, . . . , Ur) of the set U .
Lemma 3.3 (Choice of the partition). Fix M > 0 and any δ > 0.
(i) For any λ ∈ Sn, the partition (U1, . . . , Ur) of the set U may be chosen so fine that
H˜
−(φ, λ) ≥ H(φ, λ) − δ.
(ii) If each φi is bounded away from zero on its support, then the partition (U1, . . . , Ur) of the set
U may be chosen so fine that, for any λ ∈ Sn,
H˜
+
M (φ, λ) ≤ H(φ, λ) + δ.
(iii) For any H ⊂M1(U) and δ > 0 the partition (U1, . . . , Ur) of the set U may be chosen so fine
that
− inf
µ∈H
{
I˜(πµ) + pG+M(πµ)
} ≤ − inf
µ∈H[δ]
{
I(µ) + pG(µ)}+ δ.
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Proof. We first prove (i). Choose approximate minimisers µ∗1, . . . , µ
∗
n ∈ M1(U) in (2.6) and an
approximate minimiser ν∗ ∈ M∗1(B2) in the definition (2.5) of G (satisfying ν∗ =
∑n
i=1 λiµ
∗
i ) such
that
−H(φ, λ) ≥
n∑
i=1
λiH(µ
∗
i |ϕi) + p
(
I2ν∗(ν
∗)− 〈ν∗, logG〉) − δ
2
. (3.28)
We now use Jensen’s inequality to show that, for any partition and for any µ resp. ν, we have
H(µ | ϕi) ≥ H
(
πµ
∣∣∣ ∫
U·
ϕi
)
and I2ν (ν) ≥ I˜2piν(πν). (3.29)
To prove this, abbreviate f(y) = y log y and note that
H(µ | ϕi) =
∑
l
∫
Ul
ϕi(x) dx
∫
Ul
dxϕi(x)∫
Ul
ϕi(x) dx
f
(µ(dx)/dx
ϕi(x)
)
.
Now use Jensen’s inequality for the convex function f and summarise to arrive at the first inequality
in (3.29). The other one is proved analogously, noting that I2ν (ν) = 〈ν ⊗ ν, f ◦ (dν/d(ν ⊗ ν))〉.
For ν∗ fixed above, we may choose the partition (U1, . . . , Ur) of U so fine that 〈ν∗, logG〉 ≤
〈πν∗, logG−〉+ δ/(2p). This can be seen by choosing N so large that 〈ν, logG〉 − 〈ν, logGN 〉 < δ/(4p)
and using uniform continuity of logGN on U
2 to split the domain of integration into partition sets on
which the variation of logGN is less than δ/(4p). Using this and (3.29) in (3.28), we arrive at
−H(φ, λ) ≥
n∑
i=1
λiH
(
πµ∗i
∣∣∣ ∫
U·
ϕi
)
+ p
(
I˜2piν∗(πν
∗)− 〈πν∗, logG−〉) − δ
≥ inf
u1,...,un∈M1(Σr)
[ n∑
i=1
λiH
(
u
∣∣∣ ∫
U·
ϕi
)
+ pG−
( n∑
i=1
λiui
)]
− δ
= −H˜−(φ, λ) − δ,
which finishes the proof of (i).
Now we prove (ii). We choose the partition so fine that∣∣logG+M (πx, πy)− logGM (x, y)∣∣ < δ2p , for all x, y ∈ U, (3.30)
and ∣∣log ϕ˜i(x)− logϕi(x)∣∣ < δ
2
, for all i ∈ {1, . . . , n}, x ∈ supp(ϕi), (3.31)
where ϕ˜i(x) =
∑r
l=1 Leb (Ul)
−1
1Ul(x)
∫
Ul
ϕi is a discrete approximation to ϕi. This choice is possible
since the functions logGM and logϕi are bounded and measurable on U
2 resp. on supp(ϕi). To every
µ ∈ M1(U) we associate a µ˜ ∈M1(U)with constant density on the partition sets and πµ = πµ˜. Note
that H(πµ | ∫U· ϕi) = H(µ˜ | ϕ˜i) for any i ∈ {1, . . . , n} and any µ ∈ M1(U). Furthermore, we easily
derive from (3.30) resp. from (3.31) that
G+M (πµ) ≥ G(µ˜)−
δ
2p
and H
(
πµ
∣∣ ϕ˜i) ≥ H(µ˜ | ϕi)− δ
2
,
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for any µ ∈ M1(U) and any i ∈ {1, . . . , n}. Hence, we obtain, for any λ ∈ Sn,
H
+
M (φ, λ) = − inf
µ1,...,µn∈M1(U)
(
pG+M
(
π
( n∑
i=1
λiµi
))
+
n∑
i=1
λiH
(
πµi
∣∣∣ ∫
U·
ϕi
))
≤ − inf
µ1,...,µn∈M1(U)
(
pG
( n∑
i=1
λiµ˜i
)
+
n∑
i=1
λiH
(
µ˜i | ϕi
))
+ δ
≤ − inf
µ1,...,µn∈M1(U)
(
pG
( n∑
i=1
λiµi
)
+
n∑
i=1
λiH(µi | ϕi)
)
+ δ
= H(φ, λ) + δ.
Finally we prove (iii). We choose the partition so fine that (3.30) holds and such that µ ∈ H, πµ = πµ˜
imply µ˜ ∈ H[δ]. As in the proof of (ii) we associate to any µ ∈ H a measure µ˜ ∈ M1(U) with constant
density on the partition sets and πµ = πµ˜. In particular, this implies µ˜ ∈ H[δ]. Since I˜(πµ) = I(µ˜),
the statement follows as above. 
We now complete the proof of Proposition 2.1. For part (i), it suffices to combine (3.2), (3.27) and
Lemma 3.3(i). For the proof of part (ii) let δ > 0 be small. By (3.2) and Lemma 3.2(i) we can choose
M > 0 such that, for all λ ∈ Sn,
E
[ 1
k!p
n∏
i=1
〈ϕi, ℓ〉kλi
]
≤ δk + (1 + δ)k
k∑
m=⌈k(1−δ)⌉
∫
Bm
dy
(
Φm,M (y)
)p n∏
i=1
λim∏
j=1
ϕi(y
i
j).
The right hand side can further be estimated, using (3.26) and Lemma 3.3(ii), for sufficiently large k
and all λ ∈ Sn, by
δk + (1 + δ)k
k∑
m=⌈k(1−δ)⌉
em(H(φ,λ)+2δ).
Now we argue that H(φ, λ) is bounded from below in λ ∈ Sn. Indeed, in (2.6), we get a lower bound
by choosing µi(dx) = ciφ
2p(x) dx, and noting that G is bounded from above on M1(U). From this
the proof of Proposition 2.1(2) readily follows.
For the proof of Proposition 2.1(iii) let δ > 0 be small. By (3.3) and Lemma 3.2(ii) we can choose
M > 0 such that,
E
[ 1
k!p
ℓ(U)k1{L∈H}
]
≤ δk + (1 + δ)k
k∑
m=⌈k(1−δ)⌉
∫
Um
dy
(
Φm,M (y)
)p
1{Ly,m∈H[δ]}
Now we use (3.24) and note that Lpiy,m = πLy,m to obtain
lim sup
m↑∞
1
m
log
(∫
Um
dy
(
Φm,M (y)
)p
1{Ly,m∈H[δ]}
)
≤ − inf
µ∈H[δ]
{
I˜(πµ) + pG+M (πµ)
}
.
From here one can finish the proof of Proposition 2.1(iii) by an application of Lemma 3.3(iii).
4. Identification of the variational formula
In this section we prove Proposition 2.3. This is done in two steps. In Section 4.1 we identify W (φ)
in terms of a variational problem involving energies of measures with respect to the Green operator
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on B. In Section 4.2 this formula is related to the variational formula (1.6) for Θ(φ) in Section 4.2,
and this completes the proof of Proposition 2.3.
4.1 Identification of W (φ) in terms of energies of measures
Recall the definition of the Green function G from Section 2.1 and define the associated operator A
by
Ag(x) =
∫
G(x, y)g(y) dy, and Aµ(x) =
∫
G(x, y)µ(dy).
We introduce the energy of a measure µ on B,
‖µ‖2E = 〈µ,Aµ〉 =
∫
B
∫
B
µ(dx)G(x, y)µ(dy), (4.1)
and we write ‖g‖E = ‖µ‖E if µ = g dx.
Let φ = (φ1, . . . , φn) be a family of nonnegative, bounded measurable functions on B having compact
supports. The main object of this section is the variational formula
ρ(φ) = ρ(φ1, . . . , φn)
= sup
{∥∥∥ n∑
i=1
√
λi g
2p−1
i φi
∥∥∥2
E
: λ ∈ Sn, gi ∈ L2p(B), ‖gi‖2p = 1 for i = 1, . . . , n
}
.
(4.2)
We first show that maximisers exist for this variational problem, and we derive the variational equa-
tions.
Lemma 4.1 (Analysis of ρ(φ)). Let φ = (φ1, . . . , φn) be a family of nonnegative, bounded measurable
functions on B with compact supports. Then there exist λ ∈ Sn and g1, . . . , gn ∈ L2p(B) with ‖gi‖2p = 1
such that
ρ(φ) =
∥∥∥ n∑
i=1
√
λi g
2p−1
i φi
∥∥∥2
E
, (4.3)
and √
λi ρ(φ) gi = φiA
( n∑
j=1
√
λj g
2p−1
j φj
)
, for all i = 1, . . . , n. (4.4)
Proof. We may assume that the supports of the φi are not empty. Then it is clear that in (4.2) we
may add the conditions gi ≥ 0 and supp(gi) ⊂ U for all i = 1, . . . , n, where U =
⋃n
i=1 supp(φi) denotes
the union of the supports of φ1, . . . , φn, which is a compact subset of B. Furthermore, we may relax
the condition ‖gi‖2p = 1 to the condition ‖gi‖2p ≤ 1. It is convenient to substitute fi = g2p−1i and to
rewrite (4.2) as
ρ(φ) = sup
{∥∥∥ n∑
i=1
√
λi fi φi
∥∥∥2
E
: λ ∈ Sn, f1, . . . , fn ∈ K1
}
, (4.5)
where
KM = {f ∈ L1(U) : f ≥ 0, ‖f‖ ≤M}, for M > 0,
and ‖ · ‖ = ‖ · ‖2p/(2p−1). As a first step, we argue that maximisers exist for the problem in (4.5).
In the proof of [KM02, Lemma 4.3] we showed that K1 is weakly compact in L
1(U) and that the
map f 7→ ‖f‖2E is upper semicontinuous on K1 in the weak topology on L1(U). Certainly, these two
statements also hold for KM for any M > 0. Since also the set Sn×Kn1 is compact and since the map
Sn ×Kn1 ∋
(
λ, f1, . . . , fn
) 7→ n∑
i=1
√
λi fi φi ∈ KM ,
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(here M > 0 is suitably chosen, only dependent on φ1, . . . , φn) is continuous in the product topology,
the existence of maximisers in (4.5) follows. We denote them by λ ∈ Sn and f1, . . . , fn ∈ K1. It is
clear that ‖fi‖ = 1 and supp(fi) ⊂ supp(φi) for all i = 1, . . . , n.
The second step is to show that λi > 0 and that fi is bounded away from 0 on any set where φi is
bounded from zero, for any i = 1, . . . , n. Let us first prove the first of these two statements. Assume
the contrary, i.e., λ1 = 0, say. Then we may assume that f1φ1 is not almost everywhere equal to zero.
There is an i ∈ {2, . . . , n} such that √λifiφi is not almost everywhere equal to zero. For definiteness,
we assume that λ2 > 0 and that f2φ2 is not trivial. With some δ > 0, we define λ˜ ∈ Sn by
λ˜j =

δ, if j = 1,
λ2 − δ, if j = 2,
λj , otherwise.
The idea is to pick δ > 0 so small that ‖hλ˜‖2E > ‖hλ‖2E, where hλ =
∑n
j=1
√
λj fj φj . This would
contradict the maximality of λ and therefore prove the first assertion. We calculate
‖hλ˜‖2E − ‖hλ‖2E =
n∑
i,j=1
(√
λ˜iλ˜j −
√
λiλj
)〈
fiφi,A(fjφj)
〉
= δ
〈
f1φ1,A(f1φ1)
〉
+ 2
√
δ
√
λ2 − δ
〈
f1φ1,A(f2φ2)
〉
+ 2
√
δ
n∑
j=3
√
λj
〈
f1φ1,A(fjφj)
〉
+ 2
(√
λ2 − δ −
√
λ2
) n∑
j=3
√
λj
〈
f2φ2,A(fjφj)
〉− δ〈f2φ2,A(f2φ2)〉
≥
√
δ
(
c1
〈
f1φ1,A(f2φ2)
〉− c2√δ),
(4.6)
for positive constants c1, c2, not depending on δ. Since f1φ1 and f2φ2 are nonnegative and not trivial,
and since G is bounded away from zero on U2, it is clear that the right hand side of (4.6) is positive
for sufficiently small δ > 0. This contradicts the maximality of λ. Hence, λi > 0 for all i ∈ {1, . . . , n}.
Now we fix a small δ > 0 and prove that every fi is essentially bounded away from 0 on {φi > δ}.
Abbreviate U1 = {φ1 > δ} and assume for contradiction that |{f1 ≤ ε} ∩ U1| > 0 for all ε > 0. Pick
some c > 0 such that |{f1 > c} ∩ U1| > 0. With some a, b > 0, we define f˜1 : U → [0,∞) by
f˜1(x) =

f1(x) + a, if f1(x) ≤ ε,
f1(x)− b, if f1(x) ≥ c,
f1(x), otherwise.
The idea is to pick a, b > 0 in such a way that ‖f˜1‖ = 1 but ‖h˜λ‖2E > ‖hλ‖2E, where hλ =∑n
j=1
√
λj fj φj , and h˜λ is defined analogously with f1 replaced by f˜1. This would contradict the
maximality of f1, . . . , fn and therefore prove the assertion.
For notational convenience, we put f˜i = fi for i ≥ 2. Abbreviate η = 1/(2p− 1). For every sufficiently
small a and ε > 0, we can find b ∈ (0, c/2) such that ‖f˜1‖ = 1. This implies
0 = ‖f˜1‖1+η − ‖f1‖1+η
=
∫
{f≤ε}∩U1
[
(f1(x) + a)
1+η − f1(x)1+η
]
dx+
∫
{f≥c}∩U1
[
(f1(x)− b)1+η − f1(x)1+η
]
dx.
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Hence, for some constant C > 0 depending neither on a nor on ε, we have b ≤ Ca(a+ε)η∣∣U1∩{f1 ≤ ε}∣∣.
Now we calculate
‖hλ˜‖2E − ‖hλ‖2E =
n∑
i,j=1
√
λiλj
(〈
f˜iφi,A(f˜jφj)
〉− 〈fiφi,A(fjφj)〉)
= λ1
∫
U1∩{f1≤ε}
∫
U1∩{f1≤ε}
dx dy G(x, y)φ1(x)φ1(y)
[
(f1(x) + a)(f1(y) + a)− f1(x)f1(y)
]
+ λ1
∫
U1∩{f1≥c}
∫
U1∩{f1≥c}
dx dy G(x, y)φ1(x)φ1(y)
[
(f1(x)− b)(f1(y)− b)− f1(x)f1(y)
]
+ 2λ1
∫
U1∩{f1≤ε}
∫
U1∩{f1≥c}
dx dy G(x, y)φ1(x)φ1(y)
[
(f1(x) + a)(f1(y)− b)− f1(x)f1(y)
]
+ 2
√
λ1
n∑
j=2
√
λj
∫
U1∩{f1≤ε}
∫
Uj
dx dy G(x, y)φ1(x)φj(y)
[
(f1(x) + a)− f1(x)
]
fj(y)
− 2
√
λ1
n∑
j=2
√
λj
∫
U1∩{f1≥c}
∫
Uj
dx dy G(x, y)φ1(x)φj(y)
[
(f1(x)− b)− f1(x)
]
fj(y)
≥ aC1|U1 ∩ {f1 ≤ ε}| − bC2,
(4.7)
for some constants C1 > 0 and C2 > 0, neither depending on a nor on b. From the bound on b, we see
that the right hand side of (4.7) is positive for a > 0 and b > 0 sufficiently small, if ε > 0 is sufficiently
small. This contradicts the maximality of f1, . . . , fn. Hence, every fi is essentially bounded away from
zero on sets of the form {φi > δ}.
The third and last step is a standard application of variational techniques to derive the variational
equation in (4.4) for the maximisers λ ∈ Sn and f1, . . . , fn ∈ K. It is convenient to substitute
ri = g
2p
i = f
2p/(2p−1)
i for i = 1, . . . , n,
then ri is normalized in L
1(U)-sense. For any family of test functions ϕi : {φi > δ} → R satisfying∫
ϕi = 0 for i = 1, . . . , n, and for any vector v = (v1, . . . , vn) satisfying
∑n
i=1 vi = 0, the objects λ+ εv
and ri + εϕi are admissible for all ε with |ε| sufficiently small, and we obtain
0 =
d
dε
∣∣∣
ε=0
∥∥∥ n∑
i=1
√
λi + εvi (ri + εϕi)
2p−1
2p φi
∥∥∥2
E
=
2p− 1
p
n∑
i=1
√
λi
〈
ϕi, r
− 1
2p
i φi,A
( n∑
j=1
√
λjr
2p−1
2p
j φj
)〉
+
n∑
i=1
vi
1√
λi
〈
r
2p−1
2p
i φi,A
( n∑
j=1
√
λjr
2p−1
2p
j φj
)〉
=
2p− 1
p
n∑
i=1
√
λi
〈
ϕi, g
−1
i φiA(hλ)
〉
+
n∑
i=1
vi
1√
λi
〈
g2p−1i φi,A(hλ)
〉
, (4.8)
where we put hλ =
∑n
j=1
√
λjg
2p−1
j φj . Putting ϕi = 0 for all i, we obtain C > 0 such that
C
√
λi = 〈g2p−1i φi,A(hλ)〉 for all i. (4.9)
Multiplying this with
√
λi, summing over i and using ρ(φ) = 〈hλ,A(hλ)〉, it follows that C = ρ(φ).
Putting vi = 0 for all i in (4.8) and choosing all but one ϕj equal to zero, we obtain the existence of
C1, . . . , Cn > 0 such that Cigi = φiA(hλ) for all i. Multiplying the latter equality by g
2p−1
i , integrating
over B and using (4.9), one easily obtains that Ci = ρ(φ)
√
λi for all i. This completes the proof of
(4.4). 
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Now we characterise W (φ) in terms of ρ(φ). Recall the definitions (2.9) and (4.2) of W (φ) and ρ(φ),
respectively.
Proposition 4.2 (Relation between W and ρ). Let φ = (φ1, . . . , φn) be a family of nonnegative,
bounded measurable functions on B having compact supports. Then W (φ) = p log ρ(φ), i.e.,
− min
λ∈Sn
min
µ1,...,µn∈M1(B)
{ n∑
i=1
〈
λiµi, log
( λpi
φ2pi
dµi
dx
)〉
+ pG
( n∑
i=1
λiµi
)}
= p logmax
{∥∥∥ n∑
i=1
√
λi g
2p−1
i φi
∥∥∥2
E
: λ ∈ Sn, gi ∈ L2p(B), ‖gi‖2p = 1 for i = 1, . . . , n
}
.
(4.10)
An explicit one-to-one correspondence between the maximisers on the right and the minimisers on the
left hand side is given by the relation g2pi =
dµi
dx for i = 1, . . . , n.
Proof. In order to prove ‘≤’ in (4.10), we shall show that, for any λ ∈ Sn and any µ1, . . . , µn ∈ M1(B),
−
n∑
i=1
〈
λiµi, log
( λpi
φ2pi
dµi
dx
)〉
− pG
( n∑
i=1
λiµi
)
≤ p log ‖hλ‖2E, (4.11)
where we put g2pi =
dµi
dx for i = 1, . . . , n and abbreviated hλ =
∑n
i=1
√
λi g
2p−1
i φi.
Abbreviate µ =
∑n
i=1 λiµi and g
2p = dµ/dx. Using the definition of G, Jensen’s inequality and the
concavity of log, we get the following upper bound,
−
n∑
i=1
〈
λiµi, log
( λpi
φ2pi
dµ
dx
)〉
− pG
( n∑
i=1
λiµi
)
= −p
[ n∑
i=1
λi
〈
µi, log
λig
2
i
φ2i
〉
+
〈
µ, log
hλ
g2p
〉
− sup
ν : ν¯=µ
∫
µ(dx)
∫
ν(dxdy)
µ(dx)
log
g2p(x)G(x, y)hλ(y)
ν(dxdy)
dxdy
]
≤ −p
[ n∑
i=1
λi
〈
µi, log
λig
2
i hλ
φ2i g
2p
〉
− 〈µ, logA(hλ)〉]
= p
[ n∑
i=1
λi
〈
g2pi , log
φig
2p
√
λigihλ
〉
+
n∑
i=1
λi
〈
g2pi , log
φiA(hλ)√
λigi
〉]
≤ p
[ n∑
i=1
λi log
〈
g2p−1i
φi√
λi
,
g2p
hλ
〉
+
n∑
i=1
λi log
〈
g2p−1i
φi√
λi
,A(hλ)
〉]
≤ p
[
log
〈 n∑
i=1
√
λi g
2p−1
i φi,
g2p
hλ
〉
+ log
〈
hλ,A(hλ)
〉]
= p log ‖hλ‖2E.
This shows that (4.11) holds and implies the upper bound in (4.10).
To prove the lower bound in (4.10) we pick, in accordance with Lemma 4.1, maximisers λ ∈ Sn and
g1, . . . , gn ∈ L2p(B) for the problem of the right hand side and show that the value of the functional
of the left hand side for the choice µi(dx) = g
2p
i (x) dx for i = 1, . . . , n is not smaller than the value
of the maximum on the right. Recall from (4.4) that µi-almost everywhere φi > 0. We first find an
upper bound for G(∑ni=1 λiµi) by picking some particular ν ∈ M1(U2); recall the definition (2.5) of G.
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Indeed, define ν∗ ∈M1(U2) by
ν∗(dxdy) =
1
ρ
hλ(x)G(x, y)hλ(y) dx dy,
where we abbreviated ρ = ρ(φ) and hλ =
∑n
i=1
√
λi g
2p−1
i φi. Note from (4.4) that, for all i = 1, . . . , n,
A
(
hλ
)
(x) = ρ
√
λi
gi(x)
φi(x)
, if φi(x) > 0. (4.12)
Note that ν∗ is an admissible choice in the optimisation problem in the definition (2.5) of G, by
symmetry and because, using (4.12),
ν∗(dy) =
1
ρ
hλ(y)A
(
hλ
)
(y) dy =
n∑
i=1
λi g
2p
i dy = µ(dy).
Replacing the supremum over all ν by the value for ν∗ gives the following lower bound for the left
hand side of (4.10),
−
n∑
i=1
〈
λiµi, log
( λpi
φ2pi
dµ
dx
)〉
− pG
( n∑
i=1
λiµi
)
= p
[
−
n∑
i=1
λi
〈
µi, log
λig
2
i
φ2i
〉
+ sup
ν:ν¯=µ
∫∫
ν(dxdy) log
g2p(x)G(x, y)g2p(y)
ν(dxdy)
dxdy
]
≥ p
[
−
n∑
i=1
λi
〈
µi, log
λig
2
i
φ2i
〉
+
∫∫
ν∗(dxdy) log
g2p(x)G(x, y)g2p(y)
ν∗(dxdy)
dxdy
]
= p
[
− 2
n∑
i=1
λi
〈
µi, log
√
λigi
φi
〉
+ log ρ + 2
∫
µ(dx) log
g2p(x)
hλ(x)
]
= p log ‖hλ‖2E = p log ρ,
because
√
λigihλ = g
2pφi by (4.12) and the definition of hλ. This completes the proof. 
4.2 Identification of W (φ) in terms of energies of functions
In this section, we identify the variational formula (4.2) for ρ(φ) in terms of the formula (1.6) for Θ(φ)
and prove Proposition 1.3. As a first step, we prove that minimisers exist in (1.6), and we derive their
variational equation.
Lemma 4.3 (Analysis of Θ(φ)). Let φ = (φ1, . . . , φn) be a family of nonnegative, bounded measurable
functions on B having compact supports. Then there exists a ψ ∈ D(B), which satisfies
Θ(φ) =
p
2
‖∇ψ‖22, and
n∑
i=1
‖φiψ‖22p = 1,
and with h =
∑n
i=1 ‖φiψ‖2−2p2p φ2pi we have the variational equations
p
Θ(φ)
ψ = A(ψ2p−1 h) and − p
2
∆ψ = Θ(φ)ψ2p−1 h. (4.13)
Proof. As a first step, we derive the existence of a minimiser in (1.6). Let (ψk : k ∈ N) be a
minimising sequence, that is, the functions ψk ∈ D(B) are nonnegative and satisfy
∑n
i=1 ‖φiψk‖22p = 1
for any k ∈ N, and limk↑∞ 12‖∇ψk‖22 = Θ(φ).
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Let ψ∗ ∈ D(B) denote the weak limit of a subsequence in accordance with Lemma 5.2. By local strong
convergence in L2p(B), we also have
∑n
i=1 ‖φiψ∗‖22p = 1. By weak lower semicontinuity of the map
ψ 7→ ‖∇ψ‖22 (apply [LL01, Theorem 2.11]), we have that 12‖∇ψ∗‖22 ≤ lim infk↑∞ 12‖∇ψk‖22 = Θ(φ).
Since ψ∗ is certainly nonnegative, it is a minimiser in (1.6).
The second step is the derivation of the variational equation in (4.13) for any minimiser ψ∗ in (1.6).
Since ‖∇|ψ|‖22 = ‖∇ψ‖22 for any ψ ∈ D(B) (see [LL01, Theorem 6.17]), and since
∑n
i=1 ‖φiψ‖22p is
positive homogeneous of order two in ψ, ψ∗ is also a minimiser in the variational problem
Θ(φ) = inf
ψ∈D(B)
p
2‖∇ψ‖22∑n
i=1 ‖φiψ‖22p
. (4.14)
Denote the quotient on the right hand side of (4.14) by F (ψ). Let ϕ ∈ C∞c (B) be a smooth test
function, then the map ε 7→ F (ψ∗ + εϕ) can easily be differentiated at ε = 0. By minimality of ψ∗ for
F , this derivative is equal to zero. Recalling that
∑n
i=1 ‖φiψ∗‖22p = 1, this implies that
0 =
d
dε
∣∣∣
ε=0
∥∥∇(ψ∗ + εϕ)∥∥22 − n∑
i=1
‖∇ψ∗‖22
d
dε
∣∣∣
ε=0
‖φi(ψ∗ + εϕ)‖22p
= 2
∫
B
∇ψ∗ · ∇ϕ− 4Θ(φ)
p
n∑
i=1
‖φiψ∗‖2−2p2p
〈
ϕ, φ2pi ψ
2p−1
∗
〉
= −2
〈
ϕ,∆ψ∗ + 2
Θ(φ)
p
ψ2p−1∗ h
〉
,
(4.15)
where we used the definition of the distributional Laplacian in the last step, and h =∑n
i=1 ‖φiψ∗‖2−2p2p φ2pi as in (4.13). As (4.15) holds for any smooth test function ϕ, we infer that
the function in the right argument of the brackets on the right hand side is equal to zero, i.e.,
−12∆ψ∗ = Θ(φ)p ψ2p−1∗ h, which is the second identity in (4.13). By [LL01, Th. 6.21], the function
ψ = Θ(φ)p A(ψ
2p−1
∗ h) satifies −12∆ψ = Θ(φ)p ψ2p−1∗ h. Hence, by [LL01, Th. 9.3], ψ differs from ψ∗ by a
harmonic function in D(B), which therefore vanishes. This ends the proof of (4.13). 
Now we identify ρ(φ) in terms of Θ(φ). The following proposition completes the proof of Theorem 2.4,
with the help of Proposition 2.2 and Proposition 4.2.
Proposition 4.4 (Relation between ρ and Θ). Let φ = (φ1, . . . , φn) be a family of nonnegative,
bounded measurable functions on B with compact supports. Then ρ(φ) = p/Θ(φ), i.e.,
max
{∥∥∥ n∑
i=1
√
λi g
2p−1
i φi
∥∥∥2
E
: λ ∈ Sn, gi ∈ L2p(B), ‖gi‖2p = 1 for i = 1, . . . , n
}−1
= min
{
1
2‖∇ψ‖22 : ψ ∈ D(B),
n∑
i=1
‖φiψ‖22p = 1
}
.
(4.16)
Remark 3 The proof gives an explicit one-to-one correspondence between the maximisers on the left
and the minimisers on the right hand side, see (4.17) and (4.19), respectively. ✸
Proof. For the proofs of both ‘≥’ and ‘≤’ in (4.16), we pick the maximiser resp. the minimiser in one
variational formula, construct admissible objects for the other one, and show that the other functional
attains the inverse of the value of the maximum resp. minimum.
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Let us begin with the proof of ‘≥’. Pick maximisers λ ∈ Sn and g1, . . . , gn ∈ L2p(B) of the formula on
the right hand side of (4.16) in accordance with Lemma 4.1. Define
ψ =
1
ρ(φ)
A
( n∑
j=1
√
λjg
2p−1
j φj
)
. (4.17)
Then, by (4.4), for all i = 1, . . . , n,
ψ(x) =
√
λi
gi
φi
(x) for all φi(x) > 0. (4.18)
Hence,
n∑
i=1
‖φiψ‖22p =
n∑
i=1
λi
∫
g2pi (x) dx = 1.
Then the energy of the measure 1ρ(φ)
∑n
j=1
√
λjg
2p−1
j φj dx can be calculated as follows.∥∥∥ 1
ρ(φ)
n∑
j=1
√
λjg
2p−1
j φj
∥∥∥2
E
=
1
ρ(φ)
∫
B
dxψ(x)
n∑
j=1
√
λjg
2p−1
j (x)φj(x)
=
1
ρ(φ)
∫
B
dx
n∑
j=1
λjg
2p
j (x) =
1
ρ(φ)
.
By Lemma 5.3 we have that ψ ∈ D(B) and that the energy of ψ equals the energy of the measure
1
ρ(φ)
∑n
j=1
√
λjg
2p−1
j φj dx, i.e.,
1
2‖∇ψ‖22 = 1ρ(φ) . This implies ‘≥’.
To prove ‘≤’, we choose ψ as the minimiser of the problem on the right hand side of in (4.16), by
Lemma 4.3. We define g1, . . . , gn ∈ L2p(B) and λ ∈ Sn by
gi =
ψφi
‖ψφi‖2p and λi = ‖ψφi‖
2
2p for i = 1, . . . , n. (4.19)
Note that ‖gi‖2p = 1 for all i = 1, . . . , n and that λ1, . . . , λn are nonnegative numbers summing to
one. Hence, g1, . . . , gn and λ = (λ1, . . . , λn) are admissible for the formula on the left hand side of
(4.16). We find, using the first identity in (4.13),∥∥∥ n∑
i=1
√
λig
2p−1
i φi
∥∥∥2
E
=
∥∥∥ n∑
i=1
‖ψφi‖2−2p2p ψ2p−1φ2pi
∥∥∥2
E
=
n∑
j=1
〈
ψ2p−1 φ2pj ‖ψφj‖2−2p2p ,A
(
ψ2p−1
n∑
i=1
φ2pi ‖ψφi‖2−2p2p
)〉
=
p
Θ(φ)
n∑
j=1
〈
ψ2p−1φ2pj ‖ψφj‖2−2p2p , ψ
〉
=
p
Θ(φ)
.
This completes the proof of the proposition. 
5. Appendix: The space D(B)
We now recall the definition of the function space D(B) and state some properties of this space. All of
this material is known to the experts, but we find it convenient to collect some technical facts which
are used at some places.
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In the case of B bounded, D(B) is the classical Sobolev space H10 (B) which is defined as the closure
of C∞c (B) in the sense of the Sobolev norm ψ 7→ (‖∇ψ‖22 + ‖ψ‖22)1/2 in the Sobolev space H1(B). We
first give a relation between H10 (B) and H
1(Rd) in the case of a C1-boundary.
Lemma 5.1. Let B ⊂ Rd be an open bounded set with C1-boundary. Let ψ ∈ H1(Rd) such that ψ = 0
a.e. on Bc. Then the restriction of ψ to B lies in H10 (B).
Proof. Our proof is an adaptation of the proof of Theorem 3 in [Ev98, Section 5.3.3]. First we pick,
for any ε > 0, a function ϕε ∈ C∞(Rd) such that ϕε → ψ as ε ↓ 0 in the Sobolev norm, and such that
supp(ϕε) is contained in the open ε-neighbourhood of B, which we denote by B[ε].
Fix x0 ∈ ∂B. Since ∂B is C1, there are r > 0 and a C1-function γ : Rd−1 → R such that
B ∩B(x0, r) = {x ∈ B(x0, r) : x1 < γ(x2, . . . , xd)}.
Let V = B ∩ B(x0, r/2). For ε > 0 define ψε : V → R by ψε(x) = ϕε(x + ελe1) for x ∈ V , where e1
denotes the first unit vector and λ > 1 is chosen such that supp(ψε) ⊂ U . Then ψε ∈ C∞(V ). Now
the continuity of the L2-norm under translations shows that limε↓0 ‖ψε − ψ˜ε‖H1(V ) = 0. In particular,
we have that ψε → ψ in H1(V ).
Now the rest of the proof is as in the proof of Theorem 3 in [Ev98, Section 5.3.3]. Indeed, using the
compactness of ∂B, we find a finite covering of ∂B with balls B1, . . . , BN in which ∂B can be mapped
differentiably onto a hyperplane. Within the ball Bi, we can approximate ψ for any i in H
1-norm
by a C∞-function ψ(i) whose support lies within B. Extend the covering of ∂B to a covering of B
by adding a suitable open set B0 whose closure is contained in B. On B0, we can approximate ψ
in H1-norm by a C∞-function ψ(0) with support within B (use Theorem 1 in [Ev98, Section 5.3.3]).
Now pick a smooth partition of the unity, (ζi : i = 0, . . . , N), subordinated to the covering B0, . . . , BN
of B, and put ϕ =
∑N
i=0 ψ
(i)ζi. It is then easily seen that ϕ lies in C∞c (B) and approximates ψ in
H1(B)-norm. This completes the proof. 
In the case that B = Rd, the space D(Rd) = D1(Rd) is the space of functions f ∈ L1loc(Rd), which
vanish at infinity, i.e., {x ∈ Rd : |f(x)| > a} has finite Lebesgue measure for any a > 0, and whose
distributional gradient is in L2(Rd). Now we collect some sequential compactness properties of the
space D(B).
Lemma 5.2. Suppose (ψk)k∈N is a sequence in D(B) such that (‖∇ψk‖2)k∈N is bounded. Fix any
q ∈ (1, 2d/(d − 2)) for d ≥ 3 and any q > 1 for d ≤ 2. Then there exists ψ ∈ D(B) and a subsequence
(ψkj )j∈N such that ∇ψkj → ∇ψ weakly in L2(B) and ψkj → ψ locally strongly in Lq(B).
Proof. Let us recall standard Sobolev inequalities, see [LL01, Theorems 8.3, 8.5]. There are positive
constants Sd for d ≥ 3 and S2,r for r > 2 such that
Sd‖ψ‖22d/(d−2) ≤ ‖∇ψ‖22, for d ≥ 3, ψ ∈ D1(Rd),
S2,r‖ψ‖2r ≤ ‖∇ψ‖22 + ‖ψ‖22, for d = 2, ψ ∈ H1(Rd), r > 2.
(5.1)
We first consider the case B = Rd. In particular, d ≥ 3. Fix 1 < q < 2d/(d − 2) and apply
Ho¨lder’s inequality and Sobolev’s inequality to get, for any bounded measurable set A ⊂ Rd and any
ψ ∈ D1(Rd),
‖ψ1A‖q ≤ ‖ψ‖2d/(d−2)Leb (A)
2d−dq+2q
2dq ≤ ‖∇ψ‖2S−1/2d Leb (A)
2d−dq+2q
2dq , (5.2)
where Leb denotes the Lebesgue measure.
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Now suppose that (ψk)k∈N is a sequence in D
1(Rd) such that (‖∇ψk‖2)k∈N is bounded. The estimate
in (5.2) shows that (ψk)k∈N is locally bounded in L
q(Rd). By the Banach-Alaoglu Theorem, there is
a subsequence (ψkj )j∈N which converges to some ψ ∈ Lq(Rd) locally weakly in Lq(Rd) and ∇ψkj → u
weakly in L2(Rd) for some u ∈ L2(Rd). By [LL01, Theorem 8.6], the subsequence converges even
locally strongly in Lq(Rd), and u = ∇ψ. This completes the proof for B = Rd.
Now we turn to the case of bounded B, for general d ≥ 1. For any ψ ∈ L2(B) we define the extension
ψ∗ ∈ L2(Rd) by ψ∗(x) = 0 for x 6∈ B and ψ∗(x) = ψ(x) for x ∈ B. Then, for ψ ∈ H10 (B) we
have ∇ψ∗ = (∇ψ)∗. Indeed, let ϕ ∈ C∞c (B) be any test function and ψn ∈ C∞c (B) be a sequence of
functions approximating ψ in the norm of H10 (B). Then, applying partial integration to test functions,
for all 1 ≤ i ≤ d,∫
ϕ
( ∂ψ
∂xj
)
∗
=
∫
B
ϕ
∂ψ
∂xj
= lim
n↑∞
∫
B
ϕ
∂ψn
∂xj
= lim
n↑∞
∫
B
∂ϕ
∂xj
ψn =
∫
B
∂ϕ
∂xj
ψ. =
∫
∂ϕ
∂xj
ψ∗.
This fact will be used in the sequel mostly without further notice. It implies, for instance, that
Sobolev’s inequality (5.1) is applicable to functions in D(B) = H10 (B).
Suppose that (ψk)k∈N is a sequence in H
1
0 (B) such that (‖∇ψk‖2)k∈N is bounded. In the case d ≥ 3
and 1 < q < 2d/(d − 2), similarly to (5.2), one derives that (ψk)k∈N is bounded in Lq(B). By the
Banach-Alaoglu theorem in the space H10 (B), a subsequence converges weakly to some ψ ∈ H10 (B),
and the rest of the proof is as above in the case B = Rd.
In the case d ≤ 2, fixing any q > 1, we first argue that there is a constant C > 0 (depending only on
B and q) such that
‖ψ‖q ≤ C‖∇ψ‖2, for any ψ ∈ H10 (B). (5.3)
In order to prove (5.3) in d = 2, use Ho¨lder’s inequality and the Sobolev inequality in (5.1) to obtain,
for any ψ ∈ H10 (B) and any r > 2,
‖ψ‖22 ≤ ‖ψ‖2rLeb (B)1−2/r ≤
Leb (B)1−2/r
S2,r
(‖∇ψ‖22 + ‖ψ‖22). (5.4)
It is known [LL01, Theorem 8.5] that 1/S2,r < (r
2(r − 2)/[(r − 1)8π])1−2/r/(r − 1). A Taylor ap-
proximation for r ↓ 2 shows that the quotient on the right side of (5.4) is smaller than one for r > 2
sufficiently close to 2. For this r, (5.4) can be solved for ‖ψ‖22, and we obtain the existence of a
constant c > 0 such that ‖ψ‖22 ≤ c‖∇ψ‖22. Use this estimate on the right hand side of (5.1) for r = q
to obtain that (5.3) holds for some C > 0, only depending on B and q.
In order to prove (5.3) in d = 1, we use the simple inequality
|f(x)|2 ≤ ‖f ′‖2 ‖f‖2, for f ∈ H1(R), x ∈ R, (5.5)
see e.g. [LL01, Theorem 8.5(6)]. Now assume q > 2. Raising (5.5) to the power q/2 and integrating
over B, we get, for f ∈ H10 (B),
‖f‖2q ≤ ‖f ′‖2 ‖f‖2 Leb (B)2/q ≤ ‖f ′‖2 ‖f‖q Leb (B)1/q+1/2,
where we used Ho¨lder’s inequality in the second step. This shows (5.3) in the case q > 2. The general
case follows by a further application of Ho¨lder’s inequality.
The remainder of the proof in the case d ≤ 2 is as above. 
Recall the definition of the energy of a measure from (4.1). The following connection between the
energy of functions in D(B) and the energy of measures will be important.
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Lemma 5.3. For any (positive) absolutely continuous measure µ ∈ M(B) whose support is a com-
pact subset of B and whose energy ‖µ‖2E is finite, the function ψ = A(µ) lies in D(B) and satisfies
1
2‖∇ψ‖22 = ‖µ‖2E.
Proof. Let us look at bounded B first. From (5.2) in the case d ≥ 3 and from (5.3) in the case d = 2
we get that for some c > 0 we have ‖∇f‖22 ≥ c‖f‖22, for all f ∈ H10 (B). By [S98, Proposition 2.5.1],
this coercivity condition implies that ψ ∈ H10 (B) and 12‖∇ψ‖22 = ‖µ‖2E, as claimed.
Suppose now that B = Rd, d ≥ 3. Choose n ∈ N so large that the open centred ball B(0, n) contains
the support of µ. The first part shows that the function ψn = An(µ), defined with the operator An
associated with the Green function Gn on B(0, n), lies in H
1
0 (B(0, n)) and satisfies
1
2‖∇ψn‖22 = ‖µ‖2E,n,
where the energy ‖ · ‖2E,n is taken with respect to the domain B(0, n). We can extend each ψn by
zero to the whole of Rn and call the extension ψn again. As n ↑ ∞ we have ψn = Anµ ↑ Aµ = ψ
and ‖∇ψn‖22 = 〈µ,Anµ〉 ↑ 〈µ,Aµ〉 = ‖µ‖2E. From this, in combination with Lemma 5.2, we see that
ψ ∈ D1(Rd).
Finally, we have to show that limn↑∞ ‖∇ψn‖2 = ‖∇ψ‖2. For this, it sufficient to show that
limn,m↑∞ ‖∇(ψn − ψm)‖22 = 0. Use partial integration (see [LL01, Theorem 6.21]) and the facts
that −12∆ψn = µ on B(0, n) (as in [LL01, Theorem 6.21]) and ψm = Amµ to see that, for any n > m,
1
2‖∇(ψn − ψm)‖ = 12‖∇ψn‖22 + 12‖∇ψm‖22 −
∫
B(0,n)
∇ψn · ∇ψm = ‖µ‖2E,n + ‖µ‖2E,m + 〈∆ψn, ψm〉
= 〈µ,Anµ〉+ 〈µ,Amµ〉 − 2〈µ,Amµ〉 = 〈µ, (An −Am)µ〉
=
∫∫
µ(dx)
(
Gn(x, y)−Gm(x, y)
)
µ(dy),
where Gn denotes Green function of B(0, n). By Lebesgue’s theorem, the right hand side vanishes as
n,m ↑ ∞. 
Acknowledgement: This work was supported in part by DFG grant contract number 234298, and
by grant NAL/00631/G from the Nuffield foundation.
References
[BS02] A.N. Borodin and P. Salminen. Handbook of Brownian motion—facts and formulae.
2nd edition. Birkha¨user, Basel (2002).
[Ch03] X. Chen. Exponential asymptotics and law of the iterated logarithm for intersection local
times of random walks. To appear in Ann. Probab. (2003).
[DZ98] A. Dembo and O. Zeitouni. Large deviations techniques and applications. 2nd edition.
Springer, New York (1998).
[Ev98] L.C. Evans. Partial differential equations. AMS Graduate Studies, Vol. 19 (1998).
[Fe48] R.J. Feynman. Space-time approach to nonrelativistic quantum mechanics. Rev. Mod.
Phys. 20, 367–387, (1948).
[FP99] P.J. Fitzsimmons and J. Pitman. Kac’s moment formula and the Feynman-Kac formula
for additive functionals of a Markov process. Stoch. Process. Appl., 79, 117–134 (1999).
[Ka49] M. Kac. On the distribution of certain Wiener functionals. Trans. Amer. Math. Soc. 65,
1–13, (1949).
[KM02] W. Ko¨nig and P. Mo¨rters, Brownian intersection local times: upper tail asymptotics
and thick points, Ann. Probab. 30, 1605–1656 (2002).
30 WOLFGANG KO¨NIG AND PETER MO¨RTERS
[LG86] J.-F. Le Gall. Sur la saucisse de Wiener et les points multiples du mouvement brownien.
Ann. Probab. 14, 1219–1244 (1986).
[LG87] J.-F. Le Gall. The exact Hausdorff measure of Brownian multiple points I. In: Seminar
on Stochastic Processes 1986, 107–137, Birkha¨user, Boston (1987).
[LG89] J.-F. Le Gall. The exact Hausdorff measure of Brownian multiple points II. In: Seminar
on Stochastic Processes 1988, 193–197, Birkha¨user, Boston (1989).
[LL01] E.H. Lieb and M. Loss. Analysis. 2nd edition. AMS Graduate Studies, Vol. 14 (2001).
[Pi86] R. Pinsky. A spectral criterion for the finiteness or infiniteness of stopped Feynman-Kac
functionals of diffusion processes. Ann. Probab. 14, 1180–1187 (1986).
[S98] A.-S. Sznitman. Brownian motion, obstacles and random media. Springer, Berlin (1998).
Technische Universita¨t Berlin University of Bath
Institut fu¨r Mathematik Department of Mathematical Sciences
Strasse des 17. Juni 136 Claverton Down
10623 Berlin Bath BA2 7AY
Germany. United Kingdom.
E-Mail: koenig@math.tu-berlin.de E-Mail: maspm@bath.ac.uk
