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iAbstract
This thesis is a work in the field of atmospheric physics. It will illustrated by means of
airborne measurements, how turbulence influences the formation of newly formed parti-
cles and how turbulence structures are modified by surface heterogeneity in the atmospheric
boundary layer. The atmospheric boundary layer is the lowest part of the earth’s atmo-
sphere, which is in direct contact with the earth surface. In this layer turbulent fluctuations
of moisture and temperature play an important role in aerosol research. A layer with en-
hanced temperature and humidity fluctuations lead to increased new particle formation. In a
case study the boundary layer dynamics and its accompanied new particle formation event
were investigated over a fairly homogeneous surface which yielded ideal conditions for the
understanding of turbulent processes and its influence on new particle formation. However,
natural landscapes rarely provide horizontal homogeneous conditions and have to be con-
sidered to be heterogeneous. The surface heterogeneity causes a more complex behaviour
on the atmospheric boundary layer’s flow as this is the case of homogeneous terrain. There-
fore a second part of this thesis deals with the effects of surface heterogeneity (with several
different surface types) on the ABL and its turbulence. Thus, one major aspect is, how the
heterogeneous surface modify the kinematic expression of the turbulence (e.g vertical wind)
and fluctuations of scalar quantities such as the temperature T and humidity q. In addition,
these studies show that only second-order moments are adequate to describe the influence
of surfaces heterogeneity. The second order moments use the quadratic terms of a sample
e.g. structure function/parameter, variances and covariances (fluxes).
Zusammenfassung
Die vorliegende Arbeit ist im Bereich der Physik der Atmopshäre angesiedelt und behandelt
fluggestützten Untersuchungen in der atmosphärischen Grenzschicht. Die Grenzschicht ist
die unterste Schicht in der Atmosphäre und ist daher im ständigen Kontakt mit dem Boden.
Es wird gezeigt wie Turbulenz in dieser Grenzschicht die Bildung von neuen Aerosolpar-
tikeln beeinflusst und inwiefern die Bodenoberfläche Einfluss auf die Turbulenz nehmen
kann. Für die Aersosolforschung, spielen in dieser Schicht turbulente Fluktuationen von
Temperatur und Feuchte eine wichtige Rolle. Diese erhöhten Fluktuationen können zu
einem Anstieg in der Partikelbildung führen. In einer Fallstudie wird im Rahmen dieser
Doktorarbeit genau dieser Zusammenhang zwischen Turbulenz und Partikelneubildung er-
forscht. Dabei finden die Flugmessungen über einem homogenen Gebiet statt, welches
ideale Bedingungen schafft um die turbulenten Prozesse im Bezug auf die Neubildung zu
untersuchen. Natürliche Landschaften sind aber in der Regel nicht sehr homogen. Ein
heterogener Untergrund wirkt sich viel komplexer auf die turbulente Strömung der Gren-
zschicht aus als ein homogener Boden. Daher wird in einem zweiten Teil der Arbeit der
Einfluss von einem heterogenem Gelände (mit verschieden Bodentypen) auf die Turbulenz
und deren Strukturen in der atmosphärischen Grenzschicht untersucht. Es wird gezeigt wie
der heterogene Untergrund Einfluss auf die kinematischen Eigenschaften der Turbulenz (z.B
vertikaler Wind) und wie auf die Skalaren Größen wie Temperatur und Feuchte nimmt. Es
stellt sich dabei heraus, dass sich nur die statistischen Momente zweiter Ordnung eignen
um den heterogenen Bodeneinfluss zu Beschreiben. Diese Momente sind zum Beispiel die
Struktur Funktion sowie Varianz und Kovarianz.
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Chapter 2
Introduction
With every breath we take, we inhale approximately 7 or 8 litres of air each minute or
11,000 liters per day. Even if the air looks clear, we inhale tens of millions of solid parti-
cles and liquid droplets called aerosols. They drift in Earth’s atmosphere and despite their
small size, which can be less than the width of the smallest viruses, they have major im-
pacts on our health and on our climate. Aerosols are suspensions of liquid, solid, or mixed
particles with highly variable chemical composition and size distribution (Putaud et al.,
2010). Aerosol particles range in size from 0.01 micrometer to several tens of micrometres
in diameter. Their variability in chemical composition is due to the numerous sources and
varying formation mechanisms (Figure 2.1). Aerosol particles are either emitted directly
to the atmosphere (primary aerosols) or produced in the atmosphere from precursor gases
(secondary aerosols).
Primary aerosols consist of both inorganic and organic components. They enter the
atmosphere from many different natural and anthropogenic (human activity–related) sources
(Andreae and Rosenfeld, 2008; Després et al., 2012). For example, nature generates sulfate
aerosols from volcanoes, salt aerosols from sea spray, dust aerosols from desert areas, and
carbonaceous aerosols formed from volatile organic compounds emitted by plants.
Secondary aerosol particles are produced in the atmosphere from precursor gases by
condensation of vapours on pre-existing particles or by nucleation of new particles. These
partilces are small; they range in size from a few nanometres up to 1 µm and have lifetimes
of days to weeks. Secondary aerosols consist of mixtures of compounds; the main com-
ponents are sulphate, nitrate, and organic carbon. The majority precursor gases are emitted
from fossil fuel combustion, but fires and biogenic emissions of volatile organic compounds
(VOCs) are also important.
Aerosols play an important role in the global climate balance, and therefore they are
important in climate change. Natural variations of aerosols, especially due to episodic large
eruptions of volcanoes, such as Mt. Pinatubo in 1991, are recognized as a significant cli-
mate forcing (Self et al., 1993; Parker et al., 1996), that is, a factor that alters the Earth’s
radiation balance and thus tends to cause a global temperature change. In addition, there are
several ways in which humans are altering atmospheric aerosols, not only near the ground
(e.g. industrial emissions) but as high as the lower stratosphere (where they are continu-
ously emitted by aircraft), and thus affecting climate (e.g. through contrails) Charlson et al.
(1992). Aerosols force climate in two ways (Hansen et al., 1997):
• direct radiative forcing: All atmospheric aerosols scatter incoming solar radiation.
A few aerosol types can even absorb solar radiation. Aerosols that mainly scatter
solar radiation have a cooling effect, by enhancing the total reflected solar radiation
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Figure 2.1: Top: local and large scale air pollution. Bottom: Sources include (counter-
clockwise) volcanic eruptions (producing volcanic ash and sulphate), sea spray (sea salt and
sulphate aerosols), desert storms (mineral dust), savannah biomass burning (black carbon
(BC) and organic carbon (OC) ), coal power plants (fossil fuel BC and OC, sulphate, nitrate),
ships (BC, OC, sulphates, nitrate), cooking (domestic BC and OC), road transport (sulphate,
BC, VOCs yielding OC). Centre: Electron microscope images of (A) sulphates, (B) soot,
(C) fly ash, a product of coal combustion. Adapted from Myhre et al. (2013).
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from the Earth (Lohmann and Feichter, 2005). Especially particles in the size range
of about 0.1 to 1.0 µm (which are called accumulation mode ) interact with solar and
terrestrial radiation and have a direct impact on the radiation budget (IPCC, 2007)
and thus on the Earth’s climate.
• indirect radiative forcing: Aerosols interact with clouds and precipitation in many
ways, acting either as cloud condensation nuclei (CCN) or as absorbing particles,
redistributing solar energy as thermal energy inside cloud layers (Kerminen et al.,
2005). The aerosol-cloud feedbacks remain the largest source of uncertainty in cli-
mate sensitivity estimates IPCC, 2007).
In contrast to aerosols, greenhouse gases have a well-understood effect on the global
radiative balance and surface temperatures. Their concentration has little variability (ex-
cept water vapour and ozone), and their long-term trends are well-known Taylor and Penner
(1994). Therefore, there is high confidence in the greenhouse gas component of the antic-
ipated climate change during the next few decades. Climate forcings due to aerosols are
not determined well, especially the indirect radiative forcing. Thus, aerosols are one of the
greatest sources of uncertainty in interpretation of climate change of the past century and in
projection of future climate change (Ayers et al., 1997).
One aspect of the unknown quantification is the above listed second effect, that aerosol
particles also serve as cloud condensation nuclei (CCN). These hygroscopic atmospheric
particles (diameter 100 - 200 nm) provide a surface for the condensation of water vapour,
enabling the formation of clouds, in a saturated environment and also modify cloud proper-
ties (indirect aerosol effect, (Kerminen et al., 2005)). Clouds with smaller, more numerous
droplets have a larger surface area and therefore reflect up to 30 percent more sunlight (Ker-
minen et al., 2005). Further, the smaller water droplets in the cloud fall more slowly, thereby
prolonging the lifespan of the cloud and strengthening its cooling effect. This indirect effect
is believed to be changing rainfall patterns in populated regions worldwide.
The most powerful way to increase the CCN population is by nucleation of new particles
(ultrafine particles ≈2-10 nm) and growth of these to CCN size (≈100 nm). CCN availabil-
ity was observed to vary by an order of magnitude during new particle formation (NPF)
events (Wiedensohler et al., 2009). A main production mechanism is the binary nucleation
of sulfuric acid and water to stable molecular clusters (see Fig. 2.2). This nucleation of
aerosol particles from gaseous precursors is a major source of new particle number concen-
tration in the earth’s atmosphere and occurs very often in the atmospheric boundary layer
(ABL). Current research is dedicated to elucidate additional species involved in particle
nucleation and growth.
However, many of the critical factors influencing the nucleation process are poorly
known; see for example (Hoppel et al., 1994). Turbulence and mixing of air masses with
different temperature and humidity properties have been discussed as possible processes,
which could lead to favourable conditions for NPF by e.g. local, short-term supersaturation
of precursor gases (Bigg, 1997; Nilsson et al., 2001). For example, Easter and Peters (1994)
or Pirjola et al. (2000) found that turbulent fluctuations could enhance predicted nucleation
rates, while Nilsson and Kulmala (1998) revealed nucleation enhancement due to the effect
of mixing across a temperature and humidity gradient. For instance, in their discussion of
the nucleation process Easter and Peters (1994) showed that because of the sensitivity of
binary nucleation rates to changes in temperature and relative humidity (RH), small fluc-
tuations in these quantities due to turbulence or mixing processes could lead to nucleation
rates considerably higher than those expected from the mean temperature and RH. Bigg
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Figure 2.2: Processes involved in atmospheric new particle formation and growing of stable
cluster to CCN Source: (W. Birmili/TROPOS) https://www.tropos.de/fileadmin/
_processed_/csm_nucleation_schematic_7184bbfc6f.jpg
(1997) suggested that NPF results from "very sudden but sporadic mixing of limited hori-
zontal and vertical extent between adjacent layers having strong thermal stability, the upper
of which is both warmer and drier than the lower. Temperature and relative humidity dif-
ferences need to be such that mixing will temporarily cause an increase in nucleation rate
sufficient to bridge the gap between the existing supersaturation of the binary mixture and
that required for homogeneous nucleation of new particles." In addition, Easter and Peters
(1994) found by numerical simulations that humidity and temperature fluctuations can en-
hance nucleation and increase nucleation rates if the humidity and temperature fluctuations
are anti-correlated, however this has never been validated by measurements in the ABL.
In experiments, Siebert et al. (2004) described NPF, due to effective mixing of high
fluctuations in the temperature and water vapour in the SATURN (’Strahlung, vertikaler
Austausch, Turbulenz und Partikel-Neubildung’; radiation, vertical exchange, turbulence
and NPF) experiment. Hellmuth (2006) predicted the highest likelihood for nucleation near
the top of the mixed layer, mainly due to thermodynamic reasons by numerical simula-
tions. Further, NPF was observed to be correlated with increasing turbulence in the residual
layer by Wehner et al. (2010) with the measurement system called Airborne Cloud Turbu-
lence Observation System (ACTOS). Also Stratmann et al. (2003) investigated particle burst
events in the residual layer and mixed layer with ACTOS, as well as Siebert et al. (2007).
They also proposed NPF caused among others by a nocturnal low-level jets. This layer is
often characterised by strong turbulence due to shear flows.
Consequently, knowledge about the occurrence and behaviour of atmospheric turbu-
lence in the ABL is very important to investigate NPF. The turbulent flow in the atmosphere
is complex and depends on various variables such as various gases, gas density, pressure,
volume, moisture, land surface characteristics, solar input and temperature. These variables
are governed by several forces and relationships such as gravity, gas laws, radiation laws,
and fundamental forces (e.g. gravity, friction). All these variables are connected. In other
words, all the gas is on the Earth’s surface and every gas molecule has neighbouring gas
molecules and through enough connections, every gas molecule has the ability to interact
with another gas molecule given enough time.
Due to this chaotic-like and apparently complex behaviour, scientist developed theories,
hypotheses and statistical techniques to be able to study atmospheric turbulence. In order to
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improve understanding and validate theories and hypotheses, which might have been postu-
lated decades before, experimental data and proper statistical tools are necessary. However,
the ABL has a large vertical extent from the Earth’s surface up to usually 1000-2000 m and
a horizontal extend over various surface types. Thus we can not rely only on single point
ground-based measurements (Kohsiek et al., 2002; Meijninger et al., 2002). An advanta-
geous and expedient instrument to observe the ABL’s horizontal and vertical variability are
airborne platforms, not only to measure and validate turbulence, but to combine the turbu-
lence measurements with observations of aerosols such as NPF.
The following thesis will illustrated by means of three published studies with airborne
measurements, how turbulence influences the formation of newly formed particles (Platis
et al., 2016a) and how turbulence structures are modified by surface heterogeneity in the
ABL (Platis et al., 2016b, 2017). The three studies illustrate that one very powerful method
to describe turbulence are second-order statistical moments. Second order use the quadratic
terms of a sample e.g. structure function/parameter, variances and co-variances (such as
fluxes). The first study shows that turbulent fluctuations of moisture and temperature in the
ABL dynamics play an important role in Aerosol research. A layer with enhanced temper-
ature and humidity fluctuations may lead to increased new particle formation. In this case
study the ABL dynamics and its accompanied NPF event were investigated over a fairly
homogeneous surface which yielded ideal conditions for the understanding of turbulent
processes and its influence on NPF. However, natural landscapes rarely provide horizon-
tal homogeneous conditions and have to be considered to be heterogeneous. Therefore the
second and third study investigates the effects of surface heterogeneity (with several dif-
ferent surface types) on the ABL and its turbulence. The surface heterogeneity causes a
more complex behaviour on the ABL’s flow as this is the case in the first study. Thus, one
major aspect of these two studies are, how the heterogeneous surface modify the kinematic
expression of the turbulence (e.g vertical wind) and fluctuations of scalar quantities such as
the temperature T and humidity q. In addition, these studies show that only second-order
moments are adequate to describe the influence of surfaces heterogeneity. The three studies
use airborne platforms as a tool to collect the experimental data in the ABL.
The following introduction gives an brief overview about what turbulence is, the ABL’s
nature, the concrete research fields (which are the convective boundary layer over hetero-
geneous surface and new particle formation in the ABL), a brief explanation about second
order statistics, and the used airborne platforms. The introduction provides the reader the
essential background in order to understand the three published studies.
2.1 Atmospheric Turbulence
Studying turbulence in the ABL implies the challenge of analysing the turbulent flow.
Werner Heisenberg once said:
"Before I die, I hope that someone will explain quantum mechanics to me.
After I die, I hope that God will explain turbulence to me. But I wouldn’t want
to embarrass God by asking him"
In practical terms that means the equations of the turbulent fluid motion cannot be solved
analytically. The difficulty stems from their nonlinearity. Nevertheless there are certain
predictions which can be made based on a variety of physical arguments. This is important
because the natural state of the ABL is dominated by turbulence. That turbulent state is the
cause for the vertical transport of moisture, heat, momentum, and pollutants in the ABL.
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Turbulence is commonly understood as numerous, three-dimensional rotating eddies mov-
ing irregularly with the mean horizontal air flow. Within the ABL turbulence is produced
in two ways: (i) friction of the wind with obstacles near the surface (shear production, me-
chanical turbulence) or (ii) by density differences between air parcels (buoyancy production,
convective turbulence).
Observations show that there is a broad spectrum of eddy sizes, which led Richardson
(1922) to introduce the concept of energy cascades: The largest eddies, which are cre-
ated by instabilities in the mean flow, are themselves subject to inertial instabilities. They
will break-up (i.e. energy is progressively transferred from large eddies to smaller ones)
or evolve into yet smaller vortices. Thus, there is a continual cascade of energy from large
scale down to small. For the atmospheric turbulence this is reflected by the energy spectrum.
The spectrum (see Fig. 2.3) is divided into the range of production, the inertial range, and
the dissipation range. In the atmosphere the instability of the mean flow, which produces
the largest eddies with highest energy values, is due to the above mentioned buoyancy and
shear. This turbulent kinetic energy e is transferred from the large scales (low wave num-
bers) towards smaller scales (high wave numbers). This range of the energy spectrum is
characterised by the -5/3 slope, the Kolmogorov law of locally isotropic turbulence. Kinetic
energy is dissipating into heat at the small-eddy end of the spectrum (Petersen and Renfrew,
2009).
Figure 2.3: Schematic illustration of the power spectrum of ABL turbulence with logarith-
mic axis adapted from Größ et al. (2015)
2.1.1 Statistical Moments
The mathematical way to describe turbulence in a flow and its structure is by statistical
moments. Moments are statistical measures which characterise signal properties. In the
following a brief overview of the statistical moments are given.
Lower-order statistics refer to functions which use zeroth, first, and second powers of a
sample. These are constant, linear, and quadratic terms (zeroth, first, and second powers),
which are used for example in the arithmetic mean, and variance. The third and higher
moments, are used in the skewness and kurtosis and are often called higher-order statistics.
Due to the higher powers, higher-order statistics are significantly less robust than lower-






where s describes the s-th moment and n is the numbers of values. When this set of values
has a sufficiently strong central tendency, that is, a tendency to cluster around some partic-
2.1 Atmospheric Turbulence 11
ular value, then it may be useful to characterise the set by a few numbers that are related to
its moments, the sums of integer powers of the values. Best known is the mean of the values
as1...a
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which is used to refer to one measure of the central tendency (first order momentum). After
having identified a distribution’s central value, one could characterises its "dispersion" or







(ai−a)2 = a′2 (2.3)









As the mean depends on the first moment of the data, so do the variance and standard devi-
ation depend on the second moment(s = 2). A very important turbulence quantification in
the ABL research which uses the second order momentum is the turbulent kinetic energy.
It is the mean kinetic energy per unit mass associated with eddies in the turbulent flow. Us-
ing the variance of the three wind components (u,v,w) one could calculate turbulent kinetic

















The co-variance indicates the degree of common relationship between the two variables a
and b (Stull, 1988). For example, a= T which is the air temperature and b= w the vertical
wind velocity, respectively. On a hot summer day over land, the warmer than averaged air
will rise (positive T ′ and positive w′), and the cooler than averaged air (negative T ′ and
negative w′) will sink. Thus, the product w′T ′ will be positive on the average, indicating
that w and T vary together. This co-variance w′T ′, which is also called the turbulent flux
of sensible heat, is indeed found to be positive throughout 80% of CBL. In this thesis sta-
tistical moments are used to describe the turbulence structure and processes and how the
heterogeneous surface modify the turbulent flow in the ABL. As shown later by the studies
3.2 and 3.3 only second-order moments are adequate to describe the influence of surfaces
heterogeneity.
2.1.2 Structure Parameter
An additional statistic which can be calculated from second order moments to view com-
mon variation in a time series is the structure function. It is also an alternative to Fourier
power spectra with the advantage of not using a Fourier transformations to calculate the co-
variance function and thus avoid systematic errors due to improper data windowing. Fourier
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transformations apply to infinite-duration periodic data set (Stull, 1988). However, in our
data set (but as well in the whole boundary layer meteorology) nothing is periodic for infi-
nite time or infinite distance. The flight legs we analyse are always limited in distance. Thus
data has to be conditioned by detrending, despiking filtering and bell tapering to satisfy re-
quirements of Fourier transformations, but this modification always causes error or biases.
Therefore the structure function Da(r) is used in this study, which is a measure of auto-
correlation in a flow as a function of eddy size and uses differences rather than the product








for a certain data record a, where x is the spatial coordinate, the number of data points in the
record is denoted by N, where r = r(n) is the spatial displacement (lag) that corresponds to
the eddy size, and n is the number of data points associated with the lag r. Da(r) is of the
order of all of the energy in eddies of size r or less (Davidson, 2004). The dominant contri-
bution will come from the eddies of size r since these are the most energetic, assuming that
larger eddies transport more energy. In order to show the close relation between structure
function and turbulent kinetic energy for isotropic turbulence, the structure function DV (r)
is calculated for the wind speed V . DV (r) can also be calculated by the variance σV and the
auto-correlation function ρV
DV (r) = 2σ2V [1−ρV (r)] . (2.8)
For large r in the order of the integral length scale I the auto-correlation function becomes
small:
ρV
r→ I−−→ 0, leading to DV r→ I−−→ 2σ2V . (2.9)
For isotropic turbulence (σu = σv = σw = σV , where u,v,w are the wind-speed components




















where e is of all eddies of size r or less. In the inertial sub-range DV (r) depends only on the
dissipation rate ε , r and Kolmogorov’s constant β = 2 (Kolmogorov, 1941)
DV (r) = β ε2/3 r2/3 =C2V r
2/3, (2.12)
with the structure parameter C2V for the wind speed V
C2V = DV (r)r
−2/3 (2.13)
which is a proportionality factor in the 2/3-law expression (Kolmogorov, 1941) for the struc-
ture function. The relation of Eq. 2.13 can be only applied within the inertial sub-range of
locally homogeneous and isotropic turbulence (Wyngaard et al., 1971). The structure pa-
rameter is calculated from in situ data using the structure function. By knowing the structure
parameter C2V , the dissipation rate ε can be calculated from airborne measurements.
Besides the kinematic expression of the turbulence such as the dissipation rate and the
turbulent kinetic energy, fluctuations of scalar quantities such as the temperature T and
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humidity q are equally important to characterise the turbulence state of the atmosphere.
The combination of (2.8) and (2.13) shows that an increase of the temperature variance σT




T are obtained by using Eq. 2.13 with q
and T instead of the wind speed V .
Often the question arises, what the timescale of one flight track is, in order to be able
to understand if flights are fast enough such that the e.g. variance or structure parameter
measurements can be considered as instantaneous snapshots. The airborne platforms we
used in this study (see in Sect. 2.4) usually fly between 20-40 m s−1, the flight tracks
have a length of 1-10 km, resulting in times scales of a few minutes only. Within this time
scale, Taylor’s hypothesis of frozen turbulence (Wyngaard and Clifford, 1977) is fulfilled.
Therefore, the turbulence measurement can be considered as coincidental.
2.2 Atmospheric boundary layer
All analysed data presented in this thesis were measured within or directly above the ABL.
The ABL is the link between the Earth’s surface, where most exchange of energy, matter
and momentum takes place, and the free atmosphere. This part of the atmosphere can be
defined as the layer affected by the surface at a timescale of one hour or below (e.g. Stull,
1988). Its typical vertical extension is from several hundreds of metres to a few kilometres.
The corresponding exchange between the surface and the atmosphere strongly depends on
the stratification of the boundary layer. Therefore detailed information on the vertical and
horizontal ABL structure, especially with respect to temperature, humidity and wind and
their turbulent fluctuations, is crucial to understanding the related exchange processes.
In general, there are three basic states of the boundary layer:
• the stable boundary layer (also called nocturnal boundary layer), which is found to
occur at night due to longwave outgoing radiation,
• the neutral boundary layer, which occurs, for instance, in overcast conditions and high
background winds (Garratt, 1994), or above nocturnal stable boundary layers
• the convective boundary layer (CBL), also called mixed layer, which is characterised
by strong narrow updrafts of warm air due to surface forcings and cooler broader but
weaker downdrafts.
Under a high pressure system and during day time usually a CBL is developed. This
boundary layer can be divided into three well-defined idealised layers that occur over land
surfaces (Fig 2.4). The lowest few centimetres of the surface layer is called the microlayer,
where turbulence is absent and molecular transport dominates. The bottom 10% of the
boundary layer is called the surface layer. It is the region, where turbulent fluxes and stress
vary by less than 10% of their magnitude (Stull, 1988). The mixed layer is located above
the surface layer. It is characterised by turbulence, which tends to mix heat, moisture and
momentum vertically. Thus, constant vertical gradients of these three scalars are present in
that layer. During daytime the ABL over land is dominated by strong turbulence, which is
usually convectively driven, but there is also turbulence production by wind-shear (Garratt,
1994). The source of convective turbulence production in the absence of clouds is the
heating of the surface by solar radiations. That surface warming causes a heat transfer from
the surface layer into the mixed layer. In case of clouds atop the boundary layer, radiative
cooling can also produce turbulence.
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In the diurnal cycle, the boundary layer is growing by entrainment at the interface be-
tween the mixed layer and the free atmosphere atop. The maximum depth of a boundary
layer is usually found to be in the late afternoon. The entrainment layer is the stably strati-
fied capping zone and can be regarded as the transition zone to the free atmosphere. Rising
thermals are able to penetrate into the entrainment zone and free atmosphere despite the sta-
ble conditions. Corresponding downdrafts are leading to entrainment of warmer air and dry
air from the free atmosphere into the boundary layer as well as momentum transport. These
up- and downdrafts cause high temperature and humidity fluctuations in that layer. The
entrainment processes and the heating of the mixed layer lead to a continuous expansion of
the convective boundary layer (CBL) during daytime.
All these layers are displayed together with the near-neutral so-called residual layer in
Fig.2.4. The residual layer is the residuum of a mixed layer, which remains during night
time, when the surface forcing and turbulent motions have vanished. It has immediate
consequences for the boundary layer during daytime. It can rapidly merge into a CBL
as soon as nocturnal inversions have vanished because it exhibits neutral stratification and
well-mixed properties (Stull, 1988).
Figure 2.4: Diagram of the atmospheric boundary layer (Stull, 1988)
2.3 The ABL over heterogeneous terrain
Natural landscapes rarely provide horizontal homogeneous conditions and have to be con-
sidered to be heterogeneous. A high spatial variability in land use, vegetation, soil texture
and wetness and cloud cover (leading to local variability of incoming shortwave radiation
at the surface) are very common than homogeneous conditions (Letzel and Raasch, 2003)
on the Earth’s surface and my modify the turbulent flow in the ABL in addition.
Land surface heterogeneities can be divided into topographical and thermal hetero-
geneities. The former are caused by orography (such as mountains, valley, etc.), the lat-
ter by vegetation/artificial (like forest, lakes, cities etc.) elements and have been intensely
investigated, e.g. heat-island by cities, local wind systems, orographic precipitation.
Heterogeneities usually cause horizontal differences in surface properties such as mois-
ture, temperature, momentum and therefore lead to differences of the turbulent sensible and
latent heat fluxes into the boundary layer. Their effect on the ABL, especially in case of
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realistic heterogeneities, is still an open question. Experimental data and results are rare.
Even the effect of sharp land-water discontinuities by a lake are not well understood (Mahrt,
2000). Flows over surface discontinuities can develop, for example local internal boundary
layers (IBL) downstream, when the change of surface properties is sharp enough or the
size of the surface heterogeneity is large. This situation may be enhanced when the change
of surface properties is not sharp or is of small amplitude (Mahrt, 2000). Panofsky et al.
(1982) and Højstrup (1982) already demonstrated that the variance spectra of the horizontal
wind components in an IBL were influenced by upstream conditions. However, on smaller
scales like an intermediate-size lake (only a few kilometres width) a well defined surface
discontinuity is not necessarily transferred into the flow since the boundary layer may ad-
just without the formation of a new IBL. This situation may be enhanced when the change
of surface properties is not sharp or is of small amplitude (Mahrt, 2000). An adjusting
boundary flow is characterised by horizontal changes of some of the higher moments but
does not exhibit significant horizontal variation of the mean variables (Mahrt, 1996). Such
boundary-layer adjustments are probably common for smaller surface heterogeneity scales,
like the intermediate-sized lake in our study, but have received little attention so far.
Further, the size of surface heterogeneities play an important role. When the value of
the heterogeneity length scale is small, with respect to the size of boundary-layer eddies, the
effect of this heterogeneity gets rapidly blended in the atmosphere by turbulent mixing and
spatial variability. This is expressed by the concept of the blending height. The blending-
height theory addresses the decreasing influence of surface heterogeneity with height, iden-
tifying a scaling depth where this influence progressively vanishes. Different formulations
of the blending height zblend have been discussed in the literature (Mahrt, 2000; Raupach and
Finnigan, 1995; Wood and Mason, 1991), but there is no consensus in literature, especially
depending on which forcings are more relevant. Therefore, a small heterogeneity length
scale does not affect turbulent fluxes above a certain height close to the surface. This level
is usually referred to as by the blending height, which should be considered a scaling depth
rather than an exact level where the influence of surface heterogeneity suddenly vanishes
(Mahrt, 2000).
In this thesis two aspects of the influence of heterogeneous terrain on the ABL were
investigated. In a first study the effect of sharp land-water discontinuities by a lake on the
convective boundary layer was explored, as already mentioned in Sect. 2. The specific ob-
jectives of the study (presented in Sect. 3.2) are to identify and describe the influence of a
lake of intermediate-scale on the turbulent structure in the surface layer of a CBL, observed
by airborne measurements and depict the limitations of such measurements, in regard to the
statistical significance. The second aspect is the determination of the key parameters that
contribute to the observed spatial changes over lake and land. The lake influence is only
observable in variance, but not on all parameters and hardly on first order statistic. Fur-
thermore we discuss vertical and horizontal propagation of the lake influence, with respect
to published theoretical blending-height studies, e.g. from Raupach and Finnigan (1995);
Mahrt (1996, 2000); Wood and Mason (1991).
The second study (in Sect. 3.3) investigates the effects of surface heterogeneity on the
(second order statistic) structure parameter. In addition to the study above, several different
surface types besides the lake are analysed by using the structure parameter as a statisti-
cal second order moment tool. Knowledge about the behaviour of the structure parameter
over heterogeneous terrain is necessary in order to determine the reliability of scintillome-
ters measurements. Scintillometers are a common measurement method for turbulence.
They have the advantage of being able to measure path-integrated surface fluxes over large
scale heterogeneous surfaces. Hence, compared to local point measurements, scintillome-
16 Chapter 2.
ters enable surface flux measurements over combined surface types patches like farmland,
water and forest which are usually found over natural landscapes. Scintillometers determine
the electromagnetic reflectivities, which are proportional to C2n , the structure parameter of
the refractive index n (Thomson et al., 1978). Turbulent fluctuations of n are caused by
fluctuations in temperature T and humidity Q. This implies that the refractive index struc-
ture parameter C2n can be expressed in terms of the structure parameters of temperature C
2
T
(temperature fluctuation) and humidity C2Q (humidity fluctuation) and the cross structure
parameter CQT (Wyngaard et al., 1978; van den Kroonenberg et al., 2012):
C2n = a
2C2T +2ab CQT +b
2C2Q , (2.14)
where a and b depend on the wavelength of the radiation, and on mean atmospheric condi-
tions such as pressure, humidity, and temperature. Consequently it is important to study the
behaviour of the structure parameter over different surface types, because measurements
of turbulent surface fluxes of sensible and latent heat are critical for a better understand-
ing of the regional and global energy (Beyrich et al., 2012; Li et al., 2012) and may also
be important for the understanding of ABL dynamics regarding NPF over heterogeneous
terrain.
2.4 Airborne measurements in the ABL
Today instrumented aircraft are able to measure in-situ physical parameters in the atmo-
sphere such as air pressure, temperature, humidity, wind and turbulence, gas and aerosol
particle concentrations, aerosol and cloud particle size distributions and chemical compo-
sition, radiative properties and electric fields. The thermodynamic quantities of static air
pressure, air temperature, water vapour density, and the 3D wind vector are the very basics
of any meteorological measurements and in general required for further measurements of,
e.g. aerosols and particles. The measurement of the turbulent fluctuations of the basic ther-
modynamic quantities requires special methods and probes. These have to be very accurate,
sensitive and fast responding.
There are, however, problems inherent to the benefits of airborne measurement plat-
forms. Sampling the atmosphere while flying through it causes severe perturbations. The
properties of the atmosphere are modified by the airflow around the aircraft and within the
instruments (Wendisch and Brenguier, 2013). Correction of this bias requires careful cali-
bration of the instrument and post processing. Moreover, measurements of (turbulent) wind
vectors require a precise geographical reference. For that the three–axis accelerations and
rotations need to carefully be accounted for in the processing of such vector sampling. For
many years, research aircraft were relying only on very expensive inertial systems, but the
emergence of the Global Positioning System (GPS) constellation that provides accurate po-
sitioning at low frequencies (less than 1 Hz) and the development of miniaturised inertial
systems that provide accurate accelerations and rotations at high frequencies (up to 100
Hz) have significantly improved the situation. Inexpensive systems now enable many re-
search groups an easy access to airborne measurements of turbulent fluctuations (Wendisch
and Brenguier, 2013). A further improvement for airborne atmospheric research, due to
cheaper and miniaturised inertial systems, is the use of unmanned aerial systems (UAS) as
an airborne measurement platform.
UAS, also called remotely piloted aircraft systems, offer many advantages as research
platforms and have become increasingly important in the last decade. They can fly at various
different places in the the atmosphere and do not rely on a single location like ground-based
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instrument. Not only the miniaturisation of the inertial measurements system, but also other
electronic components such as sensors or autopilot, allows the use of small and inexpensive
UAS. The aircraft are in general small model aircraft. They fly automatically with low
cruising speed at constant heights and predefined way points in order to derive accurate and
comparable measurements of atmospheric parameters. Further advantages of these small
unmanned research aircraft are minimal logistical requirements (e.g. no airport necessary),
potentially lower costs compared to manned aircraft and high flexibility during mission
flights. Further, they give the possibility to investigate atmospheric parameters at small
scales and low altitudes and the potential for application in regions that are too dangerous
for manned aircraft.
Another big advantage of UAS for turbulence measurements compared to manned air-
craft is the decreased disturbance of the airflow by the aircraft, due to the smaller wingspan
and wing load, which leads to smaller upwash (Crawford et al., 1996) and the reduced over-
all size, which decreases the disturbance of turbulence measurements according to Wyn-
gaard (1985).A different way to reduce flow distortion, is to separate the measurement plat-
form from the carrier platform. An example is the Helipod. It is an autonomously operating
sensor package attached to a 15 m rope below a helicopter of almost any type. At a mission
speed of 40 m s−1 the Helipod is outside the down-wash area of the helicopter’s rotor blades
in order to sample the unspoiled atmosphere.
For UAS-based research, measurements of atmospheric aerosol particles became one
area of particular interest (Altstädter et al., 2015, 2013; Bates et al., 2013).. Recent years
have seen limited campaigns with manned aircraft (e.g. ISDAC, McFarquhar et al. (2011);
ARCTAS, Jacob et al. (2010)) to better understand the vertical and horizontal variability
of aerosol particles, since aerosol have a big impact on the Earth’s climate. While such
campaigns can provide substantial insight and have the unique ability to deploy a variety
of instruments to the same location, the cost of such efforts is unsustainable for routine
observing. UAS can play a central role in decreasing the cost associated with making aerosol
measurements in the ABL.
In this study three measurement platforms were used to probe the lower atmosphere.
Two UAS platforms with aerosol payloads were used to investigate aerosol number concen-
trations and distribution in the ABL and boundary-layer dynamics in order to investigate
a NPF. These two UAS are called MASC (Multi-purpose Airborne Sensor Carrier) and
ALADINA (Application of Light-weight Aircraft for Detecting IN situ Aerosol) and are
operated by the University of Tübingen and TU Braunschweig respectively. The third plat-
form is called Helipod and used to measure thermodynamic quantities in the ABL, in order
to observe the influence of surface heterogeneity on the ABL. The three systems will be
described briefly:
2.4.1 Helipod
The Helipod is an an autonomously operating measurement system (Fig. 2.5) designed for
boundary-layer field experiments. The is sensor package attached to a 15 m rope below
a helicopter of almost any type. The Helipod is equipped with its own power supply, on-
board computer and data storage, and carries a sensor equipment for in-situ measurements
of humidity, air-, surface-temperature and the atmospheric wind vector, at 100 Hz sampling
rate. The resolution of the fast resistance temperature sensor is high (much better than 0.1
Kelvin) and about 30 Hz, which is fast enough to resolve turbulent temperature fluctuations
(Bange and Roth, 1999). Hence, it is suited for small-scale turbulence measurements and for
calculating the turbulent fluxes using the eddy co-variance method. The surface tempera-
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Figure 2.5: Helipod measurement system
ture is measured by an infrared temperature sensor simultaneously with the thermodynamic
measurements. At a mission speed of 40 m s−1 the Helipod is outside the down-wash area
of the helicopter’s rotor blades. More details can be found in Bange et al. (2002) and Bange
and Roth (1999).
2.4.2 MASC
One of the tow used UAV in this thesis is the MASC. It is a small model aircraft, which is
operated by the group of Environmental Physics at the University of Tübingen (Fig. 2.6).
The wingspan is between 2.5 and 3 metres with a total weight of 5–7 kg, depending on the
battery and payload. MASC is powered by an electrical pusher engine and is able to fly up
to 90 min at a typical cruising speed of 25 m s−1 with full battery load.
The aircraft is controlled by the research on-board computer system (ROCS) autopi-
lot, developed at the Institute for Flight Mechanics and Control Stuttgart which allows the
aircraft to fly pre-defined flight paths at a controlled altitude and airspeed. Due to a very
precise height control by the autopilot, typically with a precision of ±2 m, MASC enables
high precision wind and turbulence measurement. To perform measurements of thermo-
dynamic scalars and turbulence, the system is equipped with a five-hole probe system, a
fine-wire platinum resistance thermometer and a thermocouple for fast response tempera-
ture measurements, a capacitive humidity sensor, a barometric pressure transducer, and an
inertial measurement unit with GPS receiver. The method to calculate the three-dimensional
wind vector from the airflow vector and the inertial measurements of the UAS is presented
in van den Kroonenberg et al. (2008). The wind and temperature measurements achieve a
frequency resolution of 10–20 Hz (Wildmann et al., 2014b). Humidity measurements after
post-processing are able to resolve turbulence up to 3 Hz (Wildmann et al., 2014a) .
MASC is equipped with the on-board data acquisition system called AMOC. It offers
the possibility of data storage and real-time data transfer by a telemetry downlink during
the flight of each data channels. The standard sensor system of MASC is extended with the
aerosol sensor CLASP within the framework of this thesis. A detailed outlook is given in
Sect. 5
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Figure 2.6: Left panel: UAS of type MASC (Multi-Purpose Airborne Sensor Carrier) op-
erated by University of Tübingen. Right panel: UAS of type ALADINA (Application of
Light-weight Aircraft for Detecting In situ Aerosol) operated by the University of Braun-
schweig.
2.4.3 ALADINA
In the framework of the DFG funded project LA 2907/5-1, BA 1988/14-1, WI 1449/22-
1, which was part of this PhD study, the new state of the art aerosol measuring device
ALADINA was developed on the basis of the Carolo P360. It was equipped with a newly
developed miniaturised meteorological and aerosol payload to measure the particle size
distribution and particle number concentrations. The same meteorological payload and on-
board computer were used as already implemented for the UAS of type MASC. More details
can be found in Altstädter et al. (2015).
The automatically ALADINA, Fig. 2.6) belongs to the family of unmanned "Carolo
P360" aircraft. It was developed at ILR Technical University of Braunschweig, and has a
maximum take-off weight of 20 kg, with a wingspan of 3.6 m and a typical cruising speed
of 25 m/s. ALADINA is able to carry 3 kg scientific payload.
In order to stay below the weight limit for the payload, commercially available instru-
ments were chosen and modified with respect to space, weight and measurement properties
Fig. 2.7. Two Condensation Particle Counters, CPCs, (model 3007, TSI Inc.) with different
lower threshold diameters were implemented in ALADINA. With both CPCs we are able to
measure the total particle number concentration of ultrafine particles N5−10 in the diameter
range from 5 to 10 nm.
Further the measurement speed of the CPCs was improved, in order to investigate the
connection between the aerosol particle concentration and atmospheric turbulence. There-
fore the aerosol volume flow of the CPCs was increased from originally 0.1 l min−1 to 0.16
l min−1. Thus, the response time of the new set-up is now surprisingly fast, with <1.3 s for
the t10%−90% time.
Particles larger 0.3 µm are measured using a Met One Optical Particle Counter (OPC),
model GT-526, Met One. This OPC counts particles in 6 size bins from 0.3 to 10.0 µm. The
aerosol sensors are mounted in the sensor compartment of ALADINA (Fig. 2.7) in addition
to the same meteorological sensor and on-board data acquisition as used in MASC (Section
2.4.2). Due to real-time data transfer it is possible to identify layers of enhanced aerosol
concentration and temperature inversions during the flight at the ground station and to adapt
the flight mission accordingly.
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Figure 2.7: ALADINA payload: a) 1 five-hole probe, 2 temperature sensor (Thermocouple)
and humidity sensor P14 Rapid, 3 aerosol inlet, 4 fast temperature sensor (Fine wire plat-
inum resistance thermometer), 5 GPS antenna, 6 telemetry antenna; b) 7 first CPC 8 second
CPC 9 OPC. Source: (Altstädter et al., 2015)
Chapter 3
Results
This section gives a brief overview and summary of the most important results which are
described and explained in more detail in the attached peer-reviewed publications in Sect.
3.1 - 3.3.
3.1 Publication I -
An observational case study on the influence of atmospheric
boundary-layer dynamics on new particle formation
This study is about an experimental case study of a NPF connected to turbulence, which
occurred during the morning transition of the atmospheric boundary layer (ABL) on 3 April
2014, in Melpitz, Eastern Germany. The event was characterised with high spatial resolu-
tion by unmanned aerial systems (UAS) and ground-based instruments. The observations
represent, to the authors’ knowledge, the first depiction of a NPF event with respect to
the airborne characterisation of the morning transition from a shallow convective boundary
layer below a strong capping inversion layer to a mixed boundary layer with high temporal
and spatial resolution of thermodynamic fluctuations by second order statistics, and N5−10
particle number concentrations.
Eleven vertical profiles of number concentrations of ultrafine particles in the diameter
range from 5 to 10 nm N5−10 spanning a 140 min time period could be analysed for the
present study, thus demonstrating the complete time evolution of the NPF event and second
order statistics of turbulent fluctuations, as opposed to only measuring during isolated pe-
riods as done in earlier studies like Wehner et al. (2010) , Wehner et al. (2007) and Siebert
et al. (2007).
The airborne observations showed the start (at 0937 UTC) of a NPF event with enhanced
concentrations N5−10 at around 500 m above ground within the inversion as displayed in
Fig. 3.1. During the next half an hour number concentration of freshly nucleated particles
increased 3.2 in this layer. Strong gradients of mean temperature ∆T and mixing ratio ∆q
as well as increased fluctuations of T and q were measured only in the inversion. Second
order statistics show high values in the NPF layer. The temperature structure parameter
C2T was up to 15 times higher in the inversion layer compared to the remaining parts of
the vertical profile while C2q was up to 5 times higher in the inversion layer, indicating
strong temperature and humidity fluctuations. Likewise, profiles of the standard deviation
of temperature (σT ) and humidity (σq) show comparably high values in the inversion layer.
There are distinct hints that enhanced nucleation rates are connected with an anti-correlation
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Figure 3.1: Vertical profiles of ALADINA flight at 0833 UTC on 3 April 2014. From left to
right. 1: Potential temperature θ (black). Blue dotted line shows the correlation coefficient
(cor) between temperature and humidity 2: C2T (black) and temperature variance σT (red).
Units are [K2 m−2/3] for C2T and [K] for σT . 3: Mixing ratio q (black) and relative humidity
RH (red). 4: C2q (black) and humidity variance σQ (red). Units are [g2kg−2 m−2/3] for C2T
and [g kg−1] for σq. 5: Difference of N5−10 between CPC1 - CPC2 = N5−10. Number
concentration of N5−10 is per cm3.
between humidity and temperature fluctuations as proposed by Easter and Peters (1994).
NPF was observed in layers with strong anti-correlation between those two parameters.
The airborne in-situ observations suggest that turbulence plays an important role in NPF:
High turbulent fluctuations of temperature and humidity create the conditions for supersat-
uration of precursor gases due to non-linear mixing (Nilsson et al., 2001; Bigg, 1997). The
analysis supports the hypothesis that NPF was possibly initiated by the thermodynamics
and turbulent fluctuations within the inversion layer, where high temperature and humidity
fluctuations where observed as shown in Fig. 3.1 and 3.2. In addition observations show
that the kinematic expression of the turbulence such as turbulent kinetic energy and dissipa-
tion rate ε did not play an important role in the formation of new particles since they were
very low in this layer (see Fig. 3.3). The dissipation rate decreases with height due to the
inversion and no local maximum of ε is detected. The stable stratified thermal inversion has
a damping influence on the production of turbulent kinetic energy, which means decreasing
dissipation due to the turbulent energy cascade (Caughey and Palmer, 1979).
Simultaneously to the airborne observations ground based measurements we performed
in Melpitz. Particle measurements with a Neutral cluster and Air Ion Spectrometer (NAIS)
at ground level showed a rapid simultaneous increase of N5−10 and the precursor gas SO2 a
few minutes after breakthrough of the shallow CBL, where the enhanced number concen-
trations of N5−10 were found.
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Figure 3.2: Vertical profiles of ALADINA flight at 0833 UTC on 3 April 2014. Explanation
same as in Fig. 3.1
With regard to the estimation of turbulent mixing and dissipation rates, it is very likely
that these particles observed at the ground were formed locally at higher altitudes and mixed
downwards, similar to findings of Wehner et al. (2010). After breakthrough of the shallow
CBL, NPF was detected near the ground, as essential precursor gases for NPF like SO2
were mixed downward from the inversion. No vertical measurements of potential precursor
gases are available for the campaign. Moreover, with the breakthrough of the shallow CBL,
the sink for condensing material is reduced as a result of vertical mixing with air from
aloft. This air contains less Aitken mode particles and therefore can foster the formation of
new particles and subsequent growth. It is worth noting that model simulations of particle
formation in a convective boundary layer tend to predict the highest likelihood for nucleation
near the top of the mixed layer (entrainment zone), mainly for thermodynamic reasons (e.g.
Hellmuth, 2006).
These results might have consequences for the interpretation of earlier published ob-
servations of NPF events particularly such observations, where data was recorded only at
ground level. In the morning, stable thermal stratification may trap enhanced concentra-
tions of nucleation mode particles at higher altitudes. Once daytime convection initiates,
turbulence mixes the boundary layer, and the vertical profile of nucleation mode particles
becomes more homogeneous. The ground-based observations without the airborne in-situ
measurements may result in a misinterpretation or inexplicability of location and processes
causing the increase in nucleation mode particles. We assume that the inversion layer is
responsible for creating favourable thermodynamic conditions with enhanced temperature
and humidity fluctuation for a NPF event. Similar spatial/temporal dynamic of the ABL in
combination with NPF could be confirmed in a recent study by Hovorka et al. (2016).
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Figure 3.3: Logarithmic plot of energy dissipation rates ε versus height during morning
transition for all 5 MASC flights between 0710 and 1126 UTC. The first three flights (green,
red and black) consist each of an ascent and descent, the last two (blue and turquoise) only
of an ascent.
3.2 Publication II -
Analysis of the influence of a lake on the lower convective
boundary layer from airborne observations
With regard to turbulence as an important factor for NPF the influence of natural hetero-
geneous landscapes on the ABL and its turbulent flow is investigated. The influence of an
intermediate-scale lake on airborne measurements taken below 100 m has been analysed
for 34 flight legs flown during two consecutive field campaigns in the summer of 2002 and
2003. The spatial variability for mean quantities is not very significant. Although there are
some hints that our analysed data indicate a cooling over the lake at 100 m above ground
and that we can distinguish between a drier atmosphere over the lake compared to the more
moister air over forest. The second order moment related to potential temperature (σθ ) ex-
hibit a clear decrease in the vicinity of the lake for the lowest flight leg at 70-80 m above
ground level (see Figure 3.5). Most likely, the lack of thermals above a cool surface favours
such a drop for theses parameters and their random variability. Second-order moments of
humidity and vertical wind, however, are not suited to identify the underlying lake, at least
in our study. At higher elevated flight legs (170 m and 280 m) the influence of the lake
was not detectable by our airborne observations. However, the lack of iterative passes of
one flight during same environmental conditions reduces the statistical significance, due
to a sampling error in the same order as the measurement value. Only one flight of the
selected dataset, which contained consecutive passes along the same leg and hence a low
sampling error, showed that the observed variances of σθ are reduced significantly over the
lake. These results allow us to consider the drops of σθ produced at the vicinity of the lake
as qualitative indicators of the lake influence to the atmosphere at the observed level, even
though with just single passes.
Several length scales of surface heterogeneity were calculated, following previous stud-
ies of Mahrt (2000) and Bange et al. (2006). These scales consider different parameters
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Figure 3.4: Upper plot shows the evolution of integrated particle number concentrations for
N5−10 cm−3 with a 3 min average measured by NAIS (red) at 2 m a.g.l. in Melpitz on 3 April
2014 between 0800 UTC and 1130 UTC. Black stars indicate the number concentrations for
N5−10 cm−3 measured by ALADINA. The ALADINA number concentrations measurement
is a 10 s average during the ascent or descent of a vertical profile around 100 m a.g.l. . SO2
(blue) measured by a gas concentration unit.
depending on the stability conditions of the flow. Only the scale that considers the variance
of vertical velocity or a velocity scale was compatible with our observations. Probably the
variety of buoyancy conditions in our dataset (which includes days with a weak surface heat
flux and strong winds together with days with strong convection) requires a stability param-
eter able to describe the vertical mixing induced by both wind shear and thermal heating in
order to fit to all conditions during our flight experiment. In addition, the application of a
convective scale for those cases where the boundary-layer depth was known, indicates that
the 2 km wide lake could affect the lower CBL for wind speeds below 4 m s−1. Unfortu-
nately, the lack of iterative passes at higher altitudes precludes the capacity to confirm these
results in the current work.
Finally, the downstream propagation of the lake influence has been addressed by cal-
culating the cross-correlation function between the surface radiative temperature and the
variance of potential temperature for the entire leg. Although a clear relationship between
the spatial lag of the maximum correlation and the horizontal advective speed could only be
identified for 8 out of 32 cases, this relation indicates promising results when it is applied
solely to the lake influence.
3.3 Publication III -
Observations of the temperature and humidity structure
parameter over heterogeneous terrain by airborne
measurements during the LITFASS 2003 campaign
The turbulent structure parameters for temperature C2T and humidity C
2
Q and their cross-
structure parameterCQT were investigated by using Helipod flight data collected in the CBL.
The data used in this study is a part of the same data set as used in the previous study (Section
26 Chapter 3. Results
Figure 3.5: Standard deviation of potential temperature for each middle track (MT) leg at
280 m (MT06), at 170 m (MT04) and below 100 m (MT02, MT12, MT16) of STI09 flight.
Data are computed for a window of 1 km width, sequentially marched through the leg by
increments of 250 m. Lower panel shows the corresponding distribution of the surface
temperature measured during the flight leg (MT02). Wind direction is from the south-east.
That means wind is blowing parallel to the flight direction (from the right side to the left
side in the panel). Average wind speed is between 5.5 and 7.1 m s−1.
3.2). The LITFASS-2003 campaign measured these parameters on flights of up to 20 km
length over heterogeneous terrain and close to the ground. This is normally not feasible with
a common manned aircraft or unmanned air vehicles due to restrictions on legal permissions.
The close-to-ground flights obtained data in CBL surface layer over heterogeneous surfaces
of different types including forest, lakes and farmland. Two types of flight pattern were used
to observe the behaviour of the structure parameter over heterogeneous surface.
The homogeneous Flights (HOM) were used to calculate the structure parameter over
the entire flight leg, in order to derive a structure parameter value characterising one surface
type. This method allows a classification of all three structure parameters for each surface
type. In order to compute spatially resolved series of the structure parameter, heterogeneous
(HET) Flights were analysed with a track over a mixed surface and including different
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surface types.
According to the method of van den Kroonenberg et al. (2012), the spatial series of
C2Q,C
2
T andCQT were obtained from calculating DQ(r), DT (r) and DQT (r) within a moving
window with length W = 600 m. This window was defined for each data point i of the
humidity (temperature) spatial series, with i as the centre point. By moving this window,
the local structure parameters, C2Q(i), C
2
T (i) and CQT (i) were calculated. The resulting reso-
lution by moving the window is a structure parameter every 0.4 m (equivalent to a 100 Hz
sampling rate at 40 m s−1 typical ground speed), which were calculated from humidity and
temperature data over the distance W .
Braam et al. (2013) noted that variability of structure parameter due to surface hetero-
geneity has to be constant in time in contrast to the local variability. Thus, the variability
with time was reduced by averaging the spatial series of the dimension-less structure pa-
rameter AQ, AT and AQT over all flights.
Variability of C2T along the flight legs was detected (see Fig. 3.6) by using both flight
strategies, and was explained by the strong surface fluxes variability caused by the different
types of surface vegetation.
There is a strong indication thatC2T measured at about 100 m above ground is influenced
by surface heterogeneity even for smaller surface length scales around 2 km, although C2T
variability is also attributed to random turbulence. We could classify C2T according to each
surface type. The highest values of C2T were found over forest patches. Lower values were
found over the lake and moderate values over farmland. Hence,C2T measured at about 100 m
above ground is associated with surface heterogeneity and confirms findings from van den
Kroonenberg et al. (2012). In general, values over forest were one order larger than over
farmland and two orders larger than over the lake.
To our knowledge this is the first study investigating a variability of CQT and C2Q over
heterogeneous terrain experimentally. The C2Q and CQT behave very similar, but exhibit a
more complex behaviour than C2T . Our data suggest that C
2
Q is decoupled from the surface
flux even at low levels which is ascribed to the entrainment of dry air at the top of the
boundary, except for the sharp water-land discontinuity. A significant difference between
C2Q over lake and land is calculated (by the Welch’s Test) with a 99% significance level,
despite the high fluctuation in C2Q. A 50% lower mean C
2
Q is observed over the lake. It
is possible that this sharp change in surface sensible heat fluxes from positive to negative
values over the lake might have caused the reduced values of C2Q at around 100 m height
during convective conditions, despite the strong and dominant effect by entrainment.
However, a disparity is observed between HOM and HET flights for C2Q. HOM and
HET flights show a clear footprint of the lake in C2T , but only HET flights show the lake
footprint in C2Q. As supported by many other studies (e.g. Roth and Oke, 1995; Sempreviva
and Højstrup, 1998; Albertson and Parlange, 1999) there is a different behaviour of the
passive scalar (water vapour) compared to the active (temperature). Over heterogeneous
landscape, water vapour flux and sensible heat flux have different source regions (Kustas
and Albertson, 2003). Bertoldi et al. (2013) could show by LES and aircraft observation
that the footprint of water vapour has a larger distance from the flight track than sensible
heat. Hence, C2T at aircraft altitude appears to be in phase with the surface, whereas the
footprint ofC2Q at the observation height is no longer over the lake, but over the surrounding
land which is further away.
Since the Helipod proved the reliability to measure C2T , CQT and C
2
Q, we were able to
calculate temperature-humidity correlation coefficient RQT . It is often assumed that temper-
ature and humidity fluctuations are perfectly correlated (either positive or negative) which
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Figure 3.6: Spatial Series averaged over 8 flights for leg WE08. At the top the map is plotted
with the flight track (blue line) for one of the 8 flights. The coordinates of all other flight
tracks differ only marginally. Below is the averaged normalised spatial series AT , AQ, AQT ,
of the structure parameters and AR. The grey area represents the standard deviation of the
averaged normalised structure parameter for each data point i. Bottom plot: The black line
shows the average of temperature-humidity correlation coefficient RQT over 8 flights. The
red line shows RQT = 0.8 as proposed by Fairall et al. (1980).
implies that RQT = ± 1 (e.g. Andreas, 1989; Hill, 1997; Meijninger et al., 2002; Beyrich
et al., 2005). In fact, this assumption is theoretically demanded for a flow that strictly obeys
Monin-Obukhov similarity theory (MOST) (Hill, 1989), implying that MOST is valid forC2T
andC2Q. RQT was in the range between 0.4 and 1.0 along the flight track over heterogeneous
terrain similar to findings from Beyrich et al. (2005); Fairall et al. (1980). Combining all
flights, RQT was in average approximately 0.7. Assigning the RQT variability to underlying
surface types was not possible, however there was indication that values with the underlying
lake were lower. The results show RQT is less than unity for most of our measurements, in
contrast to the assumption of unity in Monin-Obukhov similarity theory, but violation of
MOST is small as long as RQT > 0.7 (Meijninger et al., 2006). These observations agree
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well with LES studies from Li et al. (2012); Maronga (2014). A dissimilarity between the
transport of heat and moisture (RQT 6= 1) is caused by significant entrainment, because C2Q
does not follow MOST any more.
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Chapter 4
Discussion
Within this thesis, research on the NPF in the ABL and its turbulent flow with regard to
the heterogeneous surface influence has been described. The presented studies demonstrate
the benefit of the tool of airborne in-situ measurements and the analysis of second order
moments to describe turbulent processes and the behaviour of the ABL dynamics.
A turbulent layer in the ABL responsible for triggering a NPF event could be recognised
by the use of second order moments. These moments, such as the structure parameter and
variances were able to identify this layer with high temperature and humidity fluctuations.
These turbulent fluctuations are assumed to create favourable thermodynamic conditions
for a NPF event, whereas observations show that the kinematic expression of the turbu-
lence such as the dissipation rate ε and the turbulent kinetic energy has only a minor role.
These results make turbulent fluctuations of temperature and humidity an important ingre-
dient for NPF. The event was measured over a fairly homogeneous surface which yielded
ideal conditions for the understanding of turbulent processes and its influence on NPF. How-
ever, natural landscapes rarely provide horizontal homogeneous conditions and have to be
considered to be heterogeneous. Thus, the influence of the surface heterogeneity on temper-
ature and humidity fluctuations was investigated in two further studies. The second order
moment of temperature (here used as the structure parameter C2T as an indication for high
temperature fluctuation) is an adequate and suitable instrument to describe the underlying
surface. Variability of C2T along the flight legs at about 80 m above the ground over hetero-
geneous surface was detected and could be explained by the strong surface fluxes variability
caused by the different types of surface vegetation. Especially over a lake the surface in-
fluence on the ABL is apparent. The second order moment related to potential temperature
(σθ ) exhibit a clear decrease in the vicinity of the lake. In contrast, first order moment do
not detect a significant signal of the underlying surface. As a result second order moments
enable to observe a signal of a lake foot print in the ABL at least for the lowest flight legs at
around 80 m above the ground. However, not all second-order moments exhibit a signal of
the lake foot print. Second order moments of humidity (C2Q, σm) and kinematic turbulence
expression (e.g. vertical wind), are not suited to identify the underlying lake by airborne
measurements, at least in our study.
Naturally, as shown by the studies, the airborne in-situ measurements however have their
limitations. The length of flight legs must be sufficiently long to be able to include all con-
tributing eddies in order to obtain accurate second order moments measurements. Model
simulations of the boundary layer like LES (Maronga et al., 2014; Sühring and Raasch,
2013) suggest that measured turbulent quantities require sufficient temporal averaging and
an adequate ratio of path length in order to decrease the statistical uncertainty due to ran-
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domly distributed convection. Consequently, when performing measurement flights, many
iterative flight passes are necessary in order to obtain sufficient statistics and thus a low
measurement error. This, however, was not always feasible when flying with the Helipod,
due to its limited flight time because of expensive operational costs when dealing with this
airborne platform. More favourable regarding operational costs were the UAS. The costs are
much lower, but compared to the manned aircraft (such as Helipod) the length of UAS flight
legs is very limited due to CAA laws. Flights out of sight of a safety pilot are not allowed at
the moment, at least in Germany and the U.S, which restricts the flight leg to 1-2 kilometres
distance. This length was not always sufficient long to include all contributing eddies in
the studies, causing a relatively high systematic statistical uncertainty in the second order
statistics (Mann and Lenschow, 1994; Lenschow et al., 1994). This uncertainty can be only
reduced by averaging over all the passes for a given flight for each window which requires
even more iterative passes along the same leg.
In the future a further development of the UAS’s autopilot control system is necessary
to fulfill requirements by the CAA in order to perform flights out of sight of safety aircraft
pilots. Furthermore, improvement of flight duration by long endurance batteries is necessary
to achieve a continuous operation of UAS. At the moment, with the common UAS such as
MASC or ALADINA one measurement flight duration is in the order of 30-60 minutes. The
turn over time between landing and the next take-off is approximately 30 minutes, resulting
in observation gaps. Moreover flight operation with UAS and Helipod are restricted to the
time between sunrise and sunset, at least in Europe and in the USA. However, observations
of boundary-layer phenomena like low level jets occur usually only at night time.
Nevertheless there are many advantages that justify airborne observations. Only in-situ
measurements are a direct observation of the atmosphere, rather than a model simulation
obtained during different atmospheric conditions, representing a single ideal case and situ-
ation. Further, remote sensing instruments are often limited by their time and spatial res-
olution, therefore not allowing dissolving turbulence. As shown elaborately in Sect. 3.1,
it might be necessary to have airborne observations in order not to misinterpret location
and processes. Airborne in-situ measurements down to a few metres above ground are
possible with UAS. In remote areas, UAS are a flexible measurement tool, requiring only
small infrastructure. UAS can provide additional meteorological data, especially over re-
gions which are potentially dangerous or have restricted airspace, such as volcanoes, nuclear
power plants or chemical factories. The costs of operating a UAS is relatively low, which
enables small research groups to also use these systems.
Another possibility to enhance the measurements from UAS is to operate multiple air-
craft simultaneously. Two independent MASC, as well as MASC in combination with other
UAS, have already been deployed in experiments (Platis et al., 2016a). A further technical
possibility is a coordinated swarm flight of multiple UAV, this has yet to be implemented
for the autopilot of the UAS. Airborne observations at multiple altitudes and locations allow
measurements of instantaneous vertical profiles or fluxes and extends the limited measure-
ments in space and time, which achieves more statistically significant results.
Chapter 5
Future Perspectives
In the future a further improvement of the aerosol in situ measurement system is planned.
With ALADINA a state of the art aerosol measurement device is now available in combi-
nation with a high resolution meteorological turbulence measurement system (Sect. 2.4.2).
ALADINA proofed the reliability to be able to measure ultrafine particles in the atmospheric
boundary layer. However, the time resolution of the ALADINA on-board aerosol measure-
ment system (1 Hz) compared to the high frequent meteorological measurements (10-30 Hz)
is still very low. In addition ALADINA is a very large and heavy UAS in the 25 kg weight
range compared to the light aircraft MASC. Thus, MASC is equipped with a newly devel-
oped aerosol on-board instrumentation, which enables aerosol research with very light UAS
and high frequency aerosol measurements in order to measure aerosol fluxes. Since MASC
is a light but also a much smaller and lighter aircraft compared to ALADINA a miniaturised
optical particle counter has to be implemented. Currently, MASC is equipped therefore with
an aerosol sensor called CLASP in addition to the thermodynamic-turbulence sensor unit.
CLASP is an very small an high frequent optical particle counter (OPC) and was developed
by the University of Leeds. Norris et al. (2012) and Hill et al. (2008) successfully applied
the OPC, called Compact Lightweight Aerosol Spectrometer Probe (CLASP), in two studies
over the Atlantic ocean and were even able to calculated turbulent aerosol fluxes.
CLASP enables measurements of particle concentrations with a sampling frequency of
10 Hz. The advantage of CLASP is its robust, compact and lightweight construction that
enabled integration into a very light and small UAS such as MASC (Fig. 5.1). This sensor
is able to measure aerosol concentrations in 16 user-defined channels for particles with
diameters in the range from 0.24 to 18.5 µ m at a sampling frequency of 10 Hz. First test
flights were performed as part of the field experiment MelCol.
The MASC including CLASP is now able to measure aerosol concentrations and even
aerosol fluxes. The general shape of the aerosol size spectra measured with CLASP is com-
parable to spectra that are shown in literature (for example Sproson et al. (2013)). However,
no quantitative investigation is possible at the moment. During a preliminary campaign,
measurement inaccuracies between a twin scanning mobility particle sizer (TSMPS) at the
ground and close to ground flights with the airborne CLASP was found. The comparison
to the TSMPS data showed large differences to both sensor systems. The concentration of
the TSMPS was in the order of one or two magnitudes higher than the measured concen-
tration with CLASP. More flights and further investigations are necessary to analyse the
characteristics of CLASP and will be done in the nearest future.
Besides ultrafine particles and their growth to CCN, also other aerosol particles may
serve as CCN. Prior studies suggest that primary biological material such as pollen could
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Figure 5.1: CLASP mounted on the MASC sensor board. CLASP’s inlet tube (1), humidity
sensor mounted on circuit board (2), scatter cell (3), pump (4), CLASP’s flow sensor (5)
and RS485-UART converter chip (6).
alter cloud properties (Sun and Ariya, 2006; Pope, 2010), and high ambient concentrations
of biological particles are linked to rainfall events (Huffman et al., 2013). Laboratory mea-
surements indicate that whole pollen grains have the ability to act as CCN (Pope, 2010) and
ice nuclei (Von Blohn et al., 2005) Pollen are released from terrestrial vegetation in large
quantities to transmit the male genetic material for reproduction. Aerobiology studies in-
dicate that pollen with sizes ranging from 20 to 45 µ m (Linder, 2000) can be transported
up to 100- 1000 km (Schueler and Schlünzen, 2006) and have been observed both in the
atmospheric boundary layer and free troposphere (Noh et al., 2013). Consequently it is
indispensable to study the type of aerosol particle as well. Furthermore pollen dispersion
plays an important role for example in the allergy/hay fever forecast, the distribution of
trangenic germination, infection of crops by fungus spores, etc. However, pollen a much
larger than the typical measurement range of optical particle counters such as operated in
ALADINA or CLASP. Therefore a new technique is developed at the at the University of
Tübingen to further improve aerosol research. Particles are sampled with special pollen fil-
ters and a specially developed pollen trap on board a multi copter. After the measurement
flight, these samples will then be analysed with a newly developed flow cam, which works
automatically. This flow cam is able to detect the type of pollen and estimate the number
concentration of pollen per volume. Thus, an automatically working accurate estimate can
be achieved not only of the number concentration and size distribution, but also an exact
type and classification of pollen .
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Abstract We analyze the influence of atmospheric boundary-layer development on new
particle formation (NPF) during the morning transition. Continuous in-situ measurements
of vertical profiles of temperature, humidity and aerosol number concentrations were quasi-
continously measured near Melpitz, Germany, by unmanned aerial systems to investigate
the potential connection between NPF and boundary-layer dynamics in the context of turbu-
lence, temperature and humidity fluctuations. On 3 April 2014 high number concentrations
of nucleation mode particles up to 6.0 × 104 cm−3 were observed in an inversion layer
located about 450 m above ground level. The inversion layer exhibited a spatial temperature
structure parameterC2T 15 times higher and a spatial humidity structure parameterC
2
q 5 times
higher than in the remaining part of the vertical profile. The study provides hints that the
inversion layer is responsible for creating favorable thermodynamic conditions for a NPF
event. In addition, this layer showed a strong anti-correlation of humidity and temperature
fluctuations. Using estimates of the turbulent mixing and dissipation rates, it is concluded
that the downward transport of particles by convective mixing was also the reason of the
sudden increase of nucleation mode particles measured on ground. This work supports the
hypothesis that many of the NPF events that are frequently observed near the ground may,
in fact, originate at elevated altitude, with newly formed particles subsequently being mixed
down to the ground.
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1 Introduction
Atmospheric aerosol particles influence the atmospheric radiation budget and thus the Earth’s
climate through the backscatter of solar light back to space (Ramanathan et al. 2001a;
Barbaro et al. 2014) and by absorbing solar radiation. Further, they have an indirect aerosol
climate effect, e.g. by the presence of cloud condensation nuclei (CCN). These nuclei mod-
ify cloud properties, thus have an influence on determining the cloud lifetime and albedo
(Rosenfeld 2000; Ramanathan et al. 2001b). The size of airborne particles varies between
0.001 and 10µm diameter (Seinfeld and Pandis 2012) and it is thus helpful to classify these
particles into particle modes to cover this wide range. We use the term “nucleation mode
particles” to refer to particles in the nucleation mode (diameter 5–10nm) denoted N5−10
particles hereafter. Due to subsequent growth, particles can reach the lower Aitken mode
(diameter 10–30 nm) and Aitken mode (diameter 30–100 nm). Larger particles belong to
the accumulation mode (diameter 0.1–1µm) and the coarse mode (diameter >1µm) (e.g.
Nojgaard et al. 2012; Kannosto et al. 2008). The number concentration of N5−10 particles is
an indicator for recent new particle formation (NPF), because this size range was found to
show a clear increase during NPF events without significant influence of anthropogenically
emitted particles (Wehner et al. 2007). A powerful way to increase the CCN population is
by nucleation of new particles and growth of these particles to CCN size (∼100 nm). CCN
availability was observed to vary by an order of magnitude during NPF events (Wiedensohler
et al. 2009).
New particle formation has been observed at various sites and altitudes of the atmosphere
(e.g. Wiedensohler et al. 1996; Weber and Friedlander 1997; Kulmala et al. 2004; Jaati-
nen et al. 2009). The formation rate of 3 nm particles in the atmospheric boundary layer
(ABL) varies over three orders of magnitude from 0.01 to 10 cm−3 s−1 (Kulmala et al.
2004). Various nucleation mechanisms are suggested to form nucleation mode particles. A
detailed discussion of different NPF scenarios in combination with ABL dynamics is given
by Bigg (1997) and Nilsson et al. (2001). Nucleation requires sufficient amounts of precursor
gases (Kulmala et al. 2004). The most studied and best understood atmospheric nucleation
mechanisms are binary homogeneous nucleation by H2SO4 and H2O (Kulmala et al. 2004)
and ternary nucleation by H2O, NH3 and H2SO4 (Korhonen et al. 1999). Several nucleation
studies have considered the effect of enhanced radiation on photochemistry (e.g. enhanced
OH radical production leading to enhanced H2SO4 production) associated with sunny days
(O’Dowd et al. 1999). Nojgaard et al. (2012) correlated nucleation mode particles positively
with O3, which indicates that photochemistry plays a key role for most of the nucleation
mode particles. Incoming solar radiation is not only an important factor in producing particle
precursors gases, it is also the most important energy source for turbulence and convection
in the ABL. Newly formed particles themselves have only a small influence on the direct
radiation forcing (compared to larger particles as mentioned by Barbaro et al. 2014), because
they are much smaller than the wavelengths of solar radiation. It was also found that mete-
orological processes could enhance the nucleation probability under conditions where the
mean precursor concentrations were insufficient to trigger nucleation.
Knowledge of the influence of ABL development and turbulent mixing on NPF is how-
ever still poor. Turbulence and mixing of air masses with different temperature and humidity
properties have been discussed as possible processes, which could lead to favorable con-
ditions for NPF by e.g. local, short-term supersaturation of precursor gases (Bigg 1997;
Nilsson et al. 2001). For example, Easter and Peters (1994) or Pirjola et al. (2000) found that
turbulent fluctuations could enhance predicted nucleation rates, while Nilsson and Kulmala
(1998) revealed nucleation enhancement due to the effect of mixing across a temperature and
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humidity gradient (e.g. over a capping inversion). Nilsson et al. (2001) showed fluctuations of
temperature and humidity occurring in the entrainment layer and during convection as con-
tributing factor for nucleation. Bigg (1997) suggested that NPF results from “very sudden
but sporadic mixing of limited horizontal and vertical extent between adjacent layers having
strong thermal stability, the upper of which is both warmer and drier than the lower. Temper-
ature and relative humidity differences need to be such that mixing will temporarily cause an
increase in nucleation rate sufficient to bridge the gap between the existing supersaturation
of the binary mixture and that required for homogeneous nucleation of new particles.” In
addition, Easter and Peters (1994) found by numerical simulations that humidity and temper-
ature fluctuations can enhance nucleation and increase nucleation rates if the humidity and
temperature fluctuations are anti-correlated, however this has never been validated by mea-
surements in the ABL. A characteristic quantity for the intensity of turbulent temperature and
humidity fluctuations in the ABL is the structure parameter. Wyngaard and LeMone (1980)
observed a strong, entrainment-induced peak in structure parameter of temperature C2T and
humidity C2q in the inversion layer, consequently the inversion layer is known for strong tem-
perature and humidity fluctuations. In experiments, Siebert et al. (2004) described NPF in the
thermal inversion layer, due to effective mixing of high fluctuations in the potential tempera-
ture and water vapour density in the SATURN (’Strahlung, vertikaler Austausch, Turbulenz
und Partikel–Neubildung’; radiation, vertical exchange, turbulence and NPF) experiment.
Hellmuth (2006) predicted the highest likelihood for nucleation near the top of the mixed
layer, mainly due to thermodynamic reasons by numerical simulations. Further, NPF was
observed to be correlated with increasing turbulence in the residual layer by Wehner et al.
(2010) with the measurement system called Airborne Cloud Turbulence Observation Sys-
tem (ACTOS). Also Stratmann et al. (2003) investigated particle burst events in the residual
layer and mixed layer with ACTOS, as well as Siebert et al. (2007). They also proposed
NPF caused among others by a nocturnal low-level jets. This layer is often characterized
by strong turbulence due to shear flows. Crumeyrolle et al. (2010) observed that the vertical
extension of NPF events seem to coincide exactly with the top of the turbulent convective
ABL.
This study contributes to a better understanding of NPF in the ABL, especially which
role ABL dynamics, like turbulent fluctuations of temperature and humidity, play in NPF.
However, all these possible processes have not been proven by continuous in-situ measure-
ments of the ABL vertical profile. In general, data concerning this topic are sparse as the
majority of available NPF measurements were performed at ground. Therefore, no direct
conclusions about the influence of ABL dynamics on NPF could be given. Further, the alti-
tude of nucleation events cannot be assigned by ground-based measurements only. Thus, a
measurement campaign was conducted in April 2014 with the two unmanned aerial systems
(UAS) calledApplication of Light-weightAircraft forDetecting In-situAerosol (ALADINA)
and Multi-purpose Airborne Sensor Carrier (MASC) supported by ground measurements in
Melpitz, Eastern Germany, to provide in-situ observations of the vertical variability of NPF
and meteorological parameters.
With ALADINA, information about the vertical distribution of newly formed aerosol
particles and turbulence can be obtained (Altstädter et al. 2015).WithMASC complementary
information about turbulence within the ABL and a three-dimensional picture of atmospheric
processes and thermodynamic quantities are received (Wildmann et al. 2014a). The systems
can be used very flexible with minimal logistic efforts and potentially lower costs compared
to manned aircraft. Further, UAS enable flying close to the ground surface, which is not
possible with manned aircraft due to safety reasons. Further a continuous monitoring of the
ABL processes to close the spatial gap of data in theABL between ground-based instruments,
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lidar column measurements; and measurements at higher altitudes is easier by UAS than by
large manned aircraft (Altstädter et al. 2015). Manned aircraft have been investigating the
large scale variability of the particle concentration along air-mass trajectories (O’Dowd et al.
2009). With ALADINA the lack of detailed measurements of the small-scale vertical and
horizontal variability can be filled. This measurement data might be of importance for the
implementation of NPF in models (Boy et al. 2006).
In Sect. 2, the structure parameter theory is described, in Sect. 3 the experiment, applied
measurement systems and methodology are described, namely the airframes ALADINA and
MASC. In Sect. 4, the case study of the NPF event is presented and discussed in Sect. 5.
Finally, a summary and conclusions are presented in Sect. 6.
2 Methods
2.1 Turbulence Statistics
In order to understandNPF in a turbulent flowa short introduction to the theory and statistics of
turbulence is provided. The turbulence structure can be described with the structure function.
It is ameasure of auto-correlation in a flow as a function of eddy size. It is also an alternative to
Fourier power spectra with the advantage of not using a Fourier transformations to calculate
the covariance function and thus avoid systematic errors due to improper data windowing.
For the wind speed V we used the following equation to calculate the structure function
DV (r), which was defined by Tatarskii (1971),




[V (xi ) − V (xi + r)]2 (1)
for a certain data record V , where x is the spatial coordinate, the number of data points in the
record is denoted by N , where r = r(n) is the spatial displacement (lag) that corresponds
to the eddy size, and n is the number of data points associated with the lag r . DV (r) is of
the order of all of the energy in eddies of size r or less (Davidson 2004). The dominant
contributions come from the eddies of size r since these are the most energetic, assuming
that larger eddies transport more energy. In order to show the close relation between structure
function and turbulent kinetic energy (TKE), for isotropic turbulence the structure function
can also be calculated by the variance σV and the autocorrelation function ρV
DV (r) = 2σ 2V [1 − ρV (r)] . (2)
For large r in the order of the integral length scale I (see below) the auto-correlation function
becomes small,
ρV
r → I−−−→ 0, leading to DV r → I−−−→ 2σ 2V . (3)
For isotropic turbulence (σu = σv = σw = σV , where u, v, w are thewind-speed components








and thus according to Eq. 3,
DV
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where e is the turbulent kinetic energy of all eddies of size r or less. In the inertial sub-
range DV (r) depends only on the dissipation rate ε, r and Kolmogorov’s constant β = 2
(Kolmogorov 1941)
DV (r) = β ε2/3 r2/3 = C2V r2/3, (6)
with the structure parameter C2V for the wind speed V
C2V = DV (r) r−2/3 (7)
which is a proportionality factor in the 2/3-law expression (Kolmogorov 1941) for the struc-
ture function. The relation of Eq. 7 can be only applied within the inertial subrange of locally
homogeneous and isotropic turbulence (Wyngaard et al. 1971). The structure parameter is
calculated from in-situ data using the structure function. By knowing the structure parameter
C2V , the dissipation rate ε can be calculated from airborne measurements.
The unmanned aircraft performed several vertical profiles during themorningwith straight
climbing- or descending-legs in east-west and west-east directions to measure the wind speed
V . Accurate measurements of the turbulent wind vector with the five-hole probe are only
possible when flying straight legs (Wildmann et al. 2014b). To achieve this, the autopilot
system must control the aircraft. The autopilot system of ALADINA was not always in
control during ascents or descents, so only vertical profiles measured byMASC aircraft were
used to determine ε, since man-controlled ALADINA flights were not straight enough. C2V
is estimated from a moving window along the vertical profiles with a time interval length
of 10 s (1000 data points). Results of vertical profiles of the energy dissipation rate will be
presented and discussed in Sect. 4.2.
Besides the dissipation rate also temperature T and humidity q fluctuations are important
to characterize the turbulent structure. Turbulent fluctuations of q and T provide indications
in which layers of the ABL favorable meteorological conditions for NPF are expected. The
combination of (2) and (7) shows that an increase of the temperature variance σT results




T are obtained by using Eq. 7 with q and T
instead of the wind speed V . Therefore the spatial structure parameters of humidity C2q and
temperature C2T are calculated along the vertical profiles according to the method of van den
Kroonenberg et al. (2012). The standard deviations of both quantities are calculated as an
additional measure of turbulence (Wyngaard et al. 1971) and are then compared with the
N5−10 number concentrations.
The structure parameters C2T and C
2
q (for temperature and water vapour mixing ratio,
respectively)were calculated from the in-situ flight data as follows: theoretically, in a Dq(r)×
r−2/3 versus r diagram, assuming infinitely fast humidity sensors, the inertial subrangewould
be displayed as a horizontal plateau at C2q (for diagrams, see van den Kroonenberg et al.
2012). Thus these kinds of diagrams are a direct method to calculate the structure parameters.
The lower limit of inertial subrange (the inner or Taylor microscale λ, at the boundary to
dissipation, see Westin et al. 1994) is in the order of of 1 mm. The outer (integral) length
scale I , as a measure of the size of the eddies which contain most of the turbulent energy, is
usually in the order of a few hundred metres. Turbulence is produced at scales larger than I
and decays at the transition to the dissipation range represented by λ.
In practice, due to limited sensor response, the smallest scales could not be resolved by
our temperature and humidity sensors. Instead, the measured part of the inertial subrange
ends at the smallest resolved scales rmin. Due to the sufficient length of horizontal flight legs,
the transition to the production range (which is in the order but larger than I ) is covered
by the measurements in this analysis. In a Dq(r) × r−2/3 versus r diagram the transition
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to the production range, i.e. the end of the inertial subrange, can be identified as the end
of the horizontal plateau at length scale rP > I . It depends, among others, on the thermal
stratification, the boundary-layer height and the nearest stably stratified layer (Lumley and
Panofsky 1964). The structure function’s precise upper limit rP is therefore complex to
predict. After analysis of the flight data set, for all flights an upper limit rmax was defined,
which was always within the inertial subrange, i.e. rP > I  rmax. The structure parameters
were then calculated within the limits rmin, rmax. This method assures that only inertial-
subrange data was used for the calculations and that the calculated structure parameters do
not depend on rmin, rmax, but their statistical uncertainty (accuracy) does.
The integral length scale Iq of mixing ratio q varied between 34 and 110 m for all con-
sidered flights. Hence, for C2q we found the section between rmin = 4.0 m and rmax = 30 m to
be part of the inertial subrange for all flights. The structure parameters C2T for temperature T
and C2V for wind speed V were calculated in a similar way, the inertial length scale IT was
found to be between 28 and 160 m, therefore the upper limit was set to rmax = 25 m. For the
wind speed the lower limit was found to be rmin = 25 m and rmax = 34 m.
To indicate the variation of temperature, humidity and wind-speed fluctuations along the
vertical profiles, a vertically-resolved structure parameter is required. Hence, Dq(r), DT (r)
and DV (r), respectively, were calculated within a moving data window along the vertical
profiles. To ensure a statistical uncertainty below 10% (see van denKroonenberg et al. 2012),
the width of the data window was at least 1000 data points, which corresponds to a vertical
span of 30 m (corresponding to a data sampling rate of 100 Hz times a climb rate of 3 ms−1).
2.2 Field Site and Flight Strategy
The NPF measurement campaign was conducted at the field research station of the Leibniz
Institute for Tropospheric Research (TROPOS). The site near the village ofMelpitz is located
41 km north-east of Leipzig, Germany. The site is on a flat meadow and surrounded by agri-
cultural land (Spindler et al. 2013). The grass surface is suitable for UAS take-off and landing.
Air masses are influenced by urban and agricultural emissions due to the proximity to Leipzig
and due to its surrounding of grass, crop land and woods. No obstacles or larger sources of
pollution lie within the immediate vicinity of the station. Several ground-based instruments
are used in Melpitz for long-term observations of meteorological parameters, gas concen-
trations (O3, NO, NO2 and SO2) and atmospheric aerosols (Wehner et al. 2010). Aerosol
number concentrations are determined by a twin differential mobility particle sizer (TDMPS)
(Wiedensohler et al. 2012) in the range between 3nm and 10 µmwith a time resolution of 10
min. A Neutral cluster and Air Ion Spectrometer (NAIS) is capable of measuring mobility
distributions of sub-3 nm neutral and charged aerosol particles and clusters (Kulmala et al.
2007) in themobility diameter range of 0.8–40 nm. The instrument is described inmore detail
by Manninen et al. (2009), Größ et al. (2015). Scans are performed every 3 min and offer
the possibility to observe the temporal size development of atmospheric aerosol particles at
the ground. Previous studies demonstrate the station’s great potential for detecting formation
mechanisms of nucleationmode particles (Wehner et al. 2007; Siebert et al. 2004). Long-term
measurements for twoyears (July 2003 to June 2005) by Jaatinen et al. (2009) shownucleation
events at this field site and implied that 26 % of all measurement days contain NPF events.
During the field campaign, combined flights with the two research aircraft ALADINA and
MASC were performed in addition to continuous ground-based measurements, as described
in Sect. 2.2. The flight strategy was vertical profiling with both aircrafts in order to catch the
development of the ABL and to observe the vertical distribution of aerosol particles. During
the campaign from 2–7 April 2014, 38 flights with both UAS were performed. This study
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will focus on 11 flights performed on 3 April from 0621 UTC in the early morning until 1226
UTC.
2.3 Unmanned Aerial Systems: ALADINA and MASC
ALADINA was designed for the study of small-scale horizontal and vertical distribution
and variability of aerosol particles in the size range of 5 nm to 10 µm. Complementary to
ground-based monitoring instruments, it provides in-situ measurements of aerosol and mete-
orological properties at variable altitudes up to 1000 m. The aircraft is of type Carolo P360
developed at the Institute of Aerospace Systems at the Technische Universität Braunschweig.
It has a wingspan of 3.6m and a maximum take-off weight of 25 kg. A large payload bay
allows to carry aerosol measurement instruments (see Sect. 2.4). ALADINA can be operated
automatically by the autopilot system called Research Onboard Computing System (ROCS).
ROCS is provided by the Institute of FlightMechanics and Control of the University Stuttgart
(Wildmann et al. 2014a). The autopilot controls a constant airspeed of 28 ±1 m s−1 and con-
stant altitude with a precision of±2m.More details on ALADINA can be found in Altstädter
et al. (2015).
A meteorological sensor package mounted at the front of the aircraft was designed and
integrated by the Environmental PhysicsGroup of the Eberhard-KarlsUniversity of Tübingen
(EKUT). In order to performmeasurements of thermodynamic scalars and turbulence, the sys-
tem is equipped with a five-hole probe system (Wildmann et al. 2014b), fast response temper-
ature sensors (for more informations seeWildmann et al. 2013) a capacitive humidity sensor,
a barometric pressure transducer, and an inertial measurement unit (IMU) with GPS receiver.
The wind and temperature measurements achieve a frequency resolution of 100–20 Hz.
A relative humidity sensor of type P14 Rapid by Innovative Sensor Technologies (IST) is
used as a small and light-weight solution to measure the water vapour content of the air. The
sensor has a specified response time of 1.5 s.
For additional information about turbulence within the ABL and to obtain a three-
dimensional picture of atmospheric processes, the second unmanned research aircraft MASC
(Multi-purposeAirborneSensorCarrier)was operated at the same time asALADINA.MASC
was developed at the EKUT and carries the samemeteorological sensors used on ALADINA,
but no aerosol payload. The electrically powered motor-glider has a take-off weight of 5–7
kg and a wingspan between 2.6 and 3.4 m, depending on battery and payload. MASC is also
controlled by autopilot ROCS with a cruising speed of 25 m s−1.
2.4 Aerosol Measurements on ALADINA
The aerosol instrumentation, which is carried by ALADINA, consists of three particle
counters: One optical particle counter (model GT-526, Met One Instruments Inc.) and two
condensation particle counters (model 3007, TSI Inc.) Before integration into ALADINA,
the particle counters were reduced in size and mass and then calibrated at the laboratory at
TROPOS. The optical particle counter is capable ofmeasuring the particle number concentra-
tions in the range 0.3–10µm particle diameter, sectioned into six particle size channels. The
condensation particle counters determine total particle number concentrations with different
lower threshold diameters. The first condensation particle counters (CPC1) measures the
number concentrations of particles with diameters between 5nm and 2µm (N5) and the sec-
ond (CPC2) the number of particles in the range between 10 and 2µm(N10).Nucleationmode
particle number concentrations are then derived from the difference of the count rates of the
two condensation particle counters (N5−N10 = N5−10). The time resolution of condensation
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particle counters is 1.3 s and the uncertainty of themeasured number concentrations is±15%.
Further explanations of the sensors and ALADINA are given in Altstädter et al. (2015). Note
that the lower detection limit of CPC1 has been changed from originally 6 nm since this pub-
lication. The lower detection limit of the condensation particle counters can be adjusted by
changing the temperature difference in the devices. For this campaign the limitwas set to 5 nm.
3 Results
3.1 Synoptic Situation
On 3 April 2014, the weather situation was dominated by an anticyclone over central and
eastern Europe and a cyclone over the Atlantic Ocean. This resulted in a south-west wind
direction with advection of warm sub-tropical air from Sahara to eastern Germany. In order to
investigate the origin of the airmass, backward trajectories were calculated using the NOAA
“On-line Transport and Dispersion Model” HYSPLIT (Draxler and Rolph 2003). Figure 1
shows trajectories arriving at Melpitz on 3 April 0600 UTC in different heights: 500, 1000,
and 1500 m. The trajectories indicate that the airmasses over Melpitz spent the past 48 hours
over southern Europe with an origin of the 1000m airmass over North Africa. Due to the high
pressure system over Central Europe, no rain was observed along the trajectories. Further,
the ground wind speed was very low, around 1–2 m s−1 until 1300 UTC with variable wind
direction (Fig. 2). Thus, advection of air can be neglected near the surface.
3.2 ABL Evolution
Air temperatures at the ground ranged from 11 ◦C in the early morning to 22 ◦C in the after-
noon.Due to almost cloud-free conditions during night, an undisturbed boundary-layer devel-
opment (e.g. Barbaro et al. 2014) was observed throughout the morning with a surface inver-
sion ofT = 10K. Figure 2 reveals an almost unimpeded solar irradiance on 3Aprilmorning
measured by the ground-based sun-radiometer inMelpitz. Only around 0800UTC and during
the afternoon between 1400 and 1700 UTC solar radiation was damped due to cloud cover.
The temperature evolution of the ABL is shown in Fig. 3. Eleven vertical profiles of
potential temperature θ are measured with the two UAS from 0621 UTC to 1207 UTC. The
morning transition starts with a strong inversion, starting from the surface up to 200 m above
ground level (a.g.l.) in the morning at 0624 UTC. With solar radiation heating up the near-
surface air, a shallowCBLdevelops below the strong, stably stratified layer, i.e. the base of the
inversion is lifted up to 190 m a.g.l. until 0904 UTC. At 0958 UTC the base of the inversion
is lifted up to 500 m a.g.l. and the top of inversion is located now at 600 m a.g.l., indicating
the beginning of the convective breakthrough. Between 0958 UTC and 1037 UTC then, the
shallow CBL breaks trough the inversion and reaches the neutrally stratified residual layer.
Afterwards, the boundary-layer top is above the maximum flight altitude of 1000 m, thus was
not observed anymore. A detailed view of the stratification of the boundary layer in terms of
temperature profiles compared to nucleation mode particles (N5−10) number concentrations
is presented in the following section.
3.3 NPF Event
Figure 4 shows selected vertical profiles of aerosol number concentrations during the
boundary-layer morning transition measured with ALADINA on 3 April from 0833 UTC
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Fig. 1 120 h-backward trajectories arriving on 3 April 2014 at 0600 UTC, at heights of 500, 1000, and 1500
m above ground level (a.g.l.) over Melpitz, calculated by HYSPLIT model
Fig. 2 Solar irradiance measured
by two pyranometers at surface
on 3 April 2014 at Melpitz
research station. Solar irradiance
is received in the spectral range
from 300 to 2800 nm and the
whole hemisphere (180 degrees
field of view) looking upward
(black) and downward (red). The
wind speed at 2-m height is










































until 1053 UTC. The black line presents number concentrations N5 measured by CPC1,
the red line N10 by CPC2. In the first profiles at 0833 and 0839 UTC almost no difference
between CPC1 and CPC2 is measured and some spots of N5−10 below 400 m, respectively.
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Fig. 3 Temperature evolution of
the ABL on 3 April 2014.
Potential temperature θ is plotted
from 8 (out of 11 due to clarity)
vertical profiles between 0624




























However, in a layer between 410 m and 500 m a.g.l. an increase in the total aerosol number
concentration is seen for larger particles with diameter 10 nm -2µm, indicating pre-existing
aerosol. In the profiles at 0929 UTC, N5−10 are observed considerably in a layer between 400
and 570m for the first time during that day. A hypothesis is that NPF has started recently in
that layer where enhanced N5−10 is observed. Until 0958 UTC, the number concentrations
increase to a maximum of N5−10 ≈ 2.5 × 104 cm−3. Thereby, further NPF is necessary to
explain the increase of N5−10 in that layer between 400 - 570m a.g.l., although the layer
height and thickness vary slightly.
At 1004 UTC, the N5−10 particles are spread downwards into the shallow CBL. In
that moment of the downward transport of N5−10 particles, the maximum concentration
decreases to N5−10 ≈ 1.8 × 104 cm−3 as the layer peters out due to the downward mix-
ing. Afterwards, between 1045 and 1053 UTC, the concentrations begin to rise again up
to N5−10 ≈ 6.0 × 104 cm−3 in the mixed layer. Thus, obviously NPF was continued or
even enhanced during the mixing process and afterwards. For a better understanding of the
evolution of NPF, temperature and humidity stratification are presented in combination with
the number concentrations of N5−10 (Figs. 5, 6, 7, 8 and 9).
Vertical profiles including potential temperature (θ ), mixing ratio (q), relative humidity
(RH), structure parameters (C2T ,C
2
q ), standard deviation of temperature and humidity (σT , σq )
and nucleation mode particle number concentrations (N5−10) measured by the condensation
particle counters are shown inFig. 5,where almost no N5−10 particles can be identified at 0833
UTC as mentioned in the previous paragraph. A shallow CBL up to 190m a.g.l. is observed;
thermally driven convection has started. Above there is a thermal inversion (∂zθ > 0),
with a temperature difference of T = 5 K up to 200m a.g.l. . Above the inversion, the
convective layer has a higher absolute and relative humidity, due to evaporation from the
surface. Evaporation started after sunrise, because of surface heating by solar radiation.
The inversion’s layer humidity gradient has a difference of mixing ratio q = 3gkg−1 and
difference of relative humidity RH = 40 %. At 0937 UTC (Fig. 6) the shallow CBL grows
up to 500m a.g.l. with θ = 297 K, followed by an inversion with T = 2 K and a change of
humidity of q = 2gkg−1. NPF is now observed with particle number concentrations up to
N5−10 ≈ 1.6×104 cm−3, located between 400 and 570m a.g.l. . 20 min later (Fig. 7) at 0958
UTC the inversion which is still at around 500 m weakens further, however the maximum
N5−10 increases to ≈ 2.5 × 104 cm−3.
The next vertical profile (Fig. 8), measured at 1004 UTC, shows the breakthrough of the
shallow CBL through the inversion layer into the residual layer. The temperature profile still
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Fig. 4 Selected vertical profiles of particle number concentrations versus height of all measured ALADINA
profiles from 3 flights on 3 April 2014 during the morning transition. CPC1 (N10) is represented with a black
line, CPC2 (N5) is red. The difference between CPC1 and CPC2 is the N5−10 particle number concentrations.
The x-axis represents the number concentration per cm3
indicates a weak inversion of 0.5 K at 500 m. N5−10 particles are spread downwards into the
convective layer towards the ground. 30 min later, at 1036 UTC, significant concentrations
in N5−10 are detected throughout the whole boundary layer from surface up to 670 m a.g.l.
(Fig. 4) with the maximum concentrations still at the height of the former inversion layer.
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Fig. 5 Vertical profiles of ALADINA flight at 0833 UTC on 3 April 2014. From left to right. 1 Poten-
tial temperature θ (black). Blue dotted line shows the correlation coefficient (cor) between temperature and
humidity. 2 C2T (black) and temperature variance σT (red). Units are [K2 m−2/3] for C2T and [K] for σT .
3 Mixing ratio q (black) and relative humidity RH (red). 4 C2q (black) and humidity variance σQ (red).
Units are [g2kg−2 m−2/3] for C2T and [g kg−1] for σq . 5 Difference of N5−10 between CPC1 - CPC2 =
N5−10. Number concentration of N5−10 is per cm3. (Phase 1, see Sect. 4 for explanation)
Now, the inversion disappears and a mixed layer is formed. During the next profiles, starting
at 1036 UTC (Fig. 4) and at 1045 UTC (Fig. 9), the number concentrations of N5−10 in the
mixed layer increase and reach the maximummeasured value of N5−10 ≈ 6.0×104 cm−3 at
1053UTC (Fig. 4). However, there is a strong vertical and temporal variation of themaximum
number concentrations in the mixed layer.
The profiles of C2T , σT and C
2
q , σq versus height are presented in Figs. 5, 6, 7, 8 and
9. Structure parameter profiles at 0833 and 0937 UTC indicate a C2T value more than 15
times higher, C2q is up to five times higher, in the inversion layer than in the remaining
part of the vertical profiles. Likewise, profiles of σT and σq show comparably large values
in the inversion layer. The associated turbulent temperature and humidity fluctuations are
caused by coherent (convective) structures, that have enough kinetic energy to travel from
the heated surface far enough aloft to hit into the residuals of the nocturnal inversion and
cause entrainment. Profiles after the breakthrough of the shallow CBL of C2T , C
2
q , σT and σq
are shown at 1045 UTC in Fig. 9, which are similar to all the remaining observed profiles
afterwards. Both C2T and C
2
q are varying along the profile with increasing maximum value
towards the surface.
Figure 10 shows ε for five different flights versus height during the morning transition of
the ABL from 0710 - 1126 UTC on 3 April 2014. The first three flights consist each of one
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Fig. 6 Vertical profiles of ALADINA flight at 0937 UTC on 3 April 2014. Explanation same as in Fig. 5.
(Phase 2)
ascent and one descent, the last two only of an ascent due to a different flight strategy. The
first six profiles between 0710 and 0905 UTC have the maximum ε at the lowest height at
about 170 m a.g.l. with values in the order between 10−2 and 10−1 m2 s−3, similar to the
results presented in Caughey and Palmer (1979) for the surface layer. The dissipation rate
decreases with height due to the inversion and no local maximum of ε is detected. The stable
stratified thermal inversion has a damping influence on the production of TKE, which means
decreasing dissipation due to the turbulent energy cascade (Caughey and Palmer 1979). After
the breakthrough of the shallow CBL, ε is in the order of 10−3 m2 s−3 in the mixed layer,
similar to findings from Caughey and Palmer (1979).
3.4 Ground-Level Observations
The dataset is completed by simultaneous ground-level measurements, which include par-
ticle number size distributions at high diameter resolution as well as potential gas phase
precursors. A striking feature in the ground-level particle number concentrations between
5 and 10 nm, obtained by the NAIS instrument (Fig. 11), is the rapid increase up to
N5−10 ≈ 1.4×104 cm−3, between 1025 and 1045 UTC. This coincides exactly with the time
when the spread of N5−10 particles downwards to the surface was observed with ALADINA.
It is worth to mention that the N5−10 number concentrations measured by ALADINA at
100 m above ground agree quantitatively with the ground-level values even though differ-
ent instrumentation was used. Note that for Fig. 11 the ALADINA number concentrations
measurement is a 10 s average (NAIS 3 min average) at around 100 m a.g.l. and the ground
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Fig. 7 Vertical profiles of ALADINA flight at 0958 UTC on 3 April 2014. Explanation same as in Fig. 5. In
the plot for N5−10, the two red lines mark the height difference (z) between 380 and 490m a.g.l. within the
number concentrations increase from background value to its maximum. (Phase 2)
measurement took place in 2 m a.g.l. . The results from ALADINA measurements at 100 m
a.g.l. are still in a good agreement with ground-based measurements, since the ABL between
ground and100ma.g.l.was always convectively drivenwell-mixed duringALADINAflights.
In addition, the quality-assured ground-based measurements prove the reliability of N5−10
measurements by ALADINA.
It is an essential feature of our observation that the peak in ground-level N5−10 was accom-
panied by a similarly steep increase in SO2. Importantly, both peaks rise at the very same
time, around 1025 UTC. Our interpretation is that both peaks originate from downmixing of
air from aloft, since there are no relevant local sources of SO2 around Melpitz at the time
of the observations (spring time). If this holds true, the enhancement of SO2 in that layer
from aloft might provide a (partial) explanation for the NPF event because SO2 is, through
hydroxyl radical oxidation to sulphuric acid, a known precursor for the formation of new
atmospheric particles (Sipilä et al. 2010) (Table 1).
The ground-based NO and NOx values at Melpitz are shown in Table 1. With the down-
mixing ofNPF at 1000UTC,NO andNOx both decrease. NOx levels off at around 10µgm−3
at noon, and NO, which can be taken as an indicator of fresh emissions, such as from traffic,
decreases rapidly down to levels below 1µgm−3 after 1000 UTC as well. For comparison,
NO at the roadside in Dresden: 30–50 µg m−3, urban background: 5–15 µg m−3 (Birmili
et al. 2013). This is between one and two orders of magnitude higher than what was observed
in Melpitz on 3 April 2014. This does not rule out anthropogenic influence entirely, but it
appears very unlikely.
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Fig. 8 Vertical profiles of ALADINA flight at 1004 UTC on 3 April 2014. Explanation same as in Fig. 5.
(Phase 3)
The TDMPS indicates a rapid growth of number size distributions of N5−10 ≈ 0.1 ×
104 cm−3 to N5−10 > 1.0 × 104 cm−3 (Fig. 12) during the time period from 1025 to 1045
UTC. Prior to that, no considerable number concentrations of N5−10 were measured. How-
ever, both ground-based measurements show the appearance of N5−10 after the break of the
inversion with subsequent growth, indicated with a black dashed line over the whole day,
although the subsequent growth seems to be interrupted in the afternoon between 1400 and
1600 UTC, caused by cloud cover (Fig. 2). Before breakthrough of the shallow CBL, Aitken
mode aerosol number concentrations with diameters between 40 nm and 100 nm are very
high (dN/dlog Dp ≈ 5000 cm−3). This pre-existing particle population acts as a sink for con-
densable vapours existing in the atmosphere, as well as for the freshly formed particles and is
called a condensation sink (CS). The condensation sink describes the loss rate (in molecules
s−1) of vapour to the aerosol phase existing in the atmosphere. When particle concentrations
are high, the sink can be the limiting factor in the formation of new particles. All the vapour
then condenses onto pre-existing particles instead of forming new ones (Wehner et al. 2007).
The condensation sink is high and almost constant before the breakthrough and decreases
after the increase of N5−10 particles at the ground (see Fig. 11).
4 Discussion
According to many previous studies on NPF events, solar radiation is an important prerequi-
site, because these events are thought to be driven by photochemical processes. For example,
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Fig. 9 Vertical profiles of ALADINA flight at 1045 UTC on 3 April 2014. Explanation same as in Fig. 5.
(Phase 4)
Fig. 10 Logarithmic plot of
energy dissipation rates ε versus
height during morning transition
for all 5 MASC flights between
0710 and 1126 UTC. The first
three flights (green, red and
black) consist each of an ascent
and descent, the last two (blue


























regional-scale NPF events are typically observed only during daytime and on days with low
cloud cover (Nilsson et al. 2001). According to Sect. 3.2, solar irradiation was only frac-
tionally disturbed by clouds on 3 April 2014. In analogy to previous field studies in Melpitz
(Birmili and Wiedensohler 2000; Größ et al. 2015), we assume solar radiation as the main
factor controlling the occurrence of this NPF event, due to enhanced OH radical production
leading to enhanced precursor gases production and also the most important energy source
for turbulence and convection in the boundary layer.
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Fig. 11 Upper plot shows the evolution of integrated particle number concentrations for N5−10 cm−3 with
a 3 min average measured by NAIS (red) at 2 m a.g.l. in Melpitz on 3 April 2014 between 0800 UTC and
1130 UTC. Black stars indicate the number concentrations for N5−10 cm−3 measured by ALADINA. The
ALADINA number concentrations measurement is a 10-s average during the ascent or descent of a vertical
profile around 100 m a.g.l. SO2 (blue) measured by a gas concentration unit. The bottom plot shows the
condensation sink (CS)
Table 1 Ground-based
measurements of NO and NOx in
Melpitz on 3 April 2014, between
0500 and 1400 UTC
Values are 1-h means








Fig. 12 Evolution of number size distributions measured by TDMPS (10-min average) at 2 m a.g.l. in
Melpitz on 3 April 2014. The colours represent particle number concentration divided by the total number
concentration, grey represents relatively low concentrations and red means high concentrations. Vertical black
dashed line marks the moment when the shallow CBL breaks through the inversion. The curved dashed line
presents roughly the maximum of number concentration for a size class
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Further, there was a large radiative cooling at the surface during the night from 2 to
3 April 2014, due to clear-sky conditions. Thus a strong inversion developed at night, as
shown in Sect. 3.2. The observations suggest that NPF occurred about one hour prior to
the break-up of the near-surface inversion, most likely in the interface between the shallow
convection and inversion, where entrainment can be assumed (see Bange et al. 2007). Due
to the chronology of meteorological events, NPF near the ground was not measured at that
time. We hypothesize that the start of NPF from 3 April 2014 is controlled among others by
the thermodynamics of the inversion in this case study. As supposed by Nilsson and Kulmala
(1998), the meteorological processes could trigger or enhance nucleation under conditions
where the mean precursor concentrations were insufficient to provoke nucleation. On the
basis of the observations, we can subdivide the NPF event into four chronological phases,
dealing with different processes:
– Phase 1:Vertical profiles from 0833 - 0839 UTC (Fig. 5) show only small variation with
almost no freshly nucleated particles.
– Phase 2:At 0929UTC the start of a NPF event is observed, indicated by particles smaller
than 10 nm (N5−10 particles). However, the event is only observed in the inversion layer
not at the ground. It is a conspicuous observation that significant turbulent fluctuations
of temperature and humidity occurred in the same layer (Figs. 6 and 7).
– Phase 3: At the end of phase 2 around 1004 UTC (Fig. 8), the shallow CBL breaks
through the inversion and the freshly nucleated particles are spread downwards. Ground-
level observations show a rapid rise of N5−10 particles and concentration of SO2 increases
at 1025 UTC (Fig. 11) as well as a decrease of CS.
– Phase 4: After 1036 UTC (Fig. 9), N5−10 particles are spread throughout the whole
mixed layer.
4.1 Freshly Formed Particles Before the NPF Event (Phase 1)
In the first profiles at 0833 UTC no N5−10 is measured. At 0839 UTC some small spots of
N5−10 appear in the zone between 200 and 300 m a.g.l. Our interpretation of this incident
is that minor particle formation apparently happened in some spots in the zone between 200
and 300 m as well, before the main NPF event. At 0833 UTC, the inversion is just below
this zone (Fig. 5), with a clear trend for convection to increase the mixed layer height further
aloft. At 0833 UTC, no such new particles could be seen in the 200–300 m zone, but they are
there at 0839 UTC, on ALADINA’s downward flight. This would imply that the particles in
that zone would have formed within the few minutes between 0833 UTC and 0839 UTC. At
0929 UTC, the concentration gradients in the 200–300 m zone seem to have leveled off to
around 0.8 × 104 cm−3, which is clearly higher than the initial background concentrations
in that zone at 0833 UTC. Another option, which we cannot entirely rule out is the existence
of certain horizontal inhomogeneities, possibly leading to the advection of particles between
0833 UTC and 0839 UTC.
4.2 Turbulent Fluctuations Related to the Start of NPF Event (Phase 2)
The atmospheric conditions are described in the layer where the NPF was initiated for phase
2. For all observed profiles during the morning transition before the breakthrough of the
shallow CBL, the maximum of the structure parameter and standard deviation are always
located within the inversion layer, where NPF started.Wyngaard and LeMone (1980) showed
similar results with strong entrainment-induced peaks in structure parameter levels near the
top of the mixed layer: C2T values (that means turbulent temperature fluctuations) generated
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by entrainment near the top of the boundary layer are as much as 100 times greater than those
generated there by the surface fluxes. It should be noted that Wyngaard and LeMone (1980)
and van den Kroonenberg et al. (2012) observed an exponential −4/3 decrease with height
of the structure parameters in the well-mixed layer. This is not seen in our data, because we
obtained measurements in a shallow CBL.
No maximum in the dissipation rate ε is detected in the inversion layer. Consequently,
fewer wind fluctuations are observed in the inversion but large fluctuations of temperature
and humidity, because of entrainment processes of overshooting thermals from shallow CBL
into the stable stratified inversion layer. Similar observations were done during the SAT-
URN experiment (Siebert et al. 2004), who observed likewise NPF in a layer with turbulent
fluctuations.
It is an instrumental observation that the only layer in the vertical profile with significantly
enhanced concentrations of N5−10 was observed in the inversion andwas accompanied by the
strong turbulent fluctuations expressed by C2T , σT , C
2
q , σq . Hence, a direct conclusion is that
in this study NPF starts in the layer where maximum humidity and temperature fluctuations
are measured and the maximum gradients of temperature and humidity are located before
the breakthrough of the inversion layer by the shallow CBL. The measurements of our case
study are consistent with the favorable conditions described by Easter and Peters (1994) and
Nilsson and Kulmala (1998), who proposed NPF in the inversion layer due to high thermody-
namic fluctuations and high gradients of temperature and humidity. Consequently, turbulence
and non-linear mixing of thermodynamic variables could lead to favorable conditions (e.g.
supersaturation of precursor gases) for NPF as assumed byNilsson et al. (2001). Furthermore
it backups the hypothesis from Bigg (1997), who suggested that in a strong stable stratified
thermal layer NPF results from very sudden, but sporadic mixing of air.
A numerical study by Easter and Peters (1994) suggested that binary nucleation rates may
increase by a factor up to 70 if humidity and temperature fluctuations are anti-correlated.
Hence, a spatial correlation coefficient (cor) is plotted along the vertical profiles in Fig.
5, 6, 7, 8 and 9 (blue dotted line) with values between −1 for fully anti-correlated and
+1 for fully correlated. When NPF occurs in the inversion at ≈500 m a.g.l. (explained
in Sect. 3.3), indicated by enhanced number concentrations of N5−10, likewise a strong
anti-correlation (correlation coefficient= −0.9) is found in this layer (Figs. 6 and 7). At
1045 UTC (Fig. 9), after NPF is spread throughout the whole boundary layer the strongest
anti-correlation is observed for the strongest N5−10 signal at 500 and 330 m. Note that the
correlation is wiggly. RH and mixing ratio vary due to turbulence, which we assume to
cause this wiggly behaviour of the correlation coefficient. In Figs. 6 and 7 an abrupt rise of
5–10 % RH is measured at 700 m a.g.l. Here, the anti-correlation is related to the increase
of RH , since mixing ratio is increasing and temperature is decreasing with height. There
are distinct hints that the hypothesis of enhanced nucleation rates in the case of an anti-
correlation of humidity and temperature fluctuations is valid in the ABL. Whenever NPF is
observed, a strong anti-correlation of humidity and temperature fluctuations can be assigned
in this layer, although anti-correlation is also noticed in other regions, where no NPF is
observed.
In this work, NPF was found to be associated with strong thermodynamic fluctuations in
the same layer. Although we do not have the necessary in-situ data to prove the fluctuations
being the unique reason for NPF (in particular, precursor gas concentrations in the upper
layer are missing), we observe certain parallels with the hypothesis forwarded by Nilsson
et al. (2001). In any case, sufficient precursor gases must be available. Unfortunately, we do
not have such information for the inversion layer, but a rapid increase of SO2 was observed, at
the same time as the swift increase of N5−10 at the ground at 1025UTC. It appears reasonable
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that SO2 and N5−10 particles are mixed downwards simultaneously from aloft, and that the
precursor gas was situated already aloft in the inversion layer.
4.3 Downward Transport of Newly Formed Particles (Phase 3)
After the breakthrough of the shallowCBL,we consider whether the observed abrupt ground-
level increase of N5−10 and SO2 could be explained by the downward transport of newly
formed particles from near the inversion (e.g. Nilsson et al. 2001).
At 1004 UTC, thermal convection reached the layer with NPF between 400 and 570 m
(see Fig. 8) and started to transport N5−10 particles downwards. Hence, a broader layer with
N5−10 is now observed between 250 and 570 m. Therefore, an explanation is that those
particles observed during the morning flights in the inversion were mixed downwards and
caused the strong and abrupt rise of N5−10 particles at the ground.
From the present data, it is not possible to determine the exact age of the small particles,
but assuming a typical growth rate in the order of a few nm per hour (Kulmala et al. 2004),
makes a nucleation process plausible as much as one hour prior to the observation of elevated
N5−10. However, the time increment of N5−10 increases to a local maximum at the ground
in less than 60 min at 1045 UTC (see Fig. 11). In order to examine, if the increase of N5−10
at the ground can be explained by downward transport, two first order methods derived
from Wehner et al. (2010) and Siebert et al. (2004) are performed: First, we assume that the
mean energy dissipation rate shallow CBL by MASC (Fig. 10) during the profile at 1038
UTC (ε ≈ 1 × 10−3 m2 s−3), is approximately the same at around 1004 UTC when N5−10
particles started to spread downwards. ε is the mean value of all measured ε between 200 m
and 600 m a.g.l. . Further, assuming the same ε for the height z ≈ 500m, the time scale τmix







≈ 630 s ≈ 10 min. (8)
Because of this short time scale the swift increase of N5−10, observed by NAIS, can be
explained by taking into account only vertical mixing of the particles, measured earlier by
ALADINA in the inversion.
The second method to reinforce if the observed ground-level increase of N5−10 can be
explained by taking into account only downward transport of newly formed particles, consid-
ers the vertical turbulent mixing (Siebert et al. 2004). The temporal evolution of the particle
number concentration N (the indices for the size ranges are omitted) in the mixed layer, can
be described as
∂t N = −∂zw′N ′ = K ∂2z N , (9)
where K is the turbulent exchange coefficient and w′N ′ is the mean vertical turbulent flux of
N , which is approximated by the gradient approach also known as “K-Theory” (Berkowicz
and Prahm 1979) with
w′N ′ = K ∂z N . (10)
The formulation of Hanna (1968) can be used to derive the turbulent exchange coefficient,
assuming that K is similar for momentum and particle concentrations. K is determined by
the properties of the vertical velocity spectrum, in particular the standard deviation of the
vertical wind σw and the wavenumber peak km , which represents the inverse of the typical
length scale for the dominant eddies,
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K = 0.085 σw k−1m . (11)
From the wind data of the MASC flight at 1004 UTC, σw = 0.3 and k−1m = 230 m is






with the complete method explained in detail in Siebert et al. (2004). In Eq. 12 the height
difference is z ≈ 110m. This is the height difference between 380m and 490m a.g.l.,
marked with two red lines in Fig. 7. Within these heights, N5−10 increases distinctly from
background number concentrations (NBack5−10 ≈ 0.2 × 104 cm−3) to a maximum of N5−10 ≈
2.6×104 cm−3. The increase of N5−10 is N ≈ 2.4×104 cm−3. With K = 5.8 m2 s−1, Eq.
12 yields a temporal change of particle number concentrations N/t ≈ 11.6 cm−3s−1.
The transport of these particles down to ground level is rapid, about 10 min, as estimated in
Eq. 8, after particles are mixed into the convective layer.
From ground-basedmeasurements (Figs. 11 and 12), particles increase rapidly from back-
ground particle number concentrations at the ground NBack5−10 ≈ 0.2 × 104 cm−3 to a local
maximum value of N5−10 ≈ 1.4 × 104 cm−3 between 1025 and 1045 UTC (t = 1200 s).
Hence, the change of particle number concentrations (N/t ≈ 10.0 cm−3s−1) is the same
as derived from ALADINA data (N/t ≈ 11.6 cm−3s−1) within the measurement uncer-
tainty range of 15 %.
This leads to the conclusion that the burst of N5−10 at the ground level occurring between
1025 and 1045 UTC can be explained due to the vertical downward transport of newly
formed particles at the inversion. No other source is needed for a reasonable explanation. An
abrupt increase of SO2 and a change of CS with N5−10 were observed simultaneously at the
ground, but there there was no or very little horizontal advection of air near to the ground. A
conclusive mechanism explaining the prompt increase, is that the precursor gas SO2 and less
CSwere situated in the inversion layer before as well. As air is mixed down from the inversion
layer precursor gas and less CS were carried with it. At the ground CS is almost constant
and does not show a clear decrease just before the increase of N5−10. This fact supports the
interpretation of the NPF aloft and the downward transport of these freshly formed particles.
Further, the low concentrations of NO and NOx (Table 1) do not rule out anthropogenic
influence entirely, but it appears very unlikely to be the main responsible factor for the new
particles observed between 1000 UTC and 1400 UTC when the atmosphere was perfectly
mixed. The downward-mixing theory is also supported by the study of a four-year analysis
of NPF events of ground-based aerosol observations in Melpitz by Größ et al. (2015). These
authors noted a statistical correlation of NPF events near the ground with enhanced SO2
concentrations, which were apparently entrained from aloft. The results from our work might
thus provide a key to the explanation of these frequently occurring NPF events.
The airborne measurements and ground-based observations, together with the two first-
order assumptions of vertical particle transport, support the hypothesis made by Nilsson et al.
(2001) and Siebert et al. (2004), that NPF results due to effective mixing in the inversion
layer.
4.4 Progress and Development of the NPF After Downward Spreading (Phase 4)
Between 1045 and 1053 UTC (see Fig. 4) NPF was continued or even enhanced during
the mixing process and afterwards throughout the whole mixed layer. At 1053 UTC, the
number concentrations of N5−10 in the mixed layer reached the maximum measured value
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of N5−10 ≈ 6.0 × 104 cm−3. Thus, additional new particles were formed within the whole
mixed layer. Interestingly, this high concentration (N5−10 ≈ 6.0 × 104 cm−3), measured by
ALADINA in themiddle part of thewellmixed layer between 1045 and 1053UTC,was never
observed at the ground stations. For this particular NPF event the maximum concentration
were assumed to be lower at the ground, because the particles were initially created at higher
altitudes. With the process of downward spreading they peter out vertically then.
From the present observations it can be concluded that N5−10 particles measured by the
ground-based instruments were advected downwards from the inversion. But after the break
of the thermal inversion and the down-mixing, the process of NPF itself is assumed to spread
downwards additionally. When this occurs, the whole mixed layer becomes favorable for
forming new particles. This could explain why N5−10 is higher in profiles after 1045 UTC
(Fig. 4) than the maximum number concentrations measured in the inversion layer before.
A direct relation between large structure parameter and increased NPF can not be identified
anymore. In the convective state of the boundary layer, turbulence is caused by convection.
These dynamic convective eddies cause turbulent fluctuations of temperature and humidity
as they travel through the mixed-layer. That is why temperature and humidity fluctuations
are not located anymore in distinct layer but throughout the whole boundary layer such as
NPF. It should be stressed again, that the high thermodynamic fluctuations in the inversion
layer before were just assumed to be the trigger for the start of the NPF event.
It is very likely, as mentioned before, that sufficient precursor gases, besides turbulence
caused by convection, are available throughout the whole mixed layer for NPF with the
breakthrough of the shallow CBL. Moreover, the decrease of condensation sink (CS) can
support the formation of new particles near the ground as mentioned in Sect. 3.3 (Fig. 11).
The pre-existing particle population (e.g. Aitken Mode particles and large particles) acts as
a sink for condensable vapours present in the atmosphere, as well as for the newly formed
particles. CPC2 which measures particle sizes between 10 nm and 2 µm (N10) indicates
number concentrations of ≈ 8 × 103 cm−3 for the lowest flight altitude at 100 m for all
measured profiles until 1004 UTC (Fig. 4). In contrast, above the inversion CPC2 measures
75 % less N10 from which can be deduced that air aloft the inversion contains a smaller
pre-existing particle population.
Hence, the decrease of condensation sink is a result of vertical mixing with air containing
less pre-existing particles like Aitken Mode concentrations from aloft (see also Wehner
et al. 2007). The TDMPS data (Fig. 12) shows this process too. During morning hours, the
maximum concentration occurs in the Aitken mode ranging between 40 to 100 nm at ground
level. At 1000 UTC this mode disappears, due to the break-up of the nocturnal inversion
and subsequent dilution with air also from free atmosphere with relatively low Aitken mode
number concentrations. This process was observed similarly in previous studies like Wehner
et al. (2007), too. Therefore with the mixing from air above, the sink for condensing material
is reduced and NPF and subsequent growth can be encouraged in addition at the ground
now.
5 Conclusion
This paper presents an experimental case study of a NPF event, which occurred during the
morning transition of the atmospheric boundary layer (ABL) on 3 April 2014, in Melpitz,
easternGermany.The eventwas characterizedwith high spatial resolutionbyunmanned aerial
systems (UAS) and ground-based instruments. The observations represent, to our knowledge,
the first characterization of a NPF event with respect to the airborne characterization of the
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morning transition froma shallowconvective boundary layer belowa strong capping inversion
layer to a mixed boundary layer with high temporal and spatial resolution of thermodynamic
fluctuations, turbulence and N5−10 particle number concentrations.
Eleven vertical profiles of N5−10 number concentrations spanning a 140-min time period
could be analyzed for the present study, thus demonstrating the complete time evolution
of the NPF event, as opposed to only measuring during isolated periods as done in earlier
studies like Wehner et al. (2010), Wehner et al. (2007), Siebert et al. (2007). The airborne
observations showed the start of a NPF event with enhanced concentrations of N5−10 at
around 400–500 m above ground within the inversion. Strong gradients of mean temperature
T and mixing ratio q as well as increased fluctuations of T and q were measured only
in the inversion. The temperature structure parameter C2T was up to 15 times higher in
the inversion layer compared to the remaining parts of the vertical profile while C2q was
up to five times higher in the inversion layer, indicating strong temperature and humidity
fluctuations. Likewise, profiles of the standard deviation of temperature (σT ) and humidity
(σq ) showcomparably high values in the inversion layer. There are distinct hints that enhanced
nucleation rates are connected with an anti-correlation between humidity and temperature
fluctuations as proposed by Easter and Peters (1994). NPFwas observed in layers with strong
anti-correlation of humidity and temperature fluctuations.
The airborne in-situ observations suggest that turbulence plays an important role in NPF:
High turbulent fluctuations of temperature and humidity create the conditions for supersat-
uration of precursor gases due to non-linear mixing (Nilsson et al. 2001; Bigg 1997). The
analysis supports the hypothesis that NPF was possibly initiated by the thermodynamics and
turbulent fluctuations within the inversion layer.
Particle measurements with NAIS and TDMPS at ground level showed a rapid simulta-
neous increase of N5−10 and the precursor gas SO2 a few minutes after breakthrough of the
shallow CBL, where the enhanced number concentrations of N5−10 were found. With regard
to the estimation of turbulent mixing and dissipation rates, it is very likely that these particles
observed at the ground were formed locally at higher altitudes andmixed downwards, similar
to findings ofWehner et al. (2010). Although in that study, NPF occurred in the residual layer.
After breakthrough of the shallow CBL, NPF was detected near the ground, as essential
precursor gases for NPF like SO2 were mixed downward from the inversion. No vertical
measurements of potential precursor gases are available for the campaign. Moreover, with
the breakthrough of the shallowCBL, the sink for condensingmaterial is reduced as a result of
vertical mixing with air from aloft. This air contains less Aitken mode particles and therefore
can foster the formation of new particles and subsequent growth. It is worth to note that
model simulations of particle formation in a convective boundary layer tend to predict the
highest likelihood for nucleation near the top of the mixed layer (entrainment zone), mainly
due to thermodynamic reasons (e.g. Hellmuth 2006).
These results might have consequences for the interpretation of earlier published obser-
vations of NPF events, particularly such observations, where data was recorded only at
ground level. In the morning, stable thermal stratification may trap enhanced concentrations
of nucleation mode particles at higher altitudes. Once daytime convection initiates, turbu-
lence mixes the boundary layer, and the vertical profile of nucleation mode particles becomes
more homogeneous. The ground-based observations without the airborne in-situ measure-
ments may result in a misinterpretation or inexplicability of location and processes causing
the increase in nucleation mode particles.
The present results of the vertical distribution of nucleation mode particles in the ABL
and under which conditions NPF occurs with respect to the thermodynamic conditions pro-
vide valuable input for improving numeric models. In the future, it would be necessary to
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have simultaneous, vertically resolved aerosol, chemical (precursor gases) and turbulence
measurements within the boundary layer, in order to understand the nucleation process itself.
For that, a campaign is planned in summer 2015 in Melpitz. Further, long term studies are
necessary to compare favourable and non-favourable conditions for NPF events in inversions
and near the ground.
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Abstract
The inﬂuence of an intermediate-scale lake, with a dimension of approximately 2 km×10 km, on a convective
boundary layer has been analysed. Data were collected by the airborne platform Helipod during the STINHO
2002 and LITFASS 2003 campaigns in eastern Germany, during early summer months, when the lake
was much colder than the surrounding surface. The objective was to assess which atmospheric parameters
show inﬂuence from the lake by the airborne observations. While spatial variability for mean quantities is
not signiﬁcant at the observation height of 70m and above, the second-order statistics related to potential
temperature exhibit a clear decrease in the vicinity of the lake for measurements taken below 100m above
ground level. Second-order statistics of humidity and vertical wind velocity are not suited to identify the
foot print of the lake in our study. Several length scales of surface heterogeneity were calculated following
previous studies. Only the scale that considers vertical velocity is compatible with our airborne observations.
In addition, the application of a convective scale indicates that the lake could affect the lower convective
boundary layer above the lake and above the surrounding land downstream of the ﬂow for low wind
speeds (below 4m s−1). Finally, the downstream propagation of the lake inﬂuence has been addressed by
calculating the cross-correlation function between the surface radiative temperature and the variance of
potential temperature. A clear relationship between the spatial lag of the maximum correlation and the
horizontal advectivon could be identiﬁed.
Keywords: Helipod, Lake, LITFASS 2003, Convective boundary layer, Surface heterogeneity inﬂuences,
turbulence
1 Introduction
Local and regional climate and weather is affected by
the interaction between the land and the atmospheric
boundary layer (ABL) and depends highly on the surface
characteristics, which may inﬂuence the spatial struc-
ture of the ABL. Natural landscapes are usually het-
erogeneous with different surface types like patches of
farmland, water, villages, forests, etc., each with differ-
ent heat, moisture and roughness characteristics. These
speciﬁc features accompanied with different scales of
surface heterogeneity (usually varying from meters to
kilometers), generates different sizes and strengths of
turbulent eddies which affect the overlying convective
boundary layer (CBL). Therefore, the vertical extension
of this inﬂuence depends on the characteristic horizontal
scale of surface heterogeneity (Lhet), the turbulence in-
tensity, thermal stability and the horizontal advection of
the boundary-layer ﬂow (Mahrt, 1996). The horizontal
variability of the turbulent structure may be inﬂuenced
by both the length scale and amplitude of the surface
heterogeneity (Mahrt, 2000).
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A number of studies addressed the interaction be-
tween a heterogeneous surface and the ABL mostly by
high-resolution large eddy simulation (LES) in the last
25 years (Hadﬁeld et al., 1991; Hadﬁeld et al., 1992;
Avissar and Schmidt, 1998; Letzel and Raasch,
2003). They have found that the simulated CBL struc-
ture was strongly affected by the spatial variation of sur-
face heat ﬂux and that larger scales of landscape het-
erogeneity have more inﬂuence on the CBL. However,
many studies have been performed with simpliﬁed sur-
face conditions and only one dimensional heterogeneous
heat ﬂux ﬁelds.
Simulations with realistic surface data from ﬁeld
campaigns have been performed only recently as
they demand high computational resources (Sühring
and Raasch, 2013; Maronga and Raasch, 2013;
Maronga et al., 2014; Huang and Margulis, 2009).
Based on the LES results from two selected cases of the
Lindenberg Inhomogeneous Terrain - Fluxes between
Atmosphere and Surface: A long-term Study (LITFASS
2003) campaign with ground-based measured surface
forcing data as an input for LES, Sühring and Raasch
(2013) and Maronga and Raasch (2013) concluded
that the inﬂuence of surface heterogeneity is present
throughout the entire boundary layer for both sensible
and latent heat ﬂuxes during strong CBL conditions.
© 2016 The authors
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They did not detect any blending height (above which
the inﬂuence of the surface heterogeneity vanishes) for
convective conditions and Lhet larger than the boundary-
layer height zi. In another LITFASS-2003 case study
Maronga et al. (2014) showed by LES that local ef-
fects of surface heterogeneity remain prominent in the
lower ABL. They could not give any proof for a blending
height for the temperature structure parameter (a mea-
sure for temperature ﬂuctuation similar to the tempera-
ture variance σθ), but for the LITFASS-2003 case study
it seems that blending of the temperature structure pa-
rameter occur above several tens of metres above the
ground. Furthermore, they conclude that the structure
parameter for temperature is highly correlated with the
surface sensible heat ﬂux. However, structure parameter
for humidity (describes the strength of humidity ﬂuctu-
ations) is decoupled from the latent surface ﬂux even at
low levels which is ascribed to the entrainment of dry
air at the top of the boundary layer. Huang and Mar-
gulis (2009) discovered that potential temperature is
more sensitive to surface heterogeneity than humidity.
By using vertical proﬁles of temperature variance they
could identify a thermal blending height in a CBL which
was in good agreement to predictions from Wood and
Mason (1991) andMahrt (2000).
The blending height is viewed here as a scaling depth
that describes the decrease of the inﬂuence of surface
heterogeneity with height. A blending height is not a
sharp boundary where the inﬂuence of surface hetero-
geneity suddenly and completely vanishes, but it de-
scribes a vertical scale at which the impact of surface
heterogeneity decreases to some relatively small value.
Different formulations of this height have been dis-
cussed in the literature, depending on which forcings are
more relevant (for a complete review seeMahrt, 2000;
Bange et al., 2006). The blending height can be re-
formulated in terms of internal boundary layers (IBL).
An IBL grows to a maximum depth which is small
compared to the upstream boundary-layer depth, and
then encounters a new surface type and looses surface
support (Mahrt, 2000). An IBL is expected if a clear
change in the mean variables is identiﬁed.
Flow of marine air over a heated land surface is
a classic example of the mesoscale internal boundary
layer, see references in Garratt (1990). Another possi-
ble location where an IBL can form is above a lake. Un-
like a large uniform open ocean the fetch above a lake is
typically limited, which supports the development of a
local IBL. Panofsky et al. (1982) and Højstrup (1982)
already demonstrated that the variance spectra of the
horizontal wind components in an IBL were inﬂuenced
by upstream conditions. However, on smaller scales like
an intermediate-size lake (only a few kilometres width)
a well deﬁned surface discontinuity is not necessarily
transferred into the ﬂow since the boundary layer may
adjust without the formation of a new IBL. This situation
may be enhanced when the change of surface properties
is not sharp or is of small amplitude (Mahrt, 2000).
An adjusting boundary ﬂow is characterized by horizon-
tal changes of some of the higher moments but does
not exhibit signiﬁcant horizontal variation of the mean
variables. Such boundary-layer adjustments are proba-
bly common for smaller surface heterogeneity scales,
like the intermediate-sized lake in our study, but have
received little attention so far.
Comprehensive studies of the direct inﬂuence of a
lake on the lower ABL are scarce. Sahlée et al. (2014)
showed that the structure of the turbulence above the
lake is inﬂuenced by the surroundings. Variance spec-
tra of both horizontal velocity and scalars during both
unstable and stable stratiﬁcation displayed a low fre-
quency peak. However, a lack of concurrent observa-
tions over the adjacent land, precluded any compari-
son of the spatial structure between land and lake. In
a study from Samuelsson et al. (2010) the impact of
lakes on the European climate was considered. A simu-
lation where all lakes in the model domain are replaced
by land surface is compared with a simulation includ-
ing lakes. The numerical results stated that the lakes in-
duce a warming on the European climate for all seasons.
However the study does not show any direct impact on
the boundary layer or the local ﬂow. Based on airborne
observations obtained during the Upper Spencer Gulf
experiments in South Australia, Shao et al. (1991) and
Shao and Hacker (1990) investigated the structure of
turbulence in a coastal boundary layer, which is an ex-
treme case of horizontal inhomogeneity. They showed
that the boundary layer over this highly non-uniform
surface is characterized by extensive variations in its
thermal stratiﬁcation and turbulence characteristics and
that the behaviour of statistical parameters of second-
and higher moments seemed to be determined mainly
by local forcing. Bange et al. (2006) analysed airborne
measurements from the LITFASS-2003 and Structure of
the Turbulent transport over INHOmogeneous surfaces
(STINHO-2) ﬁeld campaigns to study the response of
second-order statistics like turbulent ﬂux proﬁles to a
patchy landscape with different underlying surfaces like
farmland, forest and a lake. The case studies showed that
the sensible heat ﬂuxes determined over the different
sub-areas presented clearly different values at surface
level and at 80m. Especially, the vertical proﬁles over
water surfaces produced its own vertical proﬁle of sen-
sible heat ﬂux under weak-wind conditions, apparently
unaffected by the surrounding forest and farmland.
Aforementioned works like Sühring and Raasch
(2013) and Bange et al. (2006) show evidence that the
lake has an inﬂuence on the vertical proﬁle of latent
and sensible heat ﬂuxes above the lake. However, the
authors did not ﬁnd any scaling depth (as those by
Mahrt, 2000; Strunin et al., 2004) that could success-
fully predict the conditions for a horizontal mixing state
of the CBL. In addition, none of the scaling parameters
analysed by e.g. Bange et al. (2006) and Sühring and
Raasch (2013) were successful in predicting the verti-
cal extension of the surface heterogeneity or explaining
the spatial variability of latent heat ﬂuxes. One possi-
ble explanation could be that too many different types
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of surfaces, and hence heterogeneity scales, where in-
volved in such analysis. Further Sühring and Raasch
(2013) argued that those ﬂights in Bange et al. (2006)
that showed horizontal mixing had a poor statistical rep-
resentation of the mean ﬂux estimation from a single leg
and thus, they are not suitable for such studies.
In the present study airborne measurements from
LITFASS-2003 and STINHO-2 ﬁeld campaigns
(Beyrich et al., 2002; Beyrich and Mengelkamp,
2006) are analysed in order to evaluate if the inﬂuence
of a lake on spatial structure of the convective boundary
layer (CBL) is apparent. The lake is of intermediate size
with a dimension of approximately 2×10 km2 and called
Scharmützelsee. It represents a surface heterogeneity
with a well deﬁned length scale (lake boundaries) and
a sharp and strong change in surface conditions. This
is because it has a colder and smoother surface and is
surrounded by warmer and rougher terrain during the
measurement period in late spring and early summer
time. Additional ﬂights from the ﬁeld campaigns used in
Bange et al. (2006) and Sühring and Raasch (2013)
were analysed. We report comprehensive observations
of the lake inﬂuence on the ﬁrst and second order
statistics like the variance of temperature and humidity
by airborne measurements and depict the limitations
of such measurements regarding the statistical signiﬁ-
cance. We determine the key parameters that contribute
to the observed spatial changes over lake and land and
show as well the lack of lake inﬂuence on certain pa-
rameters. Further, we try to characterize the horizontal
shift of the lake inﬂuence. The study evaluates if an
IBL can be observed for the LITFASS-2003 area and
describes in more detail the downstream propagation
of the lake-inﬂuenced boundary layer. We follow the
suggestions and analysis of blending heights and IBL
published by Raupach and Finnigan (1995); Mahrt
(1996); Mahrt (2000); Wood and Mason (1991).
The proposed minimum horizontal scale (Lhet which is
described by theses studies) of the surface heterogeneity
that would inﬂuence the airborne measurements at
observation level, is checked and compared with the
current airborne data set.
Section 2 brieﬂy describes the experimental dataset
used in the present study. The main ﬂow characteristics
close to the surface over the lake-land discontinuity as
well as an error discussion are addressed for a case study
in Section 3, with an extension to the rest of selected
cases. Section 4 assesses the length scales that describe
the vertical extension of surface heterogeneity with the
current dataset, while Section 5 studies the stream wise
propagation of the heterogeneity inﬂuence. Finally, a
conclusion is presented in Section 6.
2 Experiment
2.1 Dataset
The data analysed in this study were collected during
two consecutive ﬁeld campaigns in the summers of 2002
and 2003, that were part of the series of the LITFASS
experiments. This program was initiated in 1995 in or-
der to develop and test a strategy for the determination
of the area-averaged turbulent ﬂuxes over a heteroge-
neous landscape (see Beyrich et al. (2002) for more de-
tails). The STINHO-2 experiment took place between
24 June and 10 July, 2002, (Raabe et al., 2005), while
the LITFASS-2003 campaign was carried out between
19May and 17 June, 2003 (Beyrich andMengelkamp,
2006).
Both campaigns were performed around the MOL-
RAO (Meteorological Observatory Lindenberg –
Richard-Aßmann Observatory) of the German Meteo-
rological Service (Deutscher Wetterdienst, DWD) in the
area of Brandenburg, Germany, 60 km south-east from
Berlin. The experimental site is a 20 × 20 km2 ﬂat area
with an elevation difference across the site of less than
100m. The region consists of a coniferous forest in the
western part (43% of the area) and agricultural ﬁelds in
the eastern part (31%, mainly cereals). The whole area
is covered by lakes and villages that add heterogeneity
to the ﬁeld. The lake Scharmützelsee has a dimension of
approximately 2 × 10 km2, and the long-axis is mainly
oriented north-south.
The campaigns were part of the EVA_GRIPS (re-
gional EVAporation at GRId/Pixel Scale over hetero-
geneous surfaces) and the VERTIKO (VERTIcal trans-
port of energy and trace gases at anchor stations under
Complex natural conditions) networks and provided a
comprehensive data set on surface-atmosphere interac-
tion processes at the mesoscale (Mengelkamp et al.,
2006; Göckede et al., 2004). Measurements included
the instrumentation equipment from the Falkenberg
boundary-layer ﬁeld site (GM Falkenberg) of DWD, a
regional network of micro-meteorological stations, the
99-m meteorological tower and airborne measurements
sampled by the helicopter-borne turbulence probe He-
lipod, among other ground-based remote sensing de-
vices (see Raabe et al. (2005) and Beyrich and Men-
gelkamp (2006) for a complete overview).
The Helipod is a measurement system designed for
boundary-layer ﬁeld experiments. It is an autonomously
operating sensor package attached to a 15m rope be-
low a helicopter of almost any type. The Helipod is
equipped with its own power supply, on-board com-
puter, data storage, navigation systems, radar altimeter
and carries a sensor equipment for in-situ measurements
of the atmospheric wind vector, humidity and air and
surface temperatures at 100 Hz sampling rate. The res-
olution of the fast resistance temperature sensor is high
(much better than 0.1 Kelvin) and about 30Hz, which is
fast enough to resolve turbulent temperature ﬂuctuations
(Bange and Roth, 1999). Hence, it is suited for small-
scale turbulence measurements and for calculating the
turbulent ﬂuxes using the eddy covariance method. The
surface temperature is measured by an infrared tem-
perature sensor simultaneously with the thermodynamic
measurements. At a mission speed of 40m s−1 the He-
lipod is outside the down-wash area of the helicopter’s
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Table 1: List of selected ﬂights. All ﬂights took place in 2003 except STI09 which was in 2002. Ws is the wind speed. Local time is
UTC+2 hours. Times are the entire ﬂight time.
Flight code Date Time Heights of legs (m) Weather Wind Ws
(UTC) (Clouds) dir (°) (m s−1)
IBL-lake
STI09 09.07 1320–1500 70, 80, 90, 180, 280 2/8 Ci 150 6.0
LIT13 13.06 1312–1412 86, 472, 603, 742, 922 5/8 Ci 300 8.0
LIT14 14.06 0922–1020 86, 472, 603, 742, 922 7/8 Ci, 3/8 Cu 280 4.0
North box
LIT24 24.05 1312–1405 100, 400, 700 4–6/8 Ci 141 6.3
LIT25 25.05 0929–1040 100, 400, 700 1/8 Ci 142 2.2
LIT07 07.06 0953–1050 100, 400, 700 1/8 Ci 151 3.3
E-W grids
LIT28 28.05 1203–1307 100 3–4/8 Ci 28–54 5.0
LIT03 03.06 1122–1225 100 4/8 Ci 92–148 2.6
LIT04 04.06 1216–1321 100 3–6/8 Ci 125–159 5.0
LIT06 06.06 1132–1239 100 2/8 Ci 260–310 5.5
LIT10 10.06 0906–1010 100 5/8 Ci 113–175 3.0
LIT12 12.06 0923–1026 100 2–3/8 Ci 274–348 4.0
LIT13 13.06 0940–1041 100 3–2/8 Ci 300 4.3
LIT17 17.06 1235–1333 100 3/8 Cu 4/8 Ci 68–168 2.8
rotor blades. More details can be found in Bange et al.
(2002) and Bange and Roth (1999).
More than 100 ﬂight hours of Helipod data were
compiled during these two ﬁeld campaigns. A total of
14 ﬂights that covered the lake-land transition were se-
lected, 13 from the LITFASS-2003 experiment and an
additional one from the STINHO-2 experiment (see Ta-
ble 1). Basically, all ﬂights included in this study had at
least one leg crossing the lake in a west-east direction at
about 100m above ground level. In the following study
all given heights are always with respect to the ground
level.
All selected ﬂights that contribute to our particular
database were performed either in the morning or in the
early afternoon in a convective regime, although with
different wind conditions. Three types of ﬂight patterns
can be recognized from this data base, that will be re-
ferred as ‘IBL-lake’, ‘North Box’ and ‘E-W grids’ for
the rest of the text (Figure 1b) and Table 1). There are
three ﬂights that crossed the lake approximately parallel
to the mean wind direction during the ﬂight (IBL-lake,
see Figure 1a)), which was either southeasterly (STI09)
or northwesterly (LIT13, LIT14). The rest of them con-
tain legs in the west-east direction, crossing the lake at
different heights over the same latitude (North Box) or
over three different sections of the lake, from the south-
ern edge to the middle part of the lake (E-W grids), see
Figure 1.
2.2 Data analysis
We have analysed the spatial series and the second-order
statistics for potential temperature θ, water vapor mixing
ratio m and wind vector components. In order to study
how the surface heterogeneity affects them and up to
which height, it is necessary to determine a suitable hori-
zontal length scale over which we compute the ﬁrst- and
second-order statistics within sub-legs (data windows)
along a ﬂight leg. As an example, the potential tempera-






(θn − θ)2 (2.1)
where N is the number of data points within the mov-
ing data window. The width of this window has to be
small enough to resolve the surface heterogeneity along
the leg, but large enough to cover the main scales that
contribute to the turbulent ﬂuctuations. van den Kroo-
nenberg et al. (2012) deﬁned (for a similar experiment
at the same site) a minimum window width of twice the
integral length scale to ensure that all turbulent scales
within the inertial sub-range are included. Previous stud-
ies of our dataset show that the integral length scales
of sensible and latent heat ﬂuxes measured by the Heli-
pod are smaller than 500m (Bange et al., 2006). Thus,
we have deﬁned windows of 1-km width using un-
weighted means, sequentially shifted through the leg by
increments of 250m. In summary, for ﬂux calculations,
this value does not necessarily account for the largest
eddies during strong convection conditions. However,
1-km width is a good compromise between the largest
eddy scales within the surface layer and the detection
of a possible lake inﬂuence. A similar strategy was fol-
lowed by Mahrt (2000). For all these reasons, we be-
lieve that 1-km window is expected to capture almost all
of the turbulent ﬂux and its spatial variability. A more
precise discussion on the sampling error is given in Sec-
tion 3.2.
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Figure 1: Flight-tracks (blue lines) representative of those ﬂights that cross the lake Scharmültzelsee (a) following the mean wind (STI09,
LIT13 and LIT14) or (b) in the east-west direction at different heights or over different sections of the lake (the rest of ﬂights, see Tab. 1).
Green areas refer to forest surfaces, blue to water and beige to farmland. Hatching areas indicate military zones. Source. Open Street Map.
a) Flight-tracks of IBL-lake ﬂights (STI09, LIT13, LIT14), b) Flight-tracks of LITFASS2003 ﬂights (Northbox) and (E-W grids).
Table 2: Chronology of the legs performed during STI09 ﬂight. Error in the Height column represents the standard deviation. Local time is
UTC+2 hours. Times report the analyzed ﬂight period.
Time leg number Height θ Wind Wind speed leg-parallel
(UTC) (position) (m) average (K) dir (°) (m s−1) wind speed (m s−1)
1327–1333 MT 02 83 ±17 303.5 143 6.3 6.3
1344–1352 MT 04 170 ±26 303.7 142 7.1 7.1
1402–1409 MT 06 282 ±28 303.9 145 6.6 6.6
1438–1444 MT 12 66 ±15 304.5 162 5.8 5.4
1500–1506 MT 16 68 ±12 304.7 162 5.5 5.1
3 Results
3.1 STINHO-2 Flight (STI09)
The ﬂights chosen for the analysis of the land-water
transition around lake Scharmützelsee (Table 1) were
composed by straight and leveled paths (called legs)
at different heights, ranging from 70 to 280m. The
distance of each single leg was between 7 and 16 km
and covered different surface patches (forest, farmland,
lake) along the leg. The main interest of this study is the
impact of the lake. The inﬂuence of other patches, which
are not in the vicinity of the lake, are not important.
Those which are located close to the lake may inﬂuence
the signal as well. However, the impact is very low since
length scales of the other patches are much smaller than
the lake width. Further, surface discontinuities, i.e. the
change in surface forcing for the other patches is much
lower than between land and water.
In order to study the inﬂuence of a surface disconti-
nuity, it is appropriate to have a ﬁne grid of legs closer
to the surface. While all selected ﬂights contain at least
one leg below 100m, only the STINHO-2 ﬂight includes
several legs within the ﬁrst 100m above ground. There-
fore, this particular ﬂight has been chosen for the ini-
tial study of the lake-land discontinuity inﬂuence on the
CBL.
The ﬂight performed on the 9th June 2002 (STI09)
was composed of ﬁve legs crossing the lake over its
middle part and are called middle track (MT) hereafter
as shown in Figure 1a). These legs were performed be-
tween 40 to 280m, following a direction approximately
parallel to the mean wind. The sky was only slightly
cloudy (2/8 Ci), with a mean wind speed of 6m s−1
from south-east direction (150°) at 100m height. Table 2
shows the chronology of the legs of this ﬂight. On that
day, the CBL height zi reached a value of 2100–2300m,
as derived from the wind proﬁler data (Beyrich and
Mengelkamp, 2006).
Figure 2 shows the altitude variation along the ﬁve
legs ﬂown over the middle part of the lake. All legs con-
tain signiﬁcant changes in altitude, because the Helipod
did not maintain a constant height above ground level.
Since the three lowest legs overlap partially within a
layer between 40 and 120m, they will be analysed to-
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Figure 2: Averaged barometric heights along the ﬁve middle track (MT) legs performed during the STI09 ﬂight. Shaded areas correspond
to the standard deviation of the altitude along the 1-km window. Abscissa shows the distance along the leg, where X is the distance from
an arbitrary point at the western edge of the ﬂight paths. The lowest shaded area depicts the 1-km averaged topography. Vertical gray lines
indicate lake boundaries.
gether to describe the ﬂow characteristics close to the
surface (0.02zi–0.05zi). The complete ﬂight lasted more
than one and a half hours in the early afternoon. Within
this period, the air temperature increased approximately
1K, mainly due to the diurnal cycle. This warming trend
was also observed in data from the 99-m tower at the
Falkenberg site (not shown). During these ﬂights, mois-
ture and wind vector for the mean ﬂow did not show
signiﬁcant changes. This warming effect must be con-
sidered in the attempt to use the three legs performed
below 100m as different iterative measurements of the
same layer. Further, we can assume that the CBL and
the second-order statistical moments remain stationary.
Indeed, during the 1.5 hour STI09 ﬂight the radio sonde
observations (not shown) show that the CBL grew from
1825m (1052 UTC) to 2375m (1637 UTC). Assuming
a linear trend, that gives an evolution of 100m hour−1
(150m of growth for the entire ﬂight). This change in
the boundary-layer height can be ignored. Regarding
the second-order moments, the surface ﬂuxes close to
the surface did not changing signiﬁcantly during the
ﬂight time (Beyrich et al., 2006). Even if ﬂuxes would
change, we are only interested in the local differences of
ﬂuxes that are simultaneous. That is, the relation of local
ﬂuxes respect to their spatial averages for a given time.
In this sense, the overall time evolution is not important.
3.2 Sampling Error
The second-order statistics like the standard deviation
measurement itself are subject to errors. Flight legs that
are not large enough compared to the largest energy-
transporting eddies cause a systematic error since they
lead to a systematic under- or overestimation of the
turbulent ﬂux or standard deviation (Grossmann et al.,
1994). The sampling error can be estimated by the ex-
pression stated by Mann and Lenschow (1994) and
Lenschow et al. (1994) representing the absolute sys-
tematic statistical uncertainty of the standard deviation






where Iθ is the integral length scale (see van den
Kroonenberg et al., 2012) of θ and Pl the averaging
length. Since Iθ is about 500m during our ﬂights and
Pl about 1000m (see Section 2.2), the sampling error
becomes
Δσθ ≈ σθ. (3.2)
Furthermore, different measurements of ﬁnite du-
ration or length under identical boundary conditions
lead to different second-order statistics compared to the
ensemble mean (Bange et al., 2013). Over land the
standard deviation changes signiﬁcantly over different
passes as a consequence of turbulent elements. This is
expressed by the random error. For σθ the random error
σ2σθ is deﬁned as the averaged squared differences be-
tween the ensemble and the actually measured standard
deviation. Thus, σσθ can be interpreted as the standard
deviation of σθ. An estimate is given by Lumley and












(σ2θ(i) − σ2θ(leg))2 (3.4)















Figure 3: Standard deviation for σθ of the three passes at the lowest ﬂight legs MT02, MT12, MT16. The red line indicates the average σθ
of the three legs. Error bars ζσθ mark the sampling error calculated after Eq. 3.6. Wind blows parallel to the ﬂight direction (from the right
side to the left side in the panel). Average wind speed is between 5.5 and 7.1m s−1. See Table 2 for more information.
where I is the number of (moving) data windows on one
single ﬂight leg. For instance on a 15 km long leg, I =
15,000/250 = 60 values for the variance (in Eq. 2.1) are
calculated. σθ(leg) is the spatial average of the standard





The total error of the measurement is the sum of σσθ
and Δσθ. Therefore, the uncertainty is in the same or-
der of magnitude as σθ itself. The same also applies
for the water vapor mixing ratio m. Generally, this in-
ﬂuence can be reduced by averaging over all the passes
for a given ﬂight for each window. Unfortunately, this
technique requires the performance of iterative passes
along the same leg. In our dataset, the ﬂights from the
LITFASS-2003 campaign do not include more than one
pass per leg, precluding the application of this technique.
Only the selected STI09 ﬂight includes three passes
along the lowest leg. However, also the information of
the LITFASS-2003 ﬂights is qualitatively valuable and
useful, especially when all ﬂights are treated together as
done in Section 3.5.
In Figure 3, σθ of the three lowest passes (MT02,
MT12, MT16) of STI09 ﬂight are shown. The average
σθ(i) over the number of passes P (in our case P = 3)
is marked by the red line and its error bars for each
(moving) window i along the ﬂight leg. The error bars
ζσθ are calculated by the statistical square average of the
variation between σθ and σθ for each (moving) window i






(σθ(p, i) − σθ(i))2 (3.6)
The uncertainty ζσθ derived from measurements over the
lake is signiﬁcantly smaller than the observed drop in
σθ over the lake, indicating that this drop is most likely
related to the lake footprint. However, the following
analysis has to be considered with caution. Even though
the error is too high for a quantitative analysis, yet the
lake remains qualitatively recognizable. A similar result
is obtained for the standard deviation of the water vapor
mixing ratio σm or the latent and sensible turbulent heat
ﬂuxes.
3.3 First-Order Statistics
Figure 4 shows the window average of potential temper-
ature along the legs performed over the middle part of
the lake. The warming trend of 1K observed during the
ﬂight has been removed from the lowest three legs for
better comparison. The window-averaged surface tem-
perature, as measured from the lowest leg, has been also
included. This variable reﬂects the presence of the lake,
which is 15K cooler than the surrounding area. Over
land, lower surface temperatures allow the forest cover
to be distinguished from farmland at both sides of the
lake.
Considering the three lowest legs below 100m, there
are large variations of potential temperature over land.
However, a cooling effect of approximately 0.5K is ob-
served over the lake, which is shifted downstream to the
west between X = 5–6 km, since the prevailing wind di-
rection is from the south-east. Note, that X is deﬁned as
the distance from an arbitrary point at the western edge
of the ﬂight paths. The standard deviation of potential
temperature also decreases signiﬁcantly over this part
of the leg, as we will discuss later. This cooling effect
related to the lake is hardly detected at 170 and 280m
(MT04 and MT06, respectively).
The average water vapor mixing ratio m (Figure 5)
presents some variability along the legs that does not
allow for clear detection of any lake inﬂuence. Over the
forests at X = 4–5 km and 13–15 km a weak maximum
of m is detected. Since the lake is partially surrounded
by trees, with the large forest at the south of the lake,
it is therefore possible to distinguish a drier atmosphere
over the lake compared to the moister air over forest.
The upper legs do not exhibit similar patterns. Strong
convection plays a role on the variability of θ and m
for the different passes as described in Mahrt (2000).
However, the spatial organization and variability for
both variables are not similar, indicating that m may be
affected by other factors, e.g. such as entrainment, which
is not directly related with surface patterns (Sühring
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   20 
   25 
   30 
   35 
   40 





































STINHO-02 (9 July 2002), Middle Track
MT06:280m
Figure 4: Averaged potential temperature (thick line) and standard deviation (shaded area) for each middle track (MT) leg at 280m (MT06),
at 170m (MT04) and below 100m (MT02, MT12, MT16) of STI09 ﬂight. The time variability of the temperature is removed. Lower panel
shows the corresponding distribution of the surface temperature measured during the ﬂight leg (MT02). Abscissa and vertical grey lines as
in Figure 2. Wind is blowing parallel to the ﬂight direction (from the right to the left side in the panel). Average wind speed is between 5.5
and 7.1m s−1. See Table 2 for more information.
and Raasch, 2013). Bange et al. (2006) and Sühring
and Raasch (2013) noted that the latent heat ﬂux is
more affected by the entrainment of dry air from the
free atmosphere than by the surface latent heat ﬂux
during LITFASS-2003 experiment, in contrast to the
temperature, which is more affected by the sensible heat
ﬂux.
3.4 Second-Order Statistics
The smaller variability of the potential temperature over
the area of the lake inﬂuence is further analysed in Fig-
ure 6, where the standard deviation of potential temper-
ature σθ is represented along the MT legs. As indicated
in Section 3.3, a clear drop in σθ is present for the three
lowest legs, shifted westward of the lake, following the
mean wind direction. Such a horizontal displacement
can be an indication for the lake footprint propagation
downstream.
At the upper levels, the lack of multiple passes com-
plicates the interpretation of σθ with respect to the lake
inﬂuence. This analysis has to be considered as spec-
ulative. At 170m (MT04), the leg segment with small
variances over the lake is extended downstream (X =
3–6 km), while it is much narrower and closer to the lake
at 280m (MT06) between X = 5–6 km. However, σθ ex-
hibits lower values also over other regions of theses legs
(i.e. the farmland/forest area between km 11 and 14 at
leg MT04) or upstream the lake at MT06), leading to an
unconﬁned statistical signiﬁcance.
The standard deviation of water vapor mixing ratio
changes signiﬁcantly over the different passes at lower
heights, including those segments over the lake (Fig-
ure 7). These results seem to indicate a rapid change of
σm over the lake, specially compared to the surround-
ing area closer to the lake’s shorelines. However, no sta-
tistically signiﬁcant minimum is observed over the lake.
Sometimes the spatial change of the instantaneous m can

















































STINHO-02 (9 July 2002), Middle Track
MT06:280m
Figure 5: As in Figure 4 but for water vapor mixing ratio.
be very large across the forest-lake discontinuity, espe-
cially with the fact of a comparable large window size of
1 km, producing a sudden peak on σm (Figure 5). This
is the case for the large value detected over the western
shoreline in MT12. For the rest of legs, the value of σm
does not indicate the presence of the lake.
The variance of vertical velocity σw for the MT legs
increases for higher altitudes (Figure 8) corresponding
to CBL theory. At the lowest heights, it does not show
any terrain inﬂuence. At higher levels, however, its vari-
ability increases as the leg-average value also increases.
At 280m,σw is smaller at the eastern and western shore-
line of the lake.
Another important scaling variable is the surface
Reynolds’ stress, when turbulence is modulated by wind
shear near the ground. This stress is expressed by the
vertical ﬂux of horizontal momentum known as the fric-









The leg-averaged friction velocity u∗ does not vary sig-
niﬁcantly with height for the MT legs (Figure 8), indi-
cating that the variance of vertical wind increases with
height due to convection. However, the spatial distribu-
tion of u∗ and σw is very similar along the legs, showing
that they are related, following the decomposition from
the model ofσw inHøjstrup (1982). Similarly, closer to
the surface u∗ does not exhibit a clear relationship with
the surface pattern.
Since the variance of the vertical wind below 100m
does not reﬂect any surface inﬂuence for MT, the be-
haviour of the sensible and latent heat ﬂuxes (Figure 9)
are very similar to those described for potential temper-
ature and water vapor mixing ratio. Due to a stable strat-
iﬁcation over the cold water during the day and its effect
on suppressing turbulence (Beyrich et al., 2006), the
sensible heat ﬂux presents small or even negative values
over the lake along the MT legs for the lowest levels, in-
dicating a negligible or downward heat ﬂux. Higher legs
do not show any inﬂuence of the lake (not shown).
Similar to σm, the spatial distribution of the latent
heat ﬂux (Figure 9) changes signiﬁcantly for the dif-














































STINHO-02 (9 July 2002), Middle Track
MT06:280m
Figure 6: Standard deviation of potential temperature for each middle track (MT) leg at 280m (MT06), at 170m (MT04) and below
100m (MT02, MT12, MT16) of STI09 ﬂight. Data are computed for a window of 1 km width, sequentially marched through the leg by
increments of 250m. Lower panel shows the corresponding distribution of the surface temperature measured during the ﬂight leg (MT02).
Wind direction is from the south-east. That means wind is blowing parallel to the ﬂight direction (from the right side to the left side in the
panel). Average wind speed is between 5.5 and 7.1m s−1. See Table 2 for more information.
ferent passes over the lake, precluding the detection of
any lake inﬂuence in our dataset. Even for the latitu-
dinal north-south legs, performed exclusively over the
lake, the latent heat ﬂux presents signiﬁcant differences
(not shown), indicating that the latent heat ﬂux in the
surface layer responds to dynamics originating from a
larger scale.
3.5 Flights LIT13 and LIT14 (2003) and
discussion with STI09 (2002)
In the following, two additional ﬂights (performed dur-
ing the LITFASS-2003 campaign) are analysed, that
were carried out on a ﬂight pattern similar to the STI09
ﬂight (in 2002), see Figure 1a). The LITFASS-2003
campaign took place in June 2003, when the weather
was characterized by high insolation and temperatures
were mostly above 10 °C at night. However, several rain
events modiﬁed the day-to-day weather characteristics,
providing cases with a large variety of wind and buoy-
ant conditions. They included several straight legs that
crossed the lake over the same region as the MT legs de-
scribed in the previous sections. The ﬂights consisted of
ﬁve legs at different levels approximately parallel to the
mean wind direction which was the Northwest in both
cases. LIT13 was performed in the early afternoon of
a mostly sunny day but with 5/8 of Cirrus clouds. A
storm event took place during the previous morning and
early night, leaving a wet land surface with a mean wind
speed of 8m s−1. On the next day, LIT14 was performed
in the morning, with the sky partially covered with cir-
rus and convective clouds and a mean wind speed of
4m s−1. The effect of the surface humidity was iden-
tiﬁed on the leg-averaged sensible heat ﬂux at 90m,
with smaller values for LIT13 (110Wm−2) than LIT14
(160Wm−2). Despite of the different surface conditions
for both ﬂights, a decrease in both potential temperature
mean and variance can be identiﬁed over the lake for the























































STINHO-02 (9 July 2002), Middle Track
MT06:280m
Figure 7: The same as in Figure 6 but for the water vapor mixing ratio.
lowest leg (Figure 10). Although there is less statistical
signiﬁcance by the ﬂights with a single pass, most of
them show a drop σθ at the vicinity of the lake. This is
not signiﬁcant if each ﬂight is taken individually, but its
persistence for most of the ﬂights is a useful informa-
tion. A clear lake inﬂuence on the rest of the variables is
difﬁcult to identify since there is only one pass for each
level.
In summary, the data analysed for the three ﬂights
(STI09, LIT13 and LIT14) indicate similar results, al-
though the lack of several passes per ﬂight along the
same path exclude a deﬁnitive statement of lake inﬂu-
ence. The lake produces a small cooling effect over the
ﬁrst 100m, which is shifted progressively downstream.
However, the decrease of θ is only a few tenths of Kelvin
around 80m. The variance of potential temperature is
clearly affected by the presence of the lake by showing
a drop of σθ (Figure 6 and 10), despite of the mean wind
and buoyancy conditions. The variance of m is not so
clearly affected by the lake. A decrease is indicated over
the lake, but sometimes, the spatial change of the instan-
taneous m is large across the forest-lake discontinuity,
producing a sudden peak on σm.
The presence of the lake does not affect the strength
of turbulent mixing in the surface layer (either repre-
sented by σw or u∗, see Figure 8) at observation height.
However, the sensible heat ﬂux is very small or even
negative over the lake as shown by the small variance of
potential temperature. Latent heat ﬂux behaves differ-
ently. Moisture distribution responds with a more com-
plex pattern to the surface forcing (due to the presence
of forest, agricultural ﬁelds and urban areas), and thus
the variance of m can be equally large over the lake
as over other regions. In general, θ and σθ show the
strongest and most signiﬁcant footprint of the lake, with
a decrease of values, although this is consistently vis-
ible at the lowest ﬂight level of about 80m only. The
results indicate that predictions by LES in former liter-
ature e.g Maronga et al. (2014) or Huang and Mar-
gulis (2009), where temperature variance is more sen-
sitive to surface heterogeneity than humidity is observed
as well in the in-situ data.
























































Figure 8: The same as in Figure 6 but for u∗ and σw for each middle track (MT) leg at 280m (MT06), and below 100m (MT02, MT12,
MT16) of STI09 ﬂight.
3.6 Lake inﬂuence on the rest of ﬂights
An analysis of the rest of LITFASS-2003 campaign
ﬂights reveals a similar behaviour in σθ. A total of
34 legs crossing over the lake, within the ﬁrst 100m,
have been analysed. The main difference, with respect
to the ﬂights described above (LIT13, LIT14, STI09),
which followed the mean wind direction, is that these
legs were always oriented in west-east direction, (Fig-
ure 1). Flights LIT24, LIT25 and LIT07 applied a ver-
tical matrix at three levels for different days, all char-
acterized by a mean wind direction from the SE but by
different speeds. Additionally eight ﬂights were analy-
sed, each one contributing with three legs below 100m.
These ﬂights were performed under different ambient
conditions, regarding the mean wind direction, time of
the day (either morning or early afternoon) and cloud
cover.
In order to detect a systematic inﬂuence of the lake
on the measurements at the lowest levels, a search for
drops in σθ has been applied to all LITFASS-2003
ﬂights (including LIT13 and LIT14). For this purpose, it
is necessary to deﬁne the following parameters as shown
in the schematic in Figure 11:
• Leg-average σθ(leg): It represents the mean of the
σθ obtained for each window i of 1 km width se-
quentially marched through the leg by increments of
250m, see Eq. 3.5.
• Local-average σθ(A): deﬁned as the mean value ofσθ
for three consecutive 1-km windows. This parameter
is only evaluated for those 1-km windows that fall
within a horizontal distance of ±2 km from the lake
boundaries. This restriction in the horizontal distance
was applied for preventing those drops in σθ whose
physical relation with the lake is unlikely in order
to avoid other elements that may add more noise
to the data. The STI09 ﬂights give us a reasonable
justiﬁcation to relate any signiﬁcant drop of σθ at the
vivinity of the lake with the presence of the lake. The
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Figure 10: Standard deviation of potential temperature σθ for legs LIT14 (top) and LIT13 (bottom). Vertical gray lines indicate the lake
boundaries as diagnosed by the surface temperature. Circles indicate the segment of the leg with the lowest values of σθ at the vicinity of
the lake. This segment has been identiﬁed with an automatic algorithm, described at the end of Section 3.6. Black dashed lines indicate the
segment of the leg where the lake inﬂuence should be detected following the parametrization (δxpar) developed in Section 5 (Eq. 5.2). Refer
to the text (Section 3.6) for more informations.
value of the threshold (±2 km) was determined after a
qualitative revision of the σθ evolution for all ﬂights.
• The centre of the segment with the lowest σθ(A) or,
similarly, with the largest value of σθ(leg) − σθ(A)
is identiﬁed as the central point of the region with
the largest inﬂuence of the lake, which is assumed
to have the same width as the lake. Additionally,
the horizontal distance between this point and the
centre of the lake is deﬁned as the observed mean
propagation distance of the lake inﬂuence δxobs, at
the leg height zobs. This horizontal distance will be
used in Section 5.
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Figure 11: Schematics for the drop search σθ in the vicinity of the lake for three consecutive 1-km windows. Note that the sketch is not true
to scale.
A clear drop in σθ was detected by the computer
algorithm search over the lake for all legs except for
one case. An example for the ﬂight LIT13 and LIT14
is shown in Figure 10. Circles there mark the segment
of the leg where the drop of σθ is maximum in the
vicinity of the lake. It should be noted that other drops
occur as well along the ﬂight leg, as seen for example
at X = 22 km for LIT14 in Figure 10. In that case this
is probably the inﬂuence by another lake. However, the
programmed algorithm detects only drops in the vicinity
of the lake Scharmützelsee. Moreover the decrease in
magnitude of this drop exceeds 50% of the leg-averaged
σθ for 29 cases. Considering that these results are based
on single passes along the given legs, where the random
error can play an important role in the determination
of the turbulent variances, the drops are signiﬁcant and
conﬁrm previous results in Section 3.5.
4 Vertical propagation of the lake
inﬂuence
The blending-height theory addresses the decreasing in-
ﬂuence of surface heterogeneity with height, identify-
ing a scaling depth where this inﬂuence progressively
vanishes. Different formulations of the blending height
zblend have been discussed in the literature (Mahrt,
2000; Raupach and Finnigan, 1995; Wood and Ma-
son, 1991), depending on which forcing is most rel-
evant. The different blending height formulations are
compared and checked with our in-situ data in order to
estimate which formulation is the most relevant for our
data set. Since 33 out of 34 legs showed an inﬂuence
of the lake on the measurements of the standard devi-
ation of potential temperature at 100m, we should ﬁnd
a parametrization which ﬁts to almost all of our cases,
indicating a scaling depth larger than our aircraft obser-
vation height. All formulations are proportional to the
length scale of the surface heterogeneity Lhet, a stabil-
ity parameter ψ, which is a measure of the stratiﬁcation
or wind shear production of turbulence, and they are in-






whereCψ and p are non-dimensional coefﬁcients that
take a particular value for each formulation. The stability
parameter and wind speed are leg averaged. That means
each parameter is ﬁrst calculated within each 1 km win-
dow sequentially shifted through the leg by increments
of 250m. Second, all 1 km window parameters of each
ﬂight leg (around 54 for a 14 km long ﬂight leg) are then
averaged. In this sense, we attempt to receive a param-
eter which is representative of the whole heterogeneous
area. When turbulence is shear-generated, local diffusive
mixing dominates and the stability parameter ψ becomes
the friction velocity u∗, with p = 2 and Cψ is in the or-
der of 1. With p = 1, we obtain the diffusion height zdiff
(Wood and Mason, 1991), a level at which effects of
the surface heterogeneity completely vanish.
When surface heating is important, Wood and Ma-
son (1991) suggested using the spatially-averaged sur-






to explicitly account for the inﬂuence of buoyancy. For
this case, p = 1 and Cψ is of the order of 103, as esti-
mated byMahrt (2000).
Alternatively, Mahrt (1996) suggested considering
σw as a rough estimation of vertical mixing, without spe-
ciﬁc attention to whether the origin is due to either wind
shear or buoyancy. The variance of vertical velocity can
be described in terms of the relationship (Højstrup,
1982),
σ2w = au2∗ + bw2∗ (4.2)


















Figure 12: Estimation of the minimum horizontal length scale of the surface heterogeneity that is needed to inﬂuence the airborne
measurements at the mean observation level for each leg as a function of the leg-averaged wind speed. The x-axis shows the ratio of
the particular length scale and the actual geometrical length of the lake, which was crossed by each ﬂight leg. The estimation of the length
scale follows the blending-height parameterization for the near-neutral case (Ln/Llake), the modiﬁed case after considering the surface heat
ﬂux (Lb/Llake) and the generalized case (Lw/Llake). Additionally, boundary-layer convective scaling has been calculated for those cases where
the boundary-layer height was available (LRau/Llake), and minimum length scale for detecting the formation of an IBL (Libl/Llake). Horizontal
straight gray line at Lx/Llake = 1 indicates where the geometrical length scale Llake is equal to the minimum length scale Lx.
where w∗ is the Deardorff convective velocity scale.
Thus, the stability parameter used in this case ψ = σw
(with p = 2 and Cψ = 2) generalizes the application of
the blending height formulation to shear-driven convec-
tive conditions.
Mahrt (2000) uses Eq. (4.1) to estimate the mini-
mum horizontal scale of the surface heterogeneity that













with Lblend taking different values depending on the
stability parameter used. If (for our study) Llake = Lhet >
Lblend, then the lake is expected to exert a heterogeneity
signal on the atmosphere at the observation level.
The concept of a blending height is discussed con-
troversially in literature for strong convective conditions
since the largest eddies transport the surface properties
up to the CBL top. Raupach and Finnigan (1995) pro-
posed a formulation for the maximum horizontal scale
of surface heterogeneity LRau, for which inﬂuence in






where CRau is a non-dimensional coefﬁcient in the order
of 1 (Mahrt, 2000). Since the mixing time scale in
the CBL is deﬁned as zi/w∗, LRau can be interpreted as
the horizontal distance covered by the ﬂow during the
mixing time scale.
The length scale of the lake Llake is estimated by
using the geometrical length of that portion of the leg
over the lake surface. This length varies depending on
the ﬂight track orientation, since the lake in the east-west
direction is ﬁve times smaller than in the north-south
axis. Hence, the horizontal length scale Llake ranges
between 1.5 km and 2 km for all ﬂights. Figure 12 shows
the ratio of Lx/Llake versus the leg-averaged wind speed
u according to Mahrt (2000), where Lx is one of the
three possible formulations of Lblend:







where Cn is 0.6.
2. The modiﬁed case (Lblend = Lb) after considering the
surface heat ﬂux (w�θ�






where Cb is 3.1 · 10−3.
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Results for LRau (Eq. 4.4) for the cases in which the
CBL depth zi was available are also included as is Libl
which is explained later. The CBL depth was measured
by a lidar or radiosonde. Further details can be found
in Beyrich and Mengelkamp (2006). The horizontal
gray line at Lx/Llake = 1 indicates where the geomet-
rical length scale Llake is equal to the minimum length
scale Lx. That means, when the ratio Lx/Llake is smaller
than one, the geometrical length scale of the lake Llake
is larger than the minimum required horizontal length
scale of the surface heterogeneity, which is needed to
inﬂuence the airborne measurements at the mean obser-
vation level. All length scales increase for larger wind
speeds. Larger wind speeds reduce the Lagrangian time
that the ﬂow spends over a particular surface feature.
Hence, a longer horizontal length scale of this surface
feature is required to achieve a similar depth of inﬂu-
ence (Mahrt, 1996). Only for very few cases, Ln/Llake
and Lb/Llake are less than unity, generally for mean wind
speeds u < 3 m s−1. Only Lw/Llake shows values smaller
than unity, for almost all the cases (except for those legs
with the largest wind speeds).
As mentioned in the introduction, the convective
length scale LRau indicates the size of heterogeneity
that are supposed to inﬂuence the entire boundary layer.
LRau depends on the intensity of convection (represented
by the Deardorff velocity scale w∗), the boundary-layer
depth zi and the mean horizontal wind speed u (see
Eq. 4.4). The results for LRau indicate a behaviour sim-
ilar to Ln and Lb, with LRau > Llake ∼ 2 km for larger
wind speeds (u > 4m s−1). Under these wind conditions,
horizontal convective mixing prevents the lake inﬂuence
from extending up to the boundary-layer height. How-
ever, previous studies over the same area show that the
sensible heat ﬂux remains very small throughout the en-
tire CBL over lake Scharmützelsee (Bange et al., 2006),
and it only matches with the surrounding area at the up-
per ABL, where sensible heat ﬂux over land is small
(Sühring and Raasch, 2013). Strunin et al. (2004)
found that LRau had to be complemented with a ratio
between shear stress and buoyancy ﬂux at 100m to suc-
cessfully determine the ability of a CBL for horizontal
mixing. In the present study, the lack of iterative passes
at higher altitudes precludes a more robust analysis for
addressing the vertical extension of the lake.
Flows over surface discontinuities can develop local
internal boundary layers (IBL) downstream, when the
changes of surface properties are sharp enough or the
scale of the surface heterogeneity is large. When a local
IBL develops, Mahrt (1996) estimated its maximum





where Cibl was found to be 0.15 (Mahrt, 2000). Sim-
ilarly to what we have applied for the blending-height
parameterizations, it is possible to rewrite (4.8) in order
to calculate the minimum length scale that would gen-










Note that Libl is very similar to Lw, although with a
linear dependence on the ratio u/σw. Figure 12 shows
the values estimated for our dataset, with minimum
scales larger than Lw. Therefore, larger heterogeneity
scales are generally necessary in order to detect the de-
velopment of an IBL at a given reference level.
In our dataset, we are able to see a slight drop in
the potential temperature but none of the legs analysed
identify a clear change in the mean variables, as we
would expect when entering an IBL. Thus, we can say
that a well deﬁned IBL, which is in equilibrium with the
underlying surface cannot be clearly identiﬁed with our
observations according to Eq. 4.9, or alternatively the
ﬂow adjusts to the new surface without the formation
of an IBL. These observations are in accordance with
the LES study fromMaronga et al. (2014). They could
identify for the LITFASS-2003 case study that blending
effects occur above several tens of metres above the
ground for temperature ﬂuctuation.
The fact that the IBL top is not well deﬁned in the
layer between 60 and 100m may suggest that the scales
estimated for the top of the IBL in (4.8) are valid. As a
consequence, between 60 and 100m, the inﬂuence of the
underlying surface can only be detected in the second-
order moments of the variables. Following this argumen-
tation, we would expect that the lowest ﬂight legs were
performed within a layer between the top of the IBL (for
those cases where it was generated) and the blending
height. In this layer, the surface inﬂuence would grad-
ually vanish with altitude. One should keep in mind,
that the various scaling derivations were intended more
as qualitative arguments based in part on linear theory
(Mahrt, 2000). Therefore, quantitative comparisons of
the length scales formulations is extremely difﬁcult with
more complex atmospheric ﬂow as they occur over het-
erogeneous terrain.
5 Horizontal propagation of the lake
inﬂuence
The above scaling estimates neglect important spatial
variations of the stability parameters ψ and other vari-
ables. Therefore they do not attempt to describe the
power-law dependence on the downstream distance that
generally applies for the generation of an IBL (Gar-
ratt, 1990; Józsa et al., 2007). The current dataset
shows that the inﬂuence of the lake on the distribution of
the standard deviation of potential temperature is com-
monly shifted downstream. An attempt to characterize
this horizontal shift is addressed by analysing the corre-
lation between the atmospheric response (characterized



















Figure 13: Cross-correlation function ρ(S ) between the standard deviation of potential temperature σθ and surface radiation temperature T0
for the ﬁve legs of STI09 ﬂight performed below 100m.
by σθ) and the surface radiation temperature T0. In this
case, we have considered the 1-km overlapping windows
for each leg below 100m, as a spatial series of σθ and
T0. We then calculated the cross-correlation function,
ρ(S ) = cov [σθ(x + S ), T0(x)](var[σθ])1/2 · (var[T0])1/2
, (5.1)
where S = j · Δs represents the spatial lag, Δs = 250m
is the ﬁxed horizontal distance between two consecutive
overlapping windows along the leg and j ∈ (−10, 10). In
contrast to the one-point correlation analysis, the cross-
correlation function allows us to analyse the spatial dis-
placement of the vertical transport by horizontal advec-
tion.
Figure 13 shows the cross-correlation functions for
the three legs of STI09 ﬂight performed below 100m.
Further two more legs ST03 and NT13 have been added
from STI09 which have not been presented before, but
that also cross the lake in a similar way. These two legs
have the same track and height than MT02, but are lo-
cated more to the north (NT13) and to the south (ST03)
over the lake. The maximum value of ρ(S ) occurs for a
spatial lag S between 0.75 and 0.50 km, with the neg-
ative sign indicating that the maximum correlation is
shifted downstream to the west, since there was predom-
inant easterly wind. The leg MT12 represents one ex-
ception to these results, with a function ρ that exhibits a
plateau within lags S = ±1.5 km. A positive correlation
is expected since the drop in σθ occurs for smaller sur-
face temperatures, as the thermals over these regions are
weaker.
The cross-correlation function has been calculated
for the rest of cases with a small cross-leg wind com-
ponent (ucross/u < 0.5). A total of 12 legs met this
condition, and for 8 of them a maximum correlation of
ρmax > 0.4 was obtained. All these cases show the maxi-
mum cross-correlation for a corresponding downstream
spatial lag.
If we consider (σw/u) as a qualitative ratio of the
strength of the vertical mixing to the horizontal advec-
tive speed, it is possible to relate the spatial lag Smax
of the maximum of the correlation function with the
leg-averaged wind along the leg direction u�, the leg-
averaged standard deviation of vertical wind σw and the






zobs = δxpar, (5.2)
where we call this relation the parameterized distance
δxpar. Cδ is a non-dimensional coefﬁcient which has
to be deﬁned. If this relation (Eq. 5.2) is reasonable
Smax and δxpar should be equal. Figure 14 shows the
absolute difference between δxpar and Smax for vary-
ing Cδ. In order to obtain Cδ for different conditions,
we calculated this difference considering (i) the whole
dataset (34 legs), (ii) a subset with only those legs with
ρmax > 0.4 (12 legs) and ﬁnally (iii) a reduced subset of
legs with ρmax > 0.4 and low cross-wind (ucross/u < 0.5,
8 legs). The smallest difference is obtained for the latter
subset, with a value of Cδ ≈ 0.4. The subset of legs with
ρmax > 0.4 also show a minimum close to Cδ ≈ 0.4,
however the absolute difference is higher. A suitable
value for parameter Cδ can not be determined when all
legs are considered since a minimum value is not found.
For the neutral case, Horst and Weil (1992) found
that the level of maximum inﬂuence z of a given up-
stream unit surface point source is proportional to the





























ρ ma x > 0.4
(ρ ma x) > 0.4  and  u cr os s u < 0.5
all legs
Figure 14: Absolute difference between the parameterized horizon-
tal shift δxpar and the spatial lag of the maximum correlation func-
tion Smax against Cδ. For all legs (pointed line), legs with ρmax > 0.4
(dashed line) and legs with ρmax > 0.4 and low cross wind ucross/u <
0.5 (black line).
where CD = (u∗/u)2 is the drag coefﬁcient and κ = 0.40
is the von-Kármán constant. In our case we have to
assume that the lake acts like a unit surface point source.
That means we consider the lake as one point with no
horizontal extension, from where the spatial distance of
a footprint in the boundary layer is calculated. We have
seen in previous sections, that for our study, σw is a
better scaling variable for turbulence compared to u∗.
σw is needed to calculate the length scale Lw. Only
with this length scale Lw, the geometrical length of the
lake is large enough in order to show a footprint at the
observation height of the lake for the most of our cases,
including higher wind speeds (see Figure 12.)
Thus, relation (5.3) with σw instead of κ turns into
expression (5.2), with a value of Cδ close to κ. The
parametrization of (5.2) with Cδ = 0.4 is displayed for
the two different legs (LIT13 and LIT14) in Figure 10.
The vertical black dashed lines indicate the lake bound-
aries shifted downstream by the distance δxpar follow-
ing the parameterization. Since the parametrization de-
pends on the horizontal wind speed and on the verti-
cal mixing, the distance of the black dashed lines re-
spect to the lake boundaries is different for both ﬂights
(LIT13 and LIT14) as weather conditions were also dif-
ferent. The segment of the lake with the minimum of the
σθ should be located within the black dashed lines for
both cases. For LIT14 the drop of the σθ is in between
the parametrized distance. LIT13 is a good example for
showing that not all cases follow the parametrization.
However, it is necessary to use the entire dataset in or-
der to test the validity of the approach given by Eq. 5.2.
We have identiﬁed the region with a maximum drop in
σθ over the vicinity of the lake for 29 legs by a com-


















Figure 15: Absolute difference between the parameterized horizon-
tal shift δxpar and the observed one δxobs against the mean wind
speed u. A total of 29 legs with a clear drop of σθ in the vicinity
of the lake could be observed. Open circles indicate those cases with
ucross/u > 0.5 (large cross-leg winds). Black circle indicate cases
with low cross wind ucross/u < 0.5. The horizontal grey line indi-
cates the spatial lag between two consecutive overlapping windows
(250m).
The detection of a drop in σθ is satisfactorily for most
cases (indicated by open circles in Figure 10).
In the previous section 3.6, we deﬁned the horizontal
distance between the geometrical centre of that region
where the drop of σθ occurs and the centre of the lake,
as the observed mean propagation distance of the lake
inﬂuence δxobs at the leg height zobs.
If expressions of Eq. 5.2 is valid, the parameterized
distance δxpar should ﬁt to the observed one δxobs. In
Figure 15 the difference | δxobs − δxpar | is plotted versus
the mean wind speed u. The discrepancy between the ob-
served and parameterized shifts is smaller than the spa-
tial lag between two consecutive overlapping windows
(250m) for 15 cases. Hence, 55% of the cases exhibit
an observed horizontal shift similar to the parametrized
results from Eq. 5.2. However, the parametrization δxpar
does not hold for all cases. It tends to fail for situations
with large wind speeds.
6 Conclusion
The inﬂuence of an intermediate-scale lake on airborne
measurements taken below 100m in a CBL has been
analysed for 34 ﬂight legs ﬂown during two consecu-
tive ﬁeld campaigns in the summer of 2002 and 2003.
Several ﬁrst-order and second-order statistics were eval-
uated in order to check if an lake inﬂuence is apparent
in the lower CBL in the vicinity of the lake. The spatial
variability for mean quantities is not very signiﬁcant. Al-
though there are some hints that our analysed data indi-
cate a cooling over the lake at 100m above ground and
Meteorol. Z., PrePub Article, 2016 A. Platis et al.: Inﬂuence of a lake 19
that we can distinguish between a drier atmosphere over
the lake compared to the moister air over forest.
The second-order moments related to potential tem-
perature (σθ) exhibit a clear decrease in the vicinity
of the lake at the airborne observation height. Unfortu-
nately, only one ﬂight of the selected dataset contained
consecutive passes along the same leg during same en-
vironmental conditions and hence a low sampling er-
ror. The ﬂight showed that the observed variances of σθ
are reduced signiﬁcantly over the lake. But also the re-
maining ﬂights, each with different environmental con-
ditions, showed reduced σθ in 33 out of 34 ﬂight legs.
Although due the lack of iterative passes the theoretical
sampling error is in the same order as the measurement
value, the persistence of a drop in σθ for most of the
ﬂights in the downstream propagation of the lake is sig-
niﬁcant. Most likely, the lack of thermals above a cool
surface favours such a drop for theses parameters and
their random variability. Second-order moments of hu-
midity and vertical wind, however, did not identify the
underlying lake, at least in our study.
The fact that, a slight drop is seen in the potential
temperature but none of the legs analysed identify a clear
change in the mean variables, as we would expect when
entering an IBL, suggest that a well deﬁned IBL is not
observed in our data set. Therefore, an IBLwhich should
be as well in equilibrium with the underlying surface
cannot be clearly identiﬁed with our observations ac-
cording to Eq. 4.9. It seems to be more likely, that the
ﬂow adjusts to the new surface, which is indicated by
the decrease of variance of temperature over the lake,
but without the formation of an IBL.
Several length scales of surface heterogeneity were
calculated following previous studies of Mahrt (2000)
and Bange et al. (2006). These scales consider differ-
ent parameters depending on the stability conditions of
the ﬂow. Only the scale that considers the variance of
vertical velocity or a velocity scale was compatible with
our observations. Probably the variety of buoyancy con-
ditions in our dataset (which includes days with a weak
surface heat ﬂux and strong winds together with days
with strong convection) requires a stability parameter
able to describe the vertical mixing induced by both
wind shear and thermal heating in order to ﬁt to all
conditions during our ﬂight experiment. In addition, the
application of a convective scale for those cases where
the boundary-layer depth was known, indicates that the
2 km wide lake could affect the lower CBL for wind
speeds below 4m s−1.
Finally, the downstream propagation of the lake in-
ﬂuence has been addressed by calculating the cross-
correlation function between the surface radiative tem-
perature and the variance of potential temperature for
the entire leg. Although a clear relationship between the
spatial lag of the maximum correlation and the hori-
zontal advective speed could only be identiﬁed for 8
cases, this relation indicates promising results when it
is applied solely to the lake inﬂuence. After developing
a system of that automatically detects the mean hori-
zontal shift of the lake inﬂuence, 55% of the cases ex-
hibit an observed horizontal shift similar to the simple
parametrization of Eq. 5.2.
Atmospheric ﬂow is complex. Therefore a quantita-
tive comparison of the various length scales derivations
and downstream parametrizations which are based on
linear theory is difﬁcult. In future ﬂight experiments, we
suggest simultaneous ﬂights with at least three research
aircraft, at three different levels above a discontinuity,
performing repeated legs. Ideally this could be done us-
ing research unmanned air vehicles (UAV) (van den
Kroonenberg et al., 2012;Wildmann et al., 2014). By
using UAV, also the ﬂight altitude can be maintained
with a much higher precision (±1m) compared to a
manned helicopter.
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Abstract The turbulent structure parameters for temperature (C2T ) and humidity (C2Q),8
and their cross-structure parameter (CQT ), were investigated by using the airborne-9
measurement platformHelipod during the LITFASS-2003 campaign. The flights were10
close the ground and obtained data in the surface layer of the convective boundary11
layer over heterogeneous surface types including forests, lakes and farmland. Vari-12
ability inC2T along such flight legs was observed. Values ofC
2
T over forested surfaces13
were one order of magnitude larger than over farmland and two orders of magni-14
tude larger than over the lake. It was not possible to quantify a relationship between15
variability in C2Q and a surface type. However, the spatially-averaged values of C
2
Q,16
measured over 8 days, were significantly lower over the lake than the other surfaces.17
A classification ofCQT was only possible between water and land surfaces with lower18
values over water. We find the correlation coefficient RQT in the range of 0.4-1.0, so19
less than unity, in contrast with the assumption of unity in Monin-Obukhov similarity20
theory.21
Keywords Helipod · Heterogeneous terrain · Lake · Lower convective boundary22
layer · Structure parameter23
1 Introduction24
Long term measurements of turbulent surface fluxes of sensible and latent heat are25
critical for a better understanding of the regional and global energy and water cy-26
cles (Beyrich et al, 2012; Li et al, 2012). Over homogeneous terrain, point mea-27
surements (e.g. eddy-covariance) are the most common practice of determining the28
surface fluxes (Maronga et al, 2014; Braam et al, 2014). However, natural landscapes29
are usually heterogeneous with different surface types like patches of farmland, water30
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and forest. The local surface fluxes of the different surface types may vary consider-31
ably (Beyrich et al, 2006; Bange et al, 2006). Compared to local point measurements32
(Kohsiek et al, 2002; Meijninger et al, 2002), scintillometers have the advantage of33
being able to measure path-integrated surface fluxes over large-scale heterogeneous34
surfaces by using electromagnetic waves.35
The turbulent refractive index field in the atmosphere affects the scattering of36
electromagnetic waves, and can be used to characterize the structure of turbulence in37
the lower atmosphere (Wyngaard and LeMone, 1980). Fluctuations in the refractive38
index n are primarily caused by fluctuations in temperature T and and the humidity,39
here expressed by the water vapour mixing ratio Q.40
This implies that the refractive index structure parameter C2n can be expressed41
in terms of the structure parameters of temperature C2T (temperature fluctuation) and42
humidityC2Q (humidity fluctuation) and the cross structure parameterCQT (Wyngaard43
et al, 1978; van den Kroonenberg et al, 2012):44
C2n = a
2C2T +2ab CQT +b
2C2Q , (1)
where a and b depend on the wavelength of the radiation, and on mean atmospheric45
conditions such as pressure, humidity, and temperature. The temperature fluctuations46
have the dominant contribution to C2n for electromagnetic radiation at optical wave-47
lengths (i.e. a2C2T ≫ b2C2Q), while the humidity fluctuations control the microwave48
part of the spectrum. Hence, using a microwave scintillometer and an near-infrared49
scintillometer simultaneously, a direct estimation of C2Q and C
2
T , respectively. How-50
ever,CQT cannot be evaluated with this method (Lu¨di et al, 2005).51







which allows calculation of CQT with knowledge of the temperature-humidity corre-54
lation coefficient RQT . It is often assumed that temperature and humidity fluctuations55
are perfectly correlated (either positive or negative) which implies that RQT = ± 156
(e.g. Andreas, 1989; Hill, 1997; Meijninger et al, 2002; Beyrich et al, 2005). In57
fact, this assumption is theoretically demanded for a flow that strictly obeys Monin-58
Obukhov similarity theory (MOST) (Hill, 1989), implying that MOST is valid forC2T59
andC2Q.60
However, non-local effects such as advection (Assouline et al, 2008; Maronga,61
2014), entrainment at the top of the atmospheric boundary layer (Sempreviva and62
Hjstrup, 1998; De Bruin et al, 1999; Maronga et al, 2014), differences in sources and63
sinks (Moene and Schu¨ttemeyer, 2008), and non-stationarity effects (because heat64
and moisture transport is not similar in heterogeneous terrain (Bertoldi et al, 2013))65
are particularly known to result in a breakdown of the similarity between turbulent66
transports of temperature and humidity (Bertoldi et al, 2013). Upward moving eddies67
are assumed to carry heterogeneous properties, whereas downward moving eddies68
carry homogeneous properties. This results in a decorrelation of temperature and69
humidity as the contrast between the patches increases (Moene and Schu¨ttemeyer,70
Structure parameter over heterogeneous terrain 3




Q is not always justifiable. In partic-71
ular over non-homogeneous terrain, the strict validity of MOST and hence the per-72
fect temperature-humidity correlation is questionable (Andreas, 1987; Andreas et al,73
1998; de Bruin et al, 1993). RQT and can deviate significantly from, unity, especially74
under weakly unstable conditions as proposed by Li et al (2012) and Maronga (2014)75
experimentally and by large eddy simulations (LES) respectively. Fairall et al (1980b)76
observed a value of RQT = 0.8 over the sea. Beyrich et al (2005) and Meijninger et al77
(2006) found that RQT is smaller than unity, with typical values between 0.7 and 0.978
in a convective boundary layer (CBL).79
Besides the behaviour of RQT under surface heterogeneity, our study also investi-80
gates the effects on the temperature and humidity structure parameter. Several studies81
were published in the last recent years, addressing this topic. Beyrich et al (2012) ob-82
served during the ’Lindenberg Inhomogeneous Terrain - Fluxes between Atmosphere83
and Surface: A long-term Study’ (LITFASS) 2009 campaign, that near-surface mea-84
sured C2T differs by an order of magnitude over different types of farmland due to85
strong surface-flux variability caused by the different type of vegetation (and status of86
vegetation). Furthermore, the authors presented airborne measurements of C2T using87
the unmanned mini aerial vehicle M2AV. They found a considerable spatial variabil-88
ity of C2T along the flight path at heights around 100 m. However, it was impossible89
to directly relate the spatial variability of the structure parameter from a single flight90
leg to certain characteristics of the underlying surface. Beyrich et al (2012) attributed91
the spatial variability to single convective plumes. A separation of the effects of the92
statistical nature of turbulence from those of the heterogeneity of the underlying sur-93
face on the spatial variability of structure parameters appears to be a crucial task.94
Braam et al (2014) noted that variability of structure parameters due to surface het-95
erogeneity has to be constant in time in contrast to temporal fluctuations, e.g. due to96
larger convective elements. A subsequent study by van den Kroonenberg et al (2012)97
investigated airborne measurements of the LITFASS-2010 campaign in more detail98
by averaging the signal of C2T of several flights (made at different times of the day)99
over the same path. van den Kroonenberg et al (2012) concluded that the spatial se-100
ries of C2T showed considerable variability along the flight path, caused by surface101
heterogeneity and temporal variations, however could not relateC2T values directly to102
certain surface types.103
Braam et al (2015) compared C2T airborne measurements by the unmanned mini104
aerial vehicle M2AV with large-aperture scintillometer (LAS) measurements. They105
found a discrepancy between LAS data and M2AV data, which could not be fully ex-106
plained. Other studies investigatedC2T over the depth of the CBL (e.g. van den Kroo-107
nenberg et al, 2012; Coulman, 1973), in the marine (Fairall et al, 1980a) and noctur-108
nal boundary layers (Cuijpers and Kohsiek, 1989), and proposed a vertical scaling for109
the structure parameter according to MOST by z−4/3. A horizontal variability was not110
analysed. Studies regardingC2Q andCQT are very rare. Wyngaard and LeMone (1980)111
and Caughey and Palmer (1979) studiedC2Q andCQT with airborne data, but only for112
the homogeneous marine boundary layer with regard to z−4/3 scaling.113
In addition, LES has been used for the investigation of heterogeneity effects.114
Maronga et al (2014) used the LITFASS terrain and ground-based surface fluxes mea-115
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surements during the LITFASS 2003 campaign as input for their LES. They showed116
that 50% of the variability of the C2T along a virtual flight path was caused by the117
remaining noise from random turbulence fluctuations, and could not be related to a118
surface heterogeneity. In an LES run with a homogeneous surface forcing Maronga119
et al (2013) and Cheinet and Siebesma (2009) showed a high variability of C2T along120
a given horizontal path associated with plumes and downdrafts (low C2T outside the121
plumes alternates with high C2T inside the plumes). Experimental studies by Braam122
et al (2014) and Petenko and Shurygin (1999) confirmed these findings. The LES123
results suggest that measured path averages require sufficient temporal averaging124
and an adequate path length in order to decrease the statistical uncertainty due to125
randomly distributed convection, especially when regarding airborne measurements126
(Maronga et al, 2013).127
Further, Maronga et al (2014) investigated the vertical propagation of the surface128
heterogeneity influence on the structure parameter. They showed that local effects of129
surface heterogeneity remain prominent in the lower ABL. They could not give any130
proof for a blending height for the structure parameter, but for the LITFASS 2003131
case study it seems that blending effects occur above several tens of metres above the132
ground. The blending height is viewed here as a scaling depth that describes a ver-133
tical scale at which the impact of surface heterogeneity decreases to some relatively134
small value (Mahrt, 2000). The LES results of Maronga et al (2014) and Maronga135
(2014) suggested that C2T follows MOST, even under heterogeneous surface forcing.136
Furthermore, they concluded that C2T is highly correlated with the surface sensible137
heat flux. However, C2Q is decoupled from the latent surface flux even at low lev-138
els which is ascribed to the entrainment of dry air at the top of the boundary layer.139
Cheinet and Cumin (2011) supplemented the previous LES studies by its own LES140
with data input from daytime observations in summer over the southern Great Plains141
of the United States, showing also that the distribution of C2Q was determined by en-142
tertainment from dry air parcels from the free atmosphere. Therefore C2Q does not143
follow MOST if entrainment is significant. Li et al (2012) suggested from their ex-144
perimental data that due to entrainment processes there is a dissimilarity between the145
turbulent transport of heat and moisture and the corresponding MOST function for146
the structure parameter.147
The aim of this study is to compare previously unpublished airborne in-situ mea-148
surements with findings from LES and the previous experimental studies. Therefore149
the present study uses data from the LITFASS 2003 experiment (Bange et al, 2006;150
Beyrich and Mengelkamp, 2006), more specifically spatial series of temperature T151
and water vapour mixing ratio Q over heterogeneous surfaces in order to obtain C2T ,152
C2Q and CQT . The spatial series were measured by the helicopter-borne turbulence153
measurement system Helipod (Bange et al, 2005). The use of in-situ measurements154
instead of numerical studies has the advantage that they are a direct observation rather155
than a model simulation obtained during different atmospheric condition, rather than156
representing a single, ideal situation. In the first part, the study is a repetition and157
continuation of the analysis of van den Kroonenberg et al (2012) regarding the spatial158
variability of C2T over heterogeneous terrain, with the addition that we attempt to re-159
late the structure parameters to certain surface types (farmland, water and forest). The160
contrast (in surface fluxes) between the different land-use types in the current study is161
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larger than that along the flight legs used in van den Kroonenberg et al (2012), which162
were different types of crops only. In addition to the spatial series over heterogeneous163
terrain we use flight data above single surface types, avoiding heterogeneous influ-164
ences. Further, we introduce measurements of C2Q and CQT and are therefore able to165
show results of RQT . As far as the authors know, this is the first study of the structure166
parameter of humidity over heterogeneous terrain using data from airborne sensors.167
According to the literature review a heterogeneous surface should induce a vari-168
ability in structure parameter which is detectable by airborne measurement. The de-169
tectability in a CBL of surface-induced variations is favoured by large amplitudes170
of surface fluxes (e.g water and forest), airborne observations which are below the171
blending height, and a sufficient repetition of flight legs in order to obtain an ade-172
quate temporal averaging. However, detectability might be reduced by factors such173
as the turbulent variability of the structure parameters due to randomly distributed174
convection, the role of the window sampling length, and non-local effects (such as175
advection, entrainment at the top of non-stationarity effects as mentioned above)176
The main research questions addressed in this study are:177
– Is it possible to determine plausible values of spatially-averaged C2Q and CQT178
by the Helipod, from its fast-response humidity and temperature measurements179
along horizontal flights?180
– Does heterogeneous terrain affect the spatial variability ofC2Q,C
2
T andCQT in the181
lower CBL? Can we distinguish the variation of the structure parameter due to182
variations in the characteristics of the underlying surface amidst the noise due183
to turbulent variations? What factors influence the detectability? Does the vari-184
ability of C2T induced by surface heterogeneity agree with the results of van den185
Kroonenberg et al (2012) and previous studies such as Li et al (2012); Maronga186
(2014); Maronga et al (2014) ?187
– Is it possible to relate the dissimilarity (|RQT |< 1) between turbulent temperature188
and moisture transport to certain surface conditions ?189
Is there any regularity to be found in the deviations of the correlation coefficient190
from unity (|RQT |< 1) (preferably related to surface conditions).191
The paper is organized as follows: In Sect. 2 we explain the method used to cal-192
culate the structure parameter. In Sect. 3 we describe the campaign set-up and data193
which is analysed, the flight experiment and the used foot print model Sect. 5 reports194
the variability of the observed structure parameters over different surface types and195
the variability of RQT . Sect. 6 gives a conclusion.196
2 Methods197
For computing the structure parameter several methods can be used. The ’direct’ clas-198
sical method using the structure function (Tatarskii, 1971; van den Kroonenberg et al,199
2012), the wavelet method using the wavelet spectrum as described by Maronga et al200
(2013) or calculating the structure parameter via the Fourier spectrum as described201
by Hartogensis et al (2002). Following the study of Braam et al (2015), the most202
appropriate method is the direct calculation of the structure function for in-situ mea-203
surements (both other methods need an infinitely long inertial subrange) Therefore,204
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for a given data record. N denotes the number of data points in the record, r= r(n) is207
the spatial displacement (lag), n is the number of data points associated with the lag208





where vgs ≈ 40 ms−1 is the ground speed of the Helipod and fs the sampling fre-210
quency, which was 100 Hz. As shown by Martin and Bange (2014), the influence211
of airspeed variations and thus the variation of the data point separation length can212
usually be neglected for second-order turbulence statistics. The methodology of cal-213
culating the structure parameter C2T , C
2
Q, CQT from the structure function is the same214
as in van den Kroonenberg et al (2012) and is therefore presented only in the appendix215
(Sect. 5).216
van den Kroonenberg et al (2012) proved that the calculation ofC2T from airborne217
in-situ data by a fast open wire thermometer is possible. A very similar system is218
used as well in Helipod (as explained in Sect. 3.1). It has to be checked if the Heli-219
pod system is able to determine reliable values of the spatially averaged C2Q and CQT220
by its fast humidity sensor. For that, the statistical errors of the measured structure221
parameters are investigated. The error calculation is following strictly van den Kroo-222
nenberg et al (2012). It is presented in the appendix (Sect. 5) as well. The evaluation223
reveals that the Helipod is able to determine reliable values of the spatially-averaged224
C2Q and CQT , from fast-response humidity and temperature measurements along hor-225
izontal flights when using at least a window size of N = 1500 data points to calculate226
the spatially resolved structure parameter, which corresponds to a window length of227
W = 600 m.228
3 Flight Experiment229
3.1 The LITFASS-2003 campaign230
The data were collected during the LITFASS-2003 campaign, which was carried out231
between 19 May and 17 June, 2003 (Beyrich and Mengelkamp, 2006). This field232
study was embedded in the series of the LITFASS experiments, which were initiated233
in 1995 in order to develop and test a strategy for the determination of the area-234
averaged turbulent fluxes over a heterogeneous landscape (see Beyrich et al (2002)235
for more details).236
The campaign was performed around the MOL-RAO (Meteorological Observa-237
tory Lindenberg - Richard-Aßmann Observatory) of the German Meteorological Ser-238
vice (Deutscher Wetterdienst, DWD) in the area of Brandenburg, Germany, 60 km239
Structure parameter over heterogeneous terrain 7
south-east from Berlin. The experimental site is a 20 x 20 km2 area with an absolute240
altitude variability of less than 100 m. The study area consists of coniferous forest241
in the western part (43% of the area) and agricultural fields in the eastern part (31%,242
mainly cereals). The whole area is embedded with lakes and villages that add hetero-243
geneity.244
The campaigns were part of the regional ’EVAporation at GRId/Pixel Scale over245
heterogeneous surfaces’ (EVA GRIPS) and the ’VERTIcal transport of energy and246
trace gases at anchor stations under Complex natural conditions’ (VERTIKO) projects247
and provided a comprehensive data set on surface-atmosphere interaction processes248
at the mesoscale level. Measurements included the instrumentation of the Falkenberg249
boundary-layer field site (GMFalkenberg), a regional network of micro-meteorological250
stations and airborne measurements by the helicopter-borne turbulence probe Heli-251
pod, among other ground-based remote sensing devices (see Raabe et al (2004) and252
Beyrich and Mengelkamp (2006) for a complete overview).253
The Helipod (Bange et al, 2002) is an autonomously operating sensor package254
attached to a 15 m rope below a helicopter of almost any type. At a mission speed of255
40 m/s the Helipod is outside the down-wash area of the rotor blades. The Helipod256
is equipped with its own power supply, on-board computer, data storage, navigation257
systems, radar altimeter, and fast responding sensors for wind, temperature, humid-258
ity, and surface temperature measurements. The 3-D wind vector is measured with259
a five-hole probe in combination with GPS and inertial measurement unit (IMU).260
Temperature is measured with a Pt-100 in a Rosemount housing and a fast open wire261
thermometer. Humidity is measured by a combination of a dew-point mirror, a hu-262
micap and a Lyman-α hygrometer in order to cover the whole range of scales of263
turbulence (Bange et al, 2005). All these instruments were installed in a container264
(pod) of 5 m in length and about 0.5 m in diameter. The fast inertial navigation and265
all meteorological sensors were concentrated in the nose of the pod in order to avoid266
phase shifting. Due to the small fuselage, and absence of wings and impulse, the in-267
fluence of the Helipod on the atmospheric flow is small compared to an aircraft. At268
40 m/s airspeed and with a sampling rate of 100 Hz, the system resolves turbulent269
structures down to ≈1 m (Bange and Roth, 1999).270
Almost 100 flight hours (60 flights) of data were collected during the LITFASS-271
2003 campaign. The current work focuses on the behaviour of the structure param-272
eters over farmland, forest and lake, so only 15 flights were selected. These flights273
were performed either in the morning or in the early afternoon during a well devel-274
oped CBL, with variable wind conditions and consisted of several flight legs. The275
boundary-layer height varied between 1000 and 2500 m above ground level for all276
flights and was measured by either a Lidar or radiosondes (Beyrich and Mengelkamp,277
2006). All following heights will be given here above ground level. Every leg is a278
horizontal, straight and level (equal height) flight track. All legs are at around 80 m279
above ground level, therefore all flight legs presented here are assumed to be inside280
the surface layer, the lowest 10% of the CBL. An overview of all evaluated flights is281
listed in Table 1. Two different flight strategies were used for investigation: Flights282
over a single homogeneous surface only (HOM) and flights covering a heterogeneous283
terrain (HET) with several mixed surface types (farmland, water, forest).284
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Table 1 List of selected flights during the LITFASS-2003 campaign. Weather indicates current cloud
cover during the flight. Wind speed (WS) was measured at around 80 m above ground by the Helipod. The
height of all legs were around 80 m above ground. The CBL height is the maxim measured height during
the flight. Local time is UTC + 2 hours.
Flight Time Weather Wind WS CBL
code Date (UTC) (Clouds) dir (o) (m s−1) Height zi m
single homogeneous surface
HOM0529 1 29.05.2003 0806–1012 1/8 Ci 95 4.0 1000
HOM0529 2 29.05.2003 1100–1329 6/8 Ci 80 4.0 1200
HOM0530 1 30.05.2003 0806–1012 cloudless 115 3.0 1200
HOM0530 2 30.05.2003 1230–1431 cloudless 160 2.0 1600
HOM0602 02.06.2003 0919–1137 5/8 Cu 125 4.0 2500
HOM0613 13.06.2003 1217–1041 1/8 Cu 300 7.0 1900
HOM0614 14.06.2003 0827–0930 7/8 Ci 300 3.0 1600
heterogeneous terrain
HET0528 24.05.2003 1053–1308 3-4/8 Cu 52 6.2 1400
HET603 03.06.2003 1020–1225 1/8 Cu 141 5.0 2100
HET0604 04.06.2003 1016–1321 6/8 Cu 145 6.0 1900
HET0606 06.06.2003 1028–12391 2/8 Cu 303 4.8 1200
HET0610 10.06.2003 0758–1010 2/8 Cu 170 3.5 1200
HET0612 12.06.2003 0817–1026 3/8 Cu 305 3.8 2000
HET0613 13.06.2003 0833–1041 2/8 Cu 335 5.0 1400
HET0617 17.06.2003 1132–1333 4/8 Cu 142 2.2 1500
3.2 Homogeneous Flights (HOM)285
The flights above homogeneous terrain (HOM0529 1 - HOM0614) were carried out286
on five different days, with a total number of seven flights. The flight pattern (Fig.287
1) was designed to measure above single surface types, avoiding heterogeneous in-288
fluences. The legs were positioned above specific near-homogeneous surfaces types289
(footprints are shown to be homogeneous in Sect. 3.4) such as forest, lake and farm-290
land. The extent of these forest and farmland patches were around 15-20 kilometres in291
each direction. The intermediate-scale lake is called Scharmu¨tzelsee. This lake has an292
extent of about 2×10 km2 mainly oriented in the north-south direction. Each HOM293
flight covered all three surface types during one flight with each leg flown in two294
directions (as a reversed track) consecutively. The structure functions DT (r), DQ(r)295
and DQT (r) were calculated over the entire flight leg (window size W ≈10 km) for296
each single homogeneous type in order to derive a meanC2T ,C
2
Q andCQT (further ab-297
breviated byC2T ,C
2
Q andCQT ) for each surface type per leg, as described in Appendix298
5. All legs are at around 80 m above ground level. This flight strategy allows us to299
investigate differences between each surface type for all three structure parameters.300
3.3 Heterogeneous Flights301
Flights over heterogeneous terrain (HET flights) covered a cross-section of the en-302
tire experimental area, with flight legs in west-east direction. The flight track is over303
a mixed surface and includes different surface types (Fig.1). Eight flights on eight304
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Fig. 1 Flight legs of the HOM flights (blue) and HET flights (red) at LITFASS area. Green colour refers
to forest areas, blue to water and beige to farmland. Hatching area is a military zone. Source: Open Street
Map.
different days were analysed (Table 1), unfortunately each HET flight leg was only305
flown in one direction.306
The surfaces below HET flights legs are small forest-farmland patches and the307
intermediate-scale lake Scharmu¨tzelsee (Fig. 1). West of the lake a 4 km long forest308
area is located interrupted by small farmland patches. On the east side of the lake309
a 3-4 km continuous forest region is followed by a 4 km farmland area containing310
small forest patches.311
According to the method of van den Kroonenberg et al (2012), the spatial series of312
C2Q,C
2
T andCQT were obtained from calculatingDQ(r, i),DT (r, i) andDQT (r, i)within313
a moving window with length W = 600 m (window size as estimated in appendix,314
Sect. 5.2). This window was defined for each data point i(xi) of the humidity and315
temperature spatial series, with i as the centre point. By moving this window, the316
local structure parameters, C2Q(i), C
2
T (i) and CQT (i) were calculated. The obtained317
resolution by moving the window is a structure parameter every 0.4 m (equivalent to318
a 100 Hz sampling rate at 40 m s−1 typical ground speed). The small variations of319
Helipod’s flight speed is typically around 2-3 m s−1. Braam et al (2015) checked the320
flight speed variation of this order as well in their work. Their result show a variation321
of the structure parameter with less than 1%.322
Braam et al (2014) noted the variability of the structure parameters due to surface323
heterogeneity is likely to be constant in time in contrast to variations in time and324
place due to random turbulent fluctuations, e.g. due to larger convection. Thus, the325
random turbulent fluctuations were reduced by averaging the spatial series of the326
dimension-less structure parameter over all flights, resulting in the ensemble average327
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AQ(i), AT (i) and AQT (i) for each data point i. Again we follow the method of van den328
Kroonenberg et al (2012) strictly. The method is shown for any scalar S and can be329
applied toC2Q,C
2
T andCQT . Each individual spatial series (i.e. one leg) of the structure330
parameters was normalized with its spatially-averaged value, C2S j (mean value of the331
leg j), so that for each leg we obtain a series that fluctuates around unity and is one332





The normalized spatial series of each flight were then averaged over all f = 8334








With the spatial series of the ensemble average the verification of heterogeneous336
surface effects is more feasible, as random turbulence influence is diminished. Fur-337
ther, the standard deviation of the averaged ASi was calculated as well, in order to338













With this method we are able to investigate the spatial variability of the structure340
parameter, in order to address the second and third research questions listed in Sec-341
tion 1.342
For the analysis of the structure parameter, the height above the ground is assumed343
to be 80 m. Although the topography of the LITFASS area is rather flat (Maronga344
et al, 2014) there is a range of heights of about 60 m in amplitude. The Helipod tried345
to follow changes in terrain as accurate and fast as possible by using a radar altimeter,346
which indicates the height above ground by a radar pulse. However, there is still some347
variability in this height during the flights of about±30 m. Especially when the Heli-348
pod is flying over the lake Scharmu¨tzelsee, the lowest elevation in the LITFASS area,349
the height change is up to 30 m. We studied the correlation between C2T and radar350
altimeter height for a typical HET flight (Fig. 2). The worst case, when the maxi-351
mum height variation was encountered, was a rapid height increase by 32 m when352
the Helipod was approaching the western shore line (longitude 14.03°). Changes in353
height might affect the structure parameters, because it decreases with height ac-354
cording to z−4/3 (Wyngaard and LeMone, 1980; Caughey and Palmer, 1979) under355
free-convection conditions. It can be expected that, a height increase of 32 m will356
decrease the magnitude of the structure parameter by 34%. In the lower panel of Fig.357
2 the spatial series ofC2T is displayed. In addition a correctedC
2
T (red line) where the358
structure parameter was normalized to a reference height of 78 m (mean height of359
the flight leg) assuming a z−4/3 dependence. In summary, although we acknowledge360
that height variation might decrease or increase C2T , we demonstrate that for our data361
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set, the height displacement is negligible compared to other effects, which dominate362
the variation in structure parameter, such as turbulence (e.g. up- and downdrafts) and363
surface variability.364











































Fig. 2 Flight track of HET0612 (upper panel). Corresponding radar altimeter height (middle panel) and
the mean height above ground over the whole flight track (blue line). Spatial series ofC2T (black line) with
its corrected C2T (red line) by the vertical scaling z
−4/3-law (Wyngaard and LeMone, 1980; Caughey and
Palmer, 1979).
3.4 Footprint Model Analysis365
Since the observation height of our measurement is about 80 m above ground level a366
footprint model is needed to know the source area of the turbulent eddies measured,367
which defines the area in the landscape the structure parameter corresponds to. The368
footprint area is calculated according to the model of Kljun et al (2015) which was369
amongst other things developed for airborne flux data. The footprint model is a two-370
dimensional parametrization based on the backward Lagrangian stochastic particle371
dispersion model LPDM-B. Further information are described in Kljun et al (2002).372
We calculated for all analysed flights the footprint of the flight track. The input pa-373
rameters are the turbulent wind vector, potential temperature, boundary layer height,374
flight altitude and surface roughness. The model approximated the distance between375
the receptor and the maximum contribution to the measurement by the peak location376
of the crosswind-integrated footprint (Kljun et al, 2015). Hence, the distance from377
the measurement point is where the maximum source is located.378
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For the HOM flights the maximum spatial extent and position of the surface area379
that is contributing to a airborne measurement was 400 m in the upstream direction380
of the prevailing wind direction. Since the surface patches of forest and farmland,381
which are below the flight tracks in Fig. 1), have length scales of several kilometres382
the fetch of HOM flights covered always exclusively the corresponding surface type.383
However, the lake Scharmu¨tzelsee has a longitudinal extent of about 2 km. The flight384
legs were parallel to the shore line, and close to the downstream shore line (e.g for385
westerly winds the leg was close the the eastern shore line). However, especially for386
strong westerly and easterly winds (Flights: HOM0529 1, HOM0529 1, HOM0613)387
the footprint area still remains very close to the upstream bank.388
The footprint of the HET flights is shifted relative to the flight leg, but still covers389
the same types of surface type as those present below the Helipod. The worst case390
is shown as an example for the flight HET0528 in Fig. 3. For that case the footprint391
model calculated the largest spatial extend for the surface area that is contributing392
to a airborne measurement, due to the highest mean wind speed and a low friction393
velocity u∗ of all HET flights. The displacement between footprint and measurement394
is up to about 350 m depending on the height above ground of the Helipod. The395
footprint is shifted to the north-east due to north-easterly wind. Since the main surface396
element’s (forest, farmland, lake) length scales (between 13.99 - 14.12°longitude) are397
between 2-4 km, hence the footprint still covers the same surface type. In addition398
the orientation of the surface patches is more aligned in north-south direction. A399
displacement in that orientation is thus not crucial when flying perpendicular to that400
main orientation as done for the HET flights, as the fetch remains similar.401














Fig. 3 Footprint (red) calculated by the footprint model from Kljun et al (2015) where the maximum
source is located for the flight measurement path (blue) for the flight HET0528 with mean wind speed of
6.2 m s−1 and wind direction of 52 °. For reference, the distance between to longitudinal line (e.g 14.00 to
14.10) is 3.4 km.
3.5 Internal Boundary Layer402
Beyrich et al (2006) noted that surface flux measurements at that lake were heavily403
distorted and non-representative due to the close vicinity of the shore and of high404
trees forming the shoreline. That fact must be considered in the evaluation. Flows405
over surface discontinuities can develop local internal boundary layers (IBL) down-406
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stream, when the change of surface properties are sharp enough or the size of the407
surface heterogeneity patch is large. A simple theoretical method shows that indeed408
the measurements over the lake could be influenced at 80 m by an IBL. Mahrt et al409





where CIBL was found to be 0.15 (Mahrt, 2000). For the most of HOM flights we411
found that σw ≈1.5 m s−1 and u≈ 4 m s−1. Lhet is the length scale of the new surface412
type (here it is the lake). The estimation of Lhet for the lake is not straightforward,413
and may vary with the direction of the mean flow (Platis et al, 2016). The Lagrangian414
time of an advected column over the lake surface is less for longitudinally flow than415
latitudinally flow, because the lake in the east-west direction is five times smaller than416
in the north-south axis. Hence, the horizontal length scale probably ranges between417
2 and 10 km. However, for the dataset of HOM flights, Lhet is even smaller, because418
the legs were close to the shore line. For the HOM flights over the lake, the distance419
between the upstream shore line of the lake and the footprint area (that is actual the420
distance an air column is advected over the lake before being measured) is only about421
1 km. The complete width of the lake does not matter. Therefore we assume Lhet to be422
about 1 km. Then, the downwind growth of zIBL is approximately 50 m. That means423
that the lake flights are probably above the IBL. Hence, we cannot exclude an influ-424
ence from the surrounding farmland and forest, in particular for HOM flights over the425
lake. We have to assume that the values of the flights close to the shore line are not426
representative. A better strategy is to fly perpendicular to the shore line, as done for427
the HET flights, where Lhet by the lake is at least 2 km resulting in zIBL ≥ 112 m. This428
implies that measurements at 80 m are influenced by the lake and should be analysed.429
Likewise this accounts also for all the other surface patches with a dimension at least430
greater than 2 km.431
4 Results432
4.1 C2T from Airborne Measurements433
The previous analysis from van den Kroonenberg et al (2012) will be extended with434
the current airborne dataset. In the first part we present results from C2T of the HOM435
flights and then compare these to the HET flights. Afterwards results ofC2Q, andCQT436
are added. In Tab. 2, C2T of all HOM flights are presented, however there are no data437
available on 29.05.2003, due to a malfunction of the temperature sensor. Each value438
represents the measured C2T over the whole flight leg for one single surface type.439
The average over all days ofC2T (the physical unit 10
−3K2m−2/3 is omitted here-440
after) over farmland is 3.6 (σ = 1.2) with minimum and maximum values between441
2.6− 6.2. The average over forest is 10.4 (σ = 3.6) with minimum and maximum442
values between 6.9− 18.8. The average over lake is 0.6 (σ = 0.4). Despite a high443
variation of C2T , a classification based on different surface types is possible. In gen-444
eral, C2T over forest is 2-3 times higher than over farmland here. Although the HOM445
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Table 2 Mean C2T , C2Q, and CQT of all analysed legs of the HOM flight pattern. Agriculture and Agricul-
tureR are over farmland and Forest and ForestR are over forest. The R implies this is a reversed leg. That
means the same flight track but flown in the opposite direction. Measurements during HET0529 1 and
HET0529 2 ofC2T and CQT are not available, due to a malfunction of the temperature sensor.
Leg / Name: HOM... 0529 1 0529 2 0530 1 0530 2 0602 0613 0614
C2T (10
−3K2m−2/3)
Lake NA NA 0.42 0.70 0.53 1.42 0.21
LakeR NA NA 0.45 0.40 0.72 1.28 0.20
Agriculture NA NA 3.24 3.85 6.22 4.26 2.18
AgricultureR NA NA 2.67 4.30 4.28 2.61 2.68
Forest NA NA 8.98 18.83 10.65 10.86 6.85
ForestR NA NA 7.00 13.68 10.06 9.44 8.15
C2Q (10
−3g2kg−2m−2/3)
Lake 0.27 0.48 0.52 2.21 4.05 2.09 0.50
LakeR 0.46 0.84 0.79 0.96 2.18 1.45 0.56
Agriculture 0.43 0.46 0.55 0.66 3.51 1.37 0.50
AgricultureR 0.28 0.54 0.63 0.63 1.58 1.04 0.45
Forest 0.10 0.11 0.66 0.23 2.48 0.87 0.36
ForestR 0.15 0.11 0.43 0.14 1.48 0.61 0.39
CQT (10−3K g kg−1m−2/3)
Lake NA NA 0.05 -0.26 -0.23 0.64 0.09
LakeR NA NA 0.08 -0.49 -0.29 0.78 0.26
Agriculture NA NA 0.83 0.92 2.39 1.745 0.825
AgricultureR NA NA 0.94 0.73 0.86 1.35 0.88
Forest NA NA 1.01 1.10 1.46 2.57 1.39
ForestR NA NA 0.69 0.53 0.42 2.01 1.34
Table 3 Surface sensible heat flux and surface latent heat flux measured during the Helipod HOM flights
campaign over agricultural land, lake and forest).
Leg / Name: HOM... 0529 1 0529 2 0530 1 0530 2 0602 0613 0614
Sensible turbulent heat flux in W m−2
Lake 10.5 -0.8 0.9 -4.0 -3.5 20.4 18.0
Agriculture 150.0 190.9 108.6 175.2 165.2 160.9 107.0
Forest 235.4 362.6 229.7 350.9 388.4 319.8 235.7
Latent turbulent heat flux in m−2
Lake 126.7 118.0 111.5 90.3 102.7 218.9 117.2
Agriculture 103.3 121.8 112.7 132.73 125.3 239.6 148.4
Forest 72.4 57.4 59.8 79.3 141.9 251.7 134.0
flight data may not be reliable over the lake (Sect. 3.4) due to blending effects from446
the surrounding forest and farmland these data show significant low values over the447
lake; C2T is about 20 times lower than over forest. Separation of the data into surface448
type classifications of C2T is valid for each single day, despite the fact that environ-449
mental conditions such as cloud cover changed almost every day. The high variation450
inC2T is explained by the strong surface fluxes variability caused by the different type451
of surface vegetation (Tab. 3). The table shows surfaces fluxes measured during the452
HOM flights over the three surface types. The sensible heat flux over forest is up to 3453
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times higher than over farmland and up to 2 orders higher than over the lake. Beyrich454
et al (2006) observed up to four times higher surface sensible heat flux over the forest455
than over farmland during the LITFASS2003 campaign. Over the water the sensible456
heat flux is close to zero or negative during the day. The stable stratification over the457
cold water during the day is suppressing turbulence. The measurement period of LIT-458
FASS2003 was in late spring, when the surface temperature of the lake still shows459
a minimum compared to the surrounding land (see Fig. 4). Similar to our results,460
Beyrich et al (2012) observed during the LITFASS-2009 campaign, that near-surface461
measured C2T differs by an order of magnitude between the different types of farm-462
land due to a different surface fluxes, caused by different status of the vegetation. In463
a subsequent study the direct relation between the airborne structure parameter and464
surface flux measurements should be analysed in more detail.465
The observation of C2T indicates that local effects of surface heterogeneity re-466
main preserved at the observation heights, which was also shown by Maronga et al467
(2014) in LES studies. Our in-situ observation agrees with the LES assumptions from468
Maronga et al (2014) and Maronga (2014), that C2T is highly correlated with the sen-469
sible surface flux. For the airborne observations it seems that blending effects reach470
higher than the Helipod observation height of about 80 m above the ground for the471
large surface patches with length scales up to 20 km.472
Observations also show that solar radiation has a direct influence on C2T . For ex-473
ample, we considered the morning flight and noon flight on 30May, 2003 (HET0530 1474
and HET0530 2) on this cloudless day, with low winds of 3 m/s from south-east. The475
first flight was performed between 1007 and 1219 local time (LOC). The second at476
1230 - 1430 LOC. Direct solar irradiance has its maximum during the time period of477
the second flight.C2T over forest are about 100%, over farmland 40% higher than mea-478
sured during morning. This effect is created by stronger solar radiation during noon479
time that generates strong convective turbulence over forest and farmland, accompa-480
nied by a maximum sensible surface flux (Tab 3) at noon during the diurnal cycle,481
hence the daily variation in the structure parameter is coupled here as well with the482
surface heat flux. Temperature variance increases with strengthening of convective483
turbulence, hence also the structure parameter intensifies. These observations con-484
firm the findings of a diurnal cycle by van den Kroonenberg et al (2012). However,485
measurements above the lake do not show this behaviour because the lake warms486
more slowly than the ground.487
488
The spatial series of C2T are along the HET flights crossed the whole LITFASS489
area from west to east, covering mixed heterogeneous surface with individual surface490
patches not greater than 2-4 km. In Fig. 4 the spatial series ofC2T for one single flight491
(HET0528) was calculated with different window sizes. The same variability in C2T492
is seen for each window size, but with stronger amplitude for the smallest (330 m)493
window. Since the surface length scales (which we want to investigate) are of the494
size of a couple of kilometres (e.g Llake= 2 km), the 600 m window seems to be an495
adequate compromise between surface length scale and error margin (as shown in496
Sect. 5) for the study. Likewise as for the HOM flights, low values of C2T are found497
over the lake and large values over forest and farmland, but a difference between498
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forest and farmland is not obvious for HET0528. Moreover a drop in C2T is also seen499
over the forest-farmland area between 14.10 - 14.12 °longitude. For this single flight500
leg, hence it is not clear if certain structure in the spatial C2T can be related to surface501
types. As already noted by Beyrich et al (2012) and Braam et al (2014) a separation502
of the effects of the statistical nature of turbulence like up- and downdrafts from those503
of the heterogeneity of the surface is necessary by averaging of several flights at the504
same level and track.505







































Fig. 4 Flight HET0528 track (upper panel) with mean wind speed of 6.2 m s−1 and wind direction of 52 °.
Spatial series of C2T of flight HET0528 calculated with three different window sizes (330, 600, 1200 m).
Surface temperature measured by Helipod (lower panel). For reference, the distance between to longitudi-
nal line (e.g 14.00 to 14.10) is 3.4 km.
For that, the normalized spatial series of the structure parameter averaged over the506
8 flights (AT ), as explained in Sect. 3.3, was calculated according to the methodology507
of the previous works from van den Kroonenberg et al (2012). It should be noted that508
the spatial average was calculated from 8 flights and each flight occurred under differ-509
ent environmental conditions. In general, for all 8 flights the weather was a very warm510
summer-day convective boundary layer with temperatures approximately 30°C at the511
ground and wind speeds always below 6 ms−1. However, cloud cover, soil moisture,512
wind magnitude and direction varied each day. A consideration of these forcing was513
made in by the normalization of the spatial series, but a different propagations of the514
flow due to changing wind conditions remains. The results are shown in Fig. 5, rep-515
resenting the averaged spatial series of the temperature structure parameter AT with a516
black line. The grey area represents the standard deviation of AT for each data point517
i, in order to demonstrate the variability over all flights.518
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Fig. 5 Spatial Series averaged over 8 flights for leg WE08. At the top the map is plotted with the flight
track (blue line) for one of the 8 flights. The coordinates of all other flight tracks differ only marginal.
Below is the averaged normalized spatial series AT , AQ, AQT , of the structure parameters and AR. The
grey area represents the standard deviation of the averaged normalized structure parameter for each data
point i (see Eq. 7). The red line in plot for AR shows the value 0.8 for RQT proposed by Fairall et al (1980b).
For reference, the distance between to longitudinal line (e.g 14.00 to 14.10) is 3.4 km.
AT demonstrates variability that is readily linked to surface changes. There are519
consistently higher values over the forest than the farmland, and low values over520
the lake. The spatial averaged series AT of 8 legs shows a clear signature of the521
temperature structure parameter variability along the flight path and is in agreement522
with the results from HOM flights. It was observed that maxima of AT occurred at523
the same position along a flight path during different flights, although still a lot of524
variability is apparent due to random up- and downdrafts and horizontal displacement525
caused by wind advection. For example, even if we subtract the maximum standard526
deviation, about 40% (grey area at 13.98°in Fig. 5), from the averaged AT ≈ 3 over527
forest, the averaged structure parameter over farmland between 14.12 - 14.13 (≈ 0.9)528
is still lower. Although a single flight is not able to separate random turbulence from529
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surface heterogeneity, an average of several flights shows promising results that C2T530
can be linked to different surface fluxes as long as the surface flux variation is large531
enough (e.g. forest and lake). Nevertheless a determination of exact quantitative C2T532
values according to a surface type is not possible. Furthermore, it is hard to tell for the533
HET flights if the underlying surface is farmland or forest, if surface length scales are534
below 2 km as for the areas between 14.00 - 14.02 and 14.13-14.15°. The strongest535
variation in C2T is caused by the lake. Since the lake has a low surface temperature536
(Tsurf < 25° Celsius), a correlation between lowC2T and low Tsur f should exist. In Fig.537
4 this correlation is verifiable.538
To conclude the results from HOM and HET flights, there is a strong indication539
that C2T measured at about 80 m above ground is influenced by surface heterogeneity540
even for smaller surface length scales around 2 km, although a clear distinction be-541
tween the variation of the structure parameter due to variations in the characteristics542
of the underlying surface amidst the noise due to turbulent variations is not possible.543
Nevertheless we could classify C2T according to each surface type by using the av-544
erage over 8 flights combined with the observations of HOM flights. To obtain even545
more meaningful results by means of an ensemble of aircraft flights, more flights are546
needed as already proposed by Maronga et al (2014). In contrast to van den Kroonen-547
berg et al (2012) and Beyrich et al (2012) we are able to relate C2T to distinct surface548
types with low values over the lake, moderate over farmland and high over forest.549
4.2 C2Q550
Table 2 shows the calculated value ofC2Q from HOM flights for each surface type. For551
clarity, the physical unit 10−3g2kg−2m−2/3 ofC2Q will be skipped. The average ofC
2
Q552
of all days for farmland is 0.9 with a standard deviation calculated over all legs with553
σ =0.8 and minimum and maximum values between 0.3−3.5. The average of forest554
is 0.6 (σ = 0.6) with minimum and maximum values between 0.1− 2.5 and lake555
1.2 with σ =1.0. We notice that for all flights forest has slightly lower values than556
farmland, but in general the analysis shows high fluctuations of the humidity structure557
parameter. A coupling between the underlying surface andC2Q is vague for the HOM558
flights. A direct relations to the latent and sensible surface heat flux is not obvious559
(Tab.3). Similar toC2Q the latent surface heat fluxes do not show a high variability. The560
values of C2Q on the 02.06 (flight HOM0602) are remarkably high. Especially values561
over forest are ut one order heigher than the days before. An explanation could be562
increased soil moisture, due to rainfall on the 31 May and 01 June. In addition, on563
that day the surface sensible heat flux is similar to the other days, but the latent surface564
heat flux over forest is about two times higher than on the days before. A larger latent565
high flux will increase the vertical gradient of the water vapour mixing ratio dQdz and566
therefore also fluctuations of Q. It seems that latent heat flux is able to increase the567
humidity structure parameter for this day.568
We extend the analysis ofC2Q with the HET flights. AQ is typically between 0.3-3569
and shows less variability than C2T (see Fig 5). The standard deviation σQ is large570
(grey area). This standard deviation is the time variation at a single spatial point,571
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over all 8 flights, which supports the observations of the HOM flights indicating high572
fluctuation of C2Q. Since each flight shows different values of the local C
2
Q at each573
point (due to e.g. different entrainment effects, soil moisture, latent heat flux on each574
day) along the flight leg, a large scatter causing a large standard deviation σQ is the575
consequence. Hence, the spatial series cannot be related to surface properties.576
One exception and contradiction to HOM flights is the sudden drop and broad577
minimum of AQ over the lake Scharmu¨tzelsee. Although similar low values of AQ are578
as well located over farmland in the eastern part of the flight leg, the drop over the579
lake could be seen in each single HET Flight (not shown). In order to check ifC2Q over580
lake and land are significantly different from each other, a most common statistical581
two-sample location test (Welch’s t-test, Brown and Forsythe (1974)) was used. Two582
samples were created, one with C2Q of the spatial series of each HET flight over the583
lake (14.04 - 14.06°longitude) and the second one over land. Applying the test on the584
two populations, a significant difference between lake and landC2Q is calculated by a585
99% significance level, despite the high fluctuation in C2Q. A 50% lower mean C
2
Q is586
observed over the lake.587
To explain the disparity between HOM and HET flights in C2Q, we take a closer588
look to the footprint (-model) of the HOM flights and the ABL dynamics. Apparently,589
C2Q is not low over the lake for HOM flights. As already suggested in Sect. 3.4 the590
flight track of HOM flights and its modelled footprint is very close to the shoreline591
of the lake. C2Q might be distorted and be non-representative here. However, results592
of C2T show a clear influence by the lake for the same flight track. As supported by593
many other studies (e.g. Roth and Oke, 1995; Sempreviva and Hjstrup, 1998; Albert-594
son and Parlange, 1999) there is a different behaviour of the passive scalar (water595
vapour) compared to the active scalar (temperature). Over heterogeneous landscape,596
water vapour flux and sensible heat flux have different source regions (Kustas and597
Albertson, 2003). Albertson and Parlange (1999) showed by means of LES that wa-598
ter vapour appeared to be carried more horizontally than sensible heat which was599
immediately carried upward by plumes under convective conditions. Therefore Ka-600
harabata et al (1999) claimed different footprint estimations for vapour (fluxes) and601
temperature (fluxes). The footprint model needs to predict differently the source area602
between the active and passive scalar. As far as to the authors’ knowledge, no exist-603
ing analytic footprint model (also one of the latest and most advanced by Kljun et al604
(2015) which is used in our study) is able to perform that. Bertoldi et al (2013) could605
show by LES and aircraft observation that the footprint of water vapour has a larger606
distance from the flight track than sensible heat. Bertoldi et al (2013) concludes that607
sensible heat at aircraft altitude appears to be in phase with the surface, whereas la-608
tent heat presents a more complicated connection to the surface. This could be an609
explanation accounting for the difference between C2Q and C
2
T in our observations,610
explaining for the discrepancy between our HOM and HET flights. The source area611
of the HOM flights for water vapour is not over the lake, but over the surrounding612
farmland and forest. However, one should keep in mind that the land surface cou-613
pling is very hard to understand and explain, specially for moisture. Entrainment and614
soil properties play a crucial role there as well, for example the amount of water in615
the soil also alters the moisture turbulent flux.616
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LES results by Maronga et al (2014) and Cheinet and Cumin (2011) suggest that617
C2Q is decoupled from the surface flux even at low levels which is ascribed to the618
entrainment of dry air at the top of the boundary layer and is not following MOST.619
Our airborne observations ofC2Q confirm these findings. A proper coupling to surface620
features as done for C2T is not possible, except for the lake. Maronga et al (2014) did621
not apply their LES to a sharp land-water discontinuity. Possible this sharp change in622
surface sensible heat fluxes from positive to negative values over the lake (Beyrich623
et al, 2006) and the sufficient extent of the lake Scharmu¨tzelsee might have caused the624
reduced values ofC2Q at around 80 m height during convective conditions, despite the625
strong and dominant effect by entrainment. To better distinguish the superimposition626
of different effects on C2Q, we tried to correlate C
2
Q with the vertical wind speed.627
Maronga et al (2014) perceived high values of C2T inside updraft plumes (w ≥ 0.3628
m s−1) and low C2T outside. Braam et al (2014) found larger structure parameter629
values in upward motion and smaller in downward motion. We checked that as well630
forC2Q andC
2
T (not shown). ForC
2
Q a weak tendency for updrafts with a larger vertical631
velocity w is existing, though higher C2T values appear to have a better and stronger632
correlation to higher positive and negative vertical speed.633
In nature, many effects superimpose each other. A distinction of these effects,634
such as the decoupling from surface and entrainment effects, has to be the challenge635
in up-following campaigns and studies. In general, we observed no correlation forC2Q636
to a surface type, independent on the surface length scale, except for the sharp water-637
land discontinuity. AsignificantC2Q drop is observed there at 80 m observation height.638
Simultaneous flights at different levels under similar atmospheric conditions and LES639
are indispensable. A following study will investigate the lake-land discontinuity on640
active and passive scalars in more detail as well.641
4.3 CQT and RQT over heterogeneous surface642
The combined structure parameter can be positive or negative. Comparing the mean643
values of HOM flightsCQT (Tab. 2), a surface coupling for forest and farmland seems644
not to be possible, but for the lake. Values are always lower over water than over land.645
The pattern of CQT correlates more with C2T than with C
2
Q. The dominating contribu-646
tion for CQT is done by the temperature signal, since C2Q varies little relative to the647
noise level. Since the lowest values of CQT (HOM flights, see Tab. 2) are reached648
over the lake, the footprint is located over the water for the HOM flights. The re-649
sults of AQT (HET flights) of the averaged spatial series of HET flights, see Fig.650
5, matches the results of the HOM flights. A significant drop is observable along651
the flight track (Fig. 5), which corresponds to the lake Scharmu¨tzelsee. It was mea-652
sured for all flights, which is also expressed by its low standard deviation. Two flights653
(HOM0530 2 and HOM0602) show even negativeCQT over the lake, which reassure654
the lake footprint for CQT . On these two particular days the highest boundary-layer655
tops during the whole campaign were measured around 2000m and above. Since the656
wind speeds were very low, the footprint of the lake was observed clearly even at657
80 m. These observations of negative CQT over the lake match to the results from Li658
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et al (2012). They demonstrated by field experiments, that for negative sensible sur-659
face flux forcing CQT is as well negative. This behaviour corresponds to the known660
characteristics of the turbulent surface fluxes which normally show a downward sen-661
sible heat flux over water at day while specific humidity is transported upward in662
many cases (Beyrich et al, 2006) due to the stable stratification over the cold water663
as mentioned previously and is seen in Tab. 3 as well. Over land, typically,CQT has a664
characteristic diurnal cycle: the correlation between humidity and temperature fluc-665
tuations is high and positive during day time, and negative during night time (Lu¨di666
et al, 2005).667
According to the method of Li et al (2012), we can calculate from Eq. 2 the value668
of RQT by using the airborne measurements of CQT ,C2Q and C
2
T . HOM flights (cal-669
culated by the values of Tab. 2) show similar RQT over farmland and forest. RQT is670
approximately 0.7 over forest and farmland with a standard deviation of σRQT = 0.1.671
All three measured structure parameters are positive, thus RQT is positive. Over lake672
RQT is positive for all used data except for the flights with negative CQT as men-673
tioned above. For all positive correlations RQT ≈ 0.4 with σRQT = 0.2. The negative674
correlated flights show the similar absolute value of |RQT |= 0.4 over the lake.675
In Fig. 5, the averaged spatial series of RQT over eight flights is plotted along the676
corresponding flight legs (black line). It is derived from 2 and defined similar to the677









The brackets ⟨⟩ represent the average over the 8 flight legs. Note that the magnitude679
of the right hand side term is given here, since RQT is negative over lake for 3 flights.680
ARi is in the range of 0.6, hence below the red line (with the common literature681
value of 0.8 (Fairall et al, 1980b; Beyrich et al, 2005; Meijninger et al, 2006)) for682
many of the data points. The standard deviation of ARi (grey area) is around 0.2683
throughout most of the flight leg. Strikingly, the maximum value of ARi is only 0.9684
and always less than unity. Over the lake ARi shows lower values between 0.4 and685
0.6 than over land surface. In general, combining results from HOM and HET flights,686
RQT is in the range between 0.4 and 1.0 along the flight track but it was not possible687
to assign the variability to surface types, although there is weak indication that values688
with the underlying lake are lower.689
The analysis reveals that RQT is smaller than unity for most of the data, in con-690
trast to the assumptions in Monin-Obukhov similarity theory. Other field experiments691
confirm our airborne observations results. Fairall et al (1980b) observed a value of692
RQT = 0.8. Beyrich et al (2005); Meijninger et al (2006) found typical values be-693
tween 0.7 and 0.9 in a convective boundary layer. Li et al (2012) observed in their694
experimental study a large scatter of RQT and values less than unity. However, viola-695
tion of MOST is small as long as |RQT |> 0.7 (Meijninger et al, 2006). If |RQT |< 1,696
there is a discrepancy between the two similarity functions of C2Q and C
2
T (Li et al,697
2012; Maronga, 2014). Maronga (2014) observed if entrainment is significant, there698
is a dissimilarity between the transport of heat and moisture, because C2Q does not699
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follow any more MOST (as already discussed in Sect. 4.2) resulting in RQT lower700
than unity.701
Especially under weakly convective conditions, which is valid over the lake (Beyrich702
et al, 2005), a reduced surface heat flux narrows the importance of surface forc-703
ing/parameters. Our measurements were performed at around 80 m above ground704
at a height where larger eddies exist than close to the surface. Since the sources705
of heat and moisture fluxes into the atmosphere at the surface are not identical,706
these larger eddies may have a different structure for temperature and humidity thus707
decreasing the correlation between their fluctuations. That allows large-scale pro-708
cesses from an outer layer that produces entrainment and non-local effects like non-709
stationarity or advection to become more important (Li et al, 2012). Further Moene710
and Schu¨ttemeyer (2008) expect the strongest decorrelation of temperature and hu-711
midity at the transitions between two surface types (where the contrast between the712
patches increases, e.g. land and lake).713
The consequence is an increase in the footprint by the outer layer causing then714
a decorrelation between temperature and humidity especially for the lake (Li et al,715
2012). These findings are consistent and support our airborne observations of dispar-716
ity in the footprint signals at the lake site between C2Q and C
2
T as discussed in Sect.717
4.2. Further, the results of low RQT over the lake indicate that a violation of MOST is718
possible.719
5 Conclusions720
The turbulent structure parameters for temperature C2T and humidity C
2
Q and their721
cross-structure parameter CQT were investigated by using Helipod flight data col-722
lected in the CBL. The Helipod measured these parameters on flights of up to 20 km723
length over heterogeneous terrain and close to the ground. This is normally not fea-724
sible with a common manned aircraft or unmanned air vehicles due to restrictions on725
legal permissions. The close-to-ground flights measured data in CBL surface layer726
over heterogeneous surfaces of different types including forest, lakes and farmland.727
We showed that the Helipod was able to measureC2Q andCQT in a daytime convective728
boundary layer, extending measurements of C2T , as already done in a previous study729
by van den Kroonenberg et al (2012). Two types of flight pattern were used to observe730
the behaviour of the structure parameter over heterogeneous surface.731
The homogeneous flights (HOM) were used to calculate the structure parameter732
over the entire flight leg, in order to derive a structure parameter characterizing one733
surface type. This method allows a classification of all three structure parameters734
for each surface type. In order to compute spatially resolved series of the structure735
parameter, heterogeneous (HET) flights were analysed with a track over a mixed736
surface and including different surface types.737
Variability of C2T was explained by the strong surface fluxes variability caused738
by the different type of surface vegetation. There is a strong indication that C2T mea-739
sured at about 80 m above ground is influenced by surface heterogeneity even for740
smaller surface length scales such as the 2 km wide lake, althoughC2T variability is as741
well attributed to random turbulence. A clear distinction between the variation of the742
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structure parameter due to variations in the characteristics of the underlying surface743
amidst the noise due to turbulent variations is not possible. Nevertheless we could744
classifyC2T according to each surface type. The highest values ofC
2
T were found over745
forest patches. Lower values were found over lake and moderate values over farm-746
land. Hence, C2T measured at about 80 m above ground is associated with surface747
heterogeneity and confirms finding from van den Kroonenberg et al (2012) and LES748
studies by Li et al (2012); Maronga et al (2014). In general, values over forest were749
one order larger than over farmland and two orders larger than over lake.750
To our knowledge this is the first study investigating a variability of CQT and C2Q751
over heterogeneous terrain experimentally. The C2Q and CQT behave very similar but752
behave more complex compared to C2T . Our data suggest that C
2
Q is decoupled from753
the surface flux even at low levels which is ascribed to the entrainment of dry air at754
the top of the boundary. A direct relation to latent surface heat fluxes is not possi-755
ble. These in-situ observation support as well findings from LES studies by Li et al756
(2012); Maronga et al (2014); Maronga (2014). An exception is the sharp water-land757
discontinuity. A significant difference betweenC2Q over lake and land is calculated by758
the Welch’s Test with a 99% significance level, despite the high fluctuation in C2Q. A759
50% lower mean C2Q is observed over the lake. Possible this sharp change in surface760
sensible heat fluxes from positive to negative values over the lake might have caused761
the reduced values ofC2Q at around 80 m height during convective conditions In order762
to investigate a more direct relationship between airborne structure parameter and763
surface fluxes, the structure parameters should be for example deduced from surface764
flux measurements for all these surfaces and tried to be up-scaled to flight altitude in765
a follow-up study.766
A disparity is observed between HOM and HET flights for C2Q. HOM and HET767
flights show a clear footprint of the lake in C2T , but only HET flights show the lake768
footprint inC2Q. The footprint of water vapour covers a larger distance from the flight769
track than sensible heat. Hence,C2T at aircraft altitude appears to be in phase with the770
surface, whereas the footprint of C2Q at the observation height is not any more over771
the lake but over the surrounding land.772
Since the Helipod proved the reliability to measure C2T , CQT and C
2
Q, we were773
able to calculate temperature-humidity correlation coefficient RQT . RQT was in the774
range between 0.4 and 1.0 along the flight track over heterogeneous terrain similar775
to findings from Beyrich et al (2005); Fairall et al (1980b). Combining all flights,776
RQT was on average approximately 0.7. Assigning the RQT variability to underlying777
surface types was not possible, however there was indication that values with the un-778
derlying lake were lower. The results show RQT is much less than unity for most of779
our measurements, in contrast to the assumption of unity in Monin-Obukhov simi-780
larity theory, but violation of MOST is small as long as RQT > 0.7 (Meijninger et al,781
2006). These observations agree well with LES studies from Li et al (2012); Maronga782
(2014). A dissimilarity between the transport of heat and moisture (|RQT |< 1) might783
be caused by significant entrainment as reported by Maronga (2014). A new flight784
strategy with many flight legs over the same track on one day would achieve more785
statistically significant results.786
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Appendix 1966
5.1 Calculation of structure parameter967
The method follows the ’direct’ classical method (Tatarskii (1971); van den Kroo-968
nenberg et al (2012)) by using the structure function, with S as generic scalar, which969
can be replaced by the water vapour mixing ratio Q or temperature T :970
C2S = ⟨DS(r)r−2/3⟩rmin,rmax (10)
C2S is a proportionality factor in the 2/3-law expression (Kolmogorov, 1941) for971
the structure function. Therefore, it is only valid within the inertial subrange of locally972
isotropic turbulence (Wyngaard et al, 1971). Since DS(r) can be interpreted as being973
proportional to the turbulent energy at scale r, the factorC2S is a direct measure for the974
turbulence energy of the flow over all scales in the inertial subrange. Thus, the inertial975
subrange is displayed as a horizontal plateau in a plot ofD(S) ·r−2/3 versus r (van den976
Kroonenberg et al, 2012). The inertial subrange is defined between two boundaries977
rmin and rmax, in between which the the structure function is averaged in order to978
obtain the structure parameter. The scale of the inertial subrange of quasi-isotropic979
turbulence is typically from a few millimetres to a few hundred metres (depending980
on height above the surface, boundary-layer depth etc.). The transition to the dissi-981
pation range is presented by the lower limit, below which turbulence is destroyed by982
dissipation and viscous forces become significant.983
For the humidity the Helipod sensors had limited response and could not resolve984
the smallest scales. We set rmin based on the clear drop off observed in Fig. 6, at scales985
smaller than 4 m. The scales at which there is transition to the production range is986
represented by the the upper limit rmax. It depends on thermal stratification, boundary-987
layer height, and on the distance to the ground or the nearest stably stratified layer988
(Lumley and Panofsky, 1964). However, the prediction of the precise value of the989
upper limit rmax in a power spectrum or structure function is difficult. We found990
for all flights, the section between rmin = 4 m and rmax = 30 m to be part of the991
inertial subrange. In Fig. 6 the limits rmin = 4 m and rmax = 30 m are plotted for992
a typical normalized humidity structure function measured by the Helipod (black993
vertical lines). For C2T , the inertial subrange was found to be between rmin = 2.5994
m and rmax = 25 m, in agreement with van den Kroonenberg et al (2012), and for995
CQT betwenn rmin = 20 m and rmax = 40 m. A very detailed explanation of how to996
calculate the structure parameter by applying this method can also be found in Platis997
et al (2015).998
To analyse the influence of surface heterogeneity on the structure parameter, a999
spatially resolved calculation of the structure function is required. Hence, DS(r, i) is1000
calculated along smaller flight sections (sub-legs) of a window-length W along the1001
whole flight leg at every data point i. In general three steps are needed to obtain the1002
local structure parameter:1003
– We take a sub-sample of lengthW with N data points along the whole flight leg1004
at every data point i.1005
– DS(r, i) is calculated for this sub-leg of lengthW (Eq. 3) at each data point i.1006
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– C2S(i) is obtained by averaging over the inertial sub-range of DS(r, i) in between1007
the boundaries rmin and rmax.1008
























Fig. 6 Normalized structure function of the water
vapour mixing ratio and the standard error (grey
area). The red line represents the mean value in
the section between rmin = 4 m and rmax=30 m
which isC2Q. The black dashed lines are ±σC2Q .

















window size = 600m
Fig. 7 Relative standard error SEDQ(r)/DQ(r) in %
forr = rmax . The window size of 600 m is marked
with a red line. The error is below 10% for a 600 m
window size.
5.2 Standard Error1009
In order to define a minimum length of the sub-legsW , the statistical error is calcu-1010





· fs , (11)
where vgs ≈ 40 m/s is the ground speed of the Helipod and fs the sampling frequency,1013
which was 100 Hz. With the method proposed by van den Kroonenberg et al (2012),1014
for a fixed lag r(n) the statistical standard error of the average of the structure param-1015
eter SEDS(r) calculated alongW is estimated by1016
SEd(n)(r) =
σd(n)√
N−n =: SEDS(r) (12)
where n is the number of data points included by certain lag r and σd(r) is the standard1017







d(i,r) =: DQ(r) , (13)
with1019
d(i,r) = [S(xi)−S (xi+ r(n))]2 . (14)
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In Fig. 6 the normalized structure function for the humidityDQ(r) is plotted including1020
the standard error SEDQ(r) (grey area) for a sub-leg length of window sizeW = 20001021
m (N = 5000 data points). The error increases in the inertial sub range with increasing1022
r. Since we are only considering data for C2Q between rmin and rmax, the maximum1023
error occurs at rmax =30 m with a relative standard error SEDQ(rmax)/DQ(rmax) of 5%1024
at lag rmax.1025
The standard error (12) is a function of the data record length N of the sub-leg,1026
the lag r(n), and the standard deviation σd(n) of the data series di(n) in (14).1027
Fig. 7 displays the decrease in the relative standard error with increasing window1028
sizeW (increasing N) for a representative case on 30 May, 2003 at 11:00 UTC Flight1029
HET0530 2). Due to restrictions on computational time, only window sizesW from1030
0 to 2000 m were calculated with an interval of 25 m. The error SEDQ(r) should be1031
below a certain threshold (e.g 10 %) marked here with a grey area. For a window1032
size greater thanW ≈ 500 m this criterion is fulfilled. Furthermore forW greater than1033
500 m the record size N is large enough to ensure that σd(n) decreases for increasing1034
N. The window length also takes into account the sizes of the turbulent eddies. In1035
order to measure all relevant scales of the inertial subrange, the lengthW (N) of sub-1036
legs (with record size N) should be larger than the integral length scale I. To gain1037
better statistics for these scales,W should be at least twice the integral length scale,1038
W ≈ 2 · I. The largest integral length scale I from all selected flights was calculated1039
to be about 300 m (not shown). Thus, for this study, a window size of N = 15001040
data points was selected to calculate the spatially resolved structure parameter, which1041
corresponds to a window size ofW = 600 m.1042
5.3 Standard Deviation of C2S in the inertial sub-range1043
When calculating C2S from the structure function, there is an additional source of un-1044
certainty. The structure parameter is calculated by the mean value ⟨DS(r)r−2/3⟩rmin,rmax1045
(plateau value, see e.g Fig. 6) of the normalized structure function between rmin and1046
rmax, here done for the humidity Q. This average value has a standard deviation σC2S ,1047
displayed in Fig. 6. The red line represents the average value and the black dashed1048
lines mean ±σC2S . The relative error of C
2








It describes the uncertainty in C2Q, since the plateau is not flat. REC2Q decreases with1050
increasing window size W and is about 10 % for W = 600 m and below 1% for1051
W > 2000 m (not shown). Since REC2Q and SEDQ(r) are on the same order of about 101052
% of DQ(r) (the width of they grey band in Fig. 6 is in the same order as REC2Q), the1053
error does not play a role. REC2Q . For C
2
T and CQT we obtain the same order of error1054
(not shown). Therefore, we will always accept an error inC2S of 10% for aW = 600m1055
window for the Helipod measurement. In the analysis in Sect. 4 we can neglect both1056
errors since variability due to random turbulence and surface influence a much larger.1057
