We propose a model-based clustering method for populations of networks that describes the joint distribution of a sequence of networks in a parsimonious manner, and can be used to identify subpopulations of networks that share certain topological properties of interest. We discuss how maximum likelihood estimation can be performed with the EM algorithm and study the performance of the proposed method on simulated data. We conclude with an example application to a sequence of face-to-face interaction networks measured in an office environment.
Introduction
The last decades have witnessed a growing interest in the analysis of relational data. Typically, these data come in the form of a network specifying a list of relations (edges) between individuals or objects (nodes), which is then represented by means of a graph. Networks have been devised and studied in many fields, including sociology (Moreno, 1934; Snijders, 2011) , medicine (Klovdahl, 1985) , biology (Barabasi and Oltvai, 2004; Signorelli et al., 2016) and political science (Cranmer et al., 2014) . In some applications, relations between individuals or objects are observable and a network can be obtained directly from the observed data; in other cases, relations cannot be observed directly but have to be inferred from the data. Irrespective of whether a network is the result of direct observation or of an inferential process, the analysis of networks long represented a challenging task that limited the practical applicability of network science to a single network of modest size. However, increased computing capacities, alongside with technological advances such as the development of sensor-based measurements, the diffusion of functional magnetic resonance imaging and of high-throughput technologies, or the advent of social media, have multiplied the availability of relational data, fostering the analysis of larger networks. Statistical modelling of social networks (Snijders, 2011) has been carried out focusing on various aspects of network topology, such as their degree distribution, network statistics or the presence of community structures. This has resulted into the development of a range of statistical network models, that include the p 1 and p 2 models (Holland and Leinhardt, 1981; van Duijn et al., 2004) , stochastic blockmodels (Holland et al., 1983; Wang and Wong, 1987; Airoldi et al., 2008) , exponential random graph models (ERGMs, Frank and Strauss 1986) , latent space models (Hoff et al., 2002) and the family of log-linear models introduced by Perry and Wolfe (2012) . The increasing availability of relational data has also encouraged the collection of several instances of the "same" network. One example is given by longitudinal sequences of networks, where each network in the sequence represents a snapshot of the network at a given time point, the sequence thus representing the evolution of a system over time. Cross-sectional sets of networks have been considered as well: in this case, each network can be associated to a different statistical unit and one might want to assess similarities and differences between units by comparing their associated networks. A further example is given by multilayer networks, collections of networks that represent different types of relations between the same set of nodes. Most of the research in this field has focused on the dynamic evolution of a network. Snijders (2001) proposed a stochastic actor-oriented model where the decision to create or dissolve an edge is based on some covariates, as well as on the current state of the network. Hanneke et al. (2010) introduced a dynamic extension of ERGMs, known as Temporal Exponential Random Graph Model (TERGM). An extension of the Latent Space Models for dy-namic networks has been proposed by Sewell and Chen (2015) . Matias and Miele (2017) , instead, developed a dynamic stochastic blockmodel that allows group membership of units to vary over time. Statistical modelling of cross-sectional sequences of networks, often referred to as populations of networks, is more recent. Durante et al. (2016a) proposed a non-parametric Bayesian approach to characterize the distribution of the population of networks, rather than that of each network instance, and Durante et al. (2016b) applied this approach to the comparison of networks representing cosubscription of services in different agencies of an insurance company. The availability of network sequences poses new challenges to statisticians. Clearly, modelling each network separately does not appear an effective strategy: irrespective of whether the sequence is temporal or cross-sectional, we expect networks therein to be similar to a certain degree, so that modelling the networks jointly would allow to borrow information among them. Besides, by jointly modelling the network sequence one can achieve a much more parsimonious representation than by repeating separate analyses of each network. In particular, it seems reasonable to specify a joint statistical model capable of quantifying similarities and differences between graphs. The aim of this paper is to propose a novel strategy for jointly modelling sequences of networks, and to cluster the networks therein, that relies on mixtures of generalized linear models. Mixtures of generalized linear models (Grün and Leisch, 2008) on the one hand perform model-based clustering and on the other hand allow to estimate various network models (such as, for example, the p 1 and p 2 models and stochastic blockmodels). In Section 2 we discuss how mixtures of generalized linear models can be employed to perform model-based clustering of networks. Model estimation is considered in Section 3, where we propose an implementation of the ExpectationMaximization (EM) algorithm for graph clustering. The performance of the proposed method is assessed in Section 4, where we consider different network models and vary the size and the number of graphs, as well as the number of subpopulations of graphs. An example application is illustrated in Section 5, where we consider daily interaction networks between employees of the French Institute for Public Health Surveillance. We consider a sequence of K graphs S = {G 1 , G 2 , ..., G K }, where each graph G k = (V, E k ), k ∈ {1, ..., K}, defines a specific set of edges E k between a set of v vertices V . We represent the sequence S with an array Y of dimension v ×v ×K, where each horizontal slice Y k is the adjacency matrix of graph G k . Therefore, an entry Y k ij in Y refers to the presence (or intensity) or absence of edge (i, j) in the k-th graph G k . In this paper, we focus on cases in which each G k is undirected and Y k ij is either binary or a count. In principle, one could imagine that each graph G k is drawn from a different distribution f (Y|θ k ), k ∈ {1, ..., K} with parameter vector θ k :
In the presence of many networks, however, this would result in a cumbersome modelling exercise, yielding K different models obtained from separate analyses of each graph. Since each graph is defined on the same set of vertices, it is natural to consider models with additional structure. In this paper we consider the existence of clusters of graphs with similar f (Y|θ k ): if any such cluster exists, we would like to borrow information among graphs within that cluster, so as to estimate a joint model within the cluster rather than many separate network models. As a result, we assume that the sequence S arises from M ≤ K subpopulations of graph models, each with probability density function f (Y|θ m ) , m ∈ {1, ..., M }. We denote by Z k ∈ {1, ..., M } the identifying label of graph
, if graph G k belongs to the m-th subpopulation S m . Since it is unknown which graph belongs to which subpopulation, the identifying labels Z = (Z 1 , ..., Z K ) are latent. Therefore, we view each graph in the sequence as a random draw from a mixture model whose components are the densities f (Y|θ m ):
with mixing proportions π m = P r(Z k = m), m ∈ {1, ..., M } denoting the prior probabilities that a graph belongs to the m-th subpopulation S m . Clearly, we assume π m ≥ 0 ∀m ∈ {1, ..., M } and 
2.2 Specification of the components of the mixture
The way in which the densities f (Y|θ m ) in Equations (1) and (2) can be specified depends on the relevant properties that one would like to consider in the analysis. If, for example, one would like to cluster a sequence of binary graphs based on similarities in their degree distributions, f (Y|θ m ) can be specified as a p 1 or a p 2 model (Holland and Leinhardt, 1981; van Duijn et al., 2004) . If a partition of vertices into groups or communities is available and the probabilities of interaction between vertices are believed to depend on group memberships, a stochastic blockmodel (Holland et al., 1983) can be employed to specify f . If both the degree distribution and community structure are deemed relevant, different types of degree-corrected stochastic blockmodels (Wang and Wong, 1987; Signorelli and Wit, 2018) can be considered. If, instead, one would like to cluster graphs based on the values of network statistics that reflect socially relevant patterns of interaction (for example, transitivity), one can consider exponential random graphs (Frank and Strauss, 1986) . In this paper we focus our attention on network models that assume edges to be conditionally independent, so that their likelihood can be specified as that of a generalized linear model. The motivation of choice is two-fold. The first reason is that a wide range of network models (including the p 1 and p 2 models, stochastic blockmodels, degree-corrected stochastic blockmodels and the family of log-linear models introduced by Perry and Wolfe (2012)) can be specified as generalized linear models (GLMs, McCullagh and Nelder 1989) . The second reason is computational: mixtures of generalized linear models can be estimated efficiently and this aspect is crucial for the estimation of mixtures of network models, which we will base on iterative algorithms that can require several iterations and, thus, can be computationally burdensome.
Therefore, we shall specify the mixture model in (1) as a mixture of generalized linear models (Grün and Leisch, 2008) by assuming that the value of each edge y k ij is drawn from from an exponential family distribution and that a transformation of the conditional expectation of Y k ij is linear in the parameters:
Model estimation
We propose to estimate the unknown parameter vector Θ with maximum likelihood. Since the likelihood function L(Θ|Y, Z) in equation (2) depends both on the observed graphs Y and on the unobserved vector Z, in Section 3.1 we describe how maximum likelihood estimation can be performed by implementing the EM algorithm.
EM algorithm
The EM algorithm (Dempster et al., 1977) represents a popular choice for the estimation of mixture models. The algorithm allows the maximization of a likelihood L(θ|y, z) in the presence of latent labels z, and it consists of successive iterations of two steps, respectively called the expectation (E) and maximization (M) steps. The expectation step requires the computation of the conditional expectation of the likelihood L(θ|y, z) given the current estimate of θ and the observed data y, whereas the maximization step updates the parameter estimates by maximizing the expected likelihood determined in the E step. We propose the following implementation of the EM algorithm for the maximization of (2): 1. choose a starting point for the algorithm made by the initial probabilities p 3. for i = 2, 3, ... until convergence is reached: 
Simulations
In this Section we evaluate the performance of the proposed clustering method with respect to network size (represented by the number of nodes v), the number of networks K and the number of subpopulations M . We focus on how the computing time and the purity of the clusters are affected by these parameters. We begin by considering two parsimonious models, the p 1 model in Section 4.1 and the stochastic blockmodel in Section 4.2. We conclude our simulations by considering a more general, unconstrained network model that contains as many parameters as edge pairs (Section 4.3).
In every simulation we consider a populations of K undirected binary graphs with v vertices, subdivided into M subpopulations of equal size. Therefore, the presence of an edge between node i and j in graph G k follows a Bernoulli distribution with probability π Z k ij , which depends on the subpopulation Z k which graph G k belongs to. We consider 10 different starting points for the initialization of the EM algorithm, and select as solution the one with the highest maximum likelihood. Each simulation is repeated 10 times; we summarize the computing time and accuracy over the repetitions by reporting the mean of computing time and of purity, alongside with their first and ninth decile.
p 1 model
In social network analysis, the popularity of individuals is often regarded as one of the possible determinants of the formation of relations between individuals in a network. This reflects the idea that in certain social settings, individuals may be more likely to relate to popular individuals than to isolated ones: for example, if you live in a small village in the heart of the Alps, you are more likely to interact with popular figures such as the mayor and the priest, rather than with a woodsman who lives in a remote cottage in the middle of the woods. This idea is at the basis of the p 1 model (Holland and Leinhardt, 1981) , which assumes that the probability of an edge between any two nodes i and j depends only on the expected degrees of the two nodes: rapidly with the number of vertices (Figure 1 ). Thus, it will typically be easier to cluster larger graphs. On the other hand, the right-hand plot in Figure 2 shows that purity is not affected substantially by the number of graphs considered, and that it is possible to achieve a satisfactory purity already with a rather small number of graphs. Finally, Figure 3 highlights how purity decreases with M ; a result, this, that makes intuitively sense, since it can be expected that the higher the number of classes is, the harder a classification problem will be.
Stochastic blockmodel
Besides popularity, group membership of nodes is another factor that can shape the way in which relations are formed. Real networks often feature the presence of "communities" of nodes, whose members are highly connected with each other, and tend to form sporadic connections with members from other communities. For example, it has been observed that Parliamentarians tend to collaborate more frequently with members from their same parliamentary group, rather than with those from other political groups (Signorelli and Wit, 2018) . In general, group membership typically induces a "community structure" in networks, wherein nodes from the same community are closely tied to each other and sporadically linked to nodes from other communities. The effect of community membership on the formation of relations is usually modelled with stochastic blockmodels (Holland et al., 1983; Wang and Wong, 1987) . Let P denote a partition of V into p < v groups and denote by C : V → P a community-assignment function, so that C(i) is the community that node i belongs to. In stochastic blockmodels, the probability of an edge between nodes i and j depends on the communities that the two nodes belong to:
In Equation (3), the probability of a relationship between any two individuals depends only on their group membership; because this assumption is likely to be unrealistic in many real networks, several extensions of this basic model have been proposed (including the degree-corrected blockmodel of Wang and Wong (1987) , which we will introduce in Section 5). Here, however, we focus on the simpler blockmodel in Equation (3) without loss of generality, and we fix to p = 3 the number of communities in each blockmodel. Similarly to Section 4.1, we study the performance of our method with respect to v in simulation D (where v ∈ {6, 9, 12, ..., 39}, K = 50 and M = 2), to K in simulation E (where K ∈ {8, 12, 16, ..., 60}, v = 20 and M = 2) and to M in simulation F (where K ∈ {2, 3, 4, ..., 7}, v = 30 and K = 10M ). The results of the simulations are represented in Figures 4, 5 and 6. It can be observed that, differently from Section 4.1, the computing time is here linear not only in K and M , but also in v. The reason is that whereas for the p 1 model the number of parameters increases with v, for the stochastic blockmodel the number of parameters depends on the number of communities, but not on v.
Once again, the accuracy of the clustering increases rapidly with the number of vertices v and it decreases with the number of subpopulations M , whereas it is not affected substantially by the number of graphs K. 
Unconstrained network model
In Sections 4.1 and 4.2 we have introduced two simple and popular statistical network models that can employed to model commonly observed features of real networks such as heterogeneity in node degrees and community structure. These models comprise a number of parameters that is considerably lower than the number of nodes pairs and, thus, they allow a parsimonious description of networks; however, often in reality these models could be too simplistic. It may thus be necessary to specify more complex statistical models to improve model fit and to achieve a more realistic description of the crucial features of a network. For example, it is possible to combine the aforementioned models to account for multiple network features at the same time. To our knowledge, the first example of such an approach was given by Wang and Wong (1987) , who proposed a degree-corrected stochastic blockmodel that combines the p 1 model and the stochastic blockmodel (we will discuss this more in detail in Section 5). It is clear that the specification of more realistic models requires a larger set of parameters, which in turn will increase the complexity of maximum likelihood estimation of model (1) ij unconstrained. It represents the most complex network model that can be specified to model relations within a network and it does not make restrictive assumption about which factors affect the creation of edges. Also for this model we study the performance of the clustering method with respect to the number of vertices v in simulation G (where v ∈ {4, 6, 8, ..., 20}, K = 50 and M = 2), the number of graphs K in simulation H (where K ∈ {8, 12, 16, ..., 60}, v = 20 and M = 2) and the number of subpopulations of graphs M in simulation I (where K ∈ {2, 3, 4, ..., 7}, v = 20 and K = 10M ). As the left-hand panel of Figure 7 shows, the computing time is roughly cubic in v. This is due to the fact that for the model considered here, the number of parameters increases quadratically with v. Once again, the computing time is instead linear in K and M (Figures 8 and 9) . Coherently with the observations from the p 1 model and the stochastic blockmodel, the purity of the estimated clusters increases quickly with v, decreases with M and is not much affected by K. 5 Clustering of face-to-face interaction networks in an office environment
In this Section we illustrate an application of our network clustering method to real data on face-to-face contacts in an office building collected by Génois et al. (2015) . In this study, the employees of the French Institute for Public Health Surveillance (InVS) were asked to wear sensors capable of measuring face-to-face interactions that lasted at least 20 seconds. Measurements were collected for two weeks (10 working days) between June 24 and July 3, 2013. We focus on the comparison between the daily interaction networks. These networks are undirected and edge-valued; the edge weight is the number of interactions registered between any two employees in a day. The study involved 92 employees, who belong to 5 different departments. However, for some individuals no daily interactions were recorded for several days (this makes us wonder whether they were not present, they did not wear the sensors, their sensors were not working or they simply did not have any interactions). Thus, we focus our attention only on the 68 employees for which interactions were recorded for more than half of the days considered Three departments are involved in the scientific production of the Institute, whereas one is responsible for the management of human resources. Two departments are located on the ground floor and the remaining two on the first floor.
(i.e., at least 6 days). These employees belong to four departments, whose names, function and location within the InVS building are described in Table  1 . Note that we do not know any further information about the employees besides their affiliation to departments. Since we expect that the pattern of interactions between employees may be affected by their affiliation to different departments, a stochastic blockmodel may represent a good model for the networks at hand. However, the stochastic blockmodel in equation (3) implies a restrictive assumption of stochastic equivalence of employees within each department that appears to be unrealistic. For this reason, we consider the degree-corrected stochastic blockmodel proposed by Wang and Wong (1987) , which relaxes the assumption of stochastic equivalence. The model was originally introduced for binary directed graphs, but here we adapt it to the case of edge-valued undirected graphs. Denote by (D 1 , D 2 , D 3 , D 4 ) the four departments in Table 1 . Then, for any two employees i ∈ D r and j ∈ D s (r, s ∈ {1, 2, 3, 4}) we let Y ij ∼ P oi(µ ij ), where
v i=1 α i = 0 and r≤s φ rs = 0. To illustrate the proposed methodology, we cluster the 10 daily networks into two subpopulations and describe differences in the pattern of interactions between departments in these subpopulations (given the small number of graphs, we do not consider more than two clusters). We initialize the EM algorithm with 10 different starting points, and select the solution with the highest maximized likelihood. This solution partitions the networks into a first cluster made by 4 of the 5 working days of the first week, namely Monday, Tuesday, Wednesday and Friday; the second cluster comprises all working days in the second week, as well as Thursday of the first week. Thus, in general the pattern of interaction seems to change between the first and the second week. The degree-corrected blockmodel that we have considered allows us to pinpoint changes in the pattern of interactions between departments, shown in Table 2 , as well as changes in the individual tendency of employees to interact with their colleagues, summarized in Figure 10 . Table 2 compares the estimates of the block-interaction parameters φ rs in the two clusters. Overall, we can observe that each of the four departments features strong interactions within itself (φ rr > 0 for every department D r in each cluster). This tendency is particularly strong for SRH, the only nonscientific department, whereas it is milder for the three scientific departments of InVS. This seems to indicate a higher tendency of employees from scientific departments to meet, talk or collaborate with employees from other scientific departments, whereas administrative employees from SRH tend to be more isolated in the building. Furthermore, we can observe that members of DMCT increase interactions between themselves more in the first cluster of days than in the second; on the other hand, members of DMCT, DSE and SRH are more active within their department in the first cluster of days, and less in the second. As concerns interactions between departments, it can be observed that members from DISQ interact more with each of the other departments in the second cluster of days. Figure 10 , instead, compares the estimates of the individual degree parameters α i in the two clusters. Points that are located along the main diagonal correspond to individuals that have a similar level of interactions (degree) in the two clusters, whereas a point lying distant from that diagonal indicates that an individual has substantially increased, or decreased, its activity in the network over time. Overall, the affiliation to departments does not seem to affect substantially the amount of interactions that an employee has -but, as Table 2 shows, it strongly influences who each employee interacts with.
Block-interaction

Discussion
We have developed a model-based clustering approach for populations of networks that allows to model jointly a sequence of graphs, and to identify subpopulations of graphs that share similar topological features. Building on the fact that generalized linear models represent a flexible and efficient tool for the estimation of several statistical network models, we have proposed to employ mixtures of generalized linear models to perform model-based clustering of networks. We base the estimation of the proposed model on the EM algorithm. The computing time of the proposed algorithm is linear in the number of graphs that constitute the population of networks, and it is also linear with respect to the number of clusters that are estimated. On the other hand, the relation between computing time and the number of vertices in each graph depends on the type of model considered: it is approximately linear for the stochastic blockmodel, where the number of parameters does not increase with v, quadratic for the p 1 model, where the number of parameters increases linearly with v, and roughly cubic for the mixture of saturated network models from Section 4.3, where the number of parameters increases quadratically with v. Our simulations show that the accuracy of the clustering method strongly depends on the size of the graphs and on the number of clusters, and much less on the number of graphs in the population. In particular, the accuracy increases quickly with the number of vertices, and it decreases (as expected) with the number of clusters. Although the simulations in Section 4 are focused on a few popular models for binary networks, the proposed approach is more general and it can be employed also in combination with network models different from those discussed therein, and it can be applied to sequences of edge-valued graphs, as the example in Section 5 shows. In particular, the approach is suitable for network models that are based on conditional independence assumptions on the probability of existance of edges. Estimation of network models that violate this assumption, such as Exponential Random Graph Models, is more problematic, because their estimation cannot be based on generalized linear models. Although technically possible, the implementation of our approach for this class of models would require the use of computationally intensive estimation methods for ERGMs within each iteration of the EM, making the algorithm significantly slower. Explor-ing the issue of efficiently performing model-based clustering for populations of ERGMs is beyond the purpose of our present contribution, but we believe it to be an interesting topic for future research.
