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Abstract
We report a complete implementation of the coupled-cluster method with single,
double, and triple excitations (CCSDT) where tensor decompositions are used to re-
duce its scaling and overall computational costs. For the decomposition of the electron
repulsion integrals the standard density fitting (or Cholesky decomposition) format is
used. The coupled-cluster single and double amplitudes are treated conventionally,
and for the triple amplitudes tensor we employ the Tucker-3 compression formula,
tabcijk ≈ tXY Z UXai UYbj UZck. The auxiliary quantities UXai come from singular value de-
composition (SVD) of an approximate triple amplitudes tensor based on perturbation
theory. The efficiency of the proposed method relies on an observation that the dimen-
sion of the “compressed” tensor tXY Z sufficient to deliver a constant relative accuracy
of the correlation energy grows only linearly with the size of the system, N . This fact,
combined with proper factorization of the coupled-cluster equations, leads to practi-
cally N6 scaling of the computational costs of the proposed method, as illustrated
numerically for linear alkanes with increasing chain length. This constitutes a consid-
erable improvement over the N8 scaling of the conventional (uncompressed) CCSDT
theory. The accuracy of the proposed method is verified by benchmark calculations
of total and relative energies for several small molecular systems and comparison with
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the exact CCSDT method. The accuracy levels of 1 kJ/mol are easily achievable with
reasonable SVD subspace size, and even more demanding levels of accuracy can be
reached with a considerable reduction of the computational costs. Extensions of the
proposed method to include higher excitations are briefly discussed, along with possible
strategies of reducing other residual errors.
2
1 Introduction
Due to numerous favorable properties such as the rigorous size-extensivity, polynomial scal-
ing of the computational costs with the system size and rapid convergence toward the full
configuration-interaction (FCI) limit, the coupled cluster (CC) theory1–6 has become one
of the most important theoretical tools for finding approximate solutions of the electronic
Schrödinger equation for many-electron atoms and molecules (see Refs. 7,8 for exhaustive
recent reviews). In particular, a variant of the CC theory with single and double excitations
included in the wavefunction9,10 and a perturbative treatment of the triple excitations,11
named CCSD(T), offers a very advantageous accuracy-to-cost ratio and serves as the gold
standard of computational chemistry. However, in applications where, e.g., accuracy bet-
ter than 1 kcal/mol is required12–17 or the wavefunction is no longer dominated by a single
reference determinant,18–23 the CCSD(T) model becomes inadequate. In such cases it is
reasonable to climb further up the coupled-cluster ladder and consider the full CCSDT
method24,25 with optional perturbative corrections, akin to (T), to take higher excitations
into account.26–31 Unfortunately, there is a huge gap in the computational costs between the
two rungs of the ladder, i.e., with N being the size of the system, the number of operations
needed to calculate the most expensive term in the CCSD(T) equations scales as N7 while in
the CCSDT equations – as N8. In practical terms, this translates into orders of magnitude
difference in computational timings for realistic systems.
The reasons for this substantial increase of the computational costs are directly linked
to the presence of the coupled-cluster triple excitation amplitudes tensor, tabcijk , which can
no longer be neglected or treated implicitly (details of the notation are given further in the
text). The quantity tabcijk is treated here as a fully symmetric rank-3 tensor with compound
indices ai, bj, and ck. If one denotes the number of correlated occupied and virtual orbitals
by O and V , respectively, the dimension of this tensor is OV . Despite the number of
unique elements of the tabcijk tensor is very large, roughly
1
6
O3V 3, one can assume that only
a comparatively small number of excitations (or linear combinations thereof) is actually
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important for the quality of the results. It is thus reasonable to employ rank-reduction
or “compression” techniques that decompose the full tensor into quantities of a lower rank,
thereby reducing the computational burden and storage requirements of the method. In
this paper we rely on the Tucker-3 decomposition32 which represents the triple excitation
amplitudes tensor in the following form
tabcijk ≈ tXY Z UXai UYbj UZck, (1)
where the summation over repeating indices is implied, as is throughout the present work.
This compression method is successful when the dimension of the tensor tXY Z , denoted NSVD
for reasons explained further in the text, is significantly smaller than the initial one, OV .
The first application of the above formula in the coupled-cluster calculations was presented
by Hino, Kinoshita and Bartlett33 at the CCSDT-134,35 level of theory (an approximate
variant of CCSDT). Despite the results were very promising, a N8 process was necessary
to obtain the UXai tensors, i.e., the method was formally as expensive as the full CCSDT
calculations. However, this obstacle has recently been removed36 and a suitable set of UXai
tensors can now be obtained much more cheaply by iterative singular-value decomposition
of some approximate tabcijk amplitudes. This enables us to apply the decomposition (1) at
the CCSDT level of theory which is the main purpose of this work. Let us also stress that
the present paper reports the first application of the decomposition (1) in a coupled-cluster
method where the triply excited amplitudes must be explicitly formed and stored (in contrast
to the CCSDT-1/CC3 methods where the tabcijk amplitudes are implicit functions of lower-rank
quantities).
It is important to note that various analogues of Eq. (1) have also been employed in
the CC calculations for the rank-reduction of the T2 amplitudes tensor (see Refs. 37,38,
39 and references therein). In particular, in the recent work of Parrish et al.39 it has been
shown that impressive reductions of the computational effort can be obtained if the CCSD
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amplitudes are expanded in a set of highest magnitude eigenvectors of the MP2 or MP3
doubles amplitudes. From a mathematical point of view, this idea is very similar to the
formalism employed in this work for the T3 amplitudes based on Eq. (1).
Generally speaking, tensor decomposition methods have a long history in quantum chem-
istry, although many of them were introduced with help of a different formalism and em-
ploying a different language. Most of the effort, until quite recently, has been concentrated
on reducing storage requirements and computational effort of handling the electron repul-
sion integrals (ERI), denoted (pq|rs) further in the text (Coulomb notation). Probably the
most popular method of compressing the ERI tensor is the density fitting (DF) approxi-
mation40–46 (also known as the resolution-of-identity approximation in the present context)
where the integrals are expanded into a distinct pre-optimized auxiliary basis set, Q, as
(pq|rs) ≈ BQpq BQrs. This idea was first proposed in the context of self-consistent field calcula-
tions, but since then it has spread to the more advanced electronic structure methods such
as MP2 or CC.47–49 Somewhat later the Cholesky decomposition (CD) of the ERI tensor has
been put forward as an important alternative.50–54 While the decomposition format in CD
is effectively the same as in DF, the Q basis set does not have to be pre-optimized since it
is composed of products of the original basis set functions. The main advantage of both CD
and DF approximations is that the Q basis set can be much smaller than the formal rank
of the ERI tensor would suggest without an appreciable loss of accuracy. More advanced
techniques such as the pseudospectral55–62 (PS) and chain-of-spheres exchange63–69 (COSX)
methods approximate the ERI tensor in the form (pq|rs) ≈ XQp Y Qq V Qrs , where the Q sum-
mation runs over a set of pre-selected grid points in three-dimensional space. Even more
sophisticated ERI decomposition formats have been proposed recently. For example, the
tensor hypercontraction (THC) format70–72 assuming the form (pq|rs) ≈ XPp XPq ZPQXQr XQs
have been introduced, and Benedikt et al.38,73 reported representation of the ERI tensor in
canonical product (CP) format.
Tensor decompositions can be applied equally well to other quantities appearing in the
5
electronic structure theory besides the electron repulsion integrals. One important exam-
ple is the Laplace transformation of the energy denominators that appear in MP and CC
theories, introduced first by Almlöf.74 It has also been realized that tensor decomposition
techniques can not only reduce the memory/disk storage requirements and overall computa-
tional cost of quantum chemistry methods, but in certain cases they can also decrease their
formal scaling with the system size, see Refs.75–78 as representative examples. However, ap-
plications of tensor decomposition techniques to the coupled-cluster amplitudes (at CCSD
and higher levels of theory) is a relatively novel development. Starting with the pioneering
papers of Kinoshita et al.37 where the higher-order singular value decomposition (HOSVD)
was adopted for compression of T2 and T3 amplitudes, several decomposition formats were
proposed. Benedikt et al.38 reported application of canonical product format (also known as
parallel factor decomposition) to the T2 amplitudes at the CCD level of theory, resulting in a
substantial scaling reduction down to N5. Quite recently the tensor hypercontraction (THC)
representation has been applied to the CCSD amplitudes79,80 and it has been demonstrated
that this reduces the scaling of CCSD iterations to N4. Finally, we point out that many other
techniques that have been used in the literature to reduce the cost of the electronic structure
computations can be analyzed and compared more systematically if understood as specific
tensor decompositions. Examples include methods like optimized virtual orbital space81–84
(OVOS), frozen natural orbitals48,85–87 (FNO), orbital-specific virtuals88–91 (OSV), and even
some local correlation treatments based on, e.g., local pair natural orbitals92–96 (LPNO).
2 Preliminaries
2.1 Coupled cluster theory
In this work we adopt a particular convention regarding the indices appearing in the expres-
sions. A detailed explanation is given in Table 1. The canonical Hartree-Fock determinant,
denoted |φ0〉, is assumed as the reference wavefunction and the spin-orbital energies are given
6
Table 1: Details of the notation adopted in the present work; O is the number of active
(correlated) orbitals occupied in the reference, V is the number of virtual orbitals.
Indices Meaning Range
i, j, k, l, . . . active orbitals occupied in the reference O
a, b, c, d, . . . orbitals unoccupied in the reference (virtual) V
p, q, r, s, . . . general orbitals (occupation not specified) N
µ, σ, λ, ν, . . . one-particle (atomic) basis set N
P , Q, . . . density fitting auxiliary basis set Naux
X, Y , Z, . . . compressed subspace of the triply excited amplitudes NSVD
by p. The usual partitioning of the electronic Hamiltonian, H = F + W , into the sum of
the total Fock operator (F ) and the fluctuation potential (W ) is used throughout this pa-
per. The singly, doubly, triply, etc., excited state determinants are denoted by |ai 〉, |abij 〉, |abcijk〉,
and so forth. For further use we also introduce the following conventions: 〈A〉 def= 〈φ0|Aφ0〉,
〈ai |A〉 def= 〈ai |Aφ0〉, and 〈A|B〉 def= 〈Aφ0|Bφ0〉 for arbitrary operators A, B. All equations
reported in this work were derived for closed-shell systems in the spin-restricted formalism.
In the coupled cluster theory the electronic wavefunction is parameterized by an expo-
nential Ansatz
|Ψ〉 = eT |φ0〉, (2)
where T =
∑
n=1
Tn is the cluster operator that depends on the single (tai ), double (tabij ), triple
(tabcijk), etc., excitation amplitudes as defined in Ref. 8. The coupled-cluster equations that are
used to determine the amplitudes are obtained by inserting the Ansatz (2) into the electronic
Schrödinger equation, multiplying by e−T from the left, and projecting onto a proper subset
of excited state determinants. This gives rise to the coupled-cluster residual tensors
Rai = 〈ai | e−THeT 〉, Rabij = 〈abij | e−THeT 〉, etc. (3)
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They are exactly zero for converged amplitudes, but must be re-calculated a number of times
during the coupled-cluster iterations. In this work we are concerned with the CCSDT theory
where the cluster operator is truncated at the level of triples, i.e., T = T1 + T2 + T3. The
corresponding residual tensors can be written as
Rai = R
a
i ( ccsd) + 〈ai | [W,T3]〉, (4)
Rabij = R
ab
ij ( ccsd) + 〈abij |
[
F˜ + W˜ , T3
]
〉, (5)
where Rai ( ccsd) and Rabij ( ccsd) originate from the CCSD theory and depend only on T1 and
T2 (explicit expressions can be found, for example, in Refs. 97,98), and
Rabcijk = 〈abcijk |
[
F˜ , T3
]
〉+ 〈abcijk |
[
W˜ , T2
]
〉+ 1
2
〈abcijk |
[[
F˜ + W˜ , T2
]
, T2
]
〉
+ 〈abcijk |
[
W˜ , T3
]
〉+ 〈abcijk | [[W,T2] , T3]〉.
(6)
Throughout the present work we employ the T1-similarity-transformed formalism based on
the operators F˜ = e−T1FeT1 and W˜ = e−T1WeT1 . Correspondingly, the “dressed” two-
electron integrals, defined precisely in Ref. 97, are denoted by (pq˜|rs). The main advantage
of this formalism is that the singly-excited amplitudes can be absorbed into the two-electron
integrals, thereby reducing the length of the working equations significantly. While this comes
at a price of performing four-index integral transformation during every coupled-cluster
iteration, the cost of this procedure is marginal when the density fitting approximation is in
effect. Explicit expressions for the CCSDT residuals given in terms of basic one- and two-
electron integrals, and the cluster amplitudes are known in the literature.24 For closed-shell
systems one obtains in the present notation
Rai = R
a
i ( ccsd) + [2(jb|kc)− (jc|kb)]
(
tabcijk − tbacijk
)
, (7)
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and
Rabij = R
ab
ij ( ccsd) + P2
[
F˜kc
(
tabcijk − tacbijk
)
+ (ac˜|kd) (2tcbdijk − tcdbijk − tdbcijk)
− (ki˜|lc) (2tcbaljk − tbcaljk − tabcljk) ],
(8)
where P2 =
(
ab
ij
)
+
(
ba
ji
)
. Moving to the triples residual let us first define “long” and “short”
permutation operators as
PL =
(
abc
ijk
)
+
(
acb
ikj
)
+
(
bac
jik
)
+
(
cab
kij
)
+
(
bca
jki
)
+
(
cba
kji
)
, (9)
PS =
(
abc
ijk
)
+
(
bac
jik
)
+
(
cba
kji
)
, (10)
respectively, where the notation for the orbital index permutations is the same as in Ref.
100, for example,
(
acb
ikj
)
permutes the compound indices bj and ck, while
(
bca
jki
)
permutes bj
and ck, and then ai and bj. This allows us to write
Rabcijk = PL
[
tabil Ξ
lj
ck − tadij Ξbdck
]
+ PS
[
χli t
abc
ljk − χad tdbcijk − χmklj tabcilm − χcebd tadeijk
+ χliad t
dbc
ljk + χ
li
bd t
adc
ljk + χ
li
cd t
abd
ljk − χldai
(
2tdbcljk − tcbdljk − tbdcljk
) ]
,
(11)
where a handful of intermediates have been introduced
χli = F˜li + (me|ld) t¯deim, χad = F˜ad − (me|ld) t¯aelm, (12)
χmklj = (lj˜|mk) + (ld|me) tdejk, χcebd = (bd˜|ce) + (ld|me) tbclm, (13)
χliad = (ad˜|li)− (le|md) taemi, χldai = (ai˜|ld)− (le|md) taeim + (ld|me) t¯aeim, (14)
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where the symbol t¯abij is a shorthand notation for t¯abij = 2tabij − tbaij , and
Ξljck = (ck˜|lj) + (lj˜|md) t¯dcmk − (ld˜|mj) tdcmk − (ld˜|mk) tcdmj
+ (cd˜|le) tdekj + (ld|me)
(
2tecdmkj − tcedmkj − tdcemkj
)
,
(15)
Ξbdck = (ck˜|bd)− F˜ld tbclk + (lk˜|md) tcblm + (bd˜|le) t¯eclk − (be˜|ld) teclk
− (ld˜|ce) tbelk − (ld|me)
(
2tecbmkl − tcebmkl − tbcemkl
)
.
(16)
Let us analyse the computational costs of evaluating the CCSDT residual tensor. The
Rai and Rabij residuals scale as O3V 3 and O3V 4 in the leading-order and thus they do not
constitute a bottleneck in the ordinary CCSDT calculations. Concerning the triples residual,
computation of all intermediates denoted by the letter χ scales as N6 (or less) with the size
of the system. The most expensive among these intermediates is χcebd and its computational
costs (O2V 4) are very similar to the so-called “particle-particle ladder diagram” from the
CCSD theory. The Ξljck and Ξ
bd
ck intermediates are more expensive with the leading-order
terms scaling as O4V 3 and O3V 4, respectively, due to presence of triply excited amplitudes
tensor in the last term of Eq. (15) and Eq. (16). However, the most problematic terms are
present in the triples residual tensor, Eq. (11). The terms in the first square bracket and
the first two terms in the second square bracket scale as N7 while all of the remaining ones
as N8. The most expensive amongst the latter is the diagram involving five virtual indices,
χcebd t
ade
ijk , which thus scales as O3V 5 and is typically the bottleneck in CCSDT calculations for
larger systems. An important conclusion of this analysis is that if the cost of the CCSDT
method is to be reduced to the level of N6, all χ intermediates, defined by Eqs. (12)-(14),
may be calculated as they stand but the scaling of all remaining terms in Eq. (11) must be
reduced. Let us also note that in the conventional CCSDT calculations there is no way to
avoid storing the triples residual tensor (Rabcijk) in core memory which incurs roughly
1
6
O3V 3
memory cost.
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2.2 Decomposition of the integrals
To decompose the electron repulsion integrals tensor, (pq|rs), the following symmetric for-
mula is used in this work
(pq|rs) = BQpq BQrs, (17)
where Q is some auxiliary basis set (ABS). Analogous notation is employed for the “dressed”
two-electron integrals, i.e., (pq˜|rs) = B˜Qpq B˜Qrs. Note that (ia˜|jb) = (ia|jb) and thus B˜Qia = BQia.
The generic formula (17) encompasses two the most popular approximations – the density
fitting and the Cholesky decomposition. These two techniques differ only in the way of
selecting the expansion basis, Q. In DF method this basis is carefully pre-optimized for each
atom and orbital basis set combination. Since ABS functions obtained in this way are not
orthogonal, the expansion coefficients are calculated as
BQpq = (pq|P ) [V−1/2]PQ, (18)
where (pq|P ) and VPQ = (P |Q) are the three-centre and two-centre electron repulsion in-
tegrals, respectively (see Ref. 99 for more precise definitions). By contrast, in the CD
approach the auxiliary basis is composed of pairs of functions from the original (orbital)
basis set. Therefore, this technique requires no additional external input; moreover, it is
easier to control the accuracy. In our DF-CC implementation the “dressed” integrals are
formed directly from the DF representation of the two-electron integrals in the AO basis
during every coupled-cluster iteration.
From the point of view of the present work it is critical to note that both in DF and
CD approximations the size of the ABS (Naux) scales linearly with the size of the system.
This is obvious in case of the DF technique where the ABS for a molecule is simply a union
of auxiliary basis sets of the constituting atoms. One can thus write Naux = cauxN and, in
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practice, we have caux ∈ 2−5. In the CD approach the asymptotic linear scaling of Naux was
demonstrated numerically,52 but somewhat larger values of caux may be needed to reach the
accuracy levels characteristic for DF.47,48
Let us stress that the application of the decomposition (17) alone does not improve
the overall scaling of the CCSDT method. As an example consider the term χcebd tadeijk . The
intermediate χcebd does not factorize naturally to the form analogous to Eq. (17) because
of the second term in Eq. (13). Moreover, even if such factorization was forced, e.g., by
performing the Cholesky decomposition χcebd = L
Q
bd L
Q
ce during every iteration, the resulting
working expression, LQbd
(
LQce t
ade
ijk
)
, would still require N8 computational effort to evaluate.
2.3 Decomposition of the T3 amplitudes
The most troublesome issue related to the Tucker-3 compression format, Eq. (1), is the
necessity to compute the basic expansion tensors, UXai . For convenience of the readers we
briefly summarize the optimal strategy to find these quantities. Assume that are given some
approximate triples amplitude tensor. In the present work we employ the following formula
(2)tabcijk = (
abc
ijk)
−1〈 abcijk |
[
W˜ , T2
]〉, (19)
where the T1 and T2 amplitudes are taken from the CCSD theory. The superscript “(2)”
was added to distinguish Eq. (19) from the exact CCSDT amplitudes tensor and signifies
that this formula is accurate only through the second order in perturbation theory. Eq. (19)
is obtained by retaining only the first two terms of Eq. (6), similarly as in the CC3 model.
Compared to our previous work36 the “dressed” fluctuation potential W˜ is used in Eq. (19)
instead of W . This is due to a unique role of single excitations as approximate orbital
relaxation parameters which may help to improve the results in quasi-degenerate situations.
Other than that, the results obtained with W and W˜ should be very close, as are their
computational costs. Let us stress that the choice given by Eq. (19), although natural and
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self-contained, is arbitrary and the method presented in this work is applicable also for other
sources of approximate triple amplitudes.
Having the approximate tensor (2)tabcijk we perform its “flattening”, i.e., rewrite it as a
rectangular matrix with dimensions O2V 2 × OV , giving (2)taibj,ck. Next, the singular-value
decomposition of this matrix is performed. The left singular vectors are discarded while
the right singular vectors constitute the desired basis, UXai . To obtain the optimal compres-
sion of the full tensor tabcijk to a desired size NSVD, one retains only those vectors UXai that
correspond to the largest singular values of the “flattened” matrix (note that the singular
values are non-negative real numbers). Unfortunately, if a complete singular value decom-
position of the (2)taibj,ck were to be performed (and subsequently the insignificant singular
values/vectors were simply dropped), the computational cost of the procedure would scale as
N8. To avoid this we have recently introduced a technique based on Golub-Kahan bidiago-
nalization101 which enables to selectively find a predefined number of singular vectors of the
matrix (2)taibj,ck that correspond to the largest singular values. Since in practice only a small
number of singular vectors (compared with the dimension of the full tabcijk tensor) is needed
in Eq. (1) to obtain a decent accuracy, significant time savings are achieved. The method is
composed mostly of left/right multiplications of the matrix (2)taibj,ck by some trial vectors,
and thus its formal scaling is proportional to NSVDO3V 3 ∝ N7. However, in comparison
with the previous work we managed to exploit the fact that the sparsity of the (2)taibj,ck
tensor also increases with the system size. A combination of screening techniques with
sparse matrix-vector multiplication routines have enabled us to reduce the computational
effort of the procedure considerably. In practical applications we observed numerically that
the effective scaling of the method is usually in-between N6 and N7 for larger molecules,
as demonstrated further in the paper, despite the more pessimistic theoretical estimate.
Nevertheless, the formal scaling of this step is N7 in the worst-case scenario.
The success of the Tucker-3 compression format, Eq. (1), is based on the fact that the
dimension of the compressed tensor tXY Z can be made significantly smaller than the of the tabcijk
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tensor (OV ) without sacrificing much of accuracy. To quantify the rate of the compression on
a relative basis let us define the compression factor as ρ = NSVD/OV . Clearly, one has ρ ≤ 1
and the results become exact when ρ→ 1. One of the most important aspects of Eq. (1) is the
scaling of NSVD with the system size. Let us first consider the case when both O and V are
simultaneously increased. To maintain a constant relative accuracy in the correlation energy
the value of NSVD must increase only linearly with the system size, i.e., NSVD ∝ N . This
has been demonstrated recently at the CC3100 level of theory for chains of beryllium atoms
with increasing length,36 and in the present work we provide further numerical evidence
by considering a more chemically appealing example of linear alkanes. It is also worth
mentioning that virtually the same conclusion regarding the dimension of the compressed
tensor has recently been reported by Parrish et al.39 at the CCSD level of theory. They have
considered a compression of tabij in the form tabij = tXY UXai UYbj , where UXai are the eigenvectors
of MP2 or MP3 amplitudes corresponding to the eigenvalues of the largest magnitude, and
proven that to maintain a constant relative accuracy in the correlation energy, the dimension
of the tensor tXY must scale only linearly with the system size. Therefore, this appears to
be a more general conclusion that may be equally valid for analogues of Eq. (1) in higher
dimensions. Additionally, we must stress that while the quantity ρ is useful in illustrating
the compression rate obtained for a given system (for example, with different basis sets) it
is not transferable between molecules of different size. In fact, because NSVD scales linearly
with the system size, ρ decreases and eventually vanishes as the system size grows.
It is also important to discuss the scaling of NSVD in a different case – the value of O
is fixed and only V is increased. This corresponds to a situation where, e.g., one performs
calculations for the same system increasing only the basis set size. It has been shown36 that
in such case the optimal value of ρ that maintains a constant relative accuracy decreases,
albeit rather slowly. For example, for a set of a dozen or so small molecules considered in
Ref. 36 the average optimal ρ was found to be 12.5% for cc-pVDZ basis set and decreased
to 9.2% for cc-pVQZ. Therefore, NSVD scales sub-linearly with V but the exact scaling is
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difficult to quantify and may depend on the basis set family, presence of linear dependencies,
and numerous other factors.
3 Theory
3.1 Overview
In this section we present detailed working equations of an approximate CCSDT method
where single and double excitations are treated in a conventional way while the compression
given by Eq. (1) is employed for the triply excited amplitudes. For brevity we shall refer to
this method as SVD-CCSDT in the remainder of the text.
In methods that employ rank-reduction techniques to reduce its computational burden it
is critical that the calculations are performed without “unpacking” the compressed quantities
to its original dimension at any stage. Therefore, in the SVD-CCSDT method the tabcijk tensor
never appears explicitly and is replaced by its compressed counterpart, tXY Z . Similarly,
instead of evaluating the triples residual Rabcijk , only the following compressed quantity
rXY Z = U
X
ai U
Y
bj U
Z
ck R
abc
ijk , (20)
is exploited in the calculations. Note that rXY Z is fully symmetric with respect to exchange
of all its indices. As a byproduct of the SVD procedure the tensors UXai form an orthonormal
basis
UXai U
Y
ai = δXY . (21)
While not strictly necessary it is also beneficial to follow Ref. 33 and enforce the relationship
UXai U
Y
ai (i − a) = X δXY , (22)
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where X are real-valued constants, which is achieved by a unitary rotation among the
original UXai tensors. This leads to a simple prescription for an update of the compressed
triple excitation amplitudes
rXY Z
X + Y + Z
→ tXY Z . (23)
In other words, during every coupled cluster iteration the residual tensor rXY Z divided by
the denominator X + Y + Z is added to the “old” compressed triples tensor. This obviously
leads to convergence when the CC iterations are solved, i.e. when rXY Z = 0.
An extensive justification of an analogous scheme at the CCSD level of theory has been
given in the work of Parrish et al.39 where a Langrangian form of the coupled-cluster equa-
tions is used to define a suitable stationary condition allowing for optimization of the am-
plitudes. This formalism is straightforward to generalize to the present case if the triply
de-excited component of the Λ-amplitudes is written in a form analogous to Eq. (1). Let us
also point out that due to relatively small size of the compressed triple amplitudes tensor
(N3 scaling) several instances of it can be stored simultaneously. This allows to exploit tech-
niques such as direct inversion of iterative subspace (DIIS),102,103 or similar methods104–106
that accelerate the convergence of the coupled-cluster equations, with rXY Z being a natural
candidate for the error vector.
3.2 Evaluation of the Rai and R
ab
ij residuals
In this section we consider triples contribution to the singles and doubles residuals given
by Eqs. (7) and (8). In the evaluation of these contributions it is convenient to exploit the
16
following intermediates
BQXia = B˜
Q
ji U
X
aj , (24)
BQXai = B˜
Q
ab U
X
bi , (25)
BQXij = B
Q
ia U
X
aj , (26)
AQX = B
Q
ia U
X
ai . (27)
The storage requirements for the first three intermediates scale as N4, but it is not necessary
to read them into memory in full at any stage of the computations. These definitions allow
us to rewrite the triples contribution to the singles residual as
〈ai | [W,T3]〉 = UXai
[
tXY Z
(
2AQYA
Q
Z −BQZjk BQYkj
)]
− UYaj
[
2BQXji
(
tXY ZA
Q
Z
)
− tXY Z
(
BQZjk B
QX
ki
)]
.
(28)
The last term in the above expression is the most expensive, scaling as O3NauxN2SVD ∝ N6.
Note that the presence of some of the brackets in the above equation are not necessary from
the mathematical point of view; they are introduced to underline the order of operations
that leads to the optimal scaling of the computational costs for the respective terms. The
same convention is adopted in the remainder of the text.
For the doubles residual one obtains an analogous factorization
〈abij |
[
F˜ + W˜ , T3
]
〉 = P2
[
UXai U
Y
bj
(
tXY Z
(
F˜kc U
Z
ck
))− UXai (tXY Z UZbk)(F˜kc UYcj)
+ 2UYbj
((
BQZia −BQZai
)(
AQX tXY Z
))− (BQZia −BQZai )(BQYkj (UXbk tXY Z))
− (UZbj tXY Z) (BQXak BQYki − UYak (BQXic BQkc)).
(29)
The computational costs of evaluating all terms in the above expression scale as N5 (or less)
except for the two underlined terms which scale as N6 or, more precisely, as N2SVDO2V Naux
in the rate-determining step. In order to roughly compare this with the scaling of the
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uncompressed doubles residual (O3V 4 in the leading-order term) we set NSVD ≈ V . In
practical applications the ratio NSVD/V is only somewhat larger than the unity with double-
zeta basis sets, and somewhat smaller than the unity with triple-zeta (or better) basis sets.
The speed-up in the evaluation of the doubles residual is thus proportional to Naux
OV
. Finally,
the size of the auxiliary basis set is typically several times larger than V and the ratio of
2−5 is a reasonable estimate. Therefore, a considerable speed-up in evaluation of the doubles
residual tensor according to Eq. (29) is expected only when O is large and this has been
observed in calculations reported in the next section of this work.
3.3 Evaluation of the compressed triples residual
While the ability to calculate the doubles residual at a reduced cost for large systems is
certainly advantageous, this step does not constitute the bottleneck in the full CCSDT
calculations. The true proving ground for the decomposition strategy adopted in this work
is the evaluation of the compressed triples residual, Eq. (20). In this section we present
fully factorized equations that prove that computation of rXY Z can be accomplished with
N6 cost. To this end, we first define permutation operators analogous to Eqs. (9) and (10)
but acting on the indices of the SVD basis
P ′L = (XY Z) + (XZY ) + (Y XZ) + (ZXY ) + (Y ZX) + (ZY X) , (30)
P ′S = (XY Z) + (Y XZ) + (ZY X) , (31)
and note that for an arbitrary tensor Aabcijk one has
UXai U
Y
bj U
Z
ck
(
PLAabcijk
)
= P ′L
(
UXai U
Y
bj U
Z
ck A
abc
ijk
)
, (32)
and similarly for the “short” permutation.
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Let us define half-transformed doubles amplitudes as
TXai = U
X
bj t
ab
ij , S
X
ai = U
X
bj t
ba
ij , T¯
X
ai = 2T
X
ai − SXai (33)
along with a new class of intermediates
χoccXY = U
X
al
(
χli U
Y
ai
)
, χvirXY = U
X
ai
(
χad U
Y
di
)
,
χmixXY = U
X
ai
(
χliad U
Y
dl
)
, χXld = χ
ld
ai U
X
ai ,
(34)
χXYmk = U
X
bj
(
χmklj U
Y
bl
)
, χXYce = U
X
bj
(
χcebd U
Y
dj
)
, ΠXYli = U
X
bj
(
χlibd U
Y
dj
)
, (35)
and
ΞZlj = Ξ
lj
ck U
Z
ck, Ξ
Z
bd = Ξ
bd
ck U
Z
ck. (36)
As discussed above, calculation of all χ intermediates given by Eqs. (12)-(14) scales as N6
or less. Similarly, in Eqs. (34)-(35) none of the the step-wise contractions involve more than
six indices at the same time and thus can be calculated with the computational effort of at
most N6. A more challenging problem is the evaluation of the last two intermediates, see
Eq. (36), because calculation of Ξljck and Ξ
bd
ck themselves requires an N7 step. Fortunately, by
combining Eqs. (15) and (16) with the integral decomposition (17), and by manipulating the
order of multiplications one can show that the intermediate ΞZbd can equivalently be rewritten
as
ΞZbd = B˜
Q
bd
(
B˜Qck U
Z
ck
)− F˜ld TZbl + UZck (tcblm(B˜Qlk BQmd))+ B˜Qbd (BQle T¯Zel )
−BQld
(
B˜Qbe T
Z
el
)−BQld (tbelk(UZck B˜Qce))− 2BQld (UZ′bl (tX′ZZ′ AQX′))
+BQld
(
UZ
′
bl
(
BQme
(
UY
′
ek
(
tX′Y ′Z′
(
UX
′
cm U
Z
ck
)))))
+ tX′Y ′Z
(
UY
′
bm
(
BQld B˜
QX′
ml
))
.
(37)
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Calculation of all terms in the above expression scales as N5 or less except for the three un-
derlined terms that contain N6 (outer) leading-order steps scaling as O3V 3, O2V 2NSVDNaux,
and O2N4SVD, in the order of appearance. There are no terms scaling as N7 or higher.
Similarly for the ΞZlj intermediate one obtains
ΞZlj = B˜
Q
lj
(
B˜Qck U
Z
ck
)
+ B˜Qlj
(
BQmd T¯
Z
dm
)− B˜Qmj (BQld TZdm)− UZck (tcdmj(BQld B˜Qmk))
+ UZck
(
tdekj
(
BQle B˜
Q
cd
))
+ 2BQld
(
UZ
′
dj
(
tX′ZZ′A
Q
X′
))
−BQld
(
UZ
′
dj
(
BQme
(
UY
′
ek
(
tX′Y ′Z′
(
UX
′
cm U
Z
ck
)))))
+ tX′ZZ′
(
BQX
′
lm B
QZ′
mj
)
.
(38)
One may notice that many terms present in Eq. (38) bare close resemblance to analogous
terms in Eq. (37). Indeed, in a careful implementation many intermediate quantities neces-
sary for evaluation of ΞZbd can be reused when ΞZlj is constructed simultaneously. This allows
to compute ΞZlj essentially as a byproduct with only a handful of additional terms that need
to be evaluated separately. The latter terms are relatively inexpensive since they scale as
O3N2SVDNaux or similarly.
Finally, we pass to the calculation of the compressed triples residual tensor, Eq. (20).
With help of the intermediates defined above it can be rewritten as
rXY Z = P ′L
[(
TXbl Ξ
Z
lj − ΞZbd TXdj
)
UYbj
]
+ P ′S
[
χoccX′X tX′Y Z − χvirXX′ tX′Y Z
+ χmixXX′
(
tX′Y ′Z
(
UYbj U
Y ′
bj
))− 2 tX′Y Z (χXld UX′dl )
− UZck
(
χY Y
′
mk
(
tXY ′Z′ U
Z′
cm
))− UZck (χY Y ′ce (tXY ′Z′ UZ′ek ))
+ UXai
(
UX
′
al
(
tX′Y ′Z Π
Y Y ′
li + tX′Y Z′ Π
ZZ′
li
))
+ UZck
((
tX′Y ′Y U
X′
cl
)(
χXld U
Y ′
dk
))
+ UYbj
((
tX′Y ′Z U
X′
bl
)(
χXld U
Y ′
dj
))]
.
(39)
Computation of the terms in the first square brackets scales as N5 – less expensive than
of the ΞZlj and ΞZbd intermediates themselves. The first four terms in the second square
brackets scale as N4, and thus are not a cause for a major concern, while the remaining
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terms in Eq. (39) scale as N6. The most expensive part of Eq. (39) is the sixth term in
the second square brackets (underlined, scaling as OV 2N3SVD) resulting from factorization of
the χcebd tadeijk term of the uncompressed triples residual, cf. Eq. (11). This is the only term in
the conventional CCSDT method that involves five virtual indices simultaneously, leading
to a rate-determining computational step that scales as O3V 5. Under the assumption that
V ≈ NSVD we can therefore conclude that the compression method employed in this work
reduces the cost of evaluating the CCSDT triples residual by a factor proportional to O2.
In the above discussion we have neglected an important issue. The major difference
between the conventional CC and SVD-based approaches is the number of consecutive tensor
contractions that appear in the working expressions. In the conventional CCSDT residual,
Eq. (11), no products containing more than three different tensors are present. Therefore,
there are only three possible ways to perform contractions of the constituting tensors and
all necessary manipulations can be performed rather easily. In the SVD-based formalism, on
the other hand, some quantities contain products of six or seven tensors – see, for example,
Eq. (37). The number of ways the tensors can be arranged grows exponentially with the
length of the tensor string, and in most cases the order of tensor multiplications effects
the final scaling of a given term. Since typically it is not possible to check all reasonable
arrangements by hand, most of the derivations presented in this work were accomplished
with help of computer algebra107 which allowed to determine the optimal multiplication
order by defining a set of rules.
An additional problem that appears in this context is related to the fact that while
the scaling of the computational cost for a given expression is always defined uniquely, the
prefactors of two terms with the same scaling are, in general, difficult to compare. For
example, the relative cost of two terms with the same scaling may depend on the difference
between the ratios NSVD/V and V/O. This difference may change significantly depending on
the number of electrons in the system, cardinality of the basis set, desired accuracy threshold,
etc. In such problematic cases several variants of a routine handling the same tensor string
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should probably be incorporated into the code and the decision which one is to be used
should be made on the fly. However, in our pilot implementation reported in this work, we
simply selected those factorizations that delivered a reasonable efficiency in a wide range of
situations assuming O < V ≈ N ≈ NSVD < Naux as a rule of thumb.
Finally, let us discuss memory requirements of the SVD-CCSDT method in the present
implementation and some technical aspects of handling numerous intermediate quantities
that appear in the working equations. The only objects of size N4 that must be held in core
memory are the double excitation amplitudes and the doubles residual tensor (both 1
2
O2V 2).
Other “large” intermediates are either stored on the disk and read in smaller chunks when-
ever necessary (BQXia , B
QX
ai , and B
QX
ij ) or are built on-the-fly in a batched loop over one
occupied/virtual index (χXYmk , χXYce , ΠXYli ) and contracted immidiately. Therefore, there is
no need to keep any of them in full in core memory. The remaining quantities require only
N3 memory to store – the largest being either ΞZbd or tXY Z depending on the circumstances.
To sum up, while the overall memory requirements of the SVD-CCSDT method are signif-
icantly larger than of CCSD, the SVD-CCSDT algorithm introduces no large intermediate
quantities that would create a serious memory bottleneck. In particular, the uncompressed
tabcijk and Rabcijk tensors do not appear at any stage of the calculations which removes the N6
memory requirement of the conventional CCSDT theory.
4 Numerical results and discussion
4.1 Computational details
All calculations reported in this work employ Dunning-type cc-pVDZ and cc-pVTZ basis
sets.108 The corresponding auxiliary basis sets (MP2FIT) for the density fitting approxima-
tion were taken from the work of Weigend et al.46,109 Pure spherical representation of both
basis sets was used throughout.
The theoretical methods described in the previous sections were implemented in a locally
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modified version of the Gamess program package.110 The code for the DF decomposition is
based on the of the resolution-of-identity MP2 (RI-MP2) implementation by Katouda and
Nagase99 that is available in the official release of the Gamess program. DF was used by
default at every stage of correlated calculations, i.e., in the remainder of the text the acronyms
CCSD, CC3, etc., should be interpreted as DF-CCSD, DF-CC3, and so forth, unless explicitly
stated otherwise. The only method where DF is never used is the uncompressed (exact)
CCSDT since, to the best of our knowledge, no such implementation is publicly available.
Hartree-Fock equations were always solved utilising the exact two-electron integrals. Frozen-
core approximation was invoked throughout: 1s orbitals of all first-row atoms were left
uncorrelated (inactive) unless explicitly stated otherwise. Geometries of the molecules were
optimized at MP2/cc-pVTZ level of theory. The only exceptions are linear alkanes, CnH2n+2
with n = 1, 8, which were optimized by using B3LYP/cc-pVTZ method.111–113 Geometries
of all molecules considered in this work can be found in Supporting Information. Other
parameters controlling the coupled-cluster calculations and decomposition steps were the
same as in Ref. 36.
4.2 Scaling with the system size
Before discussing the accuracy of the SVD-CCSDT method we would like to demonstrate
that, in calculations for realistic systems, its scaling is consistent with the theoretical findings
from the previous section. To this end we performed CC3 and SVD-CC3 calculations for
linear alkanes, CnH2n+2, with the chain length n = 1, . . . , 8. For each n we recorded the
optimal size of the SVD subspace, NSVD, sufficient to recover 99.9% of the CC3 correlation
energy (uncompressed CC3 was used as a benchmark). The results presented in Fig. 1
reveal almost perfect linear relationship between NSVD and n for n ≥ 2. The coefficient
of determination for the linear fit to the data with n ≥ 2 is higher than 0.999. Next,
we performed SVD-CCSDT calculations for the same set of molecules with NSVD found at
the CC3 level of theory for each n. Additionally, for n = 2 − 6 we performed the exact
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Figure 1: Optimal size of the SVD subspace (NSVD) sufficient to recover 99.9% of the CC3
correlation energy for linear alkanes, CnH2n+2, as a function of the chain length (n).
(uncompressed) CCSDT calculations with the AcesII program package. Unfortunately, for
n > 6 a single CCSDT iteration already took more than several days; such calculations
would not be feasible in practice and were thus abandoned.
In Fig. 2 we compare timings and scaling of the computational costs separately for
• the exact CCSDT calculations (solid black line);
• SVD-CCSDT calculations with NSVD determined at the CC3 level of theory (dashed
orange line);
• determination of the SVD expansion tensors, UXai in Eq. (1) (dotted red line),
taking linear alkanes as a benchmark. In each case the time necessary for a single iteration
is presented (determination of the SVD subspace is also iterative in nature, see Ref. 36).
However, it must be noted that the number of iterations necessary to converge the SVD
vectors is usually less than ten, and even five iterations are sufficient for small SVD subspaces.
To converge the CCSDT and SVD-CCSDT calculations about 20-30 iterations are usually
required (albeit we observed that SVD-CCSDT has a better convergence characteristics than
the exact CCSDT in more demanding cases). Therefore, one has to keep in mind that the
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Figure 2: Timings for a single iteration of the CCSDT method (solid black line, 1.04 ·
10−4 n7.24), of the SVD-CCSDT method (dashed orange line, 3.60 · 10−5 n6.14) and of the
determination of the SVD subspace (dotted red line, 5.75 · 10−6 n6.45) for linear alkanes,
CnH2n+2, as a function of the chain length (n). Power functions obtained by fitting the
correponding data points are given near each graph.
actual total workload required for the determination of the SVD subspace is, under typical
circumstances, several times smaller in relation to SVD-CCSDT than the timings for a single
iteration would suggest.
The computational timings discussed above were fitted with a power function a · nb for
n ≥ 2, where a and b are adjustable real parameters. Since n is roughly proportional to
number of orbital and auxiliary basis set functions, this allows to “empirically” determine
the scaling of the computational costs with the system size. Starting with the CCSDT
method, we obtained n7.24 from the fit which is somewhat smaller than the expected n8.
This can be explained by the fact that the CCSDT calculations were feasible only up to
n = 6 which may not be sufficient to reach the asymptotic regime and lower-order terms
may still contribute significantly to the total computational time. In the case of the SVD-
CCSDT method, where computational timings up to n = 8 were available, the power law
fit (n6.14) agrees well with the expected scaling of the method. For the determination of the
SVD expansion tensors the obtained scaling is n6.45. This scaling reduction is accompanied
by a considerable decrease of the overall computational costs. For example, a single iteration
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Figure 3: Breakdown of the SVD-CCSDT wall clock timing for the HNO3 molecule in the
cc-pVTZ basis set (O = 12, N = 134, Naux = 354, NSVD = 120). All steps that required less
than 1 second to complete are accumulated in the “remaining” category. This category also
includes the cost of updating the coupled-cluster amplitudes, convergence checks, evaluating
the energy, and similar minor tasks performed during every iteration.
of the exact CCSDT method for n = 5 takes a comparable amount of time to a single SVD-
CCSDT iteration for n = 8. By extending the trends shown in Fig. 2 one can also estimate
that for n = 11− 12 the SVD-CCSDT would reach a cost comparable to CCSDT for n = 6.
It is also interesting to break the computational time spent in a single SVD-CCSDT
iteration down into components corresponding to various terms in Eq. (39) and other steps
discussed in Sec. 3. For this purpose we selected HNO3 molecule in the cc-pVTZ basis set
(O = 12, N = 134, Naux = 354). As shown in the next section, the size of the SVD subspace
considered here (NSVD = 120) is sufficient to reach the accuracy of a fraction of kJ/mol in the
total correlation energy with respect to the uncompressed result. We thus have NSVD ≈ V
which is a typical phenomenon for the basis sets of this quality. The breakdown of the
computational timings is shown in Fig. 3. Rather surprisingly, the most computationally
demanding step is evaluation of the triples contribution to the singles and doubles residuals.
The next in the order of expense is one of the terms from Eq. (39) that involves the χXYab
intermediate. For comparison, in Fig. 3 we also include the CCSD contribution to the Rabij
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residual which typically consumes more than 90% of the computational time necessary for the
conventional CCSD iterations. This allows to compare the cost of various terms present in
the SVD-CCSDT theory in relation to the standard CCSD method, revealing the that SVD-
CCSDT calculations are only 5− 6 times more expensive than CCSD. Since both methods
scale as N6 with the size of the system, this ratio is likely to remain approximately constant
for larger molecules, albeit not necessarily in basis sets that are much larger. Let us point out
that all calculations reported here were accomplished by using a single CPU core. However,
it has recently been shown that impressive reductions of the CCSDT computational cost
are achievable with parallel execution.114 Since our present SVD-CCSDT implementation
consist mostly of lengthy loops over fixed-size batches of occupied, virtual, etc., indices, we
believe that a similar efficiency gain is possible, and this option should be considered in
future implementations.
4.3 Accuracy of the method
To investigate the accuracy of the SVD-CCSDT method in the reproduction of the exact
CCSDT energetics we selected four small benchmark molecular systems (methane, ethyne,
nitrous oxide, and nitric acid) for which the conventional CCSDT calculations can be per-
formed in a reasonable wall time. We evaluated SVD-CCSDT energies with increasing SVD
subspace size (in steps of five at a time) and recorded errors with respect to the exact CCSDT
method. Note that in the SVD-CCSDT results there is an additional source of error due
to the density fitting approximation. To eliminate this problem from our benchmark calcu-
lations we tested two distinct approaches. The first is to use very large auxiliary basis set
such as cc-pV6Z-RI (available in the Basis Set Exchange repository115). The second idea is
to assume that the density-fitting error is the same at the CC3 and CCSDT levels of theory.
One can then evaluate the DF-CC3 and conventional CC3 energies separately and correct
the SVD-CCSDT results to account for the difference. In all calculations reported here both
methods agreed to 0.1 kJ/mol and thus the results reported in this section can be viewed
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Figure 4: Errors in the SVD-CCSDT correlation energies (in kJ/mol) as a function of the
SVD subspace size (NSVD) with respect to the exact (uncompressed) CCSDT method (cc-
pVTZ basis set). The results are given for the molecules: methane (upper left panel), ethyne
(upper right panel), nitrous oxide (lower left panel), and nitric acid (lower right panel). The
horizontal red dashed line marks the 1 kJ/mol accuracy threshold (the chemical accuracy).
The maximum possible size of the SVD space is given below each graph.
as essentially free from the density-fitting error. Of course, this problem occurs only if the
total correlation energies are compared; in evaluation of relative energies the density-fitting
error is known to systematically cancel out leaving only a very small residual error.
The results of benchmark calculations are represented graphically in Fig. 4 where SVD-
CCSDT errors (with respect to the conventional CCSDT) are plotted against the SVD
subspace size. One can see that the errors vanish rather quickly and the assumed 1 kJ/mol
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Figure 5: Accuracy of the post-CC3 energy contribution, see Eq. (40) for a precise definition,
as a function of the SVD subspace size for the nitrous oxide molecule (cc-pVTZ basis set).
The black dashed lines are linear functions connecting two neighbouring data points.
accuracy goal (the chemical accuracy) is reached with a small fraction of the total number of
SVD vectors. The overall picture is very similar to the results reported recently at the CC3
level of theory, but we found that there appears to be no systematic relationship connecting
the convergence rates of SVD-CC3 and SVD-CCSDT methods that would hold for a broader
range of systems. At present, the ultimate limit of accuracy of the SVD-CCSDT method
appears to be the level of ±0.1 − 0.2 kJ/mol where oscillations start to appear. This is a
consequence of increasing numerical instabilities in the procedure of obtaining consecutive
SVD vectors and we hope to improve the procedures introduced in Ref. 36 to eliminate this
problem in future works. Other possible strategies to increase the accuracy of the present
approach are discussed in the next section. All in all, the results presented in Fig. 4 indicate
that the chemical accuracy of the SVD-CCSDT energies can be reached without significant
difficulties and even more stringent accuracy levels are obtainable with acceptable sizes of
the SVD subspace.
From the point of view of some applications it would be beneficial to use SVD-CCSDT
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method to calculate only the post-CC3 [or post-CCSD(T)] energy correction, rather than the
total SVD-CCSDT result, e.g., when the uncompressed CC3 results are available (possibly
calculated without the density fitting approximation). In this case the post-CC3 effects can
be evaluated as a difference between SVD-CCSDT and SVD-CC3 results obtained with the
same SVD subspace (note that the density-fitting error is cancelled out in the process). To
verify whether such approach is reasonable let us define the following quantity that measures
the accuracy of the calculated post-CC3 effects (on percentage basis)
δ% = 100
∣∣∣∣ESVD−CCSDT − ESVD−CC3ECCSDT − ECC3
∣∣∣∣ (40)
where ESVD−CCSDT, ESVD−CC3 are SVD-CCSDT and SVD-CC3 correlation energies, respec-
tively, obtained with the same SVD subspace, and ECCSDT and ECC3 are the conventional
CCSDT and CC3 results. In Fig. 5 we illustrate the dependence of δ% on the size of the
SVD subspace for the the nitrous oxide molecule in the cc-pVTZ basis set. Even a very
small number of SVD vectors allows to recover about 80% of the total post-CC3 effects.
To reproduce about 90% of the exact value a somewhat larger SVD subspace is required,
corresponding to ρ ≈ 15%. A systematic convergence pattern towards the exact value is
also notable, but it is not necessarily the same as for the raw energies since SVD-CC3 and
SVD-CCSDT components may converge at a somewhat different rate. Taking into consider-
ation that the calculation of the post-CC3 [or post-CCSD(T)] effects is notoriously difficult,
as well documented in the literature,116 the method presented here becomes an interesting
alternative, especially in larger basis sets and for systems where these effects are essential
for achieving the chemical accuracy.
Finally let us consider calculation of relative energies with the help of SVD-CCSDT
method. For this purpose we consider the 1,3-butadiene molecule which can assume several
interesting geometric structures117 that are distinguished by the value of the CCCC dihedral
angle, θ. The planar trans geometry (θ = 180◦) is the global energy minimum while the
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Table 2: Mean absolute deviation and maximum deviation (both in kJ/mol) of the SVD-
CCSDT results from the corresponding uncompressed CCSDT values for torsional energy in
butadiene molecule (cc-pVDZ basis set). The data set consists of eighteen CCCC dihedral
angles, θ = 0, 10, 20, . . . , 170.
NSVD ρ mean abs. deviation maximum deviation
20 2.6 0.92 2.10
40 5.1 0.77 1.61
60 7.7 0.42 1.02
80 10.2 0.27 0.73
100 12.8 0.19 0.50
120 15.4 0.14 0.30
analogous cis structure (θ = 0◦) is a saddle point on the potential energy surface. Interest-
ingly, there is another stable conformer – the so-called gauche structure that appears for the
dihedral angle θ ≈ 35◦ and represents a local minimum. The gauche and trans structures
are separated by a large energy barrier with a maximum for θ ≈ 100◦.
We performed SVD-CCSDT calculations for the butadiene molecule (cc-pVDZ basis set)
for the dihedral angles θ = 0, 10, 20, . . . , 180◦ with the rest of the geometry being the same
as in the trans conformer. In Table 2 we report mean absolute deviation and maximum devi-
ation of the SVD-CCSDT torsional energies from the corresponding uncompressed CCSDT
values for θ = 0, 10, 20, . . . , 170◦ and NSVD = 20, 40, . . . , 120. All results were arranged so
that the trans structure (θ = 180◦) corresponds to zero energy level and is thus excluded
from the error statistics. The results are also presented graphically in Fig. 6 where torsional
energy curve and errors with respect to CCSDT are shown for each individual point. It is
clear that even small SVD subspaces provide results that are close to the chemical accuracy.
With NSVD = 60 (ρ ≈ 7.7%) all data points are already accurate to 1 kJ/mol or better, and
NSVD = 120 (ρ ≈ 15.4%) gives results that, on average, are accurate to about 0.1 kJ/mol.
The errors shown in Fig. 6 exhibit a regular and predictable behaviour without major jumps
and discontinuities, and there is only one minor exception occurring for NSVD = 80 around
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Figure 6: Torsional energy curve (upper panel) and torsional energy errors (lower panel)
with respect to the exact CCSDT results calculated with the SVD-CCSDT method with
NSVD = 40, 80, 120 for butadiene molecule. The maximum size of the SVD subspace is 781.
θ = 120◦.
Comparison with analogous data obtained for the total energies leads to a conclusion
that a systematic cancellation of errors occurs in the evaluation of relative SVD-CCSDT
energies, thereby making the compressed coupled-cluster method even more beneficial under
such circumstances. This is especially true for smaller SVD subspaces. Moreover, this
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Table 3: Parameters of the torsional energy curve (see text) for butadiene molecule deter-
mined with SVD-CCSDT and the uncompressed CCSDT methods (cc-pVDZ basis set). The
energies are given in kJ/mol and angles in degrees.
parameter NSVD exact CCSDT
40 80 120
θgauche 39.4 37.6 37.6 37.6
θmax 101.5 99.6 100.7 100.6
∆Ebarier 26.5 27.5 27.8 28.0
∆Egauche/trans 13.9 14.3 14.4 14.4
∆Ecis/trans 19.3 19.2 19.1 19.0
example shows that the errors resulting from the truncation of the SVD subspace are weakly
dependent on the geometry of the molecule provided that the same SVD subspace size is
used consistently for all data points. This property is critical in computation of potentially
surfaces that are smooth and regular, and thus can be fitted with a suitably chosen analytic
functional form in order to, e.g., generate the molecular rotational/vibrational spectra or
perform nuclear dynamics simulations.
Lastly we assess the accuracy of some parameters that characterize the calculated tor-
sional energy curve. These are:
• values of the dihedral angle corresponding to the gauche structure (θgauche) and the
maximum of the barrier (θmax);
• the height of the barrier with respect to the trans structure (∆Ebarier);
• the energy difference between the gauche and trans structures (∆Egauche/trans) and
between the cis and trans structures (∆Ecis/trans).
For each method the above values were determined numerically with the help of B-splines
interpolation of the calculated relative energies (θ = 0, 10, 20, . . . , 180◦). The results for
NSVD = 40, 80, 120 are shown in Table 3. Already for NSVD = 120 the difference between
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SVD-CCSDT and the exact CCSDT is probably smaller than the intrinsic accuracy of the
latter. The obtained results agree reasonably well with the data available in the litera-
ture.117–121
5 Conclusions and outlook
We have reported an implementation of the full CCSDT electronic structure method using
tensor decompositions to electron repulsion integrals and triple excitation amplitudes. The
standard density-fitting approximation is used for the integrals while the triple amplitude
tensor is represented in a Tucker-3 format. The quantities UXai used for the expansion in
Eq. (1) are obtained by performing SVD of an approximate tabcijk tensor and retaining only
those singular vectors that correspond to the largest singular values, as detailed previously.36
The compressed tensor tXY Z in Eq. (1) is obtained by performing coupled-cluster iterations
within a subspace of triple excitations spanned by the chosen SVD basis.
The efficiency of this method relies on an observation that the optimal size of the SVD
basis, NSVD, that is sufficient to deliver a constant relative accuracy of the correlation energy
grows only linearly with the size of the system. This strategy allows to reduce the compu-
tational effort significantly, and leads to an approximate CCSDT method with practically
N6 scaling of its costs with the system size. This fact has been demonstrated by performing
SVD-CCSDT calculations for linear alkanes with increasing chain length and analysing the
computational timings.
The accuracy of the proposed method has been assessed by comparison with the exact
(uncompressed) CCSDT. In the case of total energies it has been shown that for several small
molecular systems the compression rates ρ < 20% are more than sufficient to get chemically-
accurate results. Taking into consideration that the compression rate ρ is (asymptotically)
inversely proportional to the size of the system, these results are very promising. In the case
of relative energies we have observed a significant systematic cancellation of errors making
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accuracy levels below 1 kJ/mol achievable with a considerably smaller NSVD than for the
total energies. The obtained relative energies exhibit a regular and predictable behaviour,
without major jumps or discontinuities. We have also found that at present the practical
accuracy limit of the SVD-CCSDT method is around 0.1 kJ/mol due to oscillations caused
by increasing numerical instabilities in the procedure of determining larger SVD subspaces.
It is also worth pointing out that the SVD-CCSDT method preserves the appealing black-box
nature of single-reference coupled-cluster theories and requires only one additional parameter
(NSVD) to be specified by the user.
This work opens up a window for new developments in the field of “compressed” coupled-
cluster theory. The most obvious extensions are perturbative methods that account for
triple excitations outside the SVD subspace, as well as for quadruple excitations. Both types
of corrections can be derived starting with the biorthogonal representation of the SVD-
CCSDT state as the zeroth-order wavefunction. This formalism, related to the method-of-
moments coupled-cluster theory,122 was introduced by Stanton123 to explain the success of
CCSD(T) over other methods that account for triple excitation perturbatively. Subsequently,
a similar reasoning has been employed to derive systematic perturbative corrections for higher
excitations.29–31,124
Another interesting idea is solve for the so-called Λ amplitudes125–128 and evaluate the
first-order properties such as multipole moments, nuclear gradients or electronic densities,
from the coupled-cluster functional. Since in the CCSDT method Λ and T † are identical in
the leading-order of perturbation theory, one can expect the SVD subspace used for T to
be adequate also for the expansion of Λ. Application of the present tensor decomposition
formalism to excited-state wavefunctions via the equation-of-motion theory129–132 is also
interesting due to capability of treating, e.g., doubly excited states. However, this is more
complicated than computation of properties since determination of a proper SVD subspace
requires to target one state at a time.
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