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Abstract
In this paper, the ecient implementation of numerical software for solving delay dierential equations is addressed.
Several strategies that have been developed over the past 25 years for improving the eciency of delay dierential equation
solvers are described. Of particular interest is a new method of automatically constructing the network dependency graph
used in tracking derivative discontinuities. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The past 10 years have seen a substantial increase in both the research into and the use of delay
dierential equations (DDEs), such as
y0(t) = f(t; y(t); y(t − (t))); where (t)>0: (1)
The increased use of DDEs in mathematical modelling has been fuelled by the availability of ecient
and robust software for solving such types of problem.
In this paper, some aspects of the design of ecient numerical software for solving DDEs are
discussed. In particular, several methods of automatically obtaining useful information about a DDE
are described and then used to improve the eciency with which DDE is solved.
DDE (1) may be solved numerically by combining an \interpolation" method (for evaluating
delayed solution values) with an ordinary dierential equation (ODE) integration method (for solv-
ing the resulting \ODE"). However, there are certain features of DDEs, such as the propagation
of derivative discontinuities [4,6] and the possibility of vanishing delays [1], that make such an
over-simplication unhelpful when writing ecient and robust software, unless measures are taken
to address them.
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2. Evaluating delayed solution values
In order to evaluate delayed solution values, it is necessary to construct a suitable continuous
solution for each accepted step and store this solution for later use. Whilst there are several possible
continuous extensions for Runge{Kutta methods (see [2, p. 186]), the most exible are those one-step
natural continuous extensions [7] that are also Hermite interpolants: They can be used to provide
defect error control [3], to evaluate delayed derivative values for NDDEs, and to construct \smooth"
graphical output (where appropriate).
2.1. Storage of the past solution
A key feature of any DDE solver is the ability to evaluate delayed solution values eciently. This
feature is related to, although not necessarily the same as, the ability to provide a dense output of
the solution. Consider the DDE y0(t) = y(t − (t)). If the delay function (t) is bounded, then the
oldest solution information may eventually be safely overwritten. However, if (t) is unbounded,
then it is necessary to keep as much of the past solution as possible. This is because once a delayed
solution value that is not available is required, the DDE cannot be solved any further. Given that the
storage available for the past solution is limited, this can best be achieved by using a cyclic storage
structure | once a cyclic storage structure is \full", the oldest solution information is overwritten.
This means that some DDEs may be solved over much larger ranges of integration than would
otherwise be possible.
2.2. Dense output
One of the requirements of any good DDE solver is the ability to produce a dense output (contin-
uous extension) of the solution. Using a cyclic storage structure for storing the past solution means
that it is possible that, even after successfully solving a DDE, not all of the solution is available for
dense output. However, if the dense output points are known before the DDE is solved, then they
can be output as soon as the appropriate continuous solution becomes available. This means that
graphical output can be provided, and parameter tting problems can be solved, over much larger
ranges of integration.
2.3. Retrieving delayed solution values
Ecient implementation of the routine that calculates delayed solution values is essential, otherwise
the time taken to solve simple DDEs may be dominated by \housekeeping". When a delayed solution
value is required, it is necessary to locate the correct previously stored solution | if a xed stepsize
is used then the location of the stored solution can be easily computed, otherwise it is necessary to
search the solution history. For a DDE with more than one delay function, if only one pointer is
used to search the solution history, considerable time can be spent searching backwards and forwards
between calculating dierent delayed solution values [5, p. 200]. For a DDE with more than three
delay functions, such as
y0(t) = y(t − 1)− y2(t − 7) + y(t − 3) + y(t − 5); (2)
C.A.H. Paul / Journal of Computational and Applied Mathematics 125 (2000) 287{295 289
Table 1
Archi [5] timings for solving Eq. (2) over the range [0; 10] using a xed stepsize
Four pointers One pointer
Stepsize Worst ordering Best ordering Worst ordering Best ordering
0.001 0.89 s 0.89 s 89.79 s 74.89 s
0.0005 1.78 s 1.78 s 356.48 s 297.35 s
0.00025 3.50 s 3.50 s 1442.13 s 1185.42 s
there is also the problem of the most ecient order for evaluating the delayed solution values | a
question that should not really have to concern the user. The best ordering of the delayed arguments
for the above example is
y0(t) = y(t − 1) + y(t − 3) + y(t − 5)− y2(t − 7);
because then the delayed solution values are evaluated in strictly increasing order. The answer to both
problems is simply to have separate pointers for each delay function; then the ordering of delayed
arguments is irrelevant and the time spent searching for the solution information is minimised (see
Table 1).
3. Derivative discontinuities
In order to treat derivative discontinuities (from now on referred to as discontinuities) eciently
and eectively, it is necessary to know how they arise and how they are propagated. It is also useful
to understand what impact discontinuities have on the numerical solution of DDEs. There are two
ways of improving the eciency of a DDE solver in the presence of discontinuities, defect control
[3] and discontinuity tracking [6]. How discontinuities are treated determines how some parts of the
user-interface should be specied.
3.1. Origin and propagation of derivative discontinuities
Consider the scalar DDE
y0(t) = y(t − (t)) (t>t0); y(t) =	(t) (t < t0); y(t0) = y0: (3)
Discontinuities can originate in the initial function 	(t), from the initial point t0 when 	(k)(t0−)6=
y(k)(t0+) for some integer k>0, and from discontinuities in the DDE itself and the delay functions.
Suppose that t0 =0, (t)=1 and 	(t0−)=y0 but that 	0(t0−)6=y0(t0+), then there is a discontinuity
in y0(t) at t=0. This discontinuity is propagated by the lag function (t)= t−(t) so that y00(1−)=
	0(0−)6=y0(0+) = y00(1+).
Note that when a discontinuity is propagated in a DDE it is also smoothed, that is to say, it
occurs in a higher derivative. For a general lag function (t), a discontinuity in y(r)(t) typically
propagates into y(r+1)(t). However if k is an odd-multiple zero of (t) = i, where i is some
previous discontinuity, then k occurs in a much higher derivative [4, p. 847].
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3.2. Impact of derivative discontinuities
A fundamental assumption made when deriving integration methods is that the solution is su-
ciently smooth (over each step). If the solution is not suciently smooth, a high-order integration
method collapses to lower order and consequently, the reliability of the local error estimator will be
aected. When this happens, the extra computational cost involved in using a high-order method can
be wasted because a cheaper, lower order method could have been used to achieve the same order
with better error control. Thus when a DDE is not suciently smooth, unless appropriate measures
are taken, the eciency of a high-order integration method can be severely compromised.
3.3. Defect control of derivative discontinuities
One way in which discontinuities can be detected and located is by using the defect (t) [3]; in
the case of Eq. (1),
(t) = f(t; y(t); y(t − (t)))− y0(t):
An advantage of defect control (over discontinuity tracking) is that no extra information about the
DDE is required in order to locate discontinuities. However, in practice, an estimate of the maximum
size of j(t)j on each step is used, and this estimate is based on asymptotic arguments that are no
longer valid if a low-order discontinuity occurs in the step.
\Signicant discontinuities" 2 are detected by monitoring the sequence of rejected steps and their
associated defects. Once detected, it is usually necessary to locate the position of the discontinuity
more precisely. However, because defect control is concerned with the accuracy of the solution and
not its order, it is not generally necessary to locate the discontinuity precisely.
Having detected a discontinuity in the interval (tn; tn+h), a bisection method can be used to locate
it within a smaller interval (r; s) 2 (tn; tn + h), where the defect over the interval (r; s) is acceptably
small. (In general, the exact location of a discontinuity cannot be found because there is no precise
event function, and thus high-order event location methods cannot be used.) Each bisection iteration
requires a defect evaluation, so that repeated derivative evaluations may be required. However, in
systems of DDEs only one solution component can have the \most signicant" discontinuity at any
one point. Thus, evaluating all the derivative components can be very inecient. This problem may
be overcome by specifying the derivatives so that they can be evaluated separately. (However, this
approach may severely aect the eciency of the numerical integration method.) Consider the DDE
y01(t) = y1(t)y2(t − 1); y02(t) = y2(t2)− y3(y1(t)); y03(t) = y2(t − 3): (4)
2 A \signicant discontinuity" is any discontinuity that gives rise to such a large defect (estimate) that a step is rejected.
Thus, not all low-order discontinuities are \signicant" and, in fact, the treatment of discontinuities relies on a discontinuity
becoming \less signicant" as the size of the step in which it occurs decreases.
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The corresponding FORTRAN 90 code could be written as
REAL FUNCTION DERIVATIVE(COMPONENT,T)
USE DELAY SOLVER
INTEGER, INTENT(IN) :: COMPONENT
REAL, INTENT(IN) :: T
SELECT CASE (COMPONENT)
CASE(1)
DERIVATIVE=DELAY(1,T)DELAY(2,T-1)
CASE(2)
DERIVATIVE=DELAY(2,TT)-DELAY(3,DELAY(1,T))
CASE(3)
DERIVATIVE=DELAY(2,T-3)
END SELECT
END FUNCTION DERIVATIVE
where the module DELAY SOLVER contains a function DELAY(i,t) that evaluates the ith solution
component at the argument t.
3.4. Tracking derivative discontinuities
Discontinuity tracking maintains the order of a numerical solution by including low-order disconti-
nuities in the meshpoints. It is much more intimately connected with the structure of the DDE being
solved than defect control. Software that tracks discontinuities a la Wille and Baker [6] requires the
user to specify the lag functions and derivative functions separately, as well as specifying the initial
discontinuities and the network dependency graph (Section 3.4.3).
3.4.1. The derivative discontinuity tracking equations
Reconsider Eq. (3) and assume that 	(t0−)6=y(t0+). The discontinuity in y(t) at t = t0 is propa-
gated to the point t = 1 when the lag function crosses the position of the discontinuity, that is to
say
((1+)− t0) ((1−)− t0)< 0: (5)
Condition (5) is \almost equivalent" to requiring (1) = t0, except that this does not exclude
even-multiplicity zeros, whereas only odd-multiplicity zeros satisfy the \switching" condition (5).
However, since multiple zeros are numerically ill-conditioned [4], in practice they are given no
special treatment.
The discontinuity at t = 1 may itself be propagated to a point t = 2, where (2) = 1. It is
also possible, depending on the lag function, that the discontinuity at t= t0 is again propagated to a
point t=2, where 2>1 can be arbitrarily large. Thus, y(t) cannot be guaranteed to be ultimately
smooth.
Thus, discontinuity tracking in a scalar DDE involves the evaluation of the lag functions and a
record of the (initial) discontinuities and how they have been propagated. The need to evaluate the
lag functions means that they must be specied separately from the DDE (Section 3.4.3).
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3.4.2. Tracking derivative discontinuities in systems of DDEs
In a system of DDEs discontinuity tracking can be complicated by discontinuities being propagated
between solution components. This fact gives rise to the concept of strong and weak coupling and
network dependency graphs (NDGs) [6]. Strong coupling describes the propagation of discontinuities
between dierent solution components by an ODE term, that is to say (t)  0. Weak coupling
describes the propagation of discontinuities within the same solution component and between dierent
solution components by a DDE term, that is to say (t) 6 0. Given a system of DDEs, the NDG is
key to tracking the propagation of discontinuities. For the system of DDEs (4), the NDG is
Thus, tracking discontinuities requires the following extra information about the DDE to be
specied: (i) the initial discontinuities and (ii) the network dependency graph. Whilst the initial
discontinuities cannot be automatically determined, it is possible to construct the NDG automati-
cally.
3.4.3. Constructing the network dependency graph
Reconsider the DDE system (4). Unlike using defect control for treating discontinuities (Section
3.3), the lag functions have to be specied separately from the derivative functions. Thus, the DDE
could be specied using FORTRAN 90 as
REAL FUNCTION DERIVATIVE(COMPONENT,T)
USE DELAY SOLVER
INTEGER, INTENT(IN) :: COMPONENT
REAL, INTENT(IN) :: T
SELECT CASE (COMPONENT)
CASE(1)
DERIVATIVE=DELAY(1,1)DELAY(2,2)
CASE(2)
DERIVATIVE=DELAY(2,3)-DELAY(3,4)
CASE(3)
DERIVATIVE=DELAY(2,5)
END SELECT
END FUNCTION DERIVATIVE
where the function DELAY(i, j) evaluates the ith solution component using the jth lag function. The
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corresponding lag functions would then be given as
REAL FUNCTION LAG(COMPONENT,T)
USE DELAY SOLVER
INTEGER, INTENT(IN) :: COMPONENT
REAL, INTENT(IN) :: T
SELECT CASE (COMPONENT)
CASE(1)
LAG=T
CASE(2)
LAG=T-1
CASE(3)
LAG=TT
CASE(4)
LAG=DELAY(1,1)
CASE(5)
LAG=T-3
END SELECT
END FUNCTION LAG
By evaluating each of the lag functions in turn and monitoring calls to the DELAY function, it is
possible to determine which lag functions are state-independent (do not depend on the solution) and
which are state-dependent (and on which solution components and other lag functions they depend).
This information is necessary for constructing the NDG, as well as being useful when tracking
discontinuities because there are additional diculties associated with discontinuities propagated by
state-dependent lag functions.
Next, by evaluating each derivative component in turn and monitoring calls to the DELAY function,
it is possible to determine the links in the NDG and which lag functions are associated with each
link. For state-dependent lag functions there is also the question of the propagation of discontinuities
in the lag functions, which gives rise to additional links in the NDG. This then completes the
construction of the NDG.
3.4.4. Ecient tracking of derivative discontinuities
The implementation of discontinuity tracking is even more complicated than already suggested.
Having specied the initial discontinuities and constructed the NDG, it is necessary to calculate
(\predict") where discontinuities will be propagated to before attempting to solve the DDE over an
interval in which a discontinuity occurs. This can be achieved eciently by determining whether an
interval contains a discontinuity just before attempting to solve over it.
Testing the switching condition
((tn + h)− i) ((tn)− i)< 0
on each step [tn; tn+h] might appear to be sucient for detecting if the discontinuity i is propagated
into the interval [tn; tn + h]. However, if the lag function (t) propagates the discontinuity i into
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the interval an even number of times, then the propagated discontinuities will not be detected (see
below).
Once detected, the location of the discontinuity must be found more precisely by solving the
equation (t) = i. However, the convergence test is usually of the form j(t)− ij<jij, where
> 1 and  is the unit-roundo. For some DDEs, for example, y0(t) = y(t2)y
(
t − 110

with t0 = 0,
this gives rise to numerous spurious discontinuities [5, p. 86]. A strategy for reducing the impact
of this problem is to require discontinuities in the same solution component and derivative to be at
least a distance   apart before they are considered to be distinct.
Having located a discontinuity at the point t = k , it still remains to advance the solution up to
t = k . For DDEs in which y(t) is discontinuous at the point t = t0, it is particularly important to
evaluate delayed solution values correctly [5, p. 87]: If (t) ! t0+ as t ! k−, then y((k−))
should be evaluated as y(t0+) and not y(t0−). The correct evaluation of delayed solution values
can be achieved by monitoring whether the current interval is [tn; k) or [k; tn+1] and by know-
ing whether (tn)<t0 or (tn)>t0. (For continuous solutions this problem does not arise because
jy(t0 + )− y(t0 − )j=O().)
Discontinuity tracking maintains the order of the solution by including discontinuities in the mesh-
points, whilst attempting to avoid unnecessarily small and inecient stepsizes. However for discon-
tinuities propagated by state-dependent lag functions, very small stepsizes may still arise because the
discontinuities may \move" slightly as the solution advances [5, p. 150]. This problem has still to
be adequately addressed by codes that track discontinuities.
Tracking discontinuities can be computationally expensive, and it becomes more expensive as the
number of discontinuities that need to be tracked increases [5, p. 177]. However, it is not necessary
to track every discontinuity: The smoothing of discontinuities when they are propagated means that
they eventually occur in a suciently high derivative that they can be ignored. Also, although it is
necessary to track every low-order discontinuity (for a general lag function), if the user can specify
a bound on the size of the delays then the oldest discontinuities can eventually be safely ignored.
4. Conclusion
The analytical theory underlying the numerical solution of DDEs has advanced considerably over
the past decade. However, the number of available DDE solvers has remained somewhat limited and
has thus delayed the widespread use of DDEs by non-mathematicians. Whilst there are a number of
theoretical areas in the numerical solution of DDEs, convergence, stability, bifurcations, oscillations,
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etc., this paper has aimed at shedding light on some of the practical issues in writing an ecient
and robust code for solving DDEs. Having identied some of the obvious and less obvious design
problems, the next generation of DDE solvers should hopefully be more ecient and easier to use.
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