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ABSTRACT
The migration of planetary cores embedded in a protoplanetary disk is an important mechanism within planet-
formation theory, relevant for the architecture of planetary systems. Consequently, planet migration is actively
discussed, yet often results of independent theoretical or numerical studies are unconstrained due to the lack
of observational diagnostics designed in light of planet migration. In this work we follow the idea of inferring
the migration behavior of embedded planets by means of the characteristic radial structures that they imprint
in the disk’s dust density distribution. We run hydrodynamical multifluid simulations of gas and several dust
species in a locally isothermal α-disk in the low-viscosity regime (α = 10−5) and investigate the obtained
dust structures. In this framework, a planet of roughly Neptune mass can create three (or more) rings in which
dust accumulates. We find that the relative spacing of these rings depends on the planet’s migration speed and
direction. By performing subsequent radiative transfer calculations and image synthesis we show that – always
under the condition of a near-inviscid disk – different migration scenarios are, in principle, distinguishable by
long-baseline, state-of-the-art ALMA observations.
Keywords: planetary systems: protoplanetary disks – hydrodynamics – radiative transfer – planet-disk interac-
tions – submillimeter
1. INTRODUCTION
Observations of protoplanetary disks (PPDs) in recent
years have revealed impressive substructures in the dust dis-
tribution of many targets (e.g. ALMA Partnership et al. 2015;
Andrews et al. 2016, 2018). A large fraction of the observed
disks show annular intensity enhancements or deficits, com-
monly described as rings and gaps, respectively. These re-
markable concentric features can be explained by the radial
accumulation and depletion of solid material at these loca-
tions and have elicited a number of proposed physical ex-
planations. For example, the effect of magnetic fields seems
to be significant in both the ideal and the non-ideal regimes
of magneto-hydrodynamics (MHD, Flock et al. 2015; Ruge
et al. 2016; Krapp et al. 2018; Riols & Lesur 2019). Also the
density and dust opacity modification expected at ice lines is
promising for systems, where the radial position of the ob-
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served gaps coincides with expected phase transition temper-
atures (Zhang et al. 2015; Banzatti et al. 2015) or where grain
size evolution by sintering becomes efficient (Okuzumi et al.
2016).
Moreover, the presence of a planet is a popular explana-
tion for gaps and rings. If the mass of an embedded body
exceeds a certain threshold, the gravitational interaction with
its environment creates an underdensity along its orbit and
consequently carves a gap. This was first shown for the im-
pact of giant planets on gas dynamics (e.g. Lin & Papaloizou
1986) but has been extended to study the behavior of dust in
disks hosting giant planets (Paardekooper & Mellema 2006;
Rice et al. 2006) or planets as small as a few Earth masses
(e.g. Rosotti et al. 2016). Decisive for the outcome, besides
the mass of the embedded planet, is the level of turbulent vis-
cosity present in the protoplanetary environment. For many
years, the level of viscosity has been estimated from stellar
accretion rates, associating it with the mechanism of outward
transport of angular momentum and hence regarding viscos-
ar
X
iv
:1
90
9.
01
66
1v
2 
 [a
str
o-
ph
.E
P]
  2
8 O
ct 
20
19
2 WEBER ET AL.
ity as the driver of the stellar accretion process. However, it
has been shown that the magneto-rotational instability (MRI,
Balbus & Hawley 1991) – once believed to generate turbu-
lence and from this the required level of viscosity – is not
fully active when considering the non-ideal MHD effects for
typical conditions of a PPD and instead magnetic winds are
expected to be the main carrier of angular momentum (Bai
& Stone 2013; Gressel et al. 2015). These numerical results,
along with the observational upper limit estimates for turbu-
lence – found from line observations (Flaherty et al. 2017;
Teague et al. 2018) and the vertical extent of observed dust
structures (Pinte et al. 2016) – suggest, that the level of tur-
bulent viscosity is considerably lower than what is needed to
explain observed stellar accretion rates purely through vis-
cous angular momentum transport. On the other hand, it is
quite plausible that the disk is not completely inviscid, but
a certain level of turbulence is still retained, generated by
purely hydrodynamical processes, such as the vertical shear
instability (VSI, Nelson et al. 2013; Stoll & Kley 2014). The
effect of a planetary perturbation on the density structure has
been studied for inviscid disks using linear theory (Goodman
& Rafikov 2001) and also for disks of low viscosity by per-
forming hydrodynamical simulations (e.g. Dong et al. 2017;
Bae et al. 2017). The latter studies suggest that a single planet
embedded in the disk causes a series of concentric rings to
form, both inside and outside of the planet’s orbital location.
The efficiency of many proposed processes at different
stages of planet formation depends on the radial distance to
the star at which one assumes the planet to form. The cat-
alogue of detected exoplanets only offers valuable informa-
tion to the question where planets typically end up. It does
not necessarily tell us where those planets are forming. This
is due to the mechanism of planet migration, a process which
commonly describes the modification of the planet’s semi-
major axis due to interaction with its environment. Migra-
tion is therefore a key parameter for the studies of population
synthesis (as reviewed in Benz et al. 2014) that are engaged
in linking the exoplanet data to early stage processes.
The theory of planet migration is an extensive subject. It
has been shown that the disk exerts a torque onto the planet,
i.e. it changes the bodies angular momentum and causes it
to move radially. For comprehensive reviews of the classi-
cal picture we refer to Kley & Nelson (2012) and Baruteau
et al. (2014). Typically, this movement is directed towards
the central star (Tanaka et al. 2002; Masset & Papaloizou
2003). Some recent work highlighted, however, that an ac-
tively accreting embedded planet experiences an additional
torque through its heating (Benı´tez-Llambay et al. 2015) and
through the asymmetric feature in the dust distribution of the
planetary gap (Benı´tez-Llambay & Pessah 2018) which are
typically directed outwards and might even reverse the direc-
tion of migration. The exact process in a low-viscosity disk
is challenging to describe and to study (McNally et al. 2019),
both from an analytical or numerical point of view, since the
migration rate strongly depends on the assumed disk model
and the processes taken into account. Many key parameters
of PPDs cannot be constrained by direct observation such
that migration rates obtained from theoretical models are of-
ten not directly applicable. Nevertheless, the gap structure
of a migrating planet can change substantially compared to a
planet on a fixed orbit, as shown by Meru et al. (2019) in the
case of a high level of disk viscosity, an effect that was tested
for observability in Nazari et al. (2019).
Only recently, Pe´rez et al. (2019) observed an interest-
ing structure in the specific example of the disk around
HD 169142, which they find to be inconsistent with a planet
on a fixed orbit. Instead, Pe´rez et al. (2019) are able to ex-
plain the detected features with an inwards migrating planet
in a poorly viscous environment.
While these works rely on their specific model of simu-
lated planet migration to be adapted to the specific system at
hand, we utilize a bottom-up approach to obtain more clarity
about the impact of planet migration in general. For this we
vary the migration rate by a simple prescription and monitor
how the structure of the PPD reacts to each different sce-
nario. This idea has been previously followed by Dong et al.
(2017) for two migration rates and considering only one dust
species. Here, we expand this approach to include multiple
dust species and a larger set of migration rates. While in
the works of Meru et al. (2019) and Nazari et al. (2019) the
disk’s viscosity has a crucial impact on its response to the
planet’s potential, we here consider PPDs that are nearly in-
viscid. In this scenario the waves launched by the planet are
less damped and sharper structures can develop. Our intent
is to characterize the most robust features a certain migration
rate produces in a certain PPD and to link these properties to
observable signatures in state-of-the-art observations.
The paper is structured as follows: In Section 2 we describe
the employed disk model, as well as the setup for the fiducial
hydrodynamical simulations, results of which are presented
in Section 3. In Section 4 we perform radiative transfer on
the hydrodynamical results, followed by image synthesis to
assess different migration scenarios for observability in inter-
ferometric observations. Section 5 extends the hydrodynam-
ical simulations to highlight the effects of important param-
eters and in Section 6 we discuss caveats to our results and
possible applications.
2. DISK MODEL
2.1. Governing Equations
This work studies the coupled temporal development of the
gas and several dust species, differing in the grain size they
represent, in presence of a migrating planet. Both gas and
dust are treated as fluids and their spatial distribution is de-
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scribed by their surface densities, Σg and Σi, respectively.
The subscript i distinguishes between different dust species
and iterates from i = 1 to i = Ndust, the number of dust
species. The evolution of the considered fluids is described
by the continuity and Navier-Stokes equations:
∂Σg
∂t
+∇ · (Σgu) = 0 , (1)
Σg
(
∂u
∂t
+ u · ∇u
)
= −∇P −∇·τ − Σg∇φ−
∑
i
Σifi .(2)
∂Σi
∂t
+∇ · (Σivi + ji) = 0 , (3)
Σi
(
∂vi
∂t
+ vi · ∇vi
)
= −Σi∇φ+ Σifi . (4)
The velocity vectors of gas and dust species are denoted by u
and vi, respectively. The isothermal gas pressure is defined
as P = Σgc2s , with cs being the speed of sound. The dust
fluid is assumed to be pressureless. The viscous stress tensor
is given by
τ ≡ Σg ν
[
∇u + (∇u)T − 2
3
(∇ · u)1
]
, (5)
where ν is the kinematic viscosity and 1 the identity matrix.
To model viscosity in the disk, we employ the α-viscosity
framework described in Shakura & Sunyaev (1973), where
the viscosity is coupled to the thermal disk structure by a
dimensionless constant α:
ν = αcshr . (6)
The aspect ratio, h = Hr−1, compares the disk’s pressure
scale-height, H = cs/ΩK (with ΩK being the Keplerian an-
gular frequency) to the radial extent of the disk. The com-
bined gravitational potential of the star and the planet that
appears in Equation 2 and Equation 4 reads
φ = −Gm∗
r
− Gmp
(|r− rp|2 + (bHp)2)
1
2
+
Gmp
r2p
r cosϕ ,
(7)
with the gravitational constant, G, the stellar mass, m∗, the
planet mass, mp, and its position relative to the star, rp. The
parameter b represents the smoothing factor which multiplied
by the scale height at the planet’s location, Hp = H(rp),
accounts for the vertical extent of the gravitational potential.
In our models its value is set to b = 0.6 (Masset 2002; Mu¨ller
et al. 2012). The last term in Equation 7 corresponds to the
non-inertial acceleration in the employed astrocentric frame
of reference.
The quantity fi in Equations (2) and (4) represents the col-
lisional interaction between gas and dust. In the regime that
is relevant for this work (the so-called Epstein regime), the
strength of this force depends linearly on the velocity differ-
ence between gas and dust fluids (Safronov 1972; Whipple
1972):
fi =
ΩK
Sti
(u− vi) . (8)
Here, the Stokes number of a specific dust species, Sti, is a
dimensionless parameter, incorporating the dynamical rele-
vant quantities of a spherical dust grain at a certain location
in the disk:
Sti =
pi
2
aiρmat
Σg
, (9)
with ai the radius of the dust grain and ρmat its intrinsic ma-
terial density.
The vector ji appearing in Equation (3) symbolizes the dif-
fusion flux of a dust fluid due to a gradient in its concentration
and is expressed by (following Morfill & Voelk (1984)):
ji = −Di(Σg + Σi)∇
(
Σi
Σg + Σi
)
. (10)
The diffusion in our model is employed to mimic stochastic
kicks exerted onto the dust grains by the surrounding turbu-
lent gas fluid. This implies that the diffusion coefficient of
each dust species is a function of the turbulence, which in
turn is expressed by the kinematic viscosity, ν. We apply
the relationship Youdin & Lithwick (2007) found for radial
diffusion:
Di = ν
1 + 4St2i(
1 + St2i
)2 , (11)
in both radial and azimuthal direction. A detailed descrip-
tion and numerical tests of the diffusion implementation are
presented in Appendix A.
2.2. Fiducial Model
Here, the parameters used in the fiducial model are intro-
duced and shortly justified. All relevant parameters are listed
in Table 1. We choose a star of solar mass and a Neptune
mass planet located at rp = 30 AU and adopt typical val-
ues at this location for the aspect ratio and surface density.
An important parameter for hydrodynamical processes is the
level of viscosity, typically quantified by the dimensionless
stress, α. Following the idea that angular momentum trans-
port is rather caused by disk winds launched in upper regions
of the disk than through viscous processes, we investigate the
effects of the planet in a low-viscosity disk with α = 10−5.
For all our models, we use a dust-to-gas ratio of ε = 0.01
and assume that the number density of dust grains follows a
power-law n(a) ∝ a−γ . We choose a conservative value for
the power-law index, γ = 3.5, and a maximum grain size,
amax = 1 mm, that implicitly assumes that grain growth is
an ongoing process in outer regions of the disk but limited
due to particle drift, bouncing and fragmentation (see e.g.
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Table 1. Set of parameters for fiducial hydrodynamical simulations.
Stellar mass m∗ [M] 1
Planet mass mp [M⊕] 17
Planet semi-major axis rp [AU] 30
Planet smoothing parameter b 0.6
Surface density at rp Σg [gcm−2] 5
Surface density slope σ -0.5
Temperature slope ξ -1.0
Aspect ratio at rp h 0.05
Viscosity parameter α 10−5
Number of dust species Ndust 5
Minimum particle size amin [mm] 10−2
Maximum particle size amax [mm] 1
Material density ρmat [g cm−3] 2
Total dust-to-gas ratio ε 0.01
Number of radial cells Nr 600
Number of azimuthal cells Nϕ 1200
Blum 2018, for a review of laboratory results). This is moti-
vated by recent interpretations of PPD observations (see e.g.
Rosotti et al. 2019; Zhu et al. 2019) and, assuming the grains
to be compact spheres, also represents roughly the largest ob-
servable grain size for ALMA observations. The minimum
particle size of amin = 10µm is unrealistically large, how-
ever, as long as amax  amin this parameter does not influ-
ence the dynamics (Garaud 2007) and smaller particles are
taken to perfectly follow the profile of the gas due to their
strong coupling. We stress, that the grain sizes are kept fixed
in our simulations and are therefore not accounting for any
size evolution.
2.3. Numerical Setup
The hydrodynamical simulations in this work make use of
the publicly available code FARGO3D1 (Benı´tez-Llambay &
Masset 2016) with multiple fluids (Benı´tez-Llambay et al.
2019), enabling the study of both the gas and dust struc-
tures by including several dust species as pressureless flu-
ids and solving Equations (1)-(4) numerically. In all our
runs presented in this work we use the FARGO algorithm
(Masset 2000). The grid is spread linearly in azimuth and
logarithmically in radius, using a number of cells, Nϕ ×
Nr = 1200 × 600, spread over the full azimuthal angle and
12 AU < r < 75 AU. The disk temperature, T , and the
gas and dust densities, Σ, are assumed to initially follow a
power-law structure:
T ∝ rξ , Σ ∝ rσ , (12)
1 http://fargo.in2p3.fr/
with ξ = −1.0 and σ = −0.5. The dust is modelled by five
distinct fluids interacting with the gas (not explicitly inter-
acting with each other) and only differ in the grain size that
the fluid represents. The different grain sizes are spaced log-
arithmically between the minimum grain size and the max-
imum grain size. This – together with the size dependency
of the particle number density n(a) ∝ a−3.5 – translates
into a depency of each dust component surface density of
Σi(a) ∝
√
a. The initial density structure of each dust
species is then fully determined by demanding the total dust-
to-gas ratio to be ε = 0.01 everywhere in the disk.
We set the boundary conditions to steady state drift so-
lutions that are given in Benı´tez-Llambay et al. (2019) for
gas and an arbitrary number of dust species. These solu-
tions account for the momentum exchange between gas and
an arbitrary number of dust species. The drift velocity of a
dust species is therefore dependent on the motion of the other
dust species, since the dust’s feedback changes the gas back-
ground flow. To prevent reflections of the planet’s wake at the
boundaries, we damp density and velocity fields close to the
boundaries according to de Val-Borro et al. (2006) following
the prescription in Benı´tez-Llambay et al. (2016).
3. HYDRODYNAMICAL RESULTS
3.1. Planet on fixed orbit
In Figure 1 we present the density structure of gas and sev-
eral dust species, perturbed by a planet of Neptune mass in
the case of α = 10−5. This fiducial model uses the parame-
ters that are summarized in Table 1.
Prominently, one can observe two gaps in the dust struc-
tures. One possible explanation for this phenomenon can be
found in Goodman & Rafikov (2001), who calculated that
density waves that are launched by the gravitational pull of
an embedded planet eventually turn into shocks. Hence, they
cause a local perturbation of the gas pressure profile, that af-
fects the radial dust velocities and can cause gaps. As a result
dust can accumulate at the gap edges as shown by Dong et al.
(2017) in hydrodynamical simulations including gas and one
dust size. The authors concluded from this, that a single
planet can cause an observable triple-ring structure: One ring
outside the outer gap, one ring being trapped in the planet’s
horseshoe orbit and one ring inside to the inner gap.
The results presented in Figure 1 highlight, that the ob-
tained structure depends on the regarded grain size. While
the ring created outside the planet’s orbit is located at the
same radial distance to the star for all five dust species, the
accumulation of solids in the horse-shoe orbit and radially
inwards of the planet’s location show distinct features for dif-
ferent dust sizes.
The distribution of dust can be best understood by recalling
that small grains are tightly coupled to the dynamics of the
gas, which means that their radial flow follows the radial flow
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Figure 1. Normalized surface density of different dust species in the case of a planet on a fixed (non-migrating) orbit. The planet is located at
r = 30 AU and the density is shown after t = 300 orbits. All relevant parameters are listed in Table 1.
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Figure 2. Azimuthal velocity of the gas in its density-weighted
azimuthal average, 〈uϕ〉Σ = 〈uϕΣg〉ϕ/〈Σg〉ϕ. The azimuthal ve-
locity is plotted in its relative deviation from the Keplerian profile.
It corresponds to the same setup as Figure 1. The vertical dashed
lines mark the positions calculated by Goodman & Rafikov (2001),
where shocks are predicted to develop.
of the gas. The radial velocities of decoupled dust grains,
however, are most strongly affected by the head- or tailwind
they experience from the gas, i.e. by the deviation of the
azimuthal gas velocity from the Keplerian speed. Figure 2
shows this deviation in its azimuthal average, weighted by the
gas surface density and normalized to the Keplerian speed.
By analyzing these velocity profiles one can understand the
created dust distribution in Figure 1: The gravitational pull of
the planet causes the azimuthal velocity of the gas to become
super-Keplerian in the outer disk. This imposes a tailwind
onto decoupled dust grains, hence a positive torque causing
them to drift outwards. The outer ring is formed at the loca-
tion, where the azimuthal velocity of the gas is Keplerian and
the accumulation is the most pronounced for the most decou-
pled species. Looking more closely at Figure 2 it becomes
apparent that there are two such locations in the outer disk,
narrowly spaced. The inner location of Keplerian velocity is,
however, an unstable equilibrium. Partly decoupled particles
that are located a bit further outside are transported outwards
and if they are located slightly further inside, their drift is in-
wardly directed. The outer radius of Keplerian rotation is in
contrast a point of accumulation.
As mentioned before, small dust is following the radial ve-
locity of the gas. Consequently, the small dust species are not
completely halted at the pressure maximum and no ring is
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formed. In the inner system the azimuthal velocity of the gas
shows a local maximum but it does not turn super-Keplerian
anywhere. As a consequence, the radial drift of the dust is
merely slowed down but not reversed and the largest dust
grains (that are not being replenished due to trapping in the
outer disk) begin to be evacuated from this area. This is not
the case for dust species that are coupled more strongly. For
them the local maximum is enough to create a congestion of
dust at these radii that appears as a ring in its density struc-
ture. Due to the different dynamical behavior of distinct dust
sizes, this ring is located at slightly shifted radii for different
species.
3.2. The effect of migration
The uncertainty in the migration behavior of an embedded
planet motivates us to keep this quantity as an input param-
eter of the simulations. This means the planetary motion is
entirely prescribed, allowing us to study how the PPD adapts
to different migration scenarios. The prescription is set by
updating the planet position at every time step:
rn+1p = r
n
p + r˙
n
p dt , (13)
r˙np =
rend − rn
tend − tn , (14)
where rend is the distance to the star at which the planet ends
up after a time of tend. In all of our simulations we model
migration for tend = 300 orbits and set rend = 30 AU,
such that at the end of the simulations different scenarios
are directly comparable to each other. The migration rates
are therefore completely controlled by setting the orbital dis-
tance at which the planet is initialized, rp,0 = rp(t = 0):
r˙p =
rend − rp,0
tend
. (15)
As a point of reference, we take the so-called Type I mi-
gration rate by Tanaka et al. (2002) in its two-dimensional
representation, which is one of the standard predictions for a
planet not massive enough to open a gap in the gas structure.
For parameters used in the fiducial model this results in a mi-
gration rate of r˙p = −6.1× 10−5AU/yr which is equivalent
to r˙p = −3.4 × 10−4rp/orbit. We use the absolute value
of this speed as a reference migration speed in negative and
positive direction and investigate one slower and one faster
mode, respectively. Different migration scenarios are sum-
marized in Table 2.
Figure 3 shows the radial structure of the gas surface den-
sities for different cases of planet migration. In all the snap-
shots the planet is located at r = 30 AU after an evolution
of t = 300 orbits. The perturbations of the gas density are
only small compared to the initial profile. We note that the
planet compresses the density maximum it is migrating to-
wards, while the one in the opposite direction is diminished
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0.0
0.5
1.0
r˙ p
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Figure 3. Radial structure of gas surface density for different migra-
tion speeds of the planet. The lower panel shows the radial density
profiles in the vicinity of the planet, which is located at rp = 30 AU
in all the cases. The dashed line shows the initial gas distribution.
The upper panel shows the locations of maxima (circles) and min-
ima (squares) of the averaged gas surface density as a function of
migration speed. Their colors correspond to the equivalent color in
the legend of the lower panel. The dashed lines show linear fits to
the locations of the outer maximum (Equation 16) and inner max-
imum (Equation 17) for inward migration and outward migration,
respectively. Note, that in the case of fast inwards migration the
central gas density maximum vanishes.
and broadened, and its location is shifted to radii more distant
to the planet location. This is in accordance with the assess-
ment done in Meru et al. (2019) and Pe´rez et al. (2019). For
largest absolute migration rates, the maximum in the horse-
shoe region starts to dissolve and the gap depletion is less
pronounced.
It is clearly visible, that in the case of an inward migrating
planet the outer maximum is located the further outwards, the
faster the planet is migrating. Equivalently, for an outwards
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Table 2. Set of explored migration rates.
Name r˙ [10−5 ×AU/yr] R0[AU]
in-a −9.1 34.5
in-b −6.1 33
in-c −3.1 31.5
fixed 0.0 30
out-a 3.1 28.5
out-b 6.1 27
out-c 9.1 25.5
migrating planet the inner maximum is shifted the further in-
wards, the faster the planet is migrating.
In the right panel of Figure 3 we fitted the distance of the
relevant maxima to the planet’s orbit with linear functions
shown as dashed grey lines. They are given by:
rout(r˙p) = 35.9 AU− 4.16× 104yr× r˙p
[
AU
yr
]
, (16)
rin(r˙p) = 23.3 AU− 2.56× 104yr× r˙p
[
AU
yr
]
. (17)
3.3. Optical depth
In an attempt to make a simple estimate of an average dust
profile that is meaningful for observations, we calculate the
optical depth of the simulated disk for a specific observa-
tional wavelength, λobs = 1.3 mm:
τλ =
Ndust∑
i=1
κi(λobs)Σi , (18)
where κi(λobs) are rough estimates (Ivezic et al. 1997) for
the absorption opacity of dust species i:
κi(λobs) = κ
geo
i ×min
(
1,
2piai
λobs
)
, κgeoi =
3
4aiρmat
.
(19)
Figure 4 shows the calculated optical depth for different
scenarios of planet migration. Similar to the effect observed
in the gas structure, the locations of dust accumulation be-
come more and more asymmetric towards each other when
increasing the absolute value of the migration rate.
4. SYNTHETIC OBSERVATIONS
4.1. Radiative Transfer and Image Synthesis
Synthetic image predictions based on the hydrodynamic
simulations are obtained via a radiative transfer calculation.
Here we use the publicly available code RADMC3D2 (ver-
sion 0.41, Dullemond et al. 2012).
2 http://www.ita.uni-heidelberg.de/∼dullemond/software/radmc-
3d/index.html
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Figure 4. The color code traces the optical depth for a wavelength
of λobs = 1.3 mm in azimuthal average for the fiucial model. Dif-
ferent migration rates are spread out on the y-axis, while the x-axis
shows the radial direction around the planet’s position after 300 or-
bits, rp = 30 AU.
For running the radiative transfer calculations, we need to
transform the output of the two-dimensional hydrodynami-
cal simulations into a vertically expanded, three-dimensional
structure. We therefore expand the grid into spherical co-
ordinates, opening an angle of ∆θ = pi/16 upwards from
the midplane in 32 polar grid cells that are logarithmically
refined towards the midplane. This extent contains roughly
four vertical gas scale heights of the disk. We assume a Gaus-
sian shape for the vertical distribution of the densities and
demand that the vertically integrated mass of each species is
conserved3. Thus, we enforce:∫ zmax
−zmax
ρ0,i(r) exp
(
− z
2
2H2i
)
dz = Σi , (20)
which is fulfilled, if
ρ0,i(r) =
Σi(r)√
2piHi(r)
× erf−1
(
zmax√
2Hi(r)
)
, (21)
where erf() is the error function. The vertical structure of
the disk is therefore defined by the pressure scale height of
the disk. We emphasize that Equation 21 deviates from the
standard analytical expression for ρ0 by the contribution of
the error function, which accounts for the finite vertical grid.
For the dust grains we consider vertical spreading through
diffusion with diffusion coefficient, Dz = ν/Scz , that as-
sumes the diffusion to be linked to the viscosity of the gas
through the vertical Schmidt-number, Scz . Following the
3 Note, that also the vertical boundary zmax is changing with r: zmax =
sin(Θmin)r.
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standard diffusion model (Dubrulle et al. 1995), the vertical
scale height of the dust is defined as:
Hi =
√
α˜
α˜+ Sti
Hg , (22)
where we define α˜ := α/Scz . The Stokes number, St,
is strictly positive, which limits the dust scale height to be
smaller than the gas scale height. In all our models we as-
sume a factor of Scz = 0.1 for the vertical spreading of the
dust fluids. To sample variations in the opacity curve of the
dust mix, we decompose the size range of the five simulated
dust species (symbolized by i) into forty sub-bins each (sym-
bolized by j). These sub-bins are evenly spaced in logarith-
mic space, such that for each i:
Σj ∝ a0.5j , and,
40∑
j=1
Σj = Σi . (23)
Further, in the outputs from hydrodynamical simulations,
all the fields describing the gas and dust fluids are limited
to the radial domain of the simulation [0.4rp, 2.5rp]. Espe-
cially the inner boundary can lead to artificial ring observa-
tions, because the sudden edge of density at this location that
is exposed to direct stellar illumination heats up to high tem-
peratures. To reduce the effect this inner boundary has on
the observed fluxes in the region of interest, i.e. around the
planet’s orbit, we take two precautions: first, we interpolate
the dust density structure for the disk to extent to radii further
inside to increase the distance between the gap structure and
the disk edge. Secondly, we introduce a small unresolved
inner disk around the star that blocks parts of the direct illu-
mination. The interpolation is done by using the unperturbed
density power-law defined as the initial condition of the hy-
drodynamical simulations and extend it to an inner value of
r = 2 AU. Additionally, we smooth the inner edge by apply-
ing an exponential cut-off.
The inner dust disk is introduced between 0.05 AU and
0.15 AU before running the radiative transfer calculations.
Here, seven different dust species logarithmically spaced be-
tween amin = 1µm and amax = 1 mm are distributed be-
tween 0.05 AU and 0.15 AU with:
ρi =
Σi√
2piHi
exp
(
− z
2
2H2i
)
, (24)
where the surface density of each individual dust species is
set to
Σi = 0.2
g
cm2
×
( r
0.1AU
)−0.5
, (25)
and the aspect ratio is the same as in the outer disk, but re-
duced by a factor of 0.6.
The central star is assumed to be of Solar type, with a mass
ofM∗ = 1M, a radius ofR∗ = 1R and a surface temper-
ature T∗ = 6000 K. The disk temperature is calculated by the
Montecarlo-process of RADMC3D with nphot = 108 photon
packages emitted by the star. To account for different grain
properties we assume all dust species to be a mixture of 30%
amorphous carbon and 70% silicates. The optical constants
of the mix are computed by applying the Bruggeman rules.
The material density of the dust in the mix is 1.7 g cm−3.
Then, the Mie theory was used to calculate the mix’s opaci-
ties. The midplane temperature achieved with this procedure
is typically of the order of 25 K at the location of the planet.
To infer whether or not the produced features in the PPD
are observable by a state-of-the-art telescope, we simulate
an ALMA observation using the simobserve function of the
casa-5.5.0 software package (McMullin et al. 2007). To ob-
tain high spatial resolution we choose a long baseline config-
uration (”alma.cycle5.9”) and integrate the flux for ten hours.
Additionally, we integrate for two hours in a short baseline
configuration (”alma.cycle5.7”) to complete the UV-plane
with short spacings. The angular resolution achieved with
this is 0.′′024× 0.′′032. We assume the observed object to be
at a distance of d = 100 pc and to be observed face-on, for
which angular distances translate according to 0.′′01 =ˆ 1 AU.
Figure 5 shows the predicted images for three scenarios of
the fiducial model. In the left picture the planet is migrating
inwards (”in-b”), in the center the planet is not migrating at
all (”fixed”) and on the right the planet is migrating outwards
(”out-b”). The structures are different and distinguishable for
the three scenarios. While in the first two cases the triple-ring
structure is prominent, in the case of fast outwards migration
the image appears more blurred. This is confirmed by the
structure of the estimated optical depth for this case shown in
Figure 4. The contrast between the central ring and the gaps
is small in this case. For the case of inwards migration, the
asymmetric spacing between the rings can be easily noticed,
something that is absent in the case of a fixed planet.
4.2. Azimuthally-averaged intensity profile
As a last step we want to investigate, whether the ring lo-
cations found in the hydrodynamical simulations in Section 3
can in fact be extracted from the synthetic observations. For
this, we average the intensity of the synthetic observations
azimuthally and plot it as a function of radius. Figure 6 shows
the radial profiles of the synthetic images presented in Fig-
ure 5. This also allows the comparison to the approximated
optical depth which is added to the figures in forestgreen. It
becomes obvious, that while the general asymmetry of the
ring structure persists after the radiative transfer, the exact
location of averaged intensity and optical depth is slightly
shifted. This is especially true for the position of the inner
ring. One reason for this shift to smaller radii in the synthetic
images is the inwardly increasing temperature.
5. INFLUENCE OF KEY PARAMETERS
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Figure 5. Synthetic images using CASA for an observing wavelength of λobs = 1.3 mm. The left panel shows an inwards migrating planet
(”in-b”), the central panel a planet on a fixed orbit (”fixed”) and the right panel a planet migrating outwards (”out-b”). The obtained beam size
from the simulated ALMA-configuration is 0.′′024× 0.′′032, which is visualized as a white ellipse in the bottom left corner. The white plus sign
shows the position of the central star, for which physical properties are set to Solar values for temperature and size and is placed at a distance
of 100 pc to the observer. The white cross shows the position of the planet, which is the same for all three examples, rp = 30 AU =ˆ 0.′′3.
In this section we want to discuss how relative ring spac-
ings depend on important parameters of the PPD or the
planet.
Viscosity —A low level of viscosity is a requirement to form
the triple-ring structure that we intend to investigate. The
fiducial value of α = 10−5 implies a viscosity that does not
dominate most of the dynamical processes within the disk
and indeed we hardly find any significant modification of the
structures neither for inviscid simulations nor for α = 10−4.
In fact, the ring and gap locations stay almost the same and
there are only slight changes in the density contrast between
maxima and minima. If one increases the viscosity further,
however, the triple-ring structure is lost. This can be seen
in Figure 7. The left panel shows that an increase of the
viscosity to α = 10−4 qualitatively produces the same re-
sults as in the fiducial model displayed in Figure 4, the cen-
tral panel of Figure 7 shows that when increasing the viscos-
ity further, however, a planet of mp = 17M⊕ is not strong
enough to cast a perceivable structure. When increasing the
planet mass to mp = 34M⊕ and keeping the viscosity coef-
ficient at α = 10−3, the right panel shows that the gap and
ring structure is once more created but lacks the character-
istic central accumulation in the horseshoe region. We find
that an inwards migrating planet enhances the optical depth
in the inner ring and an outwards migrating planet in the outer
one. The effect of migration on gas and dust in this case of
a higher level of viscosity α > 10−4 has been studied by
Meru et al. (2019) with application to synthetic observations
in Nazari et al. (2019).The optical depth structure in the right
panel of Figure 7 suggests qualitative agreement between our
evalutaion of the high viscosity case and the results of Nazari
et al. (2019) who showed that for faster inward migration the
outer ring tends to disappear while the inner accumulation
grows more pronounced.
Aspect ratio and planet mass —In our disk model we assumed
a power-law dependency of the disk temperature and density
on the distance to the central star, T ∝ rξ and Σ ∝ rσ , with
the fiducial power-law exponents of ξ = −1.0 and σ = −0.5.
This implies that the gas disk’s aspect ratio, h, is constant. To
account for the case of a flared disk profile, with h increasing
with the distance to the star, we show the results for ξ = −0.5
and σ = −1.0 in the left panel of Figure 8. As the figure
shows, the locations of gaps and rings is hardly affected by
this choice.
Reducing the aspect ratio of the PPD is equivalent to con-
sidering a colder disk. In such an environment perturbations
are less efficiently damped and gap formation is more pro-
nounced. To investigate the effect this has on the structure
created by migrating planets we reduce the aspect ratio to
h = 0.03. Crida et al. (2006) note that the pressure torque
of the disk is proportional to h2 and that therefore – as long
as the pressure torque is relevant for dynamical processes
– a smaller value of h requires a steeper gap profile in an
equilibrium state. In other words, this means that the disk
is more sensitive to the planet’s perturbation for the reason
that its strength to counteract these perturbations is dimin-
ished. This has two consequences: first, already a quite
small planet mass can produce observable structure. We
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Figure 6. The black line shows the azimuthally-averaged surface
brightness profiles of different migration cases. The blue-shaded
area displays the standard deviation of the azimuthal average. The
forestgreen line shows the direct comparison to the optical depths
estimated in Section 3.3.
highlight this in the central panel of Figure 8 for the case
of an aspect ratio of h = 0.03 and mp = 10M⊕. Note,
that with this reduced aspect ratio, the Hill radius of this
planet RH = rp(mp/(3m∗))1/3 is already larger than the
disk pressure scale height, H . Again, the figure shows the
optical depth for different migration rates. Aside from mi-
gration features, two things become generally visible: Each
single ring at the outer and inner edge of the gap are more
pronounced and more narrow than in the corresponding fidu-
cial case of h = 0.05. Secondly, the relative spacing itself
of gaps and rings is also more narrow than before. This is
in accordance with the predictions by Goodman & Rafikov
(2001) for the dependency of the shock locations on the scale
height of the disk.
The second consequence of a low aspect ratio is the in-
creased tendency towards developing azimuthal structure. In
the case of mp = 17M⊕ and h = 0.03 for example, the
edges of the gap become steep enough to trigger Rossby-
wave instabilities (Lovelace et al. 1999; Li et al. 2000) in
the gas phase that disrupt the azimuthal structure from be-
ing symmetric. The creation of a ringed structure is therefore
limited by the disk’s thermal mass, mp . mth = m∗h3, and
the proposed method to infer migration behavior from con-
centric ring structure breaks down if the planet exceeds this
mass.
Eccentricity —Eccentricity both affects the dust structure in a
PPD (as we will show), but it is also a parameter that changes
the migration behavior itself (e.g. Papaloizou & Larwood
2000; Muto et al. 2011). For example, thermal excitation
(Chrenko et al. 2017; Eklund & Masset 2017; Fromenteau &
Masset 2019) or planet-planet interaction (e.g. Lee & Peale
2002) can cause eccentric orbits. We simulate several mi-
gration scenarios, considering a planet with a fixed and pre-
scribed eccentricity, e. We implicitly assume that the source
of eccentricity excitation does not influence the dust structure
itself in the region of interest.
The right panel of Figure 8 shows the optical depth for
e = 0.05 . It becomes apparent that in the eccentric case
the gap is less pronounced in depletion but typically wider.
Prominently, in the non-migrating case the dust accumulates
at the same locations for both eccentric and circular orbits.
This changes once the planet is migrating. Here we show
that for an eccentric orbit the outer ring is even further away
from the planet’s position than before. This has to be kept in
mind when attempting to infer the migration rate from ring
locations, as the eccentricity of the planet introduces a further
level of degeneracy to that.
The equation of state —In our models a prescribed, locally
isothermal temperature structure was employed. Only re-
cently, Miranda & Rafikov (2019) emphasised that aban-
donning the isothermal assumption can have severe conse-
quences for the resulting dust density structure. They showed
this by choosing an ideal-gas equation of state, P = (γ −
1)Σg. Here,  is the volumic internal energy and they set
the adiabatic index to γ = 1.001, which differs from the
isothermal value of γ = 1 only by a small factor. The main
difference is that, in addition to the continuity and momen-
tum equations, an energy equation has to be advanced in time
that allows the temperature in the disk to change. Miranda &
Rafikov (2019) report that this treatment can already develop
fundamental differences in the gas density profile of the PPD.
Motivated by these findings, we study the behavior of the
gas and dust densities in response to a migrating planet for
two values of the adiabatic index, γ = 1.001 and γ = 1.4.
Most importantly, this treatment requires to solve the tempo-
ral evolution of the volumic internal energy additionally:
∂t+∇ · (v) = −P∇ · v . (26)
OBSERVATIONAL SIGNATURE OF PLANET MIGRATION 11
18.0 24.0 30.0 36.0 42.0
r [AU]
in-a
in-b
in-c
fixed
out-a
out-b
out-c
mp = 17M⊕
α = 10−4
18.0 24.0 30.0 36.0 42.0
r [AU]
mp = 17M⊕
α = 10−3
18.0 24.0 30.0 36.0 42.0
r [AU]
mp = 34M⊕
α = 10−3
0.2 0.5 1.0 3.0
optical depth τ
Figure 7. Azimuthal average of optical depth after 300 orbits for mp = 17M⊕ and α = 10−4 (left panel), mp = 17M⊕ and α = 10−3
(central panel) and mp = 34M⊕ and α = 10−3 (right panel). Except for planet mass, mp, and level of viscosity, α, all model parameters are
those of the fiducial setup described in Table 1.
18.0 24.0 30.0 36.0 42.0
r [AU]
in-a
in-b
in-c
fixed
out-a
out-b
out-c
ξ = 0.5
σ = 1.0
18.0 24.0 30.0 36.0 42.0
r [AU]
h = 0.03
mp = 10M⊕
18.0 24.0 30.0 36.0 42.0
r [AU]
e = 0.05
0.2 0.5 1.0 3.0
optical depth τ
Figure 8. Azimuthal average of optical depth for a flared disk with T ∝ r−0.5 and Σg ∝ r−1 (left panel), a cold disk with h = 0.03 (central
panel) and an eccentric planet with e = 0.05 (right panel). With the exception of the ones stated explicitly, all model parameters are those of
the fiducial setup described in Table 1.
For the adiabatic model, the speed of sound is initially the
same as in the vertically isothermal case, cs = hΩKr. This
initializes the volumic internal energy as  = c2s Σg/(γ −
1). How the temporal evolution given by Equation (26) is
then treated numerically is described in Benı´tez-Llambay &
Masset (2016).
Figure 9 shows how the radial gas and dust structures differ
for the different treatments of the internal energy. The locally
isothermal reference model is the fiducial setup, represented
in Table 1, and for the adiabatic models the only thing that is
changed is the equation of state. As Figure 9 shows, the case
of γ = 1.001 hardly produces a difference to the isother-
mal model. Besides the relatively short evolution time of
our system, one reason for the small change in this scenario
might be that our focus is directed to the immediate vicin-
ity of the planetary orbit, while Miranda & Rafikov (2019)
report most significant effects of the EoS for r < 0.5rp.
Additionally, the planetary mass in our simulations, corre-
sponding to mp ≈ 0.4mth, lies in an intermediate regime for
which Miranda & Rafikov (2019) find the effects of the EoS
to not be as significant as for planet masses much smaller or
larger than the thermal mass. For a value of γ = 1.4, we
find that the contrast between accumulation and gap gets sig-
nificantly reduced. An additional effect is the widening of
the gap, as both inner and outer dust rings are further away
from the planet. In Figure 10 we show the migration - op-
tical depth map for this case. For isolating the effect of the
adiabatic treatment, this has to be directly compared to Fig-
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Figure 10. Same as Figure 4 but for an adiabatic equation of state
with γ = 1.4.
ure 4. In general the results show the same trend as described
for Figure 9: the structure is slightly wider and the contrast
between rings and gaps is less pronounced. Nevertheless,
the main features that a migrating planet invokes in the dust
structure are unchanged. Miranda & Rafikov (2019) mention
that the decisive parameter for the correct treatment is the di-
mensionless cooling time ΩKtc compared to the disk’s aspect
ratio. As shown in Lin & Youdin (2015), this parameter de-
pends strongly on the distance to the star, which is why we
expect the correct equation of state to be different depend-
ing on the region of the disk one wants to model. In general,
the varying results highlight that for an improvement of pre-
sented studies, a better understanding of the equation of state
is essential.
6. DISCUSSION
The effect of dust evolution and composition —We assumed in
this work that solids are predominantly representable as com-
pact, spherical dust grains in a PPD. The simulations do not
account for dust evolution within the hydrodynamical mod-
els, i.e. there is no mass transfer between different grain
sizes. The different possible outcomes for colliding dust
grains is comprehensively summarised in Blum (2018). The
grain growth is believed to be limited by both fragmenta-
tional collisions and so-called bouncing collisions (collisions
without mass transfer).
It is also important to discuss the validity of the assump-
tion that dust grains are compact in their nature. This is es-
pecially relevant in consideration of the idea that particles
grow to fluffy aggregates (Wada et al. 2009; Okuzumi et al.
2012; Kataoka et al. 2013), which allows them to accumulate
mass while still staying coupled to the gas dynamics. This
mechanism relies on a high sticking behavior of dust grains,
which are typically assumed to be icy at locations relevant to
our work. Recently, Musiolik & Wurm (2019) investigated
this property in the laboratory for mm-sized water ice grains
and found that their stickiness at very low temperatures is
similar to that of silicates, thus unfavorable for fluffy grain
growth. But whether this collisional behavior is also preva-
lent for sub-mm particles is still an open question.
The important quantity of dust grains to define their dy-
namics in a gaseous environment is the product of particle
size, a, and intrinsic material density, ρmat. In the results of
hydrodynamical simulations that we presented, the material
density was kept fixed at a value of ρmat = 2 gcm−3, the
outcome of these simulations can be easily adapted to other
values of this parameter by changig the assumed particle size
adequately such that a× ρmat stays unchanged. The bounc-
ing of grains also has an important significance in this frame-
work: Weidling et al. (2009) showed from laboratory experi-
ments, that although bouncing does not add or subtract mass
from grains, it still leads to compactification of dust agglom-
erates, limiting the so-called filling factor to an equilibrium
value of f ≈ 0.36. This value can be incorporated into our
hydrodynamical model by assuming an approximately three
times smaller material density.
For the radiative transfer models, we assumed the dust
grains to consist of silicates and amorphous carbon. It is
valid to discuss the effect a change in the dust composition
can have on the synthetic images. As stated in Zhu et al.
(2019) and Liu (2019), an increased scattering opacity of dust
grains (e.g. if they are covered in water ice) can have an im-
portant effect on the appearence of a disk. More precisely, if
scattering is enhanced, the emission from optically thick re-
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gions of the disk is reduced. While potentially changing the
observed fluxes and contrasts of presented predictions, the
overall structure should remain unaffected by this.
Ring shape and location —In general it becomes apparent that
the relative spacing of created dust accumulations depends
strongly on the migration behavior of the planet. In all pre-
sented snapshots the planet is located at 30 AU so that the
positions of the rings are directly comparable to each other.
We find that the distance between the horseshoe ring and the
ring in the direction the planet is migrating towards is di-
minished, while the distance towards the ring in the opposite
direction is enhanced. The explanation for this is simple, the
disk structure is inert to the updated planet position. In some
extreme cases of fast outward migration the planet even ap-
proaches the outer ring close enough to destroy the pressure
trap there and trigger the transport of dust towards the inner
system.
The origin of the inner ring is not necessarily due to a true
pressure trap, i.e. at this location the pressure gradient may
still be directed inwards and therefore the azimuthal gas ve-
locity sub-Keplerian. As a matter of fact, this is the case
in the fiducial model, displayed in Figure 2. The varying
location of the inner ring for different particle sizes can be
explored by multiple wavelength observations. If there is a
true pressure trap at this location (i.e. a radial area in which
the azimuthal gas velocity turns super-Keplerian) the differ-
ent dust species are expected to pile up at the same location.
This can be seen in the central panel of Figure 8, where for
a reduced aspect ratio this criterion is fulfilled. Here, the
observed ring should be traced to the same location indepen-
dent of the wavelength of observation. In contrast, Figure 1
predicts that increasing the wavelength for the fiducial model
will shift the inner ring location to slightly smaller radii, due
to the higher sensitivity for larger dust grains.
Application to observations —The intent of this work is to learn
from observations, both about the level of viscosity and about
the migration behavior of proposed planetary candidates in
PPDs. It stands to reason to start by looking at objects that
already exhibit structures that suggest such planetary cores.
Two famous examples are HL Tau and HD 169142, both fea-
turing a narrow double gap structure. Dong et al. (2018) have
already shown that a medium mass planet in a low-viscosity
disk can produce a structure comparable to the double gap
in HL Tau. The viscosity parameter estimate by Pinte et al.
(2016) (α ≈ 10−4) for this system is in agreement with the
idea that this structure is created by a single embedded planet.
Considering the symmetric spacing of the gaps and rings, we
can infer by comparison to our presented results that, if the
structure is really due to a planet, the object cannot be mi-
grating rapidly, neither inwards nor outwards.
The case of HD 169142 has already been studied under the
aspect of planetary migration by Pe´rez et al. (2019). While
we can confirm the result that an inward migrating planet
creates asymmetric triple ring structure, we point to a cer-
tain degeneracy when inferring a discrete migration rate. Our
results suggest that while the overall pattern remains intact,
parameters such as aspect ratio and planetary eccentricity
change the structure of dust accumulations, as well. Without
precise knowledge of the systems parameters the exact mi-
gration rate is hard to isolate. Yet potential future detections
and further characterisations of already known environments
can help to reveal the most principal tendencies.
7. CONCLUSIONS
The presented work shows that different migration sce-
narios of an embedded planet can be associated with visible
structure in highly resolved observations. In the parameter
space in which a single planet causes circular, concentric
dust accumulations in multiple locations in the disk, the pre-
cise spacing of such locations, both with respect to the planet
and with respect to each other, can change for different mi-
gration scenarios. We qualitatively outlined, how this link
can be used to put constraints on the migration direction and
rate in PPDs. The method’s big advantage is that it does
not depend on relative fluxes of different rings and is there-
fore relatively robust against different thermal disk models.
Future observations can help in shedding light on the long
standing questions whether and how planets move radially
during their formation and will help to promote or refute
certain theoretical models of planet migration.
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APPENDIX
A. NUMERICAL TREATMENT OF DUST DIFFUSION
A.1. Implementation in FARGO3D
To account for microscopical stochastic kicks from the turbulent gas onto the dust, we implement diffusion as a source term
in the continuity equation shown in Equation (3) following the suggestion in Benı´tez-Llambay et al. (2019). We emphasize that
this is pure mass diffusion, there is no additional macroscopic force added for the dust fluids and the macroscopic velocity v is
left unaltered. Under this consideration, there is no additional term in the non-conservative form of the momentum equation as
it is written in Equation (4). However, when treating the dust momentum equations in their conservative form an additional term
arises to account for the shift of momentum due to the shift of mass. This can be shown by multiplying Equation (3) with the
dust velocity and adding it to Equation (4), which results in:
∂t(ρv) +∇(ρv · v) = S− v∇ · j , (A1)
where we replaced the surface density, Σi, by the more general expression, ρ, and the sources on the RHS of Equation (4) are
substituted by S. The expression −v∇ · j is the contribution arising from mass diffusion.
We choose to solve the diffusion step within the source step (see Benı´tez-Llambay & Masset 2016), by updating only the
density using ∂tρd = −∇ · jdiff . This is done to first order explicitly. We do not require an additional update to account for the
extra term in the momentum because the shift in momentum is already accounted for due to the operator splitting method used
by the code.
Standard flow
Sources Diffusion
Transport
⇢n, vn
vS ⇢D
⇢n
⇢n+1, vn+1
Figure 11. Flowchart of FARGO3D with dust diffusion. In praxis the diffusion update is applied after the source step.
Figure 11 shows the order in which important updates are performed during one time step. In the following we construct
analytical solutions to test this implementation.
A.2. Test A: Diffusion in Cartesian coordinates
The first test we design is one-dimensional diffusion in Cartesian coordinates. The only coordinate is x, the dust density is
represented by ρ. Further we assume, that the background fields are static and constant in space, that there are no external forces
acting on the dust and gas mixture, that the diffusion coefficient is a constant and we neglect the feedback imposed by the dust
onto the gas. The matrix representation of the linearized equations reads:
−iω
(
δρ
δv
)
=
(
ikv +Dk2(1− ε) ikρ
0 ikv + 1τs
)(
δρ
δv
)
, (A2)
where we assume the frictional stopping time, τs, to be constant, ε = ρ/ρtot, and δρ = δρ0 exp(i(kx + ωt)) and δv =
δv0 exp(i(kx+ωt)) are small perturbations to the background fields, with δρ0  ρ and δv0  v. For numerical tests we choose
the background velocities v0 = 1.0 and u0 = 1.0 for gas and dust, respectively. The background dust density is ρ0 = 1.0 and the
total background density is ρtot,0 = 2.0. This matrix equation leads to two solutions for the dispersion relation.
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Figure 12. Linear tests of diffusion in Cartesian coordinates. Circles correspond to numerical solutions, solid lines to analytical solutions
presented in Equation A4 (first panel), Equation A8 (second panel) and Equation A9 (third panel) for two different diffusion coefficients, D,
in each case. Note, that the solution for the velocity in Equation A9 is independent of D. The panel on the right shows the error defined in
Equation A10 as a function of number of cells, Nx, for the case of the second solution with D = 0.1.
First solution —The trivial solution is setting the velocity perturbation to zero, δv = 0. The dispersion relation in this case is
ω1 = −kv + iDk2 (1− ε) . (A3)
And the perturbed state is defined by:
δρ = δρ0 exp(−Dk2 (1− ε) t) cos(kx± kvt) , (A4)
δv = 0 . (A5)
The left panel of Figure 12 shows both the numerical and the analytical solution of the evolution of the dust density for δρ0 =
0.001 at the location x = 0.
Second solution —The second solution yields the dispersion relation
ω2 = −kv + i
τs
, (A6)
and the relation between the perturbations
δρ = −δv ikρ0
Dk2(1− ε)− τ−1s
. (A7)
Solving these equations for the real parts of the perturbations gives us:
Re(δv) = δv0 cos(kx− kvt)e−t/τs (A8)
Re(δρ) = δv0
kρ0
Dk2(1− ε)− τ−1s
sin(kx− kvt)e−t/τs . (A9)
In Figure 12, the two central panels show that the numerical solutions of density and velocity recover the analytical ones. The
test was performed for δv0 = 0.001 .
Convergence Test —Finally we want to investigate the dependence of the error on the resolution. For this we define the error of the
simulation as
error =
1
Nx
√√√√Nx∑
i
〈
ρi − ρˆi
ρˆi
〉2
, (A10)
where Nx is the number of cells, and ρˆi is the analytical solution for the density in a specific cell, i. We measure the error after
a time of t = 1.0, fixing the time step to a value of dt = 10−6 to have the same time step for all the resolutions. We ensure that
this time step is in all cases well beyond the CFL-condition. The result of this test is presented in the right panel of Figure 12.
A.3. Test B: Diffusive spreading in Cylindrical Coordinates
To test the diffusion implementation in cylindrical coordinates we consider the spreading of a concentric ring of dust in a
gaseous environment. The derivation is quite similar to Lynden-Bell & Pringle (1974) for viscous spreading. To isolate the
effect of diffusion we assume that ρtot is approximately constant in time and space, which implicitly demands ρ ρg, since the
18 WEBER ET AL.
evolution of ρ is what we are interested in. Further we set u = v = 0 and D = constant. The continuity equation of the dust
then reads:
∂tρ =
1
r
∂r
(
rDρtot∂r
(
ρ
ρtot
))
=
D
r
∂r (r∂r (ρ)) = D∂
2
rρ+
D
r
∂rρ . (A11)
We assume ρ to be a function of time and space, ρ = T (t)R(r). We divide Equation A11 by ρ and obtain:
∂tT (t)
T (t)
=
D∂2rR(r)
R(r)
+
D
rR(r)
∂rR(r) . (A12)
We can separate this equation:
∂tT (t)
T (t)
= −k , r2∂2rR(r) + rD∂rR(r) +
k
D
r2R(r) = 0 , (A13)
where k is a constant. The time dependent part gives us:
T (t) = T0 exp(−kt) , (A14)
which gives the constraint that k > 0. For the radial part we substitute r˜ ≡ √k/Dr and recognize the Bessel differential
equation:
r˜2
∂2
∂r˜2
R(r˜) + r˜
∂
∂r˜
R(r˜) + r˜2R(r˜) = 0 , (A15)
which is solved by
R(r˜) = A(k)J0(r˜) +B(k)Y0(r˜) . (A16)
where J0 is a Bessel function of the first kind and Y0 is a Bessel function of the second kind. We demand the density to be finite
for r = 0, which gives the constraint that B(k) = 0. The general solution for ρ is then:
ρ(r, t) =
∫ ∞
0
exp(−kt)A(k)J0
(√
k
D
r
)
dk . (A17)
We then write c =
√
k/D and obtain:
ρ(r, t) =
∫ ∞
0
exp(−Dc2t)A(c)J0(cr)2cDdc , (A18)
and recognize the Hankel-transform of order zero:
H0(A(c)) =
∫ ∞
0
A(c)J0(cr)cdc =
ρ(r, t = 0)
2D
, (A19)
for which the inverse transformation delivers the coefficient A(c):
A(c) = H−10 =
∫ ∞
0
H0(A(c))J0(cr)rdr = 1
2D
∫ ∞
0
ρ(r, t = 0)J0(cr)rdr . (A20)
We choose the most convenient initial distribution, ρd(r, t = 0) = mδ(r− r0), where m is an arbitrary normalization factor, and
obtain A(c) = m(2D)−1J0(cr0)r0 by performing the integral in Equation A20. This inserted into Equation (A18) reads:
ρ(r, t) = r0m
∫ ∞
0
exp(−Dc2t)J0(cr0)J0(cr)cdc = r1/20 m
∫ ∞
0
f(c)J0(cr0)(cr0)
1/2dc , (A21)
where we defined f(c) = exp(−Dc2t)J0(cr)c1/2. We can solve the latter integral by using a lookup table4 (p. 51, Eq. (23)):
ρ(r, t) =
mr0
2Dt
exp
(
−r
2 + r20
4Dt
)
I0
( rr0
2Dt
)
, (A22)
4 Tables of Integrals
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Figure 13. The left panel shows the temporal evolution of dust density in cylindrical coordinates. The circles correspond to the numerically
calculated values, the solid lines are the analytical solutions presented in Equation (A22). In the central panel we test for convergence, plotting
the error as defined in Equation (A10) depending on the number of radial cells. In the right panel we show the ratio of dust- and gas scale
height depending on the Stokes number of the dust species. Again, we show the numerical measurement in circles and the analytical formula
as a dashed line.
where I0 is the modified Bessel function of the first kind. We can use the result of Equation (A22) to test the diffusion imple-
mentation in radial direction. To not include an infinitesimally confined distribution we choose ρ(r, t = 2) as initial condition
and evolve the density in time. We set D = 10−3, m = 2 × 10−6, r0 = 1.0, Nr = 1000 and r = [0.1, 2.5]. The left panel
of Figure 13 compares numerical (circles) and analytical (lines) solutions at different times, the black line showing the initial
condition. Finally, we show in the central paner of Figure 13 that the error decreases for higher resolutions and the numerical
solution converges to the analytical one.
A.4. Test C: Dust settling in spherical coordinates
To perform a test applied to the vertical profile of a PPD in spherical coordinates, we set up a simulation considering the vertical
profile in hydrodynamical equilibrium. In the local isothermal case, the vertical structure of the gas follows a Gaussian profile,
characterized by the pressure scale height, H:
ρg(θ) = ρg
(
θ =
pi
2
)
× exp
(
−r
2 cos(θ)2
2H2
)
. (A23)
The vertical profile of the dust in steady-state is expected to equally follow a Gaussian, with the equivalent function:
ρd = ρd
(
θ =
pi
2
)
× exp
(
−r
2 cos(θ)2
2H2d
)
, (A24)
where it is possible to derive, that Hd/H =
√
α/(α+ St) (see Dubrulle et al. 1995). We set up a background gas disk in
hydrodynamicacl equilibrium and initialize the dust density distribution with the same profile, but reduced by a factor of ε = 0.01.
We choose a non-constant diffusion coefficient D = αc2s/ΩK, with α = 10
−3, and plot the ratio Hd/H at the location r = 1.0
for different Stokes numbers in Figure 13. The numerical values are measured after a time of t = τ/St, with τ = 10 orbits, to
ensure that the dust has settled to an equilibrium at the time of measurement. The figure shows both the numerical and analytical
solutions.
