This supplementary document provides additional details of the proposed MUGAN algorithm and additional experimental results that supplement the figures and tables in the main text.
S1 Profiling AmpliconNoise
Among the existing tools for noise reduction, AmpliconNoise (Quince et al., 2011) is widely used in the metagenomics community as a de facto standard denoising tool. Fig. S1 shows the overall flow of AmpliconNoise, which consists of four major stages. First, to facilitate the later stages, the input dataset is split into nonoverlapping partitions of similar sizes. In the second step, AmpliconNoise removes pyrosequencing noise that appears as insertion/deletion type errors based on an expectation-maximization (EM) approach (Dempster et al., 1977) . Next, substitution errors occurring in the PCR process are removed by another run of the EM procedure. Finally, based on the denoised sequences, OTUs are derived. Quince et al. (2011) described a message-passing interface (MPI)-based parallel implementation of AmpliconNoise. According to our runtime profiling listed in Table S1 , this implementation is not effective in speeding up the steps to compute pairwise distances between nucleotide sequences (i.e., NDist in the first stage and SeqDist in the third stage). These steps are required for the global alignment of each pair of sequences using the Needleman-Wunsch algorithm (Needleman and Wunsch, 1970) and occupy the majority of the total runtime. Based on this profiling result, we decided to parallelize the NDist and SeqDist steps using GPUs, which are suitable for computations with abundant data-level parallelism such as pairwise distance calculation. Fig. 3(c) shows the internal architecture of the web server, which consists of a front-end for user interaction and a back-end for computation. A user uploads a compressed input data file, which can be demultiplexed and prefiltered by preprocessing scripts provided on the web page. The user can also specify analysis options and additional information such as the barcode and primer used. The output includes denoised reads, a rarefaction curve showing the number of 3% OTUs versus the number of samples, a pie chart representing the diversity of OTUs estimated, and a multiple sequence alignment of the sequences in each OTU.
S2 Web Server Implementation
To implement the front-end, PHP with CodeIgniter and JavaScript with jQuery were used. For asynchronous data transfers from clients to the server, Ajax (Eichorn, 2006) was used. MUGAN uses Apache HTTP Server for HTTP service and MySQL Server for user data management. For visualization of each OTU, our web server carries out multiple sequence alignment using Clustal Omega (Sievers et al., 2011) and employs MView (Brown et al., 1998) to visualize multiple sequence alignment results.
There are three major steps in the back-end analysis: removal of indel type pyrosequencing noise, removal of PCR noise appearing as substitutions, and estimation of OTUs by clustering denoised sequences. Our approach employs a CPU-GPU hybrid computing approach and executes the remaining back-end steps on multi-core CPUs using sharedmemory-based parallelization of the EM and hierarchical clustering algorithms used in the AmpliconNoise pipeline. For efficient job management and multi-user support, Gearman, an application framework that acts as a task queue was used. Multiple user requests are queued in this task queue, resolving the limitation that only one GPU kernel can be launched on a device at a time. Fig. S2(a) shows the effect of the number of used GPUs on the elapsed user time. The performance improvement was nearly proportional to the number of GPUs used. Hence, using more GPUs will further increase the maximum performance, which is reported in this paper (76.03 times over the baseline). Fig. S2(b) shows the elapsed user time of the exact N-W algorithm-based step with regard to the various numbers of reads. While considering the complexity of the N-W algorithm, our approach maintains its scalability as the number of reads and used GPUs increases. Fig. S3 shows the variation in performance depending on implementation of multi-GPU and CPU co-processing. In this figure, as In its original form, the majority of AmpliconNoise's runtime is devoted to computing pairwise distances between sequences (i.e., the NDist and SeqDist steps). the number of CPUs in computation increases, the portion of submatrices that are distributed to CPUs also increases as is observed in Fig. S3 (b) and S3(d). Hence, utilizing CPUs not only for managing GPUs but also for computation did not give a significantly better result than using CPUs only for managing GPUs as is observed in Fig. S3 (a) and S3(c). Fig. S4 shows the effect of the submatrix size on the performance. As the size of submatrix was increased from 72 to 112, the elapsed user time decreases as there are enough threads to form a new block that can start processing in parallel.
S3 Additional Experimental Results

S3.1 Understanding Output
The user retrieves the analysis results using the URL provided by our web server or from a notification email. The output from our web server includes the following:
• A table listing some basic statistics on the result (Fig. S5(a) ).
• A rarefaction curve showing the number of species as a function of the number of samples (Fig. S5(b) ). Rarefaction is a technique used to assess the richness of species from the results of sampling.
• A pie chart representing the composition of different OTUs (Fig. S5(c) ). Hovering the mouse cursor over the area of an OTU will show the ID and the number of sequences included in the OTU. Clicking the area of an OTU will show the multiple alignment result of the sequences that belong to the OTU.
• A multiple sequence alignment of the sequences included in each OTU ( Fig. S5(d) ).
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