A positive Lyapunov exponent is one practical deÞnition of chaos. We develop a formal test for chaos in a noisy system based on the consistent standard errors of the nonparametric Lyapunov exponent estimators. When our procedures are applied to international real output series, the hypothesis of the positive Lyapunov exponent is signiÞcantly rejected in many cases. One possible interpretation of this result is that the traditional exogenous models are better able to explain business cycle ßuctuations than is the chaotic endogenous approach. However, our results are subject to a number of caveats, in particular our results could have been inßuenced by small sample bias, high noise level, incorrect Þltering, and long memory of the data.
Introduction
How to interpret business cycle ßuctuations has been one of the most important issues in economics. The standard way of incorporating business cycles into macroeconomic models is to treat cycles as a temporary divergence from the steady state (or steady growth path) caused by exogenous shocks such as policy shifts and technological change. The idea of duplicating the actual business cycle ßuctuations by using impulse responses of uncorrelated random shocks originates with Slutzky's (1927) work; this approach was popularized by Sims (1980) , who put more emphasis on identifying shocks in a multivariate system. Impulse response analysis has now become a basic tool for evaluating the shock propagation mechanism of the dynamic stochastic general equilibrium (DSGE) models [which include the stochastic growth model/real business cycle model], using the linear approximation method based on the assumption of the economy being close to a unique and globally stable steady state. (See Campbell (1994) and Cooley (1995) , for example.) Alternatively, macroeconomists have long realized that a certain class of deterministic nonlinear systems was capable of producing a self-sustained ßuctuation without any shocks from outside of the model. The limit cycle model once attracted researchers, including Kaldor (1940) and Hicks (1950) , but such an approach was confronted by the simple fact that the actual ßuctuation of real data was apparently not exactly periodic. In the early 1980s, the discovery of chaotic dynamics in the Þeld of natural science helped to prompt a revival of endogenous business cycle modeling. A group of researchers, including Benhabib and Nishimura (1979) , Day (1982) and Grandmont (1985) , developed many examples of deterministic economic models that could generate nonperiodic ßuctuations. Indeed, recent studies (Brock and Hommes (1997), (1998) ) have shown that routes to chaos can arise in the traditional expectation models such as the cobweb model and the asset pricing model by the introduction of heterogeneous beliefs. These theoretical developments revealed that, depending on the choice of parameter values, most economic models can produce either stable solutions or complex solutions including chaos. For this reason, the theoretical analyses have been followed by an active research program to Þnd empirical evidence of chaos as a source of the business cycles. However, it seems fair to say that the currently available evidence on chaos in the macroeconomic time series is rather ambiguous. For example, with the correlation dimension, little evidence consistent with low-dimensional chaos in real output series was found by Brock (1986) and Brock and Sayers (1988) for the U.S., for Canada, and Frank, Gençay and Stengos (1988) for Germany, Italy, Japan and the United Kingdom. On the other hand, based on the correlation dimension, Barnett and Chen (1988) and DeCoster and Mitchell (1991) detected evidence of chaos in U.S. monetary aggregates.
The purpose of this paper is to reinvestigate these alternative views of business cycles by employing the recently developed test for chaos based on nonparametric regression techniques. To be more speciÞc, we focus on the real output series from various countries examined by Brock (1986) , and Frank, Gençay and Stengos (1988) . We estimate the largest Lyapunov exponents of these series and investigate the statistical signiÞcance of the sign of the exponents using the consistent standard errors.
Since the positivity of the Lyapunov exponent in a bounded dissipative nonlinear system is a widely used formal deÞnition of chaos, this approach can be interpreted as a direct test for chaos. 1 Most of the previous empirical analyses have employed either the correlation dimension or the Lyapunov exponent as a quantity of interest. One problem with the correlation dimension measure, however, is that its sampling properties for chaotic series are unknown, especially when a stochastic term is present in the system (see Barnett et al. (1995, p.306) ). Therefore, a formal test cannot be conducted with the correlation dimension. It should also be noted that the well-known BDS test (Brock et al. (1996) ) was constructed using the correlation function (which has a direct connection with the correlation dimension). However, the BDS test should be viewed as a test for i.i.d. null against general dependence rather than a direct test for chaos. Our approach involves a type of Lyapunov exponent calculation method called the Jacobian method, which was Þrst proposed by Eckmann and Ruelle (1985) . A notable advantage of the Jacobian method over another available method, the direct method developed by Wolf et al. (1985) , is its robustness to the presence of (small) stochastic components in the system. 2 Such a generalization of the notion of chaos is sometimes referred to as noisy chaos as opposed to deterministic chaos. Under this stochastic time series framework, the statistical properties of the Lyapunov exponent estimator can be established by looking at the properties of the nonparametric estimator of the nonlinear autoregressive model. McCaffrey et al. (1992) showed the consistency of a neural networks Lyapunov exponent estimator and Whang and Linton (1999) provided conditions that are sufficient for a kernel estimator to be asymptotically normal at a certain rate.
In principle, any nonparametric derivative estimator can be used for the Jacobian method. However, the neural networks (or neural nets) estimator of the Lyapunov exponent, which was Þrst proposed by Nychka et al. (1992) and Gençay and Dechert (1992) , is the most popular method in economics applications. 3 Theoretically, neural nets are expected to perform better than other approximation methods, especially with high-dimensional models, since the approximation form is not so sensitive to the increasing dimension, at least within the conÞnes of the particular class of functions considered. The reliability of using neural nets in practice was also affirmed in a single-blind controlled competition conducted by Barnett et al. (1997) . While the former empirical studies with the neural network estimation only reported the point estimate of the Lyapunov exponent, it is possible to derive the asymptotic distribution of the estimator by employing Whang and Linton's (1999) argument, which was originally used for the Nadaraya-Watson type kernel regression method. In this paper, we test the null hypothesis of the positive Lyapunov exponent, or chaotic hypothesis, using the theoretical asymptotic distribution of the neural net estimator.
In addition to neural networks, we also employ a class of kernel-type regression estimators called local 2 Another advantage of the Jacobian method is that it requires a smaller sample relative to the direct method. These advantages are conÞrmed by the direct comparison of the two methods in the experiment conducted by Kaashoek and van Dijk (1994) . 3 The examples of economic applications are Dechert and Gençay's (1992) analysis using exchange rates, studies on monetary aggregates by Serletis (1995) and Barnett et al. (1995) and the analysis of stock return series by Abhyankar, Copeland and Wong (1996). polynomial regression estimators as a nonparametric estimation for the Jacobian method. In fact, the signiÞcant advantages of local polynomial regression over the Nadaraya-Watson regression estimator was recently made clear by Fan (1992) , Fan and Gijbels (1992) and Ruppert and Wand (1994) . First, it reduces the bias of the Nadaraya-Watson estimator. Second, it adapts automatically to the boundary of design points and therefore no boundary modiÞcation is needed. Third, it is superior to the Nadaraya-Watson estimator in the context of derivative estimation. As explained in Fan and Gijbels (1996, p.77) , the local polynomial of order two, or local quadratic smoother, is preferable over the local linear estimator for Þrst derivative estimation for the same reasons. Therefore, we modify the asymptotic result of Whang and Linton (1999) to establish the asymptotics for the local quadratic estimator of the Lyapunov exponent.
We believe reporting the results based on both neural nets and local quadratic smoother is informative since the former is a global nonparametric method while the latter is a local nonparametric method.
The remainder of the paper is organized as follows: An overview of the Lyapunov exponent estimation method and its limit distribution based on the neural networks and the local polynomial regression are provided in Section 2. Section 3 reports the Lyapunov exponent estimates and interprets the results.
Section 4 provides the argument on the relation between stochastic trend and chaos. Section 5 discusses possible limitations of our approach with respect to the power of the test. Concluding remarks are made in Section 6. All technical assumptions and proofs are given in the Appendix.
Lyapunov exponent test

Lyapunov exponent of stochastic time series
In this section, we introduce the method to be used in the empirical analysis. Let {Y t } T t=1 be a random scalar sequence generated by the following non-linear autoregressive model
where m: R d →R is a non-linear dynamic map and {u t } T t=1 is a sequence of martingale differences with E(u t |F t−1 −∞ ) = 0 and E(u 2 t ) = σ 2 t < ∞ where F t s is the σ-Þeld generated by (X s , . . . , X t ) and
We also assume m to satisfy a certain smoothness condition and X t to be strictly stationary and to satisfy a class of mixing conditions. 4 The advantage of this formulation is that we can include both the traditional exogenous business cycle model and the chaotic endogenous business cycle model within the same framework. As mentioned in the introduction, the traditional approach stresses the role of exogenous shocks as a source of aggregate ßuctuation with the assumption of a stable steady state.
With such a modeling strategy, the stochastic term u t in (1) plays an important role in tracking the business cycle relative to the deterministic part m. Furthermore, a stable system with "well-behaved" function m ensures that the impulse response function using linearization around the steady state is a meaningful tool for policy analysis. In contrast, the same system (1) can be noisy chaos if the deterministic system obtained by σ 2 t = 0 is deterministic chaos, that is, the largest Lyapunov exponent (deÞned below) computed from the map m is positive.
Let us express the model (1) in terms of a map
and let J t be the Jacobian of the map F in (2) evaluated at X t . In this paper, we assume the system (1) has the largest Lyapunov exponent deÞned by
where ν 1 (A) is the largest eigenvalue of a matrix A. Necessary conditions for the existence of the Lyapunov exponent have been discussed in the literature. (For example, see Nychka et al. (1992, p.406) ). It is known 4 See our Appendix, and Whang and Linton (1999) and Shintani and Linton (2000) for the conditions in detail.
that, if max {ln ν 1 (J 0 t J t ) , 0} has a Þnite Þrst moment with respect to the distribution of X t , then the limit in (3) almost surely exists and will be a constant, irrespective of the initial condition.
To obtain the Lyapunov exponent from observational data, Eckmann and Ruelle (1985) and Eckmann et al. (1986) proposed a method, known as the Jacobian method, which is based on nonparametric regression. The basic idea of the Jacobian method is to substitute m in the Jacobian formula by its nonparametric estimator b m. In other words, it is the sample analogue estimator of (3). It should be noted that we distinguish between the "sample size" T used for estimating Jacobian b J t and the "block length" M, which is the number of evaluation points used for estimating Lyapunov exponent. Formally, the Lyapunov exponent estimator of λ can be obtained by
where
Neural networks
The neural network estimator b m can be obtained by minimizing the least square criterion
, where the neural network sieve m T : R d → R is an approximation function deÞned by
where ψ is an activation function and q T is the number of hidden units.
Using the arguments of Whang and Linton (1999) , Shintani and Linton (2000) established the asymptotic normality of the neural network estimator b λ M and provided a consistent standard error
where w(·) and S M denote a kernel function and a lag truncation parameter, respectively.
For the neural network estimator b m in the empirical analysis, we use the FUNFITS program developed by Nychka et al. (1996) . As an activation function ψ, this program uses a type of sigmoid function
which was also employed by Nychka et al. (1992) . The number of hidden units (q T ) in the neural network sieve is selected by minimizing the BIC deÞned by
For the consistent variance estimator b Φ, we employ the QS kernel for w(·) with S M selected by optimal bandwidth selection method developed in Andrews (1991) . We report the standard error of the Lyapunov exponent estimate b λ M and conduct a hypothesis test regarding the sign of b λ M .
Local quadratic regression
The local quadratic estimator at a point x can be obtained by minimizing the weighted least squares crite-
, where H is the d×d
For simplicity, in this paper, we use H = h 2 T I d and a product kernel for K. 5 The solution is given by
. . .
5 A more realistic bandwidth matrix is data dependent, in particular H = h
, where b Σ is the sample covariance matrix.
Using the arguments of Whang and Linton (1999) , we obtain the limit distribution of local quadratic estimator of the Lyapunov exponent.
Theorem 1. Suppose that assumptions A1 to A7, which are presented in the Appendix, hold. Then
Note that the limit distribution of the Lyapunov exponent is identical to the one derived in Whang and Linton (1999) and Shintani and Linton (2000) . 6 Therefore, Theorem 1 implies that the estimator similar to (6) in the previous subsection can be also used to calculate the standard error of the local quadratic Lyapunov exponent estimator. For the local quadratic estimator b β 1 (x) in the empirical analysis, we employ the Gaussian kernel. The bandwidth (h T ) is selected by minimizing the residual squares criterion (RSC)
given in Fan and Gijbels (1996, p.118) , which is known to be a consistent selection method for the local polynomial regression. The kernel function and the method of selecting the lag truncation for the standard error are identical to those used in the neural net case.
Main results
In this section we estimate the Lyapunov exponent of real output series from various countries. Six industrial countries: Canada, Germany, Italy, Japan, the U.K. and the U.S., that were also examined by Brock (1986) , and Frank, Gençay and Stengos (1988) , are selected. As real output series, we use quarterly seasonally adjusted real GDP data. All data are taken from International Financial
Statistics except Japan where the data are obtained from the Economic Planning Agency's Annual Report on National Accounts. The sample period for each country differs depending on the availability of the data. For Canada, the U.K. and the U.S., the data are available over the period 1957 (1) The theoretical result in the previous section requires the stationarity of the data. In the analysis, we use the stationary cyclical component obtained by removing the deterministic trend from (the logarithms of) the original series. In the modern business cycle literature, some forms of nonlinear trend are often used instead of a simple linear trend. For this reason, we have employed a nonparametric nonlinear detrending method known as the Hodrick-Prescott (HP) Þlter, in addition to a traditional linear detrending method. Following the literature in the real business cycle analysis, we set the value of the Hodrick-Prescott smoothing parameter to be 1600, which would eliminate the cycles of period longer than eight years (32 quarters) for quarterly series. 7 Figure 1 shows the trend components of the U.S. real output series based on both linear trend and nonlinear trend. It can be seen that the deviations from the growth path is emphasized in the linearly detrended case. Another type of trend, known as a stochastic trend, will be discussed in the next section.
Using the deviations from trend rather than using the original data in the analysis is also justiÞable from the following argument based on the recent chaos literature. Using a simple asset pricing model, Brock and 7 See Cooley (1995) , for example, on the deÞnition of the Hodrick-Prescott Þlter and its smoothing parameter. Hommes (1998) showed that it is not the stock price itself but the deviation from a rational expectation fundamental solution that has possibly chaotic dynamics derived from the heterogeneous beliefs of agents.
Using a similar argument, we can consider the deviation from the solution of the baseline DSGE model as having resulted from the heterogeneity of the agents. In fact, Durlauf (1993) showed that it is possible to construct a model of business cycles using complementarities among heterogenous industries. Since aggregate output in our analysis can be viewed as a cross-sectional average across different sectors, such an interaction among industries seems to be a possible source of complex dynamics.
To emphasize the possibility of complex behavior generated from a simple structure, the Þrst-order nonlinear models are often used in the literature of chaos in economics. (See also Brock and Hommes (1997, p.1061) .) For example, the one lag dynamics can be seen in the overlapping generations model, the neoclassical growth model and in the Euler equation of the intertemporal optimization model. Furthermore, since the existence of chaos in the logistic map depends only on one parameter, the logistic map is one of the most popular and convenient one-dimensional chaotic models used in economics. (See Day (1982) , for
example.) Table 1 shows the estimated Lyapunov exponents of the output series from various countries based on the assumption of the single-dimensional system. Both estimates based on linear detrended series and HP detrended series are presented. The Þrst column of each detrended series shows the estimates of Lyapunov exponents using the entire sample, which is sometimes referred to as the global Lyapunov exponent estimates. The point estimates show that Lyapunov exponents are negative in many series except for Italy where the local quadratic estimate is negative but the neural network estimate is positive.
Furthermore, based on the standard error, most of the negative estimates except for neural net estimates for Germany and the U.K. are signiÞcant at the 1% level, which implies the rejection of the positive Lyapunov exponent hypothesis. 8 The choice of the detrending method has a greater effect on the estimate than the choice of the nonparametric estimation method. 9 The absolute values of the negative estimates are larger for the HP detrended series than for the linearly detrended case. This result implies that the system is more stable under a nonlinear trend assumption in the sense that the effect of the shock does not last for a long time.
When the block length M is Þnite, the Lyapunov exponent is sometimes referred to as the local Lyapunov exponent as opposed to the global Lyapunov exponent. (See Wolff (1992) , for example.) As argued by Bailey (1996) and Bailey, Ellner and Nychka (1997) , the local Lyapunov exponents provide a more detailed description of a system's dynamics than the global Lyapunov exponent alone in the sense that they can identify the difference in the short-term predictability within different regions of the state space. Since the theoretical development in the previous section uses the fact that the block length M grows at a rate slower than the sample size T , we can interpret such an estimate to be more closely related to the local Lyapunov exponent rather than the global one. Following the terminology employed by the former studies, when M is less than the entire sample size, we refer to the estimates as the local Lyapunov exponent estimates. The second and third columns of each detrended series represents the local Lyapunov exponent estimates based on the each blocks from two (non-overlapping) subsamples. On the whole, the estimates do not differ much from the global estimates. However, for Japan, there is some difference in the estimates based on the Þrst and second blocks. The absolute values of the negative estimates are larger for the former half than for latter half period. One interpretation is that Japan is currently in a less stable region than in the past.
The next consideration is to determine if these results remain with the choice of the higher dimension or the higher lag order in the model. In general, it is not unusual for the economic model to have more than one-dimensional (lag) structure. Even if there is only one lag, when the model consists of multivariate simultaneous equations, it is known that the stability of the system can be examined through the Lyapunov exponent of one series if additional lags in the estimating equation (1) are introduced. 10 However, there is a technical difficulty in the nonparametric regression with too many lags when the available sample size is limited. With respect to this "curse of dimensionality" problem, the neural nets are believed to give more reliable results than the local quadratic method. On the other hand, it should be noted that it is the low dimensional chaos that is emphasized in the chaos literature rather than the consideration of the system with a very high dimension. Keeping these issues in mind, we examine the Lyapunov exponents based on the system with moderate dimension d. Table 2 shows the multidimensional result on the Lyapunov exponent estimates from the same series.
For the neural network estimates, which have some advantages over the local method, the dimension (d) is selected from 2 to 4 using BIC deÞned in (7) The empirical results in this section provide little evidence to indicate the positivity of the Lyapunov exponent in the international real output series. This conclusion is robust to the choice of nonparametric method as well as to the choice of the dimension of the system. However, it should be noted that a system with a periodic solution also has a negative Lyapunov exponent as well as the stable system. This implies that the evidence against a positive Lyapunov exponent does not exclude all the class of endogeneity such as the limit cycle case. Nevertheless, focusing on the test for chaos seems to be meaningful because it is such a nonperiodic ßuctuation that swayed the theoretical interests of the recent researchers in favor of the endogenous business cycle explanation. 11 With respect to detrending method, the evidence of the negative Lyapunov exponent is stronger for the HP detrended series where the positivity hypothesis of the Lyapunov exponent is signiÞcantly rejected for all the series except for the one-dimensional neural nets result of Italy. Yet, so far, we have not considered the possibility of stochastic trend in the analysis.
Unit roots and chaos
In the previous section, we have investigated time series properties of economic ßuctuation under the assumption of the deterministic trend. If the stochastic trend or the unit root is present in the data, the asymptotic results based on the stationarity assumption cannot be applied. Since the choice between the trend stationarity and difference stationarity is still an unsettled question in macroeconomic time series analysis, it is important to consider both possibilities. 12 Therefore, in this section, we examine the Lyapunov exponent of time series with a unit root, both theoretically and empirically. If the data is difference stationary, estimation of the Lyapunov exponent deÞned for the Þrst differenced series may be a reasonable approach to employ.
For theoretical simplicity, we conÞne our attention to the single dimensional case. For a single dimensional model with a unit root, the system (1) reduces to
Let us assume u t ∼ iid(0, σ 2 ); (8) is then a random walk process. Since ∆m(Y t−1 ) = 1 for all Y t−1 , the Lyapunov exponent for a unit root process (8) is zero by the deÞnition of the single dimensional
The Þrst three columns of Table 3 show the empirical results of the Lyapunov exponents estimated from raw data without detrending. While most of the estimates are negative, the sizes of the absolute values are much smaller than those obtained from detrended data presented in Table 1 and 2. The fact that the Lyapunov exponents are close to zero can be considered as an indication of the presence of a unit root. However, at the same time, the standard errors are also very small so that the null hypothesis of zero Lyapunov exponent is rejected for many series. The problem here lies in the fact that the theoretical results in Section 2 are derived under the assumption of stationarity and these results cannot be applied to the nonstationary data such as the one generated from (8). Therefore, in order to examine the subject more closely, we need to discuss the properties of nonparametric regression for the unit root processes.
The analysis of nonparametric regression for the unit root process has not been available until the seminal work of Phillips and Park (1998) . Their analysis is built upon the theory for nonlinear transformations of integrated processes developed by Park and Phillips (1999) and their related papers. According to this theory, in the limit, the nonlinear functions of integrated process depend on the local time of a Brownian motion B, denoted by L B (t, s), which can be interpreted as the time that B spends in the vicinity of s over the time interval [0, t]. Let us denote scaled version local time by L(t, s) = σ −2 L B (t, s) and the mixed normal distribution by MN(0, ·). By extending Phillips and Park's (1998) analysis of the Nadaraya-Watson estimator, we obtain the following limit distribution of local quadratic Þrst derivative estimator for the process (8). 13 Theorem 2. Suppose that assumptions B1 to B3, which are presented in the Appendix, hold. Then as
Theorem 2 shows that the local quadratic estimator of the Þrst derivative is T T consistent and its limit distribution is mixed normal with the mixture variate given by the reciprocal of the local time. Since the parametric estimator of the unit root process is known to be T consistent, nonparametric estimation of the Þrst derivative has slower rate of convergence, which is, in a sense, similar to the stationary case.
Using this result, we can derive the asymptotic properties of the Lyapunov exponent estimator and the standard error deÞned in Section 2.
Corollary 1. Suppose that assumptions in Theorem 2 hold, and M = T . Then
The Þrst part of Corollary 1 shows the consistency of the Lyapunov exponent estimator even in the nonstationary case. The second part of Corollary 1 shows the variance estimator also converges to zero.
This explains the small standard errors obtained in Table 3 and implies that they do not exclude the possibility of the unit root in the data. 14 1 4 If we proceed further and derive the limit distribution of b λM , we may be able to construct a unit root test based on the Lyapunov exponent. This line of approach is pursued by Park and Whang (1999) who have proposed a statistic for testing the random walk hypothesis against the chaotic alternative.
If the process is generated from a unit root process (1) with a stochastic error u t , such a process falls in the class of exogenous business cycle models with persistent exogenous shocks. 15 However, if we introduce the nonlinear model with respect to the Þrst differenced series, similar ßuctuation can be produced from chaotic endogenous models. To consider these possibilities, it is reasonable to conduct the analysis of Lyapunov exponent based on the Þrst differenced series. Since the Þrst differenced series satisÞes the stationarity assumption, the results in Section 2, are directly applicable. Figure 2 shows the difference between the U.S. business cycle ßuctuations deÞned by the Þrst differenced series and the HP Þltered series. It shows that there is more ßuctuation in the Þrst difference series than in the HP Þltered series.
The second three columns of Table 3 shows the Lyapunov exponents estimates based on the Þrst differenced data (or the growth rate data). It is interesting to note that, for all cases, the negative Lyapunov exponent is obtained and the hypothesis of a positive Lyapunov exponent is signiÞcantly rejected. The size of the absolute values is much larger than detrended case reported in the previous section. In fact, the Lyapunov exponents are signiÞcantly smaller than -ln 2(≈ −0.693), the value with the system where the difference in the initial condition will be decreased by half in the next period on average. 16 If the transformation by the Þrst differencing is appropriate, our results seems to be in favor of an exogenous model with persistent shocks rather than the chaotic model for the Þrst differenced series.
Truth in advertising
We have investigated the possibility of chaos in macroeconomic time series based on the nonparametric Lyapunov exponent estimates. Since computing the standard error provides a direct way to test the hypothesis that the Lyapunov exponent is positive or to construct the conÞdence intervals, our approach has an advantage over the former empirical studies that only reported the point estimates of the Lyapunov exponents. In this respect, we may say that our empirical results has removed at least one obstacle toward the consensus on whether there is chaos for macroeconomic time series.
However, at the same time, it is fair to mention that the several limitations of the analysis leave room for a variety of interpretations of the results. In this section, we list up the several reasons why our results, unfavorable to chaos or complex endogenous ßuctuation, can not be considered as a deÞnitive answer.
Small sample bias
The most palpable limitation of our analysis is the available sample size of aggregate economic time series data. Despite the fact that the GDP is the most commonly used series as a measure of business cycles, it is only available quarterly. Compared to the direct method (Wolf et al. (1985) ), the Jacobian method, or regression based method, is known to require less observations to obtain reliable Lyapunov exponent estimates. However, since our procedure including the standard error is based on asymptotic theory, the validity of the analysis with sample size less than two hundred observations is still open to question. In contrast to the Þeld of natural science where large number of observation is available for the analysis of chaos, the results based on economic data are likely to suffer more from small sample bias. 17 We have calculated some formal higher order asymptotic expansions and have found a second order degrees of freedom bias in the Lyapunov exponent estimator (see Linton (1995) for some discussion of second order effects in semiparametric estimation), and this bias is always downward. In our case, the direction of this bias is downward, roughly speaking because the second derivative of the function x 7 → log(x 2 ) is −1/x 2 and is always negative. The standard errors can also be downward biased in small samples for essentially the same reason. Numerical evidence also conÞrms this prediction of small sample bias in the negative direction. In the simulation with a Gaussian AR(1) model (Tables 1 to 3 in Whang and Linton (1999) ), when sample sizes are as small as 100 and 200, there are clear downward biases. Such a bias in the negative direction may be a reason of obtaining weak evidence of chaos in our paper.
Noise level in noisy chaos
The Jacobian method used to compute Lyapunov exponents allows stochastic terms to be present in the system. In fact, the asymptotic properties are derived from the nonlinear autoregressive model of the form (1) with an error term referred to as a system noise (or a dynamical noise). In addition, unlike the carefully controlled physical experiment, measurement error and unobserved quantities are more likely to exist in aggregate economic time series. By deÞnition, if the deterministic part of the system generates chaos, it is noisy chaos irrespective of the size of the noise.
The problem here is that, in general, the error term should be extremely small for any procedure to expect good performance on detecting chaos in the deterministic part of the system. The power of the test quickly declines as the noise level increases. Regarding this problem, the simulation method shows how fragile the result can be by changing the size of the stochastic term. In Brock and Sayers (1988, p.84), they mentioned some power of the Lyapunov exponent estimates to detect noisy chaos generated from a tent map with a small measurement noise. Whang and Linton (1999) used the logistic map with a small system noise and obtained standard error for the Lyapunov exponent estimates close to its true standard deviation. However, it should be noted that these results were based on simple one-dimensional map and required extremely small noise. Regarding higher-dimensional maps, Dechert and Gençay (1992) conducted simulations investigating the performance of the neural network Lyapunov exponent estimator applied to the Hénon map with the presence of either system noise or measurement noise. By changing the noise to signal ratio, they have investigated how the estimates deteriorate with noise. The results shows that there is a considerable downward bias when the noise to signal ratio (deÞned with standard deviations) become as large as 0.1. Furthermore, more realistic scenario can be considered by conducting simulation with speciÞc economic model that can generate chaos. Indeed, the asset pricing model of Brock and Hommes (1998) shows a clear difference between the simulated data with and without the noise in the fundamentals.
These simulation results together suggest that we have to admit that constructing reliable test for general noisy chaos with large measurement noise using currently available techniques is extremely difficult and quite challenging. In this sense, empirical Þndings of this paper could be considered as an evidence against deterministic chaos or noisy chaos with small noise but should not to be considered as a evidence against noisy chaos in general.
Seasonal adjustment and detrending
Another important issue that needs to be considered is the effect of Þltering on the result of our procedure.
We estimated Lyapunov exponent using seasonally adjusted real output series. However, judging from the reported results from the former studies, the conclusion can be inßuenced by conducting a seasonal adjustment. The similar problem also applies to the effect of HP Þlter we employed as a detrending method.
This fact can be seen by comparing the HP detrended results in Table 1 and the results in levels in Table   3 where the number and signiÞcance of Lyapunov exponents of the two series are very different. If the certain Þltering method does not preserve chaotic property of the series, inappropriate Þltering results in less informative estimates. The order of applying two Þlters may also provide different results. Indeed, such a lack of robustness to the choice of Þltering in the analysis of chaos seems to be one of the main reasons why there was little agreement about the existence of chaos in economic data (see Barnett et al. (1995) on the related discussions on the robustness of the analysis).
Related to this issue of Þltering is the issue of stochastic trend and Þrst differencing discussed in Section 4. Applying our procedure to the Þrst differenced series is justiÞable for the case when the data is a cumulative sum of chaotic series or when the data is such a series plus a stochastic trend. However, it does not work when it is applied to a chaotic series around a stochastic trend. For example, if there is a unit root in the 'fundamental' part of the process (based on the models such as an asset pricing model or a DSGE model), and if chaos arises in the deviation from such a 'fundamental,' as in the Brock and Hommes (1998) model, the procedure employed in Section 4 calculates the Lyapunov exponent of the noise and the Þrst difference of a chaotic process. If we simply plot the typical over-differenced chaotic series (such as logistic map) on a graph as one-dimensional map, the resulting nonlinear mapping is usually pathological and cannot be estimated using nonparametric regression method. This implies that our procedure cannot be used to detect chaos around the stochastic trend.
MisspeciÞed nonlinearity and dependence
The Þnal caveat is on the relation between the Lyapunov exponent and the class of nonlinear time series that is not covered by our theory. For the purpose of deriving asymptotics, dependency of the time series is controlled by a mixing coefficient that decreases at a certain rate (see Assumption A1 in the Appendix).
However, it is well-known that such a mixing condition crucially depends on the nonlinear functional form (see Doukhan (1994) for the relation between mixing and nonlinear AR models). Therefore, if the underlying chaotic process is not mixing, our procedure may not have power to detect the chaos. In addition, recent studies have revealed that the data generated from the deterministic chaotic system, such as the logistic map, can have long range dependence with a certain choice of parameter value (Hall and Wolff (1995) and Guégan (2000) ). However, our procedure is designed for the short-memory rather than the long-memory time series.
In contrast to the no consensus of chaos in aggregate data, it is generally agreed that the nonlinearity itself plays an important role in characterizing economics time series. Indeed several classes of nonlinear models, including threshold autoregressive (TAR) models (Tong (1990 ), Potter (1995 ), and Hansen (1996 ), Markov-Switching models (Hamilton (1989) ) and models with duration dependence (Diebold and Rudebusch (1990) ) have been very successful in the empirical analysis of business cycles. In order to eval-uate the validity of our Lyapunov exponent test for these classes of models, further analysis is required since the interpretation of Lyapunov exponent for these models may be difficult. For example, as shown in Pesaran and Potter (1997) , the ßoor and ceiling structure of Hicks type trade cycle model can be estimated using TAR model. In the analysis of business cycle duration dependence, Diebold and Rudebusch (1990) have introduced the generalized notion of periodicity, including stochastic periodicity and stochastic weak periodicity. Such properties cannot be covered by the system that generates simple periodic ßuctuation where the Lyapunov exponent is negative.
Conclusion
In this paper, we have conducted a nonparametric analysis of the Lyapunov exponent for the purpose of comparing two alternative views of the business cycle -the traditional exogenous and chaotic (or complex) endogenous approaches. The procedure was applied to investigate the real output series from various countries also examined by Brock (1986) , and Frank, Gençay and Stengos (1988) . The value that we have provided is mostly in the standard error or the conÞdence intervals based on our asymptotic distribution theory. In this sense, our approach provides a more scientiÞc way of evaluating the data than simply reporting the point estimates. Surprisingly, in many cases, our Lyapunov exponent estimates were negative, although frequently close to zero, and the positivity of the exponent was signiÞcantly rejected in the statistical sense. This Þnding was robust to the choice of nonparametric method as well as to the choice of the dimension of the system. Further theoretical and empirical analyses were also conducted to consider the effect of unit root nonstationarity. The result based on the Þrst differenced series rather than the detrended series again showed signiÞcant negative Lyapunov exponents.
A possible interpretation of this result is that the exogenous models are better able to explain business cycle ßuctuations than is the chaotic endogenous approach. If this is the case, it supports former studies that did not Þnd evidence of chaos in similar series. Most importantly, the results can be considered as an empirical justiÞcation of the impulse response analysis that is commonly used among macroeconomists under the framework of the DSGE models.
An alternative interpretation is that we failed to detect chaos because of the limitations of our analysis.
As the source of difficulties, we have listed the issues of small sample bias, high noise level in noisy chaos, Þltering and the class of nonlinearity of the system. If we consider these issues seriously, our Þndings cannot exclude all the possibilities of chaos. In this sense, the results reported in this paper may be better considered as one clue rather than a deÞnitive answer to our original question. One remedy to the problem associated with the small sample is to apply our procedure to economic data available with larger number of observations. Since Þnancial time series is usually available daily or even trade by trade, and since a economic theory predicts chaos in the stock market (Brock and Hommes (1998) ), analysis of Þnancial market would be of great interest. In addition, many aggregate series other than real GDP series are available monthly. The test based on monetary aggregates and aggregate price is also an important topic.
These analyses are currently being conducted by the authors.
Assumption A5 (bandwidth):
.
Assumption A6 (extreme value theory):
and ∆m(X t−1 ) = (∆m 1,t−1 , ∆m 2,t−1 , . . . ,
where the second equality follows from a one-term Taylor expansion
where the elements of J * t lie between those of b J t and J t for t = 0, . . . , M − 1. The convergence to zero holds because of [T/ ln T ]
from assumption A6, respectively. The latter can be veriÞed by using the argument given in the proof of Theorem 1 in Whang and Linton (1999) .
Assumptions for Theorem 2.
is iid(0, σ 2 ) with E (|u t | q ) < ∞, for some q > 4, and has the distribution absolutely continuous with respect to the Lebesgue measure with characteristic function φ(t) for which lim t→∞ t r φ(t) = 0 for some r > 0.
Assumption B3 (bandwidth):
Proof of Theorem 2.
The local quadratic estimator for the univariate case can be written as
and where the second equality holds by the strong approximation result. The required result follows from
(ii) Using the result by Park and Whang (1999) Note: Standard errors ( q b Φ/M ) are in the parentheses. Both estimates using neural networks (NN) and local quadratic smoother (LQ) are presented. The global estimates are based on the entire sample, while the local estimates are based on two (non-overlapping) blocks. QS kernel estimator with optimal bandwidth (Andrews (1991) ) is used for the standard errors. The 1% level critical value for the null hypothesis of λ > 0 is −2.326, which should be compared with b λ M / q b Φ/M . Bold font indicates that this null hypothesis could not be rejected at the 1% level of signiÞcance. 
