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Much effort has been expended by climate modelling groups worldwide to coordinate simulations with the most complex climate models, to collect the outputs and make them easily available to the scientific community 4 . The third incarnation of the Coupled Model Intercomparison Projection (CMIP3) 'multi-model ensemble' (MME) has been widely interrogated, resulting in an unprecedented Techniques for quantifying the uncertainties are described here in terms of a common framework whereby models are used to explore relationships between past climate and climate change and future projections. Model parameters may be varied to produce a range of different simulations of past climate that are then compared with observations using 'metrics'. If the model parameters can be constrained to a tighter range as a result of observational comparisons, projections can also be constrained to a tighter range. The strengths and weaknesses of different implementations are discussed.
level of scrutiny of complex climate models and their projections. The CMIP5 database of new simulations is now being populated. The quantitative interpretation of projections from an MME is extremely challenging. Reviews 5, 6 highlight several techniques that have been proposed that must deal with the generic problem of trying to understand what an MME represents in terms of a statistical sample. Some studies have characterized the MME using techniques borrowed from weather forecasting in terms of the 'reliability' of present-day simulations with respect to observations 7, 8 the hypothesis that the observations can simply be regarded as one member of the MME without any special status -but those types of test cannot be applied to future projections to assess their reliability. Others have sought to address the issue of shared approximations in model formulation and exchange of information between modelling groups 9 . Because of the difficulty in interpreting ad hoc collections of climate model projections, the climate change literature shows a range of different approaches for quantifying uncertainty in projections of future change. Some use simplified climate models, some use complex models built from 'first principles' , some use multiple observational sources to evaluate those models, others take simple trends or metrics of model skill, some rely on basic understanding of the climate system, others make intensive use of statistical techniques. Comparison of the different methods -their strengths, weaknesses and critical assumptions -is difficult because of their seemingly different formulations.
In this Perspective, some of the different methods that have been used to make quantitative climate projections (including their uncertainties) are described and their assumptions, strengths and weaknesses are discussed. The work is inspired by some of the research that was discussed and undertaken during the four-month Isaac Newton Programme on Mathematical and Statistical Approaches to Climate Modelling and Prediction. Clearly a full explanation of the different methods would require considerable detail so the methods are only discussed at a basic level. The reader is encouraged to look at the original papers to gain further insight.
Climate models, errors and uncertainties
Let us assume that any climate variable we are interested in can be described by a set of mathematical functions or a model. Climate models may be simplified or complex, may be derived from physical principles or empirical relationships, or may contain elements of both. Examples range from simplified energy-balance models (EBMs) through to complex climate or Earth-system models (ESMs). The climate variable might be the equilibrium climate sensitivity (the amount of global mean temperature change for a doubling of atmospheric carbon dioxide), the amount of Arctic sea ice or something more complex such as the amplitude and frequency of El Niño events. The model behaviour is controlled by what may be termed internal parameters (see Supplementary Information) and by 'external' forcing or boundary conditions of the climate system, for example, changes in concentrations of greenhouse gases, volcanic eruptions, orbital variations and so on. The model can be used to simulate the past and the future by specifying different external forcings/boundary conditions and the behaviour of the model can be changed by varying the input parameters. In addition there are observations of past climate.
In general, simplified climate models only produce output in terms of simple or aggregate variables such as global mean temperatures, and have parameters that may similarly aggregate many physical processes. More complexity is required in the climate model to disaggregate in space and time and to simulate more complex phenomena such as precipitation or sea ice. Simulations and projections of the smaller-scale climate variables that are needed to address many policy questions, and for variables related to, for example, extreme events, require the most complex ESMs running at high resolution.
Even the most complex climate models are approximations of the real climate system. Inadequacies or even 'errors' in models lead to inadequacies or errors in projections. Some inadequacies are inherent in the specification of the model (for example, processes that are judged to be of second-order importance that are deliberately not included); others arise because limitations in computing power prevent the equations from being solved on a fine enough numerical grid, so sub-grid-scale processes must be parameterized. Complex models may simulate natural climate variability such as El Niño events (with varying degrees of success), but more simplified models may only simulate the forced response to a particular agent. For any climate projection there is both a systematic (epistemic) component of uncertainty and a random (aleatoric) component. The approximate partitioning of the range of spread of models between systematic (response and forcing) and random sources of uncertainty will depend on the variable, the spatial scale and the projection horizon of interest 10, 11 . There is some potential for confusion as some studies may seek to quantify only the spread in the forced response of the climate system whereas some may seek to quantify both systematic and random components.
Quantifying uncertainty in projections
Ensembles of simulations of past and current climate, driven by estimates of past radiative forcing/boundary conditions, may be generated at different internal input parameter values, precise values of which are typically not known (Fig. 1) . Observations are then used to produce a metric of the model skill in simulating selected aspects of past climate. The metric compares the model output with observed climate fields and may involve many different climate variables, trends and fields that are related to different physical processes (see Supplementary Information). The more realistic regions of parameter space are accepted or up-weighted, based on heuristic or more formal criteria, as those which are likely to produce the most realistic future climate projections. Less realistic regions are rejected or down-weighted. The model is calibrated by determining suitable The simulations of historical climate may be compared with observations, o, using a metric, and taking into account observational errors. If one point in the climate model parameter space, p 1 , produces a better simulation of historical climate than another point p 2 , then the hope is that it will give a better (that is, less error-prone) simulation of future climate. Thus we can contract the space of historical climate change produced by the model (light-grey shading). Because there is a three-way mapping between this historical simulation space, the input parameters and the future projections, the parameter ranges are also constrained, as are the future projections, again represented by the light-grey shading. Climate sensitivity (K)
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Figure 2 | A PDF for the climate sensitivity obtained using a simple EBM approach 12 . The thick black PDF shows the curve from the original study. The thin black curve is the climate-sensitivity PDF obtained if the standard deviation of the distribution of the radiative forcing input parameter is halved.
values for the internal parameters that produce simulations of past climate consistent with the observations and their uncertainties.
Having calibrated the model, the parameters and/or their weights can be used to run an ensemble of simulations of future climate. The uncertainties in the projections are quantified in terms of probabilities. We say that both the input parameters and the projections are constrained by the observations. The climate model acts as a physically-based device to pass from historical or past climate and climate change to future projections. We expect that observations are not sufficient to constrain the parameters to single values so that multiple parameter combinations are consistent with the observations. The resulting projections will have uncertainties because of this.
The basic approach to producing projections with uncertainties is the same regardless of the complexity of the model and the climate variable of interest. Nevertheless, the implementation is affected by both factors. In general, the examples presented can all be couched in terms of a Bayesian approach with different assumptions and different techniques used in the implementation of the Bayes theorem. They are not presented in this way because that is not the way that the climate projection literature has evolved. Indeed, there has been a healthy debate within the community about the merits of such an approach and its implementation. What follows are examples of approaches drawn from different regions of the model complexityvariable complexity space.
The global sensitivity of the climate system
The climate sensitivity is a key measure of the global mean temperature response of a climate model. The equilibrium climate sensitivity may be expressed as the ratio of the radiative forcing and the climate feedback parameter. The time-dependent version of the formula has been exploited to compute the effective climate feedback parameter from the historical trend in ocean heat uptake (interchangeable with the top-of-atmosphere flux imbalance), the historical radiative forcing and the historical temperature change 12 . The study uses independent observations to derive distributions representing the uncertainty in global mean temperature trends and heat uptake. A distribution for radiative forcing is derived similarly, using calculations based on observed concentrations of greenhouse gases, aerosols, ozone, and natural factors such as solar input and volcanic stratospheric aerosols. The internal model parameters are then sampled from these distributions and the model is evaluated to give an ensemble of climate sensitivity estimates. This is mathematically equivalent to varying the model parameters widely and then weighting the parameters using their observed and calculated estimates (with some statistical assumptions). Thus the distribution of the climate sensitivity is constrained by the observations (Fig. 2) .
The main strength of the approach is in its simplicity in exploiting the global mean energy balance to produce a distribution of a key climate parameter, the climate sensitivity. Because of this simplicity it is relatively easy to perform sensitivity tests to see which of the model parameters is most influential in determining the relatively wide spread found in the study. This turns out to be the estimate of the radiative forcing: if, for example, the standard deviation of the forcing distribution could be halved then the fifth percentile of the climate sensitivity distribution would increase from 1.6 °C to 2.5 °C.
Unfortunately the method produces a relatively weak constraint on the distribution, particularly on the upper tail. This is because the climate sensitivity estimated in this way involves a ratio of temperatures to fluxes and the denominator can get close to zero. (In fact, the distribution of the denominator in the equation for climate sensitivity admits negative values, leading to unrealistic negative climate sensitivities and a singularity that means that technically the distributions are not probability density functions (PDFs) -a similar problem is found in ref. 13 and is discussed in refs [14] [15] [16] [17] [18] . A further obvious drawback is that the method is only good for producing estimates of the global climate sensitivity (and feedback parameter) and such distributions can be sensitive to previous assumptions for the distributions of parameters, which has been the subject of debate in the literature 16, 19 . Different estimates of the PDFs of the climate sensitivity have also been published 20 and other studies have used reconstructions of climate from before the observational record 21, 22 . A review of palaeoclimate estimates has also been performed 23 . The climate sensitivity is one of the most studied and quantified climate-projection-related variables. This is partly because model simulations suggest that it can be used to scale regional patterns of change 24 and partly because of a historical attachment of climate modellers to the doubled carbon dioxide experiment performed with a complex atmosphere model coupled to a thermodynamic or 'slab' ocean. This attachment may diminish as so-called slab-models fall into disuse because of technical issues with their implementation.
Large-scale trends from attributable warming
The ASK 25, 26 method exploits the possibility, demonstrated using EBMs, that a bias in the temperature change in the future related to a particular forcing agent may be empirically related to the bias in the past change associated with that forcing agent by a scaling factor (Fig. 3) . The method computes a correction factor or recalibration of simulated past changes that can be used to scale future projections assuming that the empirical relationship continues to hold. The uncertain elements of the approach are the scaling factor and the component of past change related to a forcing agent. In the global mean temperature case, the scaling factor may be relatively well constrained (Fig. 3b) . The difficult parameter to assess is the past change that can be associated with a particular anthropogenic component such as carbon dioxide, as represented by the histogram on the x axis in Fig. 3 .
The observed record of global and large-scale temperature change is made of components forced by anthropogenic factors such as greenhouse gas and aerosols, external factors such as solar variability and volcanic eruptions and internally generated natural variability. Detection and attribution techniques seek to estimate these individual components of trends from the observed record, using complex climate model simulations in combination with regression techniques. Uncertainties arise because the responses to some forcing agents may correlate through time (for example, concurrent rises in greenhouse gases and aerosols) making it hard to estimate the regression coefficients, because of uncertainties in reconstructing past forcing agents, and because of potential errors in the complex model response to the forcing.
The ASK technique can therefore be thought of as generating an ensemble of future projections by sampling a large number of possible past trends that are attributable to a particular forcing agent. The parameters of the relationship between the past and the future and the attributable warming are constrained by observations and complex model studies and thus the projections are also constrained by those observations. By specifying the components of the radiative forcing separately, it is possible to make projections for combinations of radiative forcing that may occur in the future but that did not occur in the past.
Initial studies focused on global mean temperatures 27 but have been extended to constrain continental-scale temperature changes 25 . The strengths of the approach are in the simplicity of the idea of extrapolating uncertainties in past trends. The complexity arises in the need to separate the components of the observed trends into those associated with greenhouse gases, aerosols, natural forcing factors and internal climate variability. For global mean projections, this separation is the largest source of uncertainty 26 . For regional quantities, relationships between past and future trends may be weak and for some variables and for smaller-scale regions, such relationships may not be evident in the complex models used in the detection and attribution step.
In the example highlighted here, a simple EBM is used to obtain the relationship between past warming and future change, hence it is tempting to conclude that the projections only quantify the uncertainty in the forced response. However, the estimate of the warming attributable to greenhouse gases is contaminated with natural variability (as we only have one realization of the real world) so some account is taken of the random component. Limitations on computer resource also mean that results are often obtained from initial-condition ensembles from a small number of different climate models. Hence there is a potential for modelling uncertainties to be undersampled.
Emergent constraints and process-based metrics
Data archives from MMEs can also be used to link errors in simulating future and past change, in a similar spirit to the ASK technique. These data archives can be considered as representing our physical understanding of the climate system, as derived from climate models themselves. For some variables, simple relationships have been uncovered between future projection variables and past observed trends or variability. Future changes in September seaice extent in the Arctic have an approximately linear relationship with the past trends in the CMIP3 models 28 (Fig. 4) . It is possible to empirically determine future trends using a simple scaling of the past trends, with some spread due to model errors and natural variability. The situation is similar to that seen in Fig. 3 except that the relationship is derived from complex climate model simulations rather than a simple EBM. By constraining the parameters of the linear relationship using the observations, it is possible to produce a calibrated projection of future September sea-ice trends. Note that a different ensemble may produce a different relationship or a wider spread, but at least the sensitivity of the projections can be tested by varying such assumptions.
This Arctic-sea-ice study provides an example of what we might call an emergent constraint, that is, a relationship between past trends and future trends, developed empirically from climate model output used to make projections of the future. If the empirical relationship can be understood on simple physical grounds, belief in it is strengthened. It provides justification for attaching more credibility to models that match the observed trend well over the recent period, and hence for treating the difference between modelled and observed trends as a metric for the purposes of weighting or correcting models. Such a metric might be considered to be an example of a process-based metric, that is, a metric that is used to evaluate a process (the sensitivity of sea-ice change) rather than simply a metric of how the model compares with reality in terms of the spatial distribution of sea ice in the time average. However, a precise definition of what is process-based and what is not has not been provided in the literature and is an area that needs to be developed.
The main strength of the approach is in the simplicity and in the physical transparency. The main weakness is that it may not work in such a transparent way for all climate-projection variables -although other relationships have been found 29 . Also, care must be taken to test the validity of the relationship. In the case of September sea ice, as conditions become ice free in the simulations, the trends become nonlinear and the use of a simple linear regression as in Fig. 4 would not be valid.
Bayesian projections with perturbed physics ensembles
Emergent constraints have only been found for a few climateprojection variables and there is a further issue that projections of different variables produced in this way may be inconsistent with each other. Such issues have led to the development of the socalled perturbed physics approach [30] [31] [32] [33] [34] . Uncertain parameters in a single climate model may be perturbed to produce alternative simulations of past and future climate and climate change (as in the case of the simplified climate model approaches described above).
In the perturbed physics approach, the input parameters are varied and the model is run using past and future radiative forcing. As in the general algorithm (Fig. 1) we can imagine a point in the parameter space that maps to a point in the past-climate space that is consistent with the observations as measured by some metric, that is, is within the observational error bound. A simulation from a second point of parameter space may be less consistent with the observations. When we look at the future projections made using the model run from the first point, we may assume that these are more likely than the projections made from the second point. By running many ensemble members with the model covering the parameter space, it is possible to build up a weighted-distribution of future projections where the weights relate to the metric 35 . A key step in such analyses is to decide what observations to use: the choice is often determined by the design of the perturbed physics ensemble. In much of the work that has been conducted, a version of the atmosphere model coupled to a simple slab ocean has been used, restricting the observations to mainly time-averaged climatological fields 36, 37 . In practice, running enough simulations to adequately sample a complex model parameter space and, moreover, to test the sensitivity of the projections to different assumptions about the distributions of those parameters, is computationally challenging. The burden can be eased using emulators, which are statistical models of ensembles that map input parameters to outputs, so enabling larger pseudo-ensemble calculations to be performed (albeit with loss of numerical accuracy) 38 . To combine the climate model outputs with the observations and emulators is a difficult statistical problem that is most easily handled in a Bayesian framework 35 . A further refinement is to introduce a term to represent irreducible or structural errors in a climate model. If we imagine a point in parameter space at which the model produces its best simulation of both past and future climate, then, unless the model is perfect, there will still be a mismatch between model outputs and reality. Specifying the structure of this mismatch remains one of the most challenging problems in climate projection. One possibility is to take the discrepancy from the MME as a lower bound on this 'structural error' 37 . The strengths of the perturbed physics/Bayesian approach are that, in principle, many different observational constraints can be brought to bear on the projections, and projections of many complex climate variables (for example, involving regional averages and extremes) may be produced 39 (Fig. 5) . Projections of several quantities simultaneously (joint projections) are also possible where the complex climate model provides the physical link between changes in those different variables. The main weakness is that to use the latest, most comprehensive of climate models, the implementation is expensive in terms of computing resources and requires a very high level of technical expertise. This makes it hard to understand in simple physical terms how the observations constrain the projections.
Making progress in quantitative projection
Simplified climate models (including empirical models derived from complex model output) can be easily used with formal statistical approaches to quantify uncertainty in projections but can only produce limited output: thus limited observations may be used to constrain parameters, and projections can only be made in terms of limited climate variables. As models become more complex, simulations and projections of more complex variables may be made, widening both the possible observational data that may be used to constrain parameters and the range of variables for which projections may be generated. But it becomes more expensive to produce ensembles and harder to implement and understand the projections. The use of metrics, skill measures, model ranking and even model weighting are starting to be more widely adopted in the climate model evaluation and projection literature. This is fine when such quantitative approaches are used as a guide to future model development or as a guide to the validity of some physical understanding derived from models, although care should be taken to fully understand why that metric is a useful measure. Where metrics are used in projections, it is not safe to assume that a weighted distribution of models is superior to an unweighted distribution without demonstrating that the metric does relate, in some physically plausible way, to the projection variable of interest, and without testing the underlying assumptions 40 . There is growing use in the community of terms such as process-based metric and process-based evaluation, yet it is not possible to find a formal definition of process-based in the literature. It could be argued that surface fluxes are the processes that determine the spatial variations in surface air temperature change, so they should be used in a process-based metric of surface air temperature changes. But clouds have a leading-order impact on surface radiation, so should cloud effects be defined as the process? It is unclear. Perhaps 'process' implies rates of change of one variable with respect to another -under climate change or under forced or free variations on shorter timescales 29 . Is the warming attributable to greenhouse gases process-based? A better characterization of the concept is required.
The concept of the emergent constraint is appealing because of the clear physical interpretation. However the implementation may be challenging as we have yet to produce a generic mathematical algorithm or recipe that can be used in other cases in which all the assumptions are revealed and all sources of uncertainty are considered. Perhaps the approach might be extended to account for nonlinearities or even assess the impact of inadequacies that are common to all models. It is recommended that work is undertaken on both the theoretical underpinning and numerical implementation of the approach, so that it can be applied more widely.
If the behaviour of the complex models can be reproduced by fitting the parameters of a simple or intermediate models (physical or empirical) to the complex model output, then it is possible to use observations to constrain the smaller set of parameters from larger ensembles of the simple/intermediate model. We might consider this a form of 'process-based emulation' , without being at all rigorous about the definition of such a term. Intermediate models exist for even quite complex phenomena such as the El Niño/Southern Oscillation 41, 42 . They have generally been used to understand models and the real world, but could also be applied to the projection problem.
To conclude, it is possible to produce quantitative projections of climate change, combining models of varying complexity and observations, expressed in terms of probabilities that measure our current uncertainty in those projections. Of course, our knowledge, as embodied in models and observations, may improve in time and thus we might be able to reduce those uncertainties. However, the possibility that new models, new observations or new theoretical research might alter the current set of projections considerably cannot be ruled out. For example, new feedbacks may be discovered or resolution thresholds are crossed so that previously parameterized process are directly resolved in models.
