In this study, we developed network and throughput formulation models and proposed new method of the routing protocol algorithm with a cross-layer scheme based on signal-to-noise ratio (SNR). This method is an enhancement of routing protocol ad hoc on-demand distance vector (AODV). This proposed scheme uses selective route based on the SNR threshold in the reverse route mechanism. We developed AODV SNR-selective route (AODV SNR-SR) for a mechanism better than AODV SNR, that is, the routing protocol that used average or sum of path SNR, and also better than AODV which is hop-count-based. We also used selective reverse route based on SNR mechanism, replacing the earlier method to avoid routing overhead. The simulation results show that AODV SNR-SR outperforms AODV SNR and AODV in terms of throughput, end-to-end delay, and routing overhead. This proposed method is expected to support Device-to-Device (D2D) communications that are concerned with the quality of the channel awareness in the development of the future Fifth Generation (5G).
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Journal of Computer Networks and Communications throughput path by taking the expected total number of Medium Access Control-(MAC-) layer transmissions into account [13] . This research is further enhanced using cooperative transmission [14] . On the other hand, [15] and [16] proposed a routing metric that considered the expected transmission time and high throughput route selection with medium time metric, respectively. In the case of QoC, a mechanism to improve multihop routing using SNR by adding the SNR information into Route Request (RREQ) was proposed in [9, 17] . The use of SNR and Receive Power (RP) to find the route was proposed by [18, 19] by adding up the SNR information into Route Reply (RREP) mechanism. In [20] and [21] , routing selection was improved using minimum summation of inverse SNR and weighted SNR average of all links in the path, respectively. Moreover, a study reported in [22] proposed a routing protocol for wireless sensor networks through SNR-based dynamic clustering, while that reported in [23] used cooperative Automatic Repeat reQuest (ARQ) system to minimize total network energy consumption while delivering a minimum required SNR. Routing protocol based on streamlines of potential field where data rate depended on SNR was studied in [24] , and cluster routing protocol considering the SNR and residual energy of the nodes with cross-layer design was proposed in [25] . However, previous work that used SNR in routing protocols had some issues in the methods. To solve these issues, we proposed new methods. Details on the issues and the proposed method are discussed in Sections 2 and 4, respectively.
The paper is organized as follows. Section 2 describes the related work and the contributions of this research. Section 3 describes the network model and throughput formulation. Section 4 describes the weakness of earlier methods and the design of selective route based on SNR with crosslayer scheme. Section 5 describes the routing protocol performance and analysis. Finally, Section 6 is the conclusion and future research opportunities.
Related Work
A mechanism to improve multihop routing using SNR by adding the SNR information into RREQ was proposed in [17] . This scheme used the average route quality as the ratio between the overall path quality and the number of hops. The result showed improvement in network throughput and reduced packet error rate. However, adding SNR information in the broadcast of RREQ mechanism had caused increasing overhead and complexity of the route discovery process.
Study in [9] discussed the important of SNR as link quality to use in routing protocol. The paper suggested crosslayer mechanism with SNR information to obtain better routing. This mechanism added SNR information in each RREQ packet; the destination node then determined the best route and replied by sending a RREP packet. Since the RREQ and the RREP frame carried the new extension field, this method had caused higher overhead and complexity in both way mechanisms.
Authors in [18] used SNR and RP as valuable information for routing protocol. The proposed scheme added two extra fields in RREP packet to store SNR and RP information. The source node selected the route based on any best available values of SNR or RP. The performance results with cross-layer design improved their performances with respect to service quality.
The same method with addition of SNR information in RREP mechanism was proposed by [19] . In this method; the authors applied lower to upper layers scheme, where SNR information from physical layer was utilized in routing protocol. From the simulations, the proposed method achieved higher throughput than the conventional routing protocol that used hop count as routing metric. In [20] , routing selection was improved using minimum summation of the inverse SNR. The metric was equivalent to this method of all the links in the path. Through simulation, the proposed method claimed gain for better performance in terms of amount of delivered packet and end-to-end delay. Although this method is used to find the path with good channel quality, the selection of the path with this method may have one or more links with very low quality.
Authors in [21] used SNR as channel-aware routing metric. The proposed scheme utilized the weighted signalto-noise ratio average. The best route was selected based on the minimum accumulated SNR average. The algorithm had resulted in higher throughput, better packet delivery ratio, and less average delay. However, this method had similar weakness to previous method using minimum summation of the inverse SNR.
In summary, earlier methods that used SNR information as metric in channel-aware routing had two main schemes. First, the proposed scheme used routing discovery process, such as RREQ and RREP, to collect SNR information from the node. Second, to select the appropriate route, the earlier methods used average of SNR or summation of SNR of all the link. However, the use of SNR in earlier research, namely, by using the sum or the average of SNR, has a weakness because one or more links can have a very low SNR even though the average is high. This weakness will be explained further in Section 4. Furthermore, the use of SNR information in early researches on the route discovery process RREQ and RREP has increased overhead and complexity which should be avoided.
To overcome above problems, we propose an improved method which collaborates the cross-layers information, that is, the cooperation between the network and physical layer. In this scheme, we used same existing methods that employed SNR and cross-layer design to improve routing protocol performance. The most important aspects in our proposed methods, which have not been addressed in previous work and become our contributions, are as follows. Instead of adding SNR information to the RREQ or RREP process, we propose a selection of links for the reverse route mechanism based on SNR. This mechanism avoids additional overhead. Furthermore, selection route with a SNR threshold mechanism also improves the route choice compared to the previous minimum summation or average of the SNR methods. We additionally describe this crosslayer performance in network model and throughput formulation model based on SNR to give more explanation and analysis. between a node pair is given by ( /3)( √ 2 + ln(1 + √ 2)) and the average number of hops is hc = ( /3 )( √ 2 + ln(1 + √ 2)).
We can calculate the total number of network links as /2. If we assume the number of connections is , then we approximate the average number of connections by cl = 2 /( + 1) . For two-ray ground propagation model [28, 29] , with the transmit power ( ), the system loss ( ), the separation distance between transmitter and receiver ( ), the gain transmit ( ), and the gain receiver ( ), thus we can calculate the power received in the receiver node given by ( ) = ℎ 2 ℎ 2 /( ) 4 , with the height transmitter node (ℎ ) and the height receiver (ℎ ). If the SNR node is , with = = = 1, and ℎ = ℎ = 1.5 meters from the ground, then we can calculate the expected number of hops per connection, hc , and also the average number of connections over a given link, cl , by
The SNR value of each connection will affect the expected number of hops per connection. The higher the SNR value, the better the ability of the network to have number of hops per connection. Figure 1 shows the SNR impact to expected number of hops per connection, with the difference of side length ( ), which are 250 m, 500 m, and 1000 m. We observed that increasing the side length of the network area also increased the expected number of hops per connection, especially in high SNR. The path connection consisting of links with high SNR has improved the ability of the network in obtaining better average number of connections, as shown in Figure 2 for fixed side length area. The links with high SNR provide a network to have better capability to create a path to deliver the data.
We observed that, with high SNR in the connection, the network could offer a big capability in terms of the average number of connections and the expected number of hops per connection, especially over wider area ( ). This capability can improve network performance. AODV SNR-SR that considers SNR connection in the network will have opportunity to gain better average number of connections and the expected number of hops per connection to improve network performance.
Throughput Formulation.
Throughput can be obtained by calculating the average number of successful data transmitted during the observation interval. Denote as the throughput, the average number of packets that successfully transmitted is [ ], and the average duration of time required to transmit the data is [ ]; then
If is average rate for delivery of the data and is average of the data transferred, then the total average time to send is / seconds. If represents the average propagation time and is the average time of the process at all nodes, then we can calculate [ ] as
The quality of channel link and the mobility of node will have immediate effect on the probability of bit error. Let be the average probability of bits successfully delivered in the transmitted data. This probability of success is influenced by the probability of error in a connection and the number of hops. So we can rewrite [ ] by
while the throughput as function of and can be written as
If is the probability of error and is the probability of error on connection , then the probability of success transmitting data on a connection is (1 − ). The total probability of success in sending the data for a path delivery that consists of links connection can be written as follows:
To analyze the correlation between the quality of the channel SNR with the throughput performance, we use the probability of error as bit error rate (BER) function [30] , which is given by
where is the bit error rate and is the number of bits. We can calculate BER based on SNR and modulation technique. If Binary Phase Shift Keying (BPSK) modulation is used, the corresponding BER [31] is
where (⋅) denotes the -function and / denotes the energy per bit to the noise power ratio. If the signal bandwidth is approximately equal to the bandwidth of the noise or similarly equal to the receiver using a matched filter to get the maximum value of SNR, we can estimate /( /2) ≈ / . So, we can write the probability of error as a function of SNR as follows:
If we denote = / , then the throughput a function of can be rewritten as
Equation (10) shows the throughput as a function of the probability of bit error as influenced by the SNR of the link connection. The probability of success to deliver the data will increase with higher SNR, as shown in Figure 3 with different number of hops scenario. To improve the throughput, the routing protocol should choose the link that has good SNR with a minimum probability of error. The simulation in Figure 4 shows that the throughput can gain higher performance by increasing SNR of the link connection with different transmission rate scenario. We observed that the probability of success and the throughput performance showed a significant improvement when the SNR connection increased.
Based on this fact and the mathematical model, we propose a selective algorithm with SNR as the parameter to choose the link as the path. To obtain a path that has a good SNR, the routing protocol must be well informed from the physical layer. For that purpose, we used cross-layer scheme as the method for routing protocol to get SNR information from the physical layer. We used SNR threshold ( tr ) for the algorithm. A link can be selected by the routing protocol as a transmission line if ≥ tr . With this algorithm, the routing protocol AODV SNR-SR will select link as the path, based on SNR values that meet the criteria. This routing algorithm can improve the network resilience against path break and low throughput by helping the network to find a reliable path base on SNR. The details of this method will be explained further in Section 4.
SNR-Based Selective Reverse Route with
Cross-Layer Scheme
Generally, routing protocols select the path by minimizing the number of hops. However small number of hops usually corresponds to the selection of links with long transmission range and less capacity than the best paths that exist in the network. This long transmission range corresponds to low value of SNR. In ad hoc network, this poor SNR selection of link often produces the link-break, thus degrading overall network performance. In previous researches, to get SNR information, the algorithm uses route discovery process, by adding the information in RREQ and RREP mechanism. Since RREQ mechanism broadcasts to all the neighbors and RREP unicasts, these methods increase the routing overhead and the complexity. Moreover, the algorithm used the minimum summation of the inverse SNR or the average of SNR value of the path. We call it AODV SNR. This implementation could be inappropriate and cause the selected path to perform not as expected. It has weakness as one or more links can have a very low SNR even though the average is high. In this study, we use reactive routing protocol AODV [32] as the rule model, which is widely used. To show the importance of this issue, we illustrate this problem as shown in Figure 5 .
The solid line represents the connection between nodes. The link channel quality is represented by SNR value, next to the node, with node S as the source and node D as the destination. For example, link S-A has SNR = 18 dB and link E-D has SNR = 16 dB. These values are estimated at receiver nodes A and D, respectively. In this case, to make a connection, a minimum SNR of 10 dB is required to get the maximum transmission range.
The routing protocol with hop count metric will choose the smallest number of hops as the path to deliver the data, which is S-C-D, with 2 hops. We can see that these hops consist of link that has low SNR to get the smallest hop. From (10), the throughput performance will decrease in connection with low SNR. Moreover, the mobility will cause this connection with low SNR to become vulnerable to the link-break, particularly if the nodes move to directions that decrease the SNR among them.
In AODV SNR, the routing protocol chooses the path that has the largest sum or largest average of the SNR. In this case, the AODV SNR will choose the path S-B-C-D, with the total of SNR being 65 dB or in the average 21.7 dB. When we use minimum summation of inverse SNR, the routes' metric for routes (1) (S-B-C-D), (2) (S-C-D), (3) (S-A-E-D) is equal to 0.1733, 0.1833, and 0.1768, respectively. Therefore, the routing with minimum of inverse SNR metric will select route 1 as the best route, same with the average SNR metric. Unfortunately, although it has an average of the largest SNR or the minimum summation of inverse SNR, the path may include link with low SNR, which is link C-D. The path with long trajectory with larger hops may have more links with very low SNR. In this situation, the link with low SNR will cause degradation of the throughput. Similar situation also occurs in hop count method, especially in mobility circumstances.
In this study, to solve the problem, we propose a new method, which is selective route based on SNR. We enhanced the reactive routing protocol AODV, and we call it as AODV SNR-SR. Link selection is done in the reverse route process, which will be used by the RREP. Figure 6 shows the proposed cross-layer design in AODV SNR-SR.
When the source needs to transmit the data, RREQ is generated. Reverse route is created when an intermediate node receives a RREQ. This reverse route is stored in the node for RREP path. After RREQ arrived at the destination, the RREP will be generated by the destination. Using reverse route, a destination node can send RREP to the source. Reverse route entry consists of source IP address, source sequence number, number of hops to the source node, and the IP address of the node from which RREQ is received. With this mechanism, when there is change on one of the links in reverse route, that is, path break, the RREP cannot be sent through this path and therefore uses another path.
In cases where there is no available reverse route, then the source will generate new RREQ, after the time out. In AODV mechanism, source begins transmitting data when it receives the RREP, which has arrived first. The source will send the data to the destination using this reverse route. With those mechanisms, it is important to select the appropriate reverse route based on SNR to get the best route. In AODV SNR-SR, selective route is conducted in the reverse route process. To avoid undesired small SNR selection in route path, we use minimum SNR threshold, which is tr . We define SNR threshold as the minimum requirement of the SNR received by a node, so that a given connection or path can be selected as a route by the routing algorithm. This SNR threshold needs to be set in all nodes. When a node receives a RREQ, it calculates the SNR ( ) and compares it with SNR threshold; if the results meet the criteria ≥ tr , the reverse route will be made and saved as route cache. When there is no available reverse routes that meet the criteria, the source will enter new discovery process.
If SNR ( ) criteria are not met, the reverse route is not created by the node, so the RREP cannot use this link. This filter makes RREP only use the reverse routes that meet the criteria; therefore, the sender only receives RREP with the route that has good SNR. In this case of AODV SNR-SR, the scheme will choose path S-A-E-D, where tr = 15 dB. SNR is a measure for determining the quality of a signal as it is disturbed by noise. The calculation can be done by determining the value obtained from the power of information signal and noise signal. The connection between nodes will have SNR value that depends on the mobility of both nodes. In this model, the SNR values are calculated with SNR = 10 log( rss / 0 ), where rss is the received signal strength and it is assumed that the noise value is constant and same on all nodes. We used noise floor ( ) 2.512 − 13 corresponding to thermal noise of the system [33] . In this study, we use two-ray ground propagation model to calculate the power at receiver, as described in network model section. The two-ray ground reflection model considers both the direct path and ground reflection path as multipath component. In our model, we assume that link qualities in both directions are identical. The reason is that, in ad hoc network, distribution of nodes within service area would have a direct path as well as a reflected path from the ground when the distance between nodes is short. In this propagation model, the forward and the reverse links would have the same characteristics in terms of path loss. In our model, nodes would have the same antenna height, located closely one to another, so we use two-ray ground propagation model.
The motivation of using SNR selection in reverse path mechanism is to avoid overhead, whereas other modifications on AODV generally use RREQ and RREP to gather SNR information, that would increase the size and complexity of the routing packet control. SNR threshold is used to avoid selection of one or more link with very low SNR as a part of the route. The mechanism of the route discovery process and implementation of selective reverse route algorithm in AODV SNR-SR can be seen in Figure 7 . Route recovery mechanism works when there is a link-break at the transmission path, with Route Error (RERR) notification to the sender as depicted in Figure 8 . When the intermediate node fails to deliver the data to the next hop due to path break and there is no other available paths, this node will generate RERR and send it to the source through the reverse path. After receiving this RERR, the source will create a new route discovery process to find a new path to transmit the data.
AODV SNR-SR Performance and Discussion
We evaluated the performance of AODV, AODV SNR, and AODV SNR-SR with Network Simulator (NS). The NS version for this particular simulation is version 2.35 [34] . In networks simulator, we enhanced the wireless-phy.cc to get power reception based on propagation model and then computed the SNR value. This SNR information is used by AODV SNR-SR to select appropriate route. We set the SNR threshold in route process by enhancing the aodv.cc. We varied the number of nodes and velocity in simulation scenario. We evaluated throughput, end-to-end delay, and routing overhead performance. The mobility model was random waypoint with simulation area of 1,000 m × 1,000 m. The data packet was 512 bytes, with channel bandwidth 2 Mb/s, noise floor ( ) 2.512 − 13, and simulation time 300 seconds. Maximum node speeds were 5 m/s, 10 m/s, 15 m/s, and 20 m/s and numbers of nodes were 20, 70, 120, and 170, respectively. Table 1 shows the simulation parameters. For single connection between two nodes, the correlation between the received SNR and the distance in two-ray ground propagation model is shown in Figure 9 . The deployment of D2D in ad hoc network can use Wireless Fidelity (WIFI) with range up to more 100 m or WIFI direct as new technology with the range up to 200 m [35, 36] . Based on these facts, we found the distance that satisfies the D2D with WIFI direct technology and is adequate to set as the SNR threshold. We used SNR threshold 35 dB in the simulation, Figure 7 : AODV SNR-SR route discovery process. within the distance range of 150 m. This proposed method expected to support D2D communication in the environment that considers a ground-reflected propagation path between transmitter and receiver, in addition to the direct LOS (Line of Sight) path.
In Figure 10 , we display the advantage of the proposed method compared to AODV and AODV SNR. In small number of nodes, the proposed method has a small advantage average throughput. However, the proposed method showed significant improvement of average throughput when the number of nodes increased. For example, in 170 nodes, the advantage of proposed method in average throughput was about 36% and 80% higher as compared to AODV SNR and AODV schemes. AODV SNR-SR also gained advantage when the number of nodes increased; the average end-to-end delays were about 30% and 20% smaller as compared to AODV and AODV SNR, respectively, as presented in Figure 11 .
We analyzed the reasoning of results that appeared in Figures 10 and 11 as follows. The increasing number of nodes will correspondingly increase both the density of nodes and the average number of neighbors. If the area of side length is fixed, then such increasing number of nodes will also increase the total number of network links that can be created, as described in network models in Section 3.1. This situation makes the routing protocol easier to find possible routes, especially connection with high SNR. When the path consists of connections with high SNR, the throughput performance will increase as described in (10) . The path with good quality connections will reduce the path breaks and allow more stability in sending the data, therefore decreasing the average end-to-end delay. Simulation results for routing overhead per received data packet are shown in Figure 12 , where AODV SNR-SR outperformed AODV SNR and AODV, with smallest routing overhead. We observed that, in small number of nodes, routing protocol produced small overhead; however, with the increasing numbers of nodes, the overhead rapidly became larger. The proposed method showed a big advantage which was about 59% and 36% smaller overheads as compared to AODV and AODV SNR.
We also compared AODV SNR-SR, AODV SNR, and AODV with respect to node velocity. The AODV SNR-SR outperformed the AODV SNR and AODV in terms of smaller overhead per received data packet in node velocity scenario as shown in Figure 13 . We observed that the proposed scheme was about 44% and 59% more efficient in routing overheads compared to AODV SNR and AODV, respectively. These results show good agreement with (14) , where routing overhead will have immediate effect on the network efficiency based on SNR. The analysis and the reasoning of the results in Figures 12 and 13 can be described as follows. Normalized routing overhead is calculated as the ratio of the total routing control packets to deliver data packets. Routing control packets included RREQ, RREP, and a RERR. This RERR is triggered by link-break to give notification to the sender. If the sender does not have alternative route, it will broadcast RREQ again and enter the route discovery process.
The routing overhead corresponding to network performance can be analyzed as follows. We can evaluate the efficiency of the network ( ) for a single link by calculating the average total number of bits being transferred during time , which is . The total bits to process forward route RREQ are RREQ . Denote RREP to be the total number of bits as the acknowledgment route process RREP and RERR to be the total bits notification of route failure, RERR. If the effective rate transmission is eff and transmission rate is , then we can express the efficiency as = eff / . If the probability of error for transmission can be expressed as
then the mean of this probability of error can be expressed as
If we use a model approach in selective ARQ [30] , then we can find the efficiency of the network-based routing overhead which is related to probability of error by
and as an SNR function we derive efficiency as
We can conclude from (13) that the increasing routing overhead will reduce network efficiency and throughput. From (14) , the route with link that has better SNR is also more efficient. SNR on link connection will have an impact on the probability of error and link failure. This will influence the amount of RERR and the path break will trigger RERR. Accordingly, if the source does not have any routes, it will start route discovery process and generate RREQ. This mechanism will increase the routing overhead. Simulation results for the throughput are shown in Figure 14 with increasing node velocity. The throughput decreased along the increase of node velocity, with AODV SNR-SR outperforming AODV SNR and AODV. We observed that the proposed method yielded significant improvement of throughput when the velocity increased, in average about 45% and 78% higher compared to AODV SNR and AODV.
The simulation results for the end-to-end delay with respect to node velocity are shown in Figure 15 . The proposed AODV SNR-SR again outperformed AODV SNR and AODV. We observed that, in slow velocity, the end-to-end delay performance varied less between AODV SNR and AODV SNR-SR. However, in high velocity, the AODV SNR-SR got advantages with smaller end-to-end delay about 31% and 26% compared to AODV and AODV SNR.
From the results in Figures 14 and 15 , we analyzed the following. When the node velocity increases, the distribution of the network becomes more dynamic. This situation leads the SNR connection to be more unstable, and often path break occurs. Consequently, the throughput will decrease and endto-end delay becomes higher. To analyze correlation between end-to-end delay and the SNR connection in Figures 11 and  15 , we can use (3), (9) , and (12). For single connection with the average probability of error for transmission, we calculate the end-to-end delay ( e2e ) for one-way delay by
From (15), we can see that higher SNR connection will produce smaller end-to-end delay; this is the reason why network performance increases. AODV SNR-SR is capable of maintaining performance due to higher SNR connection in the route. We analyzed the correlation between the velocity of nodes and the network performance as follows. The average duration of the path connection ( ) depends on the transmission range ( ), number of hops ( ), and the velocity of the node ( ). If we use mobility models which are exponentially distributed with parameter for the average duration of the path connection [37] , then we can get
and the probability density function is given by
where 0 is the constant of proportionality and is independent from , , and . From (16) and (17), we can see that velocity of node will decrease the average duration of connection path and induce the degradation of network performance. The higher average of connection path with better SNR connection is, the lower end-to-end delay and improved throughput will be produced. Transmission range will depend on both the distribution and the density of nodes as described in Section 3, that SNR of connection will have direct effect on the throughput performance. The reasoning of velocity effect on routing overhead with results shown in Figure 13 is described as follows. From (16), we also can approximate the routing overhead that is influenced by the velocity of the node, which is / , where is time simulation. When the velocity increases, it will result in lower average duration of the path connection and higher routing overhead.
In this proposed mechanism, the performance will depend on the network model as mentioned in Section 3.1 and the SNR threshold. The density and distribution of the network will have an impact on the SNR connection. Since the distribution and the mobility of the node in network are difficult to predict, there is situation where SNR connection cannot meet the SNR threshold. This situation makes the routing protocols unable to find the suitable routes that agree with channel quality requirement. Another situation is the node fail to deliver the data to the next hop due to the path break or there are no available paths. When this situation happens, a new route discovery process must be undertaken.
We analyzed the impact of the SNR threshold and the distribution of SNR connection to the network performance as follows. Figure 16 shows the correlation between SNR threshold, the factor, and the average throughput performance. The factor is defined as the ratio of minimum SNR compared to maximum SNR on the distribution of the SNR connections, which is = SNR min /SNR max . We set maximum SNR connection to 50 dB and minimum SNR connection to 20 dB, 25 dB, 30 dB, and 35 dB. For the distribution of SNR connection between 20 dB (SNR min ) and 50 dB (SNR max ), we get = 0.4. We generated 100 random SNR connections using five different SNR thresholds, which were 30 dB, 33 dB, 35 dB, 38 dB, and 40 dB. In this scenario, the SNR connection that complies with the SNR threshold was assigned as route and the throughput of this connection are calculated. We observed that higher factor improved the throughput of the network. When SNR min has wider gap to the SNR threshold, it will reduce the performance. On the other hand, it will increase the performance when SNR min is close to the SNR threshold. When the SNR threshold is close to SNR max , the increasing factor will not greatly influence the throughput performance, also causing the routing protocol hard to find suitable path that meets the requirement. Although lower SNR thresholds seem to gain higher throughput, they can produce connection with lower SNR and cause degradation of network performance, especially in lower factor. For example, SNR threshold 30 dB with = 0.4 will produce throughput smaller than the SNR threshold 33 dB with = 0.5. In summary, AODV SNR-SR outperforms AODV SNR and the conventional AODV, because it gains more throughputs with better algorithm mechanism as described in Sections 3 and 4, respectively. The proposed scheme can also improve the route discovery efficiency and make routing protocol more adaptive with channel-aware for D2D requirement as mentioned in [6, [8] [9] [10] , where the conventional schemes cannot solve.
Conclusion and Future Research Opportunities
In this study, we developed throughput formulation and network model. We proposed new algorithm in routing protocol to increase the network performance. We proposed this algorithm by enhancing the AODV routing protocols with a cross-layer scheme based on SNR, termed as AODV SNR-SR. This proposed scheme employed selective route based on the SNR threshold in the reverse route process. These mechanisms avoid high routing overheads and low SNR selections in the route path. With these techniques, AODV SNR-SR outperforms AODV SNR and AODV in terms of throughput, end-to-end delay, and routing overhead. The AODV SNR-SR shows a significant advantage in throughput, end-to-end delay, and routing overhead when the number and the velocity of nodes increase. This algorithm can improve network resilience against path break and high throughput performance to support D2D development. For future work, SNR threshold mechanism has to be considered along with the application and the type of the data, especially for adaptive data rate.
