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Through multiscale analysis of the adjoint Fokker-Planck equation, strict bounds are derived for
the center of mass diffusivity of an overdamped harmonic chain in a periodic potential, often known
as the discrete Frenkel-Kontorova model. Significantly, it is shown that the free energy barrier is a
lower bound to the true finite temperature migration barrier for this general and popular system.
Numerical simulation confirms the analysis, whilst effective migration potentials implied by the
bounds are employed to give a surprisingly accurate prediction of the non-linear response.
A chain of harmonically coupled particles, each exe-
cuting one dimensional stochastic motion in a periodic
potential, is one of the most extensively studied exam-
ples of many-body, non-linear dynamics. First studied by
Prandtl1 and Dehlinger2 though often named after later
work by Frenkel and Kontorova3, the rich, kink bear-
ing phenomenology has found application in dislocation
theory4,5, polymer dynamics6, molecular combustion7,
Josephson junctions8, spin chains9, earthquakes10 and
many other areas for decades11,12. In the general case, il-
lustrated in Figure 1, a Frenkel-Kontorova (FK) chain of
N particles with one dimensional positions x = {xn}Nn=1
has a potential energy
U(x) =
1
2
x ·K · x+ V (x), (1)
where K is a positive semi definite matrix representing
the harmonic interaction and V (x) is simply a sum of
one dimensional periodic potentials V1D(x) = V1D(x+L)
V (x) =
N∑
n=1
V1D(xn). (2)
The system is completed with chain boundary conditions,
which will be periodic in the following. As the FK chain
traditionally models the collective motion of some gener-
alized charges, it is of central interest to know the trans-
port properties of the chain center of mass
x¯ =
∑
n
xn/N, (3)
in particular the diffusivity D and by Einstein’s relation
the linear response mobility βD, where β = 1/kBT .
Whilst it is known13 that the center of mass is diffusive
at asymptotic time, the actual value of the diffusion
constant D has only been approximately evaluated for
some special cases, in particular for long, continuous
lines at low temperature, where the system has been
considered as a dilute kink gas14,15. In contrast, many
applications of interest are to highly discrete chains over
a wide temperature range which are often short due to
either physical8,16 or computational5,17 restrictions. In
this paper I derive rigorous upper and lower bounds
for D, giving important context for existing approaches
V1D
T<V1D/kB
T>V1D/kB
FIG. 1. (Color online) A Frenkel-Kontorova chain. At low
temperature (left) the chain moves through the kink mecha-
nism, whilst at high temperature (right) internal fluctuations
destroy any migration barrier.
such as transition state theory18 and providing rigorous
results for many body diffusive transport.
Through comparing the bounds to the well known point
particle result19,20 it is shown that the upper bound
represents diffusion in the free energy landscape of
x¯. The free energy barrier is often used as the finite
temperate migration barrier21; these results show that
this will always give an overestimate for the transport
properties of the FK chain, an important result given
the generality of this widely applied model.
The paper is structured as follows. In section I
the adjoint Fokker-Planck equation22 is recalled, then
multiscale analysis is employed to perform a diffusive
rescaling in section II, deriving an one dimensional
evolution equation for the center of mass. The Cauchy-
Schwartz inequality is then used to derive strict upper
and lower bounds for the effective diffusion constant
D. In section III I investigate limiting cases of the
exact bounds, present numerical results in section IV
and propose a non-linear response through analogy to
the famous point particle result of Stratonovich23,24 in
section V, where surprisingly accurate results are found.
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2I. ADJOINT FOKKER-PLANCK EQUATION
For later manipulations it will be beneficial to trans-
form to a coordinate system which distinguishes the
center of mass. This is acheived by diagonalising the
interaction matrix K, which will always have non-
negative eigenvalues {λk}Nk=1 and an orthonormal eigen-
basis {vˆk}Nk=1. By the requirement that the interaction
energy is unchanged under a rigid translation, there will
always be a zero eigenvalue, λ1 = 0, with the correspond-
ing eigenvector vˆ1 having every element equal, projecting
out the center of mass x¯. The chain configuration vector
x becomes
x = x¯
√
N vˆ1 +
N∑
k=2
akvˆk , ak = x · vˆk, (4)
which defines the desired co-ordinate system (x¯, {ak}).
The potential energy (1) now reads
U(x¯, {ak}) =
N∑
k=2
1
2
λka
2
k + V (x¯, {ak}), (5)
where the substrate potential is explicitly
V (x¯, {ak}) =
N∑
n=1
V1D
(
x¯+
N∑
k=2
ak(vˆk)n
)
, (6)
which is clearly periodic in x¯. One may now write
down the adjoint Fokker-Planck equation22, which gov-
erns the expected time evolution of a smooth function
Φ(t; x¯, {ak}) from some initial values (x¯, {ak}). For the
investigation of transport properties, the adjoint Fokker-
Planck equation is preferable to the Fokker-Planck equa-
tion as it is concerned with observables rather than prob-
ability densities, but any results may be rigorously trans-
ferred between the two presentations, in close analogy to
the Schro¨dinger and Heisenberg representations of quan-
tum mechanical operators22. For the system (5) the ad-
joint Fokker-Planck equation reads
Nβγ
∂Φ
∂t
= LˆaFPΦ ≡ −β ∂U
∂x¯
∂Φ
∂x¯
+
∂2Φ
∂x¯2
(7)
+N
N∑
k=2
(
−β ∂U
∂ak
∂Φ
∂ak
+
∂2Φ
∂a2k
)
,
where LˆaFP is the adjoint Fokker-Planck operator, U is
given by (5) and γ is the friction parameter, which mea-
sures the rate of momentum transfer to the heat bath
(a factor of Nβγ has been taken to the left hand side of
(7) to simplify later notation). For the overdamped limit
to be valid, which amounts to a ‘Born-Oppenheimer’ de-
coupling of position and momentum, γ is required to be
much greater than the curvatures of U25. Familiar sta-
tistical mechanics arises upon averaging over the initial
conditions and asking for the steady state; the condition
for the probability density of states ρ∞(x¯, {ak}) is
0 =
∫
x¯,{ak}
(
LˆaFPΦ
)
ρ∞ =
∫
x¯,{ak}
(
Lˆ∗aFPρ∞
)
Φ, (8)
where Lˆ∗aFP is the L
2 adjoint of LˆaFP
26, producing the
overdamped Fokker-Planck (or Smolchowski) equation.
As is well known, the unique solution is Gibbs’ distribu-
tion
Lˆ∗aFPρ∞ = 0 ⇒ ρ∞ = e−βU/Z, (9)
where Z is the partition function. Due to the periodicity
of U in x¯, the Fokker-Planck operator and thus any
unique solution will also be periodic in x¯; however, for
the steady state (9) to exist in this case we require
x¯ ∈ [0, L], which clearly forbids diffusion. To extract
a diffusion constant we will use multiscale analysis in
the next section to investigate the diffusive dynamics
of a coarse grained center of mass χ¯ ∈ [−∞,∞], which
is asymptotically independent of x¯ ∈ [0, L] as the scale
separation diverges.
Throughout this paper integrals over x¯ and the {ak}
will be denoted as
∫
x¯,{ak}, with the bounds of integration
being [0, L] for x¯ and [−∞,∞] for each ak. Integrals over
only the {ak} will be denoted as
∫
{ak}, again integrating
over [−∞,∞] for each ak. The proof26–28 of ergodicity
and the existence of an unique steady state (9) for poten-
tials of the form (5) follows from the quadratic confine-
ment of
∑
p λpa
2
p/2 and the boundedness of V (x¯, {ap}).
II. MULTISCALE ANALYSIS
The techniques used in the following are detailed in
the recent book by Pavliotis and Stuart29, an accessible
introduction which contains extensive references, though
it is believed that the present application to a many body
system is new material.
The central idea behind multiscale analysis is that at long
times unbound variables can have unbound expectation
values, which will be much larger than any length scale
imposed by the potential environment. In the present
case the unbound variable is the center of mass x¯, whose
variance at asymptotic time diverges linearly and there-
fore will be much greater than the potential period L.
As a result, to extract an effective diffusion constant one
may work on a coarse grained time and length scale which
will be insensitive to details of the underlying potential.
This is often what occurs in simulation or experiment; it
is acheived analytically through first rescaling time as
t→ t
2
, 0 <  1, (10)
then identifying the ‘slow’ spatial variable
χ¯ = x¯. (11)
3Such an approach was first used by Hilbert to investigate
hydrodynamic limits of the Boltzmann equation30. On
a coarse time scale, of order one as  → 0, the dynam-
ics of x¯ and the {ak} will be massively faster than those
of χ¯. In particular, as x¯ moves in a periodic potential
it will fluctuate extremely rapidly, so that as  → 0,
χ¯ and x¯ are scale separated and become independent
variables. By this definition, the potential U only de-
pends on (x¯, {ak}) as the fast variables will only have
a homgenised affect on the slow variable χ¯. Employing
the transformations (10), (11) and using the chain rule,
consider functions Φ(χ¯, x¯, {ak}) which solve the adjoint
Fokker-Planck equation29
Nβγ
∂Φ
∂t
=
∂2Φ
∂χ¯2
+
2

∂2Φ
∂x¯∂χ¯
− β

∂U
∂x¯
∂Φ
∂χ¯
+
1
2
LˆaFPΦ
,
(12)
where LˆaFP is definied in equation (7) and acts only on
(x¯, {ak}). In the absence of any potential landscape,
equation (12) would represent free diffusion for χ¯, justi-
fying the scaling operations (10) and (11). By the afore-
mentioned periodicity of U , Φ will be periodic in x¯31
meaning x¯ can be constrained to take values in the in-
terval [0, L]. To look for an explicit solution, perform a
multiscale expansion of Φ in orders of the small param-
eter ,
Φ = Φ0 + Φ1 + 
2Φ2 + ..., (13)
where at asymptotic time the solution will be given by
Φ0. Substituting (13) into (12) produces a hierarchy of
equations in orders of (1/), reading
O
(
1
2
)
: LˆaFPΦ0 = 0, (14)
O
(
1

)
: LˆaFPΦ1 − β ∂U
∂x¯
∂Φ0
∂χ¯
+ 2
∂2Φ0
∂x¯∂χ¯
= 0, (15)
O (1) : LˆaFPΦ2 +
∂2Φ0
∂χ¯2
+ 2
∂2Φ1
∂χ¯∂x¯
− β ∂U
∂x¯
∂Φ1
∂χ¯
= Nβγ
∂Φ0
∂t
. (16)
To reduce these hierarchy of equations into a single ef-
fective equation for Φ0 it is required to solve Poisson
equations of the form
LˆaFPf(χ¯, x¯, {ak}, t) = g(χ¯, x¯, {ak}, t), (17)
for two smooth functions f and g which satify the nor-
malisation condition∫
x¯,{ak}
ρ∞(x¯, {ak})|f(χ¯, x¯, {ak}, t)|2 <∞, (18)
where ρ∞ is given by (9), and is a restatement of the
requirement that the expectation values are finite after
a finite time. Due to the smoothness of the parabolic
operator LˆaFP, it is well known
26,29,32 that (17) has a
unique solution (up to constants) if and only if∫
x¯,{ak}
ρ∞(x¯, {ak})g(χ¯, x¯, {ak}, t) = 0. (19)
This condition may be justified by considering acting
on (17) with ρ∞ and integrating over the support of
the exponent, which as defined above is [0, L] for x¯ and
(−∞,∞) for {ak}. Providing the normalisation condi-
tion holds, use (8) and (17) to show∫
x¯,{ak}
ρ∞g =
∫
x¯,{ak}
fLˆ∗aFPρ∞ = 0. (20)
Now apply the conditions (18), (19) to the equations (14),
(15), (16), which are all of the form (17). The first equa-
tion, (14), acts on (x¯, {ak}) and thus by uniqueness Φ0
is a function only of χ¯ and t,
Φ0(χ¯, x¯, {ak}, t) = Φ0(χ¯, t). (21)
Condition (18) requires that for a solution of (15) to exist
−β
∫
x¯,{ak}
ρ∞
∂U
∂x¯
∂Φ0
∂χ¯
=
(∫
x¯,{ak}
∂ρ∞
∂x¯
)
∂Φ0
∂χ¯
= 0,
(22)
which is clearly satisfied as ρ∞ is periodic in x¯. This
allows one to try a separated variable solution of the form
Φ1(χ¯, x¯, {ak}, t) = φ(x¯, {ak})∂Φ0
∂χ¯
, (23)
which when substituted into (15) gives
LˆaFPφ =
∂U
∂x¯
. (24)
Finally, apply the condition (18) to (16). Multiply (16)
by ρ∞ and integrate over all (x¯, {ak}). The Φ2 term
disappears by (20), to that after an integration by parts,
∂Φ0
∂t
=
(∫
x¯,{ak}
ρ∞
(
1 +
∂φ
∂x¯
))
∂2Φ0
∂χ¯2
. (25)
Equation (25) is easily recognisable as an (adjoint) free
diffusion equation in χ¯ with an effective diffusion con-
stant
D =
1
Nβγ
∫
q,{ap>0}
ρ∞
(
1 +
∂φ
∂q
)
. (26)
It simple to show that with Φ0=
〈
χ¯2
〉
one obtains〈
χ¯2
〉
=2Dt. To simplify the following presentation, I work
with the reduced diffusivity D˜ = NβγD. Using (24) and
(7), D˜ may be written
D˜ =
∫
x¯,{ak}
ρ∞
((
1 +
∂φ
∂x¯
)2
+
N∑
k=2
(
∂φ
∂ak
)2)
. (27)
4I shall use both expressions (26), (27) in the following
section where the Cauchy-Schwartz inequality33 (CSI) is
employed to obtain upper and lower bounds for D˜. Using
the normalisation condition (18), the CSI reads(∫
x¯,{ak}
ρ∞fg
)2
≤
(∫
x¯,{ak}
ρ∞f2
)(∫
x¯,{ak}
ρ∞g2
)
.
(28)
For the special case here, where the functions under con-
sideration are smooth, periodic and bounded in x¯, one
may again use (18) to write (See Appendix A)(∫
{ak}
ρ∞fg
)
≤
(∫
{ak}
ρ∞f2
)(∫
{ak}
ρ∞g2
)
,
(29)
which holds for all x¯ ∈ [0, L]. To proceed, note that
for any real function φ the following inequality is always
satisfied
D˜ =
∫
x¯,{ak}
ρ∞
((
1 +
∂φ
∂x¯
)2
+
N∑
k=2
(
∂φ
∂ak
)2)
≥
∫
x¯,{ak}
ρ∞
(
1 +
∂φ
∂x¯
)2
. (30)
Also define the ‘harmonic chain’ partition function
Zλ =
∫
{ak}
e−β
∑
k λka
2
k/2 =
N∏
k=2
√
pi
βλk
, (31)
allowing one to write a useful quantity, a conditional av-
erage of exp(±βV ) over all configurations with a center
of mass x¯ as
〈e±βV ; x¯〉 = Z−1λ
∫
{ak}
e±βV (x¯,{ak})−β
∑
k λka
2
k/2, (32)
meaning in particular that∮
x¯
〈e−βV ; x¯〉 = Z−1λ
∫
x¯,{ak}
e−βU(x¯,{ak}) =
Z
Zλ
, (33)
where U(x¯, {ak}) is given by (5) and Z is the full partition
function. To obtain a lower bound for D˜, use the fact that
ρ∞ exp(βV ) is independent of x¯ and the periodicity of φ
in x¯ to give∫
x¯,{ak}
(
1 +
∂φ
∂x¯
)
ρ∞eβV = L
Zλ
Z
. (34)
Applying the Cauchy-Schwartz inequality (28) to (34),
using (30), produces the first main result, a strict lower
bound for the center of mass diffusivity,
D ≥ DL = L
2/Nβγ∮
x¯
〈e−βV ; x¯〉dx¯ ∮
y¯
〈eβV ; y¯〉dy¯ . (35)
To derive an upper bound for D, multiply (24) by ρ∞
and integrate over all {ak}, but crucially not x¯, to obtain
∫
{ak}
(
1 +
∂φ
∂x¯
)
ρ∞ =
D˜
L
, (36)
where I have integrated by parts and used (26). Applying
the second Cauchy-Schwartz inequality (28) to (36) and
using (30) results in
D˜2
L2
≤ D˜
L
〈e−βV ; x¯〉∮
y¯
〈e−βV ; y¯〉dy¯ . (37)
Whilst integration over x¯ simply shows that the reduced
diffusivity D˜ ≤ 1, dividing both sides by 〈exp(−βV ); x¯〉
then integrating produces the second main result, a strict
upper bound for the center or mass diffusivity,
D ≤ DU = L
2/Nβγ∮
x¯
〈e−βV ; x¯〉−1dx¯ ∮
x¯
〈e−βV ; y¯〉dy¯ . (38)
Both bounds benefit from a comparison to the well known
diffusivity of a point particle moving in an one dimen-
sional periodic potential V1D(x) = V1D(x+ L)
19,20
D1D =
L2/γβ∫ L
0
e−βV1D(x)dx
∫ L
0
e+βV1D(y)dy
. (39)
Using (39) and the bounds (35), (38) it is simple to
show34 that to within unimportantant constants, the
lower (L) and upper (U) bounds are equivalent to the
diffusivity of a point particle moving in the periodic po-
tential
FL,U(x¯) = ±kBT ln〈e±βV ; x¯〉. (40)
In particular, from the definition (32), 〈exp(−βV ); x¯〉
may be written as Z−1λ
∫
{ak} exp(−βU), so that FU is
the Helmholtz free energy landscape of the center of
mass35. As one may extract the free energy from simula-
tion through a simple histogram method21 it has become
a popular measure of a finite temperature migration bar-
rier, so it is significant that these results show FU to be
a lower bound to the true energy barrier experienced by
this many body system. I now investigate limiting cases
and present simulation results to validate the above anal-
ysis.
III. LIMITING CASES
In the low temperature limit β → ∞, one may eva-
lutate the integrals over {ak} in the definition (32) of
〈exp(±βV ); x¯〉 by the method of steepest descents36.
These evaluations can then be used in a steepest descents
evaluation of the bounds (35), (38).
As it has been seen that 〈exp(−βV ); x¯〉may be written as
Z−1λ
∫
{ak} exp(−βU), at each value of x¯ the integrand will
5be dominated by the set of coordinates {amink (x¯)} which
minimise U , with a set of N − 1 second derivatives37
{ωk(x¯)}Nk=2. As a result the conditional average becomes
〈e−βV ; x¯〉 −−−−→
β→∞
N∏
k=2
√
λk
ωk(x¯)
e−βUmin(x¯), (41)
where Umin(x¯) is the minimum energy of the system at a
given value of x¯. For a sufficiently long and stiff chains
(where the largest eigenvalue of K is much greater than
the magnitude of the on site potential, resulting in a wide,
smooth kink profile) this will be the kink anti-kink pair
energy EDK for x¯ = x¯
DK & 2wk/N , where wk is the kink
width, unless the structure of K will give a long range
kink interaction11. Additionally, one second derivative,
say ωDK2 , will become of order 1/N due to the vanishingly
small kink pair translation barrier38. At x¯ = 0 the chain
will be straight, with curvatures
ωk(0) = V
′′
1D(0) + λk. (42)
One may now evaluate the integrals of 〈exp(−βV ); x¯〉
and its inverse in the upper bound (38), also by steepest
descents at low temperature, which will be dominated
by the maximum and minimum values of (41) respec-
tively. Letting the Goldstone mode ωDK2 vanish as 1/N
and recognising that U
′′
min(0) = NV
′′
1D(0), the low tem-
perature upper bound reads
DU →
√
piV
′′
1D(0)|U ′′DKmin |
γ
√
β
∏N
k=2
√
λk + V
′′
1D(0)∏N
k=3
√
ωDKk
e−βEDK ,
(43)
where |U ′′DKmin | is the largest negative curvature of Umin
(see inset a) of Figure (2)). This expression is exactly the
Arrhenius result of Kramers’ transition state theory18,39,
with a length (N) independent prefactor. As shown in
section V, when driving the chain with a homogeneous
bias f the center of mass feels a force ofNf , meaning that
the linear response drift velocity NfβDU is proportional
to the length N , a recognised signature of the kink pair
mechanism when the kink migration barrier vanishes4.
The lower bound (35) requires a steepest descents eval-
uation of
〈eβV ; x¯〉 = Z−1λ
∫
{ak}
eβV (x¯,{ak})−β
∑
k λka
2
k/2, (44)
at each value x¯, which as V > 0 is dominated by the
straight line ak = 0, k = 2, 3, ..N as β →∞. As a result
the low temperature limit for DL reads
DL →
√
V
′′
1D(0)|V ′′1D(L/2)|
γ
e−βN |V1D|
×
N∏
k=2
√(
1 +
V
′′
1D(0)
λk
)(
1 +
|V ′′1D(L/2)|
λk
)
, (45)
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FIG. 2. (Color online) Diffusivity of a 40 particle Sine-Gordon
chain. The upper and lower bounds, equations (38) and (35),
agree with simulation and (47) at high temperature and cap-
ture many important features at intermediate temperature.
The diffusivity rises sharply once the thermal energy is greater
than the particle barrier |V1D| (see main text). Inset a):
The free energy barrier at low temperature. After a sharp
nucleation period, the plateau represents kink pair separa-
tion. When the kink energy is comparable to the particle
barrier, the plateau energy oscilates with the kink migration
barrier4,43. Inset b): Arrhenius plot of the diffusivity along
with the low temperature limits (43) and (45). The upper
bound gives the correct kink pair activation energy.
as appropriate for essentially rigid motion. At high tem-
perature, as β → 0, one may perform an expansion of
±kBT ln〈exp(±βV ); x¯〉 in orders of β|V1D|, being a cu-
mulant expansion for the effective potential40,41. The
real periodic on-site potential is expanded in a Fourier
series
V1D(x) = Re
∑
p∈Z
V˜pe
i2pipx/L (46)
and then use identities of Gaussian integrals and the def-
inition (40) to write, to order |βV1D|
FL,U(x¯) −−−→
β→0
NRe
∑
p∈Z
V˜pe
i2pipx/Le−p
2σ, (47)
where σ =
∑
k 4pi
2kBT/L
2λk is the mean squared
fluctuation of a free harmonic chain16. As σ increases
linearly with T , both bounds converge to an effective
migration potential which attenuates exponentially
fast with increasing temperature. The condition41 for
convergence of this expansion is β|V1D| < 1 which can
occur at temperatures well below the kink pair energy
∼ √λmax|V1D|, where λmax is the largest eigenvalue of
K42.
6IV. STOCHASTIC SIMULATION
To test these limiting expressions, consider the Sine-
Gordon chain, a special case of (1),
U(x) =
N∑
i=1
κ
2a2
(xi − xi+1)2 + |V1D| sin2
(pi
L
xi
)
, (48)
where a is the horizontal spacing of nodes, xN+1 = x1
and λk+1 = 4
√
κ/a2 sin2(kpi/N)11. It is well known
that equilibrium averages may be obtained by ergodicity
from stochastically integrating the overdamped Langevin
equation22
γx˙i = −∂U(x)
∂xi
+
√
2γkBTηi(t) (49)
where the {ηi(t)}Ni=1 are Gaussian random variables of
zero mean and variance 〈ηi(t)ηj(t′)〉 = δijδ(t − t′). Let
a, L=1 and choose γ for numerical stability. To show
agreement with traditional transition state theory, I set
the line tension κ=300meV to be much larger than the
particle barrier |V1D|=15meV; when κ and |V1D| are com-
parable, the discrete structure produces a significant kink
migration barrier whose effects are reported in detail
elsewhere4. Whilst the choice of energy units makes these
numerical values appropriate for a dislocation line the
phenomenology the model exhibits is general and widely
reported42. In particular, the exponential prefactor be-
comes inversely length dependent due to the lack of any
Goldstone mode43.
Using a high quality random number generator44 to
produce trajectories of ∼ 1011 timesteps, the average
value of a function f(x) was recorded for a value of x¯ ∈
[0, L] to produce a Monte-Carlo evaluation of 〈f(x); x¯〉.
To evaluate the free energy FU(x¯) a histogram of cen-
ter of mass values x¯ ∈ [0, L] was populated to produce
Zλ〈exp(−βU); x¯〉 = exp(−βFU(x¯)).
The results of these simulations are displayed in Fig-
ure (2), showing that the diffusivity is indeed bounded
by (38) and (35). The free energy upper bound can
be seen to provide a reasonable and qualitatively ac-
curate approximation to the diffusivity at intermediate
temperatures and, importantly, gives the correct activa-
tion energy at low temperature. The high temperature
expansion (47) also becomes increasingly accurate once
the thermal energy exceeds the particle barrier such that
the convergence criterion β|V1D| < 1 is satisfied.
V. NON-LINEAR RESPONSE
To end, a DC bias f is applied to the FK chain,
such that the one dimensional on-site potential becomes
V1D(x)− fx. The effect of this bias is to break the sym-
metry of the system, meaning that the center of mass
will drift with a velocity ˙¯χ. In the absence of any on
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FIG. 3. (Color online) Non-linear response the same 40 par-
ticle Sine-Gordon chain as above at low temperature kBT =
6meV. Inset: log plot showing the low bias response. Whilst
the lower bound of (51), ˙¯χL, only agrees at the highest bias,
the ‘free energy’ upper bound ˙¯χU, is seen to show good agree-
ment. The applied bias is expressed in proportion to the max-
imum gradient of the sinusoidal substrate potential, piV1D/L;
when f > 1 in these units the biased on site potential has
no stationary points meaning a drift is expected even at eero
temperature. As the bias increases further any affect of the
on site potential disappears and one recovers the free drift law
˙¯χ=f/γ.
site potential, it is simple to show that the free drift ve-
locity is f/γ. Stratonovich23,24 found the response of an
overdamped point particle to such a bias to be
x˙1D(f) =
L
(
1− e−βfL) /βγ∮
e−β(V1D(x)−fx)
∫ x+L
x
eβ(V1D(y)−fy)dydx
.
(50)
The effective one dimensional migration potentials
FL,U(x¯) implied by the diffusivity bounds suggest bounds
˙¯χL,U(f) on the non-linear response, through analogy to
the Stratonovich result (50)
˙¯χL,U(f) =
L
(
1− e−βNfL) /βNγ∮
e−β(FU(x¯)−Nfx¯)
∫ x¯+L
x¯
eβ(FL,U(y¯)−Nfy¯)dy¯dx¯
,
(51)
These bounds have been compared to stochastic simu-
lation as before; typical results are displayed in Figure
(3). At low temperaure the true result is much closer to
the ‘free energy’ upper bound, which again agrees with
the transition state theory approximation. At a given
tempearature, the properties of ˙¯χU are identical to the
point particle result, which is well documented20. This
informative approximation to the low temperature non-
linear response can be calculated at zero temperature in
regimes where transition state theory is expected to ap-
ply, as the free energy landscape (41) can be calculated
from a constrained static minimisation5.
7VI. CONCLUSIONS AND OUTLOOK
The main result of this paper is that for the sim-
ple and widely employed model studied, the Helmholtz
free energy landscape only gives a lower bound for any
migration barrier to bulk motion. This result was ob-
tained through diffusivly scaling the adjoint Fokker-
Planck equation to isolate the long time limit and con-
firmed through extensive numerical simulation. An
analagous relationship was also seen to hold for the non-
linear response. Recalling that the free energy is an en-
tropic maximum, it is not altogether surprising that the
free energy pathway provides an upper bound on the dif-
fusive transport; due to the simplicity and generality of
(1), these results will hold for a wide range of physical
systems. In future work, it would be interesting, using
the approach developed here, to quantify the affect of
both intertia and general particle interaction on many-
body, non-linear, stochastic transport.
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Appendix A: Proof of (29)
As ρ∞ and the test functions f, g are periodic and
bounded in x¯, we may always expand
√
ρ∞f (or
√
ρ∞g)
as
√
ρ∞f =
n=∞∑
n=0
f˜n({ak}) cos(2pin
L
x¯)+f˜n+N ({ak}) sin(2pin
L
x¯),
(A1)
where we have suppressed any χ¯ or t dependence as they
may be considered constant in the following. The nor-
malisation condition (18) may now be writen as
L
2
n=∞∑
n=0
(∫
{ak}
f˜2n({ak}) + f˜2n+N ({ak})
)
<∞, (A2)
implying that the real f˜n({ak}) must be square integrable
functions, i.e. that
∫
{ak}
f˜2n({ak}) <∞. (A3)
This means the functions satisfy a Cauchy-Schwartz in-
equality of the form
(∫
{ak}
f˜nf˜m
)2
≤
(∫
{ak}
f˜2n
)(∫
{ak}
f˜2m
)
, (A4)
where the arguments of the functions have been omitted
for brevity. For each value of x¯ ∈ [0, L] the trigonomet-
ric functions in (A1) may be considered coefficients in
a linear sum of square integrable functions. As any lin-
ear combination of square integrable functions is also a
square integrable function, any two linear combinations
will also satisfy a Cauchy-Schwartz inequality of the form
(A4). Taking
√
ρ∞f and
√
ρ∞g for these two linear com-
binations gives the desired proof of the pointwise inequal-
ity (29). Note that (29) is not derived explicitly from
(28).
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