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Abstract 
In this paper we prove a very general multivalued fixed point theorem for ultrametric spaces 
which at the same time is a generalization of the multivalued fixed point theorem of Khamsi 
et al. for generalized metric spaces and our (singlevalued) fixed point theorem for ultrametric 
spaces. We use this latter fixed point theorem to obtain a criterion for the existence of a Her- 
brand model for a program. 0 2000 Elsevier Science Inc. All rights reserved. 
Keywords: Ultrametric spaces; Fixed point and multivalued fixed point theorem; Applications 
to logic programming 
Introduction: The origin of ultrametric spaces lies in valuation theory and dates 
back to Krasner and Monna who developed this theory for ultrametric distances 
with real values (non-Archimedean analysis). In the last 10 years a systematic study 
of (general) ultrametric spaces has started (see Ref. [6]), now for distance functions 
with values in an arbitrary partially ordered set (with a smallest element 0). 
Ralph Kopperman suggested to us that our fixed point theorem on ultrametric 
spaces should have a role in logic programming. Then we noticed by means of the 
articles by Fitting [2], Khamsi et al. [3] and Seda [9] that ultrametric spaces are 
an appropriate background for the theory of logic programming. We present our 
results with only some hints to applications hoping that the paper is useful for the 
specialists. 
We will prove a fixed point theorem for multivalued mappings in ultrametric spa- 
ces which simultaneously generalizes the (multivalued) fixed point theorem of Khamsi 
et al. [3] for generalized metric spaces and our (singlevalued) fixed point theorem for 
ultrametric spaces. We will then use our (singlevalued) fixed point theorem to obtain 
a criterion for a program to fix a valuation, having thereby a Herbrand model. 
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A similar criterion for the existence of a Herbrand model for a program was indicat- 
ed in Ref. [2] and deduced by Banach’s fixed point theorem. 
Finally we will show that our singlevalued fixed point theorem is applicable to all 
the examples of Ref. [9], Section 5. 
1. We follow mostly the notations of Refs. [1,2]. We work in a fixed, but arbitrary 
first-order language. 
Let r denote the set of terms, d the set of atoms, 2’ = d U (-4 1 A E d} is the 
set of liter&, all atoms are said to be positive literals, while each 1A is called a nega- 
tive literal. The terms (resp. atoms) not containing variables are called ground terms 
(resp. ground atoms). The Herbrand universe is the set HU of all ground terms. The 
Herbrand base HB is the set of all ground atoms. A valuation is a map 
v: HB --+ (0, 1); if u(A) = 1 (resp. v(A) = 0) then A is said to be true (resp. false) 
in the valuation v. The valuation extends uniquely to all ground formulas (i.e. formu- 
las without variables or quantifiers) by the method of truth tables. In particular, for 
negative literals -A, u(lA) = 1 - v(A). Let X = (0, l}HB be the set of all valuations v; 
X may be identified canonically to the set P(HB) of all subsets of HB, namely by 
identifying v with the set {A E HB 1 v(A) = l}. Moreover, B(HB) (the power set of 
HB) corresponds bijectively to the set of Herbrand models of the given language. This 
induces an order relation on the set of Herbrand models. 
If a set P of formulas is satisfied in a model A (that is, each formula of P is satis- 
fied in A), we write A k P and say that A is a model of P. If C is a formula and for 
every model A of P we have A + C, then C is called a logical consequence of P and 
we write P k C. 
If P is a set of formulas, let (HB)p = {A E HB 1 P k A}. 
If A is any model of P, we may also consider the set {A E HB 1 A b A}. It may be 
shown that the corresponding Herbrand model is a model of P. 
We have (HB)p C {A E HB I A + A} for all models A of P. 
A clause C is either an atom A or a formula (4) v A, where A is an atom, 
L = L, A ... AL, (m 3 l), where each Lj is a literal. We use the notation A t or 
A&L,,.. . , L,. If each Li is a positive literal, that is an atom, C is said to be a posi- 
tive clause. 
A program P is a finite set of clauses. If each clause is positive, the program is said 
to be a positive program. A program P has at least one Herbrand model, namely the 
one corresponding to the valuation identically equal to 1. An important result is that 
if P is a positive program, then the Herbrand model corresponding to (HB)p is the 
unique minimal model of P. 
To each program P we associate the immediate consequence operator T = Tp, 
which is a map from the set X = (0, l}” of valuations to X itself. Equivalently, 
Tp may be viewed as a map from 9(HB) to 9(HB). Namely, if Y C HB then TF(Y) 
is the set of all A E HB such that there is a ground instance of a clause C of P of 
theformAor(lL)VA,whereL=L,A... AL, (m 3 I), and if Li = Bi E HB then 
Bi E Y, or if Li = TB, (with Bi E HB) then Bi &’ Y. 
Let W be a Herbrand model and X the corresponding subset of HB. If P is any 
program, then W /= P if and only if Tp(X) c X. 
If the program P is positive, it is immediate that T,: 9(HB) + 9(HB) is a mono- 
tone mapping (with respect to the inclusion relation). The intersection 2 of the fam- 
ily of subsets X of HB such that Tp(X) C X is such that Tp(Z) = 2. So Z is a fixed 
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point of the operator Tp and it corresponds to the unique minimal Herbrand model 
of the positive program P. Moreover, as seen, Z must be equal to (HB),. 
If the program P is not positive then Tp is no longer monotone in general. 
In Ref. [2], Fitting introduced a metric (which at the same time is an ultrametric as 
he notes) on the set of valuations and under certain hypotheses concluded with Ban- 
ach’s fixed point theorem, the existence of a fixed point for T, (see Section 6). 
In Refs. [3,8,9] it is worked with generalizations of metric spaces to obtain one or 
more fixed points for Tp. 
In this paper we consider an ultrametric on the set of valuations and show that if 
the operator Tp is contracting and strictly contracting on orbits, then it has fixed 
points. 
2. In this section we introduce the notions and results about ultrametric spaces 
which will be needed in the sequel (see Refs. [6,7]). 
The triple (X, d, r) is called an ultrametric space, if X is a set, r a partially ordered 
set with a least element, denoted by 0, and d: X x X -+ r a mapping satisfying the 
following conditions for all x, y, z E X and y E r: 
(0) d(x, y) = 0 if and only if x = y. 
(1) 4x,.4 = dCv,x). 
(2) If d(x, y) < y and d(y, z) < y, then d(x, z) < y. 
For 0 # y E r and c E X the set By(c) = {x E X ( d(x, c) < y} is called a ball of radius 
y with centre c. An ultrametric space (X, d, r) with the property that for every x E X 
and y E r there exists y E X such that d(x,y) = y is said to be solid. We note the fol- 
lowing properties for an ultrametric space (X, d, r): 
(2.1): If0 # CI < /? (with CC, /I E lJ and B,(a) nBg(b) # 0, then B,(a) c BP(b). 
Proof. Let x E B,(a). Then d(x, a) < a. There exists z E B,(a) n Bg(b). Thus d(z, a) 6 cc 
and d(z, b) < B. So by (l), (3, d(x,z) 6 a f B and therefore d(x, b) < /?. Hence x E 
43(b). 0 
(2.2): Let (X, d, r) b e solid and let 0 # u, p E r. Zf Bd((a) c Bg(b), then tl < /$ and if 
B,(a) = BP(b), then a = j3. 
Proof. By hypothesis, there exists z E X such that d(z, a) = CX. So z E B,(a) c BP(b). 
Hence d(z, b) < /I, which with d(a, b) < B yields d(z, a) f 0. Thus CC < 8. If a = (I then 
b E B,(a) and so by (2.1), B,(a) = Bg(b). Therefore B,(a) c BP(b) implies CI < /I. 
If B,(a) = BP(b), it was shown that CI < /I. By symmetry then also /I< CC Hence 
u=fi. ci 
An ultrametric space (X, d, r) is said to be sphericaZZy complete, if for any chain %? 
of balls (that is if B, B’ E %?, then either B C B’ or B’ C_ B) the intersection nV is non- 
empty. 
We will consider some special ultrametric spaces which are of importance in this 
paper. 
Let H # 0 be a set, and for each a E H let E, be a set with card& k 2. Let 9 = 
floEH E, and let P(H) be the power set of H, ordered by inclusion. Define d: 69 x 
B -+ B(H) by letting dCf,g) = {a E H ( f(a) # g(a)}. 
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(2.3): (9, d,P(H)) . IS an ultrametric space which is solid and spherically complete. 
Proof. It is straightforward to verify that (P,d,g(H)) is an ultrametric space. To 
prove that it is solid, let f E P, S E P(H). Choose for each a E S, e, E E, with 
e, #f(a) and define g E B by g(a) = f(a), if a # S, and g(u) = e,, if a E S. Then 
dcf,g) = S. 
To prove that (9, d, P(H)) is sph erically complete, let 3 = {Bs,Cf;) 1 i E 1} be a 
chain of balls. Since (P, d, P(H)) IS solid, the set {Si ( i E I} is a chain (in P(H)). 
Let S = n,, & and define f E 9 as follows: If a E S, let f(a) E E, be arbitrarily cho- 
sen. If a q! S then there exists i E 1 such that a 6 Si; let f(u) =J;(a). We note that 
a @ Si and Si > Sj implyJ;(u) = h(u). H ence J’ E 9 is well-defined. Finally dCf,,f;) C 
S, for all i E I which shows that f E n 92. Cl 
(9, d, P(H)) is called the ultrametric product space. If E, = E for all a E H, we 
obtain the corollary. 
(2.4): (EH, d, P(H)) IS a solid and spherically complete ultrametric space. 
If E = (0, l}, the mappings from H to (0, I} correspond bijectively to the subsets 
of H. Hence we have the following. 
(2.5): (WV, d, g’(W) is an ultrumetric space which is solid and spherically com- 
plete. Explicitly, ifs, T c H then d(S, T) = S + T (the symmetric difference between 
S, 0. 
Let (X, d, r) be an ultrametric space and F: X --f X a mapping. F is said to be 
contracting i when d(F(x), F(y)) < d(x, y) for all x, y E X. If for all x, y E X, x # y, 
d(F(x), F(y)) < d(x,y) then F is strictly contracting ‘. Let x E X, the orbit of x by 
Fis the set {x,F(x), F2(x), . . .}. F is called strictly contracting on orbits when for every 
x E X such that F(x) # x, we have d(F2(x),F(x)) < d(F(x),x). 
The following fact has not been previously remarked. 
(2.6): If Fis a strictly contracting map of an ultrametricproduct space (9, d, P(H)), 
then F(f) = F(g) for ullf, g E 9’. 
Proof. Assume that F is strictly contracting and that there exist f, g E 8, 
9 = notH Em such that F(f) #F(g). Then there exists a E H such that 
F(f)(a) #F(g)(u). Let h E B be defined by h(a) = g(a), h(b) = f(b) for all 
b E H, b # a. So d(F(h),F(f)) c d(h, f) = {a}, hence d(F(h), F(f)) = 0 and there- 
fore F(h) = Fcf). Th us WY.f)>Fk)) = WV),Fk)) c d(h,g) = dV,g) \ (~1, 
hence F(f)(a) = F(g)(u), which is a contradiction. 0 
For contracting maps on ultrametric spaces we have the following fixed point 
theorem (Ref. [5]). 
’ Since r is partially ordered, we use the notions “contracting” and “strictly contracting”, which 
correspond to the terms “non-expansive” and “contractive” respectively used in Refs. [2,3,9] for a totally 
ordered r. 
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(2.7): Let (X, d, r) b e an ultrametric space which is spherically complete, and let 
F: X + X be contracting and strictly contracting on orbits. Then F has a fixed point. 
If moreover F is strictly contracting on X, then the fixed point is unique. 
Proof. See (3.1) of which (2.7) is a special case. q 
3. In this section we will prove a fixed point theorem for multivalued mappings in 
ultrametric spaces which generalizes the fixed point theorem by Khamsi et al. [3]. 
Let (X, d, r) be an ultrametric space. A mapping F: X --) 2x is called multivalued 
(Ref. [4]). An element x E X with x E F(x) is called a fixed point of F. F is said to 
be contracting, if for every x E X, for every y E X, and for every a E F(x) there exists 
an element b E F(y) such that d(a, b) < d(x, y). The contraction F is said to be strict, if 
for every x, y E X with x # y and for every a E F(x) there exists b E F(y) such that 
d(a, b) < d(x,y). The mapping F is called strictly contracting on orbits, if for every 
x E X and for every a E F(x) with a #x there exists an element b E F(u) with 
d(u, b) < d(u,x). If F:X -+ 2x is a contraction and non-empty (i.e. there exists x E 
X with F(x) # 0), then F(x) # 0 for all x E X. Indeed, let x E X such that F(x) # 0 
and let y E X. Choose a E F(x). Since F is contracting there corresponds to x, y 
and a E F(x) an element b E F(y) with d(u, b) < d(x,y). Hence in particular, 
F(y) # 0. In the following, we will use this fact without mentioning it explicitly. 
Before we state the theorem mentioned above, we introduce some notations. For 
F: X + 2x, let fl, = {d(x, y) 1 y E F(x)} and f or a subset A C r denote by min A the 
set of all minimal elements of A. 
(3.1): Let (X, d, I) be a spherically complete ultrametric space. Let F: X -+ 2x be a 
non-empty contraction which is strictly contracting on orbits. Moreover, assume that 
for every x E X, min II, is finite and that every element of II, has a lower bound in 
min IIx. Then F has a fixed point. 
Proof. We assume, x $! F(x) for all x E X. Then for all x E X, 0 6 ZI, # 0, since 
F(x) # 0. Put g = {&(x) ] x E X, rcx E min r;rX} and let Q? be a maximal chain of .%?. 
Since X is spherically complete, there exists z E n %Y. 
We show that for some nZ E min ZZ,, B,(z) = n %?. 
Let B,(x) E % and rc, = d(x, y) withy E F(x). From z E Bnx(x) = Bnx(y) we obtain 
d(z, x) < n1 and d(z, y) < 7~~. Since F is contracting, there corresponds to x, z and y E 
F(x) an element b E F(z) such that d(b,y) < d(x,z). Thus d(b, y) < 7(x and d(z, y) < n,, 
which implies d(z, b) < rcl, where b E F(z). So for some rr E min n,, rc < d(z, b) < xx. 
Hence (*) B,(z) C B,(x) (where rr depends on x). 
By hypothesis min Ii’, = {rcl,. . , Q}. We assume that for all i = 1,. . , ,k, 
B,,(z) g n %‘. Then there exist B,; (xi) E g with B,(z) g B,! (x1) for i = 1,. . . , k. 
Since V is a chain there exists B,“(u) E % such that B,“(u) C @I B, (xi). Hence 
for all i = 1, . . , k, B, (z) g BZU (u), which contradicts (*). Thus there exists a rcZ E 
min Zl, with B,(z) C n %? and therefore B,(z) = n W. 
Let rc, = d(z,w), w E F(z). Since F is strictly contracting on orbits, there corre- 
sponds to z and w E F(z) an element c E F(w) such that d(w,c) < d(z,w) = n,. 
Hence for some rc, E min II,, n, < d(w, c) < rcZ and so B,&,(w) c B,(z) contradicting 
the maximality of 59. 0 
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If in (3.1) F(x) contains exactly one element for every x E X, one obtains as a coro- 
llary the fixed point theorem (2.7). 
A partially ordered set d is called narrow, when every trivially ordered subset of A 
is finite; A is artinian, when A does not contain any strictly decreasing sequence 61 > 
82 > ... 
The next corollary follows immediately from (3.1). 
(3.2): Let (X, d, r) be spherically complete and assume that r is artinian and nar- 
row. Let the non-empty contraction F: X - 2x be strictly contracting on orbits. Then 
there exists a fixed point for F. 
For another corollary of (3.1) we need the following lemma. 
(3.3): Let (X, d, r) b e an ultrametric space. Let 0 # Y C X be spherically complete 
(as a subspace). For x E X put A, = {d(x,y) 1 y E Y}. Then min A, # 0 and moreover, 
every element of A, has a lower bound in min A,. 
Proof. If x E Y then 0 is the smallest element of A,. 
So we assume now, x 6 Y. Let 6 E A,. We choose a maximal chain K of 
{y E A, 1 y < 6). Then {By(x) 1 y E K} is a chain of balls of X and by (2.1) for each 
y E K, the set By(x) n Y is a ball in Y, since By(x) f? Y # 8. Hence {B,(x) f? Y 1 y E 
K} is a chain of balls in Y, which is spherically complete. So there exists 
z E ngEK(By(x) n Y). Thus d(z,x) E min A, and d(z,x) < 6. Cl 
From (3.1) and (3.3) we deduce the following. 
(3.4): Let (X, d, r) be spherically complete and let r be narrow. Let the non-empty 
contraction F: X --+ 2x be strictly contracting on orbits. Assume that for every x E X, 
F(x) is spherically complete. Then there exists x E X with x E F(x). 
If r is totally ordered then it is obviously also narrow. If in particular 
r={o)u{2-q~<0+ h w ere wI denotes the first non-countable ordinal, and r \ 
(0) is endowed with the order 2-” < 2-p iff c1 > /I, then (3.4) yields the fixed point 
theorem by Khamsi et al. [3] which they formulated and proved for generalized 
(ultrametric) metrics. 
4. We apply the ideas of 2 to Herbrand models of a program P. Applications of the 
multivalued fixed point theorem (3.1) are to be found in Ref. [3], since Khamsi 
et al. used their fixed point theorem to prove that every stratified disjunctive logic 
program has an answer set. Let X = (0, l}HB, let d: X x X -+ P(HB) be defined 
by d(v,v’) = {A E HB 1 v(A) # v’(A)}. Th us we obtain the ultrametric space 
(X, d, 9(HB)), which by (2.4) is solid and spherically complete. Let TP : X + X be 
the immediate consequence operator defined by the program P. Hence we obtain 
the following criterion from (2.7). 
(4.1): Let T, be contracting and strictly contracting on orbits. Then there exists a 
valuation v E X fixed,by Tp. 
S. Priess-Crampe, P. Ribenboim 1 J. Logic Programming 42 (2000) 59-70 65 
It should be noted right away that a program mapping may fix a valuation with- 
out being contracting. Indeed, let HB = {Al ,A2}, let P consist of the two clauses 
C1 : Ai + 1A2 and C’, : A2 +- lAl. Then X = (0, l}HB consists of the valuations vl, 
v2, v3, v4 defined as follows. 
vl (A,) = 1 v,(A2) = 0 v2(A,) = 1 v2(A2) = 1 
v~(AI) = 0 v3(A2) = 0 v~(AI) = 0 ~4(A2) = 1. 
It is easy to verify that TP(uI) = vI, T,(D~) = u4, while TP(v2) = 03, TP(v3) = v2. 
Moreover d(ui, Q) = {AZ}, while d(Tp(vl), TP(v2)) = {Al}, so the program mapping 
is not contracting. 
There exist also positive programs for which the program mapping is not con- 
tracting, but fixes a valuation. Indeed, let HB = {A,, A2} and P consists of the 
two clauses Ci : A, + and C2: A2 t A,. Then for the valuations v, w defined by 
v(Al) = 1, u(A2) = 0 and w(Al) = 0, w(A2) = 0, one has d(v, w) = {Al}, while 
d(G(v), TP(w)) = $42). H ence T, is not contracting. But Tp(Tp(v)) = Tp(u). 
5. In this section we shall consider level mappings. As before let H, E be sets (with at 
least two elements, to discard trivial cases), let X = E”, and consider the ultrametric 
space (X, d, Y(H)). 
Let (d, < ) be a totally ordered set with smallest element denoted by 0 and largest 
element denoted by 1 and 1 # 0. We shall assume that (d, < ) is noetherian, that is 
every non-empty subset has a maximal element (which is therefore unique). 
The most important case is when A = N, with smallest element 0 and the order in 
A \ (0) is the o pposite of the order in N \ (0). 
A level mapping is defined to be a mapping ;1: H + A \ (0). 
Let A denote the set of level mappings. For each 1 E A let d1 : X x X + A be de- 
fined by S,v,f) = 0 and if f # g then S,(J,g) = max{A(a) 1 f(a) # g(a)}. 
It is straightforward to verify that 6A is an ultrametric distance. Indeed, if f # g 
then s,(J-,g)#O. Also if UEA, f, g, VEX and 6;,df,g)<a, 6l(g,k)<a then 
SJ,~, k) < a, because if f(a) # k(a) then either f(a) # g(a) or g(a) # k(a), hence 
J(a) < cI. 
Moreover, if 2 is surjective, then (X, dn, A) is a solid ultrametric space. Indeed, if 
CI E A \ {0}, f E X, let a E H be such that L(a) = cc. Let g E X be defined by g(a) # 
f(a) and g(b) = f(b) f or all b E H, b # a. Hence S~,v,g) = ~1. 
Next we show the following. 
(5.1): (X, 6,, A) is spherically complete. 
Proof. Let CI E A \ {0}, f E X and consider the ball B?)(J) of centre f, radius o! 
relative to the distance 61. We have: 
Bf’)Cf) = {g E X I S,C.f,g) < a) = {g E X I f(a) 
= g(a)for all a such that a < L(a)} = {g E X 1 dCf,g) C Ul-‘(p)}. 
B<a 
This latter set is either the ball relative to the distance d with centre f and radius 
UsGa ~-‘(I% if UPGa A-‘(B) # 0, or the set {f), if Uasa A-‘(P) = 0. 
Thus any chain of balls (relative to 6~) is a chain of balls (relative to d) and sets 
containing exactly one element, so by (2.4) it follows that (X, 61, A) is spherically 
complete. 0 
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Now we compare contracting maps of X, with respect to the ultrametric distances 
d, di. (for A E A). 
For every a E H let & be a level mapping such that n,‘(l) = {a}. Let 
A, = (20 E A 1 a E H}. 
(5.2): Let F: X ---t X. Then the following conditions are equivalent: 
(1) F is a contracting map with respect to d. 
(2) F is a contracting map with respect to 6;. for each 1. E A. 
(3) F is a contracting map with respect to 82, for each /I, E A,. 
Proof. (1) + (2) Let A E A, f, g E X and let a E H be such that F(f)(a) # F(g)(a), 
so a E d(F(f), F(g)) E d(f,g), thus f (a) # g(a), so J(a) < S,(j,g). This shows that 
~~.W-),F(g)) 6 bU-,g). 
(2) =+- (3) trivial. 
(3) + (1) Let f, g E X and assume that F(f)(a) # F(g)(a). We consider the 
level mapping 1, E A1; by hypothesis F is contracting with respect to &. So 6i0 
(FV‘) > F(g)) G 4.o (+I-, g). S ince &(a) = 1, then 1 < S~~(j,g), so ~?;.~(j,g) = 1, hence 
f(a) # g(a) since lL;‘( 1) = {a}. This shows that d(FCf),F(g)) C dcf,g). 0 
(5.3): Let F: X --+ X. The following conditions are equivalent: 
(1) F(f) = F(g) for allf, g E X. 
(1’) F is strictly contracting with respect to d. 
(2) F is strictly contracting with respect to 6~. for each i E A. 
(3) F is strictly contracting with respect to SE., for each A, E A,. 
Proof. The equivalence of (l), (1’) was shown in (2.6). The implications (1) + 
(2) and (2) + (3) are trivial. 
(3) * (1’) Let f, g E X, f # g so there exist a E H such that f(a) # g(a). By 
hypothesis s,(F(f),F(g)) < oj,O(f,g) = 1 hence F(f)(a) = F(g)(a). Since 
dF’Cf),Fk)) C dCr,g) by W% then WV),Fk)) c dV‘,g). 0 
(5.4): Let F: X + X. The following conditions are equivalent: 
(1) F2 = F. 
(2) VW) # f then o;(F2Cf),FCf)) < o,(FCf),f) for each A E A. 
(3) VW) #f then o;.a(F2Cf),FCf)) < d,“(FV),f)for each 2, E AI. 
Proof. It is trivial that (1) + (2) and (2) =+ (3). 
(3) + (1) Assume that F2 # F, so there exists f E X such that F2(f) # F(f), 
hence FCf)#f. Let aEH be such that F’(f)(a) #F(f)(a), then 
6~~ (F2(f), F(f)) = 1. But a),,, (FCf), f) < 1 and this is a contradiction. c7 
6. We apply the preceding consideration to the space of valuations X = EHB, where 
E = (0, l}, and the immediate consequence operator Tp: X - X (associated to a 
program P). From (5.1) and (2.7) we obtain the following. 
(6.1): Assume there exists a level mapping ,I : HB -+ A such that Tr with respect to 6,. 
is contracting and strictly contracting on orbits. Then there exists a valuation v E X 
fixed by Tr. If moreover, Tp is strictly contracting on X (with respect to S,), then Tr 
fixes exactly one valuation. 
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To compare our results with the one indicated by Fitting [2], we will consider a 
level mapping A with values in {h ) n E N}. Then 6;. is an ultrametric distance with 
values in [0, l] E Iw, hence it is a metric. The metric space (X, 6;,) is complete. Using 
Banach’s fixed point theorem, it follows. 
(6.2): Assume there exists a level mapping I : HB -+ {$ 1 n = 0, 1,2, . . .} such that 
Tp satisfies the following condition: There exists a real number a, 0 < o! < 1 such that 
~n(G(v), 64~‘)) < a&(~, 4, w h en v # v’. Then Tp$xes exactly one valuation. 
We note that the more restrictive hypothesis of existence of c1 < 1 implies the 
uniqueness of the fixed point. The above result is not applicable when there exists 
more than one fixed point for Tp or when the value set of the level mapping is not 
contained in [w. 
We study now the examples of programs with contracting mappings Tp which are 
given in [9], Section 5. To some of them Banach’s fixed point theorem is not appli- 
cable. Seda uses a fixed point theorem by Rutten [S] (for quasi-metric spaces) to find 
fixed points for T,. We will show that to all these examples our fixed point theorem 
(6.1) is applicable. Our level mappings in the examples are a little different from the 
ones in Ref. [9], since we are working with (general) ultrametrics instead of quasi- 
metrics. This is of importance especially for Example 4, where we define a level map- 
ping such that Tp is contracting, whereas Seda has proved that in his situation no 
such level mapping at all can exist. 
Example 1 (Ref [9], Example 5). Let P be the program: 
P(0) + 
p(s(x) ) + p(x). 
Let A be the set N with the order 6 mentioned above. Consider the level mapping 
A: HB -+ A \ {0}, I(p(s”(0))) = n + 1. One verifies immediately that Tp : X 4 X is 
strictly contracting. Hence by (6.1), T, fixes exactly one valuation u E X. (For this 
example one could also use Banach’s fixed point theorem.) 
Example 2 (ReJ [9], Example 6). Let P be the program: 
p(s(x) > 0) + P(G) > 0) 
Choose A as in Example 1 and define the level mapping A : HB ---f A \ (0) by 
;l(p(s”(O), s”(O))) = n + m + 1. Since for this program Tp has obviously more than 
one fixed point, Banach’s fixed point theorem is not applicable. 
We show that Tp is contracting and strictly contracting on orbits. 
First, we remark that for all u E X, n, m E N, m # 0, Tp(u)(p(s”(0),sm(O))) = 0 
and if n # 0, Tp(u)(p(s”(O), 0)) = u(p(s”(O), 0)) and finally Tp(u)(p(O, 0)) = 0. 
From this it follows immediately that Tp is contracting. 
To see that Tp is strictly contracting on orbits, let aA(u, Tp(u)) = i + 1. So there 
exists A E HB, 1(A) = i + 1, with u(A) # Tp(u)(A). Hence A = p(O,O) or A = 
p(f(0),sm(O)), m # 0, n + m = i. Then Tp(u)(A) = TpTp(u)(A) = 0. Thus Tp is strict- 
ly contracting on orbits. From (6.1), it follows that Tp has fixed points. 
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Example 3 (ReJ: [9], Example 7). Consider the program P: 
P(O) - 
P(h)) * -p(x). 
Let A and A be as in Example 1. Then Tp is strictly contracting. Indeed if 6~(u, w) = 
n + 1, then n # 0 and thus for all m = 0,. . . ,n, Tp(t()(p(P(0))) = Tp(w)@(s”(O))). 
Hence s~.(T~(u), TP(w)) = n + 2. So by (6.1), TP has exactly one fixed point. (To this 
example one could also apply Banach’s fixed point theorem.) 
Example 4 (Rex [9], Example 8). Let P be the program: 
P(X) * ‘4 (xl 
r(G)) +- r(x) 
4(x) +- q(O), 3X). 
Let C be the set N, with smallest element 0 and let the order in C \ (0) be the oppo- 
site of the order in IV. (So C is just the ordered set A of Example 1.) C is noetherian. 
Then also C x ,Z is noetherian with respect to the lexicographic order, which is de- 
fined by (g,, ~2) < (z,, z2) iff ~1 < z1 or (a~ = ~1 and 02 < ~2). We denote this (or- 
dered) set by Z @lleX C. Hence also C @ler C @leX C is noetherian and has 0 = (O,O,O) 
as its smallest element. We put A = C @rcx 1 @r, C. 
We consider the level mapping A: HB + A \ (0) defined by A@(s”(O))) = 
(O,O,n + l), I(q(s”(0))) = (0,n + 1,0), n(Y(.s”(o))) = (fl + 1,&O). 
We show that TP : X --f X is contracting with respect to this level mapping. Let U, 
w E X, Gi(u,w) = CL # 0. Then there exists A E HB such that A(A) = c(, u(A) # w(A) 
and for all B E HB with ,X(B) = p > a, u(B) = w(B). 
(1) If A = r(s”(O)), then a = (n + l,O,O). Since fi E L(HB) and /3 > CI, B = (m + 
l,O, 0) and B = r(s”(O)), m = 0, . . . ,n - 1. So if m = 0, TP(u)(r(0)) = Tp(w)(r(O)) = 
0 and if 1 < m, then u(r(s”-‘(0))) = W(V(S”-’ (0))) and thus Tp(u)(~(sm(0))) = 
G(w)feYO))). 
(2) Let A = q(s”(0)). S ocr=(O,n+1,0).From~>aweobtainI)~=(O,m+ 
1,0)withm=O,...,n-1orII)~=(m+1,0,0)withm~~arbitrary. 
(I) If p = (0, m + l,O), then B = q(s”(0)). S 0 in particular u(q(0)) = w(q(0)). 
Since A(+“(O))) = (m + l,O, 0) > (0, n + I, 0) = A(A), u(v(s”(0))) = w(r(s”(0))). 
So Tp(U)(q(Sm(0))) = Tp(w)(dfYO))). 
(II) Let b = (m + 1, 0, 0), m E N. Then B = r(s”l(O)). Moreover, we have 
Tp(u)(r(0)) = TP(w)(r(0)) = 0. If m # 0, then u(r(s”-‘(0))) = w(u(s”-‘(0))) and 
thus Tp(u)(r(sm(0))) = Tp(w)(r(sm(0))). Hence T,(u)(B) = Tp(w)(B). 
(3) Let A = p(f(0)). H ence c( = (O,O,n + 1). From /? E I(HB) and p > u we con- 
cludeeither(I)/?=(0,0,m+1)withm=O,...,n-1 or(II)/3=(O,m+l,O)with 
m E N arbitrary or (III) /? = (m + 1, 0,O) with m E N arbitrary. 
(I) Let p = (O,O, m + 1). Then B = p(s”(0)). Since i(q(s”(0))) = (0, m + 1,O) > 
(O,O,m + l), we have u(q(s”(0))) = w(q(s”(0))) and thus Tp(~)(&m(0))) = 
TP(403(Srn(0))). 
(II) Let fi = (0,m + l,O), m E N. So B = q(s”(0)). Since A(r(s”(0))) = (m + 
l,O,O) > (O,O,n + l), it results that u(r(s”(0))) = w(r(s”(0))). Furthermore, we 
have u(q(0)) = w(q(0)). H ence TP(U)(dsm(0))) = G(w)(q(s”(O))). 
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(III) Let p = (m + 1, 0, 0), m E N. So B = r(s”(0)). Since u(~(Sm(0))) = w(r(P(0))) 
for all m E N and TP(u)(r(0)) = &(w)(r(O)) = 0, we obtain Tp(u)(r(sm(0))) = 
Tp(wMfv))). 
We have proved that Tp is contracting and will now show that it is strictly con- 
tracting on orbits. (It is not hard to verify that Tp is not strictly contracting.) 
Let u E X and 6i(u, Tp(u)) = CC Let A E HB with L(A) = TV and u(A) # Tp(u)(A). 
(a) If IX = (n + l,O,O), then A = r(s”(0)). Since for n > 1, u(r(s”-‘(0))) = 
GMW’(O)N and G(U)(@)) = GG(u)(r(O)) = 0, we obtain 
Tp(u)(@V))) = W..(u) b+“(O))). 
(b) If LX = (O,n + l,O), then A = q(s”(0)). F rom 2(+“(O))) = (n + l,O,O) > CL we 
conclude u(r(s”(O)))= Tp(u)(r(s”(0))). Th us if II = 0, u(q(0)) = 1 and u(r(0)) = 1. 
This implies Tp(u)(q(O)) = 0 = TpTp(u)(q(O)). If n 2 1, then u(q(0)) = Tp(u)(q(O)), 
which with u(r(s”(0))) = Tp(u)(r(s”(O))) yields Tp(q(f(0))) = TpTp(q(s”(0))). 
There remains the case 
(c) c( = (O,O,n + 1). Then A =p(s”(O)). It is I(q(s”(0))) = (0,n + 1,0) > 
(O,O,n + 1). Hence 4q(f(O))) = G(u)(q(f(O))). So Tp(~)(P(~“(O))) = 
G44~M~‘YO)))~ 
Summarizing, it is proved that Tp is strictly contracting on orbits and moreover also 
contracting. So we deduce from (6.1) that Tp has fixed points. 
Let U, w  E X be defined by u(A) = 1 iff A = p(s”(O)), n E N, and w(A) = 1 iff 
A = q(s”(O)), il E N. Then U, w  are fixed points of Tp. Hence there cannot exist 
any level mapping 1 such that one could apply Banach’s fixed point theorem. 
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