ABSTRACT Sequential far infrared (FIR) image mosaic is a challenging task due to repeated patterns, low contrast, image blurring, illumination change, and sparse structure. In this paper, a novel matching approach is proposed for the sequential FIR image registration, which is based on coarse-to-fine strategy and gridbased motion statistics (GMS). In the coarse matching step, a transitive relation is deduced to obtain the coordinate relations of the current registering image and its adjacent images to ensure enough number of feature points and guarantee the accuracy of the preregistration results. In the fine matching step, a principle for fine-tuning registration and a strategy for changing the distribution of the feature points are developed for finding most appropriate feature points. Based on the point pairs, the position of the current registering image can be accurately located. Besides, an effective post-processing, such as gray-scale non-uniformity correction and mosaic seam elimination, is also utilized to refine the fine-tuning results to achieve the promising mosaic effect. A comparative study and quantitative evaluation with commercial software or representative image mosaic algorithm demonstrate that better quality results can be obtained by using the proposed method.
I. INTRODUCTION
Image mosaic is a vital process that determines the most precise match between two images of the same scene, which may have been acquired at the same or different time, by the same or different sensors, and from the same or different viewpoints [1] . This process geometrically aligns at least two images. Image mosaic has been widely used in many fields such as computer vision, pattern matching, medical image analysis, and remote sensing image processing.
Regarding the sequential far infrared (FIR) image mosaic applications in particular, it can effectively reduce the information redundancy of the image pairs which have overlapping regions, and produce wide-field-of-view and high-resolution FIR images. Thus, more abundant and more accurate scene information can be obtained. For applications such as target searching, scanning, early warning, object tracking, detection and recognition, sequential FIR image mosaic is of great importance. Automatic image
The associate editor coordinating the review of this manuscript and approving it for publication was Senthil Kumar. registration provides a practical way to achieve these goals. Although many image registration algorithms have been recently proposed [2] - [6] , automatic sequential FIR image registration is more difficult than sequential invisible image or near-infrared (NIR) image registration. That's because FIR image has low and centralized distribution of grayscale, low signal-noise ratio (SNR), and less texture and edge features compared with visible or NIR image. Thus, the difficulties involved, such as internal geometric factors (e.g. repeated patterns, low contrast and image blurring and noise, etc.) and external environmental factors (e.g. illumination change, scene with sparse structure, etc.), become more obvious for FIR image. Therefore, further research studies are required in order to deal with the sequential FIR image mosaic.
The main innovation of this study is proposing a new coarse-to-fine scheme, which comprises a preregistration process and a fine-tuning process. The novelty of this work is as follows.
1) Most existing mosaic methods deal with two image mosaic or 360 • panoramic image mosaic, while the proposed technique aims at sequential image mosaic with multiple rows and columns, which is rare in literature.
2) A coarse-to-fine scheme is proposed to realize the sequential far infrared image mosaic. In the coarse phase, a transitive relation is deduced to obtain the coordinate relations of the current registering image and its adjacent images. In the fine phase, a principle for fine-tuning registration of sequential FIR image and a strategy for changing the distribution of the feature points are developed by finding the most appropriate feature points.
3) An effective post-processing is proposed to refine the fine-tuning results, and the final mosaic effects of the proposed method are effectively measured by conducting appropriate qualitative and quantitative evaluation.
The proposed algorithm employs the advantages of feature-based methods, namely, the robustness of GMS and the accuracy of RANSAC, combined with our proposed principle to select the most proper feature point pairs. We compare the proposed algorithm with the software-based mosaic methods and the traditional image-based algorithms. Experimental results show that the proposed approach is more robust and precise.
The rest of this paper is organized as follows. In Section II, the related works about image registration are reviewed. Section III interprets the difficulties of the sequential FIR image registration. Section IV describes the proposed algorithm in detail. The experimental results are illustrated in Section V. In Section VI, we discuss some critical issues related to the proposed method. Concluding remarks are presented in Section VII.
II. RELATED WORK
Generally, image mosaic methods can be broadly classified into two categories: intensity-and feature-based methods [7] . Feature-based methods initially extract salient features and then match them using similarity measures to establish the geometric correspondence between two images. One of the main advantages of these approaches is that they are fast and robust to noises, complex geometric distortions, and significant radiometric differences. However, they just perform well on the condition that suitable features are extracted and matched by reliable algorithms. The commonly used features include point, edge, contour, and region, and the well-known feature matching methods include invariant descriptor, spatial relation, and relaxation methods, etc. Mikolajczyk et al. [8] compared the performance of descriptors for affine transformation, scale change, rotation, image blur, jpeg compression, and illumination change. They found that scale-invariant feature transform (SIFT) [9] performs best for most of the tests. Despite the attractive advantages of SIFT mentioned in the paper, there exist some problems when it is directly applied to far infrared images, i.e., the number of the detected feature matches may be small, and their distribution may be uneven due to the complex content nature of FIR images [10] . In addition, many outliers exist in feature matches on account of significant differences on the image intensity between the overlay regions of FIR images. Therefore, using SIFT cannot produce optimal results, more robust image feature descriptors, such as speeded up robust features (SURF) [11] , binary robust independent elementary features (BRIEF) [12] , oriented fast and rotated BRIEF(ORB) [13] and grid-based motion statistics (GMS) [14] , are widely used in image mosaic.
Nowadays, some new progress has been made in image registration. For example, the team of Dr. Ma has done a lot of fruitful work in this area. Reference [15] presented a novel approach for the non-rigid registration of retinal images based on the feature guided GMM and local geometric constraint. The approach fully considers local appearance information and can generate accurate alignments in large viewpoint changes due to the nonplanar eyeball surface. Reference [16] presented a new vector field interpolation algorithm called vector field consensus (VFC). It simultaneously generates a smoothly interpolated vector field and estimates the consensus set by an iterative EM algorithm. Quantitative results demonstrate that VFC outperforms state-of-the-art methods. Reference [17] proposed a mismatch removal method for robust feature matching of remote sensing images. It based on a characteristic that the neighborhood structures of feature correspondences between two images of the same scene should be similar. The idea is formulated into a mathematic model and a closed-form solution is also derived. A guided matching strategy was further introduced, which is able to handle extremely outliers and can significantly boost the true matches without sacrifice in accuracy. Reference [18] proposed a regularized Gaussian fields criterion for non-rigid registration of visible and infrared face images. The method uses edge map as the feature to represent an image, and the maps are registered via the proposed criterion with a non-rigid transformation lying in a reproducing kernel Hilbert space. Moreover, a coarse-to-fine strategy by applying deterministic annealing is used to overcome local convergence problems. Inspired by the above works, our method is also based on some key observations and adopts a coarse-to-fine scheme to realize sequential FIR image mosaic.
On the other hand, from the perspective of implementation ways, FIR image registration can also be divided into two types: software-based methods and image-based methods. Software-based methods mosaic image pairs using image processing software tools, such as Photoshop, PTGui, etc. However, although these software tools can produce a mosaic result, the registration effect may not be very satisfactory. A more feasible and effective option is the image-based methods. This kind of method aims to produce mosaic results using image processing techniques. For example, the classic SIFT descriptor or SURF descriptor can be used for image registration. Fan et al. [19] proposed an improved SURF method to mosaic far infrared images. The method adopts both binary robust invariant scalable keypoints (BRISK) descriptor and Canny edge detection to obtain the improved SURF feature. Huang et al. [20] proposed a far infrared image mosaic method using point feature operators including 70186 VOLUME 7, 2019 image registration and image synthesis. Dong et al. [21] proposed an immune memory clonal selection algorithm to mosaic far infrared images. The algorithm determines the matched positions of infrared images, after finding the feature points of infrared images by using Susan algorithms. Alam et al. [22] utilized a gradient-based registration algorithm to estimate the shifts between the acquired infrared image frames. Li et al. [23] proposed a seamless FIR image sequence mosaic method based on feature points and principle of overlap transition Poisson image fusion. Zhang et al. [24] presented a far infrared image mosaic algorithm based on pulse coupled neural network (PCNN). Sakai et al. [25] proposed a method of registering multiple infrared transmission images obtained from different layers of a sample for 3D reconstruction. Wang et al. [26] proposed a gray-scale non-uniformity correction algorithm to correct each frame of the far infrared image sequences, and then the SURF-based registration method is proposed to mosaic the corrected image sequences. However, although these methods can achieve a good mosaic results, they mainly deal with mosaic two infrared images, not sequential images with widefield-of-view and multiple rows and columns. As far as we know, sequential FIR image mosaic is rare in literature.
III. DIFFICULTIES OF SEQUENTIAL FIR IMAGE MOSAIC
In this section, the specific problems of sequential FIR image mosaic are described. This will lead to a set of requirements for a coarse-to-fine registration method. Compared with sequential visible image or NIR image mosaic, sequential FIR image mosaic faces more technique challenges, which reduces the number of matched feature points and influences the accuracy of the registration. In our experiments we find that the main problems for sequential FIR image mosaic are: i) changing light conditions, such as illuminating intensity and uniformity caused by the variation of camera angle for capturing a series of FIR images, as shown in Fig. 1(a) ; ii) the FIR image generally has low contrast, and exists some image noise and blind pixels that occurred in the camera imaging process, as shown in Fig. 1(b) ; iii) repeated patterns in the image scene, for example the windows in each floor of some buildings may be very similar, as shown in Fig. 1(c) ; iv) Scene with sparse structure or 'feature less' regions. For example, there are few matching points when an image contains substantial sky regions, thus the registration process can only depend on the feature points of other scene objects, and the problems of registration deformation becomes serious, as shown in Fig. 1(d) . Besides, different from a single pair of image mosaic, sequential image mosaic needs to register FIR images with multiple rows and columns. Therefore, how to deal with the above problems is the main focus of this paper. On the test sequence, the existing methods were not satisfactory. That is why we need to design a more robust algorithm to realize sequential FIR infrared image mosaic.
IV. PROPOSED ALGORITHM
In this section, we first present the framework of the proposed algorithm. Then, we introduce a coarse-to-fine scheme for automatic FIR image mosaic. A. THE SEQUENTIAL IMAGE MOSAIC FRAMEWORK Fig. 2 shows the framework of the proposed registration method. As can be seen in Fig. 2 , the proposed image mosaic method consists of three main phases: (i) a preregistration process (coarse registration), (ii) a fine-tuning process (fine registration), and (iii) post-processing. These phases are further divided into several steps as follows:
i. Coarse registration process: during the process, we mainly define the image adjacency relation. First, GMS is used to find the point pairs with high match quality from the ORB feature points. Then, RANSAC algorithm is adopted to compute the corresponding Homograph matrix of each image and its adjacent images. Next, one of the infrared images is chosen as the benchmark image. Using the image adjacency relation, the Homograph matrix corresponding to the benchmark image can be calculated for each image. Finally, the position of each image in the same coordinate can be obtained by using coordinate transformation.
ii. Fine registration process: a principle is proposed in the process, which is used for improving the accuracy of image registration. According to the image position relationship in the benchmark coordinate, the adjacent images of each image in the current coordinate can be obtained. Then, we get the feature point pairs of current registering image and its adjacent images by using the proposed scheme. Next, we screen the feature point pairs with the RANSAC algorithm, and VOLUME 7, 2019 finally obtain the most appropriate four-point pairs to accurately locate the position of the current registering image.
iii. Post-process: post-process operation is performed since the fine registration results still look unnatural in some cases due to non-uniformed gray scale or mosaic seam. For nonuniformed correction, a general gray-scale adjustment equation is proposed by using the gray mean relationship for both single image and all the mosaicked images. Besides, the gray level difference in overlapped regions is also considered in gray-scale correction. For mosaic seam elimination, when we perform smooth operation in overlapped regions, a curve with the highest gradient is used as the transition curves of the infrared image blending. 
B. COARSE REGISTRATION PROCESS
After registration and stitching of multiple images, we can get a registered image sequence s i . When a new image I x is registered with image sequence s i , it will get some overlapped regions with one or multiple images in the image sequence s i . The images in the image sequence s i are called as adjacent images to image I x , which have overlapped regions with image I x . Fig. 3 is the schematic of overlapping structure. As can be seen in the figure, image A, B and C all have the overlapped regions with image D, so all of them belong to the adjacent images of image D. For the image sequence captured vertically column by column, the image number and intervals between each other are quite similar, so it is very easy to obtain the adjacent relationship between each image vertically and horizontally. For instance, as Fig. 3 shows, the overlapped region between image B and image D is in the top of the image D, so we can regard that image B is located at the top of image D. In this way, image C is called as the left adjacent image of image D, and image A is the upper-left one. However, image A has a small overlapped region with image D, while the region is almost overlapped by image B and image C. Therefore, in a registered image sequence, a registering image may have multiple adjacent images, but in the image registration process, some adjacent images can be neglected for increasing the speed, such as the upper-left one, the upper-right one.
When we mosaic two infrared images, we first detect ORB feature point pairs for the two images. Then, GMS is used to select more accurate point pairs. Finally, we adopt robust RANSAC algorithm to find 4 pairs of most proper feature points. Based on these point pairs, the Homography matrix can be calculated for mosaicking the two input images.
In order to avoid the case that feature points gradually decrease and overall image cannot be stitched at the end, the strategy adopted in the proposed method to solve the problem is that: providing that image sequence is known, we are able to directly make use of adjacent images of original image to stitch them in pairs and get the corresponding Homography matrix. Specifically, supposing Matrix H i is the corresponding Homography matrix between two adjacent images I i and I i+1 , X i and X i+1 are their corresponding coordinates after registration of i th image I i and (i+1)th image I i+1 among the consecutive adjacent images. X i and X i+1 meet the relationships as follows:
In order to unify all the images into one coordinate system, assuming that the first image I 1 is considered as benchmark image, the coordinate X i of other images I i can be transformed into the coordinate which is directly related to the coordinate X 1 of I 1 by using Eq. (1) through recursion. It can thus be concluded that:
During the rough registration, the Homography matrix H c i between image I i and benchmark image I 1 can be written as:
Based on the methods above, for an image I u , when there exist one or multiple adjacent images of it in a registered image sequence s i , we can choose a known adjacent image and figure out the relationship between coordinate X u of image I u and coordinate X s of its adjacent image I s through the rough registration. The relationship is defined as:
where H us is the Homography matrix of image I u related to image I s . Supposing that the Homography matrix of adjacent image I s related to benchmark image I 1 is H s , then the rough registration coordinate of I u related to benchmark image I 1 is:
For fine registration, a principle that can assure the accurate image registration is proposed. When we make registration for images, we will first find all the feature points and make selections in order to pick out 4 pairs of appropriate feature points for calculating the final Homography matrix. The image to be registered uses the final Homography matrix 70188 VOLUME 7, 2019 to perform perspective transformation and obtain the final accurate registration position.
Here, we first define three important concepts: correct feature points (inliers), consistency and accurate transformation matrix. Fig. 4 shows an example of a correct feature point pair. As can be seen in Fig. 4 , I a and I b are the two images that need to be registered. The point Q in image I a and point P in image I b is the feature point pair. I b can be transformed into image I c by using the Homography matrixH, and the point P is transformed into point T. When the Euclidean distance D QT that between point Q and T is less than the given threshold value D err , we call the feature point pair QP is the inliers that corresponds to the Homography matrixH, and QP has the consistency with the four-point pairs that used for calculating Homography matrix H . When the ratio of the number of correct feature points that corresponding to Homography matrix H to all feature points is larger than the given threshold P min , we think the matrix H can well stand for all the points in image I b , and the Homography matrix H is said to be a correct transformation matrix for the image I b .
In order to improve the mosaic accuracy, we propose a principle for image fine registration process.
Image Fine Registration Principle: When performing image mosaic, all the feature points are used to estimate an accurate Homography matrix. Using a minimum enclosing convex polygon to cover all the inliers (correct feature point pairs) that correspond to the final Homography matrix. The larger percentage of the polygon area that occupy the original image area, the higher accuracy of the image registration.
The proposed principle is based on the following observations: we only need 4 feature points to estimate Homography matrix. However, the Homography matrix can only ensure that the above 4 feature points in original image that transforms into new position is exactly correct, while the transformed feature points in other positions may have errors. Besides, other factors, such as the number of digital places that kept after decimal, and linear interpolation, etc. during the calculation process. Because of these factors, the errors of the feature points which far away from the 4 feature points, may become larger after the Homography has been deviated from point B to point E because of the transformation. We suppose that the offset AD is equal to offset BE, so the point C 1 has been deviated from point C to point F.
From Fig. 5(b) , we can see that the offset CG is obviously longer than offset CF. Similarly, other points C 2 C 3 C 4 of the quadrilateral will also have obvious deviation after transformation. Thus, it is can be deduced that for image C 1 C 2 C 3 C 4 , the Homography matrix obtained by feature points B 1 B 2 B 3 B 4 is more accurate than the matrix obtained by points A 1 A 2 A 3 A 4 . Therefore, it can be thought that when the size of large image C 1 C 2 C 3 C 4 is fixed and the Homography matrix that obtained by the 4 feature points is a correct Homography matrix for image C 1 C 2 C 3 C 4 , the larger the area covered by 4 pairs of feature points for Homography matrix is, the higher the registration accuracy will be. Since a correct Homography matrix generally has more than 4 feature point pairs, and the feature points that farther away from the central points can improve the mosaic accuracy. Thus, we can use a minimum enclosing convex polygon to surround all the inliers that corresponding to the Homography matrix. The larger area of the minimum enclosing convex polygon of the correct feature points, the higher of the image registration accuracy.
Besides, to verify the conclusion that the larger area of the inlier (correct feature points) that occupy the original image area, the higher accuracy of the image registration, we divide the overlapped region of the images that need to be registered into n regions, and we only use the feature points in one of the n regions to directly mosaic image. The related RMSE values VOLUME 7, 2019 are also calculated. The whole process is repeated many times and the selected region is different each time. Then, the mean value of RMSE for the n regions can be obtained by averaging the n operations. As shown in Fig. 6 , taking the vertical mosaic for example, the overlapping area can be regarded as a rectangle. During the vertical mosaic process, the width value of the overlapping area is much larger than the height value of it, thus the region can be divided into n parts in horizontal orientation. In our experiments, we divide the overlapping area into 1 to 13 regions (n = 1, 2, 3, . . . 13). We compare the RMSE values obtained by respectively dividing the overlapping region of the image pair into n regions and performing mosaic operation, the statistical result is shown in Fig. 7(a) . The 10 curves mean 10 image pairs that need to be registered and each point of the curves represents the mean value of RMSE for then regions of one image pair. From the figure, one can clearly see that the influence of incorrect feature points become greater as the region number n increases, which means the smaller of the percentage of the feature point area occupies the original image area, the larger of the probability of error may occur. And we find that no matter how proper the way for extracting feature points is, there will be some incorrect feature points in the point set we extracted. Fig. 7(b) shows the mean value of RMSE for the curves in Fig. 7(a) . As can be seen in Fig. 7(b) , the mean value of RMSE for the curves becomes larger as the region number increases. This conclusion is consistent with our proposed principle. The larger of the polygon area that covers all the correct feature points, the better of the image mosaic effects.
An illustrative example is shown in Fig. 8 . Figs. 8(a) and 8(b) are the image pair to be registered. Fig. 8(c) shows all the feature point pairs obtained by From the results, one can clearly see that when the 4 feature point pairs that have good consistency for estimating Homography matrix take up a larger area of the original image, the registration result is better.
2) IMAGE FINE REGISTRATION PROCESS
According to the proposed principle, once we get the rough registration coordinate X c u of image X u in the registered image sequence s i , we can make use of the adjacent images to enlarge the quantities of feature points and their occupying areas, since there are no large rotations and deviations in the rough registration results. The new Homography matrix obtained in this way can be used to make accurate registration for image X u . Fig. 9 shows an illustrative example of adjacent images. As can be seen in the figure, image E has overlapped areas with all other images, so the other 8 images can be considered as the adjacent images of image E. Since the overlapped areas between image E and image A, C, G, I are very small, and the overlapped areas can be also covered by image B, D, F and H. Thus, we only consider the feature point pairs between image E and images B, D, F and H for calculation efficiency. When adding a new image X u to a 70190 VOLUME 7, 2019 A strategy for changing the number and distribution of the feature points is also proposed in this paper. Specifically, to reduce computational time, in the fine registration process we usually only use the overlapped region in the image to be registered and its adjacent images to calculate feature points. Assuming an image that needed to be registered X u has many adjacent images in the registered image sequence. Let i=1, 2, 3,. . . , and one of the adjacent image I i and the image that need to be registered constitute the feature point pair set U i . We use the RANSAC algorithm to estimate the Homography matrix H i that corresponding to point set U i and the inlier set T i obtained by the Homography matrix. Then we can obtain an enclosing rectangle to cover all these inliers. Next, we create equally spaced feature points with N row rows and N col columns in the rectangle. Let the feature point set to be P i , and its corresponding point set P i can be obtained by using the Homography matrix H i . Set P i and P i constitute the feature point pair set PP i . We can directly use point pair set PP i to reversely estimate the same Homography matrix H i that obtained by set U i . Thus, we can deduce that the set PP i can represent the point pair information in set U i . By adjusting the value of N row and N col , we can get a set PP i with different number of feature point pair. For different adjacent image, when the value of N row and N col is equal, the number of feature point pairs in set PP i is the same. We then combine the sets PP i that corresponding to all the adjacent images into a general feature point pair set U a and we can get the Homography matrix H a that corresponding to set U a . The matrix H a has justly made use of the feature point pair information in each adjacent image to make sure that our final mosaic results are more robust. The steps of the fine registration algorithm are as follows:
After the above homograph matrix estimation operation, the accurate coordinates of image X a u can be written as: X a u = H a X c u (6) Note that the value of N row and N col can be adjusted to make each adjacent image reflect different weight in the process of Homography matrix estimation. According to our consistency principle, we suggest that the ratio of the feature point number in each adjacent image can be determined by the area ration of the enclosing rectangle R i of the inlier set. In our experiment we find that the feature point pair number of the two adjacent images had better no less than 1:4. Besides, the feature point number in enclosing rectangle R i is also very crucial. We find that as the feature point number increase, the mosaic effect become better and gradually tend to stable. If the overlapping area with the size of 600 * 300 and the feature point number in each overlapping area is above 25, a relatively better mosaic effect can be achieved.
D. POST-PROCESSING
Once the registration results are obtained by using the proposed coarse-to-fine scheme, we then do the post-processing to improve the quality of our final mosaicked images. The post-processing is performed from two aspects: gray-scale non-uniformity correction and mosaic seam elimination. For gray-scale non-uniformity correction, we first compute the gray-scale average value of each FIR image G all . Let the gray-scale average value of mosaicked image is G i , the grayscale value of each pixel before adjustments to be g(i, j) and the gray-scale value after adjustments to be h(i, j), thus the image gray-scale value can be adjusted by the following equation:
In Eq. (7), α and β are the two adjustable parameters. In our experiment, we setα as 1.2 and β as 1. With this step, the gray-scale range of all images can be maintained in a relatively uniform status. The initial gray-scale correction result is shown in Fig. 10(a) . One can clearly see that the consistency of adjacent images is not very well. Thus, refined gray-scale adjustment is need here. Assuming there is a mosaicked image sequence s i and we have already registered the relative position of a new image I x and image sequence s i , based on their coordinates, we can obtain the overlapped areas between them and calculate average gray-scale value G s for the overlapped area A s in image sequence s i , and also calculate average gray-scale value G x for the overlapped area A s in image I x . Supposing the gray-scale value of FIR image I x before fine adjustment is g 2 (i, j) and that after adjustment is h 2 (i, j), so the refined process can be written as:
However, the mosaic seam regions will still make the final results look unnatural, thus mosaic seam elimination is also necessary for improving the quality of our final registration results. For mosaic seam elimination, we adopts the linear weighted mean fusion method based on gradient curve to guarantee both registration effect and processing speed. Specifically, assuming that i refer to rows of image and j refer to columns of image, and suppose the gray-scale value of any point I (i, j) in the image as I v (i, j) thus its gradient value can be defined as:
When we make image fusion, only parts of overlapped areas need to be blended. Assuming that we are going to blend two images I 1 and I 2 , and their gray-scale value are I 1 (i, j) and I 2 (i, j) separately, so the calculation formula of the point I m (i, j) of row i and j column in the fused image I m can be expressed as:
In Eq. (10), N g is the row number of the point of maximized gradient in column j, and N r is the total row numbers in columnj. The purpose of mosaic seam elimination is to eliminate the image seam by smoothing the gradient of the overlapped areas. Fig. 10(b) shows our final post-processing results with both gray-scale correction and seam elimination. One can clearly see that the mosaic effect is very promising.
V. EXPERIMENTAL RESULTS
In order to verify the effectiveness and validity of the proposed FIR image mosaic method, two criteria have been considered: (i) qualitative comparison and (ii) quantitative evaluation. The results of the proposed coarse-to-fine scheme are demonstrated on an image sequence consisting of 210 infrared images, and the size of each image is 1280×1024. In the experiments, our results are obtained by executing Visual Studio 2013 on a PC with a 3.2GHz Intel(R) Core(TM) i5-3470 CPU. Only two minutes and a half are needed to mosaic the 210 images. This speed can be further improved by using GPU to extract feature points. Thus, although the proposed method seems to be a hybrid approach, it is still practical viable for real time applications.
A. QUALITATIVE COMPARISON
To qualitatively evaluate the registration results, two kinds of methods were applied: software-based method and imagebased methods. The former uses some software, such as Photoshop, PTGui, etc. to realize sequential FIR image mosaic. The latter adopts image-based techniques, such as invariant features method [27] , to mosaic FIR image sequences.
1) COMPARISON WITH SOFTWARE-BASED METHOD
Photoshop is a popular image processing software, and the image registration results can be obtained through the photomerge function of Photoshop. Fig. 11 shows the registration result of Photoshop software. As can be seen in the figure, there are severe distortions in the Photoshop's registration results because of the low contrast of the input FIR images.
PTGui is the current mainstream image stitching software. However, when using the software to stitch image areas next to sky scenery, it will sometimes fail to work. Meanwhile, the feature point pairs of some FIR images need to be assigned manually, which limits its application in 70192 VOLUME 7, 2019 FIGURE 11. Mosaic results obtained by using photoshop.
FIGURE 12.
Mosaic results obtained by using PTGui. real situations. Fig. 12 presents the mosaic effect obtained by assigning the controlling points in the PTGui software. Fig. 13 shows the registration result obtained by using our method. From the figure, we can conclude that compared with the mosaic results obtained by using the Photoshop or PTGui software, the mosaic results of our method are better than those of the other two mainstream software tools in terms of distortion degree and gray-scale homogeneity.
2) COMPARISON WITH IMAGE-BASED METHOD
To the best of our knowledge, the latest image-based mosaic methods mainly only involve two images, which mostly focus on the process of extracting feature points, and the sequential image mosaic is rare in literature. Thus, choosing proper comparison targets is not an easy task. Here a representative image-based mosaic algorithm -invariant feature method [27] was compared with our proposed method. The reason for choosing the image mosaic method was that the invariant feature method is a classic mosaic method and it is proved to be very effective in panoramic image stitching. However, in our experiment, we find that there is no method that can solve all problems, and each kind of method has its own drawbacks.
Firstly, let's analyze the disadvantages of usual way. The usual way of image mosaic is geometrically aligning a registering image to the previous stitched result in turn to blend these images and form a new stitched image each time. As we all know, the sequential FIR image mosaic faces many challenges. That's because when we make image mosaic by multiple rows and columns, some downsides and the proper mosaic order should be considered. In this case, the usual way may be invalid. There are mainly two failed situations for the usual way of image mosaic.
• If one image is only registered to an adjacent image, the mosaic position of other adjacent images can be wrong due to low overlapping areas, repeated or similar regions, 'feature-less' regions and many other factors. A failed example is shown in Fig. 14(a) .
• When two or multiple columns of image are registered together, if we only consider to mosaic images at upper or left side, images of the other side may be misaligned, as shown in Fig. 14(b) . One can see that some edges are not aligned in the figure Therefore, we proposed a FIR image mosaic method especially for sequential images with multiple rows and columns, and two representative image-based mosaic algorithms are considered here to compare with our method. For the invariant feature method [27] , the method formulates stitching as a multi-image matching problem just like our method, and it uses invariant local features to find matches between all of the images. Although it is declared that the invariant feature method can recognize multiple panoramas in unordered image sets, the method may be failed when the input sequential images have many repeated or similar regions. An illustrative example is shown in Fig. 15 . The input image sequence in Fig. 15(a) contains 75 FIR images with 15 rows and 5 columns, and Fig. 15(b) contains 210 images with 15 rows and 14 columns. As can be seen in Fig. 15 , the result of the invariant feature method is incorrect due to the repeated VOLUME 7, 2019 structure (e.g. the windows in the building). Because of these similar regions and unordered images, many incorrect matches of feature point pairs occur in the method. One can clearly see the tilt of the building and the large crack of the mosaic result. Therefore, simply from subjective comparison we can easily deduce that the classic invariant feature method is not suitable for sequential FIR image mosaic. Thanks to the coarse-to-fine scheme, our method is able to deal with the challenge of repeated structure, and the result seems visually pleasing for the test image sequence, as shown in Fig. 13 .
B. QUANTITATIVE EVALUATION
In this section, we first introduce some widely used assessment indexes for image mosaic. Next, we adopt these indexes to quantitatively assess different mosaic ways. Finally, we perform ablation study to strengthen the experiments.
1) ASSESSMENT INDEXES
Four indexes [28] are considered here. The first one is entropy for characterizing the texture and information amount of the output mosaic result, denote as C 1 . The higher the value of C 1 , the richer the image information.
The second one is root mean square error (RMSE), denote as C 2 . The RMSE is used to measure the registration accuracy and is defined as [29] :
In Eq. (11), P i and P i are match points between reference image and rectified image obtained by Homography matrix.n represents the number of match points. If the reference image and FIR image are registered accurately, point P i in the reference image and point P i in the rectified image are in the same position. Thus, the lower value of RMSE indicates a better registration method.
The third and fourth criteria are peak signal-to-noise ratio (PSNR) and structural similarity (SSIM), which are defined as C 3 and C 4 .
MSE r n , s n (12)
where N is the number of input images or interested regions, r n is the inverse warped partial mosaic image, and s n is the input image. Refer to [30] for more parameter details of SSIM. The higher the value of C 3 , the more continuous in blending intensity. The higher the value of C 4 , the less structure difference between the input sequence and the synthetic mosaics.
2) COMPARISON FOR DIFFERENT MOSAIC WAYS
Due to the accurate registration process of multi-row and multi-column image mosaic in this paper, each image to be registered generally has only two adjacent images. Therefore, here we will evaluate the mosaic effect of different image mosaic ways in this case. Considering the situation of mosaicking four images (two rows and two columns), as shown in Fig. 3 . When Images A, B and C have been registered, since the adjacent relationship between Image D and Image B or the adjacent relationship between Image D and Image C can be obtained in the coarse registration process, there are four schemes for consideration in the registration process of Image D. 1) Only the adjacent relationship between the LEFT Image C is used, and hereinafter ''LEFT'' is used to represent the scheme. 2) Only the adjacent relationship between the upper Image B, and hereinafter ''UP'' is used to represent the scheme. 3) Using the adjacent relation between the left Image C and the upper Image B at the same time, and the traditional RANSAC algorithm is directly used, hereinafter ''ALL'' is used to represent the scheme. 4) Using the adjacent relation between the left Image C and the upper Image B at the same time, and the proposed method is used to adjust the number of feature points, hereinafter ''OurMethod'' is used to represent the scheme.
Besides, the proposed method can adjust the number of feature points that used for estimating the final Homography matrix in each overlapping region according to actual needs. In our comparative experiment, we set the number of feature points and the number of rows and columns of each overlapping region to be equal, and take the number of rows and columns to be 2, 3, 4, 5, 6, 7, 9, 11, 15, 20, 25, 30, 35, and 40, respectively. Thus, OurMethod totally has 14 kinds of parameter values. The 4 indexes (C 1 to C 4 ) are adopted for the above four schemes to realize two rows and two columns of sequential FIR image mosaics. The experiment is repeated for 20 groups of images. Here we take the average value and the best value of OurMethod in comparative analysis. Fig. 16 shows the statistical results for different mosaic ways, and the mean values for the four criteria are shown in Tab. 1.
As can be seen in Tab. 1, the best value of OurMethod (OurBest) has the lowest mean value of C 2 , and the highest value of C 1 , C 3 and C 4 , which indicates that the proposed method can achieve best results compared with other mosaic ways. Besides, from Fig. 16 , we have the following findings.
-From the line chart of image entropy C 1 shown in Fig. 16(a) , the difference of image entropy of different schemes is not obvious, which shows that these methods have not changed image entropy too much. But from the average entropy of image entropy of many experiments, it can be seen that starting from the third decimal place, the image entropy of different methods is as follows: OurBest > OurAverage > ALL > UP > LEFT.
-From the line chart of RMSE C 2 shown in Fig. 16(b) , because the overlap area between the left image and the image to be registered is small, while the overlap area between the upper image and the image to be registered is relatively large and there are many feature points, the RMSE value is thus biased towards the upper image. However, the RMSE values of all the feature points and our method differ little. It can be seen from Tab. 1 that the RMSE values are in the following order: OurBest > ALL > OurAverage > UP > LEFT.
-From the Fig. 16(c) , one can clearly see that the difference of peak signal-to-noise ratio (PNSR) C 3 of each method is obvious, LEFT and UP are obviously worse, while the other three curves are relatively similar. The average value of PNSR in Tab. 1 is from top to bottom: OurBest > ALL > OurAverage > UP > LEFT.
-From the Fig. 16(d) , we can deduce that the SSIM value of LEFT has the worst effect on the chart, then UP. Our method's mean curve is equal to ALL, while OurBest is always above the line chart. The average structural similarity (SSIM) C 4 in Tab. 1 can be seen as follows:
Based on the four indicators C 1 to C 4 , OurBest undoubtedly has the best performance, while OurAverage is better than ALL in image entropy and SSIM, and ALL is better than OurAverage in RMSE and PNSR. Therefore, for these 20 groups of images, our method and ALL can be said to have performed well in terms of the four indexes, with little difference. Especially, we notice that the RMSE value obtained by our method is sometimes even smaller than the Homography matrix obtained by directly using all feature point pairs. That's because when the mainstream RANSAC algorithm uses all feature point pairs to obtain the Homography matrix, the four pairs of feature point pairs corresponding to the obtained Homography matrix must come from the set of feature point pairs. However, there may not be 4 pairs of feature points in this ALL set to obtain the most accurate correspondence of Homography matrix. At the same time, when a set of feature point pairs is reasonably generated by our method, there may be 4 pairs of feature point pairs corresponding to a more accurate Homography matrix in our set. However, because the feature points found by using ORB and other features are only a part of the whole image, and RMSE calculation only depends on the pair of feature points. Therefore, the smaller RMSE means the more representative the information of all feature point pairs, and the more representative the original image. However, when there are many wrong feature points in all feature points, the RMSE values of different ways will deviate. Therefore, when the RMSE value difference between the two ways is not large, it is not possible to directly determine which way is better in this case, and other indicator like SSIM are needed to measure it.
Besides, although ALL and our method has comparable performance for the 20 group of test images, in our example we find that ALL way has some drawbacks in the process of image mosaic. For example, in the fine registration process, ALL performs better in most cases where there are only two adjacent images, but the image registration effect is not good when the number of feature points in the two adjacent images differs greatly. In order to analyze the problems in this way, we designed a comparative experiment. As shown in Fig. 17(a) , the image is formed by splicing four images, and the rectangular position in the image is the actual position of the image. The yellow rectangle can be regarded as our Image I D to be registered, red is the left adjacent Image I c of the Image I D , blue is the upper adjacent Image I B of the Image I D , and black is the reference Image I A . Let's set that the I A , I B and I C is the sequence S ABC of images that have been accurately registered. The overlapping area of the Image I D andI B to be accurately registered is shown in the blue rectangle in Fig. 17(b) , and the overlapping area of I D and I C is shown in the red rectangle in Fig. 17(b) .
All feature points matched between I D and S ABC are shown in Fig. 18(a) . In order to verify the influence of the number of feature points on the calculation of the Homography matrix, assume that the yellow rectangle in Fig. 18(a) red rectangle is the set of all feature point pairs Q CD corresponding to I D and I C . Among them, the number of feature point pairs in the set Q BD is 2050 and the number of Q CD sets is 452. We set the number of feature points of the set Q BD as variables x, and the value range of x is [4, 400] . Because there may be wrong feature point pairs in the set Q BD , we cannot randomly select feature point pairs from the set Q BD . We must ensure that the Homography matrix obtained from the selected feature point pairs contains all the feature point pair information. Thus, the proposed fine registration scheme is used here. Specifically, the conventional RANSCA algorithm is first used to directly calculate the Homography matrix H BD corresponding to the set Q BD , then the minimum enclosing rectangle R BD of interior points that corresponding to the Homography matrix H BD is calculated, the desired number and distribution of feature points are set in minimum enclosing rectangle, and then H BD is used to calculate the corresponding feature points of these feature points in another overlapping region to obtain the set Q x BD of feature point pairs. According to our registration principle, we ensure that the minimum enclosing rectangle of the feature points we create is consistent with the position of the rectangle R BD . For simplicity, the number of rows and columns of the feature points we create is the same and the spacing is equal. When the value of x is 400, as shown in Fig. 18(b) , the feature point pair of the red rectangle inside is the set Q 400 BD , and the feature point pairs on the left side of the red rectangle make up the set Q CD . Using the proposed method, even if any value of x (x >3) is taken, the Homography matrix obtained by using the set Q x BD with the conventional RANSCA algorithm has the equivalent value as H BD . It can be considered that except the number of feature points, the set Q x BD (x >3) fully represents all the feature point pair information in the set Q BD .
In our method, the algorithm that uses the set of feature point pairs to find the Homography matrix is the conventional RANSCA algorithm. The final mosaic effect obtained by only using the set Q CD is shown in Fig. 19(a) . As can be seen in the figure, the left seam area is better registered, while the up seam area is relatively worse. As shown in Fig. 19(b) , the mosaic effect using only set Q x BD or Q BD can be seen from the figure that the up seam area is better registered, while the left seam area is worse registered. The mosaic effect of using all the sets Q BD and Q CD is shown in Fig. 19(c) . It can be seen from the figure that the upper and left areas have better registration effects compared with other ways.
Set Q CD and set Q x BD are combined to form a total set Q x All . Since the difference between the mosaic effects using set Q x All stitching mainly lies in the seam between the Image I B and I D . Therefore, we mainly focus on the seam areas. When the values of x are 4, 9, 16 and 400, the seam areas in the Q x All mosaic results are shown in Fig. 20 . As can be seen in Fig. 20(a) , the seam area is exactly the same as the seam area of Fig. 19(a) , which means that when x = 4, the set Q x BD has no effect at all. As can be seen in Figure 20 (b), when x = 9, the set Q x BD works, but due to the small number of points, the registration accuracy of the overlapping area between the Image I B and I D cannot be better improved. As can be seen from Fig. 20(c) , when x = 16, the registration accuracy of the overlapping area of I B and I D obviously becomes higher, but the image at the seam position can still be seen to be misaligned. As can be seen from Fig. 20(d) , when x = 400, i.e. the number of feature points with set Q CD is close to 1:1, the registration effect is very good. We tested other values of x, and found that when x is more than 100, i.e. the number of feature points with set Q CD is close to 1:4, the registration effect is very close to that when x = 400. Therefore, we suggest that the number of feature point pairs between two adjacent images should not be less than 1:4.
When the ratio of the original feature points to the number of adjacent images is larger than 1:4, we can also directly solve it by using the traditional RANSCA algorithm. When the ratio is less than 1:4, the proposed method can be used to set a more reasonable feature point ratio to estimate the final Homography matrix better.
C. ABLATION STUDY
In order to demonstrate the improvements obtained by each step introduced in the proposed network, we perform an ablation study involving the following three experiments: 1) FIR image mosaic with only coarse registration process, 2) FIR image mosaic using coarse-to-fine scheme without post-processing, 3) The proposed FIR image mosaic method that is composed of coarse registration process and fine registration process with post-processing.
The evaluation is performed on the real captured FIR image dataset. Here, we use 50 images ( From Fig 21, we make the following observations: 1) The proposed coarse-to-fine scheme is able to better align image detailed information (e.g. the edge or corner of the building), compared with Figs. 21(a) and 21(b).
2) The final postprocessing operation can further improve the mosaic results by ensuring that the image illumination is corrected and the seams are eliminated in the results, such as the final mosaic result shown in the Fig. 21(c) . Thus, the effectiveness of each step can be confirmed.
VI. DISCUSSION
In our experiment, we find that the proposed method tends to consider the adjacent images with a large number of feature points. When two images are registered, any one of them is directly captured by camera, and all the pixels on the image are consistent, and the Homography matrix obtained by using the overlapping area can represent all the pixels of the transformed image. However, for multi-row and multicolumn image sequential mosaic, there are more than two adjacent images for the image to be registered, we just use the feature point information of the overlapping region of the image and all adjacent images to obtain the Homography matrix. Since each adjacent image is adjusted by different shooting views or transformations, each overlapping area corresponds to a different Homography matrix. Thus, when we use a Homography matrix to represent the overlapping area, the conventional method of using all points to find a Homography matrix may not be suitable. In our experiments, we found that the traditional RANSAC algorithm performs well in most cases. However, the effect of the much smaller number of feature points in the overlapping region is greatly weakened, even completely ignored, when the number of feature points extracted by the two overlapping regions differs greatly.
According to our principle, when the area of the correct feature point pair is larger, the obtained Homography matrix can better represent the image, and the mosaic effect is better as well. When the feature point area is as large as the original image, and all the pixel values of the original image were the correct feature points, the mosaic effect will be the most perfect in this case. However, existing methods, such as SIFT, SURF, and ORB, is impossible to extract as many feature points as the original image pixels. Usually, the collected feature points are from corner or some edge contours. Besides, the number of collected feature points, the area occupied by the feature points, and the effective number of feature points are all very different when the method we adopt is different. Even using all the collected feature points and robust RANSCA algorithm, the effect may not be good especially for sequential FIR image mosaic. Generally, the traditional RANSCA algorithm is used to obtain the Homography matrix. The four pairs of feature points are randomly selected from all feature point pairs to find the corresponding inlier and outlier sets. When the number of inliers exceeds a certain proportion of all feature points, the algorithm stops, and it is considered that the Homography matrix corresponding to the four pairs of feature point pairs can best represent the current overlapping region. In fact, RANSCA algorithm filters out the largest number of inliers set with consistency in all points, and uses a Homography matrix to represent the inner point set. Some of the feature points will be considered as false feature points discarded. Therefore, the method is preferred to the feature point pairs with a large number and consistency. Experimental results show that the RANSCA algorithm is proved to be effective in mosaic with only two images, but the algorithm may be invalid when there are more than two overlapping regions.
In the process of sequential image mosaic, we often use multiple adjacent images to find the transformation matrix of the image to be registered. Since different adjacent images are taken by different views or perspective transformations, using a Homography matrix to represent multiple overlapping regions is not fair. When an overlapping region has more points, the effect of this region is greater in solving the Homography matrix. Once the proportion of the number of feature points in an overlapping area is less than 1/10, the effect of these points in the area is greatly weakened, and even they are classified into the outlier set and is all ignored. Even using the same method to obtain feature points, VOLUME 7, 2019 the number of feature points of each overlapping region is generally not similar, and the number of feature points obtained in scenes with more corners or contours is usually greater. The number of feature points found in a certain scene, such as architectural glass wall, is usually relatively small. Since the RANSAC algorithm has a preference for overlapping regions with relatively larger number of feature points, if we want different overlapping regions to play the same important role in the solution process of Homography matrix, we can adjust the number of feature point pairs of the overlapping regions to the same value. When there are a large number of feature points in an overlapping area, we cannot directly remove the feature point pairs to reduce the number. When there are a small number of feature points in an overlapping area, we cannot directly add feature point pairs in the area, since we must ensure the correctness of these point pairs. An increase in the number of erroneous feature points affects the accuracy of the Homography matrix that is estimated. Based on the proposed consistency principle, and combined with the traditional RANSAC algorithm, we propose a method that can represent feature point information of multiple overlapping regions. This method can change the number of feature points and make full use of all the extracted feature points.
VII. CONCLUSION
An effective and efficient matching method is proposed in this paper for the registration of sequential FIR images. The coarse-to-fine matching strategy is proposed in the FIR image mosaic method. Key features of our proposed method are that a transitive relation is deduced in the coarse matching step and a fine-tuning principle is proposed in the fine matching step. There are several advantages of the proposed method. First, the proposed method is designed especially for FIR image sequences with multiple rows and columns, while most existing registration methods may be invalid for this application. Second, the proposed fine-tuning principle and a strategy for changing the distribution of the feature points can guarantee the accuracy of the mosaic results by finding four pairs of most appropriate feature points. Finally, an effective post processing, such as gray-scale non-uniformity correction and mosaic seam elimination, is proposed to ensure that the final mosaic results are visually pleasant. Thus, many applications, such as aerial photograph and other wide-field-of-view image mosaic can be benefit from the proposed method.
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