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 For many important mixed-integer programming (MIP) problems, the goal is to obtain near-
optimal solutions with quantifiable quality in a computationally efficient manner (within, e.g., 5, 10 or 20 
minutes).  A traditional method to solve such problems has been Lagrangian relaxation, but the method 
suffers from zigzagging of multipliers and slow convergence.  When solving mixed-integer linear 
programming (MILP) problems, the recently adopted branch-and-cut may also suffer from slow 
convergence because when the convex hull of the problems has complicated facial structures, facet-
defining cuts are typically difficult to obtain, and the method relies mostly on time-consuming branching 
operations.  In this thesis, the novel Surrogate Lagrangian Relaxation method is developed and its 
convergence is proved to the optimal multipliers, without the knowledge of the optimal dual value and 
without fully optimizing the relaxed problem.  Moreover, for practical implementations a stepsizing 
formula, that guarantees convergence without requiring the optimal dual value, has been constructively 
developed.  The key idea is to select stepsizes in a way that distances between Lagrange multipliers at 
consecutive iterations decrease, and as a result, Lagrange multipliers converge to a unique limit.  At the 
same time, stepsizes are kept sufficiently large so that the algorithm does not terminate prematurely.  At 
convergence, the lower-bound property of the surrogate dual is guaranteed.  To solve MIP problems, 
based on Surrogate Lagrangian Relaxation, stable and accelerated convergence is ensured by introducing 
quadratic penalty terms motivated by Augmented Lagrangian relaxation.  Convergence of Lagrange 
multipliers to their optimal values is significantly improved.  When solving MILP problems, through the 
novel V-shape linearization, the relaxed problem is linearized to ensure that solutions consistent with 
those of the nonlinear relaxed problem can be obtained by branch-and-cut, thereby ensuring that 
convergence characteristics are very similar to those of Augmented Lagrangian relaxation.  When solving 
block-structured MILP problems, the V-shaped relaxed problem allows the decomposition into much 
smaller MILP subproblems with exponentially reduced complexity as compared to the original problem 
thereby drastically reducing computational requirements.  Moreover, analytical subproblem solutions can 
be obtained thereby making the reduction of computational requirements even more drastic.  When 
solving large-scale unit commitment problems with combined cycle units as well as other problems for 
which facet defining cuts are difficult to obtain, it is demonstrated the new method is robust and much 
more efficient as compared to frequently-used branch-and-cut and surrogate Lagrangian relaxation, and 
represents a major step forward to solve difficult MIP and MILP problems.   
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Chapter 1 
 
Introduction 
  
1.1. Motivations 
For many important mixed-integer programming (MIP) problems, the goal is to obtain near-optimal 
solutions with quantifiable quality in a computationally efficient manner (within, e.g., 5, 10 or 20 
minutes).  An important subclass of MIP problems include “block-structured” [1] mixed-integer linear 
programming (MILP) problems, which can be viewed as multiple subsystems interconnected through 
system-wide coupling constraints.  Examples include Generalized Assignment problems [2, 3], Location-
Routing problems [4-7], and Unit Commitment and Economic Dispatch problems [8-14].  Linearity can 
be exploited by branch-and-cut [15-17], and separability can be exploited by Lagrangian relaxation [3, 
18-22].  For example, after relaxing assignment constraints, Generalized Assignment Problems can be 
decomposed into machine subproblems [2, 3], and Unit Commitment and Economic Dispatch problems 
can be decomposed into unit subproblems after relaxing system demand constraints [8-14].  In the 
following, after presenting the unit commitment problems with combined cycle units, existing method 
and their difficulties will be presented.    
Unit Commitment Problem with Combined Cycle Units.  Combined cycle units are efficient because high 
temperature gas from combustion turbines is not released into the atmosphere but is used to generate 
steam in a heat recovery steam generator.  Steam is then used to drive a steam turbine generator.  
However, transitions among generator states may be constrained.  For example, steam turbines cannot 
generate electricity if there is not enough heat from combustion turbines.  Such transitions among 
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commitment states of combustion and steam generators complicate unit commitment and economic 
dispatch problems and pose major computational challenges for existing methods.  The associated unit 
commitment and economic dispatch problem is modeled as a mixed-integer linear programming problem, 
which is computationally intensive. CPU time required to obtain solutions with good quality by branch-
and-cut and Lagrangian relaxation is frequently large [23-24].  Such difficulties arise because of 
fundamental difficulties as will be explained ahead.    
Branch-and-Cut To solve MILP problems, branch-and-cut [15-17] attempts to obtain the “convex hull” 
by using “facet-defining” cuts.  Then the optimal solution is obtained at one of the vertices of the convex 
hull.  One way to obtain facets of the convex hull is by using “lift-and-project” cuts [25-32].  Another 
way to obtain facets of the convex hull is by using Gomory cuts [33-38].  Cuts are created after linearly 
combining constraints and then rotating and shifting resulting hyperplanes.  When solving block-
structured MILP problems, the method does not exploit “block structures,” and constraints within one 
block are handled globally thereby affecting the solution process of the entire problem and leading to 
slow convergence.  When the convex hull has complicated facial structures, facet-defining cuts are 
difficult to obtain, and the method relies mostly on time-consuming branching operations [39-40].  These 
difficulties have been vividly demonstrated for unit commitment problems with combined cycle units that 
arise in power systems [41-42].     
Lagrangian Relaxation and Surrogate Lagrangian Relaxation  The “block structure” can be exploited 
within Lagrangian relaxation, and complexity of resulting subproblems and associated convex hulls is 
drastically reduced.  However, the method may require significant computational requirements and suffer 
from slow convergence because frequently used subgradient methods [8-14, 43-50] requires solving all 
subproblems to update Lagrange multipliers.  These computational difficulties have been overcome by the 
surrogate subgradient method without solving all subproblems [51].  Resulting surrogate subgradient 
directions are smoother and form smaller acute angles toward the optimal multipliers as compared to 
subgradient directions, thereby alleviating zigzagging and reducing the number of iterations required for 
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convergence.  However, convergence proof and practical implementations of the method critically require 
the knowledge of the optimal dual value, thereby leading to major convergence difficulties.  These 
difficulties have been overcome by our recently-developed Surrogate Lagrangian Relaxation method [52].  
The difficulty of the method is that levels of constraint violations may not reduce fast enough.   
Method of Multipliers (“Augmented Lagrangian Relaxation”)  To accelerate the reduction of violation 
levels of relaxed constraints, the method of multipliers (referred to as “Augmented Lagrangian relaxation” 
(ALR)) [53-57] was proposed in the late 1960s by Hestenes [53] and Powell [54] whereby constraint 
violations are penalized by introducing quadratic penalty terms.  Under assumptions of convexity and 
smoothness of the objective function and constraints, convergence has been established [55].  The ALR 
method has been used for MILP [57] problems and it has been shown duality gap approaches zero.  
However, the associated computational effort may be large because of the combinatorial nature of the 
problems.  While Augmented Lagrangian relaxation has been one of the fastest methods, because of the 
introduction of quadratic penalty terms, the relaxed problem is nonlinear and non-separable.   
1.2. Major Contributions 
To efficiently solve the unit commitment problem with combined cycle units as well as other complicated 
mixed-integer programming problems to obtain near-optimal solutions with quantifiable quality and 
within strict time limits, a novel solution methodology is developed.  First, based on Lagrangian 
relaxation whereby through decomposition complexity of subproblems reduces drastically, to guarantee 
convergence to the optimal multipliers, the novel surrogate Lagrangian relaxation method is developed 
whereby convergence is proved without the knowledge of the optimal dual value and without fully 
optimizing the relaxed problem.  Moreover, for practical implementations, a stepsizing formula that 
guarantees convergence without requiring the optimal dual value, has been constructively developed.  The 
key idea is to select stepsizes in a way that distances between Lagrange multipliers at consecutive 
iterations decrease, and as a result, Lagrange multipliers converge to a unique limit.  At the same time, 
stepsizes are kept sufficiently large so that the algorithm does not terminate prematurely.  At 
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convergence, the lower-bound property of the surrogate dual is guaranteed.  To significantly improve 
convergence, the surrogate Augmented Lagrangian relaxation methodology is developed based on 
Surrogate Lagrangian Relaxation with major improvements on convergence through the introduction of 
quadratic penalty terms as motivated by the fast convergence of Augmented Lagrangian relaxation.  
When specializing to solving MILP problems by using the surrogate Augmented Lagrangian relaxation 
method, existing linearization methods and their difficulties are presented.  To preserve fast convergence 
characteristics of surrogate Augmented Lagrangian relaxation while exploiting linear solvers, the 
augmented relaxed problem is linearized through the novel V-shape linearization scheme that preserves 
positions of minima.  When further specializing to solving block-structured MILP problems, the 
linearized relaxed problem is decomposed into smaller subproblems with exponentially reduced 
complexity as compared to the original problem thereby drastically reducing computational requirements.  
Moreover, analytical subproblem solutions are obtained thereby making the reduction of computational 
requirements even more drastic.  It is demonstrated numerically that convergence of the new method is 
more stable as compared to standard subgradient methods.  When solving large-scale MILP problems 
whereby convex hulls are difficult to obtain such as generalized assignment problems and unit 
commitment problems with combined cycle units, it is demonstrated the new method is robust and much 
more efficient as compared to frequently-used branch-and-cut and our recent surrogate Lagrangian 
relaxation, and represents a major step forward to solve difficult MILP problems.   
To address the increasing uncertainties associated penetration levels of intermittent renewable such as 
wind and solar, an alternative distributed and asynchronous unit commitment end economic dispatch will 
be considered presented.  Within the framework, unit subproblems are solved locally in an asynchronous 
manner, and price-based coordination is performed by an ISO.  Since prices are updated based on unit 
solutions obtained using prices of different vintages, convergence may not be guaranteed.  To overcome 
this difficulty, surrogate Lagrangian relaxation is distributed, and conditions on price convergence are 
innovatively established through a Lyapunov energy function of the distance from current prices to the 
optimum.  To consider the effects of asynchronous unit solutions, an upper bound of the energy function 
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is shown to approach zero.  Numerical testing on the unit commitment end economic dispatch problem 
with 1000 units without transmission capacity constraints indicates that the method is robust and fast.  To 
further explore the scalability of asynchronous coordination, a simplified unit commitment end economic 
dispatch problem with 10,000 units each with generation capacity constraints only indicate that the 
method converges, is robust and more efficient as compared to alternate direction method of multipliers.   
1.3. Organization of this Thesis 
The rest of this thesis is organized as follows. Chapter 2 introduces the novel Surrogate Lagrangian 
relaxation method and its convergence proof. Chapter 3 introduces the novel surrogate Augmented 
Lagrangian relaxation and its combination with branch-and-cut. Chapter 4 discusses a distributed and 
asynchronous unit commitment problem and extensions of surrogate Lagrangian relaxation to handle the 
asynchronous nature of the problem.  
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Chapter 2 
 
Convergence of the Surrogate Lagrangian Relaxation Method  
 
Studies have shown that the surrogate subgradient method, to optimize non-smooth dual functions within 
the Lagrangian relaxation framework, can lead to significant computational improvements as compared to 
the subgradient method.  The key idea is to obtain surrogate subgradient directions, that form acute angles 
toward the optimal multipliers without fully minimizing the relaxed problem.  The major difficulty of the 
method is its convergence, since the convergence proof and the practical implementation require the 
knowledge of the optimal dual value.  Adaptive estimations of the optimal dual value may lead to 
divergence and the loss of the lower bound property for surrogate dual values.  The main contribution of 
this section is on the development of the surrogate Lagrangian relaxation method and its convergence 
proof to the optimal multipliers, without the knowledge of the optimal dual value and without fully 
optimizing the relaxed problem.  Moreover, for practical implementations a stepsizing formula, that 
guarantees convergence without requiring the optimal dual value, has been constructively developed.  The 
key idea is to select stepsizes in a way that distances between Lagrange multipliers at consecutive 
iterations decrease, and as a result, Lagrange multipliers converge to a unique limit.  At the same time, 
stepsizes are kept sufficiently large so that the algorithm does not terminate prematurely.  At 
convergence, the lower-bound property of the surrogate dual is guaranteed. Testing results demonstrate 
that non-smooth dual functions can be efficiently optimized, and the new method leads to faster 
convergence as compared to other methods available for optimizing non-smooth dual functions, namely, 
the simple subgradient method, the subgradient-level method and the incremental subgradient method.  
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2.1. Introduction 
When solving complicated mixed-integer optimization problems, the effort needed to obtain an optimal 
solution increases dramatically as the problem size increases.  Therefore, the goal for practical 
applications is often to obtain a near-optimal solution with quantifiable quality in a computationally 
efficient manner.  Lagrangian relaxation has successfully achieved this goal by exploiting separability of 
a problem.  In the method, the relaxed problem is fully optimized, and the dual function is obtained.  Dual 
functions are always concave, and the feasible set of dual solutions is always convex regardless of the 
characteristics of the original problem such as convexity.  To optimize non-smooth concave dual 
functions, Lagrange multipliers are adjusted based on appropriately defined stepsizes and by using 
subgradient directions [1-13] or surrogate subgradient directions [14-20].   At convergence of multipliers, 
heuristics are typically used to obtain feasible solutions.   
The subgradient method has been extensively studied starting with the pioneering works of Ermoliev 
[1], Polyak [2-3] and Shor [4-5].  The general convergence has been established in [1] and [2].  To ensure 
convergence with a geometric rate, convergence was proved by requiring the optimal dual value [3].  In 
practical implementations, adaptive rules to adjust estimates of the optimal dual value were first 
developed in [3], and such rules have been improved in [7–9, 11, 21] to guarantee convergence to the 
optimum.  Difficulties associated with the unavailability of the optimal dual value have been overcome 
owing to the fact that subgradients form acute angles with directions toward the optimal multipliers and 
owing to the convexity of the dual function.  Therefore, for properly chosen stepsizes, multipliers move 
closer to the optimal multipliers.  For example, in the subgradient-level method [7], stepsizes are set by 
using estimates of the optimal dual value based on the highest dual value obtained so far, and such 
estimates are further adjusted when significant oscillations of multipliers are detected.  However, 
subgradient methods require the relaxed problem to be fully optimized, which can be difficult when the 
relaxed problem is non-separable or NP-hard.  Moreover, convergence can be slow because multipliers 
often zigzag across the ridges of the dual function, and the zigzagging is especially noticeable when 
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ridges are sharp.  While incremental subgradient methods [8] reduce computational requirements by 
optimizing one subproblem at a time and converge without requiring the optimal dual value, these 
methods require separability of the problem and cannot be used to solve non-separable problems, or when 
subproblems are NP-hard. 
 The surrogate subgradient method, developed within the Lagrangian relaxation framework, is a 
variation of the subgradient method that seeks to reduce computational requirements and to obtain 
surrogate subgradient directions that form acute angles with directions toward to the optimal multipliers 
[15–20].  Without requiring the relaxed problem to be fully optimized, surrogate subgradient directions do 
not change drastically, thereby alleviating the zigzagging of multipliers and reducing the number of 
iterations required for convergence.  The major difficulty of the method is its convergence, since the 
convergence proof and the practical implementation require the knowledge of the optimal dual value, 
which is unavailable in practice.  In the method, since the relaxed problem is not fully optimized, 
surrogate dual values are no longer on but are above the dual surface.  As a result, surrogate subgradient 
directions may not form acute angles with directions toward the optimal multipliers, and divergence may 
occur.  In addition, the lower bound property of surrogate dual values may be lost.  While such difficulties 
can sometimes be overcome by occasionally obtaining subgradients during the convergence process, the 
computational effort can still be prohibitive when the relaxed problem is non-separable or NP-hard.   
In this Section, surrogate Lagrangian relaxation with novel conditions on stepsizes is developed, and 
convergence of the method is proved without requiring the optimal dual value and without fully 
optimizing the relaxed problem in Section 2.2.  The idea is to select stepsizes in a way that distances 
between Lagrange multipliers at consecutive iterations decrease, and as a result, multipliers converge to a 
unique limit.  At the same time, stepsizes are kept sufficiently large so that the algorithm does not 
terminate prematurely.  At convergence, a surrogate dual value provides a lower bound to the primal cost.  
Moreover, a particular stepsizing formula that satisfies the set of conditions has been obtained.  
Convergence of the interleaved method [14], in which one subproblem is solved at a time to update 
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multipliers, has also been proved.  Under additional assumptions used in subgradient methods [8], the 
convergence rate of the new method is linear.   
Section 2.3 presents testing results for a small nonlinear integer optimization problem, large 
generalized assignment problems and quadratic assignment problems.  For the small problem, the new 
method is compared with the subgradient method to demonstrate that the zigzagging is alleviated, and 
calculations of surrogate subgradient directions require significantly lower computational effort.  The new 
method is then compared with the methods available for non-smooth optimization such as the simple 
subgradient method, the subgradient-level method and the incremental subgradient method when solving 
generalized assignment problems with separable dual problems, and quadratic assignment problems with 
non-separable dual problems.   
2.2. Convergence of the Surrogate Lagrangian Relaxation Method  
This section is on the development of the novel surrogate Lagrangian relaxation method and its 
convergence proof without requiring the optimal dual value.  In Subsection 2.1, a generic mixed-integer 
problem formulation and the Lagrangian relaxation framework are presented.  To maximize non-smooth 
dual functions, subgradient directions and stepsizes requiring the optimal dual value are frequently used 
[22].  To find multiplier-updating directions that form acute angles with directions toward the optimal 
multipliers without fully minimizing the relaxed problem, the Lagrangian relaxation and surrogate 
subgradient method [15] is presented next.  In Subsection 2.2, the surrogate Lagrangian relaxation method 
is developed, and convergence of the method is proved without requiring the optimal dual value.  
Convergence rate of the method is discussed in Subsection 2.3.  Subsection 2.4 discusses practical 
implementation aspects of the algorithm such as a constructive stepsize-setting procedure.  
2.2.1. Mixed-Integer Programming and Lagrangian Relaxation   
Consider a mixed-integer problem formulation:  
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 )(min xf
x
, subject to g(x)0, x  X,  (2.1) 
where x = (y, z), y  ℝNr, z  ℤNz, and X  ℝNrℤNz, with ℝ denoting the set of real numbers, ℤ denoting 
the set of integers, f: X IR and g: X ℝm are continuous and differentiable with respect to y.  In 
addition, g(x) satisfy the following assumptions: 
Assumption 2.2.1 There exists a scalar M such that  
 ||g(x)||<M<, xX.  (2.2) 
Assumption 2.2.2. Regularity Condition Gradient vectors of active inequality constraints with respect to 
y are linearly independent at a constrained local minimum x* = (y*, z*) of f(x).           
The regularity Assumption 2.2.2 is needed only in the continuous subspace ℝNr to rule out possible 
irregularities, such as linear dependence of gradients of active constraints.  In the discrete subspace ℤNz, 
regularity conditions are not needed [23].      
 
When solving discrete optimization problems, the Lagrangian relaxation method has been used [15, 
22] and shown to be especially powerful for solving separable programming problems.  In the method, the 
constraints of (2.1) are relaxed and the Lagrangian function is formed by introducing a vector of Lagrange 
multipliers T=(1,…, m) ℝm:  
 )()(:),( xgxfxL T  .  (2.3) 
The dual function, resulting from the minimization of the Lagrangian function (2.3), becomes 
 ),(min:)( xLq
Xx


 ,  (2.4) 
and the dual problem is to maximize the concave non-smooth dual function [22]:  
 )(max 

q , s.t.  ℝm,  ≥ 0.  (2.5) 
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When the original problem is integer or mixed-integer linear, the dual function is polyhedral concave 
and non-smooth [15].  In the subgradient method, to maximize the dual function, multipliers are updated 
according to:   
 ...,1,0,)]([1   kxgc kkkk  ,  (2.6) 
where []+ denotes projection onto the positive orthant, g(xk) is the subgradient of the dual function q() at 
k and ck is a positive scalar stepsize.  If equality constraints h(x) = 0 are present in the formulation, 
multipliers are updated according to (2.6) without projecting onto the positive orthant.   
Since q() is convex, dual values are not greater than the optimal dual value q*:=q(*) 
 *)( qq k  .  (2.7) 
Moreover, by the definition of subgradients, the following relationship holds:  
 )()()( ** kTkk xgqq   .  (2.8) 
Both sides of the inequality (2.8) are nonnegative owing to the inequality (2.7).  Therefore, subgradient 
directions from acute angles with directions toward *, and distances between the current multipliers and 
the optimum * can be decreased under the following condition on stepsizes [22]:  
 
...,1,0,
)(
))((2
0
2
*


 k
xg
qq
c
k
k
k  . 
 
(2.9) 
 While q* is unknown in practice, significant research has been done to guarantee convergence to * 
by adaptively estimating q*.  For example, in the subgradient-level method [7], q* can be adaptively 
adjusted based on such criteria as a sufficient ascent of a dual value or significant oscillation of the 
multipliers.     
 While subgradient directions are traditionally used to update multipliers, such directions may almost 
be perpendicular to directions toward *, thereby leading to slow convergence.  Moreover, while 
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optimization of the relaxed problem (2.4) is generally simpler than the optimization of the original 
problem (2.1)–(2.2), it can still be difficult when the relaxed problem is non-separable and NP-hard.  This 
usually leads to difficulties of fully optimizing the relaxed problem (2.4) and computing corresponding 
subgradient directions of the dual function (2.4).  Therefore, it is desirable to obtain multiplier-updating 
directions that form acute angles with directions toward * in a computationally efficient manner and to 
show that multipliers are moving closer to *.   
To reduce computational requirements by not requiring the relaxed problem to be fully optimized, the 
Lagrangian relaxation and surrogate subgradient method has been developed in [15] for separable integer 
programming problems under the assumption that the constraint functions are g(x) = Ax–b.  For our 
problem (2.1)-(2.2) under consideration, for any feasible solution xk  X of the relaxed problem, the 
surrogate dual is defined following [15] as: 
 )(~)()(:),(
~ kTkkkk xgxfxL   ,  (2.10) 
where  
 )(:)(~ kk xgxg    (2.11) 
is the surrogate subgradient direction. 
Since the relaxed problem is not fully optimized, surrogate dual values are generally above the dual 
surface and can be larger than q*, thereby causing the violation of (2.7).  As a result, surrogate subgradient 
directions may not form acute angles with directions toward *, and divergence may occur.  
To guarantee that surrogate subgradient directions form acute angles with directions toward *, the 
relaxed problem has to be sufficiently optimized, such that surrogate dual values (2.10) satisfy the 
following surrogate optimality condition:  
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 ),(
~
),(
~ 1 kkkk xLxL  ,  (2.12) 
and stepsizes have to be sufficiently small   
 
...,1,0,
)(~
),(
~
0
2
*


 k
xg
xLq
c
k
kk
k  . 
 
(2.13) 
Under the assumption that constraints are g(x) = Ax–b, it has been proved in [15,17] that multipliers move 
closer to * at every iteration when updated recursively:   
 ...,1,0),(~ˆ 1  kxgc kkkk    (2.14) 
 ...,1,0,]ˆ[ 11   kkk   
 (2.15) 
where xk satisfy (2.12), and ck satisfy (2.13). 
 In addition, it has been shown that the lower-bound property of a surrogate dual function is preserved 
 ...,1,0,),(
~ *  kqxL kk .  (2.16) 
 While convergence was proved [15, 17] when the constraints are g(x) = Ax–b, the proof in [15, 17] 
does not use or require linearity of g(x) to establish convergence.  Therefore, for general constraints g(x) 
under the regularity condition of Assumption 2.1.2, multipliers converge to * and the lower bound 
property (2.16) is preserved if multipliers are updated according to (2.14)-(2.15), and stepsizes satisfy 
(2.13). 
When the original problem (2.1)–(2.2) is separable, that is, the objective function f(x) and constraints 
g(x) are of an additive form, the relaxed problem (2.4) can be separated into Ns individual subproblems.  
Within the surrogate subgradient framework, it is sufficient to optimize the relaxed problem (2.4) with 
respect to several subproblems (<Ns), subject to the surrogate optimality condition (2.12), to obtain 
surrogate subgradient directions.  The accompanying computational effort is approximately 1/Ns per 
subproblem of the effort required to obtain subgradient directions.  
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 When the original problem (2.1)–(2.2) is non-separable or difficult to decompose into individual 
subproblems, the relaxed problem (2.4), subject to the surrogate optimality condition (2.12), can also be 
optimized with a sizable efficiency gain as compared to the subgradient method to obtain surrogate 
subgradient directions by optimizing the relaxed problem with respect to selected decision variables, 
while keeping other decision variables fixed.   
 The major difficulty of the surrogate subgradient method is its convergence, since the upper bound on 
stepsizes (2.13) cannot be specified due to the unavailability of q*.  In practical implementations, 
estimates of q* may violate (2.13), thereby leading to divergence.     
2.2.2. The Surrogate Lagrangian Relaxation Method  
In this section, the main theoretical contribution of this C, a new method is developed, and convergence to 
* is proved without requiring q*.  In the method, the surrogate optimality condition (2.12) and the 
multiplier-updating formulas (2.14) and (2.15) will be used.  To prove and guarantee convergence without 
requiring q*, instead of the stepsizing formula (2.13), a new formula to set stepsizes will be developed, 
and convergence of multipliers (2.14)-(2.15) to * will be proved.  In addition, it will be proved that an 
interleaved method [14] with the new stepsizing formula also converges to *.     
 The main idea is to obtain stepsizes such that distances between multipliers1 at consecutive iterations 
decrease, i.e.,  
 
,...2,1,10,ˆˆ 11   kk
kk
k
kk  .  (2.17) 
The stepsizing formula satisfying (2.17) can be derived by using (2.14).  Indeed, (2.14) and (2.17) imply 
                                                          
 
 
1 Strictly speaking, when dealing with inequality constraints g(x)0, distances between multipliers and projections of multiples from the 
previous iteration are considered rather than distances between multipliers.  
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 ...,2,1,10,)(~)(~ 11   kxgcxgc k
kk
k
kk  .  (2.18) 
In the new method, stepsizes ck satisfying (2.18) can always be uniquely obtained, unless norms of 
surrogate subgradients are zero2.   Therefore, norms of surrogate subgradients are subject to a strict 
positivity requirement: 
 0)(~ kxg .  (2.19) 
Since ck and ck-1 are positive scalars3, and norms of surrogate subgradients are strictly positive, (2.18) 
implies 
 
...,2,1,10,
)(~
)(~ 11


k
xg
xgc
c kk
kk
k
k  . 
 
(2.20) 
The combined multiplier-updating formula (2.14)-(2.15) and (2.17) can be viewed as a mapping from 
kˆ  (ℝM) to 1ˆ k ( ℝM).  Since the distances between multipliers at consecutive iterations always strictly 
decrease per (2.17), multipliers converge to a limit, and stepsizes approach zero.  When {k} are too 
small, however, stepsizes can approach 0 too fast, and the algorithm may terminate prematurely.  To 
avoid that, stepsizes (2.20) should be kept sufficiently large, and this can be achieved by keeping k 
sufficiently close to 1 as proved in the following theorem, the main result of this Chapter.   
Theorem 2.2.3 Suppose that multiplier-updating directions satisfy the conditions (2.12) and (2.19) and 
constraints (2.2) satisfy the regularity condition of Assumption 2.2.2.  If k satisfies the following 
conditions: 
                                                          
 
 
2 In the subgradient method, zero-subgradient implies that the optimum is obtained, and the algorithm terminates with the optimal primal 
solution.  In the surrogate subgradient method, zero-surrogate subgradient implies that only a feasible solution is obtained and the algorithm must 
proceed.        
3 Initial stepsize c0 is initialized to be a positive scalar, therefore, stepsizes ck, k = 1, 2, … satisfying (2.18) are positive. 
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 0
1


k
i
i ,   (2.21a) 
 and  
 0
1
lim 

 k
k
k c

,  (2.21b) 
then the mapping (2.14)-(2.15), with ck satisfying (2.20) has a unique fixed point *.       
This theorem is proved in three stages.  In Stage 1, convergence to a unique fixed point (not 
necessarily *) is proved under the condition (2.21a).  In Stage 2, convergence to * is proved by 
temporarily using q* to establish a lower bound on stepsizes.  In Stage 3, the proof is completed with an 
additional asymptotical condition (2.21b) without requiring q*.  
Proposition 2.2.4 With the stepsizing formula (2.20), the Lagrange multipliers (2.14)-(2.15) converge to 
a unique fixed point k
k


 lim  (not necessarily to *), provided (2.21a) and the norm positivity 
requirement (2.19) hold.                     
Proof  From (2.20) it follows that  
 
...,2,1,
)(~
)(~ 00
1


k
xg
xgc
c
k
k
i
i
k  . 
 
(2.22) 
Then by using (2.14) and (2.22), we get  
 



k
i
i
kk xgc
1
001 )(~ˆ  . 
 
(2.23) 
Since projections are non-expansive, (2.23) can be written as an inequality 
 



k
i
i
kk xgc
1
001 )(~  . 
 
(2.24) 
Since (2.21a) holds, kk  1  approach zero.   
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 To prove that multipliers converge to a unique fixed point, it will be proved that surrogate dual values 
approach dual values as kk  1 become small for a sufficiently large iteration k = L.  After that, the 
proof uses an argument similar to convergence results of the subgradient method with a diminishing 
stepsize rule as in [1, 2, 8, 9, 22].   
 To prove that surrogate dual values approach dual values, consider an arbitrary and a fixed value of 
multipliers  at an arbitrary iteration M.  A series of surrogate optimizations for the fixed value of , 
subject to the surrogate optimality condition (2.12), consecutively finds solutions xM+1, xM+2, … that satisfy 
 ),(
~
),(
~
),(
~
...)( 12 MMM xLxLxLq    ,  (2.25) 
until a dual value q() 
 
is reached.  Given the discrete nature of the original problem (2.1)–(2.2), only a 
finite number of iterations in (2.25) is required to reach q(), and )(),(
~
0  qxL kM 
 
for a positive number 
k0.  For example, when a problem has Ns subproblems, and one subproblem is optimized at a time, then 
q() is obtained within at most k0 = Ns iterations.   
 Following the same logic, when kk  1 are sufficiently small, surrogate subgradient directions 
approach subgradient directions.  Indeed, since kk  1 in (2.24) converge to zero, there exists an 
iteration L and a positive finite number l such that the distance between 
L and L+l is sufficiently small 
such that values q(L) and q(L+l) belong to the same facet of the dual function q().  As in (2.25), starting 
from an iteration L, a surrogate dual value ),(
~ LL xL   
converges to a dual value q(L+l) 
 
within a finite 
number of iterations l.  Therefore, starting from iteration L+l, surrogate subgradient directions become 
subgradient directions.  In the subgradient method with stepsizes approaching zero, multipliers converge 
to a fixed point:


k
lim k.                      
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 The condition (2.21a) alone is not sufficient to guarantee convergence to *, since stepsizes may 
approach 0 fast, thereby leading to a premature algorithm termination.  To avoid that, stepsizes will be 
kept sufficient large by temporarily introducing q*.   
Proposition 2.2.5. Sufficient Condition for Convergence to * With the stepsizing formula (2.20), 
condition (2.21a), and the norm positivity requirement (2.19), the Lagrange multipliers (2.14)-(2.15) 
converge to * if there exist  > k for all k and stepsizes satisfy the following lower-bound condition:
 
 
 



c
xg
xLq


2
*
)(~
),(
~
.   (2.26) 
Proof To prove that the multipliers  are optimal when stepsizes ck satisfy conditions (2.20) and (2.26), 
and stepsize-setting parameters k satisfy (2.21a), the following equality is to be established  
 *)( qq  .  (2.27) 
The lower-bound condition on stepsizes (2.26) leads to 
 2* )(~),(
~  xgcxLq  . 
 
(2.28) 
Conditions (2.21a) and (2.22) imply ck  0.  Since  > k, then c  0 as k  , and inequality (2.28) 
yields   
 0),(
~*   xLq .  (2.29) 
According to Proposition 2.3, k
k


 lim .  Since  > k, then 



 lim implies 
 0),(
~*   xLq .  (2.30) 
From the inequality (2.25) it follows that )(),(
~
  qxL  .  Therefore, by using (2.25) and (2.30) we get   
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 0)(*  qq .  (2.31) 
Therefore,  maximizes the dual function, and   is an optimum.            
 Theorem 2.2 will now be proved by contradiction by using condition (2.21b) without requiring q*.  It 
will be shown that a condition contrary to (2.26) does not hold under condition (2.21b), thereby proving 
that multipliers converge to *.  
Proof of Theorem 2.2.3. 
Proof  The formal proof follows by a contradiction.   
Step 1: Assuming that a condition contrary to Condition (2.26) holds, there exists  such that for all k  ,  
 2
*
)(~
),(
~
k
kk
k
xg
xLq
c

 .  (2.32) 
Under the surrogate optimality condition (2.12) and the condition (2.32), surrogate subgradient directions 
form acute angles with directions toward *, multipliers move closer to *, the lower bound property 
(2.16) of the surrogate dual is preserved, and the following inequality holds [15, 17]:  
 )(
~)(~)(),(
~
0 *** kkkTkkk xgxgxLq   .  (2.33) 
From (2.32) and (2.33) it follows that 
 
)(~)(~
)(~ *
2
*
k
k
k
kk
k
xgxg
xg
c
 


 .  (2.34) 
Therefore, for all k  , 
 
kkk xgc   *)(~ .  (2.35) 
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In general, stepsizes satisfying (2.20) and (2.35) may not lead to convergence, since stepsizes ck may 
decrease faster than distances between * and k, and multipliers may not reach *.  
Step 2: It will be proved that the condition (2.21b) ensures that stepsizes ck decrease slower than distances 
between * and k, and that the inequality (2.35) is violated as a result.   
Consider the inequality (2.35) at an iteration + m (m>0) 
 
mmm xgc    *)(~ .  (2.36) 
Since the inequality (2.32) holds by assumption, multipliers move closer to *, and there exists 0 <  +m-1 
< 1 such that 
 
1*1*   mmm   .  (2.37) 
The value of k (k  ) is the rate with which multipliers approach *.  When k  1,4 the contradiction 
will be established by showing that the left-hand side of (2.35) decreases slower than the right-hand side 
for sufficiently large values of k (< 1) as k increases.  With the stepsizing formula (2.20) and with the 
equality (2.37), the inequality (2.36) becomes  
 
1*111
1 )(
~ 
 
mmmm
m xgc

  .  (2.38) 
Following the same logic, the inequality (2.38) can be inductively represented in the following way:  
 0,)(
~ *
1
1







 mxgc
m
i
i
m
i
i




 


.  (2.39) 
                                                          
 
 
4 When  k<<1, the right-hand side of (35) decreases faster than the left-hand side as k increases.  This leads to the contradiction, and the 
theorem is proved.   
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To arrive at the contradiction, given that the left-hand of (2.39) is positive, the right-hand side of (2.39) 
will be proved to be arbitrarily small under (2.21b) as m increases.   
From (2.14)-(2.15), (2.37) and the non-expansive property of projections, it follows that  
 
k
kkk
k
k
k
xgc












*
*
*
1* )(~
: .  (2.40) 
The right-hand side of (2.40) can be expanded in Taylor series around ck  0, while keeping first two 
terms of the expansion by using the following relation: 
 
2
2 )(
)()(
)(
ch
chch
ch
c
c
T





,  (2.41) 
where h is a vector-valued function of c.  Therefore,  
 ))((
)(~)(
1 2
2
*
*
k
k
kkTk
k cO
cxg






 .  (2.42) 
Consider the following ratio: 
 
1
2
*
*
)(
)(~)(1
1
1
















 k
k
kTk
k
k
k
k cO
xg
c 



.  (2.43) 
The second term of the product in the right-hand side of (2.43) is bounded. Indeed, from the relation 
(2.33) it follows that  
 
k
k
k
kTk xgxg








*2*
* )(~)(~)(
,  (2.44) 
for any small  > 0.   
For sufficiently small ck, we can assume that -/2 < O(ck) < /2, therefore,  
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 )(
)(~)(
2 2*
*
k
k
kTk
cO
xg






.  (2.45) 
Assuming ||k-*||>>0, and ||g(x)||<M<, from (2.44) and (2.45) it follows that  
 





22
)(~
)(
)(~)(
2
0
*2*
* 



 Mxg
cO
xg
k
k
k
k
kTk
.  (2.46) 
Therefore, the reciprocal value in (2.43) is also bounded.  On the other hand, if ||k-*||< for any small 
 > 0, then k*, and the convergence is proved.  
When the asymptotical condition (2.21b) holds, the right-hand side of (2.43) converges to zero as k  .  
Therefore, the left-hand side of (2.43) converges to zero 
 0
1
1



k
k


.  (2.47) 
To arrive at the contradiction, we need to show that, while the left-hand side of (2.39) is constant for a 
given , the right-hand side can be made arbitrarily small as m, provided (2.47) holds.  That is, it 
remains to be proved that, for any predetermined and arbitrarily small value  > 0, there exists an iteration 
m satisfying   
 





 






1
1
m
i
i
m
i
i
.  (2.48) 
Based on (2.47), k approaches 1 faster than the entire expression in (2.47) approaches zero.  Therefore, 
there exists an iteration N such that for any n>N there exist a positive constant n>0, and for an arbitrarily 
small positive 1>0 the following conditions hold:  
 1
1
1






n
n   (2.49) 
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and  
 nn
  111 .  (2.50) 
From the inequality (2.49) it follows that  
 















1111
1
1
111
1
1




n
n
nn
n
.  (2.51) 
Based on (2.50), the inequality (2.51) becomes 
 






















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














 




 n
n
n
n
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n
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



 









1
1
1
1
1
1
1
1
1
1
1
1
11
1
1
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1
1
1
1
1
1
11
1
11
.  (2.52) 
Given that 1>0 is arbitrarily small, (2.52) becomes  
 n
nn
n
n
n
n




 













 

1
111
1
1 11~
1
1
.  (2.53) 
Therefore, given (2.21a),  
 0

k
ni
i
k
ni i
i



.  (2.54) 
Thus, the inequality (2.48) is established for an arbitrary small value  > 0 and iteration m.  Therefore, 
(2.39) becomes  
 
   *)(~ xgc .  (2.55) 
Since  > 0 is arbitrarily small, the inequality (2.55) does not hold for a fixed iteration.  Therefore, the 
inequality (2.34) does not hold for k = +m.  This contradicts the assumption, and convergence to 
* is 
proved.                           
 19 
 
Based on the convergence results proved in Theorem 2.2.3, the following Corollary discusses the 
convergence of the interleaved method [14] developed for separable problems.  In the method, Lagrange 
multipliers are updated after each subproblem is solved.   
Corollary 2.2.6 The interleaved method converges with the novel stepsizing formula (2.20) provided the 
conditions (2.21a) and (2.21b) hold. 
Proof The interleaved method is defined for separable problems.  For such problems, after constraints are 
relaxed, the Lagrangian function can be represented in an additive form L = L1 + … + LNs, and the relaxed 
problem can be separated into Ns subproblems.  To prove this Corollary, it is sufficient to show that the 
surrogate optimality condition (2.12) holds after one subproblem is solved.  Indeed, after a subproblem i 
is solved to optimality, and xi
k is obtained, then by definition of an optimum  
   ),,(),( ki
k
i
k
i LxL .  (2.56) 
Since the inequality (2.56) holds for all feasible, it also holds for xk-1 
 ),(),( 1 ki
k
i
k
i
k
i xLxL  ,  (2.57) 
Since subproblems, other than i, are not optimized, the following equality holds  
 ),(),( 1 
k
i
k
i
k
i
k
i xLxL  ,  (2.58) 
where x-i
k-1 = xj
k-1, j = 1, …, Ns, j  i.  Given that the problem is separable, and the Lagrangian is additive,  
 ),(),( 1 kkkk xLxL  ,  (2.59) 
where xk = (x1
k-1,…, xi
k,… xNs
k-1). 
 If the inequality (2.59) is strict, then the Corollary is proved.  If the inequality (2.59) holds as an 
equality, then the method proceeds by optimizing the next subproblem until the inequality (2.59) holds as 
a strict inequality.  If, nevertheless, after solving all the subproblems, the surrogate optimality condition is 
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satisfied as an equality, this means that a surrogate dual value equals to a dual value, and a surrogate 
subgradient direction equals to a subgradient direction.  This can happen if k-1 and k belong to the same 
facet of the dual function, and subgradient directions at iterations k and k-1 are equal.  At this point, the 
rest of the proof is identical to the results proved in Theorem 2.2 and Proposition 2.3.        
2.2.3. Convergence Rate of the Surrogate Lagrangian Relaxation Method  
Following the general framework of standard subgradient methods [8], it is proved in Proposition 2.2.7 
that when k are not too close to *, convergence rate is linear assuming that stepsizes ck are sufficiently 
small.    
 
Proposition 2.2.7. Under the Assumption 2.1.1 [8], the new method converges with a linear rate for 
sufficiently small stepsizes ck, assuming there exists a scalar >0 that satisfies  
 
...,1,0,),(
~ 2**  kxLq kkk  , 
 
(2.60) 
and stepsizes ck satisfy  
 
...,1,0,
2
1
0  kck

, 
 
(2.61) 
 and 
 
...,1,0,
)(~ 2
*
2
 k
xgc
k
kk


.  
 
(2.62) 
Proof  From the inequalities (2.33) and (2.60), it follows that  
 222*21* )(~)()21( kkkkk xgcc    . 
 
(2.63) 
Dividing both sides of (2.63) by 
2
* k  yields  
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(2.64) 
Intuitively, given that stepsizes are sufficiently small, and multipliers are sufficiently far from *, the last 
term is negligibly small, and the convergence rate is linear with k  (2.1-2ck) < 1.  To determine the 
neighborhood of *, to which the linear convergence can be guaranteed, the right-hand side of (2.64) 
should be less than 1, that is 
 
1
)(~)(
)21(
2
*
2
2
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
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k
kk
k
xgc
c

 . 
 
(2.65) 
Under the condition (2.62), the inequality (2.65) holds.               
Remark 2.2.8. Assumptions (2.60) and (2.62) imply the following assumption on stepsizes 
 
2
*
)(~
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~
k
kk
k
xg
xLq
c

 . 
 
(2.66) 
The assumption (2.66) is the condition on the stepsizes (2.13) used in the convergence proof of the 
surrogate subgradient method [15].  As stated earlier, under the condition (2.66), the lower bound of the 
surrogate dual is preserved per (2.16), thereby implying that the left-hand side of (2.60) is positive, and 
>0 that satisfies (2.60) exists.  In other words, under (2.62), assumptions (2.60) and (2.66) are 
equivalent.                         
2.2.4. Practical Implementation of the Surrogate Lagrangian Relaxation 
Method   
This subsection discusses practical implementation aspects of our method.  A constructive rule for setting 
parameters k is developed in Proposition 2.8 and proved to satisfy conditions (2.21a) and (2.21b) 
required for convergence to * without requiring q*.  Lastly, an algorithm of the method is presented. 
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Proposition 2.2.9 The stepsize-setting parameters k can be updated as follows to ensure that the 
multipliers converge to *: 
 ...,3,2,10,1,
1
1,
1
1  krM
k
p
Mk rp
k .  (2.67) 
Proof  Step 1: To show that stepsizes (2.22) converge to zero, it is sufficient to show that the following 
product converges to zero 
  
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i
i
Mi11
1
1 .  (2.68) 
For the ease of the proof, convergence of (2.68) to zero will be established by proving that the natural 
logarithm of (2.68) converges to -.  After taking the logarithm of the product (2.68), it becomes the sum 
of the logarithms  
    
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Indeed, as i  , the first term of the Taylor series expansion of 






pMi
1
1log  is 
Mi
1
 .  Therefore, the 
sum (2.69) converges to -, and stepsizes (2.22) converge to zero.  
Step 2: To show that condition (2.21b) of Theorem 2.1 holds, given (2.67), condition (2.21b) can be 
rewritten as  
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1
1
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1 
.  (2.70) 
As before, it will be shown that that the logarithm of (2.70) approaches -.  Consider the logarithm of the 
right-hand side of (2.70) 
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To prove the asymptotical condition (2.21b), it is sufficient to demonstrate that  
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Given that p  1 as k  , the following relation holds: 
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Using the L’Hopital’s rule leads to 
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Applying L’Hopital’s rule one more time yields  
         
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.  (2.75) 
As proved in the steps above, ck  0, and the condition (2.21b) holds.  Therefore, convergence of 
multipliers to * is proved.                     
The entire algorithm can be summarized in the following steps: 
Step 0: Initialize multipliers 0, obtain x0 by optimizing the relaxed problem, estimate qˆ of q* by using 
best heuristics available for a particular problem, initialize c0 according to  
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Step 1: Update k, for example, by using (2.67).  For given values (k, x
k), update stepsizes ck according to 
(2.20).  For given values (xk, k, ck), update multipliers according to (2.14)-(2.15) to obtain k+1.  
Step 2: For the given k+1, minimize the Lagrangian function until the surrogate optimality condition 
(2.12) is satisfied.  As a special case, for separable problems, it is sufficient to optimize just one 
subproblem (Corollary 2.5). 
Step 3: Check stopping criteria: CPU time, number of iterations, surrogate subgradient norm, distance 
between multipliers, etc.  If stopping criteria are satisfied, then go to Step 4.  Otherwise, go to Step 
1.   
Step 4: Obtain feasible solutions.  Problem-specific heuristics may be used to obtain feasible costs while a 
dual value provides a lower bound on the optimal cost.  A duality gap can then be calculated by 
using the best available feasible cost and the largest available dual value.   
As proved before, at convergence of multipliers, a surrogate dual value converges to a dual value.  If 
the algorithm is terminated before convergence, a dual value can be obtained by fully optimizing the 
relaxed problem.  In Section 2.3, it will be demonstrated that owing to reduced computational 
requirements, the new method can obtain a better dual value, a better feasible cost and a lower duality gap 
as compared to other methods.     
2.3. Numerical Testing  
The purpose of this section is to compare the surrogate Lagrangian relaxation method with other methods 
that are used for optimizing non-smooth dual function such as the subgradient-level method and the 
incremental subgradient method.  In Example 2.3.1, a small nonlinear (quadratic) integer problem is 
considered to demonstrate that, surrogate subgradient directions frequently form small acute angles with 
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directions toward the optimal multipliers, thereby alleviating the zigzagging issues that often accompany 
the subgradient method.  In Example 2.3.2, linear integer generalized assignment problems are considered 
to demonstrate that the new method is capable of handling large separable optimization problems.  It is 
then demonstrated that when simple heuristics are used to adjust relaxed problem solutions to obtain 
feasible costs, the method is capable of reducing the duality gap as compared to other methods such as the 
incremental subgradient method.  In Example 2.3.3, nonlinear integer quadratic assignment problem is 
considered to demonstrate the quality of the method for optimizing non-separable non-smooth dual 
problems, and the method is compared with the subgradient-level method.  The new method is 
implemented using CPLEX 12.2 on Intel® Xeon® CPU E5620 (2.12M Cache, 5.86 GT/s Intel® QPI) @ 
2.40GHz (2.2 processors) and 36.00 GB of RAM.   
Example 2.3.1.  A Nonlinear Integer Problem Consider the following nonlinear integer optimization 
problem   
    
 262524232221
06,5,4,3,2,1
1.05.01.05.01.05.0min xxxxxx
xxxxxx


  (2.77) 
 s.t. 02.02.02.048 654321  xxxxxx ,
0555250 654321  xxxxxx . 
 (2.78) 
After constraints (2.78) are relaxed by the multipliers 1 and 2, respectively, the Lagrangian function 
becomes  
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(2.79) 
Given that the objective function and coupling constraints in (2.77)-(2.78) are of an additive form, the 
relaxed problem can be separated into six individual subproblems:  
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 To compare subgradient and surrogate Lagrangian relaxation methods, the stepsizing formula (2.20) 
is used to update the multipliers within both frameworks.  The stepsize is initialized according to (2.76) 
by using an optimal value of the LP relaxation of (2.77)–(2.78), as an estimate of q*.  In the subgradient 
method, the relaxed problem (2.80) is optimized with respect to all {xi}, i = 1, …, 6.  Since the relaxed 
problem (2.80) is separable, individual subproblems can be solved individually.  In this example, three 
out of six subproblems are solved per iteration to obtain surrogate subgradient directions.  The multipliers 
1 and 2 are updated 18 iterations within the subgradient framework and 36 iterations within the 
surrogate Lagrangian relaxation framework.  In both frameworks, each subproblem is solved 18 times.  
The trajectories of the multipliers are shown in Figs. 1 and 2.   
 
Figure 2.3.1. Trajectories of the multipliers using the subgradient method  
 Figure 2.3.1 demonstrates that the subgradient directions g(xk) are frequently almost perpendicular to 
the directions *-k toward * (respective directions are shown in Figure 2.1 by solid and dashed arrows), 
and the multipliers zigzag causing slow convergence.   
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Figure 2.3.2. Trajectories of the multipliers using the surrogate subgradient method 
 In contrast, the surrogate directions )(~ kxg  (shown by a solid arrow in Figure 2.3.1) are smoother and 
frequently form smaller angles with the directions *-k toward * (shown by a dashed arrow in Figure 
2.3.2), thereby alleviating zigzagging and leading to faster convergence.   
Table 2.3.1. Comparison of the Subgradient and Surrogate Optimization Methods  
Method 
Number of 
iterations 
CPU time (s) 
Distance to 
the optimum
 
Subgradient method 18 2.75 3.574777 
Surrogate optimization 
method 
36 1.62 0.798711 
 
 Table 2.3.1 demonstrates that within the surrogate Lagrangian relaxation framework, the multipliers 
move closer to * as compared to the multipliers updated by using subgradient directions, thereby 
reducing the number of iterations required for convergence.  In addition, since the relaxed problem is not 
fully optimized in the new method, the surrogate subgradient directions are easier to obtain.  This also 
leads to faster convergence in terms of the computation time.  
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Example 2.3.2.  Generalized Assignment Problems. In generalized assignment problems, the total cost 
for assigning a given set of jobs to available machines is minimized.  Each job is assigned to one 
machine, and the total processing time for all jobs assigned to a machine should not exceed the machine’s 
time available.  Mathematically, the generalized assignment problem is formulated in the following way:  
 
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j
jiji
jix
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,,
,
min ,   0,0,0,1,0 ,,,  jjijiji bagx , (2.81) 
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, (2.83) 
where I is the number of jobs and J is the number of machines, ai,j is time required by machine j to 
perform job i and gi,j is cost for assigning job i to machine j.  Capacity constraints (2.82) ensure that the 
total amount of time, required by the jobs to be performed on a given machine, does not exceed the 
machine j’s time available bj.  Constraints (2.83) ensure that each job is to be performed on one and one 
machine only.  For more details, refer to [24-31]. 
 Since the objective function of (2.81) and constraints (2.82)-(2.83) are of an additive form, after 
relaxing constraints (2.83) by introducing the Lagrange multipliers, the problem is formulated in a 
separable form   
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(2.84) 
 As proved in Corollary 2.2.6, optimization with respect to only one subproblemis sufficient to satisfy 
the surrogate optimality condition 
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As discussed earlier, the accompanying computational effort is approximately 1/J per subproblem 
compared to the effort required to fully optimize the relaxed problem and obtain subgradient directions.   
Comparison to Standard Methods for Non-Smooth Optimization  To demonstrate the quality of the 
surrogate Lagrangian relaxation method, it is compared to existing methods available for optimizing non-
smooth dual functions, such as the simple subgradient method, the simple subgradient-level method, and 
the incremental subgradient method.  The comparison to the last two methods is especially important, 
since they do not require q* for convergence to *. 
The Simple Subgradient Method In the method [22], the relaxed problem (2.84) is fully optimized, and 
stepsizes are updated according to the following relation  
 20,
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k
k
k
xg
qUB
c , (2.86) 
where UB is the best feasible cost available at iteration k. 
The Simple Subgradient-Level Method In the method [7], the relaxed problem (2.84) is fully 
optimized, and stepsizes are updated according to the following relation 
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qq
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The Incremental Subgradient Method In the method [8], each subproblem is solved to optimality.  
After each problem is optimized, multipliers are updated and stepsizes are updated, similarly to the 
subgradient-level method, according to   
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where n is the number of subproblems, qlev is the best dual value obtained up until iteration k, and k is a 
parameter that decreases by a factor of 2 every time a significant oscillation of multipliers is detected, that 
is when multipliers “travel” a distance exceeding a predetermined value B  
 Bk  , (2.89) 
where 
 
1
1
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kk
kk  . (2.90) 
Once significant oscillations are detected, and condition (2.89) is satisfied, k is reset to 0.  For more 
information, refer to [7, 8]. 
  For a fair comparison of the methods, each subproblem is solved exactly once per iteration.  For 
example, within the subgradient method, minimization of the relaxed problem counts as one iteration.  In 
the incremental subgradient method, one iteration is complete once each subproblem is solved exactly 
once.  In the new method, 10, 2 and 1 subproblems were chosen to be solved for instances 
GAPd801600, GAPd201600, and GAPd159005, respectively.  Therefore, for these instances the number 
of sub-iterations is 8, 10, and 15, respectively.   
                                                          
 
 
5 For the GAP15900 instance, the implementation of the new method may resemble that of the interleaved method [14] since only one 
subproblem is optimized at a time.  The important difference between the new method and the interleaved method is the stepsizing formula.    
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Figure 2.3.3. Comparison of the surrogate Lagrangian relaxation method with parameters M = 25 and r = 
0.06 against: 1) the simple subgradient method with  = 1; 2) the subgradient-level method with 
parameters 0 = 100000 and B = 1000; 3) the incremental subgradient method with parameters 0 = 
100000 and B = 1000   
 
Figure 2.3.4. Comparison of the surrogate Lagrangian relaxation method with parameters M = 25 and r = 
0.06 against: 1) the simple subgradient method with  = 1; 2) the subgradient-level method with  0 = 
100000 and B = 500; 3) the incremental subgradient method with parameters 0 = 100000 and B = 1000  
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 Figure 2.3.5. Comparison of the surrogate Lagrangian relaxation method with parameters M = 25 and 
r = 0.06 against: 1) the simple subgradient method with =1; 2) the subgradient-level method with 
parameters 0 = 50000 and B = 750; 3) the incremental subgradient method with parameters 0 = 50000 
and B = 750  
 Figures 2.3.3-2.3.5 demonstrate performance of the surrogate Lagrangian relaxation method, as 
compared to subgradient methods.6  Numerical results indicate that within the incremental subgradient 
framework, multipliers approach * slowly, since stepsizes decrease to zero slowly.  This happens 
because as stepsizes decrease, it takes more iterations for multipliers to “travel” distance B.  This leads to 
slow convergence when multipliers move closer to *.  For a similar reason, convergence of the 
subgradient-level method can be slower as compared to the surrogate Lagrangian relaxation method.  
Since duality gaps of generalized assignment problems are typically small, a feasible cost can provide a 
reasonably good approximation of q* within the simple subgradient method.  However, convergence to * 
does not occur. The following figure demonstrates a comparison of duality gaps obtained by the new 
method and the incremental subgradient method for the GAP d201600 instance. 
                                                          
 
 
6 Performance of all methods in Figures 2.3-2.5 is tested by comparing distances to multipliers obtained by a subgradient method with non-
summable stepsizes [22] after sufficiently many iterations (>20000).    
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Figure 2.3.6. Comparison of the surrogate Lagrangian relaxation method with parameters M = 20 and 
r = 0.1 against the incremental subgradient method with parameters 0 = 500 and B = 15 for solving the 
GAPd201600 instance  
 As demonstrated in Figure 2.3.6, owing to the reduced computational effort, in the new method the 
dual value increases faster, and with the help of heuristics, feasible costs obtained are better, as compared 
to the incremental subgradient method.  As a result, the duality gap obtained by using the new method is 
smaller than the gap obtained by using the incremental subgradient method.   
Example 2.3.3. Quadratic Assignment Problems The objective of the Quadratic Assignment Problem 
(QAP) of order n is to find the best allocation of n facilities to n locations.  Formulated in 1957 by [32], 
the problem has been applied to planning of buildings in university campuses [33], arrangement of 
departments in hospitals [34], scheduling parallel production lines [35], and ranking of archeological data 
[36].  It has also been shown that QAPs can be applied to the field ergonomics to solve the typewriter 
keyboard design problem [37].  Mathematically, the quadratic assignment problem can be formulated as 
an integer programming problem: 
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where n is the number of facilities and locations, di,h is the distance between location i and location h, fj,l is 
the weight/flow between facility j and facility l (the net transfer of goods/supplies from facility j to l).  
Intuitively, two facilities with high flow should be built close to each other.  Binary decision variables xi,j 
corresponds to facility i being placed in location j iff xi,j = 1.  Assignment constraints (2.92) and (2.93) 
ensure that one and one facility only can be assigned to a specific location.   
 The problem formulation (2.91)-(2.93) is non-separable because of the cross-product of decision 
variables in the objective function of (2.91).  For a fair comparison of the methods, after the problem is 
linearized, branch-and-cut is used to obtain approximate solutions of the relaxed problem for the 
surrogate Lagrangian relaxation method and exact solutions of the relaxed problem for the subgradient-
level method.   
 After relaxing constraints (2.93) by introducing Lagrange multipliers, the relaxed problem becomes:  
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Since decision variables xi,j and xh,l are binary, feasible region for the product xi,jxh,l consists of the 
four points: (0,0), (0,1), (1,0), and (1,1).  Moreover, the product takes on the value of 1 if and only if both 
decision variables equal to 1.  Based on this observation, the relaxed problem can be equivalently 
rewritten in a linear form as: 
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(2.95) 
 To obtain subgradient and surrogate multiplier-updating directions, the linear problems formulation 
(2.95) is optimized by using branch-and-cut.  In the subgradient method, the relaxed problem (2.95) is 
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fully optimized.  In the surrogate Lagrangian relaxation method, the relaxed problem (2.95) is optimized 
approximately subject to the surrogate optimality condition:   
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In practice, the inequality (2.96) can be operationalized within the commercial solver CPLEX.  Given 
initial values 
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Figure 2.3.7. Comparison of the surrogate Lagrangian relaxation method with parameters M = 10 and 
r = 0.2 against the subgradient-level method with parameters: 1) 0 = 2000 and B = 6000; 2) 0 = 4000 
and B = 2000, and 3) 0 = 10000 and B = 1600 for the QAPChr20a instance [38].   
Figure 2.3.7 demonstrates performance comparison of surrogate Lagrangian relaxation and the 
subgradient-level method.  In the surrogate Lagrangian method, multipliers converge to the optimum with 
tolerance 0.001 within 800 iterations.  In the subgradient-level method, parameters k and B can be chosen 
to ensure fast convergence within first 200 iterations.  However, as stepsizes decrease, it can take many 
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iterations for multipliers to “travel” distance B, thereby leading to slow convergence as multipliers 
approach *.   
Example 2.3.4: Unit Commitment and Economic Dispatch problem with Combined Cycle units.  
The objective of the unit commitment and economic dispatch problem with conventional and combined 
cycle units is to commit units to satisfy the total system demand and reserve requirements by minimizing 
the total bid cost, consisting of the total cost on energy, spinning reserve and start-up cost while following 
transitions among combined cycle states.  Transmission capacity, ramp-rate, and minimum up and down 
time constraints will not be considered for simplicity.  Consider a market with I supply bids.  Each bid 
corresponds to either a conventional unit, or to a combustion/steam turbine generator that comprises a 
combined cycle unit.  Each bid indexed by i consists of energy and spinning reserve bidding prices ci
E and 
ci
S, startup costs Si, maximum and minimum generation levels p
E
i,max and p
E
i,min and maximum levels for 
spinning reserve pSi,max.  Energy bids can be modeled for each hour by up to ten blocks of energy with 
monotonically non-decreasing prices.   
a. Generation Capacity Constraints 
The energy and spinning reserve continuous decision variables corresponding to each bid i are denoted 
by pi
E(t) and pi
S(t), respectively. Energy and spinning reserve allocation status binary decision variables 
are denoted by xi
E(t) and xi
S(t). The relationship between these decision variables can be summarized as 
the following individual unit capacity constraints:  
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The startup cost Si(t) is incurred if and only if the unit i has been turned “on” from an “off” state at 
hour t  
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b. Energy Demand and Reserve Requirement Constraints  
The total power generated by units satisfying (2.97)-(2.99) should be equal to the system demand and 
satisfy total spinning reserve requirements PDS(t) at each hour t:  
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Figure 2.3.8. Transitions among the states in a combined cycle unit 
c. Combined Cycle Transitions 
Combined cycle unit can operate at multiple configurations of CTs and STs.  However, transitions 
among configurations may be constrained.  For example, steam turbines (ST) cannot be turned on if there 
is not enough heat from combustion turbines (CTs).  Transition rules [1], [2] for a configuration 
2CT+1ST are summarized in Figure 2.3.8.   
Therefore, to model CC units, in addition to constraints (2.97)-(2.100), constraints that capture such 
transitions are required.  Transitions can be modeled by using logical operators such as AND, OR, and  
(logical implication).  For example, a transition from 1CT to 2CT can be modeled as 
State       State 
2CT+1ST       2CT+1ST 
1CT+1ST      1CT+1ST 
2CT       2CT 
1CT       1CT 
None       None 
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Other transitions can be modeled in a similar fashion, and for brevity of explanation are not shown.  Such 
logical expressions can be linearized using the following relations: 
 a1 = 1 AND a2 = 0  a1 + 1 – a2 = 2,  (2.104) 
 a = 0  b = 0  -Ma  b  Ma,  (2.105) 
 a1  b1 OR a2  b2   
a1  b1+Mz1; a2  b2+Mz2; z1+z2=1. 
 
(2.106) 
where z1 and z2 are binary decision variables. 
In addition, the output of a ST is typically no more than 50% of the total CT output within one CC 
unit.  For example, for a configuration 2CT+1ST:  
  )()()( 2121 tptptp CTCTST  .  (2.107) 
The objective of the UCED problem with conventional and CC unit is to minimize the total bid cost:  
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while satisfying all constraints (2.97)-(2.107).   
The combination of SLR and B&C is implemented by using CPLEX 12.5.1 on Intel® Xeon® CPU E5620 
(2.12M Cache, 5.86 GT/s Intel® QPI) @ 2.40GHz (2.2 processors) and 36.00 GB of RAM.  Small- and 
medium-size instances are considered first to demonstrate that even in the presence of a few CC units, 
performance of B&C is poor as compared to performance of the combination of SLR and B&C.  A large-
scale UCED problem with 10 CC and 300 conventional units is then considered to demonstrate that the 
method is capable of efficiently solving large instances, and the new method is compared with branch-
and-cut.   
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Table 2.3.2. Bid Data for Example 2.3.4 
Unit 
Bid price 
($/MW) 
Start up 
cost ($) 
Pmax 
(MW) 
Pmin 
(MW) 
CC unit 
CT1 30 1200 455 100 
CT2 34 1150 350 60 
ST 35 1100 300 50 
C
o
n
v
en
ti
o
n
al
 u
n
it
s 
1 37 1000 200 30 
2 40 350 350 40 
3 42 350 320 40 
4 45 300 240 30 
5 47 300 200 30 
6 55 180 190 20 
7 57 180 180 20 
8 58 175 170 20 
9 59 160 160 20 
10 60 250 150 20 
11 62 200 140 20 
12 63 150 130 20 
 
 
Small and Medium-Sized UCED problems with Combined Cycle Units. UCED problems with several 
conventional and several CC units are considered.  For simplicity, only energy product is considered.  The 
bid data for an instance with 1 combined cycle and 12 conventional units is based on the data used in [13] 
and are shown in Table 2.3.2.  System demands for each hour are shown in the following Table 2.3.3. 
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Table 2.3.3. Demand Data for Example 2.3.4 
Hour  1 2 3 4 5 6 7 8 9 10 11 12 
Demand  1667 1700 1713 1687 1767 1800 1787 1827 1900 1933 2333 2467 
Hour  13 14 15 16 17 18 19 20 21 22 23 24 
Demand  2533 2600 2800 2833 2933 3000 2733 2567 2267 1800 1533 1567 
Other instances are created by sequentially adding CT2 and ST to each of the conventional units 
starting from unit 1, and the results are shown in Table 2.3.4.   
Table 2.3.4. Results for Small and Medium-Sized UCED problems of Example 2.3.4 
Number of CC 
units, number of 
conventional units 
Methods 
B&C  SLR + B&C  
Cost ($) 
CPU 
time (s) 
MIP 
Gap (%) 
Cost ($) 
CPU 
time (s) 
Duality 
Gap (%) 
1, 12 1,956,032 0.51 0 1,956,032 12 0.081 
2, 11 1,818,190 0.41 0 1,818,190 28 0.042 
3, 10 1,767,335 2.25 0 1,767,385 28 0.037 
4, 9 1,759,714 600 0.37 1,746,158 71 0.068 
6, 7 1,762,870 600 1.18 1,760,860 77 0.1 
 
Table 2.3.4 demonstrates that even as the number of CC units increases to 4 CC units, performance of 
B&C degrades.    
Large-Scale UCED problem with Combined Cycle Units  
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In this example, a UCED problem with 300 conventional and 10 CC units is considered.  For 
simplicity, only energy product is considered.   
Table 2.3.5.  Results for Large-Scale UCED of Example 2.3.4 
Method 
Feasible 
Cost 
Lower 
Bound 
Gap (%) 
CPU Time 
(min) 
B&C 50,260,500  45,305,200  9.859  30 
SLR + B&C  49,894,806  49,879,027  0.032  5 
 
This example demonstrates that the combination of SLR and B&C not only can efficiently solve the 
relaxed problem thereby reducing CPU time and ensuring a good lower bound, but also can obtain a good 
near-optimal cost.    
Example 2.3.5. Unit Commitment and Economic Dispatch with Combined Cycle Units and 
Transmission Capacity Constraints.  In this example, to demonstrate efficiency of the new method, the 
Unit Commitment and Economic Dispatch problem with combined cycle units [39]-[40] and transmission 
capacity constraints will be considered.   The Unit Commitment and Economic Dispatch problem seeks to 
minimize the total cost consisting of the total generation and the total start-up costs by determining which 
generators to commit and deciding their generation levels that satisfy generator capacity, ramp-rate and 
minimum up- and down-time constraints [41]-[42] and following transitions among states of combined 
cycle units while meeting the demand Pi
D at each node i and satisfying transmission capacity fl,max in each 
transmission line l. The constraints are formulated as follows: 
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Generation Capacity Constraints: Status of each bid7 mi (= 1, …, Mi) at node i (= 1, ..., I) indexed by 
(i,mi) is modeled by binary decision variables 𝑥(𝑖,𝑚𝑖)(𝑡): 𝑥(𝑖,𝑚𝑖)(𝑡) = 1 indicates that the bid was selected, 
and 𝑥(𝑖,𝑚𝑖)(𝑡)  = 0 otherwise.  If the bid is selected, energy 𝑝(𝑖,𝑚𝑖)(𝑡)  output should satisfy 
minimum/maximum generation levels:   
          max,,,min,, )()()( imiimiimiimiimi ptxtpptx  .  (2.109) 
 The startup cost 𝑆(𝑖,𝑚𝑖)(𝑡) is incurred if and only if the unit i has been turned an ‘on’ from an ‘off’ 
state at hour t  
         )1()()( ,,,,  txtxStS imiimiimiimi .  (2.110) 
Ramp-rate constraints ensure that the increase/decrease in the output of a unit does not exceed a pre-
specified ramp-rate within one hour.   
Minimum up- and down-time constraints ensure that a unit must be kept online/offline for a pre-
specified number of hours.  Formulation of ramp-rate and minimum up- and down-time constraints can be 
found in [41]. 
Transitions within Combined Cycle Units: Combined cycle units can operate at multiple configurations 
of combustion turbines (CTs) and steam turbines (STs).  However, transitions among configurations may 
be constrained.  For example, steam turbines cannot be turned on if there is not enough heat from 
combustion turbines.  Transition rules [39]-[40] for a configuration with two combustion turbines and one 
steam turbine (2.2CT+1ST) and their linear formulation can be found in [43]-[44].  
Demand Constraints: Committed generators need to satisfy energy nodal load levels Pi
D(t) either locally 
or by transmitting power through transmission lines.  The total power generated should be equal to the 
system demand:  
                                                          
 
 
7 Each bid corresponds to either a conventional unit, or to a combustion/steam turbine generator that comprises a combined cycle unit.   
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Power Flow Constraints: The power flow 𝑓(𝑏1,𝑏2)(𝑡) in a line that connects nodes b1 and b2 can be 
expressed as a linear combination of net nodal injections of energy: 
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Power flows in a line are essentially a linear combination of nodal injections with weights being al
i, 
referred to as ‘shift factors.’   
Transmission Capacity Constraints: Power flows in any line cannot exceed the transmission capacity 
flmax which for simplicity is set to be the same for each direction  
      max2121max21 )( ,bb,bb,bb ftff  .  (2.113) 
Objective Function. The objective of the UCED problem with conventional and combined cycle unit is 
to minimize the cost consisting on the total bid and start-up costs:   
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while satisfying all constraints mentioned before.  
   
Testing IEEE 30-bus system [45].   To test the new method, consider the IEEE 30-bus system that 
consists of 30 buses (I = 30) and 41 transmission lines (L = 41).  The original data are modified so that 
each bus numbered 1 through 10 has exactly one combined cycle unit (Mi = 1), and each of the buses 11 
and 12 has exactly one conventional generator.    
To solve the problem, only nodal demand constraints (2.111) are relaxed and the relaxed problem 
becomes:  
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subject to all constraints mentioned before with the exception of nodal demand constraints (2.111).   
A subproblem at iteration k can be written as: 
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subject to 
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Performance of the new method is compared to that of branch-and-cut, and the results are demonstrated in 
Figure 2.3.9.   
  
Figure 2.3.9. Comparison of the new method and branch-and-cut for the unit commitment problem  
 
 Figure 2.3.9 shows that without full decomposition, the new method obtains a good feasible solution 
within 10 minutes of clock time.  Upon comparison with the integration of surrogate Lagrangian 
relaxation and branch-and-cut with full relaxation, the new method converges faster judging by the 
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quality of the lower bound, and the method obtains better feasible solutions.  Performance of the method 
is also much better as compared to that of standard branch-and-cut.   
2.4. Conclusions 
The major breakthrough of this section is on the development of the novel Surrogate Lagrangian method 
and its convergence proof without requiring the optimal dual value and without fully optimizing the 
relaxed problem.  Stepsizes that guarantee convergence without requiring the optimal dual value have 
been obtained.  Under additional assumptions, convergence rate of the new method is proved to be linear.  
Also, at convergence of the multipliers, the new method generates a valid lower bound.  Numerical results 
demonstrate that the method reduces computational requirements by reducing the effort required to obtain 
surrogate directions and by alleviating zigzagging of the multipliers.  From the application point of view, 
an important extension of the method would be its combination with other methods in order to efficiently 
solve mixed-integer programming problems.  In particular, the future work would be to prove that the 
method can be combined with branch-and-cut in order to efficiently solve mixed-integer linear 
programming problems by exploiting both separability and linearity, thereby resolving the difficulties that 
frequently accompany pure branch-and-cut.   
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Chapter 3 
 
Augmented Surrogate Lagrangian Relaxation for Mixed-Integer 
Programming Problems  
 
For many important mixed-integer programming (MIP) problems, the goal is to obtain near-optimal 
solutions with quantifiable quality in a computationally efficient manner (within, e.g., 5, 10 or 20 
minutes).  An important subclass of MIP problems include “block-structured” [1] mixed-integer linear 
programming (MILP) problems, which can be viewed as  multiple subsystems interconnected through 
system-wide coupling constraints.  Examples include Generalized Assignment problems [2, 3], Location-
Routing problems [4-7], and Unit Commitment and Economic Dispatch problems [8-14].  Linearity can 
be exploited by branch-and-cut [15-17], and separability can be exploited by Lagrangian relaxation [3, 
18-22].  For example, after relaxing assignment constraints, Generalized Assignment Problems can be 
decomposed into machine subproblems [2, 3], and Unit Commitment and Economic Dispatch problems 
can be decomposed into unit subproblems after relaxing system demand constraints [8-14].   However, 
time required to obtain solutions with good quality by branch-and-cut and Lagrangian relaxation is 
frequently large [23-24].  Such difficulties arise because of fundamental difficulties as will be explained 
ahead.    
Branch-and-Cut To solve MILP problems, branch-and-cut [15-17] attempts to obtain the “convex hull” 
by using “facet-defining” cuts.  Then the optimal solution is obtained at one of the vertices of the convex 
hull.  One way to obtain facets of the convex hull is by using “lift-and-project” cuts [25-32].  Another 
way to obtain facets of the convex hull is by using Gomory cuts [33-38].  Cuts are created after linearly 
combining constraints and then rotating and shifting resulting hyperplanes.  When solving block-
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structured MILP problems, the method does not exploit “block structures,” and constraints within one 
block are handled globally thereby affecting the solution process of the entire problem and leading to 
slow convergence.  When the convex hull has complicated facial structures, facet-defining cuts are 
difficult to obtain, and the method relies mostly on time-consuming branching operations [39-40].  These 
difficulties have been vividly demonstrated for unit commitment problems with combined cycle units that 
arise in power systems [41-42].     
Lagrangian Relaxation and Surrogate Lagrangian Relaxation  The “block structure” can be exploited 
within Lagrangian relaxation, and complexity of resulting subproblems and associated convex hulls is 
drastically reduced.  However, the method may require significant computational requirements and suffer 
from slow convergence because frequently used subgradient methods [8-14, 43-50] requires solving all 
subproblems to update Lagrange multipliers.  These computational difficulties have been overcome by the 
surrogate subgradient method without solving all subproblems [51].  Resulting surrogate subgradient 
directions are smoother and form smaller acute angles toward the optimal multipliers as compared to 
subgradient directions, thereby alleviating zigzagging and reducing the number of iterations required for 
convergence.  However, convergence proof and practical implementations of the method critically require 
the knowledge of the optimal dual value, thereby leading to major convergence difficulties.  These 
difficulties have been overcome by our recently-developed Surrogate Lagrangian Relaxation method [52].  
The difficulty of the method is that levels of constraint violations may not reduce fast enough.   
Method of Multipliers (“Augmented Lagrangian Relaxation”)  To accelerate the reduction of violation 
levels of relaxed constraints, the method of multipliers (referred to as “Augmented Lagrangian relaxation” 
(ALR)) [53-57] was proposed in the late 1960s by Hestenes [53] and Powell [54] whereby constraint 
violations are penalized by introducing quadratic penalty terms.  Under assumptions of convexity and 
smoothness of the objective function and constraints, convergence has been established [55].  The ALR 
method has been used for MILP [57] problems and it has been shown duality gap approaches zero.  
However, the associated computational effort may be large because of the combinatorial nature of the 
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problems.  While Augmented Lagrangian relaxation has been one of the fastest methods, because of the 
introduction of quadratic penalty terms, the relaxed problem is nonlinear and non-separable.   
In this Section, to solve MIP problems to obtain near-optimal solutions with quantifiable quality and 
within strict time limits, a novel solution methodology is developed.  In Section 3.1, the surrogate 
Augmented Lagrangian relaxation methodology is developed based on our recent Surrogate Lagrangian 
Relaxation with major improvements on convergence through the introduction of quadratic penalty terms 
as motivated by the fast convergence of Augmented Lagrangian relaxation.   
In Section 3.2, when specializing to solving MILP problems by using the surrogate Augmented 
Lagrangian relaxation method, existing linearization methods and their difficulties are presented.  To 
preserve fast convergence characteristics of surrogate Augmented Lagrangian relaxation while exploiting 
linear solvers, the augmented relaxed problem is linearized through the novel V-shape linearization 
scheme that preserves positions of minima.   
In Section 3.3, when further specializing to solving block-structured MILP problems, the linearized 
relaxed problem is decomposed into smaller subproblems with exponentially reduced complexity as 
compared to the original problem thereby drastically reducing computational requirements.  Moreover, 
analytical subproblem solutions are obtained thereby making the reduction of computational requirements 
even more drastic.   
In Section 3.4, key steps of the algorithm for solving MIP and MILP problems will be provided 
together with an explanation of the process of obtaining of feasible solutions and the development of 
novel guidelines for selecting penalty coefficients. Computational efficiency of the new method is 
improved by exploiting the novel observation that after multipliers are updated, subproblem constraints 
do not change.  Correspondingly, subproblem convex hulls never change.  In an ideal situation, if such 
invariant convex hulls are obtained and kept, subproblems become LP problems and can be solved very 
efficiently without further cutting 
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In Section 3.5, efficiency of whole-problem and subproblem cuts is discussed.  In particular, it is 
proved that under fairly reasonable assumptions, efficiency of subproblem cuts is equivalent to that of 
whole problem cuts.   
In Section 3.6, it is demonstrated numerically that convergence of the new method is more stable as 
compared to standard subgradient methods.  When solving large-scale MILP problems whereby convex 
hulls are difficult to obtain such as generalized assignment problems and unit commitment problems with 
combined cycle units, it is demonstrated the new method is robust and much more efficient as compared 
to frequently-used branch-and-cut and our recent surrogate Lagrangian relaxation, and represents a major 
step forward to solve difficult MILP problems.   
3.1. Mixed-Integer Programming and Surrogate Augmented Lagrangian 
Relaxation  
After presenting a mixed-integer programming (MIP) problem, motivated by fast convergence of 
Augmented Lagrangian relaxation (ALR) [53-57], surrogate Augmented Lagrangian relaxation (SALR) 
will be developed whereby complexity involved in solving relaxed problems will be reduced by requiring 
the “surrogate subgradient condition,”  which guarantees that surrogate subgradient directions form acute 
angles with directions toward optimal multipliers.  Moreover, surrogate directions are smooth, zigzagging 
is alleviated, and under appropriate choices of stepsizes convergence is guaranteed.   
3.1.1. Mixed-Integer Programming  
Consider a MIP problem in a general form:  
 ),(min,
yxf
yx
, subject to 0),( yxg , (x, y)  Ω,  (3.1) 
where Ω is a bounded and non-empty subset of ℝ𝑝×ℤ𝑛  and functions f(x, y) and g(x, y) satisfy the 
following assumption.  
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Assumption 3.1.1. (Boundedness) Function f(x, y) is bounded from below and g(x, y) is bounded from 
above and below. 
3.1.2. Augmented Lagrangian Relaxation 
After converting inequality constraints g(x, y) ≤ 0 into equality constraints by introducing non-negative 
continuous slack variables 𝑧 ℝ𝑚, 𝑧 ≥ 0, the Augmented Lagrangian function can be written as:  
 
2
),(
2
)),((),(),,,( zyxg
c
zyxgyxfzyxL
k
T
kc
  , (𝑥, 𝑦)ℝ𝑝×ℤ𝑛, 𝑧 ℝ𝑚, 𝑧 ≥ 0, 
𝜆 ∈ ℝ𝑚, z ≥ 0.  
(3.2) 
Here {ck} are nonnegative scalar penalty coefficients.  The augmented relaxed problem is defined as: 
 ),,,(min,,
zyxL kczyx
, (x, y)  Ω, 𝜆𝑇 ∈ ℝ𝑚. (3.3) 
 The augmented dual function that results from solving the relaxed problem (3.3) can be defined as:  
 ),,,(min:)( ,,
 zyxLq kczyxkc
 , (x, y)  Ω,  𝑧 ℝ𝑚, 𝑧 ≥ 0, 𝜆𝑇 ∈ ℝ𝑚. (3.4) 
3.1.3. Surrogate Augmented Lagrangian Relaxation   
Generally, the minimization in (3.3) can be time-consuming, and as a result, the traditionally used 
subgradient method may require significant computational effort.  Moreover, subgradient methods 
frequently suffer from zigzagging of multipliers.  To alleviate these difficulties, the complexity is reduced 
by requiring the satisfaction of the following surrogate optimality condition [52, p. 178]: 
    kkkkkc
kkkk
kc
zyxLzyxL  ,,,
~
,,,
~ 111  , (3.5) 
where  kkkkkc zyxL ,,,
~
 is the surrogate augmented dual value defined for a feasible solution (xk, yk, zk) of 
(3.3) as:  
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       2),,(~
2
),,(~),(:,,,
~ kkk
k
kkkTkkkkkkk
kc
zyxg
c
zyxgyxfzyxL   . (3.6) 
Surrogate subgradient directions are defined for a feasible solution (xk, yk, zk) of (3.3) as:  
 kkkkkk zyxgzyxg  ),(:),,(~ , (3.7) 
If solution (xk, yk, zk) satisfies (3.5), then directions (3.7) form acute angles with directions toward 𝜆𝑐
∗ .  
Therefore, under appropriate choice of stepsizes 𝑠𝑘, multipliers move toward the 𝜆𝑐
∗  when updated in the 
following way: 
 ),,(~1 kkkkkk zyxgs  . (3.8) 
Convergence of the multiplier-updating scheme (3.8) under condition (3.5) will be discussed in the 
following subsection 3.1.4.  
3.1.4. Convergence of Surrogate Augmented Lagrangian Relaxation   
To guarantee convergence, diminishing stepsizes will be computed following Bragin, et al [52] based on 
the notion of contraction mapping as:  
  
 
10,
,,~
,,~ 1111


kkkk
kkkk
k
k
zyxg
zyxgs
s  . (3.9) 
A specific formula for setting k to guarantee convergence without requiring the optimal dual value is:  
 10,1,
1
1,
1
1  rM
kMk r
k   . (3.10) 
It will be assumed that the penalty coefficients are constant ck = c.  The result can be summarized in the 
following Theorem.   
Theorem 3.2.1. (Convergence of SALR).  Suppose that multipliers are updated per (3.8), surrogate 
optimality condition (3.5) is satisfied, stepsizes are set according to (3.9)-(3.10) and penalty coefficients 
are constant.  If k satisfies the following conditions: 
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 0
1


k
i
i ,  (3.11) 
 and  
 0
1
lim 

 k
k
k s

, (3.12) 
then multipliers converge to 𝜆𝑐
∗  that maximize the following augmented dual function:  
     ,,,min,, zyxLq czyxc  , (x, y)  Ω ⊂ ℝ
𝑝×ℤ𝑛, 𝑧 ℝ𝑚, 𝑧 ≥ 0, and 𝜆𝑇ℝ𝑚.  (3.13) 
The goal of the proof is to satisfy the result of Polyak [58] whereby convergence was established with 
diminishing and non-summable stepsizes, and Theorem will be proved using three Propositions.  In 
Proposition 3.1.3, it will be proved that stepsizes (3.9)-(3.10) with condition (3.11) satisfy the diminishing 
property.  Moreover, under condition (3.11), surrogate dual values (3.6) approach dual values and 
multipliers converge to a unique limit (not necessarily optimal).  In Proposition 3.1.4 an asymptotical 
representation of stepsizes (3.9) will be derived under condition (3.12).  In Proposition 3.1.5, it will be 
proved that stepsizes satisfy the non-summability property required in [58] for convergence to the 
optimum. 
Proposition 3.1.3. With the stepsizing formula (3.9)-(3.10), the Lagrange multipliers (3.8) converge to a 
unique limit (3.not necessarily optimal), provided the surrogate optimality condition (3.5) and condition 
(3.11) hold. 
Proof Since stepsizes (3.9) are updated recursively, they can be represented as:  
  
 kkk
k
i
i
k
zyxg
zyxgs
s
,,~
,,~ 0000
1


  (3.14) 
Therefore, under condition (3.11), the diminishing property of stepsizes follows immediately.  To prove 
convergence with diminishing stepsizes, it needs to be shown that under the surrogate optimality 
condition (3.5), surrogate dual values (3.6) approach dual values.  Indeed, consider a fixed value of 
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multipliers λ and a fixed value of penalty coefficients c.  Then after an iteration N, a series of surrogate 
optimizations will lead to   
       ,,,~,,,~,,,~... 111222 NNNcNNNcNNNc zyxLzyxLzyxL   . (3.15) 
Because of the discrete nature of the problem, the dual value will be reached after a finite number of 
iterations: 
         ,,,~,,,~,,,~... 111222 NNNcNNNcNNNcc zyxLzyxLzyxLq   . (3.16) 
Since stepsizes (3.14) approach zero because of (3.11), the same argument will hold when stepsizes are 
sufficiently small.  Therefore, after certain iteration, convergence of the method will essentially follow 
that of a subgradient method with diminishing stepsizes.                □ 
Proposition 3.1.4. An asymptotic representation of stepsizes (3.9)-(3.10) under condition (3.12) is:  
 
 


























1
0
1
0
0
0
1
0
1
k
i
i
i
j
j
k
j
j
k
Ks
s
s


, where 
 
 111 ,,
,,


kkk
kkk
k
zyxg
zyxg
 . (3.17) 
Proof A series 





 
k
k
s
1
 in (3.12) with non-negative terms is convergent to zero.  Therefore, (3.12) can be 
written as   
 0,1  kkkk KsK ,  (3.18) 
where {Kk} is a non-negative series approaching zero.  Also, it is natural to assume that each term is 
bounded   
 Kk CK  .  (3.19) 
At iteration 1, from (3.18) stepsize setting parameter α1 can be expressed as:   
 111 1 sK .   (3.20) 
From the stepsizing formula (3.9) and expression for α1 in (3.20), stepsize s1 at iteration 1 can be 
expressed as: 
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   01101 1 ccKs  ,  (3.21) 
The equation (3.21) is linear in terms of s1, and solving (3.21) for s1 one gets:  
 
010
00
1
1 sK
c
s



 . (3.22) 
To derive the general asymptotic expression for sk, consider an expression for s2:   
 
0201010
001
010
00
21
010
00
1
121
11
2
1
1
1
1
1 sKsK
s
sK
s
K
sK
s
sK
s
s

















 . (3.23) 
In a similar fashion, the expression for s3 can be obtained as:  
 
.
1
1
1
1
1 030120201010
0012
0201010
001
32
0201010
001
2
232
22
3
sKsKsK
s
sKsK
s
K
sKsK
s
sK
s
s

















  (3.24) 
Following the pattern, an expression for sk can be inductively represented as in (3.17).       □ 
Proposition 3.1.5. (Non-summability of (3.17)) Stepsizes (3.17) are non-summable.   
Proof To prove the non-summability of stepsizes, consider the following sum:  
 














 





















 





 1 1
0
1
0
0
0
1
0
1
1
k k
i
i
i
j
j
k
j
j
k
k
Ks
s
s


.  (3.25) 
In the following, to prove the non-summability of (3.17), a lower bound of the right-hand side of (3.25) 
will be derived and proved to be infinite thereby implying that the summation in (3.25) is infinite.  To 
derive the lower bound, Assumption 3.1.1 leading to the boundedness of subgradient norms and 
boundedness of Kk in (3.19) will be used.  
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 First, the boundedness of 


1
0
k
j
j from above follows from Assumption 2.1.  Indeed, since the domain Ω 
is bounded and non-empty, the norms of constraints are bounded: 
 
 
 
 
 
0
,,
,,
,,
,, 0001
0
111
1
0






 C
zyxg
zyxg
zyxg
zyxg
kkk
k
j
jjj
jjj
k
j
j  for all k.  (3.26) 
Second, the boundedness of 1
0









i
i
j
j K follows from the definition of ηk and 
 
 
 
 
 



















C
zyxg
zyxg
C
zyxg
zyxg
CCK
jjj
K
i
j
jjj
jjj
KK
i
j
ji
i
j
j
111
000
0
111
0
1
0 ,,
,,
,,
,,
  for all i.  (3.27)) 
The summation in the denominator of (3.25) can be estimated by using (3.27) as   
 kCCK
k
i
k
i
i
i
j
j  


















1
0
1
0
1
0
 .  (3.28) 
Therefore, (3.25) can be estimated by using (3.26) and (3.27) as  
 














 















 1
0
1
0
0
1 1
1
1 kkk
k
k
sC
C
C
kCs
sC
s

.  (3.29) 
By using the change of variables 1
1
0








sC
k  , the last summation can be represented as:  
 

















































0
1
2
00
1
0 1
11
1
1
1
sC
k
sCsC
C
C
k
sC
C
C



.  (3.30) 
The fractional part of any number is between 0 and 1, therefore,  
 1
11
0
00










sCsC
.  (3.31)) 
From (3.31) is follows that   
 01
11
1
00










sCsC
.  (3.32) 
Therefore, each term in the right-hand side of (3.30) can be estimated as: 
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.
1
1
11
1
00











 sCsC
 
 (3.33)) 
Based on inequalities (3.30)-(3.33), inequality (3.29) can be written as:  
  




















 


























0
1
2
1
0
1
0
0
1
1
1
1
1
sC
kkk
k
C
C
k
sC
C
C
kCs
s
s



.   (3.34) 
Therefore, stepsizes (3.9)-(3.10) that satisfy conditions (3.11-12) approach zero and are non-summable.  □ 
Proof of Theorem 3.1.2 follows from Propositions 3.1.3-3.1.5 and is summarized below.  
Proof of Theorem 3.1.2 As proved in Proposition 3.1.3, the SALR method behaves as the subgradient 
method under condition (3.11).  In Propositions 3.1.4-3.1.5 it is proved that stepsizes are non-summable 
under condition (3.12).  Therefore, following the classical result of Polyak [58], the multipliers within the 
SALR method converge to 𝜆𝑐
∗ .                   □  
Proposition 3.1.6. (Rate of Convergence of SALR)  The rate of convergence of the SALR method is 
linear outside of a sphere centered at 𝜆𝑐
∗  with the radius of the sphere defined in the following inequality: 
  
*
2
,,~
c
k
kkkk zyxgs


 , (3.35) 
assuming that the positive constant μ exists such that  
     2** ,,,~ ckkkkkccc zyxLq   . (3.36) 
Also, stepsizes are assumed to be sufficiently small 
 
2
1
0  ks . (3.37) 
Proof Steps of the proof follow closely those of Proposition 2.5 in [52] provided to the surrogate 
Lagrangian relaxation.                        □ 
 Within SALR, because of penalization of constraint violations it is expected that the norm of 
surrogate subgradients will reduce faster than within SLR.  Therefore, the sphere centered at 𝜆𝑐
∗  outside of 
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which linear convergence is possible will have a smaller radius within SALR per (3.35).  Therefore, 
within SALR multipliers can get closer to the optimum with a linear rate.  
3.2. Surrogate Augmented Lagrangian Relaxation and V-shape 
Linearization for MILP Problems  
In this section, a general formulation of an MILP problem will be presented in subsection 3.2.1.  To 
achieve linearity of augmented relaxed problems, current linearization methods and associated difficulties 
will be presented in subsection 3.2.2.  In subsection 3.2.3, to preserve fast convergence of Augmented 
Lagrangian relaxation while exploiting linear solvers, the augmented relaxed problem is linearized 
through the novel V-shape linearization scheme that preserves positions of minima.  In subsection 3.2.4, 
convergence of the resulting combination of surrogate Augmented Lagrangian relaxation and branch-and-
cut (3.SALR+B&C) will be proved.  
3.2.1. Mixed-Integer Linear Programming   
An MILP problem can be formulated following [24] as:   
    ),(,tosubject,min
,
yxbEyAxydxd yx
yx
, (3.38) 
where Ω is a subset of ℝ𝑝×ℤ𝑛, with ℝ denoting the set of real numbers and ℤ the set of integers.  Vectors 
x and y are p1 and n1 column decision vectors, respectively.  Matrices A and E are have dimensions 
mp and mn, dx is a 1p vector, dy is a 1n vector, b is an m1 column vector.  To existence of solutions 
to (3.38) will be guaranteed per following Assumptions.   
Assumption 3.2.1 (Boundedness) The domain of (3.38) Ω is bounded and non-empty. 
Assumption 3.2.2 (Full rank)  Matrices A and E are full-rank. 
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3.2.2. Augmented Lagrangian Relaxation   
Following subsection 3.1, the Augmented Lagrangian function is formed by converting inequality 
constraints in (3.38) into equality constraints by introducing non-negative continuous slack variables 
𝑧 ℝ𝑚, 𝑧 ≥ 0, introducing real-valued multipliers 𝜆𝑇 = (𝜆1, … , 𝜆𝑚)ℝ
𝑚, and penalizing violations of 
relaxed constraints:   
       2
2
,,, zbEyAx
c
zbEyAxydxdzyxL
k
Tkyxk
kc
  .  (3.39) 
Here {ck} are nonnegative scalar penalty coefficients.  At every iteration, the following augmented 
relaxed problem is solved:   
  kkczyx zyxL ,,,min,, , (x, y)  Ω ⊂ ℝ
𝑝×ℤ𝑛, 𝑧 ℝ𝑚, 𝑧 ≥ 0, and 𝜆𝑇ℝ𝑚. (3.40) 
The major difficulty is that (3.40) is nonlinear because of quadratic penalty terms that include squares 
and cross-products of decision variables.  Therefore, the problem (3.40) cannot be solved by using 
branch-and-cut.  To present existing linearization method and their drawbacks, a simple example will be 
considered.   
Example 3.2.1 (Difficulties of Existing Linearization Approaches) Consider a simple MILP example:  
  yxyx 43min,  , s.t.  3 yx , yx, ℝ×ℤ, and    .10,010,0   (3.41) 
Following (3.39), the relaxed problem corresponding to (3.41) is:  
     






2
,
3
2
343min yx
c
yxyx
yx
 , yx, ℝ×ℤ, and    .10,010,0   
(3.42) 
 
Two linearization approaches will be presented together with their pros and cons.  
A simple approach to linearize the penalty function at iteration k is by fixing certain decision 
variables at their values at iteration k-1:  
 14 
 
 
    





  33
2
343min 11
,
kk
yx
yxyx
c
yxyx  , yx, ℝ×ℤ, and
   .10,010,0     
(3.43) 
However, because the objective function is linear, solutions will always be at boundaries of the domain Ω.  
This will lead to jumping of solution values from one extreme to another, resulting in zigzagging of 
multipliers and slow convergence.  As a result, convergence characteristics will be drastically affected 
through the linearization (3.43).  To avoid this situation, deviations of solutions from previous values are 
typically penalized as:   
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3
2
3343min kkkkkk
yx
yyyxcyxxyxcxyxyx

 ,
yx, ℝ×ℤ, and    .10,010,0       
(3.44) 
The problem (3.44) is still nonlinear and cannot be solved by using MILP solvers such as branch-and-cut.   
 To exploit linear solvers when solving the augmented relaxed problem (3.40) while preserving fast 
convergence characteristics of the SALR method, the novel V-shape linearization will be developed in the 
following subsection 3.2.3.    
3.2.3. V-shape Linearization   
To avoid the above-mentioned difficulties, a novel three-step V-shape linearization process of the entire 
problem (3.40) is introduced.  In this way, it will be ensured that solutions of the linearized relaxed 
problem and solutions of (3.40) are the same by design thereby preserving convergence characteristics of 
SALR.  In the first step, a convex extension of (3.40) without bounds on (x, y, z) and without integral 
restrictions on y will be considered:  
  kkczyx zyxL ,,,min,, , (x, y)  ℝ
𝑝×ℝ𝑛, 𝑧 ℝ𝑚, and 𝜆𝑇ℝ𝑚. (3.45) 
A minimum of (3.45) with respect to one decision variable at a time is evaluated after taking a partial 
derivative.  Since the objective function in (3.45) is quadratic its partial derivatives are linear, and the 
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minimum of (3.45) is a linear function of other variables.  In the second step, this linearity is exploited to 
construct piecewise-linear V-shape functions with the same minima of (3.45) through the use of absolute 
values with slopes appropriately defined, and the V-shape function with the same minimum as that of 
(3.45) is constructed by taking a linear combination of individual V-shape functions.  Because the domain 
Ω in (3.40) is bounded, y is discrete and z is non-negative, solutions to (3.45) will be projected onto 
respective feasible sets.  In the third step, each absolute function is linearized following [59, p. 28], and 
projections of solutions will be linearized using big-M inequalities.   
Step 1: Evaluation of Minima. To obtain the minimum of (3.45) with respect to each variable, 
derivations will be first shown for xi, the i
th component of x.  For convenience of derivations, after 
grouping terms containing x, (3.39) can be represented as: 
       






 zbEyydzbEy
c
dxAxzbEyAxcAxAx
c Tky
k
TxTkTTTTkTT
k

2
2
)(
2
. (3.46) 
The last term in parentheses does not contain variables x and will be omitted.  Remaining terms 
containing xi are: 
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dxAxzbEyAxcxAAxcAAx
c
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
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

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

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2
2 . (3.47) 
Here Ai is the i
th column of matrix A and 𝑑𝑖
𝑥 is the ith component of 𝑑𝑥.  The expression in (3.47) can be 
rewritten as: 
 







x
i
kT
i
T
i
k
ij
jj
T
i
k
ii
T
ii
k
dAzbEyAcxAAcxAAx
c
)(
2
2 . (3.48) 
Because matrix A is full rank by Assumption 3.2.2, the inverse of Ai
TAi exists, and the minimum of (3.48) 
can be obtained after taking a partial derivative of (3.48) with respect to xi, equating the derivative to zero 
and solving for xi:  
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1
min, . (3.49) 
Since the Augmented Lagrangian function (3.39) is quadratic, all its partial derivatives are linear and the 
minimum (3.49) is a linear function.  However, because the domain Ω is bounded, (3.49) need to be 
projected onto it.  The resulting projected minimum can be denoted as [xi,min]Ω.  In a special case of simple 
bounds such as 𝑥𝑖 ∈ [𝑥𝑖
𝑙 , 𝑥𝑖
𝑢], the projection can be written as:  
     uiliii xxxx ,,maxmin min,min,  .  (3.50) 
In a similar fashion, minima with respect to yi and zi can be obtained as [yi,min]Ω, [zi,min]+  where yi,min, zi,min 
are defined as:  
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min, , and ii bEyAxz )(min,  . (3.51) 
Since decision variables yi are discrete, yi.min in (3.51) will not be the actual minimum of (3.40).  In Figure 
3.2.1, it is shown that the discrete valued minimum yi
* does not coincide with the minimum yi.min of the 
convex extension (3.45).  In the following Step 2, this issue will be resolved by constructing V-shape 
function with the same positions of discrete as well as continuous minima as those of (3.40).   
Step 2: Construction of V-shape Functions. Piece-wise linear functions with minima [xi,min]Ω, [yi,min]Ω, 
[zi,min]+ are constructed by using absolute-value functions as:  
  


min,ii
x
i
xxa ,  

 min,ii
y
i yya and   min,ii
x
i
zza , (3.52) 
where 
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c
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c
axx
c
a .  (3.53) 
V-shape functions of xi and yi are shown in Figure 1. Because of symmetry of the V-shape functions 
(3.52), integral solutions yi and corresponding minima of (3.40) and (3.52) are the same.  Since positions 
of minima in (3.52) are [xi,min]Ω, [yi,min]Ω, [zi,min]+ regardless of other variables, a linear combination of 
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functions in (3.52) will have the same minimum as that of (3.39).  The minimization of the piece-wise 
linear function is: 
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𝑝 ×ℤ+
𝑛 , z ℝ+
𝑚, 
and 𝜆𝑇ℝ𝑚. 
(3.54) 
 
Figure 3.2.1. Illustrations of the augmented Lagrangian relaxation (3.39) (parabola) and the V-shape 
function (absolute value) (3.52). Discrete values in the domain of yi are denoted by black dots.   
Step 3:  Linearization of V-shape Functions. The objective function of (3.54) is nonlinear because of 
absolute value functions and operators []Ω that project solutions onto Ω.  The linearization of the absolute 
value function will be performed following [59, p. 28], and the linearization of projection operators will 
be performed by using big-M inequalities. 
 The idea behind linearization of absolute function can be summarized in a simple problem:  
 ||min x
x
,  (3.55) 
which can be linearized as  
 .,..,min,
QxQxtsQ
Qx
  (3.56) 
Therefore, (3.54) can be linearized as:   
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 s.t.   xiiixi QxxQ  min, ,  
y
iii
y
i QyyQ  min, ,  
z
iii
z
i QzzQ  min, . (3.58) 
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*
iy  
 18 
 
The problem (3.57)-(3.58) is still nonlinear because of projection operators.  The linearization concept 
will be explained by converting the operator []+ in terms of the max-function in the last inequality of 
(3.58), and then the max-function will be linearized by using big-M inequalities.  After rearranging terms, 
the last inequality of (3.58) becomes: 
    .0,max,0,max min,min, iziiziii zQzQzz   (3.59) 
Within the first inequality, maximum of zi,min and 0 has to be less than the right-hand side.  Therefore, 
both zi,min and 0 have to be less than the right-hand side  
  .0,max,0, min,min, iziiziiziii zQzQzQzz   (3.60) 
Within the last inequality, either zi,min or 0 has to be greater than the left-hand side.  This can be captured 
using an OR operator as:   
  .0OR,0, min,min,  ziiiziiziiziii QzzQzQzQzz  (3.61) 
Within (3.61), only one of the constraints within the parentheses needs to be satisfied, while the other 
constraint is redundant.  The logical constraints can, therefore, be linearized through the introduction of 
two binary variables {ζz,1, ζz,2} as:  
 1,,,0, 2,1,2,1,min,min,  zzz
z
iizi
z
ii
z
ii
z
iii MQzMzQzQzQzz  , (3.62) 
where M is a “big-M” parameter.  By using the simple example, the above ideas will be illustrated.  
Example 3.2.1 (Continued) Step 1:  Evaluation of a Minimum. In this step, following (3.45), a convex 
extension of (3.42) is defined as:  
     






2
,
3
2
343min yx
c
yxyx
yx
 , yx, ℝ+×ℝ+.     (3.63) 
Position of the minimum can be found by first taking a partial derivative of the objective function in 
(3.63) as:  
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(3.64) 
A position of the minimum can be found by setting the expression in (3.64) to zero and solving for x.  
Therefore, without restrictions  10,0x , the minimum of (3.63) is:  
 




 
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c
cyc
x
33
min

.  (3.65) 
To satisfy the non-negativity restriction of x,8 the feasible minimum of (3.63) is  
     0,,max, minmin yxyx  
 .  (3.66) 
In a similar fashion, the y-minimum of (3.63) is:  
     





 
 0,
34
max0,,max, minmin
c
cxc
xyxy

 .  (3.67) 
Step 2:  Construction of V-shape Functions.  A piece-wise linear function with the minimum (3.66) is 
constructed using an absolute value function:  
  yxxa
c
,
2
min 
  . (3.68) 
By the properties of quadratic and absolute value function, the function (3.68) has the same position of 
the minimum with respect to x as the objective function of (3.63).  In a similar fashion, a piece-wise linear 
with the minimum (3.67) can be constructed: 
  xyyb
c
,
2
min 
  . (3.69) 
The construction of a piece-wise linear function with same positions of minima as those of (3.63), can be 
performed by taking a linear combination of (3.68) and (3.69) as:  
                                                          
 
 
8 The other boundary on x (x≤10) can be treated in the same way and for the simplicity will not be presented.   
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    xyyb
c
yxxa
c
,
2
,
2
minmin 
   . (3.70) 
where a and b are nonnegative slopes which can be defined following (3.53).   
Step 3:  Linearization of V-shape Functions.  To linearize (3.70), absolute value functions will be 
linearized first following (3.55-56) as   
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min
,,,
, yx, ℝ+×ℤ+,    10,010,0  , yx QQ , ℝ ,    (3.71) 
 s.t.   xx QyxxQ 
 ,min  ,   yy QxyyQ 
 ,min  .   (3.72) 
Then max functions in (3.72) can be linearized following the steps of (3.59)-(3.62).  
3.2.4. Convergence of SALR+B&C with V-shape Linearization   
Following the framework of Section 3.1, the relaxed problem (3.40) will be solved subject to the simple 
“surrogate optimality condition” [52, p. 178]:  
    kkkkckkkkc zyxLzyxL  ,,,
~
,,,
~ 111  ,  (3.73) 
where  kkkk
c
zyxL ,,,
~
 is the surrogate dual function defined for a feasible solution of (3.57) as   
       2000000
2
,,,
~ kkk
k
kkkTkkykxkkkk
c zbyExA
c
zbyExAydxdzyxL   .  (3.74) 
Condition (3.73) ensures that surrogate subgradient directions kkkkkk zbyExAzyxg  000),,(~ form 
acute angles with the direction toward λ*.  To guarantee convergence, diminishing stepsizes will be 
computed per (3.9)-(3.10), and multipliers will be updated as: 
  kkkkkk zyxgs ,,~1   . (3.75) 
In the following Theorem 3.1.2, convergence will be established first by proving that solutions to the V-
shape linearized problem (3.57)-(3.58) satisfy the condition (3.73), and then the proof will follow that of 
Theorem 3.1.2.    
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Theorem 3.2.3: Convergence of SALR+B&C.  Suppose that multipliers are updated per (3.75), 
surrogate optimality condition (3.73) is satisfied, stepsizes are set according to (3.9)-(3.10) and penalty 
coefficients are constant ck = c.  If k satisfies condition (3.11)-(3.12), then multipliers converge to 𝜆𝑐
∗  
that maximize the following dual function:  
     ,,,min,, zyxLq czyxc  , (x, y)  Ω ⊂ ℝ
𝑝×ℤ𝑛, 𝑧 ℝ𝑚, 𝑧 ≥ 0, and 𝜆𝑇ℝ𝑚.  (3.76) 
Proof By construction of V-shape function, solutions to (3.57)-(3.62) are the same as solutions to (3.40).  
Moreover, each monotonic segment of V-shape functions corresponds to a monotonic segment of the 
Augmented Lagrangian function (3.40) with respect to each variable.  These features can be seen in 
Figure 3.2.1.  This piece-wise monotonicity allows establishing the following.  Suppose a solution (xk, yk, 
zk) to (3.57)-(3.62) corresponds to a value that is lower than the value of the objective function evaluated 
at (xk-1, yk-1, zk-1).  Then, owing to the same monotonicity, the solution (xk, yk, zk) will correspond to a value 
of (3.39) that is lower than the value of (3.39) at (xk-1, yk-1, zk-1).  Therefore, the surrogate optimality 
condition is satisfied.  The rest of the proof follows that of Theorem 3.1.2.                       □ 
3.3. Combination of SALR and Branch-and-Cut for Block-Structured 
MILP Problems  
Many large systems are created by connecting multiple subsystems through system-wide coupling 
constraints, and such systems are frequently formulated as “block-structured” [1] MILP whereby matrices 
A and E is singly bordered block diagonal [1] whereby A and E can be partitioned into several parts: A0 
and E0, and Ai and Ei, i = 1,…,I  
 

















IA
A
A
A
A
.00
....
0.0
0.0
2
1
0
,

















IE
E
E
E
E
.00
....
0.0
0.0
2
1
0
,  00
1
0 ... IAAA  ,  0010 ... IEEE  ,  (3.77) 
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where A0 and E0 are full rank m0p and m0n matrices, A0j and E0j are 1p and 1n vectors, and Ai and Ei 
are mipi and mini matrices respectively such that n1+…+nI = n, p1+…+pI = p.  Accordingly, vectors b, 
dx and dy can be partitioned as: 
  TIbbbb ,...,, 10 ,  xIxx ddd ,...,1  and  yIyy ddd ,...,1 , (3.78) 
where b0 and bi are m01 and mi1 column vectors.  Therefore, constraints in (3.38) can be split into 
system-wide constraints  
 000 byExA  ,  (3.79) 
and subsystem constraints 
 IibyExA iiiii ...,,1,  .  (3.80) 
Moreover, decision column vectors x and y can be partitioned into pair-wise disjoint sub-column-vectors 
stacked on top of one another: x = (x1, x2, …, xI), and y = (y1, y2, …, yI).  The problem (3.38) can be 
represented as:  
  ydxd yx
yx

,
min , (x, y)  Ω ⊂ℝ𝑝×ℤ𝑛. (3.81) 
 s.t. 000 byExA  , (3.82) 
 IibyExA iiiii ...,,1,  .   (3.83) 
To solve problem (3.81)-(3.83), the V-shape linearization will be used, and the resulting problem will 
be decomposed into smaller subproblems with reduced complexity as compared to the original problem.  
Subproblem i is created by fixing decision variables at values (xk-1, yk-1, zk-1) obtained at previous iteration 
k-1 associated with blocks other than block i as:  
 
      IibyExAtszzayyaxxa iiiii
m
i
ii
z
i
in
i
ii
y
i
ip
i
ii
x
i
zyx
...,,1,.,.,min
0
1
min,
1
min,
1
min,
,,







   






, (x, y)  
Ω ⊂ ℝ𝑖
𝑝×ℤ𝑖
𝑛, 𝑧 ℝ𝑚0 , 𝑧 ≥ 0, and 𝜆𝑇ℝ𝑚0, 
(3.84) 
where  
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i
kk
i byExAz )(
01010
min, 
 .  (3.87) 
Subproblem (3.84) is smaller in size, complexity is reduced as compared to that of the original problem 
and can be solved with drastically reduced effort.  Moreover, positions of minima (3.85)-(3.87) can be 
obtained analytically thereby making computational improvements even more drastic.  Since problem 
(3.81)-(3.83) is a special case of (3.38), under assumption that the surrogate optimality condition is 
satisfied, convergence results established in Theorem 3.2.3 also apply to the problem (3.81)-(3.83).   
3.4. Key Steps, Implementation and Practical Considerations for MIP and 
MILP Problems 
In subsection 3.4.1, key steps of algorithms for MIP and MILP problems will be provided.  In 
subsection 3.4.2, a discussion about obtaining feasible solutions will be discussed.  In subsection 3.4.3, 
difficulties associated with solving one subproblem at a time will be illustrated through a simple example.  
To resolve these difficulties, practical considerations to adaptively adjust penalty coefficients within the 
SALR+B&C method of subsection 3.3 for block-structured MILP problems will be developed.  In 
subsection 3.4.4, the exploitation of the convex hull invariance to increase computational efficiency will 
be explained.  
3.4.1. Key Steps of the Algorithm for MIP Problems   
The key steps can be summarized as follows:  
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Step 0: Initialize multipliers 0,9 solve the augmented relaxed problem (3.3) subject to the surrogate 
optimality condition (3.5) to obtain (𝑥0, 𝑦0, 𝑧0) and initialize stepsizes s0. 
Step 1: Update k, then for given values (k, 𝑥𝑘 , 𝑦𝑘 , 𝑧𝑘), update sk according to (3.9)-(3.10), and update 
multipliers k+1 per (3.8). 
Step 2: For given k+1, solve the augmented relaxed problem (3.3) subject to the surrogate optimality 
condition (3.5).   
Step 3: Check stopping criteria such as the CPU time, number of iterations, surrogate subgradient norm, 
etc. If satisfied, go to Step 5. Otherwise, go to Step 1.  
Step 4: Search for feasible solutions. If a solution is found, go to Step 5. Otherwise, go to Step 1.  
Step 5: Check duality gap. A duality gap can be calculated by using the best available feasible cost and 
the largest available dual value. If duality gap is satisfactory, then Stop.  Otherwise go to Step 1.  
The difference of the algorithm for MILP problems of Section 3.2 is that instead of the relaxed 
problem (3.3) subject to condition (3.5), the V-shaped linearized problem (3.57)-(3.62) subject to (3.73) is 
solved in Steps 0 and 2.   
3.4.2. Obtaining Feasible Solutions MIP and MILP Problems  
The process of obtaining feasible solutions is generally problem-dependent since each problem may have 
its own subsystem and constraint structures.  When the relaxed problem or subproblems are solved, 
solutions are typically feasible with respect to the relaxed problems, but these solutions may not satisfy 
relaxed constraints.  To satisfy these constraints, some or all integer decision variables are fixed at yi
k, the 
                                                          
 
 
9  Multiplier initialization is typically problem-dependent.  For example, within Generalized Assignment problems, multipliers can be 
initialized following [67]. 
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most recent values obtained by solving subproblems.  This can be operationalized by creating simple 
constraints on some or all integer variables such as  
 kii yy   (3.88) 
The adjustment of continuous decision variables is operationalized by solving the original problem (3.38) 
subject to (3.88).   
3.4.3. Practical Considerations of Block-Structured MILP Problems   
Based on theoretical results of previous sections, SALR+B&C method converges assuming the surrogate 
optimality condition is satisfied.  However, based on our testing experience, as penalty coefficients 
increase, the method may not converge because as levels of constraint violations reduce too fast, 
feasibility is emphasized and the optimality may be compromised.  The reason for the lack of 
convergence is the violation of surrogate optimality condition as will be illustrated in the following 
example.   
Example 3.4.1 (3.Example 3.2.1 continued) Consider the problem (3.71) with  λ0 = 10, and c = 2000 and 
suppose that one subproblem is solved at a time.  Subproblem y can be written as  
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However, because y is discrete, the deviations from  kxy ,min  are penalized so much that decision 
variable values cannot move from one value to another, and this implies that a solution yk cannot be found 
that satisfies surrogate optimality condition as a strict inequality.  Consequently, if the solution of y 
subproblem never updates, then the solution to the   following x-subproblem   
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will not be updated and will not satisfy the surrogate optimality condition.  
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To satisfy all conditions for convergence within Theorems 3.1.2 and 3.2.3, surrogate optimality 
condition needs to be satisfied.  If this condition is not satisfied after solving all subproblems, then 
penalty coefficients need to reduce.  However, this may potentially take many iterations to find out.  A 
simpler heuristic rule developed here requires that penalty terms are limited from above:   
 
cMzbyExA
c
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2
000
2
,   (3.91) 
where Mc at every iteration can be selected as subproblem cost.  At the same time it is desirable that 
penalty coefficients increase to sufficiently penalize constraint violations, and this can be ensured by the 
following inequality: 
 
2
000
2
zbyExA
c
mc  ,  (3.92) 
where mc has a value smaller than Mc.  When ck is large and (3.91) is violated, penalty coefficients should 
decrease  
 ck+1 = βck, β < 1.   (3.93) 
When ck is small and (3.92) is violated, constraint violations are not sufficiently penalized, and penalty 
coefficients should increase 
 ck+1 = βck, β > 1.  (3.94) 
Parameters Mc, mc and ck should also be decreased when the surrogate optimality condition is violated: 
 Mc, k+1 = δMc, k, mc, k+1 = δmc, k and ck+1 = δck. (3.95) 
Because of several differences in the implementation of SALR+B&C for block-structured MILP 
problems, key steps for the algorithm of Section 4 are provided separately below:  
Step 0: Initialize 0, Mc, mc solve the linearized subproblem i to obtain (𝑥𝑖
0, 𝑦𝑖
0, 𝑧0) and initialize s0. 
Step 1: Update k, then for given values (k, 𝑥𝑖
𝑘 , 𝑦𝑖
𝑘 , 𝑧𝑘), update sk according to (3.9)-(3.10), and update 
multipliers k+1 per (3.75). 
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Step 2: Select the next subproblem (either sequentially or randomly) and solve it by using branch-and-cut 
with a MIP start.   
Step 3: Check whether (3.93)-(3.94) are satisfied, and adjust ck+1 according to (3.93)-(3.94).  
Step 4: Check stopping criteria. If satisfied, go to Step 4. Otherwise, go to Step 1.   
Step 5: Search for feasible solutions . If a solution is found, go to Step 5. Otherwise, go to Step 1.  
Step 6: Check duality gap. A duality gap can be calculated by using the best available feasible cost and 
the largest available dual value. If duality gap is satisfactory, then Stop.  Otherwise go to Step 1.  
3.4.4. Novel Exploitation of the Convex Hull Invariance  
With drastically reduced complexity, subproblem “convex hulls” are much easier to obtain as compared 
to the “convex hull” of the original problem, and subproblems are handled locally without affecting the 
solution process of the entire problem.  However, during the entire iterative process, subproblems need to 
be solved several times, and the overall computational effort may still be significant.  With a novel 
observation, this difficulty will be alleviated by exploiting the fact that multipliers affect subproblem 
objective functions without affecting subproblem constraints or subproblem “convex hulls.”  
Consequently, cuts remain valid throughout the entire iterative process.  This invariant nature of 
subproblem convex hulls can be exploited by obtaining and keeping convex hulls.  Once obtained, such 
invariant convex hulls can be kept and solving subproblems in subsequent iterations reduces to solving 
LP problems with ease. Even if the convex hull cannot be efficiently obtained, cuts generated by branch-
and-cut can still remain valid and can be reused to significantly reduce computational effort involved in 
solving subproblems.  To justify this claim, discussion on the performance of cuts is important.  In 
particular, cuts generated by branch-and-cut when solving the original problem (“whole-problem cuts”) 
will be discussed and compared with cuts obtained by branch-and-cut when solving subproblems 
(“subproblem cuts”) in the following subsection 3.5.   
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3.5. Comparison of Subproblem and Whole-Problem Cuts  
The aim of this section is to compare subproblem and whole-problem cuts, and this is achieved by 
considering an important class of cuts – Gomory cuts.  First, after the general idea behind creation of 
Gomory cuts is presented, the Theorem comparing subproblem Gomory cuts and whole-problem Gomory 
cuts will be formulated in subsection 3.5.1, and conclusions about cuts of other types will be drawn.  
Then, the intuition behind Gomory cuts supporting the Theorem will be presented in subsection 3.5.2.   
3.5.1. Comparison of Subproblem and Whole-Problem Gomory Cuts  
 The general goal behind creating cuts is to obtain facets of the convex hull by cutting off LP regions 
enclosed by constraints (38) without cutting off feasible solutions.  Ideas behind Gomory cuts are rotation 
of hyperplanes corresponding to constraints (38) to make them parallel to the facets of the convex hull, 
and shifting of these planes to move them as close to the facets as possible [68-71].  Within fractional 
Gomory cuts [72], to improve flexibility of rotation and shifting, aggregation through a linear 
combination of constraints (38) by using real-valued vectors  is also performed.  However, rotation, 
shifting and aggregation by themselves may not be efficient to obtain facets of the convex hull.  To 
improve efficiency, so-called “disjunctive cuts” are created.  The idea is to first remove LP regions inside 
the LP polyhedron enclosed by constraints (38) thereby separating an entire LP space into two disjoint 
sets.  This procedure enables more aggressive rotation and shifting of cuts based on each of the sets 
independently thereby leading to even higher flexibility of rotation and shifting, and allowing cutting 
larger LP regions.  Disjunctive cuts are then created by taking a linear combination of the two sets.  Other 
types of Gomory cuts, considered in [72], are more specific versions of fractional Gomory cuts, and their 
construction follows the same logic as provided above. 
 Subproblem Gomory cuts that are generated by using branch-and-cut when solving subproblems are 
based on first aggregating constraints (80) for a particular subproblem i, and then by using rotation, 
shifting and disjunction as explained in the previous paragraph.  Since subproblems are solved without 
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system-wide coupling constraints (79), for the comparison between subproblem and whole-problem 
Gomory cuts constraints (79) will be excluded from consideration.  Therefore, the following assumption 
will be used:   
Assumption 3.5.1. Without considering system-wide coupling constraints, coefficients of aggregation for 
whole-problem Gomory cuts are:  = (0, 1, …, I).  
  In the following, after defining areas that are cut off by whole-problem and subproblem cuts outside 
subproblem convex hull for particular and for all possible coefficients of aggregation , the Theorem that 
compares these areas will then be formulated. 
Definition 3.5.2. Whole-Problem Cuts.  
Let coefficients of aggregation for whole-problem Gomory that satisfy Assumption 3.5.1 be =(0, 1, …, 
I).   
Let  = (1, …, I), where i is an area outside subproblem i convex hull that is cut off by a whole-
problem Gomory cut for a particular .   
Let  = (1, …, I), where i is the total area outside subproblem i convex hull that is cut off by whole-
problem Gomory cuts, which is a union of i for all possible values of .  
Definition 3.5.3. Subproblem Cuts. 
Let coefficients of aggregation for subproblem i Gomory cuts be i.   
Let i be an area outside subproblem i convex hull that is cut off by a subproblem i Gomory cut for a 
particular i.   
Let i is the total area outside subproblem i convex hull that is cut off by subproblem i Gomory cuts 
outside subproblem i convex hull, which is a union of i for all possible values of i.  
 Intuitively, flexibility of rotation and shifting of whole-problem Gomory cuts is greater as compared 
to subproblem Gomory cuts thereby generally leading i to be larger than i.  Under an additional 
condition on a particular vector , regions i are equal to i as will be stated in the following Theorem.   
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Theorem 3.5.4.  Comparison of Subproblem and Whole-Problem Gomory Cuts.   
The area i is a subset of i.  
Moreover, if for a particular i, i and  the following condition holds:  
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then areas i and i are equal.  
Proof of the Theorem is given in Appendix A. 
In practice, there are several ways to select  [69. 73].  By the Theorem above, while for all possible 
, whole-problem Gomory cuts are more efficient as compared to subproblem Gomory cuts, practical 
performance of cuts is roughly equivalent.   
Remark 3.5.5. If the convex hull of subproblem i can be obtained, the area i is exactly the same as i.  
Corollary 3.5.6. The Theorem holds for other cuts that require aggregation of constraints.   
Proof: Proof follows the same logic as that of the Theorem 3.5.4. 
Remark 3.5.7. For cuts that are based on individual subproblem constraints without using aggregation, 
subproblem and whole-problem cuts are equivalent.  
Examples below present rotation, shifting, disjunction, and aggregation thereby intuitively presenting 
ideas behind the Theorem.   
3.5.2. Illustration of Theorem 3.5.4  
Example 3.5.1: For illustration purposes, consider the following constraint based on (3.38):  
 5.265.3 21  xx , x1, x2 {0,1}, or in terms of (3.38), Ax≤b, with A=(–3.5,–6), E=0, b=–2.5. (3.97) 
 Figure 3.5.2.a shows feasible points, the LP region shaded grey, and the convex hull enclosed by 
thick red solid lines.  The plane defined by (3.97) can be rotated by changing slopes of x1 and x2 while not 
cutting off any portion of the convex hull.  One way to perform this is by truncating coefficients of A by 
using a “floor” () operator.  The resulting plane becomes (Figure 3.5.2.b):  
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 5.264 21  xx , or in terms of (3.38),   bxA  . (3.98) 
a)                                            b)                                                      c) 
 
 
Figure 3.5.2. a) Original constraint (3.97) and LP region that satisfies (3.97), b) Cut (3.98) obtained by 
rotation, c) Cut (99) obtained by rotation and shifting.  Convex hull is marked by red solid thick lines. 
 Since rotation is achieved by truncating the left-hand side thereby making it smaller, inequality (3.98) 
is valid for a general problem.  For this particular example, the cut (3.98) resulting from the rotation 
forms a smaller angle with the convex hull facet that connects points (0, 1) and (1, 0), but does not 
become parallel to the facet.   
 For integer solutions, the left-hand side of (3.98) is integer while the right-hand side is fractional 
thereby leading to a fractional slack.  This slack is removed by truncating the right-hand side of (3.98) 
thereby shifting the cut closer to the convex hull as shown in Figure 2.c, and the resulting cut becomes:  
 364 21  xx , or in terms of (3.38),    bxA  . (3.99) 
The amount of rotation and shifting achieved by truncation is predetermined by A and b, respectively, and 
is limited.  To improve flexibility of rotating and shifting, the entire equation (3.38) can be pre-multiplied 
by a real-valued vector  before performing rotation and shifting.  In this particular example, equation 
(3.99) is pre-multiplied by 1/6:  
 
6
3
6
4
21  xx . (3.100) 
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Because the floor operator is not an affine operator, truncation of the left-hand side of (3.100) leads to a 
cut: 
 
6
3
21  xx ,  (3.101) 
which generally is not equivalent to (3.99).  As a result, the angle of rotation is different from that of (99) 
as shown in Figure 3.5.3.b.  Similarly, the truncation of the right-hand side of (101) leads to shifting by a 
different amount as compared to (3.99): 
 121  xx . (3.102) 
Generally, the final inequality based on (3.38) becomes    bxA    when E=0.  In this example, 
inequality (3.102) cuts off larger amounts as compared to (3.99).  Moreover, it defines a facet of the 
convex hull as shown in Figure 3.5.3.c.   
 
a)                                            b)                                                      c) 
 
Figure 3.5.3. a) Constraint (3.100) and the corresponding LP region, b) Cut (101) obtained by rotation, c) 
Cut (3.102) obtained by rotation and shifting. Convex hull is marked by red solid thick lines. 
 The convex hull is obtaied by using a multiplier 1/6.  In the following, disjunctive cuts will be 
presented and the facet-defining cut (3.102) will be obtained without using multipliers.  The idea to obtain 
the convex hull is to first remove the LP region x2(0,1) without removing feasible points thereby 
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creating a union of two disjoint sets shown in Figure 3.5.4.b.  Then, cuts are aggressively rotated and 
shifted with respect to each set, and in this example such cuts define integer vertices of each set are 
defined as shown in Figure 3.5.4.c.  Then the resulting sets are linked, and in this example vertices of 
each set are connected thereby defining the facet of the convex hull as shown in Figure 3.5.4.d. 
                a)                      b)                c)                 d)            
             
Figure 3.5.4. a) Constraint (3.97), the corresponding LP region, and the convex hull, b) Constraint (3.97) 
and disjoint LP regions satisfying (3.97) and (3.103) – (3.104), c) Definition of an integer vertex 
satisfying x2 ≤ 0, d) Disjunctive cut (3.107).  Convex hull is marked by red solid thick lines. 
 Mathematically, LP region is removed by using the following disjunction: 
 12 x . (3.103) 
 OR 
 02 x . (3.104) 
 Two LP regions satisfying (3.97) and (3.103) – (3.104) are marked in Figure 4.b by thick solid lines.  
The first region includes two feasible points (0,1), (1,1) and a line segment connecting them.  This region 
is a convex hull of the points (0,1) and (1,1).  The second region includes points (5/7,0), (1,0) and a line 
segment connecting them.  The convex hull of feasible points satisfying (3.104) consist of the single point 
(1,0).  The LP region outside this convex hull can be cut off by aggressively rotating and shifting of 
(3.97) without worrying about the first set described by x2 ≥ 1.  The rotation is achieved by eliminating x2 
from (3.97) by using x2 ≤ 0 from (3.104):  
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5
5.25.3 11  xx ; (3.105) 
and shifting is achieved by applying the floor operator () to the right-hand side of (105):   
 11 x . (3.106) 
Finally, integer vertices of each set are connected.  In particular,  a line connecting vertices (0,1) and 
(2.1,0) is a linear combination of them and is described by x1 + x2.  Therefore, all the points satisfy the 
following cut: 
 ,121  xx  (3.107) 
which is exactly the same facet-defining cut as (3.102).  
3.6. Numerical Testing  
The new method is implemented in CPLEX 12.6.0, and is tested on an Intel® Xeon® CPU E5620, 
with 12M Cache, two 2.40 GHz processors, 36.00 GB of RAM, and Windows 7.  In Example 3.6.1, it is 
demonstrated that the surrogate Augmented Lagrangian relaxation (SALR) method converges faster as 
compared to the standard subgradient method. In Example 3.6.2, by considering generalized assignment 
problems it is demonstrated that the combination of surrogate Lagrangian relaxation and branch-and-cut 
with the exploitation of subproblem convex hull invariance is more computational efficient as compared 
to the standard branch-and-cut.  In Example 3.6.3, by considering unit commitment problems with 
combined cycle units it is demonstrated that SALR+B&C is more computationally efficient as compared 
to standard branch-and-cut.   
Example 3.6.1. A small example with inequality constraints. The purpose of this example is to 
demonstrate the convergence of the surrogate Augmented Lagrangian relaxation method compared to that 
of the subgradient-level method.  To achieve this goal, the following small and relatively simple integer 
nonlinear programming example subject to linear inequality constraints is considered:  
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
 (3.108) 
 s.t. 02.02.02.048 654321  xxxxxx , .0555250 654321  xxxxxx  (3.109) 
Within the SALR, after the relaxation of constraints (3.109), penalization of constraint violations, and 
performing V-shape linearization, one subproblem is solved at a time.  As a result, multiplier-updating 
directions are fairly smooth and the method converges fast without much of zigzagging as shown in 
Figure 3.6.1.    
  
Figure 3.6.1. Trajectories of multipliers for Example 3.6.1. Optimum is shown by a star.  
 As demonstrated in Figure 3.6.1, within the SALR without V-shape linearization, multipliers zigzag 
more and multipliers do not converge because the satisfaction of the surrogate optimality condition may 
not be guaranteed.   
 In Figure 3.6.2, the comparison of SALR with the subgradient level method will be demonstrated.  
Because within the subgradient-level method all subproblems need to be solved, subgradient direction 
change drastically and multipliers zigzag.  Moreover, slow convergence is exacerbated because of the 
need to adaptively adjust the estimate of the optimal dual value.   
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Figure 3.6.2. Comparison of convergence of SALR and the subgradient-level method.   
Example 3.6.2. Generalized Assignment Problems.  The purpose of this example is to demonstrate the 
exploitation of the subproblem convex hull invariance within the combination of the SLR method with 
branch-and-cut.  The method is implemented in CPLEX 12.6.0 by using C/C++ interfaces within 
Microsoft Visual Studio 2013.  CPLEX C Concert Technology is used to extract, save and load CPLEX-
generated cuts through the use of callable libraries.  By considering randomly generated problem 
instances, robustness of the combination of SALR with branch-and-cut and the combination of SLR with 
branch-and-cut will be tested by solving respective subproblems by using CPLEX.  The problem will then 
also be solved by using SALR+B&C, and performance will be compared with the standard branch-and-
cut.  
Problem Formulation.  Generalized Assignment Problems minimize the total cost for assigning given 
jobs to available machines.  Each job is assigned to one machine, and the total time required by all jobs 
assigned to a machine should not exceed the machine’s time available [1, 20, 65-67].  The problem is 
formulated in the following way:   
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where I is the number of jobs and J is the number of machines, ai,j is time required by job i to be 
performed on machine j and gi,j is cost for assigning job i to machine j.  Capacity constraints (3.111) 
ensure that the total amount of time required by the jobs to be performed on machine j does not exceed its 
time available bj.  Assignment constraints (3.112) ensure that each job is to be performed on exactly one 
machine.   
Exploitation of subproblem convex hull invariance within the combination of SLR and branch-and-
cut.  After relaxing system-wide coupling assignment constraints and decomposing the resulting relaxed 
problems, a subproblem j can be written as:  
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In an ideal situation, subproblem convex hulls are much simpler than the convex hull of the original 
problem, and they can be efficiently obtained and kept.  In this situation, there is little or no overhead and 
all the cuts can be reused.  In practice, however, when using CPLEX, the overhead that is involved in 
accessing all the cuts that are generated by branch-and-cut may be large.  This is because many of the 
things that made our implementation possible needed to be buildup on top of the existing callable 
libraries.  However, because CPLEX is not open, this implementation creates an overhead.    
Exploitation of the convex hull invariance.  In an ideal situation, subproblem convex hulls are much 
simpler than the convex hull of the original problem, and they can be efficiently obtained and kept.  In 
this situation, there is little or no overhead and all the cuts can be reused.  In practice, however, when 
using CPLEX, the overhead that is involved in accessing all the cuts that are generated by branch-and-cut 
may be large.  This is because many of the things that made our implementation possible needed to be 
buildup on top of the existing callable libraries.  However, because CPLEX is not open, this 
implementation creates an overhead.    
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To demonstrate how retained cuts affect the CPU time, cuts are saved and retained every N (=1, 2, …, 
15) iterations (one iteration is complete after solving all the subproblems exactly once).  The results are 
summarized in Figure 3.6.3.                    
 
Figure 3.6.3. CPU time per iteration for the Generalized Assignment Problem with 20 machines and 1600 
jobs (d201600) depending on the frequency of generating/retaining of cuts 
 
 Figure 3.6.3 provides a numerical validation of the idea that with cuts saved and retained, solving 
subproblems is still much easier than starting from scratch because presumably the LP region enclosed by 
subproblem constraints and retained cuts is smaller as compared to the LP region enclosed by subproblem 
constraints without cuts.  However, as can be seen from Figure 3.6.3, when cuts are saved less frequently, 
the benefit of saved cuts is reduced, and to solve the problem, branching operations are used. 
 
Efficiency of SALR+B&C. To demonstrate the efficiency of SALR+B&C, problem instances of category 
D from OR-Library [2, 21, 64] will be considered.  Specifically, two large instances with 20 machines 
and 1600 jobs (d201600), and with 80 machines and 1600 jobs (d801600) will be tested.  Figures 4 and 5 
provide a solution progress chart versus total running time within the combination of SALR+B&C and 
within standard branch-and-cut.   
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CPU time (sec) – log scale  
Figure 3.6.4. Comparison of SALR+B&C against the combination of SLR and branch-and-cut and 
standard branch-and-cut for the Generalized Assignment problem d201600 with 20 machines and 1600 
jobs 
As shown in Figure 3.6.4, the combination of SLR and branch-and-cut obtains solutions with better 
feasible costs as compared to standard branch-and-cut.  Moreover, SALR+B&C further improves the 
quality of solutions, and the best cost obtained within the method after further improves the quality of 
solutions, and the best cost obtained within the method after 370 seconds is 97830, which is better as 
compared 97837, which, to the best of our knowledge, is the smallest value reported in the literature ([2] 
and [21]). 
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Figure 3.6.5. Comparison of SALR+B&C against the combination of SLR and branch-and-cut and 
standard branch-and-cut for the Generalized Assignment problem d801600 with 80 machines and 1600 
jobs 
 
 The problem instance with 80 machines and 1600 jobs is the largest instance from OR-Library [64].  
Because of the difficulties explained earlier, feasible solutions obtained by standard branch-and-cut are 
worse in quality and in terms of running time as compared to the combination of surrogate Lagrangian 
relaxation and branch-and-cut as demonstrated in Figure 3.6.5.  The best feasible cost obtained within 
SALR+B&C is 97052, which matches the best result obtained in [2] and [21]. 
Robustness of SALR+B&C.  To test robustness, 30 Monte Carlo simulations are performed after slightly 
perturbing parameters bj for the problem instance with 20 machines and 1600 jobs (d201600).  The 
stopping criterion is a 0.05% gap.  
 
 
Total time (seconds) 
Figure 3.6.6. Histogram showing performance of a) standard branch-and-cut, b) SALR+B&C for solving 
GAP with 20 machines and 1600 jobs  
 
As shown in Figure 3.6.6a, 6 instances out of 30 were solved within 500 seconds, indicating that on 
occasion branch-and-cut can obtaining good cuts and solve the problem fast.  However, for the remaining 
24 instances, the CPU time was at least 1500 seconds, and it was as high as 4000 seconds indicating that 
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for most problems, standard branch-and-cut was not able to solve the problem through cutting, and 
frequently large number of branching operations were required thereby leading to poor performance. 
To test SALR+B&C, the stopping criterion was chosen 0.025% Gap, and the results are shown in 
Figure 3.6.6b.  As shown in Figure 3.6.6b, all the instances were solved with the desired accuracy within 
300 seconds, and the average time spent peaks abound 210 seconds.   
 
Example 3.6.3. Unit Commitment and Economic Dispatch with Combined Cycle Units.  Unit 
Commitment and Economic Dispatch (UCED) minimizes the total generation cost associated with 
independent generators to meet the system demand while satisfying generator capacity, ramp-rate and 
minimum up- and down-time constraints [7-8] by determining which generators to commit and deciding 
their generation levels.  In a sense, system demand constraints are system-wide and coupling constraints 
with respect to individual generators.  While combined cycle units are more efficient as compared to 
conventional units, transitions among states of a combined cycle unit complicate UCED problems [69-70] 
and pose major computational challenges for branch-and-cut.  A detailed description of the problem 
formulation including modeling combined cycle transitions and their linearization can be found in [42-
43].  For simplicity, transmission capacity constraints are not considered.  
Performance of SALR+B&C. Performance of SALR+B&C will be demonstrated by using unit 
commitment problems with 300 conventional and 40 combined cycle units.   Within SALR+B&C, the 
choice of the penalty parameters and stepsizes is independent.  Therefore, penalty parameters can be 
increased more aggressively thereby efficiently penalizing constraint violations and leading to a fast and 
stable convergence.  SALR+B&C will be tested using three different parameters of c0: 10-3, 10-5, and 10-7.  
Parameters Mc and mc will be chosen to be 106 and 104, respectively.  The parameter δ in (95) is chosen to 
be 10-1, and the parameter β in (93)-(94) is chosen to be 1.05.  The CPU time stopping criteria are chosen 
to be 10 and 20 minutes.  The results are summarized in Table 3.6.1.   
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Table 3.6.1.  Results for SALR+B&C for unit commitment with 300 conventional and 40 combined cycle 
unit after 10 and 20 minutes of CPU time  
 
CPU time  
 
20 minutes 10 minutes  
c0 
Feasible 
Cost 
Lower 
Bound 
Gap (%) 
Feasible 
Cost 
Lower 
Bound 
Gap (%) 
Value of ck 
at 
convergence 
10-3 8,634,154 8,594,001 0.465 8,731,362 8,594,001 1.5731 0.00638 
10-5 8,635,736 8,604,477 0.3619 8,774,375 8,583,555 2.1747 0.01020 
10-7 8,644,031 8,592,093 0.6008 8,771,324 8,581,282 2.1666 0.00614 
 
The robustness of SALR+B&C will also be tested against Mc and mc introduced in (46).  The method will 
be tested using five different parameters of mc: 103, 104, 105, 106, and 107.  Parameter c0 is chosen to be 
10-6.  The parameter δ in (94) is chosen to be 10-1 and the parameter β in (93)-(94) is chosen to be 1.05.   
The CPU time stopping criteria are chosen to be 10 and 20 minutes.  Table 3.6.2 summarizes the results. 
Table 3.6.2.  Results for SALR+B&C for unit commitment with 300 conventional and 40 combined cycle 
unit after 10 and 20 minutes of CPU time  
 CPU time 
 20 minutes 10 minutes 
mc Feasible 
Cost 
Lower 
Bound 
Gap 
(%) 
Feasible 
Cost 
Lower 
Bound 
Gap 
(%) 
103 8,647,352 8,575,445 0.8315 8,755,807 8,568,757 2.1363 
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104 8,635,736 8,604,477 0.3619 8,774,375 8,583,555 2.1747 
105 8,637,736 8,591,635 0.5337 8,661,205 8,591,635 0.8032 
106 8,638,326 8,616,888 0.2481 8,686,405 8,616,888 0.8003 
107 8,657,772 8,615,513 0.4881 8,698,247 8,615,513 0.9511 
 
 When mc is small (103-104), the penalty coefficients increase slowly.  As a result, constraint violations 
decrease slowly because they are not sufficiently penalized.  As a result convergence is slower, and this 
leads to higher duality gaps.   
Comparison with branch-and-cut.  To compare SALR+B&C with branch-and-cut, the best results 
obtained by each method are selected.   
Table 3.6.3. Comparison of SALR+B&C, and standard branch-and-cut after 20 minutes 
SALR+B&C B&C 
Feasible 
Cost ($) 
Lower 
Bound ($) 
Gap (%) 
Feasible 
Cost ($) 
Lower 
Bound ($) 
Gap (%) 
8,635,736 8,604,477 0.36 N/A 8,077,345 N/A 
 
As demonstrated in Table 3 and also in Figure 7, after 20 minutes, SALR+B&C obtained a solution 
with a corresponding duality gap 0.36%.  Standard branch-and-cut was unable to obtain any feasible 
solution within 20 minutes.  
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Figure 3.6.7. Comparison of SALR+B&C and standard branch-and-cut  
Robustness of SALR+B&C.  To test robustness, unit commitment problem with 300 conventional and 
20 combined cycle units is considered and 30 Monte Carlo simulations are performed after slightly 
perturbing system demand for each hour, and the stopping criterion is a 10 minutes within SALR+B&C.  
For standard branch-and-cut, the stopping criterion is 1 hour.  The robustness results are shown in Figure 
3.6.8.  
 
MIP gap (%)                                                                       Duality gap (%) 
Figure 3.6.8. Histogram showing performance of a) standard branch-and-cut, b) SALR+B&C for solving 
unit commitment problem with 300 conventional and 20 combined cycle units  
 
As shown in Figure 3.6.8, the SALR+B&C method is very robust and consistent because for all the 
instances considered, the duality gap is never above 0.25%.  In contrast, performance of branch-and-cut is 
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significantly affected by the initial data, and for the same set of problems, the MIP gap obtained is within 
the much wider range from 2% to 5%.  
3.6. Conclusions 
In this section, to solve MIP and MILP problems, a novel solution methodology is developed based on 
our recent Surrogate Lagrangian Relaxation with major convergence improvements following Augmented 
Lagrangian relaxation.  When specializing to MILP problems, to preserve fast convergence while 
exploiting linear solvers, the novel V-shape linearization scheme is introduced.  When further specializing 
to block-structured MILP, subproblem solutions can be obtained analytically, and these solutions are 
effectively coordinated.  When solving large-scale problems for which facet-defining cuts are difficult to 
obtain, the new method is robust and much more efficient as compared to frequently-used branch-and-cut 
and our recent surrogate Lagrangian relaxation.  As a future direction, since subproblem convex hulls are 
much simpler than that of the original problem, if tight subproblem formulations can be obtained, solving 
subproblems will be possible without cutting and branching operations.  Then with effective coordination 
of subproblem solutions by SALR, our capabilities to solve difficult MIP and MILP problems will be 
advanced in a major way.   
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Appendix A.  Proof of Theorem 3.5.4. 
Theorem 3.5.4.  Comparison of Subproblem and Whole-Problem Gomory Cuts.   
The area i is a subset of i.  
Moreover, if for a particular i, i and  the following condition holds: 
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1








ii
I
j
jj bb  , (A1) 
then areas i and i are equal.   
Proof: Consider constraints (3.38):  
 bEyAx  . (A2) 
Coefficients of aggregation are  = (0, 1, …, I).  In a sense, only subsystem constraints will be 
aggregated.  After introducing non-negative slack variables s, the aggregated constraint becomes:  
 Ax + Ey + s = b.  (A3) 
The equality (A3) can be equivalently written as:  
 Ax – b = –(Ax–Ax+Ey+s–b+b).  (A4) 
When solving pure ILP problems, rotation and shifting can be performed after a pre-multiplication by .  
However, when solving MILP problems, because of the presence of continuous variables, shifting 
through truncation of b may cut off continuous feasible solutions.  Therefore, disjunction is performed 
together with rotation and shifting.  For simplicity of the proof, left-hand side of (A4) will be considered 
to create a disjunction:    
 Ax – b ≤ 0, (A5) 
and 
 Ax – b ≥ 1.  (A6) 
Whole-Problem Gomory Inequalities.  Since subsystems have disjoint domains, (A5) can be 
represented as  
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To determine areas that are cut off by (A7) outside subsystem i convex hull, owing to disjoint nature of 
subproblems, all xj’s other than xi can be set to zero, and (A7) becomes: 
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1
 . (A8) 
Subproblem Gomory Inequalities.  A disjunction of subproblem i inequalities can be constructed by 
using the same logic as in (A5) – (A6), and the resulting disjunction is:  
    iiiii bxA   , (A9) 
and  
     1 iiiii bxA  . (A10) 
Comparison.  Left-hand sides of (A8) and (A10) are the same.  To compare (A8) and (A0) for all 
possible , their right-hand sides will be compared.  Owing to higher flexibility in which whole-problem 
inequalities can be shifted as compared to subproblem inequalities, and the following inequality holds:  
 
 ii
I
j
jj bb  
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




1
, for all . (A11) 
Therefore, the total area cut off by (A5) outside subproblem i convex hull is at least as large as the total 
area cut off by (A9).  Similarly, (A8) cuts off larger area as compared to (A10).   
 Gomory cuts are constructed by aggressive rotation and shifting based on each set from a disjunction, 
and then by connecting these sets.  Also, subproblem i Gomory cuts cut off the total area i, and whole-
problem Gomory cuts cut off the total area i.  Since subproblem i Gomory cuts are based on a 
disjunction (A9) – (A11) that cuts off smaller areas, then i is a subset of i.  The logic of the proof will 
remain the same if Ey and s are considered based on the right-hand side of (A4).   
Equivalence of Subproblem and Whole-Problem Cuts. To determine performance of subproblem and 
whole-problem Gomory cuts for particular  under condition (A1), consider the following equality: 
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 Therefore, in the subproblem i space, (A5) is the same as (A9).  As a result, under condition (A1), 
whole-problem and subproblem i Gomory cuts are the same, and areas i and i are equal.   
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Chapter 4 
 
Distributed and Asynchronous Unit Commitment and Economic 
Dispatch 
 
The drastic increase of generation uncertainty associated with intermittent renewables as well as demand 
uncertainties associated with behind-the-meter generation create major challenges in power system 
operations.  The current centralized unit commitment and economic dispatch (UCED) approach used by 
Independent System Operators (ISOs) will not be flexible enough in the future when numbers of nodes 
and units are large and levels of uncertainties are high.  In this section, a distributed and asynchronous 
framework and the corresponding solution methodology are presented.  In the method, unit subproblems 
are solved locally in an asynchronous manner, and price-based coordination is performed by an ISO.  
Since prices are updated based on unit solutions obtained using prices of different vintages, convergence 
may not be guaranteed.  To overcome this difficulty, our recent surrogate Lagrangian relaxation (SLR) is 
distributed, and conditions on price convergence are innovatively established through a Lyapunov energy 
function of the distance from current prices to the optimum.  To consider the effects of asynchronous unit 
solutions, an upper bound of the energy function is shown to approach zero.  Numerical testing on the 
UCED problem with 1000 units without transmission capacity constraints indicates that the method is 
robust and fast.  To further explore the scalability of asynchronous coordination, a simplified UCED 
problem with 10,000 units each with generation capacity constraints only indicates that the method 
converges, is robust and more efficient as compared to ADMM.   
 
 2 
 
4.1. Introduction 
The drastic increase of generation uncertainty associated with intermittent renewables as well as 
demand uncertainties associated with behind-the-meter generation creates challenges in power system 
operations.  According to NY-ISO’s annual report [1], the penetration of renewables reached 23% in 2015 
and the proposed increase of wind penetration during 2016 is from 1.7 to 3.7 GW.  Because of 
intermittent nature of renewables, the generation uncertainty increases with the increase of levels of 
renewable penetration.   The demand uncertainty can result from the so-called “load defection” [2, 3] 
whereby participants produce their own power or purchase it directly from suppliers.  While customers 
tend to use more solar power at a distribution level, this also contributes to the demand uncertainty at the 
nodes of transmission network.  According to NY-ISO’s annual report [1], such behind-the-meter PV 
generation will increase form 1 GW in 2015 to almost 3 GW in 2025.  Because ISOs do not see such 
behind-the-meter generation, demand uncertainties will be difficult to handle.   Generation and demand 
uncertainties need to be accounted for while committing units days or hours ahead within the unit 
commitment and economic dispatch (UCED) problem, an important problem solved by ISOs on a daily 
basis.  However, the current centralized UCED approach used by ISOs will not be flexible enough in the 
future when numbers of nodes and units are large and levels of uncertainties are high.   
In this Chapter, to resolve uncertainty issues that ISOs will face in the future, a distributed and 
asynchronous framework for MILP problems and the corresponding solution methodology is established 
whereby unit subproblems are solved locally in an asynchronous manner, and price-based coordination is 
performed by an ISO.  In Section II, existing distributed and asynchronous methods for MILP problems 
will be reviewed.  Most asynchronous methods such as ADMM [e.g., 4] require convexity of the problem 
and cannot be easily extended for MILP problems.  While traditional MILP methods are typically not 
asynchronous, the novel methodology will be based on the Lagrangian relaxation method, and this 
method will also be reviewed together with the recent surrogate Lagrangian relaxation (SLR) [5].  Within 
standard Lagrangian relaxation, the relaxed problem is fully optimized and dual values are on the dual 
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surface.  Therefore, subgradient directions form acute angles with directions toward the optimal 
multipliers, and convergence can be guaranteed.  However, the method may suffer from zigzagging of 
multipliers and convergence can be slow.  This difficulty was overcome within our recent SLR method 
[5].  Without fully optimizing the relaxed problem, resulting “surrogate” subgradient directions are 
smooth and zigzagging is alleviated.  However, because surrogate dual values are no longer on the dual 
surface, subgradient directions may not form acute angles with directions toward the optimal multipliers.  
Nevertheless, under the simple “surrogate optimality condition,” surrogate dual values get close enough 
to the dual surface to guarantee that surrogate subgradients also form acute angles with directions toward 
the optimum.  Within SLR, stepsizes approach zero thereby guaranteeing convergence, and at the same 
time stepsizes remain large enough to reach the optimum and avoid premature algorithm termination [5]. 
In subsection 4.3, a novel distributed and asynchronous framework will be presented whereby 
subproblems are solved using the latest available values of multipliers, and wait until updated values of 
multipliers arrive.  The coordinator will wait for subproblem solutions to arrive for a pre-specified amount 
of time before updating multipliers.   
In Section 4.4, under simplifying assumptions, a deterministic version of unit commitment subject to 
unit-wise and system-wide demand constraints will be briefly presented.  After relaxing system-wide 
constraints, the relaxed problem can be decomposed into subproblems, and solving time of subproblems 
will be assumed to be stochastic.     
 In Section 4.5, the corresponding solution methodology will be presented.  The difficulty is that 
surrogate subgradient directions may not form acute angles with directions toward the optimal multipliers.  
Moreover, the difficulty is exacerbated because subproblem solutions are updated using multipliers of 
different vintages.  As a result, multipliers may not strictly approach the optimum.  To overcome this 
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difficulty, it will be assumed that within a finite number of coordinator iterations10, all subproblem 
solutions arrive to the coordinator at least once.  Therefore, multipliers may move away from the 
optimum only a limited distance, at worst.  As such, there is an upper bound on the Layapunov energy 
function of distance from current multipliers to the optimum.  Moreover, after solving all subproblems at 
least once, multipliers will be on or close the dual surface, and multipliers will move toward the optimum.  
Because stepsizes approach zero, the upper bound of the Layapunov function will decrease.  At the same 
time, since stepsizes remain large enough the premature algorithm termination is avoided and the upper 
bound decreases to zero.   
In Section 4.6 it is demonstrated numerically, the new method is efficient to solve the UCED problem 
with 1000 units and to provide a tight lower bound.  Moreover, based on a simplified UCED problem 
with 10000 units it is shown that the new method converges, is robust and more efficient as compared to 
ADMM. 
4.2. Literature Review  
 After reviewing distributed and asynchronous approaches for MILP problems, decomposition and 
coordination methods will also be reviewed.  The remaining difficulties associated with the asynchronous 
nature will be presented.  
4.2.1. Distributed and Asynchronous Methods  
Distributed and asynchronous methods have been used for solving MILP as well as continuous 
problems.  While an effective practical asynchronous scheme was performed for an MILP slack matching 
problem [6, 7], theoretical convergence has not been established.  Particular power systems applications 
of distributed and asynchronous methods used to solve LP problems include DC optimal power flow [8] 
                                                          
 
 
10 Coordinator may choose to update prices with consistent periodicity (e.g., every 10 seconds) using subproblem solutions that arrived during 
this period.   
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and multi-objective stochastic economic dispatch problem [9].  A powerful method to solve continuous 
and convex problems consensus optimization [10, 11] has been asynchronous ADMM, and the method 
has been shown to converge with the rate is similar to synchronous ADMM and with the linear rate [4].  
However, without the diminishing property of stepsizes ADMM cannot be easily extended for MILP 
problems the method typically does not converge [12].     
4.2.2. Decomposition and Coordination Methods  
Subgradient method. One method that was traditionally used to solve MILP problems including unit 
commitment and economic dispatch is Lagrangian relaxation [13, 14].  After relaxing system-wide 
coupling constraints such as system demand constraints, the relaxed problem is separable and it can be 
decomposed into individual subproblems.  Within standard Lagrangian relaxation, multipliers are updated 
by using subgradient methods after solving all the subproblems thereby ensuring that dual values are 
always on the dual surface.  While the convergence proof requires the knowledge of optimal dual value, 
since subgradients form acute angles with directions toward the optimal multipliers, the optimal dual 
value can be adaptively estimated to make sure that multipliers are getting closer to the optimum and 
convergence in practice can be guaranteed.  However, subgradient directions are frequently almost 
perpendicular to the direction toward the optimal multipliers.  As a result, multipliers suffer from 
zigzagging thereby leading to very slow convergence.    
Surrogate Lagrangian relaxation. Our recently-developed surrogate Lagrangian relaxation [5] overcomes 
zigzagging as well as convergence difficulties by solving one or few subproblems at a time thereby 
ensuring that “surrogate” subgradient directions do not change drastically and are smooth.  Within the 
method, multipliers are mostly above the dual surface and surrogate subgradient directions generally do 
not form acute angles with directions toward the optimal multipliers.  To guarantee convergence, the 
relaxed problem needs to be sufficiently optimized subject to the simple “surrogate optimality condition.”  
Essentially, when sufficiently close to the dual surface, it has been shown that surrogate subgradient 
directions also form acute angles with directions toward the optimal multipliers, and typically such angles 
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are more acute as compared to those within the subgradient method and the zigzagging is alleviated.  
Moreover, with small acute angles multipliers will approach the optimum faster thereby reducing the 
number of iterations required for convergence.   More importantly, convergence the optimum does not 
require the knowledge of the optimal dual value.  This was achieved with a constructive process in which 
distances between Lagrange multipliers at consecutive iterations decrease, and as a result, stepsizes 
approach zero and multipliers converge to a unique limit. At the same time, stepsizes are kept sufficiently 
large to avoid premature algorithm termination.   
4.3. Distributed and Asynchronous Framework 
 Suppose there are I distributed subproblem solvers, and one coordinator.  Each subproblem and 
reports to the coordinator, who will then iteratively coordinate subproblems solutions by updating prices.  
Within the distributed and asynchronous framework, it will be assumed that after each subproblem is 
solved, its solution is communicated to the coordinator, and the subproblem solver wait until prices 𝜆𝑘 are 
updated.  For example, in Figure 1 subproblem 4 will wait until updated price 𝜆𝑘 is available, and the wait 
time is schematically shown by a dashed line.  After prices are updated, subproblem solvers will use the 
latest available values of prices.  The coordinator will gather solutions that arrive during a pre-specified 
amount of time (e.g. 10 seconds) before updating multipliers.  If no solutions arrive, the iteration is 
skipped.  For example, as shown in Figure 1, at iteration k, the coordinator received subproblem 1, 4, I+1 
and I’s solutions and the coordinator can then update prices without waiting for other solutions to arrive.  
As a result, the probability of arrival of solutions to the coordinator is uncertain and can be modeled by 
assuming a certain distribution.  Generally, there is a communication delay, but for simplicity it will be 
ignored.   
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Figure 4.3.1. Illustration of distributed and asynchronous framework.  Subproblem solve time is 
shown by a horizontal solid line, and dots indicate start and end of subproblem solve time.  
4.4. Problem Description and Asynchronous Surrogate Lagrangian 
Relaxation (DA-SLR)  
Consider I units and one coordinator.  The task of the coordinator is to minimize the total cost 
consisting of energy and start-up costs: 
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subject to unit-wise constraints such as generation capacity, ramp-rate, and minimum up- and down-time 
constraints [15-17] and the following system-demand constraints:   
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After relaxing constraints (4.2) by introducing Lagrange multipliers λ(t), which can be viewed as 
prices, solution of the following price-based unit commitment problem is delegated to unit i:  
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subject to unit-wise constraints such as generation capacity, ramp-rate, and minimum up and down-time 
constraints.  Each such subproblem is linear and can be solved by using branch-and-cut locally by each 
unit solver.   
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Within the SLR framework [5], it is sufficient to solve one subproblem (4.3) to satisfy the “surrogate 
optimality condition” to ensure that surrogate subgradient directions form acute angles with direction 
toward λ*.  After one subproblem is solved, multipliers are updated and the next subproblem is solved.  In 
the following, a distributed and asynchronous framework will be established whereby several 
subproblems may be solved at the same time, and multipliers update occurs without waiting for all 
subproblem solutions to arrive to the coordinator.  
As reviewed in Section II, within the surrogate Lagrangian relaxation framework, surrogate dual 
values are mostly above the dual surface, and surrogate subgradient directions will be denoted at 
coordinator iteration k as kg~ and will be obtained based on levels of system demand constraint violations 
as:  
 DI
i
ikik
i
k Ppg 
1
)(~  .  
 
(4.4) 
Multipliers will then be updated as:11  
 ...,1,0,~1  kgc kkkk  .   (4.5) 
Here ki (≤ k) is the coordinator iteration number when subproblem i was solved based on 𝜆𝑘𝑖.  In the 
following Section 4.5, it will be proved that the multipliers (4.5) will converge to the optimum. 
4.5. Convergence of DA-SLR 
 As reviewed in Section II, the major difficulty of the SLR method was that surrogate directions 
(4.4) may not form acute angles with directions toward the optimal multipliers.  Within the distributed 
and asynchronous framework, this difficulty is compounded because solutions are obtained using 
multipliers λ(t) of different vintages as illustrated in Figure 4.5.1.  If some of the subproblems are not 
solved frequently enough, surrogate directions will not be sufficiently updated.  As a result, multipliers 
                                                          
 
 
11 Here and later the argument t is dropped for clarity of explanation. 
𝑁1   𝑁2          𝑁3    𝑁4  
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may travel away from λ* for a large number of iterations thereby potentially leading to divergence.  This 
effect of asynchronous unit solutions is illustrated in Figure 4.5.1 whereby between iterations 𝑁1 and 𝑁2 
multipliers move away from the optimum and the energy function increases.  As a result, multipliers (4.5) 
may not converge to the optimum, or convergence will be slow.     
 
Figure 4.5.1. Illustration of convergence. The upper bound on distances from λk to λ* is shown by a 
straight line.  
To overcome this issue the following will be assumed first: 
Assumption 4.5.1: Within a finite number of coordinator iterations κ, all subproblems will be solved at 
least once.  
This assumption is similar in nature to “bounded delay” assumption [18] and to “bounded staleness” 
assumption [19].  This assumption is reasonable within the framework of Section III because it is 
expected that subproblems are much smaller in size and complexity and can be solved within a reasonable 
time. 
 By using this Assumption 4.5.1 together with the diminishing nature of stepsizes of the SLR 
method, multipliers will converge to the optimum.  The result is summarized in the following Theorem: 
Theorem: Suppose that distances between multipliers at consecutive iterations decrease as:  
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 10,11   k
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Parameters 𝛼𝑘 satisfy  
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thereby implying that by the contraction mapping, there exists a limit of λk.  Moreover, stepsizes remain 
large enough per  
 

k
c k
k ,0
1 
.  (4.8) 
Then, if Assumption 1 holds, multipliers will be confined around λ* per 
 kk B* .   (4.9) 
Moreover, the bounds Bk will approach zero thereby implying that multipliers approach λ*. 
Sketch of Proof:  
Step 1: Increase of Lyapunov energy function. As argued before, the effect of asynchronous unit 
solutions may lead to the increase of Layapunov energy function.  Because of Assumption 4.5.1, all 
subproblems will be solved within a finite number of iterations κ, and as a result, multipliers may travel 
away from λ* a finite distance.  
Step 2: Decrease of Lyapunov energy function. After solving all subproblems at least once, surrogate 
dual values will be on the dual surface or very close to it.  Therefore, owing to the properties of 
subgradient directions and properties of surrogate subgradient directions as reviewed in Section 4.2, these 
directions will form acute angles with the direction toward λ*, multipliers will start approaching λ*.  Also, 
per (4.8) it is guaranteed that stepsizes remain large enough thereby ensuring that the algorithm will not 
terminate prematurely and multipliers will make significant progress toward λ*.  On Figure 4.5.2, it is 
shown that a significant progress is made between iterations 𝑁2 and 𝑁3.   
Step 3: Decrease of upper bounds on Lyapunov function.  Since distances between multipliers at 
consecutive iterations decrease per (4.6) and the constant κ in Assumption does not change, multipliers 
will move away from λ* by smaller amounts in future iterations.  In Figure 4.5.2, it is illustrated, for 
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example, that distance travelled between iterations 𝑁3  and  𝑁4  is smaller than the distance travelled 
between iterations 𝑁1 and 𝑁2.  As a result, the bounds within which multipliers travel will tighten round 
λ*.     
Step 4: Decrease of upper bounds to zero. On the larger scale, owing to (4.8) stepsizes remain large 
enough thereby ensuring that this process or tightening the bound in (4.9) will repeat periodically and 
infinitely often thereby leading to convergence.   
In the following Section 4.6, efficiency, coordination aspects and scalability of the new method will 
be tested.   
4.6. Numerical Testing  
The new method is implemented by using CPLEX 12.6.0 on 64-bit windows by using a laptop with 
the processor Intel® CoreTM i7-4910MQ CPU @ 2.90GHz, 16 GB of RAM.  The distributed processing 
will be simulated by assuming that CPU times of each distributed processor follow specified statistical 
distribution.    
Example 4.6.1: UCED with 1000 units.   
Consider a UCED problem with 1000 units with linear energy prices.  The novel DA-SLR method 
will be compared with the alternate direction method of multipliers (ADMM).  It is assumed that all 
solving times of distributed processors are independent and follow identically distributed truncated 
normal distributions.  Parameters of the normal distributions are chosen in a way that κ in the assumption 
of Section 4.5 is κ = 3000.  The results are shown in the following Figure 4.6.1.   
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Figure 4.6.1. Results on UCED with 1000 units: Comparison of DA-SLR and ADMM  
 
 Within the DA-SLR the duality gap after 10 minutes (time required to solve subproblems + time 
required to update multipliers) is less than 1% while within ADMM, the duality gap is 46%.  When 
solving the non-convex problem (2.1), DA-SLR has a diminishing property of stepsizes per (7) which per 
Section V allow to prove that upper bounds on distances from λk to λ* tighten, which also implies that the 
lower bound provided within the method tightens.  According the results in Figure 3, this lower bound 
tightens fast.  In contrast, ADMM typically does not converge [9] when solving MILP problems such as 
unit commitment, because stepsizes within ADMM do not have a diminishing property, which is required 
for the optimization of associated non-smooth dual functions.    
Example 4.6.2: Robustness testing by considering a simplified UCED problem with 10,000 units.   
To test robustness of the coordination aspect of the method developed in this Chapter, consider 
simplified 2-hour UCED problem with 10,000 units each only with generation capacity constraints and 2 
coupling demand constraints.  Assume that solving time of each subproblem is uniformly distributed and 
the probabilities of arrival of solutions to the coordinator are uniformly distributed. Assume that the 
coordinator waits for 10 subproblem solutions to arrive before updating multipliers.  The method was run 
5 times and trajectories of multipliers are shown in the following Figure 4.6.2.  
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Figure 4.6.2. Trajectories of multipliers for Example 4.6.2 (robustness) 
 
 As shown in Figure 4.6.2, trajectories of multipliers are consistent with each other.  In the 
following Figure 4.6.3, a comparison of convergence of DA-SLR and ADMM is performed and it is 
demonstrated that that the upper bound on the on distances from λk to λ* approaches zero, and as a result 
multipliers approach the dual optimum within DA-SLR.   
 
Figure 4.6.3. Comparison of DA-SLR with ADMM for Example 4.6.2. Upper bounds on distances to 
the optimum are shown by straight lines 
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 As demonstrated in Figure 4.6.3, the upper bound on the distance to the optimum decreases much 
faster within the novel DA-SLR method as compared to that of ADMM. 
4.7. Conclusion 
This Chapter addresses the issue that the growing increase in generation and demand uncertainties 
brings to power systems operations by developing the distributed and asynchronous framework whereby 
solutions to price-based unit subproblems are coordinated by the coordinator such as an ISO 
asynchronously.  Conditions on price convergence are innovatively established through upper bounds on 
a Lyapunov energy function and by proving that these bounds approach zero.  It is demonstrated 
numerically that the new method is robust and converges fast.  The method can also be extended for 
problems with transmission capacity constraints by coordinating nodal subproblem solutions using DA-
SLR.  Also, the method can also be used for distribution problems with a very large number of 
subproblems associated, for example, with PV solar panels.  
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