Abstract. In this article, quadratic B-spline Galerkin method has been employed to solve the time fractional order Schrödinger equation. Numerical solutions and error norms L 2 and L ∞ are presented in tables.
Introduction
Consider the time fractional nonlinear Schrödinger equation [15] (1.1) i ∂ γ U (x, t)
with the boundary conditions (1.2) U (a, t) = h 1 (t), U (b, t) = h 2 (t), t ≥ 0 and with the initial condition
where the fractional derivative is in the Caputo's sense [11, 21] , 0 < γ < 1 and i = √ −1. Equation (1.1) is solved numerically by using quadratic B-spline Galerkin method with given initial and boundary conditions. In the rest of the article we use L1 approximation for 0 < γ ≤ 1 Fractional calculus has taken part in literature in 1695 with letters which were written by two famous mathematicians G.W. Leibnitz and L' Hospital to each other. After that time, a lot of famous mathematicians such as Euler, Laplace, Fourier, Lacroix, Abel, Riemann, Liouville, Caputo have made contribution to the development of arbitrary order differentiation and integration [14] . Fractional order differentiation concept paves way for various applications and it expresses the many physical problems [19] . Recent applications(studies) show that the fractional order differential equations are very effective tools to articulate complex events and modelling many physical, engineering phenomenons [21] . There are many applications of these type equations various fields such as viscoelastic, biology, signal process, electromagnetic, chaos and fractals, traffic system, chemistry, control system, economics, finance and etc. [13] .
Riemann-Liouville approximation which is frequently seen in the literature, is composed of fractional integral and fractional derivative that are mode by two famous mathematicians Riemann and Liouville. In this approximation, the initial conditions which are given with fractional order equations composed of limit values of Rieman-Liouville derivative at the initial point. This is the biggest disadvantage of this approximation. These initial points don't have any physical meaning. In 1967, M. Caputo presented a fractional order derivative which involves the limit values at the initial points of integer order derivatives with initial values that are given with fractional order equation. Due to the advantage of Caputo's definition, Caputo fractional derivative is preferred as fractional derivative operator in many fractional order differential equations [21] .
In recent years, many scientists have been searching the analytical and numerical solutions of fractional order differential equations by using Laplace transform method [21, 14] , power series method [21] , Adomian decomposition method [23, 17] , variational iteration method [16, 30] , differential transform method [18, 2] , homotopy perturbation method [10, 27] , homotopy analysis method [1, 9] , finite difference methods [26, 25] , finite element method [8, 24, 7, 3, 4, 6, 5, 28, 29] and etc.
Finite elements method first arose in 1960 and after that time, it has been used commonly in various fields of physics and engineering. Argyris, Clough and Zienkiewicz made contribution to this method [20] . With the development of computer in the last recent fifty years, it is seen that this method has a great importance in solving many problems which arise in physics and engineering [12] .
U (x, t) function which is given in fractional order Eq. (1.1) is a complex function. So U (x, t) can be written
where R(x, t) is the real part and S(x, t) is the imaginary part of the function U (x, t). Substituting Eq. (1.5) in problem (1.1)-(1.3), we obtain a fractional partial differential equation system
where
with the boundary conditions
with the initial conditions
Exact solutions of this system can be given as (1.9) R(x, t) = t 2 sin(2πx), S(x, t) = t 2 cos(2πx).
Quadratic B-spline finite element Galerkin solutions
In this part, to apply the method, we multiply the Eq. system (1.6) with W weighted function and integrate the system over the region, then we obtain the weighted integral function of the system
Applying partial integration, we get the weak form of the system over only one finite element [x m , x m+1 ] as 
0, otherwise.
A basis for the functions defined over [a, b] is formed by the set of splines
Hence, a solution approximation R N (x, t) and S N (x, t) can be written in terms of the quadratic B-splines trial functions as:
where δ m (t)'s and σ m (t)'s are unknown, time dependent parameters which are going to be determined from the boundary and weighted residual conditions. Each quadratic B-spline covers three elements, thus each element [x m , x m+1 ] is covered by three quadratic B-splines. For problem, the finite elements are identified with the interval [x m , x m+1 ] and the elements knots x m , x m+1 . When we use the nodal values R m , S m , R m , S m which are given in terms of the parameters δ m (t), σ m (t)
If we take quadratic B-spline functions (2.3) instead of weighted functions and substituting the approximations (2.5) into equation system (2.2), we get
where Z m = R 2 + S 2 andδ,σ denote the γ− order fractional derivatives dependent to t. When we take
can be written in the matrix form 
Also, D e i and E e i element matrixes can be evaluated as 
(2.10)
In system (2.9), if we write
Crank-Nicolson finite difference approximations instead of δ, σ anḋ
L1 approximation instead ofδ m ,σ m , we obtain (2N + 4) × (2N + 4) algebraic equation system as follows:
14)
By vanishing the parameters δ −1 , δ N , σ −1 , σ N with the help of boundary conditions given with problem, we handle (2N × 2N ) square matrix algebraic system. To start the iteration, we have to know the initial parameters δ 0 , σ 0 . After evaluating the initial parameters δ 0 and σ 0 , the numerical solutions can be obtained by using these parameters in the equation system (2.14)-(2.15). We can attain numerical solutions at the intended time by writing these values in the R N and S N approximations. To enhance the approximation R N and S N solutions, we apply the iteration formulas to nonlinear terms in Eq. system (2.14)-(2.15) for each time step.
Initial parameters can be obtained as follows: The initial vectors
are determined with the aid of the initial and boundary conditions. It is necessary to have the initial numerical approximations R N (x, 0) and S N (x, 0) which satisfy the following conditions:
Hence, using these conditions lead to a two-diagonal systems of matrix of the forms
Numerical Results
In this section, considered problem is solved numerically by using Galerkin finite element method. Now, consider the time fractional nonlinear Schrödinger equation (1.1) with the boundary conditions
and the initial condition
Additionally, the f (x, t) is the form
and the exact solution of this problem is given by [15] U (x, t) = t 2 (sin(2πx) + i cos(2πx)). that the error norms decrease as the partition number N increases in the numerical solutions obtained by Galerkin method. In Tables 3-4 , the numerical of real and imaginary parts of the solutions and L 2 , L ∞ error norms are given, respectively for γ = 0.50, N = 40, t = 1 and different values of ∆t. From the tables, it is seen that the error norms decrease for the increasing values of ∆t Table 3 . Tables 5-6 . The L ∞ error norms obtained by radial basis functions given in Ref. [15] and L 2 , L ∞ error norms of the numerical solutions of real and imaginary parts of the considered problem obtained by B-spline Galerkin method for N = 30, t = 1 are given in Tables 7-8 for γ = 0.10, γ = 0.30, respectively. The L ∞ error norms of the numerical results that obtained by this method with the choice ∆t = 0.008 are smaller than the L ∞ error norms that are given in Ref. [15] . In Figures 1-2 , the absolute errors Table 7 . Comparison of error norms of problem with the results from Ref. [15] for N = 30, γ = 0.10, t = 1 Real Imaginary Table 8 . Comparison of error norms of problem with the results from Ref. [15] for N = 30, γ = 0. 
Conclusion
In this paper, quadratic B-spline Galerkin method has been applied to achieve the numerical solutions of the time fractional Schrödinger equation. The time fractional derivative operators are made allowance for the Caputo fractional derivatives. It can be easily viewed from the numerical solutions and error norms in tables obtained that this method is an extremely good to achieve numerical solutions of time fractional partial differential equations arising in physics and engineering.
