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1. Introduction
Let C denote the field of complex numbers. LetMm,n denote the vector space of allm × nmatrices
with entries in C and Mn = Mn,n. Let O denote the zero matrix of appropriate order and In denote
the identity matrix of order n. For X ∈ Mm,n, the conjugate, transpose and conjugate transpose of X
are denoted by X , XT and X∗, respectively. The vector space Mm,n is equipped with the usual inner
product 〈X, Y〉 = tr(Y∗X) (where tr(X) denotes the trace of X) and the Frobenius norm is given by
‖X‖F = √〈X, X〉. For X ∈ Mn and p  1, the Schatten p-norms are defined by
‖X‖p =
⎛
⎝ n∑
i=1
s
p
i (X)
⎞
⎠
1
p
,
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where s1(X)  · · ·  sn(X) are the singular values of X . For p  1 and 1  k  n, the (p, k)-norms
are defined by
‖X‖(k),p =
⎛
⎝ k∑
i=1
s
p
i (X)
⎞
⎠
1
p
.
Note that when p = 1, the norms are known as the Ky Fan k-norms, and when p = ∞,
‖X‖∞ = ‖X‖(k),∞ = s1(X).
In [2], Böttcher and Wenzel conjectured that the inequality
‖XY − YX‖F 
√
2‖X‖F‖Y‖F (1)
holds for all real square matrices X and Y . It is shown to be true by László [9] for real 3 × 3 matrices,
and in general by Vong and Jin [14] and independently by Lu [12]. The inequality has been extended to
complexmatrices by Böttcher andWenzel [3]. In [1], with the introduction of a new concept called the
varianceof amatrix, Audenaert gave anewproof for (1) for complexmatrices and further improved it to
‖XY − YX‖F 
√
2‖X‖F‖Y‖(2),2. (2)
On the other hand, Wenzel [15] proved that for any X, Y ∈ Mn and p  1,
‖XY − YX‖p  2max
{
1
p
, 1
p′
}
‖X‖p‖Y‖p, (3)
where 1
p
+ 1
p′ = 1. He also characterized those pairs of matrices X and Y which satisfy the inequality
with equality when p ∈ [1, 2). One of the necessary conditions is that both X and Y have rank one.
Based on (2) and (3), we guessed that
‖XY − YX‖p  2max
{
1
p
, 1
p′
}
‖X‖p‖Y‖(2),p. (4)
In Section 2, we show that this inequality is true. As a consequence, it follows that
‖XY − YX‖p  2max
{
1
p
, 1
p′ ,
1
r′
}
‖X‖p‖Y‖(2),r, (5)
which generalizes a result of Audenaert [1, Corollary 5].
Besides the commutator XY − YX , let us consider the expression XY − YX∗ which is studied by
various authors (see, for example [10,13]). By the triangle inequality and the submultiplicativeproperty
of the Frobenius norm, one easily gets
‖XY − YX∗‖F  2‖X‖F‖Y‖F .
Moreover, with the simple example X = Y = diag(i, 0, . . . , 0), it is obvious that the bound is sharp.
It seems that the problem is closed. However, we found that when X and Y are restricted to 2× 2 real
matrices, the proof in [2, Theorem 4.2] can easily be modified to show that
‖XY − YXT‖F 
√
2‖X‖F‖Y‖F . (6)
This led us to ask whether this inequality is true in general for real or even complex matrices. We
show in Section 3 that for the complex matrices X and Y , the norm ‖XY − YXT‖F can also be related to
the variance of a matrix. Consequently we can obtain the inequality given below, which is analogous
to (2):
‖XY − YXT‖F 
√
2‖Y‖F‖X‖(2),2, (7)
and (6) follows readily.
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2. Better bounds for p-norms of commutators
In this section we are going to show that inequality (4) is true. Wenzel used the Riesz-Thorin
interpolation theorem toprove (3) (see [15] for details). In our case,wehave to extend the interpolation
theorem to include the (p, 2)-norms when matrices are considered. The proof is very similar to that
of Theorem 1.3.4 of [7], so here we only show the major modifications.
Theorem 1. Suppose 1  p0, p1, q0, q1, r0, r1 ∞. Suppose 0  θ  1 and define p, q, r by
1
p
= 1 − θ
p0
+ θ
p1
,
1
q
= 1 − θ
q0
+ θ
q1
and
1
r
= 1 − θ
r0
+ θ
r1
.
Let T : Mn × Mn → Mn be a bilinear operator. If there are B0, B1 > 0 such that
‖T(X, Y)‖p0  B0‖X‖q0‖Y‖(2),r0 ,
‖T(X, Y)‖p1  B1‖X‖q1‖Y‖(2),r1 ,
for all X, Y ∈ Mn, then
‖T(X, Y)‖p  B1−θ0 Bθ1‖X‖q‖Y‖(2),r .
Proof. Aware that‖·‖p and‖·‖p′ aremutually dual norms, soweadopt the following characterization:
‖T(X, Y)‖p = max‖A‖p′=1 |〈T(X, Y), A〉| .
We are going to obtain the result by controlling the right-hand side. Assume that the singular value
decompositions [8, Theorem 7.3.5] of A, X, and Y are
A = W1diag(a1, . . . , am1 , 0, . . . , 0)W∗2 ,
X = U1diag(x1, . . . , xm2 , 0, . . . , 0)U∗2 ,
Y = V1diag(y1, . . . , ym3 , 0, . . . , 0)V∗2 ,
where the ai’s, xj ’s, and yk ’s are all positive. Let
P(z) = p
′
p′0
(1 − z) + p
′
p′1
z, Q(z) = q
q0
(1 − z) + q
q1
z, R(z) = r
r0
(1 − z) + r
r1
z.
For z ∈ S = {z ∈ C : 0  Re z  1} define
F(z) = 〈T(Xz, Yz), Az〉 ,
where
Az = W1diag
(
a
P(z)
1 , . . . , a
P(z)
m1
, 0, . . . , 0
)
W∗2 ,
Xz = U1diag
(
x
Q(z)
1 , . . . , x
Q(z)
m2
, 0, . . . , 0
)
U∗2 ,
Yz = V1diag
(
y
R(z)
1 , . . . , y
R(z)
m3
, 0, . . . , 0
)
V∗2 .
One may check that F(z) is analytic in z.
Now consider z ∈ S with Re z = 0. For any positive real number c,
|cQ(z)| = cReQ(z) = c qq0 ,
from which it follows that
‖Xz‖q0 = ‖X‖
q
q0
q .
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Similarly we have
‖Yz‖(2),r0 = ‖Y‖
r
r0
(2),r and ‖Az‖p′0 = ‖A‖
p′
p′0
p′ .
For z ∈ S with Re z = 1, we also have
‖Xz‖q1 = ‖X‖
q
q1
q , ‖Yz‖(2),r1 = ‖Y‖
r
r1
(2),r and ‖Az‖p′1 = ‖A‖
p′
p′1
p′ .
Now we can finish the proof by using arguments similar to those in the proof of Theorem 1.3.4 of [7].
The only difference is that we consider matrices in this proof and operator T has two arguments. 
Oncewe have obtained this theorem, it is straightforward to prove (4). Herewe prove a better result
and use it to sharpen an inequality proved in [16].
Theorem 2. For any X, Y ∈ Mn and p  1,
‖XY − YX‖p  2max
{
1
p
, 1
p′
}
‖X‖p min
{
‖Y‖(2),p, ‖Y‖(2),p′
}
 2max
{
1
p
, 1
p′
}
‖X‖p‖Y‖(2),p.
Proof. We know that for X, Y ∈ Mn,
‖XY − YX‖F 
√
2‖X‖F‖Y‖(2),2 and ‖XY − YX‖∞  2‖X‖∞‖Y‖∞.
Applying Theorem 1 with p0 = q0 = r0 = 2 and p1 = q1 = r1 = ∞, we have B0 =
√
2 and
B1 = 2. For p∈ (2,∞), θ = 1 − 2p ∈ (0, 1) and thus
‖XY − YX‖p 
√
2
1−θ
2θ‖X‖p‖Y‖(2),p
= √2
2
p 2
1− 2
p ‖X‖p‖Y‖(2),p
= 21− 1p ‖X‖p‖Y‖(2),p
= 2max
{
1
p
, 1
p′
}
‖X‖p‖Y‖(2),p.
Note that ‖Y‖(2),p = min
{
‖Y‖(2),p, ‖Y‖(2),p′
}
when p > 2 > p′. For p ∈ (1, 2), one may use
interpolation with the inequalities
‖XY − YX‖F 
√
2‖X‖F‖Y‖(2),2 and ‖XY − YX‖1  2‖X‖1‖Y‖∞
to obtain the result, but here we use a duality argument similar to the reasoning in [16]. When p ∈
(1, 2), p′ ∈ (2,∞),
‖XY − YX‖p = max‖A‖p′=1 |〈XY − YX, A〉|
= max‖A‖p′=1 |〈X, AY
∗ − Y∗A〉|
 max‖A‖p′=1
‖X‖p‖AY∗ − Y∗A‖p′
 max‖A‖p′=1
‖X‖p · 2max
{
1
p
, 1
p′
}
‖A‖p′ ‖Y‖(2),p′
= 2max
{
1
p
, 1
p′
}
‖X‖p‖Y‖(2),p′ .
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Note that ‖Y‖(2),p′ = min{‖Y‖(2),p, ‖Y‖(2),p′ } when p < 2 < p′. Combining both cases we get the
desired result. 
Theorem 3. For X, Y ∈ Mn and p, r  1,
‖XY − YX‖p  2max
{
1
p
, 1
p′ ,
1
r′
}
‖X‖p‖Y‖(2),r .
Proof. Note that min{‖Y‖(2),p, ‖Y‖(2),p′ } = ‖Y‖(2),max{p,p′}, so the assertion follows by weakening
Theorem 2 with the inequalities
‖Y‖(2),max{p,p′} 
⎧⎨
⎩
‖Y‖(2),r when r  max{p, p′},
2
1
max{p,p′} − 1r ‖Y‖(2),r when r > max{p, p′}. 
Remark 4. In [16], the sharpest constant Cp,q,r such that
‖XY − YX‖p  Cp,q,r‖X‖q‖Y‖r (8)
is given. Theorem3 suggests a further generalization of replacing the r-norm by (r, 2)-norm. Note that
according to [5, Aspect 7] only one of the two norms on the right-hand side of (8) may be replaced by
a Ky Fan-type norm, not both.
Remark 5. Let us call (X, Y) amaximal pair for an inequality if it satisfies the inequality with equality.
When Böttcher andWenzel [3] gave a proof for (1) for complex matrices, they also raised the question
of finding the maximal pairs. The complete characterization is given in [5]. Thereafter, based on the
new proof of Audenaert [1], a simpler proof of the characterization is found [4]. The characterization
turns out to be fundamental in the consideration of the maximal pairs for (8) (see [16]).
The maximal pairs for (2) are not considered in [1] and they do not follow readily from the proof. It
is found in [5] that if (X, Y) is a maximal pair for (1), then up to unitary similarity one has X = X11 ⊕O
and Y = Y11 ⊕ Owith X11, Y11 ∈ M2. As (1) and (2) only differ by ‖Y‖F and ‖Y‖(2),2, we first guessed
that the characterization of all maximal pairs for (2) is similar to that for (1), with X = X11 ⊕ O and
Y = Y11 ⊕ Y22. In such case all minor singular values of Y are ignored by the commutator as well as by‖Y‖(2),2. However, the following example reveals that there are some other maximal pairs. If X and Y
are given by
X =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 a 0 0
b 0 0 0
0 0 0 c
0 0 d 0
⎞
⎟⎟⎟⎟⎟⎟⎠
and Y =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where a, b, c, d can be any nonzero complex number, then (X, Y) is also a maximal pair for (2) and
rank(X) > 2. More generally, if X = X11 ⊕ O and Y = Y11 ⊕ Y22 with Y11 ∈ Mk, k > 1, being unitary,
s1(Y11)  s1(Y22) and X11Y11 + Y11X11 = O, then
‖XY − YX‖2F = ‖XY − YX‖2F + ‖XY + YX‖2F
= 2
(
‖XY‖2F + ‖YX‖2F
)
= 2
(
‖X11Y11‖2F + ‖Y11X11‖2F
)
= 4‖X11‖2F
= 2‖X‖2F‖Y‖2(2),2.
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In fact, these two cases completely describe all the maximal pairs. The characterization is
contained in [6] and the proof is based on a thorough investigation of the results of Audenaert
[1, Theorem 1, Theorem 9, Theorem 13, Corollary 5]. As the proof is quite involved, we omit the
discussion here.
3. Norm of XY − YXT
In this section, we show that (7) is true in general for complex matrices X and Y . As a consequence,
(6) also holds for complex matrices. We reserve J ∈ Mn to denote a density matrix, i.e., J is positive
semidefinite and tr J = 1.
For X ∈ Mn, the Cartesian modulus of X is defined and denoted by
|X|C :=
√
(X∗X + XX∗) /2.
The term tr J|X|2C − |tr JX|2 is of fundamental importance in our proofs. In [1], it is called the variance
of X (with respect to J).
To prove our assertion, we need the following results.
Theorem 6 [1, Theorem 9, Theorem 13]. For X ∈ Mn,
max
J∈Mn
{
tr J|X|2C − |tr JX|2
}
= min
z∈C
∥∥∥|X − zIn|2C
∥∥∥∞  12‖X‖2(2),2.
Theorem 7. For X, Y ∈ Mn, inequality (7), that is,
‖XY − YXT‖F 
√
2‖Y‖F‖X‖(2),2
holds.
Proof. Let X, Y ∈ Mn. Note that
‖XY − YXT‖2F = tr(XY − YXT )∗(XY − YXT )
= tr(X∗XYY∗ − XY∗XY − Y∗X∗YXT + XTXY∗Y), (9)
and
‖X∗Y + YX‖2F = tr(X∗Y + YX)∗(X∗Y + YX)
= tr(XX∗YY∗ + XY∗XY + Y∗X∗YXT + XXTY∗Y). (10)
Using (9) and (10), we have
‖XY − YXT‖2F + ‖X∗Y + YX‖2F = tr(X∗X + XX∗)YY∗ + tr(XTX + XXT )Y∗Y
= tr(X∗X + XX∗)YY∗ + tr[(XTX + XXT )Y∗Y]T
= tr(X∗X + XX∗)YY∗ + tr(X∗X + XX∗)YTY
= tr(X∗X + XX∗)(YY∗ + YTY). (11)
Note that
‖XTY∗ + Y∗X‖2F = ‖
(
X∗Y + YX)∗‖2F = ‖X∗Y + YX‖2F . (12)
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Hence, it follows from (11) that
‖XY − YXT‖2F +
1
2
(
‖X∗Y + YX‖2F + ‖XTY∗ + Y∗X‖2F
)
= tr(X∗X + XX∗)(YY∗ + YTY). (13)
Using the Cauchy–Schwarz inequality, we have
|tr Y∗(X∗Y + YX)|2  ‖X∗Y + YX‖2F‖Y‖2F , (14)
and
|tr Y(XTY∗ + Y∗X)|2  ‖XTY∗ + Y∗X‖2F‖Y∗‖2F . (15)
For complex numbers a, b, c, d, we have
|a + b|2 + |c + d|2 = 1
2
|a + b + c + d|2 + 1
2
|(a + b) − (c + d)|2.
Thus,
|tr Y∗(X∗Y + YX)|2 + |tr Y(XTY∗ + Y∗X)|2
= 1
2
|tr(X∗YY∗ + XY∗Y + XTY∗Y + XYY∗)|2
+ 1
2
|tr(X∗YY∗ + XY∗Y − XTY∗Y − XYY∗)|2. (16)
Now we focus on the first term:
1
2
|tr(X∗YY∗ + XY∗Y + XTY∗Y + XYY∗)|2
= 1
2
∣∣∣∣tr(X∗YY∗)∗ + trXY∗Y + tr(XTY∗Y)T + tr XYY∗
∣∣∣∣2
= 1
2
∣∣∣tr X(YY∗ + YTY) + tr X(YTY + YY∗)∣∣∣2
= 1
2
∣∣∣2Re[tr X(YY∗ + YTY)]∣∣∣2
= 2
∣∣∣Re[tr X(YY∗ + YTY)]∣∣∣2 . (17)
Similarly one may show that
1
2
∣∣∣tr(X∗YY∗ + XY∗Y − XTY∗Y − XYY∗)∣∣∣2
= 1
2
∣∣∣tr X(YY∗ + YTY) − tr X(YTY + YY∗)∣∣∣2
= 1
2
∣∣∣−2i · Im[tr X(YY∗ + YTY)]∣∣∣2
= 2
∣∣∣Im[tr X(YY∗ + YTY)]∣∣∣2 . (18)
Combining (16)–(18) we get that
∣∣tr Y∗(X∗Y + YX)∣∣2 + ∣∣∣tr Y(XTY∗ + Y∗X)∣∣∣2 = 2 ∣∣∣tr X(YY∗ + YTY)∣∣∣2 . (19)
By (14), (15) and (19) we get from (13) that
‖XY − YXT‖2F  4‖Y‖2F
(
tr
[
J0
(
X∗X + XX∗
2
)]
− |tr J0X|2
)
, (20)
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where J0 = 12‖Y‖2F (YY
∗ + YTY) is a density matrix. Thus,
‖XY − YXT‖2F  4‖Y‖2F
(
tr J0|X|2C − |tr J0X|2
)
 4‖Y‖2F max
J∈Mn
(
tr J|X|2C − |tr JX|2
)
 4‖Y‖2F ·
1
2
‖X‖2(2),2 (21)
= 2‖Y‖2F‖X‖2(2),2.
Note that (21) follows from Theorem 6. Taking the square root on both sides, (7) follows.
Alternatively, one may proceed directly from (11) to obtain
‖XY − YXT‖2F = tr(X∗X + XX∗)(YY∗ + YTY) − ‖X∗Y + YX‖2F
 tr(X∗X + XX∗)(YY∗ + YTY).
Then Hölder’s inequality gives
‖XY − YXT‖2F  [tr(YY∗ + YTY)]‖X∗X + XX∗‖∞
= 4‖Y‖2F‖|X|2C‖∞.
Since ‖XY − YXT‖2F is unchanged upon replacing X by X − zIn, it follows that
‖XY − YXT‖2F  4‖Y‖2F min
z∈C ‖|X − zIn|
2
C‖∞
 2‖Y‖2F‖X‖2(2),2.
This argumentation has already appeared in [1, Corollary 5] and it gives a much shorter proof. How-
ever, the identity (12) and the subsequent steps are necessary to obtain (20), which are crucial in the
investigation of the equality case. 
Remark 8. We have just shown that (7) can be proved via the notion of the variance of a matrix and
Theorem 6. This is exactly the idea used in [1] for proving (2). As both the proofs of (2) and (7) make
use of Theorem 6, one may expect that their maximal pairs are quite similar. Before we go to discuss
themaximal pairs for (7), wewould like to remind the readers that in (2), the (2, 2)-norm is formatrix
Y , while in (7) the (2, 2)-norm is for matrix X . Of course, wemay interchange X and Y in (2). However,
we did not do so as we would like to continue with the notations used so far. On the other hand, in
(7), the roles of X and Y are not the same. The result finally is that the (2, 2)-norm has to be used for
X , the one with transpose.
In Remark 5, we discussed the maximal pairs for (2). Parallel to the maximal pairs for (2), there are
two cases for the maximal pairs for (7). The first case is that X = X11 ⊕ X22 and Y = Y11 ⊕ O where
X11, Y11 ∈ M2 satisfying ‖X11Y11 − Y11XT11‖F =
√
2‖X11‖F‖Y11‖F ; another case is that X = X11 ⊕ X22
with X11 ∈ Mk, k > 1, being unitary, s1(X11)  s1(X22), Y = Y11 ⊕ O such that X11Y11 + Y11XT11 = O.
The characterization is given in [11] when X and Y are real matrices. The proof there can be modified
to prove the result for complex matrices. As the proof is quite involved, we omit the discussion here.
Corollary 9. For X, Y ∈ Mn, inequality (6), that is,
‖XY − YXT‖F 
√
2‖Y‖F‖X‖F
holds.
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4. Remarks
1. The twoquantities‖XY−YX‖F and‖XY−YXT‖F havedifferent properties. For example,‖XY−YX‖F
is invariant under a translation of X and of Y by a multiple of In but ‖XY − YXT‖F is invariant only
under the translation of X by a multiple of In. Nevertheless, inequalities (1) and (6) have some
similar properties. For example, following the idea used in [3, Proposition 5.1] and using Corollary
9, one can show that
min‖·‖ is unitarily invariant max
{‖XY − YXT‖
‖X‖‖Y‖ : X, Y ∈ Mn\{O}
}
= √2,
where the unitarily invariant norms are assumed to satisfy ‖diag(1, 0, . . . , 0)‖ = 1.
2. Let ‖·‖ be a unitarily invariant norm. The quantity ‖XY − YX‖ is invariant under a simultaneous
unitary similarity on X and Y , i.e., for any unitary U,
‖XY − YX‖ = ‖(U∗XU)(U∗YU) − (U∗YU)(U∗XU)‖.
Though the quantity ‖XY − YXT‖ does not have this property, we see that
‖XY − YXT‖ = ‖(U∗XU)(U∗YU) − (U∗YU)(U∗XU)T‖,
i.e., when having a unitary similarity on X , one has to apply the corresponding unitary congruence
on Y in order to have the invariance property. This information is useful for the consideration of
the maximal pairs of (7).
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