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Abstract6
Auditory steady state responses (ASSRs) are brain responses to modulated or repetitive7
stimuli that can be captured in the EEG recording. ASSRs can be used as an objective measure8
to clinically determine frequency specific hearing thresholds, to quantify the sensitivity of the9
auditory system to modulation, and have been related to speech intelligibility. However, the10
detection of ASSRs is difficult due to the low signal to noise ratio of the responses. Moreover,11
minimising measurement time is important for clinical applications.12
Traditionally ASSRs are analysed using discrete Fourier transform (DFT) based methods.13
We present a Kalman filter based ASSR analysis procedure and illustrate several benefits over14
traditional DFT based methods. We show on a data set of 320 measurements that the proposed15
method reaches valid amplitude estimates significantly faster than the state of the art DFT16
method.17
Further, we provide two extensions to the proposed method. First, we demonstrate infor-18
mation can be incorporated from multiple recording electrodes by extending the system model.19
Secondly, we extend the model to incorporate artifacts from cochlear implant (CI) stimulation20
and demonstrate electrically evoked auditory steady state responses (EASSRs) can be accurately21
measured.22
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1 Introduction23
Auditory steady state responses (ASSRs) are neural responses to repetitive auditory stimuli [1].24
These evoked potentials are used clinically to objectively determine frequency specific hearing25
thresholds [2, 3]. Typical ASSR stimuli are amplitude or frequency modulated carriers. Low fre-26
quency amplitude modulated ASSRs can be used to probe the auditory systems sensitivity to27
modulation rates found in the speech envelope. The presence and strength of ASSRs have been28
related to speech in noise perception [4, 5].29
Hearing thresholds can be determined objectively by decreasing the stimulus intensity until no30
response is detected [2]. Longer measurements provide more accurate ASSR amplitude estimates.31
Increasing measurement time at each intensity from 5 to 10 min increases the correlation between32
objective and behavioural thresholds [3]. In clinical conditions the measurement time should be as33
short as possible while maintaining a high level of accuracy.34
To elicit ASSRs, stimuli are presented to the listener at a set repetition or modulation rate35
(fm) using clicks, amplitude or frequency modulated signals. Signals recorded using EEG or MEG36
can then be found to contain increased energy at fm. Measurements also contain sensor noise and37
spontaneous neural activity, collectively termed measurement noise. Determining accurate estimates38
of the evoked response amplitude is difficult due to the small signal to noise ratio (SNR). The most39
commonly used method for determining the amplitude at fm is with a DFT. The gold standard40
method is to cut the measurement in to smaller segments (epochs), use a DFT to analyse each epoch,41
and take the mean value of the bin corresponding to fm as the signal amplitude. An estimate of42
the noise can be achieved by analysing adjacent frequency bins or looking at the variation in the43
response bin across epochs [6]. The gold standard method to statistically determine the presence44
of a neural response is to use Hotelling’s T2 test [1].45
ASSRs can also be elicited with cochlear implant (CI) users [7]. These are termed electrically46
evoked auditory steady state responses (EASSRs). In the CI population EASSRs have been used47
to predict thresholds levels [8] and have been related to modulation sensitivity [9]. EEG recordings48
performed in CI users while their devices are active contain artifacts from the RF transmission and49
electrical stimulation that obscures the neural response, the artifact contains energy at both the50
simulation and modulation rates. These artifacts can be removed by interpolating between artifact51
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free segments of EEG [8]. This is similar to downsampling, but can not be used with a pre filter as52
that would smear out the CI artifact.53
DFT based analysis of ASSR measurements has several shortcomings. First, the measured54
response is assumed to be stationary, but effects such as attention or adaptation may cause the ASSR55
to vary over time [10]. Secondly, the DFT based method can not be applied in real time. Lastly, no56
consensus has been made on how best to integrate information from multiple electrodes. Various57
approaches have been proposed to utilise information from multiple recording electrodes including58
averaging the signals in the time domain [9], averaging the output statistic [11], spatial filtering [12]59
and blind source separation [13]. DFT based EASSR analysis has additional shortcomings. First,60
the interpolation based artifact removal technique introduces aliasing in the signal. Secondly, only61
a small portion of the measured data is used in the analysis. Lastly, artifact free segments are62
required in the data, which are not available when using clinical stimulation parameters.63
Here we propose a Kalman filter to estimate the ASSR parameters. This approach requires a64
model of the signal being measured, we propose a simple sinusoid model with unknown amplitude65
and phase [14]. When the system model is correct and the noise assumptions of the filter are met,66
the Kalman filter produces optimal estimates of the system variables. We hypothesise that for low67
SNR signals the Kalman filter will converge to valid amplitude estimates faster than traditional68
techniques. We propose two extensions to this Kalman filter technique. To integrate information69
from multiple recording electrodes we propose a multi input multi output model. And for processing70
recordings from CI users we propose a system model that incorporates CI artifact information.71
The Kalman filter approach provides several advantages over traditional DFT based ASSR72
processing. First, no assumption of signal stationarity is made. Secondly, changes in the response73
can be analysed at each sample, opening up new research avenues in to areas such as auditory74
adaptation or attention. Thirdly, the Kalman filter can be updated in real time during signal75
acquisition. Lastly, information from multiple recording electrodes can be included in the response76
estimate. Contrary to DFT based processing, the Kalman filter approach to EASSR processing77
does not introduce aliasing in the signal and utilises all the measured data.78
Accurate estimates of EEG spectral content has many uses. Information about the amplitude79
at multiple frequencies, or combined with phase estimates, can be used to statistically assess the80
presence of a neural response. Beyond ASSRs, accurate spectral estimates may be useful in studies81
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of attention or neurological disorders [15, 5].82
The advantages of a state estimation approach over DFT methods in the analysis of non sta-83
tionary periodic signals has been previously investigated [16]. A single input single output Kalman84
filter has been proposed previously for analysis of low SNR EEG signals, specifically the distortion85
product otoacoustic emissions [17]. But no comparison has been made to current gold standard86
DFT based methods for measuring ASSRs. Here we compare the proposed method to the current87
gold standard technique and extend this model to integrate information from multiple electrodes88
and remove artifacts from EASSRs.89
The remainder of this paper is organised as follows. The proposed state space models are90
defined. The experimental stimuli and recording procedure are described. The statistical tests used91
to compare the current gold standard DFT procedure and proposed method are described. Results92
are presented and discussed.93
2 Methods94
In this section the proposed state space models are defined. The stimuli, data collection and signal95
processing is described. As is the statistical tests to compare results from the current gold standard96
DFT and proposed methods.97
2.1 Models98
Three state space models are introduced to describe: 1) single channel ASSRs, 2) multichannel99
ASSRs, and 3) single channel EASSRs. A brief description of each model is provided and the model100
is explicitly defined.101
Equations 1 and 2 define the standard discrete state space form all models are placed in [18].102
Bold upper case symbols represent matrices, bold lowercase symbols represent vectors and regular103
lowercase symbols represent numbers. The system state at sample k is represented by xk. The state104
transition model is represented by Fk and the process noise is represented by wk. The observation105
model is represented by Hk and the measurement noise is represented by vk.106
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xk+1 = Fkxk +wk (1)
zk = Hkxk + vk (2)
2.1.1 Acoustic Stimulation Model107
A sinusoid with unknown amplitude and phase is used to model the ASSR [14]. This model is108
presented in equations 3 and 4. The amplitude at each sample (Ak) is given in equation 5. The109
phase at each sample (φk) is given in equation 6.110
x1
x2

k+1
=
1 0
0 1

x1
x2

k
+wk (3)
zk =
[
cos(ω∆t ∗ k) −sin(ω∆t ∗ k)
]x1
x2

k
+ vk (4)
Ak =
√
x21,k + x
2
2,k (5)
φk = arctan(
x2,k
x1,k
) (6)
111
2.1.2 Multichannel Model112
Amulti input multi output model was designed to integrate information from multiple channels. The113
number of channels is represented by n. The measurement on channel i and sample k is represented114
by zi,k. This model assumes that each adjacent electrode is measuring the same underlying source115
with independent noise, this is a common assumption for neighbouring electrodes in high density116
montages [19]. The same state model in equation 3 is used, but multiple observations are generated117
as described in equation 7.118
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2.1.3 Electrical Stimulation Model120
Measurements of EASSRs are corrupted by artifacts from RF transmission and electrical stimula-121
tion. The exact timing and frequency fa of these artifacts is controlled by the experimenter and122
thus known a-priori. Figure 1a shows an example EASSR measurement and figure 2a shows the123
frequency content of this signal. It should be noted that the artifact is ≈ 2000 times larger than124
the signal of interest.125
A model of the CI artifact is added to the model in section 2.1.1. The artifact is modelled126
as a linearly increasing and decreasing signal with periodicity equal to the cochlear implant pulse127
rate (sw(∆t ∗ k, fa, w)), where t is the width of the artifact. Figure 1b shows an example of this128
artifact model. An additional state variable (x3) is introduced to track the amplitude of the artifact.129
The complete EASSR model is provided in equations 8, 9 and 10. An example realisation of the130
EASSR model overlaid on a measurement can be seen in figure 1c and the frequency content of this131
realisation can be seen in figure 2.132
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where d = min(mod(−t, 1/fa), mod(t, 1/fa))
133
[Figure 1 about here.]134
[Figure 2 about here.]135
2.1.4 Filter136
A standard Kalman filter was applied to the data to determine state estimates at each sample [20].137
Initial estimates for x1 and x2 were set to 0, representing an amplitude of 0 uV. In the EASSR138
model the initial value of x3 was set to the maximum value measured.139
The process noise covariance was set to 1e−7 to represent that little variation was expected in140
response amplitude. The measurement noise covariance was set to the covariance of the measured141
signal.142
A Rauch-Tung-Striebel (RTS) smoother was used in the Kalman filter based analysis [21]. This143
consists of a forward pass Kalman filter and a backward pass recursion smoother, it provides better144
estimates than the forward pass alone.145
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2.2 Stimuli146
All experiments were conducted in a sound proof and electromagnetically shielded room. EEG147
measurements were recorded with a BioSemi ActiveTwo 64 channel system. Data was recorded with148
a sample rate of 8192 Hz and stored for oﬄine processing. Testing was approved by the Medical149
Ethics Committee of the UZ Leuven (approval number B32220072126) and informed consent was150
obtained from all participants.151
2.2.1 Acoustical Data152
Twenty Flemish speakers, mean age years 21 (SD = 1.3 years), volunteered for this study. Stimuli153
consisted of amplitude modulated speech-weighted noise, presented to the participants at 70 dB154
SPL through ER-3A insert phones. Modulation rates 4, 10, 20, 40 and 80 were each presented for155
5 minutes in a random order. A resting state condition was also measured for 2.5 minutes. Stimuli156
were presented binaurally and monaurally to each ear. 16 measurements were taken per participant,157
in total 320 measurements were recorded. Before further processing the data was downsampled to158
a sample rate of 256 Hz.159
2.2.2 Electrical Data160
Seven Flemish speakers, mean age 58 years (SD = 19 years), volunteered for this study. All par-161
ticipants were unilateral CI users with Cochlear Nucleus devices. Stimuli consisted of amplitude162
modulated biphasic pulse trains presented via the NIC research platform. All stimuli were presented163
in a bipolar mode, both the active and return electrodes were located within the cochlea. In each164
participant three electrode pairs were stimulated, a basal, middle and apical electrode pair. To165
match the users daily processor, a pulse rate of 900 pulses per second was used, the pulses were166
modulated at a 40 Hz rate. Stimuli were modulated between the threshold and comfort level as167
described in [9]. Each electrode pair was stimulated twice, using either anodic or cathodic first168
biphasic pulses. In one participant stimulation of the basal electrode pair was not possible. In total169
40 measurements were recorded.170
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2.3 Signal Processing171
All measurements were processed using the gold standard DFT and proposed Kalman filter meth-172
ods. Details of each analysis procedure are presented below. Each measurement was analysed to173
determine the amplitude at the modulation rate. The resting state data was analysed to determine174
the amplitude at 30 Hz, only noise was expected at this rate.175
2.3.1 DFT Analysis176
The DFT analysis begun with a high pass filter from 2 Hz, each signal was then referenced to177
electrode Cz. The signal was cut in to epochs of 1.024 s, 5% of these were rejected based on peak178
to peak amplitude. A Fourier transform was conducted on each epoch and the mean amplitude of179
the bin corresponding to the modulation rate was recorded as the signal amplitude. The standard180
deviation of this bin divided by the number of epochs was recorded as the noise amplitude.181
2.3.2 Kalman Analysis182
The Kalman analysis consisted of a de-trending procedure with a second order polynomial over a183
0.5 s window [22]. De-trending was used instead of low pass filtering as not to smear the artifact184
in the EASSR analysis. The signal was then referenced to Cz and passed to the Kalman filter and185
RTS smoother with initial parameters as described in section 2.1.4. The amplitude was estimated186
at each sample using equation 5, the mean amplitude over all samples was taken for comparison187
with the DFT analysis.188
2.3.3 Single Channel Analysis189
Single channel analysis was run on electrodes P5, F6, Fp1, and O1. P5 and O1 are commonly used190
in ASSR analysis as they have a large response amplitude relative to the noise. F6 and Fp1 were191
analysed to represent more difficult channels for ASSR detection. Fp1 is commonly contaminated192
with blink artifacts and both Fp1 and F6 are frontal electrodes with a smaller response amplitude193
than the electrodes at the back of the head.194
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2.3.4 Multi Channel Analysis195
Electrodes P3, P5, PO7 and PO3 were analysed in the multi channel analysis. These are neigh-196
bouring electrodes that are commonly used for ASSR analysis. To integrate the information in197
the traditional processing scheme, the waveforms from multiple channels were averaged after re-198
referencing to produce a single signal, FFT based analysis was performed on this single channel. In199
the proposed method, all the channels were passed in to the model as described in equations 3 and200
7.201
2.3.5 EASSR Analysis202
The aim of the EASSR analysis was to determine if the evoked response amplitude could be accu-203
rately measured in the presence of the CI artifact. The CI artifact is not limited to the stimulation204
rate, but also contains energy at the modulation rate [8]. The electrode contra-lateral to the CI205
was analysed, either P5 or P6. As a first step in the DFT analysis the signal was blanked 0.0009 s206
after each pulse [8]. This value was chosen as [9] showed that the artifact only lasted 0.0007s with207
the same stimuli. An anti-aliasing filter was not used prior to interpolation as this smears out the208
artifact in the time domain, leaving no response dominated samples to interpolate between. For the209
Kalman analysis equations 8 and 9 was used.210
2.4 Statistics211
Two tests were conducted to ensure the proposed method met or exceeded the performance of212
the DFT procedure. First, the entire measurements were analysed to confirm the two measures213
produced the same amplitude estimates, a regression and Bland Altman analysis was conducted.214
Secondly, the recordings were split in to smaller segments to determine which measure converged215
to a valid solution quicker.216
2.4.1 Regression Analysis217
To determine if the two methods produce similar amplitude estimates a linear regression was per-218
formed comparing the amplitude from a DFT analysis to the Kalman amplitude estimate. The219
entire 5 min recording was used in both methods.220
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2.4.2 Bland Altman Analysis221
Regression analysis has many shortcomings when comparing two measures [23]. A Bland Altman222
visual method was used to compare the two measures and define a repeatability coefficient. By223
definition, 95% of measurements will have a difference in amplitude estimates less than the repeata-224
bility coefficient. This analysis was conducted on the entire data set (N = 1536). As the noise level225
varies per modulation rate, the Bland Altman analysis was also conducted for each modulation rate.226
The repeatability coefficient was compared to the noise level at each frequency to determine if the227
differences between measures was related to the noise level or external factors.228
2.4.3 Convergence Analysis229
Analysis was run to determine which method converged to a valid solution faster. Each measurement230
was cut in to smaller segments from 10 s to 250 s in 10 s increments. The amplitude as estimated231
using a DFT analysis of the full 5 minute recording was taken as the true amplitude. The error232
was defined as the absolute value of the difference between the true amplitude and short segment233
amplitude. The amplitude estimate was considered valid once the error between it and the 5 min234
solution was less than the noise level determined on the full 5 min recording using a DFT analysis235
and remained valid for at least 20 s. The improvement in convergence time was calculated per236
measurement and for each recording electrode. The mean absolute error was analysed for each237
segment from 10 s to 150 s.238
3 Results239
3.1 Acoustic Stimulation240
3.1.1 Example241
Figure 3 provides an example of the amplitude estimate over time. Both the DFT and Kalman242
estimates are visualised. The final DFT estimate is indicated by a dashed black line, the red dashed243
line indicates the DFT estimate ± the DFT noise amplitude. The blue line indicates the how244
the DFT estimate is updated over the measurement. The black line represents the Kalman filter245
estimate, it is initialised with 0 uV amplitude and converges to within the noise level in ≈ 10 s246
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before fluctuating within the expected noise amplitude range. The green line indicates the RTS247
smoothed estimate using data from the entire recording.248
[Figure 3 about here.]249
3.1.2 Regression Analysis250
Regression analysis showed a significant relation between Kalman and DFT amplitude estimates.251
Five min ASSR measurements and 2.5 min resting state conditions were analysed. A total of252
320 amplitude estimates were obtained with the DFT and Kalman methods per electrode. Four253
electrodes were analysed to represent both high and low SNR situations. Figure 4 shows the relation254
between measures for electrode P5. All points lie along the mid line, indicating good agreement.255
There was a statistically significant relation between measures for all electrodes. For P5 (R2 = 0.99,256
p < 0.001, DF = 318), for F6 (R2 = 0.95, p < 0.001, DF = 318), for Fp1 (R2 = 0.92, p < 0.001,257
DF = 318), for O1 (R2 = 0.99, p < 0.001, DF = 318).258
[Figure 4 about here.]259
3.1.3 Bland Altman Analysis260
A Bland Altman analysis indicated the difference in measures is less than the EEG noise. The261
mean difference between the two measures was -0.0035 uV. For the entire data set the repeatability262
coefficient was 0.088 uV and the mean noise level was 0.11 uV.263
Figure 5 shows a Bland Altman plot. The repeatability coefficient is indicated by dashed lines.264
The average noise level is plotted as a dotted line.265
Figure 6 plots the average noise per electrode and frequency against the repeatability coefficient.266
The points generally lie above the solid line indicating the difference in measures is less than the267
frequency specific measurement noise.268
[Figure 5 about here.]269
[Figure 6 about here.]270
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3.1.4 Multichannel Analysis271
Regression analysis showed that the Kalman and DFT analysis estimated the amplitude similarly272
when integrating information from multiple channels. DFT analysis averaged the signals in time273
domain then the standard processing was used. For the Kalman process all channels were fed to274
the filter. Regression analysis determined the two measures were related (R2 = 0.99, p < 0.001,275
DF = 318). The Bland Altman repeatability coefficient was 0.048 uV. The mean noise level was276
0.075 uV. Figure 7 illustrates the similarity between DFT and Kalman estimated amplitudes for277
the multi channel data.278
[Figure 7 about here.]279
3.1.5 Time Analysis280
Figure 8 illustrates how the mean absolute amplitude error varies with the length of recording for281
two electrodes and two modulation rates, the dashed horizontal line indicates the average noise level.282
Results are described for each frequency as the noise level decreases with increasing frequency. For283
each modulation rate the amplitude was considered valid when the mean absolute error was less284
than the mean noise level as determined on the full 5 min recording.285
The improvement in convergence time was calculated for each measurement on each of the four286
recording electrodes. On average the proposed Kalman approach converged to a solution 15 %287
faster than the DFT method, a t test indicates this is a significant improvement t(1279) = 5.7, p <288
.001. For 4 Hz conditions the improvement was 27 % t(239) = 6.0, p < .001. For 10 Hz conditions289
the improvement was 26 % t(239) = 4.8, p < .001. For 20 Hz conditions the improvement was 3290
% t(239) = 0.2, p = .5. For 40 Hz conditions the improvement was 10 % t(239) = 1.5, p = .1.291
For 80 Hz conditions the improvement was 6 % t(239) = 0.8, p = .4. For resting state data the292
improvement was 27 % t(79) = 4.0, p < .05.293
When all conditions and modulation rates were combined, the mean absolute error for the294
Kalman filter achieved a valid amplitude on average between 50 and 60 s, the traditional method295
between 80 and 90 s. For 4 Hz the Kalman filter achieved a valid amplitude on average between296
50 and 60 s, the traditional method between 80 and 90 s. For 10 Hz the Kalman filter achieved a297
valid amplitude on average between 60 and 70 s, the traditional method between 90 and 100 s. For298
13
20 Hz the Kalman filter achieved a valid amplitude on average between 80 and 90 s, the traditional299
method between 80 and 90 s. For 40 Hz the Kalman filter achieved a valid amplitude on average300
between 90 and 100 s, the traditional method between 100 and 110 s. For 80 Hz the Kalman filter301
achieved a valid amplitude on average between 30 and 40 s, the traditional method between 70 and302
80 s. For resting state data the Kalman filter achieved a valid amplitude on average between 10303
and 20 s, the traditional method between 50 and 60 s.304
[Figure 8 about here.]305
3.2 Electrical Stimulation306
The proposed method determined the EASSR amplitude to be the same as the DFT based blanking307
method for all participants. Artifact amplitudes varied between participants from 5 uV to 2000 uV.308
The width of the artifact was chosen by visual inspection of the raw EEG data.309
3.2.1 Regression Analysis310
Regression analysis confirmed the amplitudes from the two methods are related (R2 = 0.94, p <311
0.001, df = 38).312
3.2.2 Bland Altman Analysis313
Figure 9 shows the Bland Altman analysis for the EASSR files. The Bland Altman analysis deter-314
mined the mean difference between methods to be 0.006 uV. The repeatability coefficient was 0.047315
uV, the repeatability coefficient for acoustic ASSRs at 40 Hz was 0.051 uV.316
[Figure 9 about here.]317
4 Discussion318
A method for the real time analysis of ASSR signals was presented. For recordings of 5 and 2.5 min,319
the proposed method produced the same amplitude estimates as the gold standard DFT method.320
The variation in measures was shown to be less than the EEG noise level. The proposed Kalman321
approach reached a valid amplitude significantly faster than the DFT approach. Two extensions of322
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this method were presented. The first, integrated information from multiple sensors. The second,323
allowed measurement of responses to CI stimulation.324
For all modulation rates, the 5 min recordings produced on average essentially no difference in325
amplitude when compared to the DFT method. This indicates no bias is introduced in the proposed326
method, and is an essential requirement for any new measure. The variation in results was shown327
to be less than the EEG noise level. The authors propose this indicates the two measures can be328
considered equally accurate for long recordings. The two measures produced the same amplitude329
estimate for the resting state condition, indicating the Kalman filter approach also works in the330
absence of a significant neural response to the stimuli. Differences between the two methods may331
be due to variation or non stationarity in the ASSR amplitude over the length of the recording, this332
variation in the frequency of interest is not usually discussed in DFT based methods.333
The recordings were analysed at different lengths to determine which converged to a valid solu-334
tion first. A valid solution was defined as when the absolute error in amplitude was less than the335
noise level for the full recording for at least 20 s. For all modulation rates the Kalman filter matched336
or outperformed the DFT method, the Kalman filter was significantly faster for three modulation337
rates. The greatest improvement in convergence time was found in low SNR situations such as338
frontal electrodes and low modulation rates. The authors propose two reasons for the improvement339
in detection time. First, the initial condition is set to an amplitude of 0 uV and increases based on340
the measurements, whereas DFT based methods often over estimate response amplitudes for short341
measurements. Secondly, the Kalman filter is less likely to be affected by brief periods of noisy342
data caused by blinking or neck movement. Given the greater reduction in measurement time for343
frontal electrodes, the authors hypothesise that the proposed method may further outperform DFT344
methods for stimuli presented closer to hearing threshold.345
The proposed Kalman filter was extended to integrate information from multiple electrodes.346
The model is based on the assumption that each electrode is measuring the same underlying signal347
but with independent noise, this assumption is not strictly true [24, 25]. However, closely spaced348
electrodes often show similar amplitude and phase and are combined [11]. For entire scalp analysis,349
other methods may be more appropriate [13]. Less variability was shown when comparing ampli-350
tudes with the DFT method for the multiple electrode data than the single channel data. Indicating351
a benefit of integrating information from multiple sensors.352
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A model was developed to include the artifacts introduced when recording EEG with CI stimu-353
lation. The artifacts are caused by RF transmission and electrical stimulation. The artifacts from354
participants in this study varied in amplitude between 5 uV and 2000 uV. A simple linearly increas-355
ing and decreasing model was proposed, this was based on visual inspection of raw EEG data and the356
signal spectrum. Realisations of the model showed good visual alignment with raw data. Kalman357
filtering of EASSR data with the extended model showed no difference in amplitudes compared to358
the current state of the art artifact removal method [8]. If the artifact model was not included in359
the Kalman filter, the amplitude estimates were inaccurate. The repeatability coefficient between360
methods for the 40 Hz EASSR was similar to the 40 Hz ASSR, indicating no loss of accuracy is361
produced relative to measurements in normal hearing participants. The proposed method has the362
same advantages when processing EASSR data as with the ASSR data, but also has the advantage363
that it does not require interpolation, which effectively downsamples without pre-filtering, causing364
aliasing in the signal.365
CI stimuli were presented at 900 pulses per second in bipolar mode, these parameters have366
been previously validated with the blanking technique [8]. The CI artifact is known to vary with367
stimulation mode and level, and may vary between CI manufacturers. Further investigation is368
required to determine how the artifact varies with each stimulation parameter. If stimulation369
parameters dramatically affect the measured artifact, the model in equation 10 may need to be370
adjusted accordingly. However, the participants in this study had a representative range of threshold371
and comfort values, this demonstrated that the Kalman filter was robust to variations in stimulation372
level.373
The DFT analysis methods assume the neural response is stationary, this may not be true374
as attention and alertness are known to affect auditory neural responses [10]. For the standard375
Kalman filter to provide an optimal estimate of state variables the model must be correct and noise376
must be white Gaussian. Figure 2a illustrates that the EEG signal does not have white noise.377
Despite this limitation the Kalman filter outperforms the DFT based method and does not require378
the stationarity assumption. Using methods that account for correlated noise may provide further379
improvements [26].380
Initial conditions were set to an amplitude of 0 uV as not to bias the comparison to DFT381
based methods. In an optimised system, the initial estimate could be set per modulation rate to382
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the expected amplitude based on literature or pilot studies, this should further reduce the time383
required to converge to a valid amplitude estimate. Further, tracking the response harmonics could384
be included by simple extension of the model [27].385
An alternative approach to validating the proposed Kalman filter, and comparing to the DFT386
approach, could be to simulate a neural response in noise and compare the results to the simulation387
parameters. This would allow analysis of the error in different conditions, but would lack the388
complexity of the experimental data.389
5 Conclusion390
A new method was proposed to measure auditory steady state responses. The proposed Kalman391
filter method produced the same amplitude estimates as the gold standard DFT based method for392
long measurements. The proposed method was shown to converge to a valid solution significantly393
faster than the current gold standard. The proposed method was extended to include a model of394
cochlear implant artifacts, and was shown to accurately estimate the amplitude of electrically evoked395
auditory steady state responses. The authors hope that removing the assumption of stationarity396
and allowing real time amplitude estimation will open up new avenues in ASSR research.397
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(a) EASSR Signal sampled at 8192 Hz
(b) Artifact Model sampled at 81920 Hz
(c) Measurement and model realisation
Figure 1: Example EASSR measurement and model realisation. 1a) EASSR measurement, 1b) real-
isation of artifact model sampled at 81920 Hz to capture all features, 1c) EASSR model realisation
(red) overlaid on example measurement (black).
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(a) Measurement
(b) Model
Figure 2: Spectrum of EASSR measurement and model realisation.
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Figure 3: Example amplitude estimation for a 4 Hz modulation rate using both Kalman and DFT
measures. Time varying estimates are shown as solid lines. The dashed black line indicates the
DFT amplitude estimate using the entire 5 min measurement, the dashed red line indicates the
amplitude estimate ± the final noise amplitude.
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Figure 4: Comparison of amplitude estimates for electrode P5 using DFT and Kalman methods.
Solid line indicates the line of perfect match.
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Figure 5: Bland Altman analysis of difference between DFT and Kalman amplitude estimates for
single channel analysis of six modulation rates and 4 electrodes (N = 1, 280). Dashed lines indicate
the repeatability coefficient and dotted lines indicate the mean DFT noise level. The rug indicates
the density of distribution for each axis.
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Figure 6: Relation between repeatability coefficient and noise.
28
−0.3
0.0
0.3
0.01 0.10 1.00
Mean Ampltitude (uV)
Am
pl
itu
de
 D
iff
e
re
n
ce
 (u
V) Frequency (Hz)
l
l
l
l
l
l
4
10
20
40
80
Silence
Figure 7: Bland Altman analysis of difference between DFT and Kalman amplitude estimates for
multi channel data (N = 320). Dashed lines indicate the repeatability coefficient and dotted lines
indicate the mean DFT noise level. The rug indicates the density of distribution for each axis.
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Figure 8: Error in amplitude estimates as a function of time for two electrodes and two modulation
rates. Error bars indicate 95% confidence intervals. Dashed lines indicate the noise amplitude.
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Figure 9: Bland Altman analysis for EASSR recordings. Dashed lines indicate the mean difference
and repeatability coefficient. The rug indicates the density of distribution for each axis.
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