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Agile sof tware development companies react to the changes in their volatile business 
environment to satisfy customers to the best of  their ability.  Planning the releases of  sof tware 
versions, making promises to customers and deciding where to put resources are dif f icult tasks 
which require information about the current state of  features and their estimated time of  
completion. Making schedules takes resources and is dif f icult because of  the complex and 
changing environment. 
This research aims to identify problems of  feature estimation in agile sof tware development 
and discover solutions to these problems. The study was conducted as a qualitative case study 
for a Finnish agile sof tware development company and the DSRM framework was used to provide 
guiding lines for the research. Information was gathered by reviewing the academic literature and 
interviewing the employees of  the case company. An artifact which used the case company’s 
scrum history data as an input was created to improve feature estimation. The artifact was created 
in a form of  a dashboard which displayed general information about the features currently being 
developed to the sof tware product of  the case company. The general information included for 
example name, responsible team, estimated completion date, completed percentage and the 
number of  active developers. The estimated completion dates were calculated by using the 
company’s scrum history data and more specif ically the user stories ’ median cycle times. 
The results of  the research provided identif ied problems regarding feature estimation in agile 
sof tware development and a description how an artifact was made to solve these problems in the 
case company’s context. The performance of  the artifact was evaluated comparing it to its 
requirements and by calculating average error of  estimates. The accuracy of  the estimates was 
on an acceptable level according to the case company and the artifact was seen benef icial. The 
transferability of  the research and the generalization of  the results is dif f icult because of  the unique 
environment of  the case company. 
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Ketteriä menetelmiä käyttävät ohjelmistoyritykset pyrkivät reagoimaan ailahtelevassa  
liiketoimintaympäristössä tapahtuviin muutoksiin voidakseen palvella asikaittaan parhaansa 
mukaan. Ohjelmistoversioiden julkaisemisen suunnittelu, asiakaslupausten pitäminen ja 
resurssien jakaminen ovat haastavia tehtäviä, jotka vaativat informaatio ta toiminnallisuuksien  
tämänhetkisestä tilanteesta ja niiden arvioiduista valmistumisajankohdista. Aikataulujen 
tekeminen on myös haastavaa moniulotteisen ja muuttuvan liiketoimintaympäristön johdosta. 
Tämä tutkimus pyrkii tunnistamaan ongelmia, joita esiintyy ketterän ohjelmistokehityksen  
toiminnallisuuksien valmistumisarvioiden tekemisessä ja löytämään ratkaisuja näihin ongelmiin. 
Tutkimus toteutettiin kvalitatiivisena tapaustutkimuksena suomalaiseen ketteriä menetelmiä 
käyttävään ohjelmistoyritykseen. DSRM-viitekehystä käytettiin tutkimusprosessin vaiheiden 
määrittämiseen. Aineistoa kerättiin perehtymällä ketterään ohjelmistokehitykseen liittyviin 
akateemisten kirjoituksiin ja tekemällä teemahaastatteluita kohdeyrityksen henkilöstölle. 
Valmistumisarvioihin liittyvien ongelmien ratkaisemiseksi luotiin artefakti, joka hyödynsi 
kohdeyrityksen scrum historiadataa. Artefakti luotiin automaattisesti päivittyvän kojelaudan 
muotoon, joka esitti yleistä tietoa kohdeyrityksessä sillä hetkellä kehityksessä olevista 
toiminnallisuuksista. Esitettäviin tietoihin sisältyi esimerkiksi toiminnallisuuden nimi, kehitystiimi, 
arvioitu valmistumispäivä, valmiusprosentti ja aktiivisten kehittäjien määrä. Arvioidut 
valmistumispäivät laskettiin käyttämällä hyväksi kohdeyrityksen scrum historiadatasta löytyviä  
käyttäjätarinoiden mediaani läpimenoaikoja. 
Tutkimuksen päätelmiin sisältyi löydetyt ketterän ohjelmistokehityksen valmistumisarvioihin 
liittyvät ongelmat ja selvitys minkälainen artefakti rakennettiin korjaamaan näitä ongelmia 
kohdeyrityksen tapauksessa ja millä perustein. Artefaktin suorituskykyä mitattiin vertaamalla sen 
toiminnallisuutta kehitysvaiheessa luotuihin tavoitteisiin ja laskemalla valmistumisarvioiden 
keskimääräinen virhe. Keskimääräinen virhe oli kohdeyrityksen mielestä sopivalla tasolla, 
tavoitteet ja toiminnallisuus olivat linjassa ja kohdeyritys näki artefaktin hyödyllisenä heidän 
toiminnalleen. Tutkimuksen siirrettävyys to iseen kontekstiin ja tulosten yleistettävyys voi olla 
haastavaa johtuen kohdeyrityksen ominaisuuksista, jotka mahdollistivat tutkimuksen 
onnistumisen. 
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design science research 
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1. INTRODUCTION 
The idea of agile software development is to develop software incrementally in short pe-
riods of time, which helps the developers and other personnel to react to the unexpected 
situations in the volatile business environment and accumulates rapid value for customers 
(Boehm & Turner 2003; Beck et al. 2001). According to the agile manifesto created by 
Beck et al. (2001) detailed plans and documentation are not focused on when performing 
agile software development. Instead a working software and reacting to change are valued 
much higher in agile projects. Estimating effort and creating schedules quickly based on 
estimates are essential, but difficult parts of the process in agile software development. 
User stories are a common way of describing the functionality of developed software and 
story points are often used in estimating the effort needed to complete the user story. The 
story points of a user story are usually estimated using expert opinion rather than any 
technological tools or algorithms. Release planning is also an important part of the pro-
cess, where the goal is to choose which functionality is released in which software ver-
sion. The success of release planning is highly affected by the schedules’ accuracy. (Cohn 
2005; Coelho & Basu 2012) 
Cohn (2005) and Boehm & Turner (2003) argue that all the decision making in agile 
software development should include analysis of costs and business value. Without busi-
ness value the decisions should not be executed. In agile software development processes 
this should be considered in most situations. For example, by prioritizing which user sto-
ries and functionality would accumulate most return on investment. In this research the 
business value aspect is left out of the scope and the improvements and benefits are stud-
ied from the aspect of planning and executing agile software development. 
McDaid et al. (2006) and Cohn (2005) agree that problems in creating schedules are usu-
ally the unexpected elements in the environment. The effort needed for completing the 
user story could be estimated accurately, but all the meetings, problems in the environ-
ment, difficulties with the technologies, testing and other matters which prolong the com-
pletion are hard to always take into account. Schedules need to be done again after these 
unexpected issues push the completion dates forward. Agile software development teams 
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do not want to use too much resources on planning and making schedules. They want to 
concentrate on the developing. 
Usman et al. (2014) state that there is a great need for more research on the effort estima-
tion topic in the context of agile software development. Accurate approaches or tools for 
effort estimation have not been widely accepted. Buglione & Ebert (2011) present differ-
ent commercial software estimation tools, which are used to estimate the effort of a user 
story. All these tools use the metric lines of code, which is said to be unfitting for estima-
tion purposes. Coelho & Basu (2012) agree and state that lines of code cannot be accu-
rately used to estimate the size of functionality. 
This research is done to investigate possibilities of improving agile planning and feature 
estimation by creating an artifact which is using scrum history data of an agile software 
development company. As the expert opinion has been considered the most popular and 
accurate way of effort estimation, it is used in this research instead of creating a tool 
which would generate the story point values. The story point values are included in the 
scrum history data which is analyzed in this research. 
To find answers to the previously mentioned problems the main research question is: 
• How to improve feature estimation and agile planning using scrum history data? 
This main research question can be dissected to a smaller sub research questions which 
need to be answered to answer the main research question. 
• What kind of problems can be identified related to agile planning, feature estima-
tion and scrum history data? 
• What kind of artifact could help solving problems in feature estimation? 
This research is done as a case study to a Finnish software development company which 
develops and sells an information management system product all over the world. The 
research is conducted because the case company has noticed possible problems in feature 
estimation and release planning. The case company gathers considerable amount of data 
weekly about themselves but does not use the data as effectively as they could. This re-
search aims to solve problems of feature estimating by creating an artifact, which provides 
useful information about the features, their progression and estimated completed dates. 
The artifact is in a form of a dashboard, which is automatically updated several times a 
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day. Some processes related to agile software development are discussed and how they 
affect the accuracy of the estimates provided by the artifact. 
The research was executed as a qualitative case study, and it uses the design science re-
search method framework provided by Peffers et al. (2007). The DSRM framework is 
used to create an artifact to solve identified organizational problems. The solving of the 
problems must yield value to the organization and the artifact must be evaluated thor-
oughly after the design and development. The unique environment of the company pushes 
the research towards case study and the DSRM framework provides a solution in a form 
of an artifact which fits well with the research question and the needs of the case company. 
The subjects related to the research question are complex and qualitative data needs to be 
gathered. Semi-structured interviews were chosen for this purpose and 14 employees 
from various positions of the case company were interviewed. 
The paper is constructed of theory chapter, research methods chapter, research results 
chapter, discussion chapter and a conclusion chapter. It begins by first presenting the rel-
evant agile software development methods and concepts using the academic literature. 
This information is needed for understanding the context of the results chapter. Secondly, 
the selected research methods are presented and justified by academic literature, followed 
by the results provided when the methods were used in practice. The next chapter is a 
discussion chapter which compares the results of the research and the academic literature. 
Finally, a conclusion chapter which summarizes the generalizable answers to the research 
questions, presents the theoretical and practical contributions of the research and dis-
cusses about the limitations of the research as well as suggestions for continuing the re-
search from other aspects. 
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2. AGILE SOFTWARE DEVELOPMENT 
In this chapter the most important methods, concepts and models of software develop-
ment are explained and a brief history of the evolution of the methodologies used in the 
field presented. Scrum methodology is explained more thoroughly than other alternatives. 
Agile planning, effort estimation and release planning are the key concepts which are 
explained. These facts are needed for understanding the environment and context where 
the research was conducted. 
Agile software development can be explained by first going through what it is not. The 
quite opposite of agile methods is the old waterfall model. Petersen et al. (2009) state that 
the first publications of the waterfall model are from 1970 and it has been used in software 
development to this day. The waterfall model consists of several steps, which are done in 
this order: 
1. Gathering requirements for the system 
2. Designing the system 
3. Implementing the system 
4. Testing the system 
5. Maintaining the system 
According to Sommerville (2011) the model states that before moving to the next  step, 
the previous step must be finished. Completion of a step is usually done by creating and 
reviewing a great number of documents regarding the step. This rarely happens in practice 
since the information from other steps is needed and problems might arise only in the 
other phases of the model. For example, some problems in the design could only be real-
ized in the implementation phase and a slight overlapping of these phases would be ben-
eficial. 
In some small projects with exceptionally clear requirements this model might work well, 
but if the project is sizeable and takes considerable amount of time to complete, some 
common issues have been noticed to emerge during the project. Sommerville (2011) and 
McBreen (2002) agree that the creating and approving of documents takes effort, money 
and time which could be spent better. This also slows down the whole process and stiffens 
5 
 
it. Other common issue with waterfall model is that the customer usually changes their 
requirements, because they do not know what they want, and they might not even know 
what is possible to implement. The model does not take this into consideration. Jones 
(1996) mentions that in this process model the customer cannot provide feedback on the 
system and in a worst-case scenario they receive a complete system, which does not do 
what they want. He also points out that since testing is done after the development it is 
usually the place to excise resources if the project goes over budget or is delayed, which 
is not rare in software development projects. Neglecting testing will build up more costs 
later when the customer discovers bugs which need to be fixed. 
After realizing the issues in the waterfall model, new methods and practices were devel-
oped. In 2001 Beck et al. (2001) presented a collection of values and principles for better 
software development. This collection is called Agile Manifesto and it is the base for all 
the most popular methods used in agile software development. Agile Manifesto states that 
they value: 
• Individuals and interactions over processes and tools 
• Working software over comprehensive documentation 
• Customer collaboration over contract negotiation 
• Responding to change over following a plan 
Agile Manifesto clearly responds to the shortcomings of the waterfall model. Cockburn 
(2002) explains that agility means the ability to adapt and respond to the changes happen-
ing in the environment. In practice the agile methods usually include breaking the project 
to smaller subprojects or increments, which incorporate working and tested parts of the 
software to the customer. It is important that the customer can provide feedback to the 
developers when these smaller parts of the software are delivered. This ables the software 
companies to react to the changes in customer's requirements and in the environment. 
Doing a project in smaller pieces and collaborating with the customer as often as needed 
ensures that the customer receives what they want, and problems are noticed and fixed as 
soon as possible. 
According to Miller (2001) and Beck et al. (2001) agile software processes usually use 
same iteration time throughout a project to keep deliveries consistent and ease up the 
planning of the project. Iteration times are usually short and vary in different projects 
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from one week to six weeks. Reflection regarding own work and processes should also 
be done repeatedly after every iteration. 
Beck et al. (2001) mentioned individuals and interactions as important part of agile 
software development. In practice this means that individuals should be provided with 
proper tools and environment where the work is done to increase productivity. They 
should be supported, trusted and not harassed with deadlines or constant monitoring. 
Communication is essential part of the interactions and it should be bolstered by appro-
priate tools and processes. 
Many different agile software development methods have been used in the software de-
velopment industry which have taken the agile manifesto's principles and values to use. 
Some of the most well-known methods are Extreme programming (Beck 2000), Scrum 
(Schwaber & Beedle 2002), feature driven development (Palmer & Felsing 2001), test 
driven development (Astels 2003) and KANBAN (Ahmad et al. 2013). These methods 
have similarities, but some of the methods are whole processes which can be used to 
develop software, and others are just approaches which can be used inside processes. 
Only Scrum will be presented more thoroughly, since it is the process model which is 
used in the case company. 
2.1 Scrum 
Takeuchi & Nonaka (1986) were one of the first to use the methods that later was called 
Scrum. The term is from sport of rugby and it means a mechanism in the game when ball 
is unplayable, and it is taken back in to play. Ken Schwaber (1995) published the first 
papers regarding Scrum and software development and since then he has been actively 
contributing to the literature. According to Rubin (2013) Scrum is agile process model 
for developing innovative products and services. It is used most when developing soft-
ware products, but the principles of scrum can also be used in other fields as well.  
Schwaber (2004) and Rubin (2013) both begin the explaining the scrum model from the 
product backlog, which is a prioritized list of requirements that the product must be able 
to fulfill. The development work is done in iterations called sprints and these are usually 
from one to four weeks long. During this time the team should be able to complete some 
small parts of the whole product that can be presented to the stakeholders. It is desirable 
to deliver new functionality to the customer in every sprint. In the beginning of a sprint a 
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meeting is held where the sprint is planned and at the end of a sprint a meeting where the 
completed work of the current sprint is reviewed with the stakeholders. These two meet-
ings can usually be done one after another, since after ending a sprint a new one begins. 
In the sprint planning meeting the team estimates what can be done during the next sprint 
and they move those requirements from the product backlog to the sprint backlog. During 
the sprint it is not allowed to add more requirements from the product backlog to the 
sprint backlog. Daily scrum meetings are also part of the process, which are usually held 
in the morning before anything else. In these short 15-minute meetings all members of 
the team report what they have done yesterday and what are they planning to do today. 
This helps with the communication, since time is reserved every day for informing others 
what has been done and what is planned to do next. Possible problems are also discussed 
and tried to solve in these meetings. In the next figure 1 the scrum process is demonstrated 
with a picture. 
 
 
Figure 1. SCRUM Process Model (Way et al. 2009) 
Schwaber & Beedle (2002) argue that a Scrum team should ideally consist of about five 
to ten people. If more people are working on the project, multiple teams should be created. 
Schwaber (2004) identifies three roles in the scrum team: Product Owner, Scrum Master 
and the Scrum Team. Product Owner is responsible for the project, managing it and keep-
ing the product's backlog updated. Scrum Master is responsible for the scrum side of the 
project, which means that the whole team follows Scrum's principles, rules and methods. 
The Scrum Team is the team which is responsible for turning the backlog into working 
functionality of the product. 
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2.2 Agile planning and effort estimation 
Agile planning and previously mentioned effort estimation are important parts of agile 
software development. Cohn (2005) argues that the purpose of planning is to find answers 
to questions like: 
• What are we developing? 
• How are we developing? 
• When are we developing? 
Answering to these questions provides the team a schedule, available resources and a goal 
to strive for. Planning and forecasting the future is not easy and it is much about managing 
the risks of the unknown. Cohn (2005) states that agile planning is more about the plan-
ning rather than creating a plan, which suggests that changes are welcome and reacting to 
them is essential, rather than trying to follow the originally created plan. Following ini-
tially made plan strictly to the end is not agile and the information gathered during the 
project is not used as effectively as it could be. It is rare to have all the relevant infor-
mation in the beginning of a project when the initial plan is formed. More information 
should be gathered during the project by for example saving data about the processes and 
by monitoring the work done. This consumes more resources, but it provides better un-
derstanding regarding the estimates and risks. One interesting and accurate model related 
to agile planning is called the cone of uncertainty, which is presented in the figure 2 be-
low. 
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Figure 2.  The cone of uncertainty (Cohn 2005)  
This figure can be interpreted that as the project progresses and more information is gath-
ered, the estimation will also become more accurate. The steps in the figure's x-axis are 
just examples what could be included in a project, but the main point is that when some-
thing happens it can be reacted to, which leads to better understanding of the whole pro-
ject and its estimation. As the workload is diminishing, less variables and fewer possible 
unbidden problems are expected to occur. If the initial plan is followed, relevant infor-
mation is left unused and risks and estimates are not as accurate compared to the way of 
agile planning. 
Schwaber & Beedle (2002) bring up an important part of scrum process which is called 
effort estimation. Effort estimation is an iterative process where the backlog items are 
evaluated for their size, meaning how long should it take to complete such item. Usman 
et al. (2014) suggest that the most used metrics in effort estimation are story points and 
use case points. Both metrics measure the size of a feature or requirement to be build. For 
example, the traditional metric lines of code is not commonly used in agile projects, since 
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it does not provide much useful information. The most used effort estimation techniques 
were Expert judgement, planning poker and Use Case Points -method. All these methods 
include experts who have experience on the subject, discussing the estimates together in 
a group. Cohn (2005) states that expert judgement as a technique is what it sounds like. 
An expert on the field will offer an estimate based on intuition and knowledge possessed 
by the expert. In practice the developer or the team which is developing a user story will 
come up with the points. Expert judgement might include some other techniques for ex-
ample, estimation by analogy. Estimating by analogy means comparing a story to other 
stories which are already estimated. Stories should not be compared to one single sample, 
but rather to several other stories which provides more information to base decisions on. 
Johnson et al. (2000) state that after testing many methods the expert judgement was the 
most accurate. Even though several other methods which included analytical tools and 
software were tested. Other estimation tools included for example linear, exponential and 
logarithmic regressions. 
Buglione & Ebert (2011) state that estimation and measurement is used insufficiently 
across majority of organizations and they have a few suggestions which can help making 
estimation better. First of all, an organization should always gather data about their own 
work and the data should be on the right level. It should not be too detailed, because the 
unnecessary data will fill up the hard drives and be in the way when trying to analyze the 
important part of the data. The data should not be too high level either, because the data 
might then be too simplistic and cannot be used for anything. The data usage processes 
should be planned well, which includes for example that the data is gathered to working 
databases and some verifications are done to confirm that the data is accurate, and it pre-
sents the right metrics. After the data is gathered it can be analyzed and turned in to in-
formation which brings value to decision making, reporting and communication. 
2.2.1 User stories 
According to Cohn (2005) and Lucassen et al. (2016) user stories are one of the best ways 
to split and describe requirements and features. They are one sentence long descriptions 
of the functionality from the user's or customer's perspective. For example: "As a user I 
want to be able to search for songs by their artist's name". User story is a high-level 
description including only the most crucial parts of the requirement and it can usually be 
created quickly. This is useful when discussing requirements with the stakeholders and it 
is not necessary to plan functionalities on a technical level. 
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The size of a user story is estimated using the previously mentioned story points. Cohn 
(2005) and Coelho & Basu (2012) agrees that story points try to estimate the complexity, 
effort and risk when developing a user story. The points are abstract, but relative to each 
other, which means that two-points story should be two times more effort consuming, 
risky and complex than a one-point story. A new concept called velocity is also intro-
duced, which reports how fast a team is developing user stories. In simplicity it presents 
how many points a team is able to complete on average in one iteration. This number can 
be used to estimate when the whole project is completed, if all the wanted user stories are 
already on the project backlog. 
Cohn (2005) states that he has had success with story point scales of 1,2,3,5,8 and the 
same scale without the 5. With the 5 included in the scale, it is the beginning of the Fib-
onacci sequence where the last number is added to the current to generate the next one. 
The logic for using the Fibonacci sequence is that the gaps are growing as the size grows 
and this is also true in the estimation. It is harder to estimate the size of a user story as it 
grows, since more uncertain elements are present. 
Estimating effort accurately is hard and uncertainty is always present. McDaid et al. 
(2006) state that many factors affect the accuracy of estimates. Software development is 
usually rather complex matter and it is hard to estimate accurately what is needed for the 
development of different functionalities. New technologies can take surprisingly great 
time to learn and the experience of the developer has a great impact on the estimations. 
Story point values are usually difficult to compare to calendar days, because various other 
tasks like fixing bugs, attending to meetings and communication with stakeholders need 
to be handled also. Furthermore, sick leaves, problems in internal systems or other unex-
pected situations affect the time to complete a user story. Ktata & Lévesque (2010) state 
that some Scrum Experts estimate the average error of planning poker estimates to be 
about 20%. This is considered acceptable error and it is mostly affected by the experience 
of the developer who is estimating. 
Ktata & Lévesque (2010) have gathered some problems related to effort estimation and 
data collection. It is common to not change the story point values, if the estimation was 
wrong. Updating the story point values would help improving future estimates and if the 
history data is used in any way, benefit of better presentation of reality exists. The work 
items should be defined distinctively to not have any vagueness when trying to measure 
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them and metrics related to them. Re-opening a user story after it has been closed is also 
known to make the data more inconsistent and harder to analyze. 
Coelho & Basu (2012) and Cohn (2005) agrees that using the history data of story points 
and velocity in estimation requires few attributes from the environment. The environment 
should be like the environment from where the data is gathered. The elements in the en-
vironment include processes, developer teams, technologies, tools and the domain. If any 
major changes occur in these factors, the usage of history data might provide less accurate 
results. In the figure 3 below a process model is presented which demonstrates how a 
schedule can be made using the scrum data. 
  
Figure 3. How to create a schedule with scrum data. (Coelho & Basu 2012) 
First the user stories are made from the required functionality, followed by the assigning 
of the story point estimates of the effort needed complete the user stories. After that a 
duration can be estimated by adding all the other activities, which take time out of the 
development and finally a schedule can be made from these estimates. 
The purpose of this research is to find approaches to improve feature estimation using 
scrum history data. Scrum history data includes data about the user stories, which could 
be used in estimation. Different aspects regarding the truthfulness of the scrum history 
data are also considered in this research. Additional possibility to improve the feature 
estimation is to have the estimation take less resources by for example proper presentation 
of the data. 
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2.2.2 Release planning 
Greer & Ruhe (2004) state that incremental development and delivery are done because 
it provides more flexibility and enhances customer satisfactory. This is the point where 
release planning becomes relevant. The developed features should be incrementally de-
livered to the customers, in order to receive feedback frequently. According to McDaid 
et al. (2006) and Cohn (2005) release planning is the process of deciding what function-
ality will be included in each software product version and when are these versions re-
leased for the customers. Fixed issues are also usually updated in the next release, unless 
the issues are critical and need to be fixed immediately. McDaid et al. (2006) argue that 
the most important question regarding release planning is what user stories and features 
should be prioritized. Prioritization should be done based on the business value and re-
turns on investment which the story or feature provides. The current state of the features 
and estimated complete dates also affect the decisions of prioritization. Resources need 
to be managed differently if features are not being developed as fast as planned. Logue et 
al. (2007) state that release plan can be used in strategic planning activities like customer 
training and product promotion. When creating a release plan all the affected stakeholders 
should be considered because they might see the usefulness of the released functionality 
differently. 
McDaid et al. (2006) and Cohn (2005) agree that release planning can be done in a few 
different ways. One option is to set fixed dates for releases and estimate which features 
are included in that release. Other option is to do it by first choosing the features which 
would be in one release and start estimating the release date afterwards. Dependencies 
between user stories and features are an important factor which must be taken into con-
sideration in release planning. It is possible that in some cases certain functionality must 
be added before something else can be implemented. Effort estimation has an essential 
role in successful release planning. The more accurately the completion of stories and 
features can be estimated, the greater the probability of a successful release. If releases 
do not contain the functionality they are promised, customers will not think the organiza-
tion is trustworthy and its reputation can be easily ruined. Furthermore, Cohn (2005) 
states that release planning helps the development, because short term goals create a 
clearer goal to aim for and the development does not feel like endless labor. 
In this research improving release planning is linked to the improved effort estimation 
and data presentation. As the release planning is highly dependent on the estimates and 
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their accuracy it can be assumed that by improving estimates and by presenting infor-
mation regarding them, the release planning can also be improved. 
15 
 
3. RESEARCH METHODS 
This chapter explains how the research was conducted. Information about the case com-
pany and their processes are shed light on. The common traits and benefits of design 
science research, a case study and a qualitative study are introduced along with the pro-
cess model of conducting design science research. Lastly the executed actions in each 
step of the DSRM model in this research are presented. 
3.1 Qualitative case study in a finnish software company 
This research is conducted as a qualitative single case study. Saunders et al. (2009) and 
Yin (2017) describe case study as a strategy of doing research on a specific phenomenon 
in its own context and using several sources of data. Case studies are exceptionally well 
suited for answering questions "why?", "what?" and "how?" in the context of the research. 
However, since the environment and context are usually almost unique, the generalization 
of the findings to the whole field is difficult. Case studies can be single case studies or 
multiple case studies and pros and cons can be found from both. When conducting a single 
case study, the researcher can focus on the one case more thoroughly, but the results are 
even less prone for generalization. Saunders et al. (2009) and Yin (2017) state that it is 
common to use multiple sources of data and triangulate them. The term triangulation re-
fers to the action of combining information by using multiple data gathering methods to 
improve the trustworthiness of the findings. 
Selecting case study as the research strategy came naturally, since the author worked in 
the case company and the case company asked for this research to be conducted. They 
wanted concrete solutions to problems they had discovered, and a master's thesis was an 
appropriate option to have someone focus on the subject. Problems were in the almost 
unique environment of the case company and a more general research on the topic might 
not have been as effective as a single case study. The less generalizable research results 
are not a problem to the case company, since their primary goal is to solve a real-life 
business problem. On the other hand, the contributions to the academic literature might 
not be on par with a multiple case study. 
This research is conducted in a case company located in Tampere, Finland. The case 
company develops and sells an information management software and services around it. 
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The company has about 600 employees around the world. This research is done in the 
Product Development division of the company. The development, testing and releasing 
of the software is done in this division and the author’s position is also in this division. 
The software is developed using scrum practices, but since the company is developing 
their own main product, the process is not exactly the same as used in companies which 
develop custom software projects to specific customers. The product development divi-
sion consists of several development teams which all have different fields they are spe-
cialized in and one Quality Assurance team which tests the user stories of all the teams. 
Teams have two-week sprints and they use user stories and story points in their processes.  
The Fibonacci sequence has been commonly used when the story points are assigned. The 
different development teams have the same processes but might focus on different kind 
of software development. For example, some teams are in contact with the customer and 
some are not. Others develop software for web usage and some for mobile devices. The 
teams within the company are fixed and the personnel do not change often. After assigned 
to a team, the employee usually stays in that team. Some work is done in virtual teams 
and over regular team boundaries, but most of the work is done inside a specific team. 
The fact that the employees stay in the same team for a long period of time and usually 
use the same technologies developing new features to the product establishes better pos-
sibilities for accurate effort estimation. 
The product development teams use Azure DevOps information system to keep track of 
the past, current and planned epics, features, user stories and tasks. This system holds all 
the Scrum data and is the main tool for the software development project management. 
The tool is most often used in sprint retrospectives and sprint planning meetings, where 
the information about current and future user stories are discussed. More information 
about Azure DevOps is presented in the results chapter. 
The company's main product has one-month release cycle, which means that every month 
a new release version is published, and it is available for download for the customers. The 
company also has a public roadmap for the customers, which informs the expected func-
tionality in the releases for the following six months. Product management division is 
responsible for the roadmap and keeping it up to date. This creates difficulties, because 
the communication regarding the development of the features must be done well with the 
product development and product management departments. Product management has 
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different product managers assigned to different teams and they all have their own re-
sponsibilities. The case company is in need of a concrete solution to improve feature es-
timation which would also help release planning and communication between different 
departments. 
3.2 Design science research methodology 
Hevner et al. (2004) state that design science is a problem-solving paradigm which aims 
to reach its goal by producing innovations. These innovations must be designed and cre-
ated after thorough planning and an analysis of the related problems. Design science re-
search methodology was proposed by Peffers et al. (2007) after several years of design 
science research done in the field of information systems without a commonly accepted 
framework. Design science is valued highly in most of the engineering disciplines, be-
cause it provides actual artifacts which solve identified problems.  
Hevner et al. (2004) provide practical rules on how a design science research should be 
conducted. The most critical part is to create an artifact which is targeted for an unsolved 
and important organizational problem. The artifact should be evaluated thoroughly on the 
aspects of quality, utility and efficacy. Existing theories and knowledge regarding the 
field and type of the artifact should be utilized in the development of the artifact. And 
finally, the artifact and the whole research should be properly communicated to the rele-
vant audiences in the organization. 
Peffers et al. (2007) introduce the DSRM Process Model, which consists of 6 activities 
identified important when conducting a design science research. These activities are: 
1. Problem identification and motivation 
2. Define the objectives for a solution 
3. Design and development 
4. Demonstration 
5. Evaluation 
6. Communication 
These six activities, which are also displayed in the following figure 4, were used as 
guidelines to perform this research. 
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Figure 4. DSRM Process Model (Peffers et al. 2007) 
Hevner & Chatterjee (2010) argue that many different methodologies and frameworks 
exists for design science research, which have valuable guidelines. It should be noted that 
these frameworks and methodologies are useful only if they are suitable for the context 
and the environment of the research. Next the previously mentioned six steps are ex-
plained more thoroughly by presenting examples. 
Peffers et al. (2007) state that in the first step the research problem is identified, and mo-
tivation sought to justify the solving of the problem. This is important step for the whole 
process, since it provides the goal for the artifact and it also analyses the value what would 
be achieved by solving the problem. Only important problems should be solved. It has 
also been noticed that splitting the problem into several smaller problems might help un-
derstanding the complexity of the problem. Several methods exist which can be used to 
identify the problems and their relevance. According to Becker et al. (2009) interviewing 
relevant people is an advisable scientific method for gathering the needed qualitative data 
for a research. 
According to Peffers et al. (2007) the second step in the process is to use the identified 
problems to define the objectives for a solution. The objectives should be analyzed well 
on the aspects of feasibility and sensibility. The objectives can for example answer ques-
tions like: How does this artifact outperform the former solutions? What new benefits 
does this artifact accumulate? Walls et al. (1992) propose that it is beneficial to split the 
objectives to smaller pieces which they call meta-requirements. Splitting complex objec-
tives to more simpler bits could help in the designing phase. The objectives do not go into 
technical detail in this step, they just state the goal what the solution should be able to do. 
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Hevner & Chatterjee (2010) state that the next step consists of deriving the needed func-
tionality from the objectives, coming up with a design for the artifact and finally devel-
oping it by combining the design and functionality. The artifact can be in almost any 
form. It can be a model, method, software or some other tool. The important part is that 
the design is done by taking the objectives and research acknowledgements in consider-
ation. (Peffers et al. 2007) 
Peffers et al. (2007) describe the actions in demonstration step as the use of artifact to 
solve one or more instances of the problem. It can be done by using an imaginary case as 
an example to test the artifact. The purpose of this, is to inspect how the artifact solves 
the problems which were identified, and does it fulfill the requirements which were set to 
it. This step is just to demonstrate the artifact and the more thorough evaluation is in the 
next step.  
Evaluation is the more thorough and rigorous step where the artifact is tested and evalu-
ated in the aspects of quality, utility and efficacy. The evaluation can be done in many 
ways and methods depend on the artifact's type and its environment. For example, by 
comparing the real results the artifact produces to the objectives and requirements, doing 
a satisfaction survey, asking feedback from relevant stakeholders or by using some quan-
tifiable measures and metrics. (Peffers et al. 2007; Hevner & Chatterjee 2010) 
The sixth and final step is introduced by Peffers et al. (2007) as a step where the problem, 
its importance and the solution in the form of an artifact is presented to the relevant audi-
ences. These audiences can include for example researchers in the field  and all the rele-
vant people in the organization where the research takes place. The artifact's design, ef-
fectiveness and novelty are important factors which should be shed light on. 
3.2.1 Collecting data with a qualitative approach 
Saunders et al. (2009) points out that research is often divided to qualitative and quanti-
tative research. Dey (1993) and Robson (2002) describe the difference of these two by 
saying that quantitative data is "thin" and qualitative data "thick" or "thorough". The 
quantitative data comes in masses and the results are analyzed in numbers and statistics. 
On the other hand, qualitative data is more complete and deeper. Silverman (2013) de-
scribes the data sources in qualitative research to have their own unique voice and they 
are distinguishable from the masses. He also states that qualitative data usually answers 
better to questions like "how?" and quantitative data to "how many?". 
20 
 
Interviews are one possible method for gathering data for a research and according to 
Saunders et al. (2009) interviews can be categorized to structured, semi-structured and 
unstructured interviews. Healey (1991) categorizes interviews to standardized and non-
standardized interviews. Semi-structured and unstructured interviews are these non-
standardized interviews and they are considered to be better suited for gathering infor-
mation to qualitative researches. Structured interviews are used more often in quantitative 
researches. (King 2004) 
Drever (1995) and Saunders et al. (2009) state that when conducting a semi-structured 
interview, the researcher chooses general topics and themes which can be in a form of 
several open-ended questions. The researcher should follow the "flow" of the interview 
and try to gather information from the interviewees by asking thought-provoking follow-
up questions and trying to keep the conversation ongoing. It is important to inform the 
interviewee about the context of the interview, why is it conducted and how is the gath-
ered data used. It can help the interviewee understand the interviewers point of views 
better and figure out what kind of information the interviewer is after. 
According to Saunders et al. (2009) and Silverman (2007) in some cases qualitative in-
terviews are a desirable way to gather data. One of the situations is that the researcher 
needs to know the attitudes, opinions and the reasoning behind the decisions of the inter-
viewed people. This is hard to uncover by using a questionnaire for example, since it is 
not possible to ask more questions regarding the topic. The open-ended questions might 
also lead the conversation to paths which were not anticipated and thus gathering infor-
mation and produce new ideas which would be left undiscovered otherwise. Healey 
(1991) and Saunders et al. (2009) also agrees that arranging an interview is sometimes a 
prerequisite for receiving any data out of relevant people, since attending an interview is 
seen more interesting than answering to a simple survey or questionnaire. It also affects 
the quality of the data collected, because people are often more likely to discuss about 
sensitive and confidential information when a personal contact has been established. 
Using semi-structured interviews in this research was obvious choice after considering 
the options to gather data. The questions to be asked seemed more open-ended and most 
of them were beginning with a "how", which indicates that semi-structured interviews 
would be the most beneficial for gathering this type of data. The needed data included 
people's actions, opinions, attitudes and reasoning for them. Semi-structured interviews 
enable the gathering of this in-depth and more personal information which was needed in 
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the context of the research. The subjects discussed in the interviews were complex and 
somewhat sensitive, hence creating a superficial survey or questionnaire for the whole 
product development would have been less fruitful. The group of potential interviewees 
was not excessively large either, therefore it was not a problem to hold interviews for all 
the relevant people. 
Neuman & Robson (2007) state that the sampling should be considered when conducting 
interviews for a research. Qualitative and quantitative studies usually use different kinds 
of sampling, since the focus of the interviews is different. In qualitative researches it is 
common to use sampling to better understand events, cases and environments in specific 
contexts. These samplings are called nonprobability samplings and common samples in 
this category are for example quota sampling, haphazard sampling, purposive sampling 
and snowball sampling. Saunders et al (2009) and Neuman & Robson (2007) describe 
purposive sampling as a principle where the researcher chooses all the possible cases 
using specific criteria. Criteria should be set to help answering the research question as 
much as possible. 
The used sampling in this research was purposive sampling. The author selected all the 
interviewees by asking his supervisors and the first interviewees for their opinion who 
should be selected for interviews. The criteria were that people who contribute to the 
generating of the used data, are involved in the processes or would use the created tool 
should be interviewed. In addition to that, people from every hierarchy level and from 
different positions should be interviewed to probe opinions and attitudes from different 
aspects. Positions interviewed and the reasoning for choosing them are presented in the 
table 1 below. 
Table 1. Positions of interviewed employees and reasoning for choosing them 
Position Reasoning 
Program Manager Has knowledge of the processes and uses 
the Azure DevOps -system which provides 
the data for research. Also is one of the 
main users of the solution that the research 
would provide. 
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Software Developer Is part of the software development team 
and has opinions about the processes and 
systems. 
Team Manager / Scrum Master Contributes most to generating the data to 
the Azure DevOps -system and knows how 
the team follows the processes. 
Product Manager 
(Director of Product Management is also in 
this category.) 
Is interested when the features will be com-
pleted and would use the solution which is 
to be created. 
Director of Quality Assurance Different perspective from QA point of 
view. Has knowledge about the processes 
and all the teams. 
Vice president of product development High level position and has information 
about processes and how they should be 
used in the case company. 
Director of Software Development Is next in the chain of command after de-
veloper and a scrum master for several 
teams. Is making decisions regarding re-
sourcing and the actions of a team. 
  
In some cases, more than one person was interviewed from the same position. Different 
teams are used to different methods and processes are not always followed exactly as in 
the other teams. Three different teams were selected, and a developer and the scrum mas-
ter were chosen to be interviewed. Two of those teams' directors were also interviewed 
to gather information from the whole chain of command. Two product managers and their 
director were interviewed.  
3.3 Research design using DSRM 
After the clarification of the topic and the research questions the DSRM-model was cho-
sen for this research. It fitted well to the context, since it was already decided that an 
artifact was to be created to solve these organizational problems. The artifact would be a 
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tool or a dashboard which used the data of one of the case company's information systems. 
Next the actions executed in this research are presented using the steps of DSRM frame-
work. In the previous figure 4 different research entry points were presented. The prob-
lems were not previously documented in the case company; thus, this research starts from 
the problem identification and motivation step, which suggests that it uses the problem 
centered initiation as the research entry point. 
3.3.1 Problem identification and motivation 
Problem identification occurred partly before conducting this research and it gave the 
spark to initiate the further researching of the topic. Semi-structured interviews were held 
to identify the problems in the case company and to estimate what value would the case 
company gain by resolving the problems. In addition to that the possible problems which 
would make the research more difficult were discussed and investigated. 
14 members from different positions of the case company were interviewed to this pur-
pose.  The compiled interview questions were about the used processes, concepts, systems 
and attitudes towards them. Questions were also to probe what kind of benefits would 
solving these problems bring forth to the case company. The outcome of this research 
was known to be an artifact, which could be a dashboard, therefore some general ques-
tions regarding those topics were also asked, which could help designing the solution. 
The interviews were usually one hour long and had the same 9-11 questions or themes 
for all the interviewees. Different positions had difficulties answering to different ques-
tions, but this was intended, since the author wanted to also gather information about how 
those interviewees assumed tasks were executed in the parts of the case company which 
they were not familiar with.  
The interviews were recorded, and some notes were written down during the interviews. 
The recordings were listened thoroughly afterwards and all the relevant information doc-
umented in the same document. All the answers to the specific question were gathered 
under the question and the questions were categorized for what purpose they were. This 
made the analyzing of the answers easier, since all the opinions on one subject were in 
the same location. The themes of the semi-structured interviews can be found from the 
appendix A. 
The sampling was considered sufficient for the research, because most of the answers to 
the questions were occurring repetitively. Gathering the sample was relatively easy, since 
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all the employees work in the same building and the product development division is not 
excessively large. At least someone was interviewed from all the relevant positions in the 
case company. Some demographic information about the interviewees and details about 
the interviews is presented in a table in appendix B. 
Most of the people in the case company were already aware of the problems, but a proper 
identification was never done in the form of interviews and documentation. The semi-
structured interviews worked well, since more problems and ideas for solutions were dis-
covered in these interviews. It was known that the feature estimation was not done by 
using any information systems and the scrum history data was not effectively used for 
this purpose. This information provided suitable topics for the interview questions. The 
questions investigated for example, how is the feature estimation done in the case com-
pany, could it be done better and is it accurate at the moment. Another question examined 
the benefits if these problems were solved by creating an artifact which would work per-
fectly. The questions also probed how the scrum data is inserted into the system and  how 
does the attitudes and processes affect the quality of the data. 
3.3.2 Define the objectives for a solution 
The previously mentioned interviews yielded information about the problems regarding 
the topic of the research. The interviewees also had ideas for the solutions to these prob-
lems, which were used when identifying the objectives for the solution in this research. 
Using the identified problems, the author and his supervisors compiled the objectives for 
the solution, which would be the requirements for the artifact. The objectives were split 
to one sentence long requirements. These were documented and used in the designing and 
developing the artifact. 
3.3.3 Design and development 
The designing was done by utilizing the defined objectives and the information gathered 
from the interviews and the academic literature. Designing and the development of the 
artifact took place in the case company's premises and in its IT environment. The author 
did the designing and developing of the artifact and demonstrated the progress at least 
monthly to the two supervisors guiding the research. The supervisors gave feedback and 
their opinions on the artifact, which helped to improve it iteration after iteration. The 
artifact was designed and created based on the requirements gathered in the previous step. 
It was also improved and modified as the development went on and better ideas emerged. 
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3.3.4 Demonstration 
After the first version was considered ready, the artifact was tested by the Program Man-
ager, since he would likely use it the most. He tested it and provided feedback about the 
artifact. The first meeting where the artifact was presented to a wider audience could also 
be regarded as demonstration. Several people of relevance were invited to a meeting 
where the artifact was thoroughly presented. The attendees had questions and provided 
feedback regarding the artifact. 
3.3.5 Evaluation 
Many of the artifact’s functionalities are easily evaluated, but one of the artifact's objec-
tives is providing estimates when a feature is ready and that is a more complex subject. 
The logic behind these estimates can be tested with history data of completed features 
and how accurately the artifact would have estimated their complete date. The results are 
to be analyzed using the principles of mathematical statistics. 
Error statistics must be calculated to investigate the possible errors in the estimates. Will-
mott & Matsuura (2005) present two common statistics for calculating the average error 
in model evaluation studies. These two statistics are the root-mean-square error, which is 
here on called the RMSE and the mean absolute error, which is MAE in short. Willmott  
& Matsuura (2005) compare these two and state that MAE is the most natural way to 
present average error magnitude and should always be used. In their opinion the RMSE 
is unambiguous and provides much higher values because the errors are squared. Chai & 
Draxler (2014) take the opposing side and present that RMSE is better to be used when 
the model errors follow normal distribution. They also illustrated that with over 100 sam-
ples the error distribution can be closely re-constructed, but with 10 or less samples nei-
ther of the methods are particularly accurate. 
MAE is chosen to this research, since the currently completed features which are used as 
the number of samples for evaluation is under 50 and the RMSE was proven to be more 
accurate only when over 100 samples are used. MAE is also used and recommended by 
Shepperd & MacDonell (2012) and Choetkiertikul et al. (2019) in their studies related to 
software development effort estimation and measuring its error. The formula for calcu-
lating MAE is: 
𝑀𝐴𝐸 =  
1
𝑛
∑ |𝑒𝑖
𝑛
𝑖=1
| 
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Where 𝑛 is the number of samples and 𝑒 is the difference between the actual durations of 
how long it took to complete a feature and from what would the artifact would have esti-
mated for the duration. (𝑒𝑖 , 𝑖 = 1,2, … , 𝑛). The errors are absolute; therefore, it does not 
matter if the duration was estimated shorter or longer and it is not biased to overestimating 
or underestimating. 
In this step it is also decided what is sufficient for the case company in terms of fulfilling 
the requirements. The thought of using the error in percentages also was considered but 
decided to not be used since 50% error on a 20-day feature does not feel as significant as 
in 200-day feature. The days metric is more ambiguous and easier to understand. 
3.3.6 Communication 
This research paper is part of the communication of this study, but in addition to that, 
presentations and meetings will be held inside the case company to inform all the relevant 
personnel how the study was conducted and what were the findings. Also, the finished 
artifact is to be presented and training established for its use. The research will be publicly 
available in the university’s database. 
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4. CREATED ARTIFACT AND RESULTS 
In this chapter the work towards the artifact and results of the research are presented using 
the DSRM steps as guidelines. First starting with the problem identification, then to the 
definition of the objectives of the solution and further to the design and development of 
the solution. Finally, the artifact is evaluated by comparing the results to the objectives 
of the solution.  
4.1 Identifying the problems regarding feature estimation 
Feature estimation, release planning and making schedules is known to be hard in the 
volatile environment of agile software development. The interviewees commonly agreed 
that feature estimation can be improved. At the moment no tool exist which could be used 
to examine all the currently developed features fast and effortlessly. The feature estima-
tion is currently done manually by checking the remaining points and approximating the 
team's velocity. Related to this, one of the scrum masters said: 
"The completion of big features is not estimated at all in the beginning. The feature is 
split to stories and they are given story points. In the later stages when the feature is close 
to the completion, we start thinking when this feature could be released. One thing affect-
ing the estimates which is sometimes overlooked is the effect which the existing source 
code has to the new implementation. We want to develop high quality software and not 
just some quick fixes to get things working. The size of the software has been growing fast 
lately and it makes this problem even more difficult." 
Estimating features' completions has been considered hard, because many unpredictable 
variables exist in the case company's environment. Even though the effort estimations 
would be accurate, tasks of higher priority might emerge, which interrupts the current 
work and needs to be dealt with first. In addition to this, the employees have hard time 
estimating the time spent on source code merge reviews and user story testing. One of the 
developers commented how they currently estimate features: 
"By doing an effort estimation and a schedule. It is important to understand that effort 
estimating and making schedules are different things. Sometimes the effort estimations 
are done well, but the schedule does not hold, because something else must be done first. 
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Factors affecting the accuracy of an effort estimation can be for example bugs or unex-
pected challenges in the technology. Customer can also change their requirements in the 
middle of developing, which slows things down." 
Related to the same subject, one of the scrum masters thought that: 
"Some people might think story points as a time estimate and not effort estimate. They 
don't realize that if it takes longer to finish because of some external factors, it does not 
always increase the size of the effort needed completing the story. This should also be 
considered when talking about story points." 
The program manager explained more about the factors affecting feature estimation: 
"When estimating the features, the current story points, and the velocity is examined with 
the responsible scrum team. Things which affect the estimation's accuracy are for exam-
ple something of higher priority which cut in the queue and must be completed first. High 
priority cases can be top 5 customers’ requests, extremely harmful bugs and problems in 
the organization’s systems. These must be handled fast. Priority has a big impact on the 
time when a feature is completed." 
The interviewees had some concerns about the accuracy of the effort estimations, which 
are a relevant part of estimating the completion of features. It turned out that the size of 
story points might vary between teams, which sounds reasonable, since story points are 
an abstract measurement unit. The teams might have slightly different methods for com-
ing up with the story points, but all of them used expert opinion, which means that the 
developers who have knowledge of the field are present to offer their views. Teams de-
termined the story points with the whole team, which is beneficial, since they are provided 
with opinions from different aspects. The program manager thinks that: 
"The values of the story points might have different sizes between teams and even between 
developers. Two points for someone is different size than two points for someone else, 
since it's an abstract unit of measure for the effort. It is also the best estimate at that given 
time with the information available." 
 One of the scrum masters explain how their team comes up with the story points: 
"We determine the story points value for the story with the whole team and everyone can 
give their own opinion. This happens using post-it notes and comparing the new stories 
and what size do they feel like. We usually don't compare the estimates to the data of the 
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completed user stories. "We have a feeling for example how big is two points story and 
go with that. Method is planning poker or something similar." 
One of the product managers presented important observation regarding the accuracy of 
story points: 
"It is important that the developers which will do the development are included in the 
meeting where the story points for the user stories are decided. They know the best what 
they are capable of doing and how fast. They might also have more knowledge on that 
specific field." 
To improve the accuracy of the story points' effort estimations and comparability between 
teams, a common and standardized way for coming up with the story points should be 
decided. The vice president of product development stated that: 
"There should be better standardized guidelines for determining the story points. It 
doesn't matter what the method is, but all the teams should use the same method to make 
the story points more comparable between teams. One possible method is the planning 
poker which some teams use." 
The use of the Azure DevOps -system which has all the scrum data stored was also one 
point of interest. Possible problem regarding the system was that employees did not fill 
the data properly and that they thought that using the system was unnecessary bureau-
cracy. These problems would affect the quality of the data in the system. Employees' 
attitudes towards the system were positive and they knew the purpose of the system. The 
accuracy was also on the required level, since the user story data is filled properly, and 
more detailed information is not needed in this research. The program manager, who is 
one of the most active users of the system stated: 
"Teams understand the importance of the Azure DevOps and they fill in the asked bits of 
information. I believe that if something more is asked to be filled the teams will do so, if 
we have something to motivate them. A dashboard using the data would be great concrete 
motivator to fill in more detailed information." 
One of the scrum masters agrees and says: 
"Story points are filled strictly, but tasks under them are done by the developers. Some 
developers mark tasks and hours to them with detail, but some do not." 
One of the developers stated: 
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"There has not been any signal that we should mark the tasks with more detail. We don't 
want to waste time documenting something that isn't used anywhere. Concrete evidence 
of the use of data would motivate to fill in information in better detail. For example, if 
user story is once set active, it will not be changed even if it is not developed at the mo-
ment." 
Previous findings only identify how accurately the data is written to the system, but it 
does not concern the accuracy of the content of the data. Another possible problem was 
that sometimes the story points might be estimated wrong. In these cases, it might be 
beneficial to update the story points value to the system. The interviewees had many dif-
ferent opinions regarding this kind of process. The majority was on the side of keeping 
the old values for the story points for various reasons. They also proposed better alterna-
tives for the solving the problem. One of the developers stated: 
"The initial story points should not be changed afterwards, because it would affect the 
velocity negatively. Stories can be scoped again or split to several stories if they feel too 
big. If the story points would be changed there should be different columns in the data for 
the initial effort estimate and the realized effort." 
Some employees had different opinion and even saw benefits in changing the values of 
untruthful story points. One of the product managers said: 
"It is a bad habit that the story points are not changed if they didn't match the original 
estimate. It is also in the guidelines. If the points would be reviewed by the scrum master 
for example in the sprint review it could help the developers to estimate better next time. 
The scrum master is responsible for changing the points for the right reasons, for example 
if the story is prolonged because of vacation, the estimated effort might not have been 
wrong." 
One of the scrum masters usually changes the story points if they are wrongly estimated, 
but had mixed feelings about it: 
"When we are going through the stories in sprint reviews, I ask about the truthfulness of 
the estimate and change it if it didn't match the actual size. I'm not sure if it has any 
benefit in the big picture, if other teams don't do the same. If this would be included into 
the process, everyone should do the review to every story, not just few people to some 
stories." 
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Intuitively it would sound smart to change the effort estimates afterwards to the actual 
sizes, if the data is used to estimate the completion time of future stories with the same 
size estimate. Splitting stories and creating new stories is also proper solution for provid-
ing more accurate story points values. The most important factor is that when untruthful 
story points are noticed they are somehow reacted to. 
4.2 Benefits and value of improving feature estimation 
Finding problems is important, but it is also essential to investigate what kind of value 
solving these problems would create for the case comapny. It is not wise to use resources 
in solving a problem, which does not generate any value. The interviewees saw benefits 
in an automated artifact which would present the currently developed features, their pro-
gress and estimate of completion. An idea of a dashboard was also presented. The benefits 
of the artifact included better communication, resource management, customer success, 
roadmapping and if the artifact would be automated, it would also save resources from 
the feature estimation. It was noted that since the case company has great amount of data, 
they should try to use it as effectively as we can. 
The program manager's opinions on the benefits of the artifact were: 
"Everyone would benefit from that kind of tool. We don't have a tool which shows easily 
all the features and their status. That alone would be a great help even without the esti-
mates. Automated tool would be great, since we don't want to use too much resources on 
making detailed plans. When something more important interrupts the development of a 
feature, the automated tool could then estimate the new completion date easily." 
One of the product managers stated that: 
"The biggest benefit would be that we can keep our promises to the customers, which 
would lead to better customer success. It is also hard to put features to the roadmap 
without any estimates. When we have estimates of the features' completed dates, we can 
better plan our resources and what to do next." 
Other product manager felt that: 
"It would help a lot with communicating, since there wouldn't be that big of a need for all 
the meetings which address the status of features and the current estimates." 
One of the scrum masters had an idea that: 
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"It would also help with pricing in subcontracting, if we could better estimate how long 
it would take for us to do it. 
In the next table 2 the identified problems are gathered and value of solving them pre-
sented. 
Table 2. Identified problems and the value of solving them. Asterisk (*) marked problems are 
not the main problems of this research but might affect negatively it.  
Identified problem Value of solving the problem 
Information of all the current features and 
their progress is not available in a conven-
ient place. 
Time and other resources would be saved 
if the information was communicated bet-
ter. It would help in feature estimation and 
release planning. 
Estimation done manually and no tools for 
estimating features. 
Already gathered data would be used more 
effectively and the artifact would save re-
sources. 
Lack of automation in estimating features. Automation would save resources, since 
the estimations would not be a need for 
updating the estimates manually. 
*The story points are not generated using 
the same process. 
More accurate and truthful story point 
sizes in the whole case company. 
*The story points are not changed to their 
truthful value, if they are estimated wrong. 
More accurate and truthful story point 
sizes in the whole case company. 
 
4.3 Objectives of a solution to improve feature estimation 
After the problem identification, objectives for a solution must be defined. Using the 
identified problems, the requirements for the artifact can be made. The initial require-
ments for the artifact included: 
• Display information about all the currently developed features. 
• Refresh automatically. 
• Provide the estimated complete dates for features as accurately as possible. 
• Use scrum history data from Azure DevOps. 
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After investigating the possible solutions currently available the decision was made to 
design and develop the artifact by ourselves, since none of the found alternatives were 
viable. The artifact was to be created in a form of a dashboard. The dashboard’s goal was 
to display the current state of all the developed features and estimate completion dates for 
them. It would use the scrum history data of the past features and  user stories to calculate 
the estimates. All this data is stored in the Azure DevOps information system. Other in-
teresting information which can be received from Azure DevOps is which teams are de-
veloping which feature and the planned release month. Another relevant bit of infor-
mation is the progression of a feature, which can be reported by for example presenting 
the last date a user story was completed in this feature. If the teams are consistent with 
their work, it is expected that this history data could be used to estimate when the current 
features and user stories are completed. Unexpected elements exist in the environment  
which cannot be considered in the solution and some inaccuracy must be accepted. It is 
just the best guess using the data of past user stories. 
As said before the effort estimation and schedule are two different matters, the solution 
must take this into consideration and adjust the estimates if no resources are put into a 
feature. The solution should be automated to save resources. As a result, only the design-
ing, developing and maintaining the solution would consume resources. The iterative na-
ture of the agile software development should be considered and as the feature progresses 
the estimates should also utilize the new information and update the estimates. 
4.4 Design and development of the feature estimation dash-
board 
In the beginning of the research the author and his supervisors had some ideas of the 
design of the solution. The solution would be an artifact which would fulfill the previ-
ously mentioned objectives of the solution. The main objective of the solution was to 
provide essential information about the agile software development processes to the user, 
which included the current status of the feature, estimated completion date, name of the 
team and the title. Therefore, the form of the artifact was decided to be a dashboard, since 
dashboards display information and they can be automated to refresh and present up-to-
date information. The case company had some dashboards already in use and they were 
created and published with the Microsoft's PowerBI software. The case company owned 
license for this software and the author already had some experience and knowledge of 
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the software, hence it was considered to be the best possible platform to create the artifact. 
Azure DevOps is also Microsoft's service and it could be easily connected to the PowerBI 
with a connector which gave access to the data in the Azure DevOps. This could be tested 
in the early stages of the designing and development and after perceiving how effortlessly 
all the needed data was imported to PowerBI the decision was made to use this software. 
To sum it up, the dashboard was made using Microsoft PowerBI Desktop and the scrum 
history data was imported from Microsoft Azure DevOps. 
4.4.1 Design 
One of the interview questions was about dashboards. It investigated what sort of opinions 
employees had regarding dashboards and what type of information should the possible 
upcoming dashboards have, if such artifacts were developed. Many interesting ideas 
emerged, but not everything was related to this research. Few people wanted to see a 
similar dashboard which one of the product managers described like this: 
"A dashboard which could have a list of what the product development is developing at 
the moment and an estimate when would it be completed. It is important to also inform 
that the information is just an estimate and not deadline or promised date of completion." 
This description is rather accurate compared to the artifact which was designed and de-
veloped as a result of this research. 
The design of the artifact was decided early in the development phase and it was to be a 
dashboard which was created by using Microsoft PowerBI. The dashboard would also be 
published in the web service of PowerBI where anyone with the case company’s license 
could see the dashboard. The dashboard was designed to have columns and rows just like 
an SQL table. In the first iteration the dashboard had a single row for each feature and 
some basic information in the columns. The columns included: 
• Team assigned to the feature 
• The feature’s title 
• Planned release month 
• Completed story points and total story points 
• The completed percentage in a form of a progress bar 
• Estimated days left to completion 
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• Estimated completion date 
• Estimated days left to completion using the feature specific algorithm 
• Number of days since a user story was completed to this feature 
Special columns which needs more explanations are Feature done percent which was in 
a form of a progress bar and the two separated estimated days left columns. The progress 
bar was created by dividing the completed story points with the total story points. The 
progress bar indicated the percentage the feature was completed. The length of the bar 
would be derived from the percentage. At 100% the bar would be full and at 50% the bar 
would be at the halfway. The two different estimates were done by different algorithms, 
which are explained more thoroughly in the development chapter. The other one used 
average cycle times and other one feature specific velocity. Two estimates were provided 
because it was not clear how accurate the estimates were at that time and it was only 
assumed that if the two estimates were close to each other, they had higher chance of 
being accurate. The two estimates were shown as estimated days left to completion, be-
cause it was easier to compare days than dates. The first iteration of the dashboard which 
was published in the case company’s PowerBI service is presented in appendix C. 
In the first iteration a warning text with large red font instructing to not use the estimates 
anywhere was placed on the top of the dashboard and under it some notes about the in-
formation on it. As mentioned in the interviews, it is important to communicate that these 
are just estimates and not decided information, especially when the artifact is incomplete. 
The design changed during the development when feedback was received after each iter-
ation. More of the final design will be in the Development chapter 4.3.3.  
The automatic refresh and adapting to the changes were also part of the design and it 
could be established from the PowerBI web service. The refresh could be scheduled, and 
the timestamp of the latest refresh is presented in every dataset. At first the dataset was 
set to refresh 8 times during the normal working day between 8AM to 5PM. Every time 
this refresh happens the dashboard changes its values if the data has been changed in the 
Azure DevOps. The data usually changes during the sprint reviews and sprint plannings 
of a team, since that is the time when a team uses Azure DevOps the most. The infor-
mation about the features’ recent progress was wanted and it was implemented in a col-
umn which informed how many days ago the last user story was completed to that  feature. 
A color coding was also added, which would paint the background of the column with 
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green if the value was under 14 days and started to turn redder after passing the 14 days 
mark. 
4.4.2 Data in Microsoft Azure DevOps 
When connecting to the Azure DevOps database, PowerBI asks what kind of data the user 
would like to see. The data is in SQL tables. All the accessible SQL tables' names and 
descriptions are presented in the figure 5 below. 
 
 
Figure 5. Names and descriptions of all the SQL tables in Azure DevOps  
Many of the tables have same data but differently filtered and with different columns. 
The "Work Items" -table includes everything. For example, bugs, user stories, tasks, fea-
tures, epics are all included in the same table and they are just separated with a column 
"Work Item Type". The tables with a specified work item type like "Stories" are just 
subsets of the Work Items -table. The Work Items -table has 109 columns and the Stories-
table only 45, therefore it can be assumed that also the unnecessary columns are removed 
in the filtration. The different Work Items have a hierarchy, which clarifies the role of 
each work item. The most important work items related to this research are the features 
and the stories. Features are larger entities created by a combination of user stories. The 
Azure DevOps also allows to add user stories under Epics without the Features in the 
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middle. By not using the features, the process becomes less intuitive and it is not advisa-
ble. The hierarchy is demonstrated in the figure 6 below. 
 
Figure 6. Azure DevOps hierarchy of work items (Microsoft 2018) 
One major difference between the tables is that some tables are history tables and others 
are "Today" tables, which means that the "Today" tables have the snapshot of the infor-
mation today and the history tables have the history of every work item from every day 
since it was created. In "Today" tables each object has only one row for each object and 
in the history tables each object has a separate row for each day it has existed. Both types 
of tables are needed for the artifact. 
For fulfilling the objectives of the artifact, the Azure DevOps data from the daily updated 
today tables of stories and features are needed. Also, the history of stories is needed  for 
the evaluation of the accuracy of the estimates. The data is in the same SQL-style table 
format in PowerBI as the imported Azure DevOps data. The needed tables in PowerBI 
include Stories, Features, History of Stories, Calendar and Story points table. 
All the tables in PowerBI are introduced in the appendix D with a short description of 
each column they have. The columns changed during the development, but these are the 
final columns. Some of the columns are made by the author after the original table was 
imported from Azure DevOps. These columns are marked with an asterisk (*) and some 
of them are explained better in the development chapter and different appendices. 
The stories table is needed for the basic information of user stories. Using this table, it is 
possible to calculate the average cycle times for each user story size. The stories can also 
be linked to the feature by using the parent work item id. The next table is the Features 
tables. Most of the information in the artifact is taken from this table. It has the basic 
information of the feature and after combining it with the calculations from other tables 
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the relevant information can be presented in the dashboard with each feature on their own 
row. The Story Points -table was used to store the average cycle times of each story point 
size group. The story points column had all the distinct values of story points used in user 
stories. And these rows made all the different story point size groups. For example, one 
row had all the calculated information of user stories which had 2 story points assigned 
to them. The Story history table was used to calculate how many developers were devel-
oping each feature in each sprint. This table has distinct values of the combination of 
iteration path, assigned to and parent work item id. Which means that only one row is 
presented with the same values in each of these three columns.  
The calendar table has just one Date column which has every date from 1.1.2018 to 
31.12.2019 on their own row. This helps visualizing the data with dates. Usually data 
only has the specific date or timestamp and without the calendar table only those dates 
would exist. It is impossible to visualize the data related to time properly, if all the dates 
are not included in the data. Calendar table was mostly used in the evaluation. 
PowerBI allows the tables to be linked to each other by using relationships. This allows 
tables to use data from other tables. These tables must have at least one column which 
has the same values to establish the connection. Without linking the tables, it would have 
not been possible to know which feature had which user stories under them. Calculations 
would not have been possible either, because the story point size groups’ information 
about the averages could not have been transferred to the user stories data.  
All other tables except the calendar table were linked to the Stories-table. The Story Points 
-table was linked to the Stories-table with the Story Points text -column. The Features-
table's Work Item Id was linked to the Stories-tables Parent Work Item Id and the Story 
history -table and Stories-table were linked with Work Item Id -column. The PowerBI 
project's data model and the relationships are demonstrated in the figure 7 below. 
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Figure 7. Data model of the PowerBI project and the relationships marked with dif-
ferent colors. 
4.4.3 Development 
The development started after the Azure DevOps data was successfully imported to the 
PowerBI software. First the data was inspected, and each column reviewed if it had any 
relevant information for the artifact. After the first inspection, the data needed some 
"cleaning" and the unnecessary columns and rows were filtered to ease up the develop-
ment. The first iteration, which was mentioned in the design chapter, was relatively 
quickly put together, but all the wanted information was not in the needed form initially. 
The tables needed some new columns which were calculated by using the other columns' 
data. These columns were marked with asterisk in the last chapter's tables which are found 
in the appendix D. The self-made columns which were not explained well are explained 
more thoroughly in the appendix E. In addition to the self-made calculated columns Pow-
erBI had a feature which allowed creating Measures. Measure is like an invisible calcu-
lated column. It can be used in the equations, reports and dashboard's same as the value 
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on a column. Many Measures were also needed for the calculations in the project  and 
these are also presented in the appendix E. 
The most challenging part of the calculated columns and measures was deciding how the 
estimates were to be calculated. After reviewing the answers from the interviews and 
analyzing the data available, two possible methods for calculating the estimated comple-
tion dates were invented. Methods had different pros and cons. In this context the cycle 
time and completion of story is defined by the state data of Azure DevOps. Story is started 
when it is changed from New state to Active and it is finished after it has been tested and 
accepted in a sprint review which means the state is changed to Closed. Therefore, the 
testing time is also automatically included in the stories' completion times. In conclusion 
the cycle time is calculated by counting the days between the state change to Active state 
and state change to the Closed state. 
First method was to use the average cycle times of a specific user story size group in the 
estimation and summing up the average cycle times of all the user stories related to one 
feature. This method is called AVG-method in the following text. Initially the AVG-
method was used by selecting only the most important user stories as data, which were 
marked as PM_Priority in the data. Later, it was noticed that the priority of the user story 
did not have any effect on the cycle times. It only changed the order which user story was 
started next. It was mentioned in the interviews that priority has great impact when the 
user story is completed, but it does not affect the speed of the development. 
The second method is to use the average velocity of a team and divide it with the amount 
of developers in the team. This results in the average points per sprint per developer -
number, which can be used to estimate how many sprints it would take to complete certain 
user stories and features. The calculations could be done for example by taking all the 
story points completed from the last six months and dividing it with the number of sprints 
and finally dividing it with the number of developers in the team. This speed would be 
used only on that team's user stories. After calculating this number, it would be easy to 
divide the amount of points in the user story with the speed to calculate the number of 
sprints it would take to complete the story. This method is hereon called the V-method. 
In the interviews it was mentioned that story points are abstract measures and they are 
usually assigned based on the feeling of the effort to complete the user story. The V-
method assumes all points equal and in a linear scale since they are summed and divided 
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in the calculations. Abstract measures generated by a feeling does not guarantee linear 
points which is one problem that could impact the estimates negatively. The AVG-
method is not affected the fact that story points might not be on a linear scale, since the 
story point size groups are separate. 
Scenario where same developer is developing many user stories at the same time has 
negative influence on the AVG-method's accuracy. For example, if a person starts devel-
oping three 5-point stories at the same time and finishes them simultaneously, the devel-
oper completed 15 points during that timeframe. In the data all the separate 5-point stories 
only add most likely higher than average cycle times to the data making it less accurate. 
This could be fixed by only doing one user story at the same time, but it could also slow 
down the development. In the V-method this is not a problem, since all the story points 
are taken into consideration.  
In the AVG-method it is also harder to generate estimates if many developers are devel-
oping the same feature. For this reason, the estimates in AVG-method were only for one 
developer developing the feature at first. As the V-method assumes the points linear, it is 
possible to just multiply the velocity if more developers develop the same feature. It is 
also possible to just divide the whole estimation of AVG-method with the amount of 
active developers in the feature, which could be better than nothing. But for example, in 
case of a small story and large story the estimation would divide the sum with two. The 
additional developer in the smaller story will most likely not decrease the cycle time of 
the larger story. Better solution would be to just not include the smaller story to the esti-
mation. 
One benefit in V-method over the AVG-method is that the data is team specific. In the 
interviews some people thought that teams have different size estimates and velocities. 
By having data separated per team it would benefit the accuracy of the estimates. This 
cannot be done with the AVG-method because after separating the user stories to the size 
groups and then by the teams, the sample size is too small for generating reliable esti-
mates. Having team specific velocities is not always the best decision, since some teams 
fix bugs more than other teams. Bugs do not have story points assigned to them; therefore, 
it might affect the team's velocity negatively in the data. One possible solution to this is 
to use only the number of developers with active user stories, but this data is not always 
correct. The stories might be left active even though they are not developed at that mo-
ment as it was said in the interviews. Calculating the number of developers in a team is 
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also problematic, since teams change, and people might be working on tasks which are 
not directly assigned to their team. 
The AVG-method was chosen to be used over the V-method, since it was easier to im-
plement. It was hard to come up with the number of developers in a team which would 
be accurate, and the non-linearity of story points felt like an important factor in the be-
ginning. Moreover, the fact that in the V-method all the most important user stories are 
lost in the mass seemed problematic. Some user stories were found in the data, which 
were not real user stories, but were created to remind some people what to do and random 
points assigned to them. Initially only the PM_Priority user stories were used as the data 
for the estimates. The total amount of these stories was not high, hence outliers had to be 
deleted by hand to receive more accurate estimates. For example, some user stories were 
over 5 times the average length which affected the average greatly. 
In the design chapter it was mentioned that at some point a feature specific speed estimate 
was used, which is from here on called FSS-method. FSS-method used a rough feature 
specific estimation of the completed date by using the feature’s starting date, last com-
pleted user story date, completed story points and total story points. The estimates were 
crafted by first calculating how many story points were averagely completed per day and 
then the remaining story points were divided by that number. The calculation provided 
the number of days left to complete the remaining points. This method was noticed to be 
more accurate especially on features which had many user stories and many points com-
pleted already. At that moment the AVG-method could not take multiple developers into 
consideration, for this reason this method would most of the time yield better results if 
more than one developer was developing the feature. Also, if the speed  was greatly faster 
or slower than the average, it would obviously offer more accurate results. The flaw in 
this method was that it needed several user stories completed under the feature to provide 
accurate estimates. Feature specific speed cannot be calculated, if none of the points are 
completed. If only few points are completed the speed fluctuates greatly when more 
points are completed, or days added to the equation. A logic was then developed to use 
the averages first and after over 40% of the total story points were completed, the estima-
tions would use the FSS-method. This would only happen if the 40% of the total story 
points was over 15 points, thus the FSS-method would not be used for small features. 
After analyzing the data more thoroughly a realization was made that the PM_Priority 
user stories were not done faster than other stories, and the use of the tag was stopped. 
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The average of all stories was close to the numbers of PM_Priority averages after the 
outliers were removed. Later on, it was also realized that median should be used instead 
of averages. This removes the outliers, since the amount of user stories is sizeable, and 
few outliers do not affect the median as much as the average. At this point also the amount 
of developers with active user stories was taken into the equation. The estimate was just 
divided by the number of active developers and it was significantly better than not doing 
it. The AVG-method was now more often the most reliable one, therefore it was the only 
method used, and the FSS-method was dropped for now. The evaluation of the accuracy 
of the estimates is more thoroughly explained in the evaluation chapter. 
One additional feature was requested to the artifact during the meetings where the pro-
gress was presented. The users of the dashboard wanted a possibility to add resources to 
the current features and see how it would affect to the estimated completed date. This was 
implemented by adding a radio button on the right side of the dashboard which had num-
bers from 0 to 10 and by choosing a number, the dashboard added that number to the 
active developers -value. As it was mentioned earlier the estimate was divided by the 
number of active developers and by adding more developers to the feature, the estimated 
date would come closer to today’s date. In addition to that, a feature specific velocity was 
one of the metrics which were asked. It simply calculates how many points have been 
made averagely per sprint in this feature. 
The user story data used in the estimates was decided to include only the user stories 
completed in the last six months. The reasoning for this is that the case company changes, 
and the estimates should be created using up-to-date data. New developers are recruited 
to the case company and current developers may leave which leads to the fluctuation of 
story points sizes in time. The time windows should not be too short either because for 
example the vacation periods in summer and during Christmas will affect the stories’ 
completion speeds. The six months is an adequate middle ground for having enough time 
that the holidays will not affect the estimates too much and that the data is not excessively 
old. Other filters were also made to the user story data. If the user story did not have a 
parent work item id assigned, it would be excluded from the data. This would filter off 
some of the irrelevant objects marked as user stories. An Epic or a Feature object should 
exist one step higher in the hierarchy when user stories are created . Additionally, stories 
with less than one day cycle time were filtered out. It should not be possible to complete 
user stories that fast and several stories of this type was found in the data. These were 
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probably forgotten from the system first and added later or they might have been trans-
ferred from the previous information system. They should not be included in the data, 
since they will affect the estimations negatively.  
The final dashboard is presented in the appendix F. Compared to the first version of the 
dashboard some changes have been made. The team column has been changed to teams 
column. First it presented only the team which the feature was assigned to, but now it 
shows all the teams which have user stories assigned to, which are related to the feature. 
This offers more detailed information, since some features are developed by several 
teams. The value of the completed percent has been added to the progress bar to offer 
more detailed information about the progression. Both estimated days left columns have 
been removed and only the estimated completed date has been left to the dashboard. This 
clarifies the dashboard and it is easier to understand. Feature specific velocity which is 
presented in the form of points per sprint has been added to inform about the velocity of 
each of the features. It can be used to compare different features’ velocities. One column 
was added to show the number of developers who have active user stories related to the 
feature. In addition to this column a radio button was added, which can be used to add 
more developers to the features to estimate how much less time would be spend if more 
resources were added to the feature. The title, release and last user story completed days 
ago -columns have stayed like in the first version. The warning text is still present in the 
top, since the dashboard had not been taken into use officially. Next an example case of 
the artifact’s estimation process is presented to sum everything up. 
First the artifact takes the basic information of the feature which is the name, release and 
work item id of which the first two are presented in the dashboard. By using the work 
item id, the related user stories are linked to the feature and their data can be accessed. 
When a user story is created it must be assigned to a team. The teams column has all the 
different team names of all the user stories related to the feature. The total story points 
and completed story points are calculated by checking the states of the user stories. It is 
also presented in a progress bar with the percentage of completion. The latest user story 
completed is calculated from the difference in today’s date and the latest story completed 
date. The feature specific velocity is calculated by dividing the completed story points 
with the number of days the development has taken and then multiplying it by 14, which 
is two weeks like the sprint length. The amount of developers with active stories is cal-
culated by counting the different developer names who have been assigned to the stories 
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which are related to the feature. The estimated completed date is calculated by summing 
up the not completed user stories size specific average cycling times together and adding 
those days to the date when the sprint started. The summed-up days is divided by the 
amount of developers with active user stories and it also takes into consideration the radio 
button which can be used to add developers. 
For example, if 2-point and 3-point stories are currently in development and the average 
cycle time for 2-point stories is 20 days and 3-point stories 30 days. These two numbers 
are combined which is 50 days and then divided by the number of different developers, 
which is 2. The final number 25 is the estimated days that it will take to complete both of 
the stories. The answer 25 is less than the average of 3-point stories cycle time, which 
sounds irrational, but this technique yields more accurate results than without using it . 
The 25 is closer to the 30 than 50 which would be the result without dividing the summed 
up estimated days with the developers. Possible improvements are discussed after the 
evaluation chapter. 
4.5 Demonstration of the benefits of the dashboard 
The first demonstration with the program manager went well and the artifact had the fea-
tures which were needed. The program manager is responsible for the release planning 
and the dashboard and the estimates helps in this task. The program manager felt that all 
the information in the dashboard was important and helpful, since this information was 
not available before in any easily accessible place. The automatic refresh of the dashboard 
was also demonstrated and approved by the program manager. The dashboard's data was 
confirmed to be mostly correct by comparing it to the information in Azure DevOps. 
Overall feedback was positive, but some features could be developed further. For exam-
ple, the only one estimate was wanted on the dashboard and its accuracy evaluated. The 
idea of adding developers to features was also mentioned but was not mandatory if it was 
difficult to be developed. The possibilities for improvements were endless, since the es-
timation is a multidimensional subject and it has countless factors affecting the accuracy. 
The meeting which was held with the relevant people in the case company also resulted 
in feedback and improvement suggestions. People asked questions and gave their opin-
ions about the dashboard. The opinions were mostly about the dashboard's user interface. 
Many people said that it had too many numbers which was distracting, and they felt that  
would like it more, if it was simpler. For example, the information regarding the current 
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planned release and the estimation date was suggested to be in one column which would 
just state that will this feature be ready before the planned release. In the demonstration 
meeting some bugs were also found in the dashboard calculations after some people ques-
tioned the values of data at some columns. The meeting confirmed the importance of 
receiving feedback from as many sources as possible, since it helped to include many 
different aspects to the design. It also gave confirmation that it was right decision to pro-
gress with many iterations to find all the bugs before starting to use the artifact. 
4.6 Evaluation of the objectives' success 
In the evaluation part the actual results of the solution are compared to the objectives of 
the solution. Evaluation was a continuous process during the research and in this chapter 
all the findings are presented. Most of the evaluation is comparing the results to the ob-
jectives and requirements created previously. Calculations are done to discover the aver-
age error in the estimates. The previously identified objectives for the solution were: 
• Display information about all the currently developed features. 
• Refresh automatically. 
• Provide the estimated complete dates for features as accurately as possible. 
• Use scrum history data from Azure DevOps. 
First objective to evaluate is the presentation of all the information of current features. 
Since this was not possible to do earlier, anything which helps the organization in this 
matter is an improvement. Currently the data of all the features, the teams which are de-
veloping them, and the status of the features is available in the same location, in the arti-
fact. The main user of the artifact, the program manager has confirmed that all the infor-
mation is valuable and well presented. This shall be enough evaluation for this objective 
and the objective can be expected to be completed. One other objective can be also linked 
to this, which is the usage of the Azure DevOps scrum history data. The data presented is 
taken from the mentioned information system and it is confirmed to be correct. The data 
is imported by using a Microsoft's own connector between PowerBI and Azure DevOps 
and the data is always up to date because it is imported straight from the Azure DevOps 
database. 
Second objective is the automation of the dashboard, which means that the dashboard 
should be automatically updated when the data changes. This was hard to accomplish, but 
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the artifact is close to being updated in real time. By using the normal license to PowerBI 
the user is allowed to set 8 scheduled refreshes throughout the day. Therefore, it is almost 
possible to refresh it every hour of a workday. This time interval for refreshes has been 
considered sufficient for the organization. Even though a real time dashboard would be 
better, this hourly refreshing automation will be almost as useful, and it will reduce re-
sources which would go to updating the dashboard manually. Automation objective can 
also be assumed completed. 
Finally, the most important and hardest objective to evaluate is the accuracy of the esti-
mated days for the completion of the features. It is already explained earlier how the 
estimates were calculated, but in this section the accuracy of estimates is evaluated. In 
this evaluation it should be remembered that the story points are an abstract measure of 
estimated effort, they are not strictly standardized, and the cycle times can fluctuate dras-
tically. It was still surprising to see that story points were relatively close of being linear 
when comparing the sizes and the median cycle times as seen in the figure 8 and 9. In 
both of these figures only the most used user story points are included, which are 1,2,3 
and 5. These point groups had sample sizes of over 50 during the last 180 days and the 
samples of other sizes were less than ten. 
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Figure 8. Median cycle times of each story point size group. 
 
The time to complete a one point user story might actually be less than what this graph 
claims, since if a story is started in the beginning of a sprint and finished earlier than the 
end of the sprint, the minimum time to complete the story is 14 days in the data. If on the 
other hand the story is started in the middle of the sprint and finished right before the 
sprint review, the data might be more accurate. In the next figure 9 the line should be 
straight from left to right for the metric to be linear. 
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Figure 9. Median cycle times divided by amounts of story points per story point size 
group to present linearity. 
 
Due to this almost linear size scale of the story points, a mechanic for new story point 
size groups was made by calculating the average days per story point. This number was 
11 and if a new story point size would appear it would be multiplied by 11 to calculate 
the estimated average cycle time. The story point groups which have less than 10 samples 
will be estimated by using this technique also, because a small sample size would have 
higher possibility to yield less accurate estimates. These are exceptions which should not 
happen often, and the most common story point sizes should always be used, but the 
mechanic is needed for the dashboard to work if a new story point group is made. 
The chosen protocol for evaluating the accuracy of the estimates is to compare what the 
artifact would estimate for the time of completing all the user stories included in a feature 
and what was the actual time for completing the feature. The actual time was calculated 
from the first user story's starting date to the last user story's completion date. This eval-
uation can only be done to the AVG-method since the feature specific speed changes 
many times during the development of the feature. A PowerBI report was made, which 
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had all the completed features and their information. It included actual days to finish the 
feature, estimated days to finish the feature, total story points, amount of developers 
which had participated to the development and a column for the difference of estimated 
and actual finish time. At the first evaluation the artifact used only average cycle times 
and did not divide the estimates by the amount of average developers, and this affected 
the estimates substantially. After the data was analyzed it revealed that the features which 
had many developers and higher amount of story points, were usually estimated with the 
most error. In the next figure 10 the table of the data is presented. 
 
Figure 10. Information about features' actual finish times and estimated finish 
times. 
This made it clear that the amount of developers must be included into the equation. Most 
of the estimate errors which were much over the actual days to finish the feature had many 
developers developing the user stories. 
At this time the FSS-method was used for the larger features and it yielded more accurate 
results. FSS was taken into use at the previously mentioned 40% completed story points 
and the number was chosen after doing a test using a simulator. The simulator had all the 
features' AVG estimates and FSS estimates for a selected date. The date could be changed 
using a slider which had all the dates from the times the user stories were developed. 
Focusing on one row at a time the slider was moved from the start to the end and a point 
where the FSS method became more accurate than the AVG-method was looked for. It 
was then decided that 40% would be used, since almost all the features were estimated 
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more accurately after 40% when using FSS-method. The simulator tool is presented in 
the figure 11 below. 
 
Figure 11. The simulator tool used to compare accuracy of AVG- and FSS-
methods. 
In the beginning the AVG-method used average cycle times instead of median cycle times 
and that also made a slight error to the estimates. In the next figure 12, the dots are rep-
resenting all the completed features, on the Y-axis their estimate's error is presented in 
days and on the X-axis the total amount of story points. As the amount of total story points 
grew, the amount of developers usually also grew, and it can be seen from the figure that 
the larger features have greater amount of error. 
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Figure 12. AVG-method estimate errors before adding median and amount of 
developers to the equation. 
After adding the average amount of developers to the equation and using median cycle 
times instead of the average cycle times, the same table looked considerably better as seen 
in the figure 13 below. 
 
Figure 13. AVG-method estimate errors after adding median and amount of 
developers to the equation. 
After the notable changes to the AVG-method's algorithm it was compared again to the 
FSS-method and it was better every time, except in features which progressed with a 
steady velocity which diverged significantly from the average. FSS-method calculates the 
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average velocity of that one specific feature; therefore, it would make sense that it would 
calculate better estimate in these circumstances. It is common to complete many stories 
at the same time, since sometimes stories which are connected to each other are more 
efficient to test at the same time. This does not favor the FSS-method. 
Most of the figure 13's estimates are less than 100-day absolute error, being it earlier or 
later. All the data is not in perfect form and after closer investigation of the larger errors, 
flaws were found in the data which led to situations the artifact was not able to react to. 
For example, one feature had 20-point user story which was completed quickly, and after 
investigation it was revealed that it was just a placeholder which was never used properly. 
This user story was then expected to take over 200 days to complete, because of the pre-
viously mentioned mechanic created for new story point size groups. In addition to this 
the data included features developed by external people, which cannot be estimated ac-
curately, since they have different opinions about story points and their sizes. Some fea-
tures have not had any active user stories for a few months which also makes the actual 
time longer than it would have been if the stories would have been done consecutively. 
This is only a problem in the evaluation, since the artifact dynamically updates the esti-
mates. After excluding the data which had previously mentioned problems, a more real-
istic error calculation for the estimations could be made. 
All the completed user stories are in the data which is used to calculate what the artifact 
would have estimated to the feature. This might not be the best practice, since it will push 
the estimate to a more favorable direction for that specific feature. After testing how it 
would affect the median cycle times if the user stories connected to a specific feature 
would be removed from the data for these calculations, the change was just one or two 
days at most. The amount of user stories in the data is large, thus it would not be impactful 
to remove just a few. Implementing an algorithm which would use only the other com-
pleted user stories data would have been hard and not worth the effort. 
When discussing the acceptable error in estimates, many situations exist which can easily 
add days to the measured days to complete a story. For example, if a user story is even a 
day late from the end of a sprint, it will be postponed for the time of a full sprint, which 
is 14 days. Another example, which was already mentioned is that a 1-point story can 
sometimes be done in the first few days of the sprint, but it is completed after 14 days 
according to the data. In addition to this it has to be remembered that the story points are 
an abstract estimate of the effort and estimating over or under to a small extent is common. 
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Sometimes critical bugs interrupt the development of a user story and sometimes user 
stories can be developed without any disturbances. The realized scale is also relatively 
wide with the averagely 11-day steps. If the developer estimates the story's size wrong, 
the estimated complete time is automatically at least 11 days wrong. Taking all these 
factors into consideration the program manager came up with the acceptable error. The 
wanted accuracy when estimating the larger features further in the future would be the 
right quarter of the year, which is a time span of 3 months. If the estimate is in the middle 
of the quarter the acceptable error would be then 45 days and this number is used as the 
limit of acceptable error. The sample size after taking off the faulty data was only 24. It 
is not a large sample, but it will provide some information about the accuracy. The used 
metric for calculating error is the mean absolute error, which is calculated with the for-
mula mentioned in the chapter 3.3.5: 
𝑀𝐴𝐸 =  
1
24
∑ |𝑒𝑖
24
𝑖=1
|  ≈ 21 𝑑𝑎𝑦𝑠 
This signifies that averagely the estimates were 21 days either over or under the actual 
days of how long it took to complete all the stories in the feature. The accuracy was better 
than expected and it was acceptable error for this artifact to be taken into use. The objec-
tive of giving the best possible estimate can be regarded successful, even though the es-
timates could always be improved by adding more elements to the algorithm. The re-
search was decided to be scoped to the current state and improvements left for future work 
in the case company. Some possible improvements are presented here. 
For example, the way that the algorithm takes many developers in equation of estimates. 
Currently the artifact just divides the summed up estimated days by the amount of devel-
opers. This was gone through earlier in this paper in the example of 2-point story and 3-
point story which had 20 and 30 days expected cycle times and combined cycle t ime of 
50 days. In future the artifact could be improved to remove the shorter cycle time from 
the estimate, in this case the 20 days and just leaving the 30 days. This would work well 
if only 2 stories were left, but for example with 6 user stories, it is more difficult to use 
this method. It is not possible to just remove the smaller stories in the hope of better 
estimations and the rough division with the number of developers will yield more accurate 
results in most cases. 
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One element which could improve the accuracy of the estimates would be including a 
mechanism, which takes the user stories’ other states into consideration. For example, in 
testing, impeded, testing done states, which could be taken into the equation. It can be 
assumed that if the story is in testing done state, it will not take the whole cycle time to 
be completed. Average time spent in testing state per user story size group could be cal-
culated also to figure out how long does the testing usually take. 
The artifact currently uses only the AVG-method for calculating the estimated completion 
dates, but the mentioned FSS-method could be improved and added to the equation again 
with some modifications. It gave better results when the feature was developed with a 
steady pace, thus an algorithm could be developed which used this method if the pace 
was steady enough. Also, the V-method could be tested again, since the story points were 
found to be quite linear after all. 
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5. DISCUSSION  
In this chapter the literature from the theory chapter and the results of the empirical re-
search are compared. First the problems identified in the literature and through executing 
the interviews are discussed. It is also mentioned how they affect the feature estimation 
and what is the state of these problems in the case company. After that a created solution 
to the problem is presented which is in a form of an artifact. The artifact is a dashboard 
which has the functionalities which solve the demonstrated problems. 
5.1.1 Problems identified in agile planning, feature estimation 
and scrum history data 
Same problems were identified in both, the literature and in the interviews. One of them 
was the difficulty of making schedules based on the estimates generated. McDaid et al. 
(2006) and the interviewees pointed out that effort estimations and calendar days are not 
always comparable because many other tasks exist which need to be dealt with besides 
just developing the one user story. All the meetings, fixing the IT-environment, unex-
pected bugs, difficulties with the technologies and for example sicknesses can affect the 
schedule. Usman et al. (2014) and Johnson et al. (2000) both praised expert judgement as 
the most common and accurate method for coming up with the story point values. This 
included different variations like planning poker or similar techniques where experts gave 
their opinion on the effort of the user story. Expert judgement is also used in all the case 
company’s teams and the results seem to be relatively accurate when inspecting the story 
points average cycle times and their linearity. Some interviewees still had concerns that 
inaccuracy could be present, because everyone is not using the same expert judgement 
method. Cohn (2005) stated that he has had satisfying results using the Fibonacci se-
quence as the scale of story points. The same scale is also commonly used in the case 
company. 
Ktata & Lévesque (2010) and some of the interviewees identified the problem of not 
changing the story point values to more truthful values, if they have been estimated inac-
curately. Some interviewees thought that changes should not be done, because it affects 
the velocity negatively and if the points are not allowed to be changed then developers 
will plan their work smarter and do the effort estimation more thoroughly. This problem 
can not be solved in the case company during this research, since the processes are not 
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going to be changed based on these findings and only the created artifact is used to im-
prove estimation. Ktata & Lévesque (2010) mentioned that the work items like features, 
story points and tasks should be distinctively specified to avoid misunderstandings and to 
keep the processes and data coherent. This is understood and agreed in the case company 
and all the development teams use the features, user stories and tasks properly. Coelho & 
Basu (2012) and Cohn (2005) agreed that the development environment should not 
change much if the history data is used for estimating effort or creating schedules. This 
prerequisite is not a problem in the case company, since they are working on the same 
software product, with usually the same technologies and same teams. The processes and 
environments are also relatively stable; therefore, the chances are higher for the estimates 
crafted from the history data to be accurate. 
Buglione & Ebert (2011) had some suggestions to improve estimation in an organization. 
They stated that data from the organizations processes should be properly gathered, stored 
and verified. After this it could be used as valuable information for decision making. The 
interviews revealed that in the case company the first steps are fulfilled, but the data is 
not used as efficiently as it could be for decision making. They have used the data in some 
cases, but the data is not in a form that it would be easy to use. 
5.1.2 Solution to the problems 
Buglione & Ebert (2011) present some possible commercial tools which could be used 
for the feature estimation, but they all use lines of code when trying to come up with the 
story points, which is not optimal. It was decided in the case company that the solution is 
going to be self-made. The artifact created in this research had requirements derived from 
the problems found in the interviews and the literature and it fulfilled most of them. The 
high-level description of the artifact is an automated dashboard which has information of 
the current features in development. Feature information includes for example the fea-
ture’s name, responsible teams, completed and total story points, estimated completed 
date, planned release and amount of developers with active user stories. The dashboard 
also has a radio button selection for adding developers to the features, which can be used 
to probe what would be the estimated completion date if more developers were added to 
a feature. This already answers to the problem found in the interviews that the data of the 
current features is not available easily. This dashboard also establishes the better usage 
of the information for decision making which was one identified problem. It should be 
noted that the artifact alone does not do any decisions. 
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The estimates are calculated using the story points and their median cycle times, which 
means that it includes the whole time from start to finish of a user story. When the cycle 
time is used it includes all the other steps in the process to the time also, for example the 
previously mentioned meetings, bugs and testing. This was considered a problem in the 
estimation and if the artifact does the calculation, resources are saved from the employees 
who should come up with the schedules. The developers just have to continue using the 
same methods when generating the story points for this history data to be as accurate as 
possible. The automated dashboard means that the dashboard will update automatically, 
and this also saves resources from rescheduling as the dashboard does it automatically. If 
some feature is not progressed at all during a sprint the estimate changes further. 
McDaid et al. (2006) and Cohn (2005) both agreed that the most important question of 
release planning is which features are chosen for which releases. This artifact helps with 
the planning and decision making, since it provides estimates when features are ready. 
Only completed features can be released and according to the interviewees having esti-
mates would be a great help. This is also related to the customer success which was men-
tioned in the interview answers. By estimating the completions better, it is possible to 
keep promises to the customers more often and provide them with the functionality in 
agreed time. 
The accuracy of the estimates should also be discussed. Ktata & Lévesque (2010) pre-
sented scrum experts’ opinions on acceptable errors in effort estimations and it was as 
high as 20% percent. The effort estimations of user stories are used in the estimation of 
features completion dates; therefore, the same acceptable error can be used here to offer 
some insight. The worst acceptable scenario, where all user stories would be 20% over-
estimated, a 20% error would exist in the whole feature’s estimate. A rough example: by 
using 11, the average days per story points calculated in section 4.6. and for example, a 
small feature with 10 story points the estimated days to completion would be 110 days 
total. Acceptable error in this feature’s estimation would be 110 * 0,20 = 22 days. Com-
pared to the MEA calculated in this research, which was 21 days, the acceptable error is 
already higher than the average error. As the feature’s size grows, the acceptable error in 
the estimate increases as well. The majority of the features in the MEA calculations were 
larger than 10 story points, hence the current error of the artifact is on an acceptable level. 
One factor to be noted is that the feature estimation dashboard is mainly used on the large 
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features, since features with only few user stories left can be discussed with the develop-
ers. In the late stages of a feature, the developers usually estimate the completion better 
than the artifact. 
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6. CONCLUSION 
This chapter provides summarized and generalizable answers to the research questions. 
Practical contributions to the case company are presented and theoretical contributions to 
the literature discussed. The whole research is also reviewed and limitations, which were 
part of the research introduced. Finally, some thoughts and suggestions about further re-
search on the subject are presented. 
6.1 How to improve feature estimation and agile planning using 
scrum history data 
To answer to the main research question, it is first needed to answer to the two sub re-
search questions: 
• What kind of problems can be identified related to agile planning, feature estima-
tion and scrum history data? 
• What kind of artifact could help solving problems in feature estimation? 
The research was done as a qualitative case study, which used only one case in the prac-
tical part of the research. This affects negatively the study’s ability to provide generaliza-
ble answers, since the unique environment of the case company drives the results in a 
certain direction. Some insights can still be gathered for any software company struggling 
with problems related to feature estimation and agile planning. 
6.1.1 What kind of problems can be identified related to agile 
planning, feature estimation and scrum history data? 
The research revealed common problems identified in agile planning, feature estimation 
and scrum history data, which should be taken in consideration when performing agile 
software development. One identified problem was that the effort estimations and calen-
dar days hardly ever match, because unexpected situations occur in the working environ-
ment and it is hard to add all the meetings, extra work and other activities when estimat-
ing. This makes it harder to come up with estimated complete dates and deadlines. The 
work items related to the processes should be unambiguously defined. These work items 
can include for example features, which are compiled of user stories and measured by 
story points which are an abstract measure of estimated effort. When using story points 
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in effort estimation, methods that include expert judgement have been considered to offer 
most accurate results. Reviewing story points values after sprint have been seen beneficial 
for learning to better estimate effort in the future and to keep the scrum history data more 
coherent. If the scrum history data is to be used in feature estimation, the environment, 
technologies, teams and tools should remain invariable for better accuracy. It has been 
noticed that some organizations are not using their own data efficiently. All organizations 
should have a plan for gathering data from their processes and work. It should also include 
some validations for the data’s truthfulness. This data can be used in monitoring perfor-
mance and progress, but also enabling decision making to yield better results. 
6.1.2 What kind of artifact could help solving problems in fea-
ture estimation? 
 
In this research it was discovered that an artifact in a form of dashboard which uses scrum 
history data can be used to solve problems related to feature estimation. The dashboard 
could display any basic information like for example name, total story points, completed 
story points and assigned teams about each feature. Important addition would be an esti-
mate when the feature would be completed. The estimates can be calculated many ways, 
but one way is to calculate it by using the median cycle time of user stories which were 
of the same size in story points. The cycle time should include the time from starting to 
being accepted in a sprint review, which means it has testing and everything else calcu-
lated in the averages. Dashboards are appropriate at presenting customizable information 
and they can be scheduled to refresh automatically which helps saving resources. It should 
be noted that the estimates will always be just estimates and they should be used as such. 
6.2 Practical contributions 
The research was conducted in a case company and the practical contributions to this 
specific case company is the feature estimation dashboard which is in daily use. The pro-
gram manager uses it often to check the statuses of the current features and if something 
looks out of place, he knows which team to contact and ask for more specific information. 
The dashboard helps with release planning, since some estimates are provided to each 
feature and it is possible to see general overview of all the work done in the product 
development department. 
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For other companies in the field this research provides information about problems in 
feature estimation and the benefits of a feature estimation dashboard which can help solv-
ing these problems. For it to be as accurate as in the case company, the environment 
should be similar, where the developers work with the same product, in stable environ-
ment and with same team members. For project-oriented software companies where team 
members and technologies might change after each project this research does not provide 
as much useful information. 
6.3 Theoretical contributions to the literature 
Buglione & Ebert (2011) have compared many commercial off-the-self technologies and 
tools which can be used to estimate user stories' and features' completions. All these tools 
and technologies were using the lines of code metric when trying to estimate function 
points or story points, which has been seen to provide inaccurate results. Coelho & Basu 
(2012) state that even though the amount of lines in the source code of a software is rather 
easy to monitor and measure, it does not yield any insightful information regarding the 
functionality. The same functionality can be developed with different amounts of lines in 
the source code depending on the used technologies and the skills of the developer.  
Kusumoto et al. (2005) and Choetkiertikul (2019) have done research which provided 
effort estimation tools or systems which estimate story points or use case points automat-
ically using different kind of models. In this research a different approach has been used 
and the developers do the effort estimation in the form of story points. Expert judgement 
has been considered to be the most accurate way of effort estimation; therefore, the aver-
age cycle times of the completed user stories are used when estimating the completion of 
features. Most of the literature in the field are about project-oriented software companies, 
and as this research focuses on product-oriented company, it contributes well to the field 
from this point of view. In a product-oriented company the teams, technologies and work 
environment are more stable and this kind of estimation is possible to use with acceptable 
error. 
This research provides information how an estimation tool was created in this context 
using Microsoft PowerBI and scrum history data. Justifications on each decision made 
regarding the artifact is also offered. Estimation tool does not use lines of code, like most 
of the technologies available. The research also provides a model how to calculate the 
average error in the estimates and provides example of the error in this case.  
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Reviewing the work and limitations related to the research. In this research the goal was 
to go through the literature related to the agile software development, hold interviews to 
gather information from the case company and use these sources of information to build 
an artifact, which would help feature estimation. Cohn (2005) states that business value 
should be taken into consideration in every decision when making decisions related to 
agile software development. In this research the business aspect has not been considered 
and it is left out of the scope. Prioritizing user stories and features is also left out of scope, 
since it should always be done by considering the business value. 
Korstjens & Moser (2018) argue that the trustworthiness of a research should be evaluated 
using credibility, transferability, dependability and confirmability as the criteria. In this 
research the credibility has been tackled by using a method of triangulation which means 
using data from several sources. The sources used were the academic literature and the 
interviews. The sample of the interviewees was limited to only 14 members of the case 
company, but at least the interviewees were selected from all the relevant positions from 
the case company. The generalizability of the interview answers is difficult with this small 
number of interviewees and by only choosing the relevant people, since the answers might 
be biased. Transferability means how well can the findings of the research be transferred 
to a different setting. This has been considered before in several chapters and the gener-
alization of all the results is hard unless the other setting’s case company and its environ-
ment are similar. The aspects of dependability and confirmability are ensured by using an 
audit trail. All the steps done in this research are reported in detail and the thought process 
of making the decisions explained in each part. 
Korstjens & Moser (2018) also add reflexivity as the fifth criteria. In this part the author 
must evaluate the decisions made and the results received from the aspect of neutrality. 
The author’s values, preconceptions and assumptions might affect the results and how 
decisions were made. The author in this research has been working in the company for 
over a year and was doing the work regarding this research mostly alone which might 
have caused the results and decisions to have some bias. For solving this issue, the author 
tried to include his supervisors and other people from the case company as much as pos-
sible to receive feedback and different opinions about the work. The artifact in this re-
search was made to create estimations and it was evaluated for accuracy. When the goal 
is to have accurate estimates as results, it can be difficult to make decisions objectively.  
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Decisions made when evaluating the accuracy are explained in detail to be as transparent 
and neutral as possible. 
6.4 Future research topics 
Future research topics include the aspects of business value of the features and the prior-
itization. This artifact could be taken one step further by implementing data-analytics to 
calculate possible business value of feature in the same dashboard. The artifact could be 
used for making decisions which feature should be implemented next and how much 
value would it accumulate. The research would then be conducted more from the aspect 
of business value and cost estimation than from the estimation of features’ completion. 
In this research setting the processes of the case company where not altered to improve 
feature estimation, only the artifact was used. In some other research setting the altering 
of the processes could be taken as an approach to provide the best possible foundation for 
feature estimation. Another option is that the effects of the process changes for the accu-
racy of the feature estimation could be measured by first establishing the feature estima-
tion environment and then changing the processes. 
Furthermore, the same research could be done using a project-oriented software company 
as a case company, but it would doubtfully yield as accurate estimates. The part of creat-
ing an artifact which would display current features and would update automatically could 
still be useful for communicating the current situation of the features. 
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APPENDIX A: THE THEMES OF THE SEMI-STRUC-
TURED INTERVIEWS 
1. What position in case company? How long have you been working? Any previous 
positions in same company? 
2. How is feature estimation done at the moment? Are the estimates inaccurate some-
times and if so, why? What unexpected things affect feature estimating? 
3. What are the most important metrics for agile planning and feature estimation? 
Why? 
4. How are features prioritized at the moment? How and where does it show in the 
processes? 
5. What benefits would you see in improved estimation and planning? For example, 
if a tool existed which could always estimate correctly when a feature is com-
pleted. 
6. Is the information recorded to Azure DevOps thoroughly? What feelings do em-
ployees have towards the information system? Do they feel it  is meaningful or a 
boring and unnecessary part of the process? 
7. How are user story points come up with? What methods do you use in the process? 
Any ideas to improve the process? How much time does bug fixes averagely take, 
since they are not estimated in story points? 
8. Are the story point values updated if the estimations were done wrong? For ex-
ample, if a story is significantly harder than expected. Should they be updated or 
not? Why? 
9. How well can teams estimate their own velocity? What affects it? 
10. How often the development teams communicate with other people than the mem-
bers of the team? Who are interested in the status of the team? 
11. If dashboards would be created for the company, what kind of information should 
be shown and who should be able to see it? Is some data missing currently which 
would be useful to be shown? Are team specific dashboards a good idea? Could 
dashboards help with communication? 
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APPENDIX B: DEMOGRAPHIC INFORMATION 
ABOUT THE INTERVIEWEES 
Information about all the interviewees and interviews. 
# Position (and former positions) Length of the inter-
view 
Notes 
1 Program Manager 1:11:56  
2 Software Developer 1 (QA 
Trainee) 
57:52  
3 Software Developer 2 (QA 
Trainee) 
45:33 Has been in the case com-
pany for 14 years. 
4 Software Developer 3 1:14:53  
5 Team Manager / Scrum Master 
1 (Software Developer) 
1:12:21  
6 Team Manager / Scrum Master 
2 (QA Trainee, Software De-
veloper) 
1:13:30  
7 Team Manager / Scrum Master 
3 (Lead Software Engineer) 
1:00:07 Other current positions in-
clude: Chief research engi-
neer and other team's Prod-
uct Owner 
8 Director of Product Manage-
ment  
1:09:39  
9 Product Manager 1 0:46:52  
10 Product Manager 2 (QA 
trainee, Software Developer) 
0:59:14  
11 Director of Quality Assurance 1:08:36  
71 
 
12 Vice president of product de-
velopment (Project Manager) 
0:28:51 10 years in the case com-
pany and information about 
all the teams. 
13 Director of Software Develop-
ment 
0:56:06  
14 Director of Software Develop-
ment 
0:42:38  
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APPENDIX C: FIRST ITERATION OF THE DASH-
BOARD 
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APPENDIX D: TABLES FROM THE 4.4.2 DATA 
CHAPTER 
The names and descriptions of the data columns from Stories  table. 
Column name Description of the content 
Iteration End Date The end date of the sprint in which the story data was 
recorded in the form of a timestamp. 
Iteration Start Date The start date of the sprint in which the story data 
was recorded in the form of a timestamp. 
Iteration Path The "Path" of the sprint in the system. It has the name 
of the project and the name of the sprint separated 
with a "/" -character. Usually the sprint name has the 
current year and the week number it was started. 
Assigned To The name of the person assigned to complete the user 
story. 
Parent Work Item Id The Work Item Id of the work item which is one step 
higher in the hierarchy if they are linked. 
Activated Date The date when the user story has been changed to 
active state in the form of a timestamp. 
Work Item Id Unique id for the work item. 
State The state of the work item. Includes New, Active, In 
Testing, Waiting for Merge, Impeded, Tested, Pro-
posing Done and Closed. 
Story Points The effort estimation for the user story in the form of 
story points. Numeric value. 
Tags Optional tags, which can be added to any work item. 
Title Title/Name of the work item. 
*Story Points text Story Points value, but in text form instead of nu-
meric value. 
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*Median Cycle Days The median cycle time of user stories with the corre-
sponding amount of story points. 
Cycle Time Days The time between Activated Date and Completed 
Date measured in days. 
Completed Date The date when the user story was completed in the 
form of a timestamp. Usually same as Closed Date. 
Closed Date The date when the used story was changed to closed 
state in the form of a timestamp. 
Team The name of the team which is responsible for the 
user story. 
*Parent title The title column of the parent work item. 
*Parent tags The tags set to the parent work item. 
*Combined tags The combined tags of the user story and the parent 
work item. 
*Find PM_Priority Informs if "PM_Priority" tag is found in the com-
bined tags. 
*Cycle time divided by story 
points 
Numeric value of Cycle time in days divided by the 
amount of story points. 
 
 
 
The names and descriptions of the data columns from Features table. 
Column name Description of the content 
Iteration End Date The end date of the sprint in which the feature data 
was recorded in the form of a timestamp. 
Iteration Start Date The start date of the sprint in which the feature data 
was recorded in the form of a timestamp. 
Iteration Path The "Path" of the sprint in the system. It has the name 
of the project and the name of the sprint separated 
with a "/" -character. Usually the sprint name has the 
current year and the week number it was started. 
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Release In which release the feature is planned on releasing. 
Parent Work Item Id The Work Item Id of the work item which is one step 
higher in the hierarchy if they are linked. 
*First story started date The date when the first user story under this feature 
has been changed to active state in the form of a 
timestamp. 
Work Item Id Unique id for the work item. 
State The state of the work item. Includes New, In devel-
opment, Released, Removed, Concepting, Closed. 
*Total Story Points The total amount of story points under the feature. 
Numeric value. 
*Completed Story Points The sum of completed story points under the feature. 
Numeric value. 
*Story Points left The sum of story points of the not completed user 
stories under the feature. Numeric value. 
*Story Points Completed/Total A text value informing how many story points have 
been completed out of the total. 
Tags Optional tags, which can be added to any work item. 
Title Title/Name of the work item. 
*Estimated time to complete an 
old feature 
Estimated time to complete a feature. This value is 
used in evaluating the accuracy of the estimates. 
*Estimated days left Estimated days left to complete the remaining user 
stories. 
*Latest story completed date The latest date when a user story under this feature 
has been completed. 
*Teams in feature Combined teams from the user stories under the fea-
ture. 
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*Feature done percent The completed story points divided by the total story 
points of a feature. 
Team Team which is marked responsible for the feature. 
*Avg developers in feature per 
sprint 
The average amount of developers developing the 
feature per sprint. 
 
 
The names and descriptions of the data columns from Story points table. 
Column name Description of the content 
Story Points The distinct values of story points amount in numeric 
format. 
*Story Points text The distinct values of story points amount converted 
to text format. 
*Median Cycle Time The median cycle time of user stories of the same 
story points amount. 
*PM_Priority Median Cycle 
Time 
The median cycle time of user stories of the same 
story points amount and with the tag PM_Priority. 
Also, the most significant outliers are filtered away. 
 
 
 
The names and descriptions of the data columns from Story history -table, which were used. 
Column name Description of the content 
Iteration Path The "Path" of the sprint in the system. It has the name 
of the project and the name of the sprint separated 
with a "/" -character. Usually the sprint name has the 
current year and the week number it was started. 
Assigned To The name of the person assigned to complete the user 
story. 
Parent Work Item Id The Work Item Id of the work item which is higher 
in the hierarchy if they are linked. 
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Iteration Start Date The start date of the sprint in which the feature data 
was recorded in the form of a timestamp. 
Work Item Id Unique id for the work item. 
Story Points The effort estimation for the user story in the form of 
story points. Numeric value. 
Title Title/Name of the work item. 
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APPENDIX E: TABLES FROM THE 4.4.3 DEVEL-
OPMENT CHAPTER 
The names and explanation of the data columns, which were made by the author. 
Column name Explanation 
Find PM_Priority PM_Priority was the program manager's tag to 
mark the most important features and stories, 
which could be used for the artifact. This column 
informed if the item had the tag. 
Cycle time divided by story points This value was calculated for the comparing of 
the different sized stories and measuring the line-
arity of the story points.  
Story Points text Story points' values were needed in text format to 
divide the stories to these story point size groups 
with the same size. With numeric values the cal-
culations happened differently. 
Median Cycle Time The median cycle time of the group which would 
be specified by the story point text field. For ex-
ample, the median cycle time of all stories with 
the size estimate 2 story points. Calculated in 
days. 
Estimated days left Value calculated by summing up the median cy-
cle days of all the uncompleted user stories. 
Teams in feature Several teams can develop user stories for a fea-
ture, but only one can be assigned to it. This col-
umn gathers the teams from the user stories under 
the feature. 
Avg developers in feature per 
sprint 
This is needed for calculating the estimates in V-
method, it is relevant information when forming 
an estimate. 
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PM_Priority Median Cycle Time The Median Cycle Time of the important features. 
Information to compare to the other user stories. 
Estimated time to complete an old 
feature 
Value calculated by summing up the median cy-
cle days of all the user stories in a feature and di-
viding it with the average developers in feature 
per sprint. 
 
The names of measures and their descriptions. 
Measure name Description 
Actual days to finish a feature The amount of days between first story started 
and last story completed. 
Amount of developers with active 
user stories 
The amount of developers who currently have ac-
tive user stories related to a specific feature. 
Completed % at date A completed percentage of a feature which 
changes dynamically depending on the date cho-
sen. 
Completed points at date  The amount of completed story points in a feature 
which changes dynamically depending on the 
date chosen. 
Count of assigned to Counts different names who have been develop-
ing a specific feature. 
Difference: actual and AVG Calculates the difference between actual days to 
finish a feature and the estimated time to complete 
an old feature using AVG method. 
Difference: actual and FSS Calculates the difference between actual days to 
finish a feature and the estimated time to complete 
an old feature using FSS method. 
Difference in % (AVG) The percentage of measured Difference: actual 
and AVG. 
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Estimated complete date The date calculated by adding the estimated days 
left divided by the active developers to Estimation 
start date. 
Estimation start date Estimation start date was decided to be the start 
date of the latest active sprint. 
Feature specific velocity: Points 
per sprint 
The amount of story points completed divided by 
the number of sprints done. 
First story completed date The earliest completion date of a user story in a 
feature. 
First user story started The earliest activated date of a user story in a fea-
ture. 
FSS dynamic estimate An FSS estimate of days to complete a feature 
which changes dynamically depending on the 
date chosen. 
Last user story completed The latest user story completed date in a feature. 
MAE Mean average error of which formula has been 
presented earlier in this research. 
Points per day per developer The completed story points divided by the amount 
of days the story has been active divided by the 
average amount of developers per sprint. 
Velocity at date The amount of story points completed per sprint 
related to a specific feature, which changes dy-
namically depending on the date chosen. 
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APPENDIX F: THE FINAL DASHBOARD 
 
