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Kivonat: Napjainkban egyre több diák beszél idegen nyelveken, ami elny, hi-
szen fel tudják dolgozni az idegen nyelv szakirodalmat és tudományos ered-
ményeket, hátrány azonban, ha ezt hivatkozás nélkül teszik, azaz plagizálnak. 
Az elmúlt egy év alatt egy kutatás keretében arra kerestük a választ, hogy meg 
lehet-e találni, fel lehet-e ismerni a fordítási plágiumokat. Ennek során egy 
olyan algoritmust fejlesztettünk ki, amely képes egy nagyméret, idegennyelv 
adatbázisból kikeresni egy magyar nyelv dokumentumban idézett, lefordított 
szövegrészeket. 
1   Bevezetés 
Természetes nyelv szövegek fordításának megtalálása nemzetközi szinten is megol-
datlan, még a sokak által beszélt angol és német nyelvek között is, ugyanakkor meg-
oldása számos területen jelentene nagy elrelépést. A kutatási eredmények nemcsak 
plágiumok felkutatásában, hanem a párhuzamos korpuszok építésében, a hírek, cik-
kek, szövegek terjedésének a vizsgálatában, hasonló témákkal dolgozó emberek, 
kutatócsoportok megkeresésében is alkalmazhatók. 
A párhuzamos korpuszok nagy jelentsége nemcsak az oktatásban rejlik, e korpu-
szok számos kutatás alapjaként, algoritmusok tanító adatbázisaként is szolgálnak. 
Használják ket az alkalmazott nyelvészetben: szótárkészítk, gépi fordítók számára, 
valamint kontrasztív nyelvészeti kutatásokhoz is elengedhetetlenek. 
Európában fontos téma a plágiumkeresés, de még nemzetközi szinten is csak kuta-
tási terület a fordítási plágiumok keresése. [1] Az irodalomban ismertetett legtöbb 
algoritmus nyelvpárfügg, azaz egymáshoz nyelvtanban hasonló nyelvek esetén – 
barátságos nyelvpárok – jól mködik, de jelentsen eltér nyelvtanú nyelvek esetén 
rossz eredményt mutat. Angol-német nyelvpárra például egész szép eredményeket 
értek már el, míg az angol-lengyel nyelvpárra ugyanaz az algoritmus használhatatlan-
nak bizonyult. A magyar nyelvben három f akadály van: a) nem kötött szórend, b) 
ragozás, c) jelents nyelvtani különbözség az angol nyelvtl. 
Dr. Debora Weber-Wulff kétévente teszteli az összes elérhet plágiumkerest, 
2010-ben 48 plágiumkerest tesztelt, és azt állapította meg, hogy: 
 
„The biggest gap in all the plagiarism checkers was 
the inability to locate translated plagiarism.” [2] 
Szeged, 2011. december 1–2. 25 
Azaz a jelenleg elérhet plágiumkeresk egyáltalán nem foglalkoznak a fordítási 
plágiumok problémájával. Az els publikus eredmények többnyelv plágiumkeresési 
algoritmusokról a CLEF 2010 konferencián [3] jelentek meg, de itt is csak barátságos 
nyelvpárokkal (angol, német, spanyol) próbálkoztak, és automatikus fordítót használ-
tak a plágiumok megtalálására: 
 
„After analyzing all 17 reports, certain algorithmic 
patterns became apparent to which many participants 
followed independently. ... In order to simplify the 
detection of cross-language plagiarism, non-English 
documents in D are translated to English using machine 
translation (services).” [4] 
2   Az algoritmus 
A legtöbb szakirodalomban és kezdeti kutatásokban olyan algoritmusokat láthatunk a 
fordítási plágiumok keresésére, amelyek a jelenlegi egynyelv keresések adaptálásai 
egy adott nyelvpárra. A legjobb plágiumkeresk átlapolódó szavas darabolást (n-
gramokat) használnak a szövegek összehasonlítására, a plágiumkeresésre. [4] Ez az 
algoritmus szó szerinti egyezést keres, amelyet számos más algoritmussal igyekeznek 
javítani, hogy kisebb átírásokat, eltéréseket ne vegyen figyelembe, ezek közül a legy-
gyakrabbak az alábbiak: a) stopszavak szrése, b) szótövezés, c) bizonyos szavak 
kicserélése egy szinonimára, d) szavak sorrendezése az n-gramon belül. Ezek a vál-
toztatások sokkal nehezebbé teszik a plágiumok elrejtését, és jelentsen megnövelik a 
lebukás kockázatát, ugyanakkor különböz nyelven írt szövegek között még mindig 
nem teszik lehetvé az összehasonlítást. 
Többen is próbálkoztak automatikus, gépi fordítók alkalmazásával, hogy két szö-
veget azonos nyelvre hozzanak, ugyanakkor ezen fordítók eredményei ma még na-
gyon megbízhatatlanok, nagyban függnek az adott nyelvpártól, a szöveg témájától, a 
mondatok összetettségétl. Összefoglalva elmondhatjuk, és ez nem csak a gépi fordí-
tókra igaz – habár azokra kiemelten az –, hogy egy fordítás komoly változtatást 
eredményez a szövegen, hibákat visz be, és a szavak mondaton belüli sorrendjén is 
nagymértékben változtat, fleg az olyan nem kötött szórend nyelvek esetében, mint 
amilyen a magyar. 
A gépi fordítókat alkalmazó algoritmus tulajdonképpen két – különböz algorit-
mussal történ – fordítási lépésnek veti alá a szöveget (egy kézi a plagizáló által és 
egy gépi az ellenrzéskor), majd az ezek után kapott, visszafordított szöveget hason-
lítja össze az eredeti szöveggel. Esetleg egy adott szöveget kétszer fordít le egy másik 
nyelvre (egyszer kézzel, egyszer géppel), majd ezeket hasonlítja össze. Mivel a leg-
több mondatnak nincsen egy adott jó fordítása, hanem számos lehetséges fordítása 
van, így majdnem teljesen biztosak lehetünk benne, hogy komoly különbségek lesz-
nek a mondatok között, nemcsak a szórendben, hanem a használt szavakban, kifeje-
zésekben is. Fischer Márta ezt így fogalmazza meg: 
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„A nyelvészeti fordítástudomány eredményei – amelynek 
fontos területe az ekvivalencia kutatása – eloszlat-
hatják azt a téves elképzelést, mely szerint a fordí-
tás automatikus és teljes megfeleltetést (ekvivalenci-
át) feltételez a két nyelv között. A kutatók különböz 
megközelítései és a számtalan ekvivalencia-elmélet ép-
pen arra világítanak rá, hogy az ekvivalencia több 
szinten, több szempont szerint értelmezhet Ezek isme-
rete tehát éppen abban ersítheti meg a tanulót, hogy 
nincs egyetlen helyes (ekvivalens) válasz.” [5] 
Magyar nyelv esetében további hátrány, hogy a gépi fordítók igen rosszak, a leg-
jobb angol-magyar nyelvpár esetében is tulajdonképpen majdnem minden mondatban 
hibáznak, és minél összetettebb a mondat, annál valószínbb, hogy teljesen félre is 
fordítanak valamit. 
Angol-német nyelvpár esetén már el lehet talán gondolkodni, hogy egy automati-
kus fordító alapján készítsünk egy algoritmust, de még ott is számos hiba adódik. 
Emellett komoly hátrány, hogy egy küls programra vagy algoritmusra kell hagyat-
kozni, hiszen a jó minség algoritmusok mind fizetsek, így nagyobb mennyiség 
szöveg rendszeres lefordítása komoly költségekkel is járna. A Google Translate meg-
hívható egy API-n keresztül, és korábban lehetett is nagyobb mennyiség szöveget 
fordítani rajta, de pár hónapja a Google úgy döntött, hogy még fizetség ellenében sem 
engedi napi 100 000 karakternél nagyobb szöveg lefordítását. Ez még egy rövidebb 
diploma ellenrzéséhez is kevés. 
 
„The Google Translate API has been officially 
deprecated as of May 26, 2011. We are not currently 
able to offer additional quota.” 
2.1. Az algoritmus kialakítása 
Két nyelv között a legkisebb egyezés egy szó egyezése lehet. Természetesen, ha egy 
angol szövegben az eleven szót olvashatjuk, akkor annak magyarul nem az eleven szó 
fog megfelelni, hanem a tizenegy vagy a 11, de ennek ellenére beszélhetünk egyezés-
rl. Ugyanakkor érdemes megjegyezni, hogy számos szónak nem lesz megfelelje a 
másik nyelvben, vagy egyáltalán nem is lesz megfelelje, vagy nem szóként jelentke-
zik. Most a teljesség igénye nélkül vegyünk sorra pár lehetséges eltérést. 
 Összetett szavak: elképzelhet, hogy míg az egyik nyelvben egy gondolatot 
egy szóval, addig a másikban több szóval fejezünk ki, mint például tavaly 
és last year. Fordítva pedig, míg magyarul szabadlábra helyeznek valakit, 
angolul ezt a jelentést a liberated adja vissza. 
Szeged, 2011. december 1–2. 27 
 Ragozás: a magyar nyelv (akárcsak például a török) számos dolgot ragok-
kal, a szóval egybe írva fejez ki, míg más nyelvek erre elöljárót használnak. 
Ami magyarul az álmomban, az angolul in my dream történt. 
 Antoníma: gyakran egy kifejezést jobb antonímával fordítani, nem önmagá-
val. Míg magyarul valami nem felel meg a célnak, addig ugyanez angolul 
inadequate. 
 Ismétlések elkerülése: bizonyos nyelvek, mint például a magyar, kevésbé 
szeretik az ismétlést, és inkább utalnak az ismétld dolgokra, illetve szino-
nimákat használnak. A „80 nap alatt a föld körül” magyar fordításában ta-
lálkozunk a gentleman szóval, ahol az angolban a Mr. Fogg szerepel.  
 Teljes átalakítás: kifejezések és a forrás- valamint célnyelv különbözségén, 
illetve a két olvasótábor kulturális ismeretének a különbözségébl adódó-
an. A Queen’s pudding-ból rakott palacsinta lesz, az egg and spoon races 
pedig ügyességi gyerekjáték. [6] 
Azaz számos eset képzelhet el, amikor egy adott szó nem felel meg egyértelmen 
a másik nyelv egy szavának, ugyanakkor a szavak jelents része megtalálható lesz 
mindkét nyelvben. Ugyan a szavakat jól fel lehet használni arra, hogy fordításokat 
keressünk, de önmagában két szöveg még nem lesz azonos pusztán azért, mert sok 
közös szavuk van. 
Ha eggyel magasabb szintre lépünk, a tagmondatok szintjére, akkor azt látjuk, 
hogy bár gyakran elfordul a tagmondatok egyezése, de míg a magyarban igen sok 
vesszt használunk, és legtöbbször egyértelmen jelöljük a tagmondatok határát, 
addig az angol nyelvben alig vannak vesszk, és kimondottan nehéz feladat a tag-
mondatok határának megkeresése. Emiatt ezzel a lehetséggel most itt nem is foglal-
kozunk. 
A következ szint a mondatok szintje. Ha valaki nekiáll egy szöveg fordításának, 
akkor azt az esetek túlnyomó részében mondatonként fordítja le. Egy irodalmi fordí-
tás esetén gyakrabban találkozunk azzal, hogy egy mondatot kettbe szed a fordító, 
vagy két mondatot összevon, de még itt is viszonylag ritkán fordul el ez a gyakorlat.  
Az ennél magasabb szintekkel, bekezdésekkel, fejezetekkel ugyanaz a legnagyobb 
gond, mint a tagmondatokkal: nem egyértelm a jelölésük, elhagyhatóak, összevon-
hatóak, így ezek egyezésének a vizsgálatára úgyszintén nem térünk most ki. 
Mint láttuk, fordítások esetében a legértelmesebb szint a szavak vagy a mondatok 
szintje. A szavak esetében viszont lényeges a szó többi szóhoz viszonyított pozíciója, 
a szövegkörnyezet, hiszen bármely két azonos nyelven íródott szövegben vannak 
azonos szavak, még akár ezek mértéke is magas lehet, azonban ekkor sem biztos, 
hogy a két szövegnek ugyanaz a jelentése, vagy esetleg csak a témája egyezik. Mint 
azt a webes keresk esetében látjuk – ahol adott szavakat tartalmazó szövegekre kere-
sünk – nagyon nagy az olyan találatok száma, amelyek ugyan megfelelnek a keres-
kérdésnek, de semmi közük sincs ahhoz, amit kerestünk. Azaz önmagában a szavak 
egyezsége nem tesz két szöveget egymás másolatává, nem lehet általa megállapítani 
a plagizálás tényét. Ez két különböz nyelv esetében még inkább így lesz, hiszen egy 
adott szónak a másik nyelvben számos másik felel, vagy felelhet meg, így még ez is 
komoly bizonytalanságot eredményez. 
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Természetesen ez nem azt jelenti, hogy a szavak nem használhatók két szöveg köz-
ti egyezés megtalálására, de önmagában ez nem elég: hiszen ha valaki lefordít egy 
egyoldalas szöveget angolról, és beteszi a 120 oldalas magyar diplomájába, akkor 
ennek a megtalálása csak a szavak használatával lehetetlen. Mindenképpen definiál-
nunk kell egy szövegkörnyezetet, ahol a szavakat keressük. Ezért a kutatáshoz a leg-
jobb kiindulási pontnak a mondatalapú keresés tnt, ahol a szavaknak van szövegkör-
nyezetük (egy mondat), ráadásul a mondat már elég egyedi ahhoz, hogy két doku-
mentumban – még ha azonos témában íródtak is – nagyon kicsi annak az esélye, hogy 
két azonos mondat lesz (rövid, egy-, két-, háromszavas mondatokat és közös idézete-
ket nem számítva). Könnyen beláthatjuk ezt, ha belegondolunk, hogy a legtöbb 
nyelvnek több százezer szava van [7], a nyelvtani szabályokat most figyelmen kívül 
hagyva, százezer szóval számolva az adott nyelven egy n szóból álló mondat (Sn) 
összes lehetséges változata: 
|Sn| = (2 · 105)n 
Ez egy még hosszúnak sem mondható 10 szavas mondat esetében: 
|S10|  1053 
Természetesen ennek a jelents része értelmetlen mondatot eredményezne, de en-
nek a hatalmas számnak még az egy tízezreléke is hatalmas. Ha hozzávesszük, hogy 
például a magyar nyelvben a legtöbb szónak számos alakja van, akkor ez a szám még 
jelentsen növekedne, de az angol nyelv esetében is a többesszám és egyéb alakok 
miatt az alapszókincs többszöröse a ténylegesen elforduló szóalakok száma. Ezért 
tekinthetünk úgy egy mondatra, mint egyedi alkotásra. Sokak szerint egy mondatnál 
kezddik a plagizálás, azaz egy (tartalmas, hosszabb) mondat már rendelkezik annyi 
egyedi tulajdonsággal, hogy lemásolása esetén lehet plagizálásról beszélni. 
Érdemes megnézni a Wikipédia ide vonatkozó oldalán található összefoglaló táb-
lázatot, amelybl itt csak egy kivonatot mutatunk be. [8] 
 
Dokumentum, bemeneti adat, szövegkörnyezet Szavak szá-ma |S10|
Egy szöveg leggyakoribb szavai közül ennyi adja ki annak 
25%-át. 
15 5,8E+11 
Egy szöveg leggyakoribb szavai közül ennyi adja ki annak 
60%-át. 
100 1,0E+20 
Kb. egy 2 éves gyerek szókincse 300 5,9E+24 
Az Ogden-féle egyszer angol nyelv (Basic English) szó-
kincse 
850 2,0E+29 
Ennyi szót használnak az els osztályosok olvasástanításá-
ban. 
1000 1,0E+30 
Kb. egy 6 éves gyerek szókincse 2500 9,5E+33 
Arany János Toldi c. mvében felhasznált szókincse 3000 5,9E+34 
Az átlagember aktív szókincse (él-aktív és szunnyadó-
aktív) 
3 000-5 000 5,9E+34 
Szeged, 2011. december 1–2. 29 
Középfokú nyelvtudásnak megfelel szókincs 3 500-3 900 2,8E+35 
Kb. egy 11 éves gyerek szókincse 5 000 9,8E+36 
Az átlagember passzív szókincse 5 000-10 000 5,6E+38 
Ennyi szóval a Shreket 95%-ban megértjük. 6 000 6,0E+37 
Ennyi szó szükséges a 20. századi angol próza megértésé-
hez. 
8-9 000 1,1E+39 
Ennyi szóval a tankönyveket 95%-ban megértjük. 10-12 000 1,0E+40 
Egy kétnyelv kisszótár terjedelme (címszavak) 10-30 000 1,0E+43 
Shakespeare (mveiben felhasznált) szókincsét ennyire 
becsülik 
18-25 000 1,7E+43 
Petfi Sándor verseibl kimutatható szókincse 22 719 3,7E+43 
Egy átlag értelmiségi egyévi beszédét gondolatban rögzít-
ve kb. ennyiféle szó fordulna el. 
25-30 000 3,0E+44 
Igen mvelt embereknél a passzív szókincs nagysága 50-60 000 2,5E+47 
Kb. ennyi mai magyar szót tartanak számon. 60-100 000 1,1E+49 
Egy kétnyelv nagyszótár terjedelme (címszavak) 120 000 6,2E+50 
A 20 kötetes Oxford English Dictionary 2. (nyomtatott) 
kiadásából (1989) a ma is használt szavak száma 
171 476 2,2E+52 
A 20 kötetes Oxford English Dictionary 2. (nyomtatott) 
kiadásának (1989) terjedelme (címszavak) 
291 500 4,4E+54 
A 33 kötetes Deutsches Wörterbuch terjedelme (1960-as 
kiadás, címszavak) 
350 000 2,8E+55 
A Webster’s Third New International Dictionary, 
Unabridged terjedelme (címszavak) 
>450 000 3,4E+56 
A magyar nyelvben kb. ennyi szó (lexéma!) van (túlnyo-
mórészt elavult vagy rendkívül speciális szavak) 
1 000 000 1,0E+60 
Az 1,48 milliárd szövegszót (v. szóelfordulást) tartalma-
zó magyar webkorpusz 4%-os hibatréssel készült metsze-
tébl kinyert szókincs mérete (lexémák, ill. szótári sza-
vak), kézi ellenrzés nélkül 
7 200 000 3,7E+68 
 
Jól látható a táblázatból, hogy már egy kétéves gyerek is több száz szót ismer, és 
ha csak a rövidebb mondatokat vesszük, akkor is több tízezer mondatot tud elméleti-
leg összetenni. 
Összefoglalva az elzeket, láthatólag a mondat egy értelmes egységnek tnik ah-
hoz, hogy plágiumot, illetve szövegek közötti egyezéseket keressünk. Ennek az alábbi 
elnyei vannak: 
 Egy értelmes gondolati egységet képvisel 
 A mondathatárok nagy pontossággal meghatározhatóak 
 A mondat elég egyedi ahhoz, hogy két szöveg között több mondat egyezé-
sekor már valami közös forrást feltételezzünk 
 Fordítások esetén a mondat a fordítás egysége, amely mint egység legtöbb-
ször megmarad a különböz nyelvek között [9] 
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 Egy mondat és fordítása között ekvivalencia van, amely biztosítja, hogy a 
két mondat jelentése minél közelebb legyen egymáshoz 
Miután beláttuk, érdemes a mondatok közötti hasonlóságot vizsgálnunk ahhoz, 
hogy a fordítási plágiumot megtaláljuk, definiálnunk kell egy metrikát, amely a kü-
lönböz nyelven íródott mondatok közötti hasonlóság mértékét határozza meg. 
2.2  A hasonlósági metrika 
Mint korábban említettük, egy angol és egy magyar nyelv mondat szavai – ha nem is 
teljes mértékben –, de megfeleltethetk egymásnak. A két nyelv nyelvtanának kü-
lönbségébl és a magyar nyelv kötetlen szórendjébl adódóan a szavak sorrendje 
teljesen lényegtelen ebben a megfeleltetésben, azaz az angol nyelv mondat els, 
második, harmadik… szava bárhol lehet a magyar mondatban, és fordítva. 
A sorrendet figyelembe nem vev, egy szöveg szavait reprezentáló modell a szó-
zsák (bag of words) [10] – egy adott szöveg összes szavát tartalmazó, de a sorrendet 
figyelembe nem vev halmaz –, amelyet számos helyen használnak a szakirodalom-
ban például dokumentumok csoportosítására, spamszrésre, de még érzelmek felis-
merésére is [11]. Mi most sokkal kisebb egységben, a mondatok szintjén fogjuk a 
szózsákot alkalmazni. 
Egy n szóból álló mondatot (S) képviseljenek a benne lév szavak (w). 
wx  Sx  és  wy  Sy 
Természetesen ez egy egyszersítés, hiszen elméletileg ugyanazokból a szavakból 
más mondatokat is össze lehet rakni. Azonban, mivel az esetek túlnyomó részében 
elég egyértelmen visszaállítható a mondat értelme a szavak ismeretében, túl sok 
hibát ez az átalakítás nem fog eredményezni. 
Sx = {wx1, wx2, wx3, …wxn} 
Most definiáljuk két mondat hasonlóságának a mértékét (Sim) a bennük lev közös 
szavak számával. 
Sim(x,y) = | Sy  Sz | 
Ez már egy jó megközelítés, de számos dolgot nem vesz figyelembe. Például egy 
hosszú és egy rövid mondat hasonlósága így maximum akkora lehet, amekkora a 
rövid mondat hossza. Ez helyes is, ugyanakkor például ha a hosszú mondatban meg-
található a rövid mondat összes szava, akkor ez a két mondat ugyanannyira hasonló 
lesz, mintha a rövid mondatot önmagával hasonlítottam volna össze, ami viszont 
egyértelmen rossz: ezért figyelembe kell venni nemcsak a közös szavakat, hanem a 
hiányzó szavakat is. Ezeket érdemes súlyozni is, most legyen a megtalált szavak súlya 
 , a nem megtaláltaké . 
Sim(x,y) = 	 · | Sx  Sy | - 
 · | Sx \ Sy | 
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Amennyiben 	 értékét 3-nak, 
 értékét pedig 1-nek vesszük, akkor az azt jelenti, 
hogy minden olyan szót, amelyik megvan a másik mondatban, háromszoros súllyal 
veszünk figyelembe a hiányzó szavakhoz képest. 
Ez a képlet már majdnem tökéletes, de nem szimmetrikus Sx \ Sy miatt, azaz: 
Sim(x,y)  Sim(y,x). Ez nem jó így, hiszen annak az esélye, hogy Sx Sy-nak a fordítá-
sa elvileg ugyanannyi kell legyen, mint annak esélye, hogy Sy Sx-nek a fordítása. Ezt 
a hibát úgy lehet kiküszöbölni, hogy például kiszámoljuk mindkét értéket, majd en-
nek vesszük az összegét. Ugyanakkor azért vezettük be az egyenlet második tagját (Sx 
\ Sy), mert azok a szavak, amelyek csak az egyik mondatban találhatóak meg, csök-
kentik annak valószínségét, hogy a két mondat egymás fordítása. Ha annak az esé-
lye, hogy Sx fordítása Sy-nak kisebb, mint a fordítottja azaz Sim(x,y) < Sim(y,x), 
akkor ez a legtöbb esetben azt jelenti, hogy Sx hosszabb, azaz több olyan szó van 
benne, aminek nincs fordítása a másik mondatban. Ez lényeges: hiába kapunk 
Sim(y,x)-re egy nagyon magas értéket, ha Sim(x,y) alacsony, hiszen akkor majdnem 
biztos, hogy a két mondat nem fordítása egymásnak, esetleg az egyik a másik része. 
Ezért a továbbiakban úgy számoljuk ki Sim(x,y) értékét, hogy a korábban definiált 
értékek közül az alacsonyabbat vesszük. Ezzel az új képlet: 
Sim(x,y) = min ( 	 · | Sx  Sy | - 
 · | Sx \ Sy | ,   
	 · | Sy  Sx | - 
 · | Sy \ Sx | ) 
Ez a definíció már eleget tesz a szimmetria (ekvivalencia) követelményének, azaz 
most már 
Sim(x,y) = Sim(y,x) 
A továbbiakban még néhány lényeges dolgot figyelembe kell vennünk ahhoz, 
hogy a szózsák algoritmus fordítások esetében is jól mködjön. Mivel Sx és Sy nyelve 
nem azonos, ezért definiálnunk kell, hogy mit jelent két szó azonossága, illetve kü-
lönbözsége: azaz mikor mondjuk, hogy wx  wy és mikor mondjuk, hogy wx  wy 
Ahhoz, hogy ezt meghatározzuk, definiálnunk kell még egy mveletet, a fordítás 
mveletét, azaz egy fordítási függvényt, amely egy szónak, illetve annak összes szó-
tövének az összes fordítását adja vissza a másik nyelven. 
trans(wx) = Wy ahol wy  Wy 
trans(wy) = Wx ahol wx  Wx 
mivel a fordítás egy szimmetrikus mvelet, ezért ha 
wx  trans(wy)  akkor  wy  trans(wx) 
ezek alapján definiáljuk, ha 
wy  trans(wx)  akkor  wx  wy 
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illetve ha 
wx  trans(wy)  akkor  wx  wy 
hasonló módon ha 
wy  trans(wx)  akkor  wx  wy 
illetve ha 
wx  trans(wy)  akkor  wx  wy 
A fent leírt algoritmusnak számos elnye van: elször is nem kell szóegyértelmsí-
tést használni, hiszen az azonossági függvényünk – amelynek pontos mködésének 
leírásától eltekintünk, csak a definícióját adtuk meg – ezt feleslegessé teszi azzal, 
hogy minden lehetséges jelentést figyelembe vesz. Az egynyelv plágiumkeresések-
ben használt szinonima-egyértelmsítést, illetve -szrést sem kell alkalmazni, hiszen 
egy szónak a lehetséges fordításai a másik nyelven egy vagy több szinonimahalmazba 
rendezhetek, és ezeket az algoritmus transzparensen kezeli. Az algoritmus nem ér-
zékeny a szavak sorrendjére, mint az n-gram algoritmus, azaz nem függ a fordítástól 
és nem mködik nagyon eltéren barátságos és nem barátságos nyelvpárok esetében. 
Az algoritmus hátránya viszont a hatalmas keresési tér és a lineáris keresési id, azaz 
a keresés ideje lineárisan függ az adatbázis méretétl. Nagy adatbázisok esetén ez 
gyorsan elfogadhatatlan keresési idket eredményez. Ez utóbbi problémát az imple-
mentációs fázisban egy indexált kereséssel meg tudtuk oldani, de most a részletek 
ismertetésétl – helyszke miatt – eltekintünk. 
2.3.  Tesztkörnyezet kialakítása 
Az algoritmus teszteléséhez szükségünk van olyan szövegekre, amelyeknek ismerjük 
a fordítását, valamint egy olyan hatalmas korpuszra, amely lehetvé teszi a hamis 
pozitív találatok tesztelését is, azaz egy olyan korpuszra, amely már biztos tartalmaz 
hasonló mondatokat, hiszen 10 mondatból kiválasztani egy adott mondat fordítását 
egy igen rosszul teljesít algoritmusnak se lenne gond. Nagyméret korpusznak a 
Wikipédiát választottuk, abból is az angol nyelvt. [12] Amennyiben egy algoritmus 
képes egy Wikipédia méret adatbázisból kiválasztani a megfelel mondato(ka)t, 
akkor elmondhatjuk, hogy jól mködik. Utóbbira azért is esett a választás, mert sokan 
idéznek, illetve sokan plagizálnak is sajnos a Wikipédiából, így gyakorlati haszna is 
van egy olyan keresnek, amely kiemeli a Wikipédiából átvett részeket egy dolgozat-
ban. Szótövezésre a MOKK által fejlesztett, ingyenesen elérhet Hunspellt alkalmaz-
tuk [13]. Számos eszköz létezik, amely képes szövegeket mondatokra bontani, de mi 
három okból döntöttünk a saját algoritmus használata mellett: a) Elször is a 
Wikipédia szövege – még szöveges formátumra alakítás után is – tartalmazott hibá-
kat, például mondatok rendszeresen egybeíródnak a következvel (hiányzik a szóköz 
a mondatot lezáró írásjel után). b) Másodszor pedig egy olyan algoritmusra volt szük-
Szeged, 2011. december 1–2. 33 
ségünk, ami gyors, és segítségével elkerülhetjük az újabb köztes fájlok létrehozását. 
c) Mivel ekkor már látszott, hogy a teljes folyamat igen erforrás-igényes, ezért sze-
rettünk volna minél kevesebb küls programot használni, hogy a plágiumkeres prog-
ram minél több gépen legyen képes futni. 
Több okból kifolyólag is elengedhetetlennek bizonyult egy automatikus fordító 
használata a tesztekhez. Az els és legfontosabb, hogy nem rendelkezünk annyi 
Wikipédiából – vagyis tulajdonképpen bárhonnan – származó angol-magyar párhu-
zamos korpusszal, amely elegend lenne az algoritmus tesztelésére. Természetesen 
össze kell vetni az automatikus fordítóval és egy személy által fordított szövegen elért 
eredményeket, hogy megbizonyosodjunk arról, hasonló eredményt kapunk a két eset-
ben. A könny elérhetség és az API felület miatt esett a választás a Google fordítójá-
ra. [14] 
Ahhoz, hogy egy angol és egy magyar szó azonosságát meg tudjuk állapítani, 
szükségünk van egy szószedetre, egy lapos szótárra. Ehhez kitn alapot nyújtott a 
SZTAKI online szótára. [15] Mivel azt is szükséges tesztelni, hogy a szótár mérete, 
illetve a hiányzó fordítások mennyire befolyásolják az algoritmust, ezért más, online 
elérhet szótárakkal illetve szószedetekkel is végeztünk kísérleteket. A kutatás jelen-
ts részét az összes szótár uniójával végeztük. 
3   Konklúzió 
Az algoritmus teszteléséhez a teljes feldolgozott angol Wikipédiát feltöltöttük egy 
adatbázisba, és ebben kerestünk, mind a kézzel magyarra fordított, mind a géppel 
fordított Wikipédia cikkeket. A két keresés között statisztikai különbséget nem talál-
tunk, így most a sokkal nagyobb mennyiség, géppel fordított korpuszon elért ered-
ményeket ismertetjük. 
A magyar mondatokra keresve 0,67 recall értéket kaptunk, azaz ennyi volt az ará-
nya azon mondatoknak, ahol a teljes Wikipédiából sikerült kiválasztanunk azt a mon-
datot, amelyiknek ez a magyar mondat a fordítása. Ez annyit jelent, hogy egyenletes 
valószínséget feltételezve a mondatoknál annak az esélye, hogy egy 10 mondatból 
álló szakaszból egy hasonlót se találunk meg, 0,000016; és csak az esetek 2%-ban 
fogunk kevesebb mint 4 mondatot hasonlónak találni. 
A recall értéke könnyedén mérhet, amennyiben tudjuk, hogy mit fordítottunk le a 
másik nyelvre. Ugyanakkor a pontosság meghatározása sokkal körülményesebb, 
hiszen kézzel kell ellenrizni, hogy a visszaadott találatok közül melyek tényleges 
lehetséges fordítások, és melyek nem. Egy véletlen kiválasztott, kézzel fordított, és 
kézzel ellenrzött korpusz esetében, ahol 	 értékét 2-nek, 
-t pedig 1-nek választot-
tuk, a hasonlósági metrika (Sim) minimumát pedig 8-nak, a pontosságra 0,92-t kap-
tunk, a recall értéke pedig 0,85 lett. Ebbl F1=0,88 adódik. 
Az algoritmus kutatása már befejezdött, jelenleg az algoritmus finomhangolásán 
és a KOPI Plágiumkeres Portálba való integrálásán dolgozunk. A konferenciára már 
mindkett elkészül és reményeink szerint be tudunk számolni az els publikus tesztek 
eredményérl is. 
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4   További tervek 
Az algoritmust kézzel ellenriztük más nyelvpárok esetében is, és az eredmények 
bíztatóak, de célunk, hogy pontosan kiszámoljuk a recall és pontosság értékeket leg-
alább 10 további nyelvpár esetében is. 
A szószedet mérete lineáris összefüggést mutat a futási idvel, azaz minél több le-
hetséges fordítása van egy szónak, annál nagyobb a keresési tér, és annál lassabb lesz 
a keresés. A pontosságot ugyanakkor sokkal kisebb mértékben javítja egy adott mé-
rethatár felett, így meg kell határozni, hogy mi az ideális szószedet mérete, amely 
még gyors algoritmust eredményez, de már a találati pontossága is megfelel egy adott 
alkalmazáshoz. Ez a méret valószínleg nyelvpárfügg lesz. 
Az algoritmus mködik egynyelv keresések esetében is, amennyiben a fordítási 
azonosság (trans) helyett szinonimákat, antonimákat, hiper- és hiponimákat haszná-
lunk. Össze szeretnénk hasonlítani az egynyelv keresést a jelenleg legtöbb plágium-
keres által használt n-gram algoritmus eredményével is. 
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