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ABSTRACT
Leaves are a highly distinguishing characteristic in grape (Vitis vinifera) and display great
diversity in comparison to other crops. However, little is known about the genetic basis of
leaf shape in grape. Here, morphometrics and 40,724 single-nucleotide polymorphisms
(SNPs) are correlated to describe the relationship between genotype and phenotype of
leaf shape in grape. Parent vines (Norton and Cabernet Sauvignon) and their F1 progeny
make up the mapping population located at the State Fruit Experiment Station, Genomics
Research Vineyard on Missouri State University campus in Mountain Grove, Missouri.
Important leaf shape characteristics (n=17) were identified based on the venation pattern,
lobes, and sinuses. Morphometric analysis quantified overall leaf shape and SNP data
were used to identify potential quantitative trait loci (QTL) responsible for leaf shape. A
General Procrustes Analysis (GPA) produced trait measurements in the form of principal
component (PC) scores. Generalized linear model (GLM) and composite interval
mapping (CIM) analyses correlated trait measurements and SNPs data to identify three
possible QTLs (located on chromosomes 1, 8, and 17) associated with leaf shape in this
population. Post-hoc statistical analyses (Bonferroni correction and Benjamini-Hochberg
adjustment) indicated SNPs on each of the three chromosomes with statistically
significant association (p<0.08) to leaf shape in this population.
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INTRODUCTION

Historically, plant breeders have been well served to rely upon personal, direct
observations in selective breeding of agricultural crops. This method has allowed
breeders to develop stronger, heartier, and more productive crops that better suit
consumer demands. Cold tolerance, disease resistance, drought tolerance, yield increases,
and reduced shattering of seeds are examples of traits that have been selected for
successfully by observation. The methods aiding artificial selection in agricultural crops,
as well as the traits for which we may select, seemingly advance and expand in tandem,
driven by the manifestation of new demands, threats, and problems. With the advent of
agricultural biotechnology, characteristics that may have once been considered
immutable by farmers are now within reach of selection and controlled modification. As
well, broadening ecological and environmental concerns continually arise from climate
change research, and traits that were previously of secondary consideration (if at all) are
now subject to further scrutiny in an attempt to infer an adaptive context from highly
managed agricultural crops with extensive domestication histories.
This new era of precision breeding has agricultural scientists redefining what
‘crop improvement’ means by working to unlock the genetic code of plant diversity and
variation. Among the many plant characteristics that display diversity, leaf shape is
perhaps one of the most easily observed though the possible causal relationships remain
unclearly defined. The study of leaf shape is deep and complex, with new vigor being
breathed into it in pursuit of clarifying the inseparable relationship between plant form
and function with a modern, ecological bent for agricultural and conservation purposes.
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In this thesis, I provide appropriate historical and modern, theoretical and applied
contexts to the importance of genetic characterization of leaf shape morphological
diversity in the agricultural crop of wine grapes. I offer sensible reasoning for
investigating leaf shape diversity in wine grapes, with an aim to contribute to the
foundation of descriptive knowledge in morphology upon which further work may stand
to better elucidate the practical implications of morphological study specifically in wine
grapes.

Vitis
Grapevines are classified into the genus Vitis, which is part of the flowering plant
family, Vitaceae (Terral et al., 2009; Myles et al., 2011). They are perennial lianas;
woody, climbing vines that are naturally found in paratropical forests of summerwet
biomes (Willis & McElwain, 2002). Wild grapevines are typically found growing in
loose soil along riverbanks and sandy, loamy soil is the preferred type for cultivated
vineyards (Terral et al., 2009). Grapes are a long-season crop and commonly will not
produce fruit until 3-5 years of age, depending on the cultivar (Avery et al., 2003).
The evolution and history of grapevine domestication is long and rich. Grapevines
are one of the oldest and most valuable horticultural crops in the world, with cultivation
and domestication dated to between the seventh and fourth millennia BC in an area
between the Black Sea and modern-day Iran (Terral et al., 2009; Myles et al., 2011).
Winemaking is dated to antiquity with discoveries of vinification residues in clay jars and
archaeological grape seeds, thought to be from cultivated grapevines, dated to the mid
Bronze Age. Viticulture has been tracked from its beginnings in the Near East (the
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geographical region of countries in western Asia), spreading gradually westward into the
Middle East and then Central Europe. However, this model of viticultural and vinicultural
expansion still lacks detail of temporal and spatial varietal diversification. Morphological
data used in the identification of seed and wood archaeological remains has been
collected in recent years, and is being used to clarify patterns of cultivation of ancient
varieties (Terral et al., 2009).
Currently, identification of modern grapevine cultivars is easier, more reliable,
and understood at a much finer scale by analyzing genetic diversity. The accurate
identification of grapevines has been historically important in cultivar development due
to the expansive variety of grapevines that share great similarities from having been
crossbred throughout domestication. Before the advent of genetic technologies,
identification by vine characteristics was extremely important in breeding and tracking
lineage (Chitwood et al., 2015). Not only is this information useful in outlining the
domestication of grapevines, but it also supplements present understanding of biological
changes that have taken place during domestication by way of comparative studies
between wild grapevines and modern cultivars (Terral et al., 2009).
Two cultivars are of specific interest in this study: Vitis aestivalis-derived
‘Norton’ and Vitis vinifera ‘Cabernet Sauvignon’. The origination of Norton has been
traced to the 1820’s in Richmond, Virginia, and credited to a local medical doctor by the
name of Daniel Norborne. Dr. Norborne was an amateur viticulturalist and plant breeder
who is thought to have produced Norton via an unintentional breeding by openpollination of a mother vine, Bland, with an as-of-yet unconfirmed pollen parent (Ambers
& Ambers, 2004; Ambers, 2013). The pollen parent is speculated to be a cultivar of Vitis
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aestivalis from observations on vine typology, leaf morphology, berry traits, and
genotyping analysis. Based on this information, we know that Norton is a NorthAmerican native grape with a lineage stemming from Vitis aestivalis. Norton has been
grown in Missouri since the 1830’s when it was brought from Virginia by German
settlers who appreciated its cold-hardiness and disease resistance (Ambers & Ambers,
2004; Ambers, 2013; Teeter, 2014; Missouri Wines, 2016). Missouri winemakers brought
the Norton grape to worldwide recognition with its rich, full-bodied red wine. Norton’s
increasing popularity as a wine grape was thwarted in 1920 with the onset of Prohibition
in the United States (Teeter, 2014). The Norton wine grape was largely forgotten by the
end of Prohibition in 1933, failing to resume popularity until 1989 when native
Missourian, Dennis Horton, established a small vineyard in Virginia and dedicated a
small section of it to bringing back Norton (Roberts, 1999; Teeter, 2014).
Cabernet Sauvignon is a far more familiar grape in the global wine industry than
Norton. It is widely regarded as one of the highest quality French wine grapes. The
origins of Cabernet Sauvignon are believed to be the Bordeaux region of southwest
France, approximately 400 years ago, with the first documented importation to North
America in 1852 by French nurseryman, Antione Delmas, to the Santa Clara Valley.
Vineyards in the Santa Clara Valley began planting Cabernet Sauvignon around 1858
(Sweet, 2008).
Genetic testing has proven Cabernet Sauvignon was produced by crossing
Cabernet franc and Sauvignon blanc. This was likely a spontaneous crossing of the two
as there was no documented grape breeding in the Bordeaux region during that time.
Cabernet Sauvignon is a favored wine grape due to its excellent wine quality and it is
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considered easy to grow due to hard berries and wood. The vine prefers a moderately
warm climate and berries ripen late season and slowly. The berries are also insensitive to
harvest time and can remain on the vine for a relatively long time (Sweet, 2008). The
wine produced from Cabernet Sauvignon, like Norton, is a full-bodied red wine and has
distinct dark fruit flavors and savory taste (Puckette, 2012).
Norton and Cabernet Sauvignon display differences in their berry and leaf
characteristics. Cabernet Sauvignon berries are small, round, thick skinned, dark blueblack in color, and the clusters are small to medium, loose but well filled, and conical in
shape. Cabernet Sauvignon leaves are medium in size, with deep lobing, medium
serration, an overlapping petiolar sinus, a dark green, smooth adaxial side, and lighter
abaxial surface with light, scattered hair (Wolpert, 2006). Norton berries are similar to
Cabernet Sauvignon in that they are small, round, dark blue-black, with a tough skin.
However, Norton berries form small to medium compact clusters that are typically not
uniform, and taper into a single-shouldered cylindrical shape (Smiley, 2008). Norton
leaves are very different from Cabernet Sauvignon leaves. They are medium to large (in
some cases, nearly twice the size of mature Cabernet Sauvignon leaves), dark green
leaves with shallow lobing and small teeth. Easily observed differences in phenotype, as
well as, genetic differences based in monophyletic origins and distinct evolutionary
lineages combined with artificial selection during domestication make these two cultivars
ideal candidates for comparative studies.
Grapes have been demonstrated as an important plant economically,
agriculturally, biologically, and ecologically. The fields of agriculture, evolution, botany,
ecology, genetics, and anthropology and archaeology all have individual interests driving
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a shared pursuit of advancing contemporary knowledge about grapes. Therefore,
thoughtful questions, study design, and interdisciplinary collaborations centering on
grapes can result in broadly impactful results.

Morphology
Plant morphology is a unifying discipline that focuses on convergences of
presumably unrelated forms by seeking to understand that which underlies observed
variation. The origin of morphology is pre-Darwinian, dating to more than 200 years ago
when German philosopher Johann Wolfgang von Goethe published a highly influential
work titled “Versuch die Metamorphose der Pflanzen zu erklären” (translated “An
Attempt to Explain the Metamorphosis of Plants”) (Kaplan, 2001; Jensen, 2014). His
ideas were a departure from Carl Linnaeus’ reigning botanical theory in Europe at the
time (Jensen, 2014). Linnaeus classified plants in a taxonomic schema that identified
relation to other species, genera, and kingdom according to external characteristics such
as size, number, and location (Waggoner, 2006). Recognizing that developmental aspects
were ignored entirely in Linnaeus’ system, Goethe determined that a fundamental
organizational theme linked morphological diversity among plants. He greatly expanded
understanding with empirical observation of patterned changes throughout development
as plants interact with their environment (Kaplan, 2001; Jensen, 2014).
Plant morphology, in its purest form, remains largely Germanic in practice.
Origins stem from studying the natural history of plants and focusing on homologies. In
the United States, the field has morphed in its own right, focusing heavily on plant
systematics and relying on phylogenetic tools and methods to explain morphological
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relationships. Although some tension remains between idealistic and phylogenetic
approaches in morphology, there is no actual conflict between these two perspectives;
Darwinian evolution (and subsequently, phylogenetics) supplies the necessary
explanation for observed homologies based in idealistic morphology. This relationship
provides the critical argument in support of a mutual importance to morphology in that
the diversity of plant form observed today is a result of evolution based on ties between
phylogenetic formulations and form/structure relationships (Kaplan, 2001).
The historical trends of plant morphology follow a trajectory familiar to most
fields of science: description of phenomena, classification of phenomena, and the
investigation of causal links. Most plant morphologists’ work is interdisciplinary in
nature and necessarily focused at the interface of morphology and tangential disciplines.
Plant morphology emphasizes analogies constructed from developmental and
evolutionary theories and discoveries but it also includes information from many other
diverse fields of study to comprise sound, holistic explanations of form. Plant
systematics, plant ecology, plant genetics, and plant physiology all contribute to plant
morphology. Morphology does not duplicate other fields; rather, there is a mutual
exchange of information between and among them (Kaplan, 2001).
Many leaf shapes have evolved numerous times as independent characters in the
evolutionary history of angiosperms (Nicotra et al., 2011). From a modern perspective,
plant morphology contributes directly and equally to plant genetics in the characterization
of phenotype. Molecular geneticists and plant morphologists share increasingly
overlapping interests regarding the causal aspects of plant morphology, in an attempt of

7

explaining what combination of environmental and genetic circumstances may create
certain leaf shapes (Kaplan, 2001; Chitwood et al., 2015).

Ampelography
Leaf morphology can be further quantified by ampelography, which is a
morphology based classification and identification of grapevines (Vitis) based on leaf
traits and characteristics. Leaf morphology covers many aspects of leaf structure and
make-up, much of which have been useful to ampelographers: venation patterning, leaf
mechanics, hirsuteness, blade outgrowth, leaf positioning, lobing, sinuses, serration,
color, size, and contour (Chitwood et. al., 2014). Even within a species, notably seen in
grapes, the morphology of a leaf can change depending upon the developmental stage of
the leaf. Such changes in allometry are referred to as heteroblasty (Costa et al., 2012).
Many examples of leaf form diversity can be observed in natural plant
communities and ancestral form variation is echoed in populations of domestic
agricultural crops like grapes. In particular, grape displays profound leaf shape diversity
from heteroblastic juvenile forms to maturity, and across its many cultivars, more so than
many other domesticated crops (Chitwood et al., 2014). At maturity, some cultivars have
extreme lobing and serration and are so heavily dissected they are technically a
compound leaf form. Others are more orbicular with little to no lobing or serration. This
expansive variation in leaf shape warrants Vitis special attention from morphologists,
who come to conclusions regarding structural relationships of leaves by performing
comparative studies of plant form between species (Kaplan, 2001). Ampelography has
tailored this study design concept to grapes for the specialized purpose of cultivar
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identification. Grape is an ideal plant for morphological study because extensive leaf
shape variation among its many cultivars provides the necessary variant forms for a
comparative study. Additionally, ampelographic methods serve as an archetypal design
for accurately capturing the nuances of continuously varying leaf shape.
In 1952, Frenchman Pierre Galet published “A Practical Ampelography:
Grapevine Identification” detailing a standardized system for measuring the phenotypic
shape characteristics of grape leaves. He measured length from the petiolar branching
point to the tips each of the midvein, distal, proximal, and petiolar veins. He also
measured the distance from petiolar branching point to the upper and lower lateral
sinuses, and corresponding angulation between each vein (Galet, 1952; Chitwood et al.,
2014). Using this system, Galet determined the phenotypical classification of roughly
9,600 vines (Galet, 1952). Galet’s 1952 publication remains the authoritative reference on
ampelography 62 years later; it is upon this that we have based the phenotyping design
for this study.
Goethe’s perceptivity and unique insights along with Galet’s standardized system
of trait measurements, have built their respective fields of morphology and ampelography
into substantial areas of study. Though morphology and ampelography do not share the
same motivations behind their respective inceptions, they are certainly complementary as
investigatory subjects.

Functional Significance
Leaves continue to be of ecological and environmental importance, transcending
boundaries between scientific disciplines. Leaf shape variation can be categorized into
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three classes: across communities, within lineages, and within individuals. It is generally
accepted that there is some functional or adaptive significance to leaf shape given its role
as the major photosynthesizing organ (Nicotra et al., 2011).
There are numerous theories regarding functional significance of leaf shape:
thermoregulation, hydraulic constraints, patterns of leaf expansion during development,
mechanical constraints, adaptations to avoid herbivory, optimization of light interception,
and representing an effect of selection on flower form (Nicotra et al., 2011). Leaf lobing,
serration, and dissection affect light penetration through the canopy. Intensity of light
filtering through the canopy affects berry composition and fruit cluster development.
Increased light penetration decreases fungal infections common in grapevines such as
powdery mildew and black rot (Spotts, 1977; Austin et al., 2011; Austin et al., 2012).
Venation patterning, which greatly affects overall leaf shape (Galet, 1952; Chitwood,
2014), and distance of veins to laminar mesophyll, also influences photosynthetic
performance and hydraulic efficiency (Brodribb et al., 2010; Sack et al., 2013).
Many of the aforementioned functions are determined as part of a leaf economics
spectrum, which consists of key chemical, structural, and physiological properties that are
scaled against a quick-to-slow ‘return on investment’ continuum in the form of
modulation of leaf traits and trait relationships (Royer et al., 2005; Nicotra et al., 2011;
Wright et al., 2004). Therefore, diverse leaf traits likely represent structure-function trade
offs due to the conflicting requirements of physiology, anatomy, and morphology for its
given environment. For instance, leaf positioning that maximizes light interception also
negatively impacts heat dissipation. The Optimization Theory suggests that the number of
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phenotypic solutions that allow for different, but equally successful, trait combinations
increases as the number of trade-offs increase (Nicotra et al., 2011).
There are several leaf traits known to be homologous to all vascular plants, which
share a monophyletic origin from a leafless common ancestor. In general, evolutionary
changes in the angiosperms created great opportunity for diversity of form while
maintaining functional possibilities of a leaf. Reticulate venation pattern is a shared
evolutionary change observed in a vast majority of angiosperms; it releases restrictions
on leaf shape by allowing for novel growth of leaf margins, which is where discrete tissue
production is limited. Variation in angiosperm venation patterning revolutionized water
distribution by creating equitable water access for leaf tissue furthest from the base
(Nicotra et al., 2011). This allowed plants to grow and maintain leaf tissue in diverse
shapes because the higher vein densities of reticulate venation patterns minimize risk of
water loss due to transpiration. Accordingly, high vein densities and reticulate venation
patterns are both associated with leaf shape diversity (Nicotra et al., 2011; Zwieniecki et
al., 2002).
Leaf shape morphology is one aspect of plant environmental adaptations that has
been documented in fossil record and continues to be of importance to
paleoclimatologists and paleobotanists (Chitwood, et. al., 2014). Plant physiognomy uses
leaf size and shape as proxies for temperature and moisture variables to infer and
reconstruct paleoclimate (Royer et al., 2005; Seward, 1892; Parrish, 1998). Interest in
ecological relationships that may be represented by leaf shape continues today as
scientists attempt to predict adaptive capacities of natural plant communities and
agricultural crops alike in response to anticipated climate change.
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In historically warmer and wetter climates, fossil records indicate larger, entire
leaves were the primary leaf type, while smaller, dissected leaves were predominant in
drier and cooler climates (Wilf et al., 1998; Chitwood et al., 2012). Large leaves are
thought unlikely to have evolved while CO2 levels remained high because stomatal
density would have been insufficient for large leaves to perform the evaporative cooling
required under conditions of intensified solar radiation (Royer et al., 2005; Pires et al.,
2012). Small leaves are associated with harsh conditions in general, suggesting a lower
energy investment in leaf size when faced with environmental factors that challenge plant
survival (Nicotra et al., 2011; Pires et al., 2012). Although while variability of leaf size
has been shown to have predictability across environments, current knowledge regarding
shape diversity in natural plant communities indicates that a singular leaf shape may not
be most ecologically beneficial in a generalized context (Royer et al., 2005; Nicotra et al.,
2011; Pires et al., 2012). Interestingly, venation patterning (which has been shown to
strongly influence overall leaf shape in many species) has been observed to vary with
climate throughout paleohistory (Sack et al., 2013).
Perhaps the most extensively studied physiognomic trait, leaf margin analysis
(LMA) is based on a single character state – the presence or absence of teeth on the leaf
margin. It is known to be the oldest and most reliable physiognomic technique (Royer et
al., 2005). LMA based on modern forests have found that the percentage of woody
perennial species with untoothed leaf margins correlates significantly to mean annual
temperature (Bailey & Sinnott, 1915; Bailey & Sinnot, 1916; Wolfe, 1979; Wilf, 1997).
LMA can also be used for placement of fossil leaf species when molecular data is
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incomplete because leaf physiognomy has been demonstrated to reflect convergent
response to climate in different lineages (Royer et al., 2005).
The evolution of plant leaf morphology in response to factors of climate change
indicates functional importance of leaves (Chitwood et al., 2014). Rising CO2 levels is
one factor in climate change known to affect leaf morphology. The rise of CO2 levels
causes increases in grape leaf surface area and partial stomatal closure, both of which
affect thermoregulation (Moutinho-Pereira et al., 2009). No current data exists regarding
to what extent rising CO2 levels impact leaf size in Vitis. In spite of some documented
favorable morphological adaptations in response to elevated CO2 levels, grape yield and
quality are still expected to suffer due to climate change (Schultz et al., 1998; Kolbe et
al., 2001; Chitwood et al., 2014). Studies have shown that as UV-B radiation increases,
leaf expansion, overall biomass, and photosynthetic capacity decrease (Jansen, 1998;
Schultz et al., 1998; Kolbe et al., 2001). Overall, leaf shape does not appear to
definitively explain ecological differentiation between species, rather it represents varied
structure-function trade-offs. A recurrent theme in structure-function trade-offs is the
balancing of influential leaf-water relations (Nicotra et al., 2011; Royer et al., 2005).
Undoubtedly, thorough understanding of plant leaf morphology and how it relates to
climate change is a timely issue.

Morphometrics
Morphological understanding is being furthered through morphometrics, a
quantitative analysis of form (Chitwood et al., 2014). There are several ways to quantify
the relationship between size and shape. The morphological traits of specific interest in
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Vitis are aspect ratio (AR), circularity, symmetrical shape variation, and venation
patterning. In particular, for this study, I will focus on those characteristics and traits that
are easiest to measure, as well as previously identified in historical literature to greatly
influence the overall shape of the leaf; venation pattern, lobing, and sinuses. Venation
pattern also captures AR data.
ImageJ, a public domain image-processing program, accurately and efficiently
measures and compares morph traits (Abramoff, 2004; Chitwood et al., 2014). Leaves are
scanned using a large-format scanner and uploaded into ImageJ. Landmarks (n=17) are
sequentially plotted on each leaf image in ImageJ so that each landmark on each image
represents the same landmark as on each subsequent image for every leaf sampled
throughout the population. Structural points of interest for landmarking are as follows:
petiolar junction, leaf tip opposite the petiolar junction or tip of the midvein, upper lateral
sinuses, tips of upper lateral lobes, lower lateral sinuses, tips of lower lateral lobes, and
the first major branching points for each of the midvein, proximal, distal, and petiolar
veins.
Placement of these landmarks is critical because form differs between individual
leaves. Each landmark in a set of 17 represents a fixed structural point of the leaf form
that can be linearly compared across a population. Landmarking structural points in
ImageJ converts phenotypic characteristics into a set of linear values, which can then be
used for morphometric analysis.
AR is the ratio of the major axis to the minor axis of a fitted ellipse. AR tells us
how balanced a leaf is in regard to length and width, and it is often measured in
partnership with circularity. Circularity is a ratio of the surface area to perimeter of the
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shape outline. Circularity reflects the presence of lobing and serration of the leaf outline
(Chitwood et al., 2014).
Symmetrical shape variation describes the distinct sinuses, lobes, position of
petiolar veins, and the angular distances between major veins. Symmetrical shape
variation is not represented by AR or circularity but instead is captured by analysis of leaf
outlines and the resultant principal components (PC). The PCs from individual leaf
assays can then be analyzed together to describe symmetrical shape variation of a
population. Venation patterning affects overall leaf shape to a great extent; positioning of
lobes and sinuses appears to be determined by the branching angles of the veins. The use
of principal component analysis (PCA) based on inner and outer venation pattern
landmarks can describe leaf shape variation among a population (Chitwood et al., 2014).

Genetics
Phenotype can readily be described by observation but relying solely on
observation results in limited understanding of complex traits (i.e., continuously varying /
quantitative traits). A more thorough description of phenotype can be made using
genetics (Nordborg et al., 2008). Development of genotyping resources in concert with
phenotypic analysis of segregating populations helps to construct a clearer picture of the
relationship between genotype and phenotype (Chitwood et al., 2014). Several methods
currently exist for genotyping, but the ultimate goal is to identify chromosomal locations
likely to contain genetic information for traits of interest.
Markers are perhaps the single most useful component in genetic characterization
studies. They are required to pinpoint quantitative trait loci (QTLs) without either of
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which we would not be able to fully determine the genetic basis of observable traits and
characteristics. There are three main kinds of markers used for QTL identification and
map construction: morphological markers, biochemical markers, and DNA/molecular
markers. Morphological markers are the phenotypic traits themselves (like flower color),
biochemical markers are isozymes (enzymes which differ in amino acid sequence but
retain the same function), and DNA markers identify a specific location within a genome
(Collard et al., 2005).
DNA markers are not usually part of the target gene itself, but rather indicate
regions of DNA flanking a gene. They allow us to quantify recombination events that
take place during meiosis, as well as providing information about genomic events like
mutations, insertions and deletions (indels), and duplication events (Myles et al., 2009).
Genomic and molecular genetic information is widely useful in the broad subfields of
biology by giving insight into evolutionary events, disease resistance and susceptibility,
developmental processes, cell signaling, heritability, and more. However, much of this
information would be unknown without molecular markers.
Different methods of discovery are used to produce many kinds of markers;
DNA-DNA hybridization, polymerase chain reaction (PCR), and genotyping-bysequencing (GBS) based. For the purposes of this study, we will focus on the GBS
method of discovery and the relevant molecular markers, single-nucleotide
polymorphisms (SNPs). SNPs are the result of an individual base pair change in a DNA
sequence. They can be created by mutations and the effect of a SNP can be none at all or
greatly impactful depending on the location and nature of the mutation. SNPs are usually
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found in the non-coding region of DNA between genes, making them useful as markers
in the identification of genes for traits of interest (Lodish et al., 2008; Weaver, 2012).
The method by which SNPs are discovered is known as Genotyping-BySequencing, or GBS, which is based on high-throughput next-generation sequencing
(NGS) of genomic subjects that are targeted by restriction enzymes (REs). GBS is
currently very popular for many reasons; it’s technically simple, highly multiplexed,
inexpensive, fast, specific, highly reproducible, and analysis demands minimal
computational power (Glaubitz et al., 2014).
The GBS process requires high-weight molecular DNA to be digested with an
appropriate RE in consideration of desired coverage and genome size. Selection of
appropriate REs may vary depending on species and study purposes. It is critical to select
a RE that leaves a 2-3 basepair (bp) “sticky end” or overhang for ligation of
adapter/barcode primers. Up to 96 unique DNA samples can be simultaneously
processed, making this a highly efficient and cost-effective process. Genomic DNA
samples are placed into individual wells that also contain adapters, and the selected RE is
added. The DNA is digested, and then adapters are ligated to the sticky ends of the
digested DNA fragments. There are generally two kinds of adapters used in GBS; the
first adapter ends in a “barcode” sequence consisting of a 4-8 bp motif on the 3’ end of
the top strand, and 3 bp overhang that is complementary to the sticky end of the digested
DNA on the 5’ end of the adapter’s bottom strand. The second adapter is called a
“common” adapter and it only has a sticky end RE digested compatible bp sequence
(Elshire et al., 2011).
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Aliquots of the digested DNA fragments with ligated adapters are pooled and the
samples are cleaned up using a size exclusion column to filter out unreacted adapters.
Oligonucleotide primers that are complementary to the adapter sequences, which have
been ligated to the DNA fragments, are added to the sample and PCR is performed to
amplify the pool of fragmented DNA to create a “sequencing library” for analysis on an
automated electrophoresis machine.
Fragment libraries are evaluated to identify those that have less than 0.5% adapter
dimers, as well as fragments of 170-350 bp in length. These fragments are then singleend sequenced on an Illumina Genome Analyzer and the resulting raw sequence data is
filtered to produce fastq files for good reads that align perfectly to the reference genome
for a minimum of 64 bases. SNPs from the resulting library can be used to identify
significant associations between SNPs and the trait of interest, indicating potential
QTL(s) (Collard et al., 2005; Elshire et al., 2011; Weaver, 2012; Glaubitz et al., 2014).
QTLs are regions of chromosomes that have been identified to contain genetic
information relevant to target genes and trait expression for a particular quantitative trait.
QTLs can be identified for segregating traits of a parent population used for mapping or
by association studies that are based on allele frequencies that correlate to a measured
phenotype (Collard et al., 2005; Sleper et al., 2006; Myles et al., 2009). They are referred
to as ‘quantitative’ because QTLs are regions of polygenic inheritance, i.e., they contain
more than one gene affecting trait expression (Nordborg et al., 2008; Wei et al., 2014).
Many phenotypic traits are due to polygenic inheritance. QTLs can be identified via two
different forms of mapping: linkage mapping and association mapping. Linkage mapping,
which relies on a breeding population, relies on the theoretical basis of recombination
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frequency between genes that are arranged in a linear fashion at different loci on
chromosomes (Sleper et al., 2006; Hyde, 2009). Linkage mapping can be slow, labor
intensive, and expensive due to the need to construct a breeding population, as well as the
laborious genotyping process, traditionally requiring microsatellite marker analysis
(Myles et al., 2009). For the purposes of this study, we will focus on association
mapping.
Association mapping is based on the rate at which linkage disequilibrium (LD)
decays and the strength of correlation between genotype and phenotype is a function of
the distance between two markers; closer in distance equates to stronger LD. LD is the
non-random association of alleles. It varies among loci within populations and the rate at
which it decays depends on the species of interest. In outcrossing populations, like grape,
LD breaks down much faster than self-fertilizing populations. It is estimated that LD
decays within approximately 100-200 bp in grapevines (Lijavetzky et al., 2012; Myles et
al., 2009). Based on this, association mapping may not offer much, if any, advantage over
family-based linkage mapping in the detection of QTL depending on how extensive LD
decay really is in grapevines and other similarly high outcrossing species. The ultimate
goal in association mapping is to identify genetic variants that are responsible for
phenotypic variation. In this way, genotyped markers act as proxies for functional
variants (Myles et al., 2009).
Association mapping has some strengths that family-based linkage mapping does
not. As the name implies, this method is based on association of allele frequencies with
the measured trait of interest. It searches for correlations of genotype and phenotype in
large populations of unrelated individuals; meaning, it does not require a breeding
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population, which can save time, money, and labor that would otherwise go toward the
development of such a population. Because of this, it can be a good choice for organisms
that cannot be crossed or cloned, as well as those that have long generation times.
Association mapping is able to exploit all recombination events that have occurred within
the evolutionary history of a sample population, resulting in higher resolution than
linkage mapping. The number of QTL identified are not limited to parental segregation of
a cross; rather, it relies on the number of real QTL underlying the trait and the degree to
which the sampled population captures the total naturally available genetic diversity
(Myles et al., 2009). In particular, this can be very useful in marker-assisted selection
(MAS) plant breeding.
Because association mapping does not require a breeding population that has been
created with the explicit intentions of producing progeny that will segregate for the trait
of interest, it is absolutely necessary that the sampled population have a diverse enough
germplasm to capture historical recombination events within the species for reliable
correlative analysis (Myles et al., 2009). Diversity of germplasm is crucial. If care is not
taken during sample collection, certain alleles may show up more frequently in certain
populations sampled than is expected were mating to occur truly at random. It can create
false-positive associations by loading up on specific alleles found in one subset of a
population. Enough markers need to be genotyped across the genome so functional
alleles are probabilistically in LD with at least one of the genotyped markers. The number
of markers and density necessary are determined based on genome size and LD decay,
both of which depend on the species of interest (Myles et al., 2009). Fortunately, the
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continually decreasing costs of NGS make obtaining full sequence data of large
population samples monetarily feasible.
Using a family-based design for an association study has advantages over either
individually. As mentioned above, false-positive associations have been problematic in
association studies and population structure can skew results. However, when a familybased design is used for an association study, linkage and association are always implied
by significant findings because population substructure is a non-issue in that allele
frequencies should be consistent (i.e., Mendelian transmission patterns are observed)
throughout a breeding population (Laird & Lange, 2006). In this study, we have chosen
to take advantage of the benefits offered by such a study design and use a family-based
breeding population paired with correlation analysis of the phenotype and genotype for
an association study to provide genetic characterization of leaf shape in this population.

Problem Statement
Grape leaves exhibit impressive diversity of shape to an unparalleled extent
compared to other crops. However, in spite of the generally accepted importance of
leaves, the genetics controlling leaf shape in grape are not clear. Lacking genomic and
genetic context acts as a barrier to fully understanding the functional implications and
consequences of leaf shape relevant to plant physiology, development, organismal
interactions, and environmental adaptations. If the genetics controlling leaf shape in
grapevines were better understood, it could allow breeders to consider the optimum leaf
shape for each cultivar, dependent upon individualized needs and breeding goals, using
marker-assisted selection (MAS) breeding techniques. In broader terms, the genetic
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characterization of grape leaf shape could assist breeders in preserving terrior - a
sustainable interaction between genotype, environment, and cultural demands (Chitwood
et al., 2014).

Hypothesis
In order to find a statistical correlation between phenotype and genotype, we will
measure phenotypic traits of a segregating population between two morphologically
distinct grape varieties and perform a SNP association study using both Mixed Linear
Model and Generalized Linear Model approaches to look for associations and
corresponding strengths. We will measure venation patterning, and lobe and sinus
positioning of both of the parent populations and the F1 generation.
I will use a library of SNP markers constructed by the Cornell University
Genotyping-By-Sequencing Project as part of a collaborative effort in the VitisGen1
project. I will attempt to identify statistically significant associations between phenotype
and genotype data to identify potential QTLs responsible for leaf shape in an F1 Norton x
Cabernet Sauvignon progeny population.
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METHODS

Study Design
In this study, I attempt to describe the correlated relationship between grape leaf
shape and its genetic basis. The grape varieties of Norton and Cabernet Sauvignon were
selected due to their highly distinct leaf morphs; Norton leaves are large with subtle
lobing and shallow sinuses, and Cabernet Sauvignon leaves are notably smaller and
display prominent lobing and deep sinuses (Figure 1).
Leaves were scanned on a large format scanner and images were processed in
ImageJ using the landmark and measurement tools. Phenotype was measured by
landmarking (n=17) the venation pattern, lobes, and sinuses of each leaf. Genotyping
consists of a SNP library constructed from the F1 progeny population genomes; this was
performed at the Cornell University Institute of Biotechnology as part of the collaborative
VitisGen1 project. Genotype-phenotype correlational analysis was carried out by
Missouri State University’s molecular breeding lab under the direction of Dr. Chin-Feng
Hwang. Morphometrics were completed in the software program R. Association analysis
was performed in Trait Analysis by aSSociation Evolution & Linkage (TASSEL).

Collection & Scanning
Leaf samples (n=4 per plant in 2014, n=6 per plant in 2015) were collected from
the mapping population maintained at the Missouri State University Mountain Grove
Fruit Experiment Station Genomic Research Vineyard in late July and early August of
2014, and again in early August 2015. Mature leaves were collected from the Norton
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(n=14) and Cabernet Sauvignon (n=18) parent populations. Three F1 populations
consisting of CSxN vines (n=18) planted in 2005, NxCS vines (n=71) planted in 2005,
and NxCS vines (n=158) planted in 2011 were also collected. In 2014, leaves (n=2) were
sampled from shoots (n=2) on each F1 plant such that leaves (n=4) were collected from
most plants. In 2015, leaves (n=2) were sampled from shoots (n=3) on each F1 plant such
that leaves (n=6) were collected from most plants. Only mature, fully expanded leaves for
which venation pattern and leaf margin remained intact and easily identifiable were
selected and stored in Ziploc bags in a travel cooler until scanning, which immediately
followed collection each day.
Leaves were scanned the same day as collection on a large format, color scanner
(Mustek A3 1200S) at a resolution of 300 dpi and arranged face down to scan the adaxial
side with the petiolar junction oriented toward the bottom of the image. Large leaves
were scanned individually. Scans containing multiple leaves were limited to leaves of the
same plant and the leaves were arranged so as to prevent overlap. Images were saved as
JPEGs with a file name indicating individual genotype and vineyard location.

Landmarking
Leaf images were landmarked in the image-processing program ImageJ using the
‘landmarking’ tool. Morphological points for grape leaves (n=17) have been previously
identified by Chitwood and colleagues based on Galet’s work (Chitwood et al., 2014).
Each leaf point was landmarked in precisely this order (Figure 2):
1. Petiolar junction
2. Tip of leaf opposite petiolar junction (tip of midvein)

24

3. Left upper lateral sinus
4. Right upper lateral sinus
5. Left distal lobe tip
6. Right distal lobe tip
7. Left lower lateral sinus
8. Right lower lateral sinus
9. Left proximal lobe tip
10. Right proximal lobe tip
11. Left petiolar vein tip
12. Right petiolar vein tip
13. First major branching point of midvein
14. First major branching point of left distal vein
15. First major branching point of right distal vein
16. First major branching point of left proximal vein
17. First major branching point of right proximal vein

The landmark points were always plotted in the exact sequence as listed above for
continuity of the process, ensuring all landmarks in a sequence represented the same
morphological position on each leaf for linear comparison of measurements between
points in the principal component analysis. After points were plotted on each leaf of an
image, the landmarks for each image were then converted into (X, Y) values and saved in
ImageJ using the “measure” function. Each leaf image has 17 landmarked points for
conversion or, in the case of images containing multiple leaves, a multiple of 17
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landmarked points. Each additional image’s landmarks were added successively to the
most current measured data file. The ImageJ measurements table was saved as a commadelimited (CSV) file until all landmarking was complete and ready for statistical analysis.
Additionally, all landmark data was verified for correct order of landmark
placement by running a graphical leaf check script in R using the ggplot2 package, and
ggplot() and ggsave() functions. The output was one graph per set of 17 landmarked data
points wherein the landmark points were sequentially connected by colored lines to
produce a crude line drawing of each leaf. If any points were plotted out-of-order, the
graph produced would appear as an abstract scribble of lines, indicating the order of
landmarks should be corrected for that leaf image. Upon correction of any improperly
ordered landmarks, the graphical leaf check script was ran a second time to verify the
mistake had been corrected.

Genotyping
A SNP library was constructed for this population using methods developed by
Cornell University Genotyping-By-Sequencing Project. DNA samples from grape leaves
of the mapping population, barcode adapters, and adapter pairs were plated on 96-well
plates and dried. Samples were then digested with a selected RE and double-stranded
oligonucleotide adapters were ligated to target DNA fragment ends using T4 ligase. Heat
shock was used to inactivate the ligase, after which a sample of each aliquot was pooled
and applied to a size exclusion column to remove unreacted adapters. Primers with
binding sites on ligated adapters were added and PCR amplification was then performed.
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PCR products were cleaned up and fragment sizes of the library were checked on a
BioRad Experion DNA Analyzer (Elshire et al., 2011).

Statistical Analyses
Landmark data from the raw images processed in ImageJ were used to perform a
General Procrustes Analysis (GPA) for general shape analysis based on the venation
pattern, sinuses, and lobes (Chitwood et al., 2014). The GPA produced the shape
comparison results in the form of diagrams of the mean shape and of shape variation two
standard deviations from the mean representative of each Principal Component (PC)
identified. The Principal Component Analysis (PCA) results were produced in the form
of Principal Component scores that were retrieved in R using the “shapes” package, and
procGPA() and shapepca() functions (Dryden, 2013; R Core Team, 2013; Chitwood et
al., 2014). Principal Component Scores, ranked by percent variation explained, were
produced from the Principal Component Analysis (PCA). Data was then sorted and
filtered based on various parameters to find the most meaningful data for analysis. I
reduced the replicate PC scores per genotype (four replicates per in 2014, six replicates
per in 2015) to one per genotype. The representative replicate scores for each genotype
were sorted based on the Maximum PC1 value for each group of replicates per genotype,
and the Maximum PC1 score was kept along with the corresponding PC2 and PC3 scores
for each genotype. The left over replicate genotype PC scores were deleted from the list
and the remaining scores compiled for the complete list of genotypes with their assigned
VitisGen identifiers and PC scores 1-3 based on the Maximum PC1 score. This file was
the final phenotyping data ready for association analysis in TASSEL.
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Morphometric traits were then correlated with genotype data. Correlation analyses
were conducted in Trait Analysis by aSSociation Evolution & Linkage (TASSEL)
software. Genotype and phenotype data were uploaded into TASSEL. The genotype data
was a variant call form (.vcf) file provided by Cornell University, and the phenotype file
was a .txt file containing the VitisGen IDs and corresponding PC scores. The .vcf file was
converted to a HapMap file (.hmp) to reduce file size, making it easier to load and
analyze. Next, marker density was reduced to retain only sites that were scored in at least
10% of individuals. Minor SNP states were removed by converting them to missing data
“N” to force only two types of segregation at a locus; this is suggested to reduce
sequencing error. Parental genotypes were also removed. Then the phenotype and
genotype files were combined into one file using the “intersection join” function in
TASSEL. The combined phenotype and genotype file was used to generate a GLM
analysis. Results of the various GLM analyses were produced in the form of QQ Plots
and Manhattan plots.
From the “Association” folder in TASSEL, the “GLM_stats” file was exported as
.txt files for post hoc analysis of p-values in R. Type I error rate was estimated in R under
the following analyses: no correction, Bonferroni, and Benjamini-Hochberg (BH). Using
the multtest() package in R, p-values were adjusted stringently using a Bonferroni
correction to control for the family-wise error rate and minimization of false-positive
associations, as well as a BH correction to minimize false-positives while also
minimizing false-negatives. A well-known criticism of association studies is based in
statistical analysis of large data sets that are common to genomics work. It is widely
accepted nowadays that ‘no correction’ of p-values in association studies is unacceptable
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due to the alarmingly high rate at which false-positive associations are identified. This is
because the more attributes you attempt to compare and incorporate into tests, the greater
the likelihood of observing a correlated difference of at least one attribute. Therefore, in
this case of working with > 43,000 SNPs, with which I am attempting to correlate a
continuously varying trait, the chances of identifying spurious associations is very high
and cannot be ignored. The problem of multiple testing can be written as:
Pr(at least one significant result) = 1 – Pr(no significant results)k
Where ‘k’ represents the number of attributes being tested. For this study, I set the
Type I error rate at the generally accepted α=0.05, to produce the following equation:
Pr(at least one significant result) = 1 – (1 – 0.05)43,000
When calculated, for all intents and purposes, this shows us the probability of “at
least one significant result” to be equal to 1, i.e., a 100% probability of false-positive
associations due to the size of our data set and the number of independent tests that must
be run, if no correction is applied.
I then estimated the Type I error rate when using a Bonferroni correction. The
Bonferroni correction is a stringent analysis that reduces false-positive associations to an
extreme degree by dividing the standard Type I error rate (α=0.05) by the number of
attributes.
Pr(at least one significant result) = 0.05/43,000
The Bonferroni correction brings the estimated Type I error rate appropriately
down to α≈0.049442, or an approximate 5% false-positive association rate. However, the
Bonferroni correction brings the Type II error (β) rate (the rate of false-negatives) up a
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great deal to β≈0.964419. Due to such a high Type II error rate estimation, I proceeded
with a BH procedure.
The BH procedure is often preferred to the Bonferroni correction in the case of
large data set analysis as is so common in genomics. A BH analysis corrects p-values to
minimize false-positive associations, while also minimizing false-negatives. It provides a
correction of p-values without being too stringent, resulting in an appropriately small
Type I error rate without producing a prohibitively large Type II error rate. The BH
procedure sorts and orders raw p-values, “k”, from smallest to largest, with the smallest
being assigned the rank of “1”, the next smallest “2”, and so on until the largest p-value is
assigned the largest rank of “N” representing the total number of p-values in a given data
set. Each ranked p-value is multiplied by “N” and then divided by its assigned rank to
produce the corrected BH p-value, as follows:
raw p-value * N / rank = BH corrected p-value
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RESULTS

Graphical Leaf Check & Principal Component Analysis
Plotted landmarks were verified for correct order of placement by running a
graphical leaf check script in R using the ggplot2 package, and ggplot() and ggsave()
functions. The output was one graph per set of 17 landmarked data points wherein the
landmark points were sequentially connected by colored lines to produce a crude line
drawing of each leaf (Figure 3). In the 2014 population, one leaf (NxCS89) was
incorrectly landmarked and identified for correction. In the 2015 population, 13 leaves
(N13, CSxN 27 and 18, and NxCS 02, 37, 38, 39, 55, 123, 124, 143, 151, and 154) were
incorrectly landmarked and identified for correction. Upon correction of the improperly
landmarked leaves, the graphical leaf check script was run a second time to verify the
mistakes had been corrected (Figure 3).
Landmark data from the raw images processed in ImageJ were used to perform a
General Procrustes Analysis (GPA) for general shape analysis. The results of the GPA
are shown in diagrams of the mean shape and corresponding shape variation two standard
deviations from the mean representative of each Principle Component (PC) identified
(Figure 4). In the 2014 data, together, the first three PCs explain 57.3% of the variation of
shape in our population; PC1 represents 30.4%, PC2 accounts for 15.3%, and PC3
represents 11.6% (Figure 4). In the 2015 data, the first three PC’s explain 62.4% of the
total variation in our population; PC1 represents 32.5%, PC2 represents 18.8%, and PC3
represents 11.1% (Figure 5).
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Filtered Genotypes & Association Analyses
Genotype calls were received in the form of a .vcf file containing a SNP library
for our NxCS F1 population, organized by their assigned VitisGen identifiers that
incorporated the field plant number for ease of cross-referencing, from Cornell University
as part of the collaborative Cornell-based nationwide VitisGen1 project. The original .vcf
file contained 190 taxa, or grapevine genotypes, and 43,971 SNPs. After removal of
parental genotypes, 182 genotypes remained. Marker density was reduced by removal of
likely duplicates, bringing the total number of SNPs included in the analysis to 40,724.
Genotypes were further reduced to be included in analysis due to plants that died, were
determined missing, and those for which we lacked genotyping data (n=22, total); these
genotypes were identified for each year and all were removed from both years’ analysis
for continuity (Table 1). Phenotyping data, which corresponded with the removed
genotypes, were removed from the PC file as well prior to analysis in TASSEL. The
resulting number of genotypes and SNPs included in the association analysis for both
years were 160 and 40,724, respectively.
GLM analyses were performed independently on both years’ data. In 2014, when
phenotyping data was sorted for Maximum PC1 score, analysis indicated ambiguous
results for PCs 1 and 3 (Figure 6, Figure 7-top, and Figure 7-bottom). However,
significant results were observed for PC2 on Linkage Group (LG) 17 (LOD=6.75)
(Figure 7-center). As well, LGs 1 and 8 showed uniform clustering of SNPs with
relatively less significant LOD scores of 4.5 and 4.75, respectively (Figure 7-center). In
addition to analyzing these results in TASSEL, a correlation analysis was performed in
R/qtl in the form of composite interval mapping (CIM) (Figure 8). The results produced
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in R/qtl confirmed the GLM analysis results from TASSEL. This analysis allowed for
identification of species/parental source associations. Significance was indicated on peak
36, which is representative of LG17 on this output (Figure 8). Therefore, LG 17, in
Cabernet Sauvignon, was indicated above the significance threshold (LOD=3.1) at
LOD=~4.5. Though neither broke the significance threshold (LOD=~3.1), LG 1 (from
Cabernet Sauvignon, peak 20) and LG8 (from Norton, peak 8) were the next highest
observed; both peaks reach approximately LOD=~2.8 (Figure 8). When data was sorted
for Low PC1 score, only PC2 was marginally significant (Figure 9 and Figure 10-center);
PC1 and PC3 displayed no significance (Figure 10-top and 10-bottom).
2014 phenotyping data were also sorted for Maximum PC2 score and the Average
PC score for all PCs. When sorted for Maximum PC2 score, the results for PCs 1 and 3
were relatively ambiguous (Figure 11 and Figure 12-top and 12-bottom). Yet again, the
results for PC2 were interesting; LG8 was indicated with significance this time at
LOD=6.25, and LG17 peaked at LOD=4.5 with very nice grouping (Figure 12-center).
When data were sorted for Low PC2 score, as observed in the Maximum PC2 based
results, LG8 was indicated significantly (LOD=6.3) (Figure 13 and Figure 14-center). No
significant association was observed with PC1 or PC3 (Figure 14-top and 14-bottom).
When data were sorted for the average score of all three PCs, PC2 showed significance
on LG8 (LOD=5.75) and LG17 (LOD=5.9); PC1 and PC3 remained insignificant (Figure
15, Figure 16-top, 16-center, and 16-bottom).
For 2015, the same sorting of PC scores and analyses were repeated. When 2015
data were sorted for Maximum PC1 score, the GLM analysis results were again
ambiguous for PCs 1 and 3 (Figure 17, Figure 18-top and 18-bottom). The results for
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PC2 were significant at LOD=5 on LG1 (Figure 17 and Figure 18-center). The results
based on sorting for Low PC1 showed some significance on PC1 at LOD=6.0 (Figure 19
and Figure 20-top). PC2 and PC3 were ambiguous this time (Figure 20-center and 20bottom). When the data were sorted for Maximum PC2 score, PCs 1 and 3 were
ambiguous but significance was indicated for PC2 on LG1 at LOD=~5.9 (Figure 21 and
Figure 22). When sorted for Low PC2 score, the results for PCs 2 and 3 were not
significant but PC1 was significant for LG1 at LOD=5.75 (Figure 23 and Figure 24). No
significant associations were identified in 2015 when data were sorted for Average All
PCs (Figure 25 and Figure 26).

Post-hoc Statistical Analysis of P-Values
Type I and Type II error rates were estimated in R based on the following
different analyses and corrections: no correction, Bonferroni correction, and a BH
procedure. Without correction, we estimated a Type I error rate of 0.05, which is a good
target, however, the corresponding Type II error rate is estimated at 0.087209. This is
deceptively small. When put in context of the size of the data set, with that large of a
Type II error, around 4,000 statistically significant SNPs are potentially missing. The
Bonferroni correction brought the estimated Type I error rate down appropriately to
α≈0.049442, or an approximate 5% false-positive association rate. This is indisputably a
far more acceptable Type I error rate for the purposes of this study. It should be noted,
however, that it brought the Type II error (β) rate up a great deal to β≈0.964419. In
consideration of the too high Type II error rate estimation, the Bonferroni correction is
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probably too conservative. Better error estimations are observed with the BH analysis,
which estimated the Type I error rate, α ≈0.003395, and Type II error rate, β≈0.403256.
Based on the resulting estimated Type I and Type II error rates discussed above,
performing a Bonferroni correction and a Benjamini-Hochberg (BH) correction allowed
identification of the most probable real SNP-trait associations for our population. The
Bonferroni correction identified 66 total statistically significant SNPs in 2014, and a total
of zero statistically significant SNPs in 2015 (Tables 2, 3, 4, 5 & 6). In contrast, the BH
correction identified 92 total SNPs in 2014 and (if we adhere to a desired Type I error
rate of α=0.05) zero total SNPs in 2015 as significant (Tables 7, 8, 9, & 10). In
comparing the two post-hoc analyses of p-values, the BH analysis captured an additional
78 statistically significant SNPs in total that were not included in the more conservative
Bonferroni analysis.
While the BH procedure gives an estimated Type II error rate of ~40% (that is
still relatively high), the Type II error rate cannot be controlled, rather it can only be
optimally minimized. Therefore, efforts are focused on controlling the Type I error
probability at the desired α=0.05 level, while minimizing the volume of false-negatives
(relative to the target probability for a Type I error).
Comparison of statistically significant p-values as identified by each of the posthoc analyses for and between both years was also completed. Statistically significant pvalues were indicated with each of the post-hoc analyses for the 2014 Maximum PC1
sort, SNPs relevant to PC2 were indicated in all three analyses with the BH analysis
indicating nine more SNPs as significant than the Bonferroni, for a total of 13 statistically
significant SNPs on LG17 and one from LG13 (Figure 7; Table 2). This supports the
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results shown in the Manhattan plot. No SNPs had statistically significant p-values after
Bonferroni correction or the BH procedure to support the association indicated from the
Low PC1 sort data on the Manhattan plot (Figure 10; Table 3). A total of nine SNPs are
statistically significant in association with PC2, based on the Maximum PC2 sort, after
both the BH analysis that identified five more SNPs than the Bonferroni correction; seven
SNPs are in LG8, one in LG16 and one in LG12 (Figure 12; Table 4). Analysis of the pvalues from the Low PC2 sort indicated association again with PC2; the Bonferroni
correction identified four statistically significant SNPs and the BH procedure identified
27 statistically significant SNPs (20 on LG8, one on LG17, one on LG11, and one on
LG16) (Figure 14; Table 5). Association with PC2 was supported again in the averaged
sort of all PC’s with a total of 42 SNPs, largely in LGs 17 and 8 (only three SNPs
appeared from different individual linkage groups – LG5, LG13, and LG16), showing
statistical significance (Figure 16; Table 6). For this analysis, the Bonferroni correction
was far more conservative and only identified one significant SNP, but the BH correction
identified a total of 42 SNPs. In each iteration, and for both years, the statistically
significant SNPs from the BH procedure are inclusive of the SNPs identified via the
Bonferroni correction.
The 2015 data were less clear and indicated no statistical significance in the posthoc analyses. In the 2015 results from the Maximum PC1 sort, the BH analysis only
identified four SNPs that may be of some significance in association with PC2 on LG1,
though all violate the desired 0.95 confidence level, while the Bonferroni correction
resulted in much higher p-values still (Table 7). This contradicts the results observed
based on raw p-value in the Manhattan plot (Figure 18) where we see SNPs on LG1
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showing significant association with PC2 as indicated by an approximate LOD=5.9.
Similarly high p-values were observed for the Low PC1 sorted data; the 10 lowest pvalues from the BH analysis all violated our desired 0.95 confidence level (Figure 20;
Table 8), and for the first time, (though statistically weak) an association with PC1
indicated on LG5 was identified. This is also what was observed in the Manhattan and
QQ plots based on raw p-values for this analysis. Again, no statistical significance was
identified in the post-hoc analyses for any p-values from either the Maximum PC2 or
Low PC2 sorted data (Tables 9 & 10), yet both indicated some significance in the
Manhattan and QQ plots based on raw p-values (Figures 21, 22, 23, & 24). For the
Maximum PC2 sorted data, the QQ plot showed significant association with PC2, and
this was supported with significance on LG1 in association with PC2 on the Manhattan
plot (Figures 21 & 22). The Low PC2 data showed significant association with PC1 on
the QQ plot, and this was supported in the PC1 Manhattan plot on LG1 (Figures 23 &
24). Finally, no significant SNPs were identified in the post-hoc analysis for the averaged
sort of all PCs in 2015. Based on the raw p-values, the Manhattan and QQ plots indicated
potentially significant SNPs associated with PC2 on LG1 but this was not supported in
the more stringent post-hoc analyses with all adjusted p-values at 0.376346 and greater
(Figures 25 & 26).
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DISCUSSION

Plant morphology began with Goethe’s perceptive observations on the expansion
and contraction of leaf tissue during plant development (Boyle, 2015). Yet, more than
200 years later, the hypothesized operative purpose(s) of many leaf forms and structures
remain unconfirmed. Morphology’s interdisciplinary nature positions it advantageously
to gain knowledge and insight from advancements in related fields. Technological
progress in areas like genomics provides a framework for large-scale genetic
characterization studies. As well, recent increased interest in phenotyping has drawn
attention to the need for more precise methodology that can be applied to sampling large
populations en masse. Together these have created a modern wheelhouse of opportunity
for discovery in morphology. In turn, such discoveries are likely to mutually contribute
information and data to the fields upon which morphology relies, and particularly so
when interdisciplinary collaborators thoughtfully select an organism to maximize study
impact. The choice to use an F1 breeding population cross-bred from two Vitis species
demonstrates the type of multifaceted consideration in organismal selection that should
be the cornerstone of morphological studies in order to maximize the potential impact of
results. This project rests firmly in the realm of descriptive science, making it both basic
and necessary, at once. While immediate intentions have been, quite simply, to use
genetics to better describe leaf shape without experimental manipulation, the outcome is
a foundation from which to continue work that may potentially have effects in
agriculture, plant physiology, ecology, evolution, viticulture, and so on. This study also
highlights the complications surrounding reproducibility of results in association studies
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and the importance of post-hoc statistical analysis to minimize the effects of confounding
variables. At this time, focus will shift toward future work in the genetic characterization
of leaf shape morphology that may expand on posited functional implications and the
evolution of trait adaptation in Vitis.

Principal Component Analysis & Principal Component Scores
In reviewing the top three principal components identified in both 2014 and 2015,
the mean shape of our population is broadly consistent. Anecdotally, it is observed that
the mean shape from the PCA is representative of the typical F1 progeny sampled in the
population and is consistent between years. It’s apparent that the SD of the shape
captured by PC1, for both years, is stable with only a slightly smaller distance between
the lower lateral sinus and tip of the proximal vein in 2015 compared to 2014 (Figures 4
& 5). PC1 also captures approximately 2% greater overall shape variation in the
population in 2015 (32.5%) than in 2014 (30.4%) (Figures 4 & 5). In comparing the most
extreme shape variations (±2 SD) identified by PC1, it seems that +2 SD in both years
represents greater expansion in upper lateral sinus (ULS) and tips of the mid- and distal
veins paired with compaction in the petiolar sinus, while -2 SD captures a restriction in
the ULS region paired with expansion in the proximal veins and petiolar sinus (Figures 4
& 5). In 2014, +2 SD of PC1 represents such compaction of the petiole junction that total
overlapping of the tips of the proximal branching veins is seen (Figure 4). Also, the
interior-most pattern created by the major branching points and sinuses provide
noteworthy variation. Referring to the shape represented by -2 SD PC1, it is noted that
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the interior landmarking pattern makes a pentagon shape in contrast to the nearly
isosceles trapezoid shape produced by the +2 SD PC1 shape (Figure 4).
Looking at PC2 for 2014 and 2015, again it is observed that the identified shape
variation is very similar between years (Figures 4 & 5). It appears that PC2 likely
represents shape variation (15.3% in 2014 and 18.8% in 2015) along species lines when
comparing to the adult/mature leaf morphologies of both Norton and Cabernet
Sauvignon; the shape -2 SD from the mean looks like Cabernet Sauvignon and the shape
+2 SD from the mean looks most like Norton (Figures 4 & 5). Again, minor variations
exist between years for PC2, mostly identifiable at -2 SD away from the mean shape,
possibly indicating more shape variation stemming from Cabernet Sauvignon for 2015
than seen in 2014 (Figures 4 & 5).
Interestingly, PC3 observed in 2015 is reversed to that which was captured in
2014. The variation relative to PC3 is most strongly influenced by the midvein,
specifically beginning at the first major branching point and running the remaining length
of the leaf to the tip of the midvein (Figures 4 & 5). It is between these two points where
a distinct curve is seen in the midvein that highlights an expansion of the leaf side
opposite the direction of the vein curve, and compaction of the leaf on the same side as
the direction of the curve (Figures 4 & 5). In spite of this distinct (and consistent) shape
variation, PC3 is only estimated to account for 11.6% and 11.1% for 2014 and 2015,
respectively (Figures 4 & 5). As well, no significant association with PC3 was identified
in any of the analyses for either year.

40

TASSEL Results & P-Value Analysis
Overall, the TASSEL results for year 2014 present an overarching theme of
statistically significant SNPs from LGs 17 and 8 in association with PC2. These results
were supported in the analysis ran in R/qtl which identified statistical significance in
LG17, in addition to statistical support for LGs 1 and 8 that was just short of the
significance threshold (Figure 8). As mentioned above, PC2 appears to identify shape
variation along species lines. This corresponds with the results in our R/qtl analysis,
which differentiates LG effects between species. Recall, from Figure 8, that LG 8 was
attributed to Norton, and LGs 1 and 17 were attributed to Cabernet Sauvignon. Referring
back to the shape variation of PC2 as shown in Figure 4, strong support is observed for an
association between genotype (LGs 1, 8, and 17) and phenotype (PC2) within the NxCS
F1 progeny (Figures 4, 6, 7, 8, 11, 12, 13, 14, 15, & 16). As well, the statistical
significance of identified SNPs from both LGs 8 and 17 withstand the rigorous post-hoc
p-value analyses performed (Tables 2, 4, 5, & 6).
As acknowledged above, the 2015 data lacks statistically significant support for
an association between genotyping and phenotyping data. However, the potential
biological significance of the data should not be dismissed. In the case of the Maximum
PC1 sorted data for 2015, four SNPs were observed with the smallest adjusted p-values to
be approximately 0.07 (Table 7). While an outright claim cannot be made for strong
statistical support, it should be acknowledged that these four SNPs are all identified on
LG1 in association with PC2 (Figure 18-center; Table 7). In context, these data are in-line
with what was observed in 2014 in that PC2 appears to consistently represent shape
variation along species lines for both years (Figure 4) and, although LG1 was not
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indicated with statistical significance in either year (as defined by adjusted p-values), it is
noted that it is indicated with nearly the same LOD score as LG8 in the R/qtl analysis
from 2014 (Figures 7, 8, & 18-center).
Based on the combined association analyses and adjusted p-values from 2014
data, and in consideration of the possible biological significance of our 2015 results, it
appears this study identified LGs 8 and 17 to contain SNPs associated with leaf shape
morphology in this breeding population, and, perhaps, some SNPs on LG1 play a minor
role. The extent to which any of the identified SNPs influence or control leaf shape
morphology is, as-of-yet, unclear.

Limitations of Association Analysis
The potential shortcomings of association studies are widely known though rarely
tested and, therefore, frequently unconfirmed (Casadevall, 2010). Reproducibility
(prediction of results) and replicatibility (identical results) are, perhaps, equally elusive
(Casadevall, 2010). One possible source of unreliability in association studies, as in many
kinds of studies, may stem from a variation in conditions or departure from an original
protocol. For instance, in this study, in 2014 four leaves per vine were collected and in
2015 that number increased to six leaves per vine. It is generally accepted that a larger
sample size should enhance the robustness of measurements taken. However, by
sampling an additional two leaves from an additional shoot per vine in 2015, poorer
quality leaves from each vine may have sometimes been collected in order to obtain six
leaves total from three shoots per vine. (Poorer quality may be considered those leaves
with shape features that may have been influenced by disease or herbivory.) Shape

42

features that are impacted by insects and disease may provide enough influence on PC
measurements and resulting scores to affect association with genotyping data. The
original protocol outlining sample collection in 2014 was not followed exactly in the
subsequent year, making it difficult to linearly compare and contrast results between
years. Failure to replicate 2014’s results may indicate a small genetic affect influencing
leaf shape, and it provides further support for leaf shape and development being highly
environmentally labile.
Another consideration is that continuously varying, i.e., complex, traits do not
manifest in simplistic predictor-response variable relationships (Casadevall, 2010). It is
generally accepted that numerous aspects of plant form and function respond to
environmental factors but that the involved confounding variables are frequently
imprecisely defined (Ioannidis et al., 2001; Myles et al., 2009; Casadevall, 2010;
Vilhajalmsson & Nordborg, 2013). For the time being, the best counterbalance to those
potentially unknown confounding variables lies in statistical analysis. This recognition
should greatly emphasize the importance of the thoughtful selection of statistical tests
used in association studies and the necessary restraint and skepticism required on the part
of the researchers for interpretation of initially significant results.

Future Directions
The opportunity for future work in grape leaf morphology is diverse. The
underlying genetic architecture of any complex trait is difficult to predict and, frequently,
studies focused on one population do not yield all possible loci of varying degrees of
effect (McCarthy et al., 2008). Therefore, inclusion of populations with different
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ancestry, i.e., a more diverse germplasm, may lead to discovery of additional loci. As
well, results from association studies are biased toward additive effects and, therefore,
they often overlook such effects as gene x gene (GxG) and gene x environment (GxE)
(McCarthy et al., 2008). Evaluation of the same genotypes in different environments
would allow for observation of possible GxE effects, i.e., the plasticity potential of
current genotypes. Identifying the population’s capacity for plasticity may offer further
explanation for the variability of identified association between years. In order to provide
appropriate context for plasticity, location(s) of new environment should be considered
carefully in order to control for degree of environmental exposure to which plants are
subjected, and records should be kept for all potentially conceivable confounding
environmental variables. Another prospective approach for understanding grapeenvironmental interactions would be a leaf margin analysis (LMA). This could be
conducted using grape to look for correlations between leaf physiognomic variables, like
leaf dissection, and environmental factors, like temperature (Royer et al., 2005).
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Table 1. Plants (n=22) excluded from analysis based on missing genotype and/or
phenotype data.
Year Variety
2005 Cabernet Sauvignon x Norton

Plant ID Number
015

2005 Cabernet Sauvignon x Norton

016

2005 Cabernet Sauvignon x Norton

017*

2005 Norton x Cabernet Sauvignon

008*

2005 Norton x Cabernet Sauvignon

014*

2005 Norton x Cabernet Sauvignon

021*

2005 Norton x Cabernet Sauvignon

029*

2005 Norton x Cabernet Sauvignon

034*

2005 Norton x Cabernet Sauvignon

045

2005 Norton x Cabernet Sauvignon

061

2005 Norton x Cabernet Sauvignon

069

2005 Norton x Cabernet Sauvignon

070

2005 Norton x Cabernet Sauvignon

071

2011 Norton x Cabernet Sauvignon

121

2011 Norton x Cabernet Sauvignon

137*

2011 Norton x Cabernet Sauvignon

142*

2011 Norton x Cabernet Sauvignon

143

2011 Norton x Cabernet Sauvignon

155

2011 Norton x Cabernet Sauvignon

164

2011 Norton x Cabernet Sauvignon

171*

2011 Norton x Cabernet Sauvignon

176*

2011 Norton x Cabernet Sauvignon

178

*Indicates exclusion based on plant data missing in 2015.
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Table 2. 2014 Maximum PC1 statistically significant SNPs relative to raw p-value,
Bonferroni correction, and Benjamini-Hochberg procedure.
P-value rank

Index

Marker

Raw p-value

Bonferroni

1

75450

2

S17_7176322

2.23E-07

2.72E-02

1.14E-02

75451

S17_7176341

2.23E-07

2.72E-02

1.14E-02

3

74890

S17_3696433

2.80E-07

3.42E-02

1.14E-02

4

75012

S17_4735635

5.76E-07

7.04E-02

1.53E-02

5

66963

S13_6777085

6.26E-07

7.65E-02

1.53E-02

6

74944

S17_4085532

9.00E-07

1.10E-01

1.65E-02

7

74838

S17_3380545

9.46E-07

1.16E-01

1.65E-02

8

74911

S17_3893921

1.40E-06

1.71E-01

2.14E-02

9

75395

S17_6936627

2.05E-06

2.50E-01

2.78E-02

10

75061

S17_4983586

2.94E-06

3.59E-01

3.34E-02

11

74754

S17_2900500

3.01E-06

3.68E-01

3.34E-02

12

74765

S17_2953957

3.93E-06

4.80E-01

4.00E-02

13

74949

S17_4116736

4.65E-06

5.68E-01

4.37E-02

14

74851

S17_3456248

6.23E-06

7.61E-01

5.44E-02
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Table 3. 2014 Low PC1 statistically significant SNPs relative to raw p-value, Bonferroni
correction, and Benjamini-Hochberg procedure.
P-value rank

Index

Marker

Raw p-value

Bonferroni

1

56979

2

S8_10702966

3.73E-06

4.56E-01

4.56E-01

14119

S7_8428333

7.87E-05

1.00E+00

6.69E-01

3

15114

S7_23884675

5.63E-05

1.00E+00

6.69E-01

4

15115

S7_23884687

5.63E-05

1.00E+00

6.69E-01

5

36265

S18_6323650

1.04E-04

1.00E+00

6.69E-01

6

36266

S18_6323651

1.04E-04

1.00E+00

6.69E-01

7

36267

S18_6323654

1.04E-04

1.00E+00

6.69E-01

8

36274

S18_6325557

9.89E-05

1.00E+00

6.69E-01

9

40126

S19_10608663

6.76E-05

1.00E+00

6.69E-01

10

42989

S1_16747362

3.28E-05

1.00E+00

6.69E-01
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Table 4. 2014 Maximum PC2 statistically significant SNPs relative to raw p-value,
Bonferroni correction, and Benjamini-Hochberg procedure.
P-value rank

Index

Marker

Raw p-value

Bonferroni

1

57358

2

S8_13698124

6.00E-07

7.33E-02

2.10E-02

57359

S8_13698153

6.00E-07

7.33E-02

2.10E-02

3

57360

S8_13698178

6.00E-07

7.33E-02

2.10E-02

4

73510

S16_15835946

6.88E-07

8.41E-02

2.10E-02

5

57773

S8_16809245

2.32E-06

2.83E-01

4.95E-02

6

57789

S8_16833307

2.43E-06

2.97E-01

4.95E-02

7

58430

S8_21562808

4.11E-06

5.02E-01

5.84E-02

8

58431

S8_21562812

4.11E-06

5.02E-01

5.84E-02

9

105234

S12_4068492

4.30E-06

5.25E-01

5.84E-02
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Table 5. 2014 Low PC2 statistically significant SNPs relative to raw p-value, Bonferroni
correction, and Benjamini-Hochberg procedure.
P-value rank

Index

Marker

Raw p-value

Bonferroni

1

57773

2

S8_16809245

6.32E-07

7.72E-02

2.39E-02

57358

S8_13698124

7.84E-07

9.58E-02

2.39E-02

3

57359

S8_13698153

7.84E-07

9.58E-02

2.39E-02

4

57360

S8_13698178

7.84E-07

9.58E-02

2.39E-02

5

73510

S16_15835946

1.87E-06

2.28E-01

3.36E-02

6

58430

S8_21562808

2.17E-06

2.65E-01

3.36E-02

7

58431

S8_21562812

2.17E-06

2.65E-01

3.36E-02

8

58361

S8_21139733

2.20E-06

2.69E-01

3.36E-02

9

57771

S8_16760411

2.69E-06

3.29E-01

3.53E-02

10

21701

S11_1797543

3.04E-06

3.71E-01

3.53E-02

11

57789

S8_16833307

3.18E-06

3.89E-01

3.53E-02

12

58294

S8_20475153

3.48E-06

4.25E-01

3.54E-02

13

56979

S8_10702966

4.49E-06

5.49E-01

4.22E-02

14

57996

S8_18640543

5.67E-06

6.93E-01

4.34E-02

15

56854

S8_9041374

8.28E-06

1.00E+00

4.34E-02

16

56855

S8_9041385

8.28E-06

1.00E+00

4.34E-02

17

56856

S8_9041386

8.28E-06

1.00E+00

4.34E-02

18

56857

S8_9041387

8.28E-06

1.00E+00

4.34E-02

19

56858

S8_9041392

8.28E-06

1.00E+00

4.34E-02

20

56859

S8_9041398

8.28E-06

1.00E+00

4.34E-02

21

56860

S8_9041402

8.28E-06

1.00E+00

4.34E-02

22

56861

S8_9041403

8.28E-06

1.00E+00

4.34E-02

23

56862

S8_9041404

8.28E-06

1.00E+00

4.34E-02

24

58001

S8_18737788

8.52E-06

1.00E+00

4.34E-02

25

58096

S8_19446588

9.43E-06

1.00E+00

4.61E-02

26

74944

S17_4085532

9.85E-06

1.00E+00

4.63E-02

27

57767

S8_16747787

1.17E-05

1.00E+00

5.29E-02
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Table 6. 2014 average of all PCs statistically significant SNPs relative to raw p-value,
Bonferroni correction, and Benjamini-Hochberg procedure.
P-value rank

index

Marker

Raw p-value

Bonferroni

1

73510

2

S16_15835946

5.11E-08

6.24E-03

6.24E-03

75450

S17_7176322

1.29E-06

1.58E-01

1.82E-02

3

75451

S17_7176341

1.29E-06

1.58E-01

1.82E-02

4

74838

S17_3380545

1.39E-06

1.70E-01

1.82E-02

5

57789

S8_16833307

1.59E-06

1.94E-01

1.82E-02

6

74944

S17_4085532

1.92E-06

2.35E-01

1.82E-02

7

56854

S8_9041374

2.24E-06

2.74E-01

1.82E-02

8

56855

S8_9041385

2.24E-06

2.74E-01

1.82E-02

9

56856

S8_9041386

2.24E-06

2.74E-01

1.82E-02

10

56857

S8_9041387

2.24E-06

2.74E-01

1.82E-02

11

56858

S8_9041392

2.24E-06

2.74E-01

1.82E-02

12

56859

S8_9041398

2.24E-06

2.74E-01

1.82E-02

13

56860

S8_9041402

2.24E-06

2.74E-01

1.82E-02

14

56861

S8_9041403

2.24E-06

2.74E-01

1.82E-02

15

56862

S8_9041404

2.24E-06

2.74E-01

1.82E-02

16

75061

S17_4983586

2.42E-06

2.96E-01

1.85E-02

17

74911

S17_3893921

4.42E-06

5.40E-01

3.18E-02

18

57358

S8_13698124

5.92E-06

7.23E-01

3.40E-02

19

57359

S8_13698153

5.92E-06

7.23E-01

3.40E-02

20

57360

S8_13698178

5.92E-06

7.23E-01

3.40E-02

21

75170

S17_5812218

6.08E-06

7.43E-01

3.40E-02

22

75395

S17_6936627

7.07E-06

8.64E-01

3.40E-02

23

74949

S17_4116736

7.12E-06

8.70E-01

3.40E-02

24

74753

S17_2895107

7.33E-06

8.96E-01

3.40E-02

25

74765

S17_2953957

7.47E-06

9.13E-01

3.40E-02

26

75358

S17_6576048

7.54E-06

9.21E-01

3.40E-02

27

75131

S17_5530331

7.78E-06

9.50E-01

3.40E-02
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Table 6 continued. 2014 average of all PCs statistically significant SNPs relative to raw
p-value, Bonferroni correction, and Benjamini-Hochberg procedure.
P-value rank

index

Marker

Raw p-value

Bonferroni

28

75026

29

S17_4849625

7.79E-06

9.52E-01

3.40E-02

75012

S17_4735635

9.06E-06

1.00E+00

3.82E-02

30

57996

S8_18640543

1.16E-05

1.00E+00

4.57E-02

31

74860

S17_3530583

1.14E-05

1.00E+00

4.57E-02

32

75091

S17_5222677

1.33E-05

1.00E+00

5.08E-02

33

57771

S8_16760411

1.47E-05

1.00E+00

5.35E-02

34

75110

S17_5274871

1.49E-05

1.00E+00

5.35E-02

35

66963

S13_6777085

1.70E-05

1.00E+00

5.77E-02

36

74890

S17_3696433

1.67E-05

1.00E+00

5.77E-02

37

58242

S8_20189704

1.76E-05

1.00E+00

5.81E-02

38

75058

S17_4957347

1.82E-05

1.00E+00

5.85E-02

39

74531

S17_1336009

1.95E-05

1.00E+00

5.93E-02

40

74712

S17_2581596

1.99E-05

1.00E+00

5.93E-02

41

74754

S17_2900500

1.97E-05

1.00E+00

5.93E-02

42

51029

S5_20807066

2.05E-05

1.00E+00

5.96E-02
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Table 7. 2015 maximum PC1 statistically significant SNPs relative to raw p-value,
Bonferroni correction, and Benjamini-Hochberg procedure.
P-value rank

index

Marker

Raw p-value

1

46873

S1_21085379

1.37E-06

1.81E-01

7.55E-02

2

46874

S1_21085394

1.37E-06

1.81E-01

7.55E-02

3

46401

S1_16155521

2.23E-06

2.94E-01

7.55E-02

4

46296

S1_13065418

2.29E-06

3.02E-01

7.55E-02

5

46733

S1_20396204

6.95E-06

9.17E-01

1.76E-01

6

46613

S1_18628414

8.01E-06

1.00E+00

1.76E-01

7

5224

S3_3019494

3.96E-05

1.00E+00

2.49E-01

8

10223

S5_9396256

3.21E-05

1.00E+00

2.49E-01

9

10224

S5_9396276

3.21E-05

1.00E+00

2.49E-01

10

23283

S11_1797543

4.53E-05

1.00E+00

2.49E-01
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Table 8. 2015 low PC1 statistically significant SNPs relative to raw p-value, Bonferroni
correction, and Benjamini-Hochberg procedure.
P-value rank

index

Marker

Raw p-value

Bonferroni

1

9653

2

S5_9854486

7.55E-07

9.22E-02

9.22E-02

9485

S5_7982850

2.87E-06

3.51E-01

1.23E-01

3

9625

S5_9694291

3.62E-06

4.42E-01

1.23E-01

4

9755

S5_11887637

7.25E-06

8.86E-01

1.23E-01

5

73510

S16_15835946

7.51E-06

9.18E-01

1.23E-01

6

9484

S5_7982800

1.02E-05

1.00E+00

1.23E-01

7

9659

S5_10108831

1.11E-05

1.00E+00

1.23E-01

8

9712

S5_10723002

1.03E-05

1.00E+00

1.23E-01

9

9734

S5_11333806

1.01E-05

1.00E+00

1.23E-01

10

25495

S13_1280795

8.46E-06

1.00E+00

1.23E-01
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Table 9. 2015 maximum PC2 statistically significant SNPs relative to raw p-value,
Bonferroni correction, and Benjamini-Hochberg procedure.
P-value rank

index

Marker

Raw p-value

1

43109

S1_18079176

1.29E-06

1.58E-01

1.58E-01

2

140

S0_6635996

2.71E-05

1.00E+00

3.31E-01

3

141

S0_6636001

2.71E-05

1.00E+00

3.31E-01

4

142

S0_6636004

2.71E-05

1.00E+00

3.31E-01

5

35857

S18_2398499

2.53E-05

1.00E+00

3.31E-01

6

43278

S1_20396204

1.38E-05

1.00E+00

3.31E-01

7

43411

S1_21085379

1.81E-05

1.00E+00

3.31E-01

8

43412

S1_21085394

1.81E-05

1.00E+00

3.31E-01

9

47529

S4_4336219

2.49E-05

1.00E+00

3.31E-01

10

55930

S7_24677404

2.37E-05

1.00E+00

3.31E-01
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Table 10. 2015 low PC2 statistically significant SNPs relative to raw p-value, Bonferroni
correction, and Benjamini-Hochberg procedure.
P-value rank

index

Marker

Raw p-value

Bonferroni

1

2691

2

S1_21088363

1.78E-06

2.17E-01

1.26E-01

84656

S2_1919469

2.94E-06

3.59E-01

1.26E-01

3

118352

S18_10366622

3.10E-06

3.79E-01

1.26E-01

4

1469

S1_6729328

3.05E-05

1.00E+00

2.94E-01

5

2130

S1_12893206

1.46E-05

1.00E+00

2.94E-01

6

2495

S1_19564318

8.29E-05

1.00E+00

2.94E-01

7

2816

S1_22788309

3.54E-05

1.00E+00

2.94E-01

8

2949

S1_24054279

2.94E-05

1.00E+00

2.94E-01

9

4127

S2_16736744

4.54E-05

1.00E+00

2.94E-01

10

23319

S12_830617

8.03E-05

1.00E+00

2.94E-01
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Figure 1. Images of leaves from breeding population located in Genomics Research
Vineyard at State Fruit Experiment Station, Missouri State University, Mountain Grove,
Missouri Campus. Left: Norton parent; Center: Cabernet Sauvignon parent; Right:
Norton x Cabernet Sauvignon F1 progeny.
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Figure 2. Landmark placement on leaf surface, adaxial side. Exterior Venation Pattern
(1-12): 1-Petiole Junction, 2-tip of midvein, 3-left upper lateral sinus, 4-right upper
lateral sinus, 5-tip of left distal vein, 6-tip of right distal vein, 7-left lower lateral sinus, 8right lower lateral sinus, 9-tip of left proximal vein, 10-tip of right proximal vein, 11-tip
of left petiolar vein, 12-tip of right petiolar vein. Interior Venation Pattern (13-17): 13first major branching point of midvein, 14-first major branching point of left distal vein,
15-first major branching point of right distal vein, 16-left petiole vein branching point
from proximal, 17-right petiole vein branching point from proximal.
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Figure 3. Image examples of graphical leaf check output from ‘leaf check’ script in R.
Top: Incorrectly landmarked Norton parent leaf 13. Bottom: Corrected landmark
placement of Norton parent leaf 13.
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Figure 4. 2014 top three Principal Components produced from Generalized Procrustes
Analysis. PC1, PC2, and PC3 are estimated to account for approximately 60% of the
shape variation measured in this population. PCs are displayed individually by rows with
three plotted images each to demonstrate the range of shape variation explained per PC.
The mean shape of the population is shown at center in each row for reference. For each
PC, -2 SD from the mean is shown left of center, and +2 SD from the mean is shown
right of center.
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Figure 5. 2015 top three Principal Components produced from Generalized Procrustes
Analysis. PC1, PC2, and PC3 are estimated to account for approximately 60% of the
shape variation measured in this population. PCs are displayed individually by rows with
three plotted images each to demonstrate the range of shape variation explained per PC.
The mean shape of the population is shown at center in each row for reference. For each
PC, -2 SD from the mean is shown left of center, and +2 SD from the mean is shown
right of center.
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Figure 6. QQ Plot for 2014 Maximum PC1 GLM analysis. Significant association
indicated with PC2 when PC scores are sorted according to Maximum PC1.
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Figure 7. Manhattan Plots for 2014 Maximum PC1 GLM analysis. Top: PC1; Center:
PC2; Bottom: PC3. Chromosomes 8 & 17 show association with PC2; chromosome 1
shows some clustering in association with PC2.However, significant results were
observed for PC2 on Linkage Group (LG) 17 (LOD=6.75).
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Figure 8. R/qtl consensus map of 2014 year data. Significance shown by LOD score;
threshold for significance represented by red dotted line on y-axis. Chromosomes are
shown on x-axis; 1-19 represents 19 chromosomes of Norton and 20-38 represents 19
chromosomes of Cabernet Sauvignon. Chromosome 17 from Cabernet Sauvignon shows
statistically significant association (LOD=4.5). The peak representing Chromosome 8
from Norton reaches just below the significance threshold (LOD=2.9) and peak for
Chromosome 1 on Cabernet Sauvignon is third highest (LOD=2.8).
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Figure 9. QQ Plot for 2014 Low PC1 GLM analysis. Significant association with PC2
indicated PC scores are sorted (before analysis) according to Low PC1.
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Figure 10. Manhattan Plots for 2014 LowPC1 GLM analysis. Top: PC1; Center: PC2;
Bottom: PC3. No significant association indicated.
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Figure 11. QQ Plot for 2014 Maximum PC2 GLM analysis. Significant association with
PC2 indicated when PC scores are sorted (before analysis) according to Maximum PC2.
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Figure 12. Manhattan Plots for 2014 Maximum PC2 GLM analysis. PC1 (top), PC2
(center), PC3 (bottom). Chromosomes 8 (LOD=6.25) & 17 (LOD=4.6) appear to show
association with PC2; one SNP on Chromosome 16 shows association with PC2
(LOD=6.1).
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Figure 13. QQ Plot for 2014 Low PC2 GLM analysis. Significant association with PC2
when PC scores are sorted (before analysis) according to Low PC2.
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Figure 14. Manhattan Plots for 2014 Low PC2 GLM analysis. PC1 (top), PC2 (center),
PC3 (bottom). Chromosomes 8 (LOD=6.25) & 17 (LOD=5.0) show association with
PC2; one SNP on Chromosome 16 appears to associate with PC2 (LOD=5.75).
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Figure 15. QQ Plot for 2014 All PCs Averaged GLM analysis. Significant association
indicated with PC2 when PC scores are sorted (before analysis) according to All PCs
Averaged.
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Figure 16. Manhattan Plots for 2014 All PCs Averaged GLM analysis. PC1 (top), PC2
(center), PC3 (bottom). Chromosomes 8 (LOD=6.0) & 17 (LOD=6.0) show association
with PC2; one SNP on Chromosome 16 shows association with PC2 (LOD=7.25).
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Figure 17. QQ Plot for 2015 Maximum PC1 GLM analysis. Significant association
indicated by raw p-values with PC2.
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Figure 18. Manhattan Plots for 2015 Maximum PC1 GLM analysis. PC1 (top), PC2
(center), PC3 (bottom). Raw p-values display clustering on chromosome 5 in association
with PC1, and on chromosome 1 in association with PC2.
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Figure 19. QQ Plot for 2015 Low PC1 GLM analysis. Significant association indicated
by raw p-values with PC1 and PC2.
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Figure 20. Manhattan Plots for 2015 LowPC1 GLM analysis. PC1 (top), PC2 (center),
PC3 (bottom). Raw p-values indicate association with PC1 on Chromosome 5. SNPs
cluster according to raw p-values on chromosome 8 in association with PC2.
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Figure 21. QQ Plot for 2015 Maximum PC2 GLM analysis. Significant association
indicated by raw p-values with PC2.
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Figure 22. Manhattan Plots for 2015 Maximum PC2 GLM analysis. PC1 (top), PC2
(center), PC3 (bottom). Raw p-values display clustering on chromosome 11 in
association with PC1, and on chromosomes 8 and 17 in association with PC2.
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Figure 23. QQ Plot for 2015 Low PC2 GLM analysis. Significant association indicated
by raw p-values with PC1 and PC3.
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Figure 24. Manhattan Plots for 2015 Low PC2 GLM analysis. PC1 (top), PC2 (center),
PC3 (bottom). Raw p-values display clustering and significance on chromosome 1 in
association with PC1, and on chromosomes 1 and 8 in association with PC2.
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Figure 25. QQ Plot for 2015 All PCs Averaged GLM analysis. Moderate association
detected with PC1 and PC2.
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Figure 26. Manhattan Plots for 2015 All PCs Averaged GLM analysis. PC1 (top), PC2
(center), PC3 (bottom). Raw p-values display clustering on chromosomes 1 and 5 in
association with PC1, and on chromosomes 1 and 8 in association with PC2.
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