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LEAST AREA SPHERICAL CATENOIDS IN HYPERBOLIC
THREE-DIMENSIONAL SPACE
BIAO WANG
Abstract. For a family of spherical minimal catenoids {Ca}a>0 in the 3-
dimensional hyperbolic space H3 (see §2.1 for detail definitions), there exists
two constants 0 < ac < al such that the following are true:
• Ca is an unstable minimal surface with index one if a < ac,
• Ca is a stable minimal surface if a > ac, and
• Ca is a least area minimal surface in the sense of Meeks-Yau (see §1.2
for the definition) if a > al.
1. Introduction
Suppose that Σ is a surface immersed in a 3-dimensional Riemannian mani-
fold M . We pick up a local orthonormal frame field {e1, e2, e3} for M such that,
restricted to Σ, the vectors {e1, e2} are tangent to Σ and the vector e3 is per-
pendicular to Σ. Let A = (hij)2×2 be the second fundamental form of Σ, whose
entries hij are represented by
hij = 〈∇eie3 , ej〉 , i, j = 1, 2 ,
where ∇ is the covariant derivative in M , and 〈· , ·〉 is the metric of M .
1.1. Basic minimal surfaces. An immersed surface Σ ⊂M is called a minimal
surface if its mean curvature H = h11 +h22 is identically zero. For any immersed
minimal surface Σ in M , the Jacobi operator on Σ is
(1.1) L = ∆Σ + (|A|2 + Ric(e3)) ,
where ∆Σ is the Lapalican on Σ, |A|2 = ∑2i,j=1 h2ij is the length of the second
fundamental form on Σ and Ric(e3) is the Ricci curvature of M in the direction
e3.
Suppose that Σ is a complete minimal surface immersed in a complete Rie-
mannian 3-manifold M . For any compact connected subdomain Ω of Σ, its first
eigenvalue is defined by
(1.2) λ1(Ω) = inf
ß
−
∫
Ω
fLf
∣∣∣∣ f ∈ C∞0 (Ω) and ∫
Ω
f2 = 1
™
.
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2 BIAO WANG
We say that Ω is stable if λ1(Ω) > 0, unstable if λ1(Ω) < 0 and maximally weakly
stable if λ1(Ω) = 0.
Lemma 1.1. Suppose that Ω1 and Ω2 are connected subdomains of Σ with Ω1 ⊂
Ω2, then
λ1(Ω1) > λ1(Ω2) .
If Ω2 \ Ω1 6= ∅, then
λ1(Ω1) > λ1(Ω2) .
Remark 1. If Ω ⊂ Σ is maximally weakly stable, then for any compact connected
subdomains Ω1,Ω2 ⊂ Σ satisfying Ω1 ( Ω ( Ω2, we have that Ω1 is stable
whereas Ω2 is unstable.
Let Ω1 ⊂ Ω2 ⊂ · · · ⊂ Ωn ⊂ · · · be an exhaustion of Σ, then the first eigenvalue
of Σ is defined by
(1.3) λ1(Σ) = lim
n→∞λ1(Ωn) .
This definition is independent of the choice of the exhaustion. We say that Σ is
globally stable or stable if λ1(Σ) > 0 and unstable if λ1(Σ) < 0.
The following theorem was proved by Fischer-Colbrie and Schoen in [12, The-
orem 1] (see also [8, Proposition 1.39]).
Theorem 1.2 (Fischer-Colbrie and Schoen). Let Σ be a complete minimal sur-
face in a complete Riemannian 3-manifold M , then Σ is stable if and only if
there exists a positive function φ : Σ→ R such that Lφ = 0.
The Morse index of compact connected subdomain Ω of Σ is the number of
negative eigenvalues of the Jacobi operator L (counting with multiplicity) acting
on the space of smooth sections of the normal bundle that vanishes on ∂Ω. The
Morse index of Σ is the supremum of the Morse indices of compact subdomains
of Σ.
1.2. Least area minimal annuli in the sense of Meeks-Yau ([19, p. 412]).
Suppose that Σ is a complete minimal surface immersed in a complete Riemann-
ian 3-manifold M . For any compact subdomain Ω of Σ, it is said to be least area
if its area is smaller than that of any other surface in the same homotopic class
with the same boundary as ∂Ω. We say that Σ is a least area minimal surface if
any compact subdomain of Σ is least area.
Let S be a compact annulus-type minimal surface immersed in a Riemannian
3-manifold M . Suppose that the boundary of S is the union of two simple closed
curves C1, C2 which bound two least area minimal disks D1, D2 respectively. The
annulus S is called a least area minimal surface in the sense of Meeks-Yau in M
if S is a least area minimal annulus in the regular sense and
Area(S) < Area(D1) + Area(D2) ,
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where Area(·) denotes the area of the surface inM . A complete annulus-type min-
imal surface Σ immersed in M is called a least area minimal surface in the sense
of Meeks-Yau if any annulus-type compact subdomain of Σ, which is homotopi-
cally equivalent to Σ, is a least area minimal surface in the sense of Meeks-Yau.
1.3. Main statements. Do Carmo and Dajczer studied three types of rotation-
ally symmetric minimal hypersurfaces in Hn+1 in [10]. A rotationally symmetric
minimal hypersurface is called a spherical catenoid if it is foliated by spheres, a
hyperbolic catenoid if it is foliated by totally geodesic hyperplanes, and a parabolic
catenoid if it is foliated by horospheres. Do Carmo and Dajczer proved that the
hyperbolic and parabolic catenoids are globally stable (see [10, Theorem 5.5]),
then Candel proved that the hyperbolic and parabolic catenoids are least area
minimal surfaces (see [7, p. 3574]).
In this paper, we will study the spherical catenoids in H3. Compared with
the hyperbolic and parabolic catenoids, the spherical catenoids are more com-
plicated. Let B2+ be the upper half unit disk on the xy-plane with the warped
product metric given by (2.6), and let σa be the catenary given by (2.11), which
is symmetric about the y-axis and passes through the point (0, a) ∈ B2+, where
a > 0 is the hyperbolic distance from the catenary σa to the origin. Let Ca be
the spherical minimal catenoid generated by σa. Mori, Do Carmo and Dajczer,
Be´rard and Sa Earp, and Seo proved the following result.
Theorem 1.3 ([5, 10, 21, 22]). There exist two constants A1 ≈ 0.46288 and
A2 =
1
2 cosh
−1
Å√
11+8
√
2
7
ã
≈ 0.5915 such that Ca is unstable if 0 < a < A1, and
Ca is globally stable if a > A2.
Remark 2. The constants A1 and A2 were given by Seo in [22, Corollary 4.2]
and by Be´rard and Sa Earp in [5, Lemma 4.4] respectively. A few years ago, Do
Carmo and Dajczer showed that Ca is unstable if a / 0.42315 in [10], and Mori
showed that Ca is stable if a > cosh−1(3) ≈ 1.7627 in [21] (see also [4, p. 34]).
According to the numerical computation, Be´rard and Sa Earp claimed that
A1 = A2. More precisely, we have the following theorem.
Theorem 3.9. There exists a constant ac ≈ 0.49577389 such that the following
statements are true:
(1) Ca is an unstable minimal surface with index one if 0 < a < ac;
(2) Ca is a globally stable minimal surface if a > ac.
Similar to the case of hyperbolic and parabolic catenoids, we want to know
whether the globally stable spherical catenoids are least area minimal surfaces.
In this paper, we prove that there exists a positive number al such that Ca is a
least area minimal surface if a > al. More precisely, we will prove the following
result.
4 BIAO WANG
Theorem 4.6. There exists a constant al ≈ 1.10055 defined by (4.3) such that
for any a > al the catenoid Ca is a least area minimal surface in the sense of
Meeks-Yau.
1.4. Plan of the paper. This paper is organized as follows. In § 2 we introduce
the minimal spherical catenoids in H3. In § 3 we introduce Jacobi fields on the
catenoids (following Be´rard and Sa Earp in [5]) and prove Theorem 3.9. In § 4
we prove Theorem 4.6.
2. Preliminaries
In this paper, we work in the Pinecare´ ball model of B3, i.e.,
B3 = {(u, v, w) ∈ R3 | u2 + v2 + w2 < 1},
equipped with the hyperbolic metric
ds2 =
4(du2 + dv2 + dw2)
(1− r2)2 ,
where r =
√
u2 + v2 + w2. The hyperbolic space B3 has a natural compactifica-
tion: B3 = B3 ∪ S2∞, where S2∞ ∼= C ∪ {∞} is called the Riemann sphere. The
orientation preserving isometry group of B3 is denoted by Mo¨b(B3), which con-
sists of Mo¨bius transformations that preserve the unit ball B3 (see [18, Theorem
1.7]).
Let X be a subset of B3, we define the asymptotic boundary of X by
(2.1) ∂∞X = X ∩ S2∞ ,
where X is the closure of X in B3.
Using the above notation, we have ∂∞B3 = S2∞. If P is a geodesic plane in
B3, then P is perpendicular to S2∞ and C
def
= ∂∞P is an Euclidean circle on S2∞.
We also say that P is asymptotic to C.
Suppose that G is a subgroup of Mo¨b(B3) that leaves a geodesic γ ⊂ B3
pointwise fixed. We call G the spherical group of B3 and γ the rotation axis of
G. A surface in B3 invariant under G is called a spherical surface or a surface of
revolution (see Fig. 1). For two circles C1 and C2 in B3, if there is a geodesic γ,
such that each of C1 and C2 is invariant under the group of rotations that fixes
γ pointwise, then C1 and C2 are said to be coaxial, and γ is called the rotation
axis of C1 and C2.
2.1. Minimal spherical catenoids in B3. In this subsection, we follow Hsiang
(see [1, 14]) to introduce the minimal spherical catenoids in B3.
Suppose that G is the spherical group of B3 along the geodesic
(2.2) γ0 = {(u, 0, 0) ∈ B3 | − 1 < u < 1} ,
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u
v
w
Figure 1. A surface of revolution in the hyperbolic 3-space B3
whose rotation axis is the w-axis.
then B3/G ∼= B2+, where
(2.3) B2+ = {(u, v) ∈ B2 | v > 0} .
For any point p = (u, v) ∈ B2+, there is a unique geodesic segment γ′ passing
through p that is perpendicular to γ0 at q. Let x = dist(O, q) and y = dist(p, q) =
dist(p, γ0) (see Fig. 2), where dist(·, ·) denotes the hyperbolic distance, then by
[3, Theorem 7.11.2], we have
(2.4) tanhx =
2u
1 + (u2 + v2)
and sinh y =
2v
1− (u2 + v2) .
Equivalently, we also have
(2.5) u =
sinhx cosh y
1 + coshx cosh y
and v =
sinh y
1 + coshx cosh y
.
It’s well known that B2+ can be equipped with the metric of warped product in
terms of the parameters x and y as follows:
(2.6) ds2 = cosh2 y · dx2 + dy2 ,
where dx represents the hyperbolic metric on the geodesic γ0 in (2.2). We call
the horizontal geodesic {(u, 0) ∈ B2+ | − 1 < u < 1} the x-axis and the vertical
geodesic {(0, v) ∈ B2+ | 0 6 v < 1} the y-axis. The orientations of the x-axis
and the y-axis are considered to be the same as that of the u-axis and the v-axis
respectively. Thus we also consider that the x-axis and the y-axis are equivalent
to the u-axis and the v-axis respectively.
If C is a minimal surface of revolution in B3 with respect to the axis γ0, then
the curve σ = C ∩B2+ is called the generating curve of C. Suppose that σ is given
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p
qO
u
v
γ′
Figure 2. For a point p in B2+ with the warped product metric,
its coordinates (x, y) are defined by x = dist(O, q) and y =
dist(p, q).
by the parametric equations: x = x(s) and y = y(s), where s ∈ (−∞,∞) is an
arc length parameter of σ. By the argument in [14, pp. 486–488], the curve σ
satisfies the following equations
(2.7)
2pi sinh y · cosh2 y»
cosh2 y + (y′)2
= 2pi sinh y · cosh y · sin θ = k (constant) ,
where y′ = dy/dx and θ is the angle between the tangent vector of σ and the
vector ey = ∂/∂y at the point (x(s), y(s)) (see Fig. 3).
u
v
θ
(x, y)
O
γ′σ
Figure 3. θ is the angle between the parametrized curve σ and
the geodesic γ′ at the point (x(s), y(s)) ∈ σ ∩ γ′, where γ′ is
perpendicular to the u-axis.
By the argument in [13, pp.54–58]), without loss of generality, we assume
that the curve σ is only symmetric about the y-axis and intersects the y-axis
orthogonally at y0 = y(0), and so y
′(0) = 0. Substitute these to (2.7), we get
k = 2pi sinh(y0) cosh(y0), and then we get
(2.8) sin θ =
sinh(y0) cosh(y0)
sinh(y) cosh(y)
=
sinh(2y0)
sinh(2y)
.
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Now solve x in terms of y from (2.7) and take the definite integral from y0 to y
for any y > y0, we have
(2.9) x(y) =
∫ y
y0
sinh(2y0)
cosh y
dy»
sinh2(2y)− sinh2(2y0)
.
Let y →∞, we get (see Fig. 4)
(2.10) x(∞) =
∫ ∞
y0
sinh(2y0)
cosh y
dy»
sinh2(2y)− sinh2(2y0)
.
u
v
O
p∞
q
Figure 4. The distance x(∞) defined in (2.10) is equal to
dist(O, q), where the point q is the intersection of the u-axis and
the unique geodesic which is perpendicular to both the u-axis at
q and ∂∞B2+ at p∞ (here p∞ is one of the asymptotic boundary
points of σ given by (2.11)). In this figure, y0 = 0.4, and so
x(∞) ≈ 0.492681.
Now replace y0 by a parameter a ∈ [0,∞) in (2.9), and set
(2.9′) ρ(a, t) =
∫ t
a
sinh(2a)
cosh τ
dτ»
sinh2(2τ)− sinh2(2a)
, t > a .
Let σa be the catenary whose parametric equation is given by
(2.11) t 7→ (±ρ(a, t), t) ∈ B2+ , for t > a .
Let Ca be the minimal surface of revolution along the axis γ0 whose generating
curve is the catenary σa.
2.2. Existence and uniqueness of spherical catenoids. Obviously the as-
ymptotic boundary of any spherical catenoid Ca is the union of two circles (see
also [13, Proposition 3.1]). It’s important for us to determine whether there ex-
ists a minimal spherical catenoid asymptotic to any given pair of disjoint circles
on S2∞, since in [15] we construct quasi-Fuchsian 3-manifolds which contain ar-
bitrarily many incompressible minimal surface by using the (least area) minimal
spherical catenoids as the barrier surfaces.
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If C1 and C2 are two disjoint circles on S
2∞, then they are always coaxial. In
fact, let P1 and P2 be the geodesic planes asymptotic to C1 and C2 respectively,
there always exists a unique geodesic γ such that γ is perpendicular to both P1
and P2. Therefore C1 and C2 are coaxial with respect to γ. We may define the
distance between C1 and C2 by
(2.12) dL(C1, C2) = dist(P1, P2) .
Theorem 2.1. There exists a constant Dc ≈ 1.00228589640 such that for two
disjoint circles C1, C2 ⊂ S2∞, if dL(C1, C2) 6 Dc, then there exist a spherical
minimal catenoid C which is asymptotic to C1 ∪ C2.
Remark 3. In [9, p. 402], de Oliveria and Soret show that for any two con-
gruent circles (in the asymptotic boundary of the upper half space model of
the hyperbolic space H3) of Euclidean diameter d and disjoint from each other
by the Euclidean distance D, there exists two catenoids bounding the two cir-
cles if and only if D/d 6 δ for some δ > 0. Direct computation shows that
δ = cosh(d0(ac)) − 1 ≈ 0.127626, where d0(a) is the function defined by (2.13)
and ac is the unique critical number of the function d0(a).
a
d0
0.5 1 1.5 2 2.5 3
0
0.25
0.5
0.75
Figure 5. The graph of the function d0(a) defined by (2.13) for
a ∈ [0, 3]. It seems that d0(a) only has a unique critical number.
Proof of Theorem 2.1. At first, we define the following definite integral (de-
pending on the parameter a)
(2.13) d0(a) =
∫ ∞
a
sinh(2a)
cosh t
dt»
sinh2(2t)− sinh2(2a)
.
We claim that d0(0) = 0, and as a increases d0(a) increases monotonically,
reaches a maximum, then decreases asymptotically to zero as a goes to infinity
(see also [13, Proposition 3.2] and Fig. 5).
It’s easy to show d0(a)→ 0 as a→∞. In fact, using the substitution t→ t+a,
we have
d0(a) =
∫ ∞
0
sinh(2a)
cosh(a+ t)
dt»
sinh2(2a+ 2t)− sinh2(2a)
LEAST AREA SPHERICAL CATENOIDS IN HYPERBOLIC THREE-DIMENSIONAL SPACE 9
=
∫ ∞
0
1
cosh(t+ a)
dt√Ç
sinh(2a+ 2t)
sinh(2a)
å2
− 1
<
∫ ∞
0
1
cosh a
dt»
(sinh(2t) + cosh(2t))2 − 1
.
Since sinh(2t) + cosh(2t) = e2t, we have
(2.14)
d0(a) <
1
cosh a
∫ ∞
0
dt√
e4t − 1 =
1
cosh a
∫ ∞
0
e−2t√
1− e−4t dt
=
1
cosh a
· pi
4
−→ 0 as a→∞ .
Besides, since lim
a→0+
d0(a) = 0, d0(a) > 0 for a ∈ (0,∞) and d0(a)→ 0 as a→∞,
it must have at least one maximum value in (0,∞).
By the argument in the proof of Theorem 3.9 in § 3, we know that d′0(a) has
a unique zero ac such that d
′
0(a) > 0 if 0 < a < ac and d
′
0(a) < 0 if a > ac, hence
the proof of the claim is complete.
According to the numerical computation: the function d0(a) achieves its (unique)
maximum value ≈ 0.5011429482 when a = ac ≈ 0.49577389, and so Dc =
2d0(ac) ≈ 1.0022858964. 
Theorem 2.1 shows the existence of spherical minimal catenoids. On the other
hand, we also have the uniqueness of catenoids in the sense of following theorem
proved by Levitt and Rosenberg (see [16, Theorem 3.2] and [11, Theorem 3]).
Recall that a complete minimal surface Σ of H3 is regular at infinity if ∂∞Σ is a
C2-submanifold of S2∞ and Σ = Σ∪ ∂∞Σ is a C2-surface (with boundary) of H3.
Theorem 2.2 (Levitt and Rosenberg). Let C1 and C2 be two disjoint round
circles on S2∞ and let C be a connected minimal surface immersed in H3 with
∂∞C = C1 ∪ C2 and C regular at infinity. Then C is a spherical catenoid.
3. Stability of minimal catenoids
In this section we will prove Theorem 3.9. Let Σ be a complete minimal surface
immersed in a complete Riemannian 3-manifold M , and let Ω be any subdomain
of Σ. Recall that a Jacobi field on Ω ⊂ Σ is a C∞ function φ such that Lφ = 0
on Ω.
According to Theorem 1.2, in order to show that a complete minimal surface
Σ ⊂M is stable, we just need to find a positive Jacobi field on Σ. On the other
hand, if a Jacobi field on Σ changes its sign between interior and exterior of a
compact subdomain Ω of Σ and vanishes on ∂Ω, we can conclude that Ω is a
maximally weakly stable minimal surface, which also implies that Σ is unstable.
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The geometry of the ambient space provides useful Jacobi fields. More pre-
cisely, we have the following classical results.
Theorem 3.1 ([25, pp. 149–150]). Let Σ be a complete minimal surface im-
mersed in complete Riemannian 3-manifold M and let V be a Killing field on
M . The function ζ = 〈V ,N〉, given by the inner product in M of the Killing
field V with the unit normal N to the immersion, is a Jacobi field on Σ.
Theorem 3.2 ([2, Theorem 2.7]). Let X(a, ·) : Σ→M be a 1-parameter family
of minimal immersions. Then, for each fixed a0, the function
ξ =
≠
∂X
∂a
(a0, ·) , N
∑
is a Jacobi field on X(a0,Σ), where 〈· , ·〉 is the inner product in M and N is the
unit normal vector field on the minimal surface X(a0,Σ).
3.1. Jacobi fields on spherical catenoids. Next we will follow Be´rard and
Sa Earp [5] to introduce the vertical Jacobi fields and the variation Jacobi fields
on the minimal spherical catenoids {Ca}a>0 in B3, which will be used to prove
Theorem 3.9.
Recall that the semi disk B2+ is equipped with the metric (2.6), it’s easy to get
the arc length of the catenary σa:
s(a, t) =
∫ t
a
sinh(2τ)»
cosh2(2τ)− cosh2(2a)
dτ =
1
2
cosh−1
Ç
cosh(2t)
cosh(2a)
å
, t > a .
For any s ∈ (−∞,∞), let
x(a, s) =
√
2 sinh(2a)
∫ s
0
»
cosh(2a) cosh(2t)− 1
cosh2(2a) cosh2(2t)− 1 dt ,(3.1)
y(a, s) = a+
∫ s
0
cosh(2a) sinh(2t)»
cosh2(2a) cosh2(2t)− 1
dt(3.2)
=
1
2
cosh−1(cosh2(2a) cosh2(2s)) .(3.3)
It’s easy to verify that
(3.4) x(a, s) = ρ(a, y(a, s))
for s > 0 and that the function
(3.5) s 7→ (x(a, s), y(a, s))
is arc-length parametrization of the catenary σa for s ∈ (−∞,∞), where ρ(·, ·)
is given by (2.9′) (see [5, Proposition 4.2]).
Just as in (2.5), we define
u(a, s) =
sinhx cosh y
1 + coshx cosh y
and v(a, s) =
sinh y
1 + coshx cosh y
,
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where x = x(a, s) and y = y(a, s). The parametric equation of the catenoid Ca
in B3 is given by
(3.6) Y (a, s, θ) =
Ç
u
vωθ
å
, s ∈ R and θ ∈ [0, 2pi] ,
where ωθ =
Ç
cos θ
sin θ
å
. Direct computation shows that the unit normal vector of
the catenoid Ca at Y (a, s, θ) is
(3.7) N(a, s, θ) =
Ç
vs
−usωθ
å
, s ∈ R and θ ∈ [0, 2pi] ,
where us and vs are the partial derivatives of u and v on s respectively.
Definition 3.3. Let V be the Killing vector field associated with the hyperbolic
translations along the geodesic t 7→ (tanh(t/2), 0, 0) ∈ B3. The vertical Jacobi
field on the catenoid Ca is the function
(3.8) ζ(a, s) = 〈V (a, s, θ) , N(a, s, θ)〉 ,
where V (a, s, θ) is the restriction of the Killing vector field V to the minimal
catenoid Ca defined by (3.6).
The variation Jacobi field on the catenoid Ca is
(3.9) ξ(a, s) = −〈Ya(a, s, θ) , N(a, s, θ)〉 ,
where Ya =
∂Y
∂a .
In order to find the detail expressions of the vertical and the variation Jacobi
fields on the catenoids, we need some notations (see [5, §4.2]). Let
(3.10) f(a, s) =
sinh2(2a) cosh(2s)
cosh2(2a) cosh2(2s)− 1 ,
and let
(3.11) I(a, t) =
n(cosh(2a), cosh(2t))
d(cosh(2a), cosh(2t))
where
• n(A, T ) = A(3−A2)T 2 + (A2 − 1)T − 2A, and
• d(A, T ) = (AT + 1)2(AT − 1)3/2.
For the functions x(a, s) and y(a, s) given by (3.1) and (3.2), the notations xa,
xs, ya and ys denote the partial derivatives of x(a, s) and y(a, s) on a and s
respectively.
Proposition 3.4 ([5, §4.2.1]). The vertical Jacobi field ζ(a, s) is given by
ζ(a, s) =
√
2 cosh(y(a, s))ys(a, s) =
cosh(2a) sinh(2s)»
cosh(2a) cosh(2s)− 1
.
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The variation Jacobi field ξ(a, s) is given by
ξ(a, s) = − cosh(y(a, s))(xa(a, s)ys(a, s)− xs(a, s)ya(a, s))
= f(a, s)− ζ(a, s)
∫ s
0
I(a, t)dt ,
where f(a, s) and I(a, t) are given by (3.10) and (3.11) respectively.
Since x(a,∞) is well defined for any a > 0, we may set
(3.12) E(a) =
d
da
x(a,∞) =
√
2
∫ ∞
0
I(a, t)dt .
Equivalently we have the following identity (see [5, p. 3665]):
(3.13) E(a) =
d′0(a)√
2
,
where d′0(a) is derivative of the function d0(a) given by (2.13).
For any (connected) interval I ⊂ R, we define
(3.14) C(a, I) = {Y (a, s, θ) ∈ B3 | s ∈ I and θ ∈ [0, 2pi]} ,
where Y (a, s, θ) is given by (3.6).
Lemma 3.5 ([5, Lemma 4.5]). For any constant a > 0, the half catenoids
C(a, (−∞, 0]) and C(a, [0,∞)) are both stable.
Any Jacobi field η(a, s) depending only on the radial variable s on Ca can
change its sign at most once on either (−∞, 0] or [0,∞).
Proof. The first part follows from the fact that ζ(a, s) doesn’t change its sign
on either C(a, (−∞, 0]) or C(a, [0,∞)) and Lζ = 0.
Assume that some Jacobi field η(a, s) on Ca changes its sign more than once
on [0,∞), then η(a, s) has more than two zeros on [0,∞), say 0 < z1 < z2 < · · · .
Let I = [z1, z2] and let φ(a, s) be the restriction of η(a, s) to C(a, I), then we
have φ ∈ C∞0 (C(a, I)) and Lφ = 0, which imply that λ1(C(a, I)) 6 0. This is
a contradiction, since C(a, I) is a compact connected subdomain of C(a, [0,∞)),
which must be stable. 
The following theorem, whose proof can be found in [5, p. 3663], is crucial
to the proof of Theorem 3.9. For convenience of the reader, we rephrase the
original proof here. Because of (3.13), (3.19) and Lemma 3.7, we always have
cosh2(2a) < 3 if E(a) = 0, hence we also simplify the proof of [5, Theorem 4.7
(1)].
Theorem 3.6 ([5, Theorem 4.7 (1)]). Let σa be the catenary given by (2.9) and
let Ca be the minimal surface of revolution along the u-axis whose generating
curve is the catenary σa.
(1) If E(a) 6 0, then Ca is stable.
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(2) If E(a) > 0, then Ca is unstable and has index 1.
Proof. (1) As state in Lemma 3.5, the function ξ(a, s) can change its sign at
most once on (0,∞) and (−∞, 0) respectively. Observe that the function ξ(a, s)
is even and that ξ(a, 0) = 1. To determine whether ξ has a zero, it suffices to
look at its behaviour at infinity.
If E(a) < 0, then
∫∞
0 I(a, t)dt < 0, which implies that ξ(a, s)→∞ as s→ ±∞,
therefore ξ(a, s) > 0 for all s ∈ (−∞,∞).
If E(a) = 0, we have the following equation
ξ(a, s) = f(a, s) + ζ(a, s)
∫ ∞
s
I(a, t)dt .
By (3.13), (3.19) and Lemma 3.7, we can see that if E(a) = 0, then
cosh2(2a) <
Ç
1 +
√
5
2
å2
< 3 ,
and so I(a, t) > 0 if t is sufficient large. As s is sufficiently large, ξ(a, s) > 0,
thus ξ(a, s) > 0 for all s ∈ (−∞,∞). Therefore Ca is stable if E(a) 6 0.
(2) Recall that the variation Jacobi field ξ(a, s) can change its sign at most
once on either (0,∞) or (−∞, 0) by Lemma 3.5. Now suppose that E(a) > 0,
since ξ(a, 0) = 1 and ξ(a, s)→ −∞ as s→ ±∞, we know that ξ(a, s) has exactly
two symmetric zeros in (−∞,∞), which are denoted by ±z(a). Let C(z(a)) be
the subdomain of Ca defined by
(3.15) C(z(a)) = C(a, [−z(a), z(a)]) .
Let φ(a, s) be restriction of ξ(a, s) to C(z(a)), then φ ∈ C∞0 (C(z(a))) and Lφ = 0.
This implies that λ1(C(z(a))) 6 0, which can imply that any compact connected
subdomain of Ca containing C(z(a)) must be unstable by Lemma 1.1. Therefore
Ca has index at least one. By [22, Theorem 4.3] or [23, § 3.3], Ca has index
one. 
3.2. The final step to prove Theorem 3.9. In order to prove Theorem 3.9,
we still need two lemmas.
Lemma 3.7. Let φ(a, t) =
√
5 cosh(a + t) − cosh(3a + t), then φ(a, t) 6 0 for
(a, t) ∈ [A3,∞)× [0,∞), where the constant A3 is defined by
(3.16) A3 = cosh
−1
Ñ»
3 +
√
5
2
é
≈ 0.530638 .
Proof. It’s easy to verify that φ(a, t) 6 0 is equivalent to
cosh(3a)−
√
5 cosh a+ tanh t · (sinh(3a)−
√
5 sinh a) > 0 .
Since tanh t > 0 for t > 0 and sinh(3a)−√5 sinh a > 0 for a > 0, we need solve
the inequality cosh(3a)−√5 cosh a > 0.
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Let A3 be the solution of the equation 0 =
√
5 cosh a − cosh(3a) = (√5 −
(4 cosh2 a− 3)) cosh a, then φ(a, t) 6 0 if a > A3 and t > 0. 
Lemma 3.8. Let ψ(a, t) be the function given by
(3.17)
ψ(a, t) = 76 sinh(2a)− 22 sinh(2t) + 29 sinh(4a+ 2t)
+ sinh(8a+ 2t)− 26 sinh(6a+ 4t)− 6 sinh(10a+ 4t)
− 25 sinh(8a+ 6t) + sinh(12a+ 6t) .
Then ψ(a, t) < 0 for all (a, t) ∈ [0, A4]× [0,∞), where the constant
(3.18) A4 =
1
4
cosh−1
Ç
35 +
√
1241
8
å
≈ 0.715548
is the solution of the equation 4 cosh2(4a)− 35 cosh(4a)− 1 = 0.
Proof. Expand each term in ψ(a, t) with the form sinh(ma+ nt) , then we may
write ψ(a, t) = ψ1(a, t) + ψ2(a, t), where
ψ1(a, t) = − 22 sinh(2t) + 29 sinh(2t) cosh(4a) + sinh(2t) cosh(8a)
− 26 sinh(4t) cosh(6a)− 6 sinh(4t) cosh(10a)
− 25 sinh(6t) cosh(8a) + sinh(6t) cosh(12a)) ,
and
ψ2(a, t) = 76 sinh(2a) + 29 cosh(2t) sinh(4a) + cosh(2t) sinh(8a)
− 26 cosh(4t) sinh(6a)− 6 cosh(4t) sinh(10a)
− 25 cosh(6t) sinh(8a) + cosh(6t) sinh(12a) .
Claim: ψ1(a, t) 6 0 and ψ2(a, t) 6 0 for (a, t) ∈ [0, A4]× [0,∞).
Proof of Claim. First of all, we will show that ψ1(a, ·) 6 0 for a ∈ [0, A4].
Since cosh(2t) > 1 for any t ∈ [0,∞), we have the estimate
ψ1(a, t) = − sinh(2t)(22− 29 cosh(4a)− cosh(8a)
+ 52 cosh(2t) cosh(6a) + 12 cosh(2t) cosh(10a))
− sinh(6t)(25 cosh(8a)− cosh(12a))
6 − sinh(2t)(22− 29 cosh(4a)− cosh(8a)
+ 52 cosh(6a) + 12 cosh(10a))
− sinh(6t)(25 cosh(8a)− cosh(12a)) .
Since 52 cosh(6a)−29 cosh(4a) > 0 and 12 cosh(10a)−cosh(8a) > 0 for 0 6 a <∞
and 25 cosh(8a) − cosh(12a) > 0 for 0 6 a 6 A4, we have ψ1(a, ·) < 0 for
0 6 a 6 A4.
Secondly, for any a > 0, we apply the inequality
sinh((m+ n)a) > sinh(ma) + sinh(na) ,
where m,n are positive integers, to get the following inequalities
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• sinh(6a) > sinh(4a) + sinh(2a),
• sinh(8a) > 4 sinh(2a), and
• sinh(10a) >

sinh(8a) + sinh(2a)
sinh(4a) + 3 sinh(2a)
5 sinh(2a)
,
which can imply the estimate
ψ2(a, t) 6 − 46 sinh(2a)(cosh(4t)− 1)− 30 sinh(2a)(cosh(6t)− 1)
− 29 sinh(4a)(cosh(4t)− cosh(2t))
− sinh(8a)(cosh(4t)− cosh(2t))
− cosh(6t)
Å
35
2
sinh(8a)− sinh(12a)
ã
.
Since 352 sinh(8a) − sinh(12a) = sinh(4a)(1 + 35 cosh(4a) − 4 cosh2(4a)) > 0 if
0 6 a 6 A4 and the fact cosh(6t) > cosh(4t) > cosh(2t) > 1 for 0 6 t < ∞, we
have ψ2(a, t) 6 0 for (a, t) ∈ [0, A4]× [0,∞). 
Therefore ψ(a, t) < 0 for (a, t) ∈ [0, A4]× [0,∞). 
Now we are able to prove Theorem 3.9.
Theorem 3.9 ([5]). There exists a constant ac ≈ 0.49577389 such that the
following statements are true:
(1) Ca is an unstable minimal surface with index one if 0 < a < ac;
(2) Ca is a globally stable minimal surface if a > ac.
Proof of Theorem 3.9. Recall that we have E(a) = d′0(a)/
√
2 by (3.13). We
claim that d′0(a) satisfies the following conditions:
• d′0(a)→∞ as a→ 0+ and d′0(a) < 0 on [A3,∞), and
• d′0(a) is decreasing on (0, A4),
where A3 < A4 are constants defined in Lemma 3.7 and Lemma 3.8. These
conditions can imply that d′0 has a unique zero ac ∈ (0,∞) such that d′0(a) > 0
if 0 < a < ac and d
′
0(a) < 0 if a > ac, hence together with Theorem 3.6, the
theorem follows (see Fig. 6).
Next let’s prove the above Claim. It’s easy to verify that
(3.19) d′0(a) =
∫ ∞
0
sinh(a+ t)(5 cosh2(a+ t)− cosh2(3a+ t))
cosh2(a+ t)
»
sinh(2t) sinh3(4a+ 2t)
dt .
By Lemma 3.7, d′0(a) < 0 on (A3,∞). Now let
(3.20) h(a, t) =
sinh(a+ t)(5 cosh2(a+ t)− cosh2(3a+ t))
cosh2(a+ t)
»
sinh(2t) sinh3(4a+ 2t)
.
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-0.5
0
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1
1.5
Figure 6. The derivative of the function d0(a) for a ∈ (0, 3].
Then for any fixed constant a > 0, we have the estimates
(3.21) h(a, t) ∼ C1(a)
Ç√
sinh t+
cosh t√
sinh t
å
, as t→ 0 ,
and
(3.22) h(a, t) ∼ C2(a)
cosh t cosh(2a+ t) sinh(4a+ 2t)
, as t→∞ .
Hence d′0(a) is well defined for a > 0, and then
lim
a→0+
d′0(a) =
∫ ∞
0
1
sinh t cosh2 t
dt
=
ï
log
Å
cosh t− 1
cosh t+ 1
ã
+
1
cosh t
òt=∞
t=0
=∞ .
Next, we have
(3.23) d′′0(a) =
∫ ∞
0
ψ(a, t)
16 cosh3(a+ t)
»
sinh(2t) sinh5(4a+ 2t)
dt ,
here ψ(a, t) is the function defined by (3.17). By the result in Lemma 3.8, d′′0(a) <
0 for a ∈ (0, A4), thus d′0(a) is decreasing on (0, A4). 
4. Least area minimal catenoids
In this section, we will prove Theorem 4.6. First of all we need some results
for proving Theorem 4.6.
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Proposition 4.1 ([5, Proposition 4.8 and Lemma 4.9]). Let σa ⊂ B2+ be the
catenary given by (2.9). For 0 < a1 < a2, the catenaries σa1 and σa2 intersect
at most at two symmetric points and they do so if and only if d0(a1) < d0(a2).
Furthermore we have the following results:
(1) For a1, a2 ∈ (0, ac), the catenaries σa1 and σa2 intersect exactly at two
symmetric points (see Fig. 7).
(2) All catenaries {σa}a>ac foliate the subdomain of B2+ which is bounded by
the catenary σac and the arc of ∂∞B2+ between the asymptotic boundary
points of σac (see Fig. 8).
u
v
Figure 7. Catenaries σa for a = 0.1, 0.2 and 0.3. The catenaries
in the family {Ca}0<a<ac intersect with each other at exactly two
symmetric points.
u
v
Figure 8. Catenaries σa for a = ac, 0.8, 1.0 and 1.2. All catenar-
ies in {σa}a>ac foliate the subdomain of the semi-disk B2+ above
the catenary σac .
According Proposition 4.1, the catenaries σa1 and σa2 intersect exactly at two
points if 0 < a1 < a2 < ac. In order to prove Theorem 4.6, we require that the
intersections of σa1 and σa2 should not be contained in the region of B2+ foliated
by {σa}a>ac . More precisely, we have the following result.
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Proposition 4.2. For any constant a ∈ (0, ac),
C(z(a)) ∩
( ⋃
α>ac
Cα
)
= ∅ ,
where C(z(a)) is the maximally weakly stable subdomian of Ca which is defined by
(3.15).
Lemma 4.3. Let R3 and R4 be the regions defined by
R3 = {(a, t) ∈ R2 | t > a > A3} ,
R4 = {(a, t) ∈ R2 | 0 < a 6 A4 and t > a} ,
where A3 and A4 are the constants defined in (3.16) and (3.18). Then we have
∂
∂a
ρ(a, t) < 0 for (a, t) ∈ R3 ,
and
∂2
∂a2
ρ(a, t) < 0 for (a, t) ∈ R4 ,
where ρ(a, t) is defined in (2.9′).
Proof. Using the substitution τ 7→ τ + a, we have
ρ(a, t) =
∫ t−a
0
sinh(2a)
cosh(a+ τ)
dτ»
sinh2(2a+ 2τ)− sinh2(2a)
, t > a .
Direct computation shows
∂
∂a
ρ(a, t) =
∫ t−a
0
sinh(a+ τ)(5 cosh2(a+ τ)− cosh2(3a+ τ))
cosh2(a+ τ)
»
sinh(2τ) sinh3(4a+ 2τ)
dτ
− sinh(2a)
cosh t ·
»
sinh2(2t)− sinh2(2a)
and
∂2
∂a2
ρ(a, t) =
∫ t−a
0
ψ(a, τ)
16 cosh3(a+ τ)
»
sinh(2τ) sinh5(4a+ 2τ)
dτ
− sinh t · w(a, t)√
2 cosh2 t · (cosh(4t)− cosh(4a))3/2 ,
where ψ(a, τ) is given by (3.17) and w(a, t) is defined by
w(a, t) = − 5 sinh(2a) + sinh(6a)− 7 sinh(2a− 4t)
− 12 sinh(2a− 2t) + 4 sinh(2a+ 2t) + sinh(2a+ 4t) .
Recall that t > a > 0, we have w(a, t) > sinh(6a) > 0, together with the
arguments in the proofs of Lemma 3.7 and Lemma 3.8, the proof of the lemma
is complete. 
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Proof of Proposition 4.2. Let D = ∪α>acσα be the subregion of B2+. We claim
that σa1 ∩ σa2 is disjoint from D for 0 < a1 < a2 < ac (see Fig. 9).
u
v
σa1
σa2
σac
Figure 9. D is the shadow region. In this figure, a1 = 0.1 and
a2 = 0.25. We can see that σa1 ∩ σa2 is disjoint from D.
Actually if σa1 ∩σa2 ⊂ D, since D is foliated by the catenaries {σα}α>ac , there
exists a3 > ac such that σa1 , σa2 and σa3 intersect at the same points. Let t0
be the y-coordinate of the intersection points (recall that we equip B2+ with the
warped product metric (2.6)), then t0 > a3 (see the proof of Lemma 4.9 in [5]).
Consider the function
ϕ(α) = ρ(α, t0) , α ∈ [a1, a3] .
By our assumption, ϕ(a1) = ϕ(a2) = ϕ(a3). By L’Hoˆpital’s rule, there exist
a4 ∈ (a1, a2) and a5 ∈ (a2, a3) such that ϕ′(a4) = ϕ′(a5) = 0. By Lemma 4.3,
a5 < A3 and then a5 < A4. Applying L’Hoˆpital’s rule again, there exists a6 ∈
(a4, a5) ⊂ (a1, a3)∩ (0, A4) such that ϕ′′(a6) = 0. This is impossible according to
Lemma 4.3. Therefore σa1 ∩ σa2 is disjoint from D for 0 < a1 < a2 < ac.
For 0 < a1 < a2 < a3 < ac, let yij denote the y-coordinate of the intersection
of σai and σaj (1 6 i < j 6 3), then we claim that y12 < y13 < y23 (see
Fig. 10). Otherwise, we must have y23 < y13 < y12, this may imply there exists
a4 ∈ (a3, ac) such that σa1 , σa2 and σa4 intersect at the same points. But this
is impossible according to the similar argument as above. Hence lim
α→a(σa ∩ σα)
exists and is disjoint from D.
By the definition of the variation Jacobi field ξ in (3.9), ξ(a, ·) changes its sign
at the different sides of lim
α→a(Ca ∩ Cα), hence
lim
α→a(Ca ∩ Cα) = ∂C(z(a)) ,
and therefore C(z(a)) ∩ (∪α>acCα) = ∅ if a < ac. 
The following estimate is crucial to the proof of Theorem 4.6.
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u
v
σa1 ∩ σa2σa1 ∩ σa3
σa2 ∩ σa3
Figure 10. Recall that each catenary σa is symmetric about the
y-axis. For 0 < ai < aj < ac, the catenaries σai and σaj intersect
at two points which are also symmetric about the y-axis. In this
figure, a1 = 0.1, a2 = 0.2 and a3 = 0.4, and one can see that
y12 < y13 < y23.
Lemma 4.4. For all real numbers a > 0, consider the functions
(4.1) f(a) =
∫ ∞
a
sinh t ·
Ñ
sinh(2t)»
sinh2(2t)− sinh2(2a)
− 1
é
dt ,
and g(a) = cosh a− 1, then we have the following results:
(1) f(a) is well defined for each fixed a ∈ (0,∞).
(2) f(a) < g(a) for sufficiently large a.
Proof. (1) Using the substitution t→ t+ a, we have
f(a) =
∫ ∞
0
sinh(a+ t)
Ñ
sinh(2a+ 2t)»
sinh2(2a+ 2t)− sinh2(2a)
− 1
é
dt .
We will prove that f(a) < K cosh a, where
(4.2) K =
∫ 1
0
1
x2
Ç
1√
1− x4 − 1
å
dx
is a constant between 0 and 1.
Let Φ(a, t) =
sinh(2a+ 2t)»
sinh2(2a+ 2t)− sinh2(2a)
, then for any fixed t ∈ [0,∞), it’s
easy to verify that Φ(a, t) is increasing on [0,∞) with respect to a. So we have
the estimate
Φ(a, t) 6 lim
a→∞
sinh(2a+ 2t)»
sinh2(2a+ 2t)− sinh2(2a)
=
sinh(2t) + cosh(2t)»
(sinh(2t) + cosh(2t))2 − 1
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=
e2t√
e4t − 1 =
1√
1− e−4t .
Besides, sinh(a + t) < (sinh t + cosh t) cosh a = et cosh a, therefore we have the
following estimate
f(a) < cosh a
∫ ∞
0
et
Ç
e2t√
e4t − 1 − 1
å
dt
= cosh a
∫ ∞
0
et
Ç
1√
1− e−4t − 1
å
dt
= cosh a
∫ 1
0
1
x2
Ç
1√
1− x4 − 1
å
dx (t 7→ x = e−t)
Since x2 + 1 > 1, we have
K =
∫ 1
0
1
x2
Ç
1√
1− x4 − 1
å
dx
<
∫ 1
0
1
x2
Ç
1√
1− x2 − 1
å
dx = 1 ,
where we use the substitution x→ sinx to evaluate the second integral in (4.2).
(2) We have proved that f(a) < K cosh a for any a ∈ [0,∞). Let
(4.3) al = cosh
−1
Å
1
1−K
ã
,
then f(a) < g(a) if a > al. 
Remark 4. The function f(a) in (4.1) has its geometric meaning: 2pif(a) is the
difference of the infinite area of one half of the catenoid Ca and that of the annulus
A = {(0, v, w) ∈ B3 | tanh(a/2) 6
√
v2 + w2 < 1} .
Remark 5. The first definite integral in (4.2) is an elliptic integral. By the
numerical computation, K ≈ 0.40093, and hence al ≈ 1.10055.
We need the coarea formula that will be used in the proof of Theorem 4.6.
The proof of (4.4) in Lemma 4.5 can be found in [24].
Lemma 4.5 (Calegari and Gabai [6, §1]). Suppose Σ is a surface in the hyperbolic
3-space B3. Let γ ⊂ B3 be a geodesic, for any point q ∈ Σ, define θ(q) to be the
angle between the tangent space to Σ at q, and the radial geodesic that is through
q (emanating from γ) and is perpendicular to γ. Then
(4.4) Area(Σ ∩Ns(γ)) =
∫ s
0
∫
Σ∩∂Nt(γ)
1
cos θ
dldt ,
where Ns(γ) is the hyperbolic s-neighborhood of the geodesic γ.
Now we are able to prove Theorem 4.6.
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Theorem 4.6. There exists a constant al ≈ 1.10055 defined by (4.3) such that
for any a > al the catenoid Ca is a least area minimal surface in the sense of
Meeks-Yau.
Proof of Theorem 4.6. First of all, suppose that a > al is an arbitrary con-
stant. Suppose that ∂∞Ca = C1∪C2, and let Pi be the geodesic plane asymptotic
to Ci (i = 1, 2). Let σa = Ca ∩ B2+ be the generating curve of the catenoid Ca.
For x ∈ (−d0(a), d0(a)), let P (x) be the geodesic plane perpendicular to the
u-axis such that dist(O,P (x)) = |x|. Now let
(4.5) Σ =
⋃
|x|6x1
(Ca ∩ P (x)) ,
for some 0 < x1 < d0(a). Let ∂Σ = C+ ∪ C−. Note that C+ and C− are coaxial
with respect to the u-axis.
Claim 1. Area(Σ) < Area(P+) + Area(P−), where P± are the compact subdo-
mains of P (±x1) that are bounded by C± respectively (see Fig. 11).
u
v
p+p−
q+q− O
Figure 11. The curve p˘−p+ = Σ ∩ B2+ is the portion of the
catenary σa with a = 1.2. The curves p˘+q+ = P+ ∩ B2+ and
p˘−q− = P− ∩ B2+. In this figure, y1 = 2.4 and x1 ≈ 0.330439. By
numerical computation: Area(Σ) = 54.6636 and Area(P+∪P−) =
57.2643.
Proof of Claim 1. Recall that P± are two (totally) geodesic disks with hyper-
bolic radius y1, so the area of P± is given by
(4.6) Area(P+) = Area(P−) = 4pi sinh2
Å
y1
2
ã
= 2pi(cosh y1 − 1) ,
here (x1, y1) ∈ σa satisfies the equation (2.9).
Recall that Area(Σ) = Area(Σ ∩Ny1(γ0)), by the co-area formula we have
(4.7) Area(Σ) =
∫ y1
a
Å
Length(Σ ∩ ∂Nt(γ0)) · 1
cos θ
ã
dt ,
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where the angle θ is given by (2.8), hence
(4.8) Area(Σ) =
∫ y1
a
Ñ
4pi sinh t · sinh(2t)»
sinh2(2t)− sinh2(2a)
é
dt .
By Lemma 4.4, for any a > al we have∫ ∞
a
sinh t ·
Ñ
sinh(2t)»
sinh2(2t)− sinh2(2a)
− 1
é
dt < cosh a− 1 ,
therefore for any y1 ∈ (a,∞) we have
4pi
∫ y1
a
sinh t ·
Ñ
sinh(2t)»
sinh2(2t)− sinh2(2a)
− 1
é
dt < 4pi(cosh a− 1) ,
and then Area(Σ) < Area(P+) + Area(P−). 
Claim 2. There is no minimal annulus with the same boundary as that of Σ
which has smaller area than that of Σ.
Proof of Claim 2. Recall that a is an arbitrary constant chosen to be > al.
Let Ω be the subregion of B3 bounded by P (−x1) and P (x1), and let Ta be the
simply connected subregion of B3 bounded by Ca.
Assume that Σ′ is a least area annulus with the same boundary as that of Σ,
and Area(Σ′) < Area(Σ). Since Σ′ is a least area annulus, it must be a minimal
surface. By [19, Theorem 5] and [20, Theorem 1], Σ′ must be contained in Ω,
otherwise we can use cutting and pasting technique to get a minimal surface
contained in Ω that has smaller area. Furthermore, recall that {Cα}α>ac locally
foliates Ω ⊂ B3, therefore Σ′ must be contained in Ta ∩ Ω by the Maximum
Principle. It’s easy to verify that the boundary of Ta∩Ω is given by ∂(Ta∩Ω) =
Σ ∪ P+ ∪ P−.
Now we claim that Σ′ is symmetric about any geodesic plane that passes
through the u-axis, i.e., Σ′ is a surface of revolution. Otherwise, using the reflec-
tion along the geodesic planes that pass through the u-axis, we can find another
annulus Σ′′ with ∂Σ′′ = ∂Σ′ such that either Area(Σ′′) < Area(Σ′) or Σ′′ contains
folding curves so that we can find smaller area annulus by the argument in [19,
pp. 418–419]. Similarly, Σ′ is symmetric about the vw-plane.
Now let σ′ = Σ′∩B2+, then σ′ must satisfy the equations (2.7) for some constant
a′ > 0, which may imply that Σ′ is a compact subdomain of some catenoid Ca′
(see Fig. 12). Obviously Ca′ ∩ Ca = C+ ∪ C−.
Since Σ′ ⊂ Ta ∩ Ω, we have a′ 6 a. We claim that if a′ < a, that is Σ′ is not
the same as Σ, then it must be unstable, which implies a contradiction. In fact, if
a′ < a, since d0(a′) < d0(a) < d0(ac), we have a′ < ac by Proposition 4.1, which
implies that Ca′ is unstable. Besides, according to Proposition 4.2, the subdomain
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u
v
p+p−
q+q− O
σ′
Figure 12. The shaded region is equal to (Ta ∩ Ω) ∩ B2+. If
Σ′ 6= Σ, then σ′ = Σ′ ∩ B2+ is the portion of some catenary σa′
with a′ < ac and then Σ′ is unstable.
Σ′ of Ca′ is also unstable, so it couldn’t be a least area minimal surface unless
Σ′ ≡ Σ. Therefore any compact annulus of the form (4.5) is a least area minimal
surface. 
Now let S be any compact domain of Ca, then we always can find a compact
annulus Σ of the form (4.5) such that S ⊂ Σ. If S is not a least area minimal
surface, then we can use the cutting and pasting technique to show that Σ is not
a least area minimal surface. This is contradicted to the above argument.
Therefore if a > al, then Ca is a least area minimal surface in the sense of
Meeks-Yau. 
Remark 6. In the proof of Claim 2 in Theorem 4.6, if Σ′ is an annulus type
minimal surface but it is not a least area minimal surface, then it might not be
a surface of revolution (see [17, p. 234]).
Corollary 4.7. There exists a finite constant Dl = 2d0(al) ≈ 0.729183 such that
for two disjoint circles C1, C2 ⊂ S2∞, if dL(C1, C2) 6 Dl, then there exist a least
area spherical minimal catenoid C which is asymptotic to C1 ∪ C2.
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