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INTRODUCTION 
 
Prediction of unsteady aerodynamic derivatives 
is the most important aspect for dynamic motion. 
Research in experiment and computation about 
predicting the aerodynamic derivatives had been 
done since the last ten years [1, 2]. However, there 
is a continued active research for computational 
method to establish the performance of the flow 
solver based estimation of aerodynamic 
derivatives, yet is not matured enough [3-4]. 
The visualization of flow is very important in 
order to know the effect from the aerodynamic 
derivatives via computational method. The close 
prediction of dynamic characteristics with 
experiment uses powerful tools of computational 
fluid dynamics (CFD) code [5]. Currently, CFD has 
made rapid progress and acquired many test cases 
environment to obtain the best agreement of 
aerodynamic databases compared to the 
experimental results [6].  Much effort had been 
put in computational technique to determine the 
aerodynamic derivatives and the coefficient in CFD 
around the world [7-9].  
For example, in United States, the program 
called Computational Methods for Stability and 
Control (COMSAC) by NASA Langley Research 
Centre (LaRC) had investigated the capability of 
the high-fidelity CFD code for steady-state 
ABSTRACT 
This paper aims to evaluate the 
aerodynamic derivatives from 
computational fluid dynamics to obtain 
derivatives at transonic speed. The 
derivatives are computed using the 
equation of Reynolds-Averaged-Navier-
Stokes and a time-domain flow solver. In 
order to predict this study, standard 
dynamic model geometry is adopted. 
Three separated methods are used to 
calculate the aerodynamic derivatives. 
Then, the comparison betweenlow-fidelity 
solver, high-fidelity computational and 
experimental data available showedthat a 
satisfactory agreement was observed 
simultaneously. The study conducted 
showed the evaluation of unstable 
aerodynamic derivatives prediction, useful 
for longitudinal motion. The derivatives 
such as normal force derivatives and 
pitching moment derivatives function as 
important derivatives in the aerodynamic 
coefficient for the dynamic motion 
analysis. 
This paper aims to evaluate the 
aerodynamic derivatives from 
computational fluid dynamics to obtain 
derivatives at transonic speed. The 
derivatives are computed using the 
equation of Reynolds-Averaged-Navier-
 
Journal of Transport System Engineering 4:1 (2017) 8–16 
4:1 (2017) 8–16 | www.jtse.utm.my | eISSN 2289–9790 | 
derivatives computation [10]. Moreover, another 
application using CFD is Kestrel which was 
developed as a multi-physics analysis tool for 
fixed-wing aircraft in the framework of CREATE-AV 
model as explained in [3] which can simulate six 
degree-of-freedom aircraft motion with controlled 
surface motion and identify the nonlinear dynamic 
derivatives characteristics. On the other hand, in 
Europe, the simulation, stability and control 
research team (SimSAC)[11] had projects running 
simultaneously to enhance computerized 
environment such as CFD for aircraft synthesis and 
then integrated optimization methods (CEASIOM) 
[12]using the aerodynamic derivatives.     
This paper presents the use of CFD to predict 
the aerodynamic derivatives for the specific 
transonic regime flow at Mach number 0.88 using 
the new-innovation CFD flow solver code called 
fast flow solver “FaSTAR”. It was developed by 
Japan Aerospace and Exploration Agency (JAXA) 
[2-3, 6-7]. In order to use this flow solver, a full 
automatic grid generator “HexaGrid” was 
implemented. The moving grid method to the 
FaSTAR code was used to obtain the dynamic 
derivatives. The obtained results were compared 
for the steady and quasi-steady flow computations 
with experiment results. The analysis tools of CFD 
were validated among the existing CFD flow solver 
from previous publication and experimental 
results based on Deutsche ZentrumfürLuft-und 
Raumfahrt (DFVLR), National Aerospace laboratory 
(NAL), Japan and Fédération Française 
Aéronautique (FFA) with the basic model of 
standard dynamic model (SDM) [2-3, 6-7].  
This paper is organized as follows: the target 
aircraft considered here is described in the 
following section. Then, the methodology, which 
contains an overview of the computational 
methods of aerodynamic derivatives, the 
estimation of static derivatives and dynamic 
derivatives are described, followed by 
theexplanation of the computational fluid dynamic 
toolsconsisting of the grid solver, flow solver and 
computational condition. Finally, the results and 
discussion are presented inclusive of the 
estimation of statics and dynamics derivatives at 
Mach number 0.88. The results also showed the 
comparison between CFD and experiments using 
DFVLR, NAL and FFA. Then, the conclusion is stated 
as the last remarks of this study. 
 
TARGET AIRCRAFT 
 
In this study, standard dynamic model (SDM) is 
used as the test aircraft model for CFD. As shown 
in Fig. 1, SDM has the moment of inertia Ixx, Iyy  
and zzI of 0.125 kg.m
2, 0.539 kg.m2, and 0.616 
kg.m2, respectively [2-3].  
 
Figure 1. Three-view of SDM. 
 
METHODOLOGY 
 
Overview of Computational Methods of 
Aerodynamic Derivatives 
 
The representation of the aerodynamic coefficient 
is normally modelled as the sum of several 
aerodynamic stability derivatives which is an 
inherent stability of an aircraft. The function needs 
to be multiplied with several effects which may 
vary depending on longitudinal flight conditions as 
shown in Eq. (1) [2]  
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The first term on the right hand side can be 
obtained in static (steady) calculations, the second 
term can be measured from rotational balance 
(quasi-steady calculation) and third term from the 
forced oscillation (unsteady calculations), 
respectively. In this study, the aerodynamic 
coefficient databases using CFD are utilised. The 
prediction of aerodynamics derivatives were 
obtained using CFD through three separated 
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methods. First, is the estimation of static 
derivatives, second, is the estimation of steady 
rotated derivatives and third, the estimation of the 
unsteady derivatives. 
Estimation of Static Derivatives 
The first method is using static computation which 
produces the derivatives such as    
   
  
and 
    
   
  
. The derivatives are obtained by 
calculating the central difference between the 
values of the corresponding angle of attack .0  
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Estimation of Steady-Rotated Derivatives 
The second method is using the quasi-steady 
(steady rotated) method which produces the 
derivatives such as     
   
  
and     
   
  
individually, where the term    ̇  
   
  ̇
and 
   ̇  
   
  ̇
are assumed as zero. In this estimation, 
the grid moving method is used. 
 
Estimation of Dynamic Derivatives 
The third method is using unsteady computational 
method which will obtain the derivatives 
of        ̇and        ̇simultaneously.These 
summations of derivatives cannot be predicted 
individually [14-15]. For the evaluation of unsteady 
dynamic model, the moving grids method is used. 
In dynamic motion, the dampness and stiffness 
derivatives are very important. The results 
obtained from the static methods analysis are 
used as a starting value. As an example,    is 
estimated from the non-linear approximate 
equation asin Eq. (1). Then, the derivation of Eq. 
(1) yields the linear approximate equation as inEq. 
(3). Using the same method,    and   are 
calculated in the same way as  . 
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Then,  t sin is substituted in Eq. (3) to 
obtain Eq. (4) as follows. 
)sin(   tACC mom   
  (4) 
where, 
 





m
mmq
mmqm
CU
c
CC
U
c
CCCA
1
tan
)( 2
2
22
















 
where, A and  are identified from the result 
obtained from the means ofthe least square 
method. Therefore,    and        ̇  are 
calculated using Eq. (5) and Eq. (6).  
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COMPUTATIONAL FLUID DYNAMICS TOOLS 
Computational Solver 
Grid Solver 
In this study, the unstructured hexahedral 
mesh is generated around SDM using HexaGrid 
software [2-3].  
Firstly, the Cartesian typegrid is generated for 
local refinement. The step starts from one cell to 
cover the whole computational domain, which is 
set by the users. In the three-dimensional space, 
each refinement will be divided iso tropically into 
eight child cells of equal size and shape. After that, 
the local grid will be refined until the size of 
connecting cells to be the solid surface that is 
smaller than a maximum grid size set by users. This 
process is automatically refined according to the 
surface grid size as shown in Fig. 2(1). Next, the 
grid will be refined continuously until the size of 
cells connecting the solid surface with the large 
curvature reaching either a satisfactory level or a 
minimum grid size set by users as shown in Fig. 
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2(2). After, the Cartesian grid cells intersect the 
solid object, this grid is snapped onto the solid 
surface by moving each node of a quad surface to 
the closest location on the solid surface. A number 
of prismatic grid layers is constructed on the 
snapped surface. Users can define the thickness of 
the first grid layer, and the expansion factor of 
thickness. The benefit of using this method is users 
can control the grid size using the “Refinement 
box” with HexaGridGUI as shown in Fig. 2(3). 
Generally, in this study, the cell size is set 
uniformly to a value of 1.6 mm, and this size 
generates approximately about 165 cells for the 
mean aerodynamic chord (MAC). The thickness of 
the first grid layer is 0.02 mm and corresponds to 
the y+=7[16-17]. Therefore, for the longitudinal 
motion, such as pitching moment motion uses the 
half span model with about 7 million cells in a base 
grid model and 23 million cells for fine grid as 
shown in Fig. 3(a)-(b). 
 
Figure 2: Refinement process of Cartesian grid. 
 
(a) 
 
(b)  
Figure 3: Computational grid. (a) Base grid, (b) Fine 
grid. 
Flow Solver 
The CFD flow solver used is called FaSTAR. 
FaSTAR was developed by the Japan Aerospace 
Exploratory Agency (JAXA).  FaSTAR is performed 
using unstructured high speed networks. The 
compressible Navier-Stokes equation is employed 
as the governing equation. Spalart-Almaras with 
rotation correction turbulence model (SA-R) [18] is 
used as a turbulent model. Then, the finite volume 
method (VLM) is employed for space visualization. 
In order to evaluate numerical functions, the 
Harten-Lax-Van-Leer-Einfeldt-Wada (HLLEW) [19] 
is employed. Second-order spatial accuracy is 
realized by using MUSCL interpolation [20]. The 
gradients at cell interfaces are reconstructed using 
a Green-Gauss (GG) method and a 
Venkatakrishnan limiter [21] extended for 
unstructured grids is used. A dual-time stepping 
method is used to perform accurate time 
calculations [22]. Lower/upper symmetric Gauss-
Seidal (LU-SGS) [23] implicit method is used for the 
pseudo time sub-iteration, and the physical time is 
discretized by three-point backward difference 
scheme.  
In moving grids method, the movement speed 
of grids is added to the flux which passes through 
the cell boundary. Static rotation analysis yields 
constant rotation speed. Dynamic motion analysis 
yields movement grids to simulate rotation speeds 
and time variation of angle of attack .0 In 
dynamic motion analysis, the dual time stepping 
method using quasi-time is introduced. Inertia was 
evaluated through second-order backward 
scheme. The time step of quasi-time used the local 
time stepping method and diagonal component of 
LU-SGS implicit method as shown in Eq. (7). 
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where i is cell number , j is surface number, V is 
volume,   is time,   is quasi-time,   is maximum 
characteristics of value of Jacobian and S is area 
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of cell surface. Therefore, the usage of   is 0.1 and 
the time step is iterated about 10000 steps using a 
period of vibration [16-18].  
Computational Condition 
In this study the computational conditions are 
carried out using several wind tunnels data such as 
DFVLR, FFA and NAL. Thus, the comparison results, 
specifically in Reynolds numberare Re = 2.82 610
and Mach number Ma = 0.88. The test case is 
without shock wave and the reduced frequency, k 
= Uc / = 0.0457, where  = is the angular 
frequency and U is uniform flow velocity. 
However, this reduced frequency takes a long time 
for integration. The ratio of time scale is 
Uc
f
T
T
ref /
/2
/1
2
1  which is approximately about 120. 
This indicates that the flow passes 120 times over 
the wing during a period. The simulation of the 
dynamic motion is half amplitude  =1.0. The CFL 
number is about 50 and inner iteration is 50. For 
unsteady computation, the Unsteady Reynolds-
Averaged Navier-Stokes Simulation (URANS) is 
employed. URANS is employed to obtain the 
historical data for a long time.  
RESULTS AND DISCUSSION 
 
In this study, the evaluation is only done for 
longitudinal motion. The result showed that 
normal coefficient     axial coefficient    and 
pitching moment coefficient    is consistent with 
the experimental data DFVLR when the angle of 
attack was increased. 
Estimation of Static Derivatives 
 
The simulation for steady motion is analysed 
based on steady flight motion at speed U and 
angle of attack 0 . In Fig. 4 the pressure 
coefficient Cp contours for steady flow 
characteristics were shown from the angle of 
attack 0.0 to 20.0°. Based on Fig. 4(a), the vortex 
flow does not occur at the leading edge of wing at 
angle of attack 0.0 . By increasing the angle of 
attack to 20.0°, the leading edge surface angle will 
also increase, consequently increasing the front 
flow occurring at the vortex. In this condition, 
aircraft has less pressure and influences stall flight 
due to the loss lift up.  Hence, aircraft must be 
extra careful to fly due to the change in the vortex 
flow such example in Fig. 4(e). 
Fig. 5(a) shows the     plot against the angle of 
attack, Fig. 5(b) shows    plot against the angle of 
attack and Fig. 5(c) shows    plot against the  
angle of attack. Based on Fig. 5(a) and (b),  and    
from DFVLR’s and FFA’s experiment and the results 
from CFD are consistent for both steady and 
unsteady computation. DATCOM result showed a 
higher value than the other results.    from CFD 
almost agrees with that obtained from the NAL’s 
and DFVLR’s experiment for the value of angle 
attack α  between 0.0° to 10.0°. However, when 
comparing the CFD results with increased angle of 
attack, the same plot trend only appears for angle 
of attack value of up to 15.0°, otherwise,    value 
for CFD will drop drastically compared to the data 
of DFVLR and FFA. DATCOM results are considered 
acceptable because they are still in the range of 
prediction [2].  
From the obtained aerodynamic coefficient (Fig 
5(a)-(c)), the stiffness derivatives namely    , 
   and    are calculated using central difference 
method. In Fig. 6(a)-(c) the stiffness derivatives 
of   ,   and    for steady and unsteady 
computation are shown respectively. Based on Fig. 
6(a), the CFD steady computation has large values 
of   compared to experiment NAL, but closer to 
DFVLR. Moreover, in Fig. 6(b) and (c),     and     
also showed that the result of steady CFD 
computation was far different from the result of 
experiment NAL data. 
 
(a) 
 
(b) 
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(c) 
 
(d) 
 
(e) 
Figure 4. Cp contours with Mach number = 0.88 for 
steady flow characteristics. (a) Angle of attack = 0.0 
degree, (b) Angle of attack = 5.0 degrees, (c) 10.0 
degrees, (d) 15.0 degrees, (e) 20.0 degrees. 
 
(a)  
 
 
(b) 
 
  (c)  
Figure 5. Comparison of steady characteristics model, 
CFD, DATCOM and experiment results at variousangles 
of attack. (a) Normal force coefficient CZ, (b) axial force 
coefficient, CXand (c) pitching moment coefficient CM. 
 
Based on Fig. 6(a)-(c), the unsteady derivatives 
method for    ,    and    showed better 
agreement with the experimental results [2]. 
Based on Fig. 6(a), the   of unsteady computation 
has a closer values compared to steady 
computation when compared with the experiment 
NAL. In addition, the comparison of     for steady 
and unsteady computation proved that the 
unsteady computation agree well with the 
experiment NAL as shown in Fig. 6(c). The same 
trend for unsteady methods showed close 
prediction between CFD and experiment NAL for 
     However, the comparison between 
experimental data, such as DFVLR and FFA does 
not agree well. This may be caused by the 
difference in Reynolds number value and CFL 
number. 
 
(a) 
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(b) 
 
(c) 
Figure 6. Comparison of stiffness derivatives among CFD, 
DATCOM and experiment results. (a) CZversus angle of 
attack, (b) CXversus angle of attack, and (c) CMversus 
angle of attack. 
Estimation of Dynamic Derivatives 
Next, based on Fig. 7, the results showed the 
dynamic derivatives data. The dynamic derivatives 
were computed in two ways which are using quasi-
steady rotational method and unsteady method. 
For quasi-steady rotational method the rotational 
derivatives such as     and     can be computed 
individually and   ̇ and   ̇are assumed as zero. 
Therefore, the damping derivatives (   and    ) 
are decreased at a higher angle of attack. On the 
other hand, in the dynamic motion analysis, the 
damping derivatives are increased at a higher 
angle of attack. From these results, the dynamic 
motion using unsteady method analysis is better 
than steady analysis. According to Fig. 7(a), the 
dynamic derivatives for normal coefficient such 
as    are positive values. However, when 
computed using the unsteady methods, the values 
of        ̇ are computed together, then the 
results were much closer to the experiment NAL. 
This value also shows the same trend results when 
compared to the DFVLR and FFA. Furthermore, in 
Fig. 7(b), the same situation occurs for    . The 
singular evaluation of    gives far prediction from 
the experiment NAL and the trend data samples of 
course do not agree well. However, using unsteady 
computation, the results of CFD were the total 
values of        ̇,which was good enough 
compared to the NAL data and the close trend 
with the DFVLR and FFA. In this analysis    is 
neglected as it is very small and the unsteady flow 
method is not applied. 
 
(a) 
 
(b) 
Figure 7. Dynamic derivatives among CFD version and 
experiment result. (a)        ̇versus angle of attack 
and (b)       ̇ versus angle of attack. 
 
Simulation of Longitudinal Motion 
The simulation of longitudinal motion can be 
observed by obtaining the longitudinal mode. 
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There are two longitudinal modes which are long-
period mode and short-period mode. First, results 
from aerodynamic derivatives used unsteady 
derivatives. The observation of mode motion is 
shown in Fig. 8. The comparison between the 
results from the DATCOM, CFD data and the 
experimental result by FFA were made for angle of 
attack 0.0° and Mach number 0.88. Fig. 8(a) shows 
the comparison of long-period mode motion and 
Fig. 8(b) shows the short-period mode motion. In 
this comparison, the CFD results were almost 
similar to the experiment motion, while the 
DATCOM is slightly different as shown in both 
figures 8(a) and (b). This reason proves that the 
prediction from CFD showed the accurate value for 
the prediction that can be a useful comparison to 
the experiment task. 
 
 
(a) 
 
(b) 
Figure 8. Comparisonsof longitudinal motionbetween 
the results from the low-fidelity aerodynamics 
(DATCOM), the high-fidelity CFD and the experimental 
data.(a) long–period mode motion affected by pitch 
angle, θ and(b) short–period mode motion from angle, 
. 
 
CONCLUSIONS 
This study concludes that the solution to 
calculate aerodynamic coefficient and derivatives 
for SDM at transonic condition Mach number 0.88 
was successful using HexaGrid and FaSTAR CFD 
flow solver. Normal coefficient, axial coefficient 
and pitching moment coefficient showed good 
agreement with the experimental data DFVLR with 
strong shock wave and vortexes when the angle of 
attack was increased. Compared to the existing 
study result and wind tunnel data, it was found 
that the dynamic motion (unsteady) analysis 
showed greater agreement than steady (static) 
motion for the aerodynamic derivatives analysis, 
since zC  and mC play an important role for the 
dynamic motion analysis. According to the flow 
field visualization, wing-tip vortex and wake of the 
main wing were influenced by pitching motion. 
Therefore, pitching motion analysis assured the 
time convergence required by pertinent inner 
iteration.  
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NOMENCLATURE 
 
   : Pitching moment coefficient. 
   : Axial coefficient. 
   : Normal coefficient. 
    : Pitching moment coefficient due to 
angle of attack. 
    : Axial coefficient due to angle of 
attack. 
    : Normal coefficient due to angle of 
attack. 
   ̇ : Pitching moment due to time rates of 
angle of attack. 
    : Pitching moment coefficient due to  
pitch rate. 
    : Normal coefficient due to time rates of 
angle of attack. 
   ̇ : Normal coefficient due to pitch rate. 
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