Knowledge of late K and M dwarf metallicities can be used to guide planet searches and constrain planet formation models. However, the determination of metallicities of late-type stars is difficult because visible wavelength spectra of their cool atmospheres contain many overlapping absorption lines, preventing the measurement of equivalent widths. We present new methods, and improved calibrations of existing methods, to determine metallicities of late-K and M dwarfs from moderate resolution (1300 < R < 2000) visible and infrared spectra. We select a sample of 112 wide binary systems that contain a late-type companion to a solar-type primary star. Our sample includes 62 primary stars with previously published metallicities, as well as 50 stars with metallicities determined from our own observations. We use our sample to empirically determine which features in the spectrum of the companion are best correlated with the metallicity of the primary. We find 120 features in K and M dwarf spectra that are useful for predicting metallicity. We derive metallicity calibrations for different wavelength ranges, and show that it is possible to get metallicities reliable to 0.10 dex using either visible, J-, H-, or K-band spectra. We find that the most accurate metallicities derived from visible spectra requires the use of different calibrations for early-type (K5.5-M2) and late-type (M2-M6) dwarfs. Our calibrations are applicable to dwarfs with metallicities of −1.04 <[Fe/H]< +0.56 and spectral types from K7 to M5. Lastly, we use our sample of wide binaries to test and refine existing calibrations to determine M dwarf metallicities. We find that the ζ parameter, which measures the ratio of TiO can CaH bands, is correlated with [Fe/H] for super-solar metallicities, and ζ does not always correctly identify metal-poor M dwarfs. We also find that existing calibrations in the K and H bands are quite reliable for stars with [Fe/H]> −0.5, but are less useful for more metal-poor stars.
INTRODUCTION
Despite their intrinsic faintness, M dwarfs have become attractive targets for exoplanet searches (e.g., Charbonneau et al. 2009; Apps et al. 2010; Mann et al. 2011) , as M dwarfs have smaller radii and lower masses than their solar-type counterparts, allowing for easier detection of low-mass exoplanets (Gaidos et al. 2007 ). For transiting M dwarf planets with high-precision observations, such as those done by Kepler (Borucki et al. 2010; Batalha et al. 2013) , errors in planet parameters (primarily planet radius) are directly tied to errors in stellar parameters (e.g., Muirhead et al. 2012 ), which in turn depend on reliable measurements of stellar temperature and metallicity (Dotter et al. 2008; Demory et al. 2009; Allard et al. 2011) . Accurate metallicities are also necessary to study any correlation between metallicity and planet frequency (e.g. Johnson et al. 2010; Mann et al. 2012) . Further, because the stellar mass function peaks around mid-M, M dwarfs weigh heavily in any study of Galactic structure. The distribution of M dwarf metallicities can therefore be used to set limits on Milky Way formation models (Woolf & West 2012) . However, unlike those of their solar-type counterparts, M-dwarf metallicities are difficult to determine, primarily due to the presence of complex molecular lines in their visible spectra, which result in line confusion and a lack of identifiable continuum, and do not always match with current M dwarf models (Mould 1976; Allard et al. 2011 ). The visible wavelengths usually used to derive metallicities for solar-type stars are dominated by TiO lines that increase in strength with decreasing effective temperature. These TiO lines obscure the continuum, making equivalent width measurements unreliable, and differ as a function of spectral type. Direct spectral synthesis has been tried on a small sample of stars (Bean et al. 2006; Onehag et al. 2012) . However, such spectra is observationally expensive, and spectral synthesis is complicated by incomplete lines lists.
One common technique is to use wide binaries with a solar-type (late-F, G, or early-K) primary and a latetype (late K or M) dwarf companion. Since these stars presumably formed from the same molecular cloud, the metallicity of the M dwarf companion can be assumed to be the same as that of the FGK primary (Bonfils et al. 2005) . From this one can create empirical calibrations of observable features to determine metallicities in M dwarfs. Techniques based on absolute photometry (Bonfils et al. 2005; Johnson & Apps 2009; Schlaufman & Laughlin 2010 ) require parallaxes, which are only avail-able for a handful of the closest and brightest M dwarfs. Molecular indices at visible wavelengths (e.g. Woolf & Wallerstein 2006; Lépine et al. 2013 ) have proven useful for separating M dwarfs into luminosity/metallicity classes (i.e., dwarf, subdwarf, and extreme subdwarf), but saturate near solar metallicity and are less reliable for late-K and early-M dwarfs.
The use of spectral indices in the infrared has, however, been showing considerable promise. Rojas-Ayala et al. (2010, henceforth R10) showed that [Fe/H] can be inferred for M dwarfs using the Na I doublet and Ca I triplet in moderate resolution (R 2700) K-band spectra and assuming solar relative abundances. Rojas-Ayala et al. (2012, henceforth R12) ) expanded on this, showing that one can determine [M/H] for early to mid-M dwarfs as accurately as 0.1 dex using the same indices. Further, Terrien et al. (2012, henceforth T12) were able to demonstrate similar precision in the H−band. However, calibrations for both H-and K-band metallicities were derived using a relatively small sample (18 and 22, respectively) of wide binaries. As a result, they were only verified for systems with near-solar metallicities (−0.4 [Fe/H] +0.3), and for a narrow range of spectral types (M0-M4) .
In this paper we analyze visible and near-infrared (NIR) observations of 112 late-K and M dwarfs with F, G, or early K star primaries. We provide determine metallicity estimates for 50 of the FGK stars. We also provide a full list of the 120 features we identify to be metal-sensitive features in visible and NIR spectra, with the expectation that these will be useful for future studies on M dwarf metallicities. In Section 2 we present our sample of wide-binary systems, followed by a description of our observations and reduction in Section 3. In Section 4 we explain how we determine basic properties for both the primary and companion stars. We discuss our search for metal-sensitive features in Section 5 and present the results from this analysis in Section 6, which includes our calibrations to determine metallicities at a range of wavelengths. We test existing techniques in Section 7. Lastly, we summarize the results in Section 8 and discuss possible drawbacks of our analysis as well as prospects for future studies. All wavelengths used in this work are stated as vacuum values.
SAMPLE
We draw a sample of late K and M dwarfs with comoving FGK stars from a variety of literature sources, specifically , , Lépine & Bongiorno (2007) , Schlaufman & Laughlin (2010) , and Tokovinin & Lépine (2012) . We also identify a number of new common-proper motion (CPM) pairs that contain an FGK star and a late K or M star using proper motions from (in order of preference) Hipparcos (van Leeuwen & Fantino 2005; van Leeuwen 2007) , SUPERBLINK (Lépine & Shara 2005) , or the PPMXL survey (Roeser et al. 2010) . We identify new CPM pairs, as well as vet the literature sample, following the techniques of Lépine & Bongiorno (2007) and Dhital et al. (2010) . Lépine & Bongiorno (2007) identify CPM pairs using the formula:
where µ is the absolute proper motion of the primary star in arcsec yr −1 , ∆θ is the separation between the two stars in arcsec, and ∆µ is the absolute difference in proper motion between the two stars in arcsec yr −1 . Lépine & Bongiorno (2007) consider two stars to be physically associated with each other if ∆X < 1, ∆θ < 1500 , and ∆µ < 100 mas yr −1 . We take a more conservative cut and require that our pairs have ∆X < 0.9, ∆θ < 650 , and ∆µ < 60 mas yr −1 to cut down on the number of chance alignments. This technique takes advantage of the absolute proper motion, and not just the difference in proper motion, of the star, however, it does not factor in associated errors in proper motion. Thus we further force the constraint from Dhital et al. (2010) :
where ∆µ α and ∆µ δ are the differences in proper motion between the two components (right ascension and declination, respectively) and σ ∆µ is the error in the proper motion differences. Equation 2 is designed to ensure that the resulting sample has minimal contamination from chance alignment pairs, but at the cost of excluding a large number of true wide binaries. To increase our sample, we add pairs that do not satisfy Equation 2 but have published parallaxes for both the primary and companion star consistent to 1σ or the parallax uncertainty, which strongly suggests that the pair forms a physical system We remove pairs with δ < −45
• or δ > +68
• , since these are outside the reach of telescopes in Hawaii, and pairs with ∆θ < 3 as these will be difficult to observe and may have inaccurate photometry. We further remove pairs with V c − J c < 2.5 (the subscript c denoting the companion and p the primary). This cut will remove almost all stars earlier than K5 (Lépine & Gaidos 2011) where metallicities can be measured using modified spectral synthesis techniques (Valenti & Piskunov 1996; Valenti & Fischer 2005) . We cut out systems with V c > 18, and K c > 12, as the observation time required for these stars is highly prohibitive. For the same reason, we remove systems with V p > 12 unless the primary star already has a published metallicity. The resulting sample contains 262 pairs with primaries with colors in the range 0.8 < V p −J p < 2.5 and/or published temperatures consistent with a late-F, G, or early-K dwarf (Fitzgerald 1970; Ducati et al. 2001) . From here we prioritize our observations based on; (1) V c and K c magnitudes (to minimize required telescope time), (2) V c −J c color (to ensure a range of spectral types), (3) availability of metallicities for the primary star in the literature or V p magnitude if no literature metallicity is available (see Section 3.1), (4) availability of parallax information for the primary or secondary, which makes it more likely that these are true CPM pairs, and (5) metallicity of the primary (if available) to guarantee a range of metallicities for our analysis.
The resulting sample includes 112 stars for which we have obtained infrared spectra (Section 3.2), visible wavelength spectra (Section 3.3), and metallicities for the primary star from the literature or from our own analysis (Section 4.1). Our sample has −1.04 <[Fe/H] p < 0.56, and companion star spectral types from K5.5 to M6. We list our sample in Table 1 . Note.
- Table 1 is published in its entirety in the electronic edition of the Astronomical Journal, and can be downloaded with the arXiv version of the manuscript. A portion is shown here for guidance regarding its form and content. a Spectral types derived from TiO and CaH indices, (see Lépine et al. (2013) ). Continuous spectral types (to 0.1) are used for plotting/binning/calculations, even though spectral types are only accurate to ±0.2 (and by convention should be rounded to the nearest 0.5). Note that all metallicities sources are from high-resolution spectra, with the exception of Ro07, which uses moderateresolution spectra, and C11, which uses Strömgren photometry.
OBSERVATIONS AND REDUCTION

ESPaDOnS/CFHT
Between 2011 January and 2012 April, 60 F-, G-and early K-type stars were observed using the ESPaDOnS spectrograph attached to the Canada France Hawaii Telescope (CFHT; Donati 2003) on Mauna Kea. Observations were taken in the star+sky mode, which gave a resolution of R 65000 and a wavelength range from 0.37µm to 1.05µm. All observations were designed to achieve a signal-to-noise ratio (S/N) of > 100 at 0.67µm, and typical S/N was > 150 (per resolving element). The data were reduced automatically using the Libre-ESpRIT pipeline described in Donati et al. (1997) .
SpeX/IRTF
We obtained near-infrared spectra of our sample of companions using the SpeX spectrograph attached to the NASA Infrared Telescope Facility (IRTF) on Mauna Kea. SpeX observations were taken in the short cross-dispersed (SXD) mode using the 0.3×15 slit, yielding simultaneous coverage from 0.8 to 2.4µm and a resolution of R 2000. The star was placed at two positions along the slit (A and B). Exposures were taken with an ABBA slit-nodding pattern, with at least 6 exposures in total. Integration times were no longer than 120 s for each exposure to minimize the effect of changes in atmospheric H 2 O. Thus for faint stars more than 6 exposures were required to get sufficient S/N. S/N in the H-and K-bands was > 100 in all cases, and typically > 150 (per resolving element). To correct for telluric lines, we observed an A0V-type star within 30 minutes and 0.1 air mass of the target observation (and usually much closer in time and air mass). Often the same A0V star was used to remove telluric lines for more than one target. To remove effects from large telescope slews, we obtained flat-field and argon lamp calibration sequences after each A0V star.
Spectra were extracted and reduced using the SpeXTool package (Cushing et al. 2004 ), which performed flat-field correction, wavelength calibration, sky subtraction, and extraction of the one-dimentional (1D) spectrum. Multiple exposures were stacked using the IDL routine xcombxpec. A telluric correction spectrum was constructed from each A0V star using the xtellcor package , and then applied to the relevant target spectra.
Reduced spectra were put in vacuum wavelengths using the formula from Ciddor (1996) . We put spectra in the star's rest frame by comparing them to a spectrum of the template star HD36395 (an M1.5 dwarf, also in rest frame/vacuum) taken from the IRTF spectral library (Cushing et al. 2005; Rayner et al. 2009 ). We crosscorrelated each spectrum with the template, in orders 3 -7 separately (order 8 is ignored because it is too smooth and has relatively poor S/N), yielding 6 radial velocities (RVs). We shifted the spectrum by the average (after removing any 5σ outliers) of each set of RVs.
SNIFS/UH2.2m
We obtained a visible spectrum of each companion with the SuperNova Integral Field Spectrograph (SNIFS, Lantz et al. 2004 ) on the University of Hawaii 2.2m telescope atop Mauna Kea. SNIFS has R 1300 and splits the signal with a dichroic mirror into blue (0.32-0.52 µm) and red (0.52-0.95 µm) channels. SNIFS data processing is performed with a data reduction pipeline, described in detail in Bacon et al. (2001) and Aldering et al. (2006) . SNIFS processing includes dark, bias, and flat-field corrections, assembling the data into red and blue threedimentional data cubes, and cleaning them for cosmic rays and bad pixels. Wavelengths are calibrated with arc lamp exposures taken at the same telescope pointing as the science data. The calibrated spectrum is then sky-subtracted, and a 1-D spectrum is extracted using a point-spread function model. Corrections are applied to the spectrum for instrument response, and for telluric lines based on observations of the Feige 66, Feige 110, BD+284211, or BD+174708 spectrophotometric standards (Oke 1990) that are taken over the course of each night.
Approximate spectral types are determined by the HAMMER software package . The spectra are then shifted to zero radial velocity by crosscorrelating with templates from Bochanski et al. (2007) of the corresponding spectral type. Late-K stars are cross-correlated using an M0 template.
Construction of a combined M dwarf Spectrum
We use the overlapping region in our SpeX and SNIFS data (0.81-0.96µm) to combine the visible and NIR spectra. We normalize each SNIFS spectrum by a constant, C, which is equal to the ratio of the median flux of the SNIFS spectra in overlapping region to the median flux of the SpeX spectra in the overlapping region. We also find that there is a systematic offset in wavelength between the visible wavelength and NIR spectra in the overlapping region. This amounts to a RV shift of 30 km s −1 between the SNIFS and SpeX spectra. The most likely explanation for this is a small difference in the RV templates used for our SpeX and SNIFS data, taken from Rayner et al. (2009) and Bochanski et al. (2007) respectively. We choose to shift the visible wavelength data to match with the NIR data (which has higher resolution and therefore gives more reliable RVs) by adding an additional RV correction of −30 km s − 1 to each SNIFS spectrum. Given the modest resolution of SNIFS data, this correction is unlikely to significantly change our results. The offset corresponds to < 1Å, which is significantly less than the resolving power of SNIFS, and is similar in size to random errors in our RV measurements.
DERIVING STELLAR PARAMETERS
FGK Metallicities
We draw primary star metallicities from a variety of sources in the literature. We list the adopted metallicity and literature source for each binary in Table 1 . In total, 33 primary star metallicities come from the SPOCS catalog (Valenti & Fischer 2005) , 50 from observations taken as part of this project with CFHT/ESPaDOnS, and 29 from other literature sources. SPOCS consists of highresolution echelle spectra of > 1000 F-, G-, and K-type stars obtained with the Keck, Lick, or Anglo-Australian Telescope. Valenti & Fischer (2005) fit the observed spectrum to a synthetic spectrum using the software package SME (Spectroscopy Made Easy, Valenti & Piskunov 1996) , which provides a set of observational parameters (T eff , [Fe/H] To determine the stellar parameters of primaries observed with CFHT/ESPaDOnS we model each spectrum using the SME software (Valenti & Piskunov 1996) , fitting the spectrum to a set of tuned lines from the SPOCS catalog (Valenti & Fischer 2005) . We simultaneously solve for surface gravity, effective temperature, projected rotational velocity, and metallicity in addition to individual abundances of Fe, Na, Si, Ni, and Ti. Solar values are assumed for all of the initial models and after obtaining an initial fit, we then perturb T eff by ±100K and fit again. Our final model parameters are χ 2 -weighted averages of three runs. Corrections based on Vesta and stellar binary observations as detailed in Valenti & Fischer (2005) are then applied.
For stars with good parallax measurements (Hipparcos stars or their companions), we use Yonsei-Yale (Y 2 ) isochrones (Demarque et al. 2004 ) to better constrain the surface gravity (Valenti et al. 2009 ). After we determine the stellar parameters as above, we use distance and B and V magnitudes to the derive bolometric luminosity and, combined with the SME T eff , the stellar radius. Bolometric corrections are obtained by interpolating in the high temperature grid of VandenBerg & Clem (2003) , and B, V magnitudes were drawn from Hipparcos (van Leeuwen & Fantino 2005) . The SME determined ratio of Si to Fe is used as a proxy for alpha element enhancement. A best-fit evolutionary model is found by interpolating in the Y 2 grid which yielded a surface gravity for the star. This log g is compared to the value determined using SME and if the two did not match, a new set of SME models is found with the gravity fixed to the isochrone value. The process is repeated until the log g values agree to within 0.001 dex. Final stellar parameters (T eff , log g, [M/H], etc.) for stars observed as part of our program are listed in Table 2 .
Our analysis of the ESPaDOnS spectra is designed to keep our metallicities consistent with those from the SPOCS catalog (both are based on SME analysis and use the same set of spectral lines). As an extra check on consistency we have obtained CFHT spectra for three stars in the SPOCS sample. The derived stellar parameters from these three spectra are consistent (within errors) with those listed in the SPOCS catalog, confirming that there is no systematic offset between metallicities from SPOCS and CFHT.
Metallicities from other literature sources are not necessarily determined in the same way as our spectral analysis, and thus may have small systematic inconsistencies. We correct for this by checking for overlap between the SPOCS samples and any given literature source. For us to use a metallicity derived from any other literature source we require; (1) at least 30 stars in both samples that can be used as a control sample to check for differences, (2) metallicities for our primary stars from the literature source fall within the range of metallicities Table 2 Parameters of Primary Stars observed at CFHT Name 0 ITER a ITER: parameters determined using Hipparcos parallaxes and Y 2 isochrones. VESTA: parameters determined using classical SME fitting (no parallax information included) with a correction using Vesta as described in Valenti & Fischer (2005) .
of the control sample, (3) the mean difference between the SPOCS metallicities and the literature metallicities in the control sample ∆[Fe/H] control ≤ 0.07 dex, and (4) the resulting scatter in the control sample σ control ≤ 0.08 dex. These limits are designed to keep uncertainties in the primary star metallicities well below the precision already obtained for determining M dwarf metallicities (e.g., R12 and T12). We adopt σ control as the uncertainty in [Fe/H] for a given literature source. As an example, we show metallicities from both Ramírez et al. (2007) and SPOCS in Figure 1 . We list all sources of metallicities, the adopted systematic offset (which we apply for all calculations in this paper) for that source, and the adopted uncertainty in Table 3 .
Late-K/M Dwarf Spectral Types
We determine M dwarf spectral types using indices at both visible and NIR wavelengths. We use the empirical spectral type-band index relations from Lépine et al. (2013) , which have been calibrated to work on the SNIFS/UH2.2m. Lépine et al. (2013) determined spectral types accurate to 0.2 subtypes based on empirical relations between spectral type and the strengths Ramírez et al. (2007) and those from SPOCS (Valenti & Fischer 2005) Ramírez et al. (2007) are accurate to 0.05 dex. We perform a similar analysis for all other metallicity sources (see Table 3 ). of TiO and CaH bands (Reid et al. 1995) . It has been shown that CaH is sensitive to spectral type, and that TiO is sensitive to both spectral type and metallicity (Woolf & Wallerstein 2006) . As a result, for stars with [Fe/H]< −0.5 (the metallicity of the primary star) we base our visible wavelength spectral types solely on relations using CaH bands. R12 showed that one can determine temperatures and spectral types using a modified version of the H 2 O-K (H 2 O-K2, Covey et al. 2010) index. R12 calibrated their spectral types based on K-band spectra of stars from the Research Consortium on Nearby Stars Measuring (RE-CONS; Henry et al. 1994 ). Their calibration is accurate to 0.6 subtypes. Figure 2 compares the spectral types derived from visible wavelength indices versus those derived using the H 2 O-K2 index. Although there is good agreement between the two techniques for the later-type stars in our sample, for stars earlier than M1 (as determined by TiO and CaH bands), spectral types determined from H 2 O-K2 are systematically later than those from visible wavelength indices. The H 2 O features become quite weak in the spectra of late-K and early-M stars and R12 caution using it on stars with T eff > 4000. Further, the spectraltype calibration from R12 does not include any K stars, and is therefore unreliable for the warmest stars in our sample. As a result, we choose to use spectral types determined from our visible wavelength spectra for the entire sample.
IDENTIFYING METAL-SENSITIVE INDICES
To determine which features in the companion dwarf spectra best correlate with metallicity we perform a systematic analysis of our sample of spectra and metallicities. Our analysis proceeds as follows:
1. A center wavelength is selected, starting at the blue end of the spectrum ( 0.33 µm) and incrementally increasing by 0.00015 µm (1.5Å) after all other steps are complete. This process is repeated until the center is at the red end of the spectrum ( 2.4 µm) and excludes the gap in all SpeX spectra at 1.85 µm.
2. For each feature center, we select a feature width starting at 0.002 µm (20Å), and then increased incrementally by 0.00015 µm (1.5Å) after completing all following steps. We use 20Å as a minimum, as features smaller than this have considerable Poisson noise (making their measurement difficult). We use an upper limit of 0.01 µm (100Å) for the feature width, as regions of the spectra larger than this likely contain multiple features that should be treated separately.
3. The equivalent width is calculated for each feature using the approximation:
where λ i is the wavelength at pixel i, F is the flux at λ i , F c is the pseudo-continuum at λ i , and the sum is computed over all n pixels within a given feature. We compensate for the low resolution by interpolating the spectrum near the edge to a much higher resolution (R > 10, 000). We experiment with different techniques to calculate the pseudocontinuum (see below). The list of continuum regions used is listed in Table 4 , many of which are taken from T12.
4. A temperature-sensitive parameter τ , is calculated from each spectrum. τ is defined based on the center wavelength of the selected feature from step (2). Specifically, τ is set to be the (2002) , which is defined as:
If the feature falls within the J-band, we use a new H 2 O-J index defined as:
where F(a−b) indicates the median flux level in a wavelength range between a and b (in µm). H 2 O-J is defined to select regions relatively clear of atomic or molecular features and to correlate well with the H 2 O-K2 and H 2 O-H indices.
5. Using least-squares, the best fit is found for the equation:
where [Fe/H] i is the metallicity of ith primary star (assumed to be the metallicity of the companion M dwarf), EW i is the calculated equivalent width of the selected feature in the ith late-K or M dwarf companion spectrum, and A, B, and C are fitting parameters. The quality of the fit is measured by the adjusted square of the multiple correlation coefficient (R 2 ap ), which is defined as:
where p is the number of changeable parameters (i.e. A, B, and C), n is the number of data points in the fit, y i is the metallicity of the ith primary star, y i,model is the metallicity of the ith star predicted by the fit, andȳ is the average of y i . A R among the stars, and step 5 is repeated 1000 times (re-randomizing the metallicities each time). The resulting distribution of the 1000 R 2 ap values gives the level above which the R 2 ap value (determined from non-random metallicities) can be considered significant. We consider the given feature center to be a bona-fide metal sensitive feature if R We repeat our analysis using various methods of fitting for the pseudo-continuum. Better estimates of the continuum should result in more accurate line measurements, and therefore higher R 2 ap values for the same features. In one experiment we tried to fit the global spectrum with a high order (> 10) polynomial. We tested fitting each band (visible, JHK) with 3rd through 6th order polynomials, as well as with 3rd through 6th order Legendre polynomials. Interestingly, we found we had the best (highest R 2 ap with respect to R 2 rand ) results when fitting the pseudo-continuum using a linear fit (using the IDL code linfit) of the continuum regions immediately blueward and redward of the selected feature. We use this fitting procedure for all calibrations derived in Section 6.
We run additional experiments to test the influence of spectral type on determination of metallicities: we repeat our analysis on just the early-type stars in our sample (K5.5-M2.0) and again with just the late-type stars (M2.0-M6). The split roughly corresponds to our median spectral type ( M2). It is possible to parse our data into smaller spectral type ranges, although this will proportionately shrink each sample. Thus this would make it difficult to identify metal sensitive features that have not been previously discovered.
Lastly, we rerun our analysis using [M/H] rather than [Fe/H] for the metallicity of the primary star. R12 were able to derive better fits between K-band atomic lines Standard run Run with radomized metallicities Figure 3 . Results of our systematic search to find the features that best correlate with [Fe/H] in late-K or M dwarf spectra. Feature centers (shown on the X axis) and widths are changed incrementally covering a range of widths (20Å to 100Å) and feature centers (0.35 µm to 2.4 µm). Red points indicate the R 2 rand values derived from randomly reassigning primary star metallicities and repeating our process 1000 times (the 99.9% highest resulting R 2 ap values are shown). In this particular analysis, we fit for [Fe/H], and fit the pseudo-continuum using just the continuum regions immediately blueward and redward of a given feature. A range of feature widths are shown, which results in some range to the distribution for a given central wavelength. Although there are > 400, 000 unique combinations of feature center and width, only 15,000 are shown for simplicity. We consider a feature to be metal-sensitive if a given feature's center and width has an R 2 ap value are above its corresponding R 2 rand value. This criterion ensures that no features are identified simply by coincidence.
Once features are identified, we then attempt to derive a calibration for a given wavelength range (e.g., J-band) by solving the equation (by least squares):
where [Fe/H] i is the metallicity of the ith primary star, N is the total number of features of interest among M λ features identified as metal-sensitive in a given wavelength range, τ i is the temperature sensitive parameter selected based on the wavelength regime (see above), EW i,j is the equivalent width of the jth feature measured for the ith star, and A, C, and the B j 's are fitting parameters. We find the best fit for N =1,2,3,...< M λ until the increase in R 2 ap is negligible (∆R 2 ap < 0.03) or it is clear from visual inspection of the data that the adding of further variables is over fitting the data. This limit is usually hit at N = 3 − −4. Although we use [Fe/H] in Equations 6 and 8, we also perform the same procedure using [M/H].
DETERMINATION OF M DWARF METALLICITIES
The first thing our analysis gives us is a catalog of metal-sensitive features, which we list in order of λ c in Table 5 . In total we find 120 features that are statistically significant predictors of metallicity, although only 20 of these are used in our final calibrations. We identify a number of previously known metal-sensitive features, as well as many of new ones. One of the most metal-sensitive features is the Na I doublet in the Kband (2.208 µm), already identified by R10. Our analysis identifies the Ca I (1.616 µmand 1.621 µm) and K I (1.5176 µm) lines shown to be metal-sensitive by T12. In fact, our analysis locks on to very similar wavelength centers and widths as those found by T12 for both Hband and K-band features. Since our analysis covers all wavelengths and is completely blind (e.g., they have no a-priori line lists or knowledge of feature size) this suggests that our purely empirical analysis is identifying metal-sensitive atomic and molecular lines.
Because our only restriction was the size of the feature (≤ 100Å), our technique can easily identify areas of the spectrum corresponding to several, even unrelated lines. Some of these regions may be associated with doublets/triplets from the same atomic species, with broad molecular bands, or with sets of lines that are blended at our resolution. Some features in Table 5 may not correspond to any one specific element or molecule, but simply to a region of the spectrum that undergoes overall changes as a function of the metallicity of the star.
We show the distribution of R 2 ap values as a function of feature width and center for two example wavelength regions in Figure 4 . Interestingly, features in the H and K band features yield similar R 2 ap for a wide range of feature widths. However, the opposite is seen in the visible end of the spectrum, where features perform better near the minimum feature width (20Å). This is most likely due to crowding at visible wavelengths.
We find far better metal-sensitive features by doing a separate analysis for earlier-type dwarfs (K5.5-M2) and for later type dwarfs (M2-M6). Specifically, the best fit we achieve when fitting for [Fe/H] using all stars in our sample yields R 2 ap =0.54, whereas when we split up the sample by spectral type we achieve R 2 ap =0.84 for K5.5-M2.0 and R 2 ap =0.68 for M2.0-M6.0. This is not unexpected, many of the most metal-sensitive features for K5.5-M2 dwarfs become blended with molecular bands (which grow as a function of spectral type) at the resolution of SNIFS. Further, features blueward of 0.5 µm tend to have very low S/N for stars later than M2, and are not to be very useful. This also suggests that better results could be achieved on later type M dwarfs with modest improvements in resolution, to better distinguish the lines.
We find the best empirical fits to Equation 8 where F # refer to the equivalent width of the corresponding feature listed in Table 5 , the subscripts refer to the wavelength bands where the calibration is useful (V referring to visible wavelengths). An additional subscript is added (e or l) for calibrations in visible wavelengths to denote which formula is valid for early (K5.5 to M2) and late (M2 to M6) dwarfs. All equations assume feature equivalent widths are calculated in Angstroms.
We show the primary star metallicity as a function of the derived metallicity for the companion dwarf for each of the 10 calibrations in Figure 5 and list reduced χ 2 , R 2 ap , root mean square error (RMSE), in Table 6 . The RMSE indicates how useful a model is at prediction (lower numbers indicate the fit is a better predictor) and is defined as:
Lower R 2 ap and higher RMSE values may in part be due to differences in S/N as a function of wavelength. We estimate measurement noise sources by adding synthetic noise to each spectrum consistent with the observed S/N of that spectrum, then recalculating the metallicity of . Surprisingly, there is not much change in R 2 ap as a function of the selected width for a given feature in the K-band, however we do see a trend towards smaller widths in the visible wavelengths.
the M dwarf using the appropriate equation above. The standard deviation in the metallicity estimate from 1000 different additions of noise pattern is assumed to be the measurement error. This error is what is what we use for our calculation of the reduced χ 2 for each fit. Thus the reduced χ 2 values probe how much of the noise comes from measurement (errors)A reduced χ 2 close to 1 would suggest that most or all of the error from the fit is due to measurement (e.g. Poisson) noise.
The dependence on τ varies significantly between equations. This is most likely due to different features capturing some of the temperature-dependence and/or that the Color1 and H 2 O indices are not accurately modeling temperature dependencies across the full sample. It is also interesting that some coefficients of features are negative. This may be due to a combination of factors, including changes in [Fe/H] versus [α/Fe] (e.g. Ca is an α element) or complex relations between T eff and [Fe/H], that vary for each feature. Whatever the case, since these fits are purely empirical, we should be cautious not to over-interpret the physical meaning of any particular coefficient or feature.
ASSESSING AND RECALIBRATING EXISTING TECHNIQUES
In addition to defining our own metallicity calibrations, we can use our sample to test existing metallicity estimators, as well as improve the existing calibrations. Like before, we use R 7.1. ζ TiO/CaH Much effort has gone into determine M dwarf metallicities using visible wavelength spectra. Most of this has been focused on the ζ TiO/CaH (henceforth ζ) parameter (e.g. Woolf et al. 2009; Dhital et al. 2012) . However, the setup of our analysis means that we would not be able to identify ζ at all, because ζ is based on spectroscopic indices (not equivalent widths). Band indices (e.g., TiO5, CaH3, etc.) are calculated from the ratio of the flux in region a to the flux in region b using the approximation:
where w a and w b are the widths of region a and b in angstroms, respectively. The sums are computed over all pixels i in region a and b, respectively. Our analysis only makes use of equivalent widths (see Equation 3 ). Further, we do not allow high order terms, while ζ generally requires 3rd or 4th order polynomials of the CaH index (e.g. Lépine et al. 2013 ). However, this does not prevent us from using our data to test the performance of ζ. We calculate the CaH2, CaH3, and TiO5 indices following the definitions from Reid et al. (1995) . We compute corrected indices (CaH2 c , CaH3 c , and TiO5 c ) using the formula from Lépine et al. (2013) , which include corrections for the SNIFS instrument. We use these to compute ζ following the formula as defined by :
where [T iO5] Z is a function of CaH = CaH2 + CaH3. We use the formula for [TiO5] Z from Lépine et al. (2013) .
We plot the primary star metallicities as a function of the derived ζ values as filled points in Figure 6 . ζ shows a weak trend with metallicity in both [Fe/H] and [M/H]. From this we derive the following relationships:
Like before, we randomly reassign the metallicities to different CPM pairs, and attempt to compute an R 2 rand value. We find that both Equations 24 and 24 give R Table 6 . Y axis error bars shown are based on 1σ Gaussian errors for the primary star metallicity (see Section 4.1). Error bars for the K/M dwarf metallicity are the 1σ standard deviation of 1000 recalculations of the K/M dwarf metallicity after adding noise to each spectrum consistent with its S/N. stars. If we remove these pairs, we derive the following relations:
These formulae are highly significant; they yield R 2 ap values of 0.58 and 0.52, and RMSE values of 0.22 and 0.20, respectively. This suggests that ζ may be useful at predicting metallicities for [Fe/H]> +0.05 (the limit of the Woolf et al. (2009) calibration), provided the high-zeta, low-metallicity stars can be explained. 
Woolf et al. (2009, using R
3000 spectra) derive a relation between metallicity and the ζ parameter using a mix of wide binaries (for which the primary star metallicity is known) and single (K/M) stars with highresolution spectra, analyzed using the MOOG software (Sneden 1973 ) with NEXTGEN models (Hauschildt et al. 1999) . Although many of their wide binaries are also in our binary sample (including LHS 1812), there is insufficient overlap between the stars in Woolf & Wallerstein (2005 , 2006 , and Woolf et al. (2009) and those from SPOCS or our CFHT samples to detect any systematic offsets between the two samples. This is further complicated by fact that Woolf et al. (2009) have very few subdwarf binaries in their sample (most of their subdwarfs are single stars). To test weather these low-metallicity, high-ζ dwarfs are anomalous, we observed an additional set of stars from Woolf et al. (2009) .
In total we observed 22 stars used in the Woolf et al. (2009) calibration with SNIFS. We specifically select stars to cover a wide range of metallicities to get a wide range of ζ values. We list the 22 stars in Table 8 and show them in Figure 6 as unfilled points. These 22 points form a clear metallicity sequence, showing that the revised ζ can reproduce the results of Woolf et al. (2009) and that ζ can be measured using modest resolution spectra.
Assuming the metallicities from Woolf et al. (2009) are reliable and consistent with our own, we use the combined set of our binaries and the 22 additional late-type dwarfs from Woolf et al. (2009) 
which we show in Figure 6 as dashed lines. The resulting fits yield R 2 ap values of 0.58 and 0.61, respectively, both well above the R 2 rand (0.17 and 0.14, respectively). (2007) and using the calibration of Lépine et al. (2013) . It has been shown that the effectiveness of ζ varies as a function of spectral type, so we break up our sample into four spectral type ranges in the plot. The best-fit lines from Equations 26 and 26 are shown as dotted lines. We add in a sample of 22 stars from Woolf et al. (2009, open symbols) to our own wide binary sample (filled points). Our measurements of ζ do accurately identify metal-poor stars identified in Woolf et al. (2009) , however, ζ only identifies one of our wide binary stars as a subdwarf.
The RMSE values are 0.28 and 0.23, although it is notably higher for dwarfs with ζ > 0.825 and lower for dwarfs with ζ < 0.825. If we remove the 11 stars with [Fe/H]< −0.5 but ζ > 0.825, ζ follows a clear trend over the full range of metallicities covered. Interestingly, these 11 dwarfs appear to follow a completely different sequence in [Fe/H] (or [M/H]) versus ζ, and are well separated from their single-star, metal-poor counterparts, suggesting that they are unique in some way. However, further inspection of these 11 pairs does not reveal anything that could explain their discrepancy: none exhibit H-α significant emission (likely inactive), they cover a wide range of spectral types (K7-M5), and they have metallicities from 5 different sources (including from SPOCS and our own CFHT spectra). We revisit the issue of these stars in Section 8. Johnson et al. (2012) find a relation between the J −K and V − K colors and the metallicity of M dwarfs, based in part on relations noted by Leggett (1992) and Lépine & Shara (2005) . They find a best fit relation of:
J − K Metallicities
where ∆(J − K) is defined as:
and {a} = {1.637, −0.2910, 0.02557}. Johnson et al. (2012) note that this metallicity relation is only valid for stars with −0.1 < ∆(J − K) < 0.1 and V − K > 3.8, but that this technique yields metallicities accurate to ±0.15 dex. When we apply these two restrictions to our sample, we have 118 M dwarfs with known metallicities for their primary stars. This includes stars without SNIFS/IRTF spectra that were therefore not included earlier analyses. We find a higher RMSE of 0.20 dex, and an R 2 ap of 0.20. One possible issue is the quality of V magnitudes in our sample, which come from a variety of sources. However, when we remove stars with V − K ≥ 5.5 unless they have more reliable V magnitudes from Tycho (Høg et al. 2000) , the quality of the fit does not change in any significant way (for stars with V − K < 5.5, ∆(J − K) is independent of V so these are not removed).
We attempt to improve on the calibration and derive a relation for [M/H] and find:
which results in a slightly improved RMSE = 0.19 and 0.16, and improved R 7.3. K-band Metallicities R10 have shown that one could derive M dwarf metallicities from K-band spectra using the Na I and Ca I lines (at 2.21µm and 2.26µm). T12 refine the calibration of R12 using SpeX data, and find that metallicities derived this way are accurate to ±0.12 dex. However, both R12 and T12 use relatively few wide binary pairs (18 and 22, respectively), and there is significant overlap in their two samples. Our sample has overlap with theirs, but is large enough to serve as a robust check on their calibrations. Because the work of T12 was optimized for SpeX, we perform our test on their calibration. We follow their method as closely as possible (including altering our continuum fitting procedure to match theirs).
We find that following the calibration of T12 yields RMSE = 0.16 and R 2 ap = 0.69. We improve this calibration, and find a best fit of the form:
This new form yields metallicities accurate to RMSE = 0.14 and R 2 ap = 0.76. The new calibration noticeably improves the fit for stars with −0.3 <[Fe/H]< +0.0, however, both calibrations do a relatively poor job fitting the most metal-poor stars ([Fe/H] < −0.5) in the sample. Adding square terms improves the fit only negligibly (∆R 2 ap < 0.02) and does not significantly improve the results for the most metal-poor stars. This, combined with our results from Section 6, suggests that fitting metal-poor stars requires a different set of lines, rather than simply higher order terms. Improvements may also be possible by deriving a separate calibration for [Fe/H]< −0.5, however, our sample has only 12 stars in this range, which is insufficient to derive a reliable calibration.
We also find a calibration for determining [M/H] of the form:
which gives RMSE = 0.13 and R 2 ap = 0.75.
H-band Metallicities
In addition to refining the calibration of RA10, T12 derive metallicities from H-band spectra. The technique relies on the Ca and K lines in the H-band and a separate H 2 O band defined for the H-band (H 2 O-H). As we did with K-band metallicities in Section 7.3, we use our sample to test the quality of the T12 technique. As before, we follow their prescription, including using the same continuum regions to fit the continuum to a 4th order Legendre polynomial.
We find the T12 calibration gives RMSE = 0.16, and R 2 ap = 0.71. As before, we improve this calibration, and find a best fit of the form:
The new calibration gives an almost negligible improvement over T12; yielding RMSE= 0.14, and R 2 ap = 0.74. As with the K-band metallicities, adding square terms improves the fit negligibly (increase in R 2 ap < 0.01), again suggesting that more lines are needed to fit the metalpoor stars.
Fitting these features to [M/H] we find a best fit of the form:
which gives RMSE= 0.12 and R 2 ap = 0.71.
SUMMARY AND DISCUSSION
We present our sample of 112 late-K and M dwarfs in wide binary systems which we use to locate the most metal-sensitive features and recalibrate existing methods to determine late K and M dwarf metallicities. We combine published metallicities of 62 of the primary stars with 50 from our own CFHT spectra. We use moderate-resolution visible and NIR spectra of the late K and M dwarfs to identify the largest possible set of metal-dependent spectral features in late K to mid M dwarfs for each of the JHK and visible wavelength bands. We utilize the metallicities of the primaries to calibrate these metal-dependent features and obtain optimal relationships to estimate metallicity in M dwarfs. Our sample covers a wide range of spectral types (from K5 to M6) and 1.5 dex in metallicity. This enables us to search for dependencies on spectral type, which was previously impossible with the relatively small samples used. We draw 5 important conclusions from our analysis:
1.
It is possible to determine accurate (RMSE 0.1 dex) metallicities for late-K to mid-M dwarfs using modest resolution spectra (1000 < R < 2000) from a variety of different wavelengths. Although features in the K-band perform best, metallicities can be estimated from spectra of any of the four wavelength regions.
2. Determining reliable metallicities at visible wavelengths requires different calibrations depending on the spectral type of the star. The results are most accurate for K5.5-M2 dwarfs, most likely because the atomic lines we use are less contaminated by molecular lines and the pseudo-continuum is easier to estimate for these dwarfs. It is not known if our calibrations are applicable for stars later than M6. This will be the subject of a future investigation on metallicities for late M and brown dwarfs.
3. Existing methods to determine metallicities using H-and K-band spectra (e.g. those from T12) work well for stars of near solar-metallicity, but have difficulties with most metal-poor stars in our sample ([Fe/H]< −0.5), even after applying our re-calibrations. Instead, determining metallicities for these stars requires the use of additional lines/features to improve the fit. This is most likely due to differences in [α/Fe], which are not being accurately captured by the K, Ca, and Na lines (Na and K are not α elements) used by R10 and T12.
4. We are approaching the limits of what is possible with moderate resolution spectra. There is a diminishing return on adding additional lines to a given fit after 3-4 features, even if there are many more metal-sensitive features present in a given wavelength range. Thus going to higher S/N or adding more wide binaries of near solar-metallically is unlikely to improve the calibration. However, improvements could probably be made by including later spectral types (later than M5), getting more [M/H] values, a larger number of more metal-poor stars ([Fe/H]< −1.0), or obtaining spectra with higher resolution.
5. Although the ζ parameter, commonly used to place stars into metallicity classes, correctly identifies metal-poor stars used in Woolf et al. (2009) , classifications based on ζ incorrectly identify 12 of the 13 K/M companions with [Fe/H]< −0.5 as near solar-metallicity. This suggests that the ζ parameter is sensitive to stellar characteristics other than temperature and metallicity (e.g., activity, gravity, etc.), and may incorrectly identify some metal-poor stars as having near-solar abundances.
Our calibrations may be useful for both existing and future catalogs of M dwarf spectra. In particular, our calibration for visible wavelength spectra can be used on existing catalogs of local M dwarfs such as Lépine et al. (2013) to better probe the metallicity distribution of the local neighborhood especially since this sample is mostly early M-dwarfs, where our calibration performs best. Sloan Digital Sky Survey also has 70, 000 visible wavelength spectra of M dwarfs Bochanski et al. 2011 ) with similar resolution to our own, which could be used in conjunction with our calibrations to map out the metallicity distribution of the sample. Work has already been done in this area to confirm the existence of an 'M dwarf problem' (Woolf & West 2012) , but this depends on less metallicities derived from ζ parameter.
Although We confirm the claim of Johnson et al. (2012) , that one can get approximate M dwarf metallicities using J − K versus V −K colors. However, the technique has a limited range of metallicities (−0.4 <[Fe/H]< +0.2) and is only accurate to 0.2 dex. Thus this technique is probably best used in special applications, such as biasing a planetsearch towards metal-rich M dwarfs.
One possible explanation for the poor performance of ζ on our sample compared to that of Woolf et al. (2009) is the presence of unresolved binaries. It is likely that most wide binaries form as higher order systems (Kouwenhoven et al. 2010) . Thus many of our wide pairs may include unresolved M+M dwarf pairs. There is evidence of radius inflation in low-mass eclipsing binary systems (López-Morales 2007; Irwin et al. 2011; Kraus et al. 2011) and may also be cooler than their single star counterparts (Boyajian et al. 2012) . Further, atmospheric models indicate that the TiO5 and CaH2/CaH3 indices, on which ζ is based, are sensitive to temperature and gravity (Jao et al. 2008; Allard et al. 2011) . However, none of our most metal-poor companions show H-α emission, whereas radius inflation in tight binaries is usually associated with high chromospheric activity (López-Morales 2007; Kraus et al. 2011; Stassun et al. 2012) . Additional metallicities of M-dwarf with known multiplicity (e.g., low-mass eclipsing binaries and spectroscopic binaries) are needed to confirm if this is the source of the discrepancy.
Another complication is the possibility of having false binaries (chance alignments) in our sample. We can estimate the number of interlopers by cross referencing our sample with that of Tokovinin & Lépine (2012) . Tokovinin & Lépine (2012) calculate the probability that stars with commiserate proper motions are actually physically associated with each other (P phys ). Although Tokovinin & Lépine (2012) caution that their probabilities are purely based on models (and therefore only approximate), the numbers can be used to give a rough estimate of contamination from chance alignments. By summing up P phys values for all of our binaries included in the Tokovinin & Lépine (2012) sample we find that > 90% of our binaries are physically associated with each other. However, some of the pairs with low P phys values have parallax information for both the primary and companion that are consistent with each other. If we assume pairs with consistent parallaxes have P phys = 1 and repeat our calculation, we find that 94% of our binaries are physically associated with each other. Although our metal-poor stars ([Fe/H]¡-0.5) tend to be more distant, and therefore only 3 of the 13 are listed in Tokovinin & Lépine (2012) , two of them have P phys > 93% (the other has P phys = 72%). Three more of our [Fe/H]< −0.5 stars have parallaxes that are consistent with the primary to 1σ, indicating that even our metal-poor stars are almost all physical pairs.
We do not claim to have identified every single metalsensitive feature at the resolution of our spectra, however, the nature of our analysis means that it is unlikely that we missed any of the most useful ones. We perform a rough test on our recovery rate by introducing artificial metal-sensitive lines of various usefulness and repeating our analysis. Specifically, we select a sample of the most metal-sensitive features (those used in Equations (8)- (17)) and insert them elsewhere in the spectrum of the stars. When moving features from NIR to visible wavelengths we convolve the lines with a Gaussian profile to reduce the resolution of the feature (features moved into the NIR are not changed). We then repeat our analysis as described in Section 5. We find that metal-sensitive features are sometimes not identified when they are placed on very strong telluric features, blueward of 0.4 µm (where the S/N is very low), or when they overlap with other strong features (e.g., the Mg Ib line) that make clean measurements difficult. We also note that features identified as metal-sensitive in the NIR appear less metal-sensitive (although they are still identified) when placed in visible wavelengths; this is likely due to the lower resolution and/or difficulties measuring features that are convolved with strong molecular lines in the visible. In spite of these exceptions, we still recover > 88% of the lines on average, and > 93% when we exclude telluric regions and low S/N regions of the spectrum. This indicates that our analysis is quite robust, and that expanding on our findings will require observations later-type stars (past M5), more metal-poor stars, or higher resolution visible spectra. 
