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We study the complexity of second-order indefinite elliptic problems −div(a∇u) + bu
= f (with homogeneous Dirichlet boundary conditions) over a d-dimensional domain ,
the error being measured in the H1()-norm. The problem elements f belong to the
unit ball of W r, p(), where p ∈ [2, ∞] and r > d/p. Information consists of (possibly
adaptive) noisy evaluations of f, a, or b (or their derivatives). The absolute error in each
noisy evaluation is at most δ. We find that the nth minimal radius for this problem is
proportional to n−r/d + δ and that a noisy finite element method with quadrature (FEMQ),
which uses only function values, and not derivatives, is a minimal error algorithm. This
noisy FEMQ can be efficiently implemented using multigrid techniques. Using these
results, we find tight bounds on the ε-complexity (minimal cost of calculating an ε-
approximation) for this problem, said bounds depending on the cost c(δ) of calculating
a δ-noisy information value. As an example, if the cost of a δ-noisy evaluation is c(δ) =
δ−s (for s > 0), then the complexity is proportional to (1/ε)d/r+s. © 1997 Academic Press
1. INTRODUCTION
We study the complexity of elliptic partial differential equations with noisy
data. To ease notational burdens, we will consider a class of second-order elliptic
problems, although the results in this paper may be extended to include elliptic
problems of arbitrary order.
To be specific, we will consider (the variational form of) second-order elliptic
problems
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−div(a∇u)+ bu = f
u = 0
in ,
on ∂.
(1.1)
Here,  is a fixed d-dimensional domain. We need a specific way to measure
the error of an approximation; in this paper, we choose to measure error in the
Sobolev H1-norm, which is equivalent to the problem’s natural energy norm.
However, the results of this paper also hold if error is measured in the L2-norm.
Typically, we only know the values of a, b, and f at a finite number of
points in . Hence, this is a problem of information-based complexity (IBC)
[12]. We cannot obtain exact solutions with finite cost; we must settle for an
ε-approximation, i.e., an algorithm computing (for each choice of a, b, and f) an
approximation whose error is at most ε. For any positive error level ε, we want
to know the ε-complexity (the minimal cost of calculating an ε-approximation),
and we want to find algorithms that are optimal, in the sense that they calculate
an ε-approximation at (nearly) minimal cost.
Most earlier work (e.g., [13]) on the complexity of elliptic problems has
assumed that we can calculate exact information about the coefficient functions
or the right-hand side. What happens if this information is contaminated by
noise? Suppose that we can only guarantee that these calculated function values
are accurate to within some positive noise level δ. What can we say about the
complexity of such problems?
The systematic study of complexity for problems with noisy information was
initiated by [10], with noisy elliptic problems first being investigated in [14].
Let us recall the main results of [14]. If the problem is a definite elliptic problem
(i.e., a is bounded away from zero and b is nonnegative), then the nth minimal
radius (the minimal error attained using n evaluations) is 2(n−r/d + δ). This
error is attained by a finite element method using quadrature (FEMQ) of degree
r (or greater). Now let c(δ) be the cost of obtaining a δ-noisy approximation of
a function value. Then the ε-complexity is
comp(ε) = 2
(
inf
0<δ<C−1ε
{
c(δ)
(
1
C−1ε − δ
)d/r})
for some constant C. A multigrid implementation of the noisy FEMQ, whose
noise level δ minimizes the expression above and that uses
n =
⌈(
1
C−1ε − δ
)d/r⌉
evaluations, is an optimal algorithm. Note that for any ε > 0, the complexity
and the choice of the optimal δ depend strongly on the cost function c(·). As a
particular case, if c(δ) = 2(δ−s) for some s > 0, then the complexity is propor-
tional to (1/ε)d/r+s and the optimal δ is proportional to ε.
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Note that our previous results assumed that the elliptic problem was definite.
The problem is said to be indefinite if we no longer can assume that the function
b is nonnegative. Indefinite elliptic problems arise in inverse acoustic scattering
theory, in which the Helmholtz problem −u + λu = f plays an important role
(see, e.g., [7]). Here, the only restriction on λ is that it not be an eigenvalue of
the Laplacian. Thus, the Helmholtz problem is indefinite.
In this paper, we extend the results of [14] to a class of indefinite elliptic
problems. Our main result may be described as follows. Suppose that in (1.1),
we have b(·) = b0(·)− λ, where the problem
−div(a∇u)+ b0u = f
u = 0
in ,
on ∂
is a definite elliptic problem and λ is bounded away from the eigenvalues of this
problem. (As a particularly important example, the Helmholtz problem satis-
fies these conditions if λ is bounded away from the spectrum of the Laplacian.)
Then the results of [14] still hold. That is, the nth minimal radius and the ε-
complexity have the forms given above, and a noisy FEMQ is optimal.
We outline the structure of this paper. In Section 2, we describe the class
of elliptic problems to be solved; we also review the basic concepts of IBC of
problems for which only noisy information is available. Next, we describe the
noisy FEMQ in Section 3. Although the noisy FEMQ used in this paper is the
same as that of [14], we give a complete description here so that this paper will
be reasonably self-contained. In Section 4, we show that the noisy FEMQ is
a minimal error algorithm, and we determine the nth minimal radius of noisy
information for our problem.
We describe a multigrid implementation of the noisy FEMQ in Section 5. The
multigrid technique used in this paper is almost identical to that in our previous
paper [14]. The main difference is that we are not able to use a smoothing
operator based on the discretized partial differential operator (DPDO) given by
the coefficients a and b, since this operator is not positive definite. Rather, we
follow the lead of [3] and use a smoothing operator based on the DPDO given
by the coefficients a and 1. Although most of the details of the algorithm are
the same as in [14], we give a complete description for the convenience of the
reader. Finally, in Section 6, we establish that this multigrid implementation
of the noisy FEMQ is an optimal algorithm and determine the complexity of
indefinite elliptic problems for which only noisy information is available.
2. PROBLEM DESCRIPTION
In what follows, we assume that the reader is familiar with the usual
terminology and notations arising in the variational study of elliptic boundary
value problems, including Sobolev spaces. See [13, Chapter 5 and Appendix]
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for further details, as well as the references cited there. For any ordered ring
, let + and ++, respectively, denote the nonnegative and strictly positive
elements of , this notation being used mainly when = or = . The
unit ball of the normed linear space X will be denoted by X. All O-, -, and
2-relations will be independent of n, δ, and ε.
We are given p ∈ [2, ∞], d ∈ ++, and r ∈ with r > d/p. (The hypothesis
p ≥ 2 is a technical requirement; see the proof of Theorem 4.1.) Let  ⊂ d
be a given bounded, simply-connected region with ∂ ∈ Cr+2. We write
〈v, w〉 =
∫

vw
for any v, w:  → for which the integral makes sense. For sufficiently
smooth v: → , we define the partial differential operator
La, bv = −div(a∇v)+ bv.
Here, a, b ∈ W r, ∞(). Associated with the operator La, b is the bilinear form
Ba, b(v, w) =
∫

[a∇v · ∇w + bvw] ∀ v, w ∈ H10 (),
which is obtained when we integrate 〈La, bv, w〉 by parts.
Let M > m > 0 and let ζ, λ0, ∈ ++. We let = m,M, λ0, ζ denote the set
of all (a, b) ∈ Cr+1()× Cr () satisfying the following conditions:
(1) a(x) ≥ m for all x ∈ .
(2) b(x) = b0(x) − λ, where the following conditions hold:
(a) b0(x) ≥ 0 for all x ∈ .
(b) ‖a‖Cr+1() ≤ M and ‖b0‖Cr () ≤ M .(c) |λ| ≤ λ0.
(d) Let 0 < λ1 ≤ λ2 ≤ · · · be the eigenvalues of La, b0 , considered as
an unbounded operator in L2(). Then
inf
j ∈ ++
|λ j − λ| ≥ ζ.
Hence is a class of coefficients yielding second-order elliptic problems.
The classical formulation of such a problem (determined by (a, b) ∈ , with b
= b0 − λ) is to find, for f:  → , a function u: → such that
La, bu =−div(a∇v)+ (b0 − λ)v = f
u = 0
in ,
on ∂.
(2.1)
The variational formulation of this problem is to find for f ∈ H−1(), an ele-
ment u ∈ H10 () such that
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Ba, b(u, v) = 〈 f, v〉 ∀ v ∈ H10 (). (2.2)
Our class of problem elements will be F = W r, p() × . We define a
solution operator S: F → H10 () by letting u = S([f; a, b]) iff u satisfies (2.2);
i.e., u is the variational solution to the Dirichlet problem (2.1). Now for any
(a, b) ∈ , the bilinear form is weakly coercive, symmetric, and bounded (see,
e.g., [13, Section 5.2]; a “uniform” proof, independent of (a, b) ∈ , is given in
Section 4 of this paper). Using the generalized Lax–Milgram lemma [1, p. 112;
9, p. 310], it follows that for any [f; a, b] ∈ F, there exists a unique solution u
∈ H10 () to (2.2) and so the solution operator S is well defined.
We wish to calculate approximate solutions to this problem, using noisy
standard information. To be specific, we will be using uniformly sup-norm-
bounded noise. Our notation and terminology is essentially that of [10], although
we sometimes use modifications found in [11].
Let δ ∈ [0, 1] be a noise level. For [f; a, b] ∈ F, we calculate δ-noisy
information,
y = [y1, . . . , yn(y)], (2.3)
about [f; a, b], where for each index i ∈ {1, . . . , n(y)}, there exist a multiindex
ρ(i) and a point xi ∈  such that:
(1) |ρ(i)| < r − d/p and |yi − (Dρ(i) f )(xi )| ≤ δ, or
(2) |ρ(i)| < r and either
(a) |yi − (Dρ(i)a)(xi )| ≤ δ, or
(b) |yi − (Dρ(i)b)(xi )| ≤ δ.
Note that we use adaptive information, since all deicsions at any stage may
depend on the information calculated at previous stages.
Let δ([ f ; a, b]) denote the set of all noisy information about [f; a, b], and
let
Y =
⋃
[ f ; a, b]∈F
δ([ f ; a, b])
denote the set of all possible noisy information values. Then an algorithm using
the noisy information δ is a mapping φ: Y → H10 ().
We want to solve this problem in the worst case setting. This means that the
cardinality of information δ is given by
card δ = sup
y∈Y
n(y),
and the error of an algorithm φ using δ is given by
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e(φ, δ) = sup
[ f ; a, b]∈F
sup
y∈ δ([ f ; a, b])
‖S([ f ; a, b])− φ(y)‖H1().
As usual, we will need to know the minimal error achievable by algorithms
using specific information, as well as by algorithms using information of
specified cardinality. Let n ∈ + and δ ∈ [0, 1]. If δ is δ-noisy information
of cardinality at most n, then
r( δ) = inf
φ using δ
e(φ, δ)
is the radius of information, i.e., the minimal error among all algorithms using
given information δ . The nth minimal radius
rn(δ) = inf{r( δ): card δ ≤ n}
is the minimal error among all algorithms using noisy information of cardinal-
ity at most n. Noisy information n, δ of cardinality n such that
r( n, δ = 2(rn(δ))
is said to be nth optimal information. An optimal error algorithm using nth op-
timal information is said to be an nth minimal error algorithm.
Next, we describe our model of computation. We will use the model found
in [10, Section 2.9]. (However, note that in this paper, the accuracy δ is the
same for all noisy observations, whereas δ may differ from one observation to
another in [10].) Here are the most important features of this model:
(1) For any multi-index ρ, any point x ∈ , and any function v defined
on , the cost of calculating a δ-noisy value of (Dρv)(x) is c(δ). Here, the cost
function c: + → + is a nonincreasing function, with c(δ) > 0 for sufficiently
small positive δ.
(2) Real arithmetic operations and comparisons are done exactly with unit
cost.
(3) We are not charged for Boolean operations.
(4) Linear operations over H10 () are done exactly with cost g.
For any noisy information δ and any algorithm φ using δ , we shall let cost(φ,
δ) denote the worst case cost of obtaining noisy information y and calculating
φ(y) over all y ∈ δ([f; a, b]) and [f; a, b] ∈ F.
Now that we have defined the error and cost of an algorithm, we can finally
define the complexity of our problem. We shall say that
comp(ε) = inf{cost(φ, δ): δ and φ such that e(φ, δ) ≤ ε}
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is the ε-complexity of our problem. An algorithm φ using noisy information δ
for which
e(φ, δ) ≤ ε and cost(φ, δ) = 2(comp(ε))
is said to be an optimal algorithm.
3. THE NOISY FEMQ
In this section, we define the noisy finite element method with quadrature
(FEMQ). This is an algorithm using standard information consisting only of
function evaluations; i.e., no derivative evaluations are used. Our notation is the
standard one found in, e.g., [5; 13, Chap. 5].
This noisy FEMQ is the same as described in [14]. However, we will give a
complete description of the noisy FEMQ, so that this paper can be reasonably
self-contained.
We first establish some notation. Let Kˆ be a fixed polyhedron in d . We call
Kˆ a reference element. Select a fixed value of k ∈ ++, and let Pk(Kˆ ) denote
the space of polynomials having total degree at most k, considered as functions
over Kˆ . We next let K be a (small) finite element, i.e., the affine image of Kˆ
under a bijection FK, where
FK (xˆ) = BK xˆ + xK ∀ xˆ ∈ Kˆ , (3.1)
where BK ∈ d×d is invertible and xK ∈ d . Next, we let be a triangulation
of  consisting of finite elements, where each K ∈ is the image of the ref-
erence element Kˆ under the affine bijection FK. Given this triangulation , we
define a finite element space
( ) = {s ∈ H10 (): s|K ∈ Pk(K ) ∀ K ∈ }
of degree k. We will assume that the following conditions hold:
(1) { n}∞n=1 is a family of triangulations of  such that n = ( n) is a
finite element space of dimension n.
(2) { n}∞n=1 is a quasi-uniform family of triangulations, i.e.,
lim sup
n→∞
sup
K∈ n
hK
ρK
<∞,
where hK is the diameter of K and ρK is the diameter of the largest sphere con-
tained in K.
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(3) Let ‖ · ‖ denote the `2 matrix norm on d . Then ‖BK ‖ ≤ 1 for any
element K ∈ n and any triangulation n .
Remark. Since  is smooth, it cannot be exactly covered by a polygonal
triangulation. This source of error (which is often ignored) may be overcome if
we use isoparametric elements, see, e.g., [6].
We first recall how the noise-free “pure” FEM is defined. Let n ∈ +, and
let {s1, . . . , sn} be a basis for n. For [ f; a, b] ∈ F find
un =
n∑
j=1
α j s j
in n such that
Ba, b(un, si ) = 〈 f, si 〉 (i ≤ i ≤ n). (3.2)
If we approximate the integrals appearing in the FEM by numerical
quadrature, we get the (noise-free) FEMQ. The quadrature rule used to define the
FEMQ is initially defined on the reference element. This reference quadrature
rule has the form
Iˆ vˆ =
J∑
j=1
ωˆ j vˆ(xˆ j )
for functions vˆ defined on Kˆ . Said rule is said to be exact of degree q if∫
Kˆ
vˆ = Iˆ vˆ ∀ vˆ ∈ Pq (Kˆ ).
We define a local quadrature rule over a particular finite element K as
IK v =
J∑
j=1
ω j, K v(x j, K ),
where
ω j, K = det BK · ωˆ j , x j, K = FK (xˆ j ) (1 ≤ j ≤ J ) (3.3)
for K = FK(Kˆ ) with FK given by (3.1). Next, for any ` ∈ + we let
` =
⋃
K∈ `
J⋃
j=1
{x j, K }
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denote the set of all quadrature nodes in all the elements belonging to `. This
is usually not a disjoint union, since a quadrature node on the boundary of one
element will be on the boundary of an adjacent element sharing a common face.
Let
ν = min{k + 1, r}.
We now assume that the following conditions hold:
(1) The smoothness r of the problem elements F satisfies r ≥ 1 (as well as
our previous requirement r > d/p).
(2) The degree k of the finite element subspaces n˜ satisfies k > d/p − 1.
(3) Î is exact of degree 2k + ν − 1 over the reference element Kˆ .
We can now define the noise-free FEMQ. Given n ∈ +, we define
n˜ = max {card `: ` ∈ + and card ` ≤ 13 n} . (3.4)
Roughly speaking, n˜ = b 13nc, allowing for the fact that ñ must be the cardinality
of the set ` of quadrature nodes for some triangulation `. Let {s1, . . . , sn˜}
denote a basis for the finite element space n˜ . For [f; a, b] ∈ F, we define a
new bilinear form Ba, b, n˜ on n˜ by
Ba, b, n˜(v, w) =
∑
K∈ n˜
 d∑
i, j=1
IK (a∂iv∂ jw)+ IK (bvw)

=
∑
K∈ n˜
J∑
j=1
[ d∑
i=1
a(x j, K ) · (∂iv)(x j, K ) · (∂iw)(x j, K )
+ b(x j, K ) · v(x j, K ) · w(x j, K )
]
and a linear functional fn˜ on n˜ by
fn˜(v) =
∑
K∈ n˜
IK ( f v) =
∑
K∈ n˜
J∑
j=1
w j, K · f (x j, K ) · v(x j, K ).
Then the noise-free FEMQ consists of finding uQ
n˜
∈ H10 () such that
Ba, b, n˜(u
Q
n˜
, si ) = fn˜(si ) (1 ≤ i ≤ n). (3.5)
We are ready to define the noisy FEMQ. Given n ∈ +, we again choose the
largest n˜ ∈ + satisfying (3.4), and a basis {s1, . . . , sn˜} for the finite element
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space n˜ . We now calculate a noisy version of the information that would be
used by the noise-free FEMQ. That is, for each element K ∈ n˜ and each index
j ∈ {1, . . . , J }, we obtain real numbers a˜ j, K , δ , b˜ j, K , δ , and f˜ j, K , δ satisfying
|a˜ j, K , δ − a(x j, K )| ≤ δ, (3.6)
|b˜ j, K , δ − b(x j, K )| ≤ δ, (3.7)
| f˜ j, K , δ − f (x j, K )| ≤ δ. (3.8)
Let
˜
n, δ([ f ; a, b]) = { ˜ n, δ( f ), ˜ n, δ(a), ˜ n, δ(b)},
where
˜
n, δ(a) ={a˜ j, K , δ satisfying (3.6): 1 ≤ j ≤ J and K ∈ n˜},
˜
n, δ(b) ={b˜ j, K , δ satisfying (3.7): 1 ≤ j ≤ J and K ∈ n˜},
˜
n, δ( f ) ={ f˜ j, K , δ satisfying (3.8): 1 ≤ j ≤ J and K ∈ n˜}.
Clearly, ˜ n, δ is a noisy information of cardinality at most n. For [f; a, b] ∈ F,
we define a new bilinear form B˜a, b, n˜, δ on n˜ by
B˜a, b, n˜, δ(v, w) =
∑
K∈ n˜
J∑
j=1
[ d∑
i=1
a˜ j, K , δ · (∂iv)(x j, K ) · (∂iw)(x j, K )
+ b˜ j, K , δ · v(x j, K ) · w(x j, K )
]
and a linear functional f˜n˜, δ on n˜ by
f˜n˜, δ(v) =
∑
K∈ n˜
J∑
j=1
ω j, K · f˜ j, K , δ · v(x j, K ).
Then we seek
u˜
Q
n˜
=
n˜∑
j=1
α j s j
such that
B˜a, b, n˜, δ(u˜
Q
n˜
, si ) = f˜n˜, δ(si ) (1 ≤ i ≤ n). (3.9)
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The coefficient vector
a = [α1, . . . , αn]T
satisfies
Ga = b,
where
G = [B˜a, b, n˜, δ(si , s j )]1≤i, j≤n˜
and
b = [ f˜n˜, δ(s1), . . . , f˜n˜, δ(sn˜)]T.
We see that u˜Q
n˜
depends on [f; a, b] only through the noisy information
{a˜ j, K , δ, b˜ j, K , δ, f˜ j, K , δ}Jj=1 ∈ ˜ n, δ([ f ; a, b]),
and so we write u˜Q
n˜
= φ˜n, δ(y).
4. THE NOISY FEMQ IS A MINIMAL ERROR ALGORITHM
In this section, we prove that the noisy FEMQ is well defined. We also
establish an error bound for the noisy FEMQ, which allows us to show that the
FEMQ is a minimal error algorithm whenever k ≥ r.
First, we note that the conditions defining imply several important
inequalities, which hold independently of (a, b) ∈ .
LEMMA 4.1.
(1) Gårding’s inequality. There exists a constant γ0 = γ0;m > 0 such that
Ba, b(v, v) ≥ γ0‖v‖2H1() − λ0‖v‖2L2() ∀ v ∈ H10 ()
for all (a, b) ∈ .
(2) Weak coercivity of Ba, b. There exists a constant γ1 = γ1;m,M, λ0, ζ > 0
such that
∀ v ∈ H10 () ∃ nonzerow ∈ H10 (): |Ba, b(v, w)| ≥ γ1‖v‖H1()‖w‖H1()
for all (a, b) ∈ .
468 ARTHUR G. WERSCHULZ
(3) Shift theorem. If f ∈ Hr (), then there exists a constant σ =
σm,M, λ0, ζ, r such that
σ−1‖S([ f ; a, b])‖Hr+2() ≤ ‖ f ‖Hr () ≤ σ‖S([ f ; a, b])‖Hr+2() (4.1)
for all (a, b) ∈ .
(4) Uniform weak coercivity of Ba, b. There exists a constant γ =
γm,M, λ0, ζ > 0 and an index n∗ ∈ + such that if n ≥ n∗, then
∀ v ∈ n˜, ∃w ∈ n˜ : |Ba, b(v, w)| ≥ γ ‖v‖H1()‖w‖H1(), (4.2)
for any (a, b) ∈ .
Proof. If we use the inequality
Ba, b(v, v) ≥ m|v|2H1() − λ0‖v‖2L2() (4.3)
and the Poincaré inequality | · |H1() ≥ C‖ · ‖H1(), we see that Gårding’s in-
equality follows with γ0 = Cm.
We next consider weak coercivity. Let v ∈ H10 (). Since λ0 is not an
eigenvalue of La, b, there exists a unique z ∈ H3() satisfying
La, bz = λ0v
z = 0
in ,
on ∂.
(4.4)
Then
Ba, b(v, z) = λ0‖v‖2L2(). (4.5)
Now take w = v + z. Using (4.3), (4.5), and the Poincaré inequality, we have
Ba, b(v, w) ≥ m|v|2H1() ≥ γ0‖v‖2H1(). (4.6)
Let {zi }i∈ ++ be an orthonormal H10 () basis satisfying
La, b0 zi = λi zi
z = 0
in ,
on ∂.
If we expand
v =
∞∑
i=1
βi zi ,
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we find that
z =
∞∑
i=1
βiλ0
λi − λ zi .
It now follows that
‖z‖H1() ≤ sup
i∈ ++
∣∣∣∣ λ0λi − λ
∣∣∣∣ ‖v‖H1() ≤ λ0ζ ‖v‖H1().
Thus,
‖w‖H1() ≤ ‖v‖H1() + ‖z‖H1() ≤
(
1+ λ0
ζ
)
‖v‖H1().
Using this inequality along with (4.6), we have
Ba, b(v, w) ≥
(
γ0ζ
λ0 + ζ
)
‖v‖H1()‖w‖H1(),
as required.
We next consider the uniform shift theorem. Let [f; a, b] ∈ F and let u =
S([f; a, b]). Using the weak coercivity of Ba, b, we find that there exists nonzero
w ∈ H10 () such that
Ba, b(u, w) ≥ γ1‖u‖H1()‖w‖H1().
Since Ba, b(u, w) = 〈 f, w〉L2(), we find that
γ1‖u‖H1()‖w‖H1() ≤ Ba, b(u, w) ≤ ‖ f ‖H−1()‖w‖H1()
and so
‖u‖L2() ≤ ‖u‖H1() ≤ γ−11 ‖ f ‖H−1().
From [8, Theorem 8.13], we have the a priori inequality
‖u‖Hr+2() ≤ C(‖ f ‖Hr () + ‖u‖L2()),
where the constant C depends only on m, M, λ0, ζ, and r. Using these last two
inequalities, we see that there exists σ ′ = σ ′m,M, λ0, ζ, r such that
‖u‖Hr+2() ≤ σ ′‖ f ‖Hr ().
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The reverse inequality,
‖ f ‖Hr () ≤ σ ′′‖u‖Hr+2(),
with σ ′′ = σ ′′m,M, λ0, ζ, r , follows easily from the conditions defining the class
. Combining these last two inequalities, we obtain the uniform shift theorem.
To check uniform weak coercivity, we let : H10 () → n˜ denote the n˜-
interpolation operator given by
(5v)(x) =
n˜∑
j=1
v(x j )s j ∀ v ∈ H10 ().
Here x1, . . . , xn˜ are the interior nodes of the triangulation n˜ , and {s1, . . . , sn˜}
is the usual dual finite element basis defined by
si (x j ) = δi, j (1 ≤ i, j ≤ n˜).
From the usual finite element approximation theory, there is a positive constant
C1 such that
‖z −5z‖H1() ≤ C1n˜−µ/d‖z‖H3()
for any z ∈ H10 () ∩ H3(). Now choose (a, b) ∈ . From the conditions on
, there is another positive constant C2, depending only on M and λ0, such that
|Ba, b(v, w)| ≤ C2‖v‖H1()‖w‖H1() ∀ v, w ∈ H10 ().
Let
n∗ = d(C1C2σγ1γ−10 )−d/µe.
For v ∈ n˜ , we let w = v + z, where z ∈ H3() satisfies (4.4). Following [13,
Lemmas 5.2.1 and 5.4.4], we find that w is nonzero and that
Ba, b(v, w) ≥ γ21+ σλ0 + C1σλ0(n∗)−µ/d ‖v‖H1()‖w‖H1().
Hence the problem is uniform weakly coercive.
Our main tool is Strang’s lemma (see [13, pp. 310–312] for a proof of a
version having slightly more restrictive hypotheses).
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LEMMA 4.2. Suppose that there exists δ0 ∈ (0, 1] and n∗∗ ∈ ++ such that
for any δ ∈ [0, δ0], any n ≥ n∗∗ and any (a, b) ∈ , we have
|Ba, b(v, w)− B˜a, b, n˜, δ(v, w)| ≤ 12 γ ‖v‖H1()‖w‖H1() ∀ v, w ∈ n˜,(4.7)
where γ is as in (4.2). Then for any n ≥ n∗∗, any δ ∈ [0, δ0], and any
[ f ; a, b] ∈ F there is a unique u˜Q
n˜
∈ n˜ such that (3.9) holds. Moreover,
there exists a positive constant C such that if u = S([ f ; a, b]) is the solution to
(2.2), then
‖u − u˜Q
n˜
‖H1() ≤ C inf
v∈ n˜
[
‖u − v‖H1()
+ sup
w∈ n˜
(
|Ba, b(v, w)− B˜a, b, n˜, δ(v, w)|
‖w‖H1()
+ | f (w)− f˜n˜, δ(w)|‖w‖H1()
)]
,
the constant C being independent of n, δ, and [ f ; a, b].
We now recall some preliminary error estimates, whose proofs may be found
in [14].
LEMMA 4.3. There exists a positive constant C, depending only on m, M, λ0,
and r, such that
|Ba, b, n˜(v, w)− B˜a, b, n˜, δ(v, w)| ≤ Cδ‖v‖H1()‖w‖H1() ∀ v, w ∈ n˜
and
| fn˜(v)− f˜n˜, δ(v)| ≤ Cδ‖v‖L2() ∀ v ∈ n˜,
for any δ > 0, any f ; a, b] ∈ F, and any n ≥ n˜, where n˜ satisfies (3.4).
We are now ready to prove the main result of this section. Here, and in the
remainder of this paper, C will denote a generic constant that depends only on
m, M, λ0, ζ, and r, but whose value may change from place to place.
THEOREM 4.1. There exist n∗∗ ∈ ++ and δ0 > 0 such that φ˜n, δ is well de-
fined for all n ≥ n∗∗ and all δ ∈ [0, δ0]. Furthermore, there exists a constant C
such that
e(φ˜n, δ, ˜ n, δ) ≤ C(n−µ/d + δ),
where
µ = min{k, r}.
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Proof. We first show that φ˜n, δ is well defined. As in [13, p. 106], there
exists a positive constant C such that
|Ba, b(v, w)− Ba, b, n˜(v, w)| ≤ Cn−v/d‖v‖H1()‖w‖H1() ∀ v, w ∈ n˜
for any n ∈ ++. Using the first inequality in Lemma 4.3, we have
|Ba, b(v, w)− B˜a, b, n˜, δ(v, w)| ≤ C(n−v/d+δ)‖v‖H1()‖w‖H1() ∀ v, w ∈ n˜
(4.8)
for any n ∈ ++ and any δ ∈ [0, 1]. It now follows that there exists δ0 ∈ (0, 1]
and n∗∗ ∈ ++ such that (4.7) holds for any δ ∈ [0, δ0], any n ≥ n∗∗, and any
(a, b) ∈ . Thus Strang’s lemma implies that the noisy FEMQ φ˜n, δ is well de-
fined for any such δ and n.
We now turn to the error of the FEMQ. Let δ ∈ [0, δ0] and n ≥ n∗∗. For [ f;
a, b] ∈ F, let u = S([ f; a, b]). From [13, p. 107], there exists v ∈ n˜ such that
‖u − v‖H1() ≤ Cn−µ/d‖ f ‖Hr () ≤ Cn−µ/d .
Since p ≥ 2, there is a positive constant C such that
‖ f ‖Hr () ≤ C‖ f ‖Wr, p() ≤ C. (4.9)
From these two inequalities, we have
‖u − v‖H1() ≤ Cn−µ/d . (4.10)
Now for any w ∈ n˜ , we find from [13, p. 106] that
| f (w)− fn˜(w)| ≤ Cn−v/d‖ f ‖Hr ()‖w‖H1() ≤ Cn−v/d‖w‖H1(),
where we have again used (4.9). Using this inequality and the second inequal-
ity in Lemma 4.3, we have
| f (x)− f˜n˜, δ(w)| ≤ C(n−v/d + δ)‖w‖H1(). (4.11)
Use (4.8), (4.11), and (4.10) in Strang’s lemma. Since µ ≤ ν, we find
‖u − u˜Q
n˜
‖H1() ≤ C(n−µ/d + δ),
as required.
Using Theorem 4.1, we find
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COROLLARY 4.1.
(1) rn(δ) = 2(n−r/d + δ).
(2) The noisy FEMQ, using a quadrature rule that is exact of degree k, is
a minimal error algorithm if k ≥ r and k ≥ 2k + r − 1.
(3) Adaption is no stronger than nonadaption.
Proof. We only need to prove the lower bound,
rn(δ) = (n−r/d + δ).
But the proof of this bound is exactly the same as the analogous lower bound
in [14].
5. MULTIGRID IMPLEMENTATION OF THE NOISY FEMQ
We have shown that the FEMQ algorithm φ˜n, δ is an nth minimal error
algorithm. Said algorithm consists of three steps. First, we evaluate n
information samples (values of f, a, or b). Next, we use these values to construct
the n˜ × n˜ linear system Ga = b. So far, the cost of the algorithm is 2(n). The
final step is solving the linear system Ga = b. Unfortunately, we do not know
how to solve the linear system in time 2(n). For this reason, we will pursue
a multigrid implementation of the noisy FEMQ for indefinite elliptic problems,
which is an nth minimal error algorithm whose running time is 2(n).
This multigrid method is similar to that in our previous paper [14], the
difference being that we use the inner multigrid step of [3] (which has been
crafted to work with indefinite problems). Nonetheless, we give a complete
description of the method, to help keep this paper reasonably self-contained. As
in [14], we use the notation of [4, Chap. 6].
Recall that { n}∞n=1 is a quasi-uniform grid sequence. Let us write
h j = max
K∈ j
hK
for the meshsize of j. Recall (from Theorem 4.1) that the noisy FEMQ φ˜n, δ
is well defined if n ≥ n∗∗. Let
n1 = n∗∗ < n2 < · · · < nl−1 < nl
be a sequence of integers, chosen so that n j−1 ⊃ n j , and, thus, n j−1 ⊂ n j
and
hn j ∼ 12 hn j−1 (2 ≤ j ≤ l). (5.1)
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We let j be a fixed, but arbitrary, index in {1, . . . , l}. If p1, . . . , pn j are the
interior nodes of the triangulation n j , then we get the standard finite element
basis {s1, . . . , sn j } for n j be requiring that si (pi ′) = δi, i ′ for 1 ≤ i, i ′ ≤ n j
(see, e.g., the discussion in [13, Sections 5.7 and A.2.3]).
We define a mesh-dependent inner product 〈·, ·〉 j on n j by
〈v, w〉 j = hdn j
n j∑
i=1
v(pi )w(pi ) ∀ v, w ∈ n j .
Then the operator Aj on n j is defined by
〈A jv, w〉 j = B˜a, b, n j , δ(v, w) ∀ v, w ∈ n j .
We also define the operator Aˆ j on n j by
〈 Aˆ jv, w〉 j = Bˆa, b, n j , δ(v, w) ∀ v, w ∈ n j .
Here, the bilinear form Bˆa, b, n j , δ on n j is defined to be
Bˆa, b, n j , δ(v, w) =
∑
K∈ n j
J∑
j=1
[ d∑
i=1
a˜ j, K , δ · (∂iv)(x j, K ) · (∂iw)(x j, K )
+ v(x j, K ) · w(x j, K )
]
.
That is, Bˆa, b, n j , δ(v, w) approximates
Bˆa(v, w) =
∫

[a∇v · ∇w + vw]
using numerical quadrature and noisy information about a. Note that Bˆa is a
uniformly strongly coercive bilinear form on H10 (), as are the forms Bˆa, b, n j , δ
for 1 ≤ j ≤ l.
Following the proof of [4, Lemma 6.2.8], we obtain an upper bound
ρ( Aˆ j ) ≤ 3 j = Ch−2n j (5.2)
on the spectral radius of Aˆ j , where the constant C is independent of the index
j and the coefficient vector (a, b).
Let us define f j ∈ n j by requiring that
〈 f j , s〉 j = f˜n j (s) ∀ s ∈ n j
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and let us write u˜ j for the solution u˜ j = u˜Qn j of the noisy FEMQ for n j , so that
A j u˜ j = f j .
We then let I jj−1: n j−1 → n j be the natural embedding, and we let I j−1j :
n j → n j−1 be its adjoint, i.e.,
〈I j−1j w, v〉 j−1 = 〈w, I jj−1v〉 j = 〈w, v〉 j ∀ v ∈ n j−1 , w ∈ n j .
Recalling that 3 j is an upper bound on ρ( Aˆ j ), we now define the jth-level
multigrid interation recursively, in terms of the multigrid iterations at lower
levels:
function MG( j : +; z0, g: n j ): n j ;
begin
if k = 1 then
MG := A−11 g
else
begin
z1 := z0 +3−1j (g − A j z0); { pre-smoothing }
g := I j−1j (g − A j z1); { fine-to-coarse intergrid transfer }
q1 := MG( j − 1, 0, g); { error correcting }
z2 := z1 + I jj−1q1; { coarse-to-fine intergrid transfer }
z3 := z2 +3−1j (g − A j z2); { post-smoothing }
end;
MG := z3
end
Then for any index t, the t-fold full multigrid scheme produces an approxima-
tion uˆ j to u˜ j as follows:
function FMG( j, t : +): n j ;
begin
if j = 1 then
uˆ j := A−11 f1
else
begin
u
j
0 := I jj−1uˆ j−1;
for i := 1 to t do
u
j
i :=MG( j, u ji−1, f j );
uˆ j := u jr
end;
FMG := uˆ j
end
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Let
n, δ = [ ˜ n1, δ, ˜ n2, δ, . . . , ˜ nl , δ],
with l the maximal index for which card n, δ ≤ n. For [f; a, b] ∈ F, we have
uˆl = φn, δ(y) with y ∈ n, δ([ f ; a, b]),
where φn, δ is the full multigrid algorithm.
Note that the main difference between this multigrid scheme and the one used
in [14] is that we use different smoothing operators. The main result for this
section is
THEOREM 5.1.
(1) The full multigrid algorithm is well defined.
(2) There exists an index t such that the error of the full multigrid algorithm
is
e(φn, δ, n, δ) = O(n−µ/d),
where (as in Theorem 4.1) µ = min{k, r}.
(3) The combinatory cost of the full multigrid scheme FMG(l, t) is 2(n).
Here, the O- and 2-constants depend only on m, M, λ0, ζ , and r.
Proof. The well-definedness follows from Theorem 4.1. To prove the desired
error estimate, let us first consider the jth-level multigrid iteration. Let ‖ · ‖E j
be the energy norm defined by
‖v‖E j = Bˆa, b, n j , δ(v, v)1/2,
this energy norm being equivalent to the usual H10 ()-norm and the equivalency
constants depending only on m, M , λ0, ζ and r. Since the presmoothing and
postsmoothing operators for the j th-level multigrid step satisfy the hypotheses
of [3], it follows that there exists a constant θ ∈ (0, 1) such that
‖z −MG( j, z0, g)‖E j ≤ θ‖z − z0‖E j , (5.3)
the constant θ being independent of g, z, z0 ∈ n j , j ∈ +, and [f; a, b] ∈ F.
Since a jth-level multigrid iteration reduces the error by a constant factor θ ,
the error estimate for the full multigrid algorithm follows, exactly as shown in
[14, Theorem 5.1].
To determine the combinatory cost of the full multigrid scheme, we first
determine the cost of the jth-level scheme. As in [14, Theorem 5.1], we find
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that the cost of the jth-level scheme is O(nj) and that the cost of the full multigrid
scheme is O(n).
6. COMPLEXITY
In this section, we determine the complexity of the noisy indefinite elliptic
problem. It will be useful to explicitly specify some of the order-of-magnitude
constants in some of the estimates in the previous sections. Thus, Corollary 4.1
tells us that there exists a positive constant C1 such that
rn(δ) ≥ C1(n−r/d + δ). (6.1)
Moreover, let φ˜n, δ be the noisy FEMQ of degree k ≥ r, using a quadrature rule
that is exact of degree at least 2k + r − 1. Then by Theorem 5.1, there exist
positive constants C2 and C3 = C3(g) such that
e(φn, δ, n, δ) ≤C2(n−r/d + δ) (6.2)
and
cost(φn, δ, n, δ) ≤C3c(δ)n. (6.3)
As in [14, Theorem 7.1], we have
THEOREM 6.1. The problem complexity is bounded from below by
comp(ε) ≥ inf
δ>0
c(δ)

(
1
C−11 ε − δ
)d/r
 (6.4)
and from above by
comp(ε) ≤ C3 inf
δ>0
c(δ)

(
1
C−12 ε − δ
)d/r
 . (6.5)
The upper bound is attained by using the noisy FEMQ φn, δ described above,
with
n =

(
1
C−12 ε − δ
)d/r (6.6)
and with δ chosen minimizing (6.5).
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Hence
comp(ε) = 2
(
inf
δ>0
{
c(δ)
(
1
C−1ε − δ
)d/r})
, (6.7)
for some constant C. This allows us to determine the complexity for various
cost functions c(·), as well as to find the optimal noise level δ for a particular
value of ε.
For example, suppose that c(δ) = δ−s , where s > 0. Then for any ε > 0, the
optimal δ is
δ∗ = rsε
C(rs + d) = 2(ε),
so that
comp(ε) = 2
((
d
sr
)s (C(rs + d)
dε
)d/r+s)
= 2
((
1
ε
)d/r+s)
.
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