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Abstract
The topside of a naval combatant must accommodate a plethora of highly sophisticated and
computerised electromagnetic sensors in order for the ship to effectively fight, both to attack
and defend. The electromagnetic sensors serve as the eyes and ears of the ship, and without
them the ship would be very vulnerable. Since the topside of a naval ship has limited space,
antennas must be sited close to each other (co-site). Many of the topside antennas are required to
transmit and receive at similar bands of operating frequencies and, at times, they may be required
to operate simultaneously. This gives rise to electromagnetic interference (EMI) which causes
performance degradation of the equipment, blockage of communication channels, impairment
of the on board sensors and even burning out of the inadequately protected equipment. One of
the key challenges faced by ship designers at the concept phase of ship design is the need to
effectively distribute topside electromagnetic (EM) sensors to avoid EMI. This is difficult to
predict especially as in concept design the ship configuration and the EM systems characteristics
will change as different arrangements are explored. The likely interference between shipboard
antenna systems can be assessed by computational electromagnetic (CEM) tools which model
the ship and its topside antenna systems.
To tackle this problem, a general purpose and commercially available electromagnetic
simulation package, Computer Simulation Technology (CST), has been employed as a rapid and
cost effective method for handling the EMI problems in Early Stage Ship Design (ESSD). Using
CST, the project initially modelled the recently in service Royal Navy Type 22 Batch II Frigate
and its topside sensors. The EM sensor models on the Type 22 Batch II Frigate model were
then simulated against each other in order to determine the EMI coupling between them. To
benchmark these EMI coupling simulations, validation of a certain number of CST simulations
has been carried out using two physical scale models of the Type 22 Batch II Frigate. After
obtaining the required confidence in the reliability of the simulation package, a CST based
approach for prediction of topside EMI/EMC has been developed. The approach has then been
3applied on an early design study for a Future Patrol Ship to predict the likely EM interactions
between its topside antennas.
Finally, in order to assess the likely free space antenna interference, MATLAB based
codes have been developed. These will allow quick evaluations of the magnitude of antenna
interference in free space. Thus, they would enable the project sponsor to determine antenna
interactions between certain shipboard EM sensors without requiring to use a CEM tool.
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Chapter 1
Introduction
1.1 Overview
A naval ship is a complex system of systems which may be deployed to achieve a set of strategic
and defence missions. In order to accomplish its tasks effectively, a naval ship may employ guns,
missiles and electromagnetic (EM) sensors, such as radars and other systems using antennas
while freely manoeuvring the seas. A naval vessel must be able to identify who and where its
enemies are and then take appropriate actions such as attack or evasion. Nowadays, all of these
are done using powerful and sophisticated electronic sensors and systems [1].
Thus the topside EM environment of a naval combatant is dense, containing a large number
of electromagnetic sensors which are used for the purpose of communication, navigation,
detection, telemetry, searching, weapons directing, homing, direction finding and tracking [1].
Each of the sensors is required to provide certain capabilities based on the ship’s roles and
missions. Since the topside of a naval ship is a confined place [2], the EM sensors have to
be placed in close proximity to each other. Topside transmitters are required to emit high
power, perhaps tens of Megawatts, in order to illuminate distant targets, while at the same
time topside receivers are required to be highly sensitive, as low as 10−13 Watts, in order to
detect weak echoes from far away targets [3]. In addition to their fundamental frequencies,
many of the topside sensors radiate signals at harmonics or other spurious frequencies. If
the frequency of an undesired signal falls within the intermediate frequency (IF) bandwidth
of a victim receiver, electromagnetic interference (EMI) may result. The occurrence of EMI
depends on the noise threshold of a receiver which is set to disregard both internal noise,
due to component imperfection of the receiver, and external noise, due to environmental and
atmospheric disturbances [4]. If the amplitude of the interfering signal is above the noise
threshold of a receiver, EMI occurs.
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EMI between topside sensors constitutes one of the key concerns in naval ships. EMI
can cause performance degradation of the on board systems, by impairing the reception of the
desired signals through a decrease in signal to noise ratio (SNR), if this is extended to one or
more systems they could then become operationally unavailable. EMI reduces the ability of
a naval vessel to combat effectively and makes it more prone to incidents and vulnerable to
attacks [5]. For example, it has been reported that in July 1967 an incident of EMI occurred on
board the aircraft carrier USS Forrestal. The EM energy from one of the carrier’s high powered
radars interfered with fire circuits of a missile rocket motor on an aircraft parked on the flight
deck. This ignited and fired rockets into a fuel tank of another aircraft on the carrier, resulting in
explosions and a fire which killed 134 people and injured 161 others [6] [7]. Another incident of
EMI occurred in May 1982 on board HMS Sheffield during the Falklands War. The ship’s Type
965 surveillance radar was interfering with its satellite communication system. The radar was
ordered to be switched off as the Commanding Officer of HMS Sheffield wanted to communicate
with Sheffield’s sister ship, HMS Coventry. As a result, HMS Sheffield was not able to detect the
two Argentinian fighter jets that were approaching HMS Sheffield and which fired their Exocet
missiles. One of the Exocet missiles hit HMS Sheffield amidships but did not detonate, while
the other crashed into the sea. The incident caused a number of fatalities and injuries, mainly
due to inhaling thick smoke from the rocket motor burning out, and the ship was subsequently
lost [1] [7] [8].
If a ship is designed with a mitigated level of EMI/EMC then downstream there will
be fewer interference issues to be tackled. Therefore, emphasis is placed upon discovering
and alleviating EMI/EMC problems in Early Stage Ship Design (ESSD), the phase when the
designers produce initial estimates of the ship’s main dimensions, weight, stability, survivability
and hydrodynamic performance. From an iterative process, the concept ship design team comes
up with an appropriately balanced design. However, once electromagnetic sensors, such as radar
antennas, Satcoms, Electronic Warfare (EW) antennas, communication antennas (COMMs),
navigational antennas and Identification Friend or Foe (IFF) antennas, are included in the design
the electromagnetic environment needs to be assessed. This is often done quite late in the design
and, should EMI problems be discovered, the designers often have to go back and modify the
design until an acceptable level of electromagnetic compatibility (EMC) is achieved. This can
be very disruptive late in the design and, since highly constrained once most of the ship design is
fixed, costs a considerable amount of time and money [9].
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Therefore, one of the key challenges faced by ship designers in ESSD is the allocation
of topside EM sensors on naval ships such that the sensors coexist harmoniously and perform
their desired functions, without causing mutual interference (MI) or degrading each other’s
functions. The complex and non-linear nature of the EMI problem makes it very difficult for
ship designers to accurately predict the extent of the interference problems between the topside
antenna systems, without using appropriate tools. Past EMI/EMC data from similar ships or
similar EM sensors on different naval vessels can be useful in terms of being aware of which
of two or more topside sensors may interfere with each other but it is unlikely to be sufficient.
This is because modifications to the configuration of the ship, the parameters of the shipboard
antenna systems and the relative locations of the topside antenna systems in question, even for
similar ships, could change considerably the topside EM environment [10].
The problem can be tackled by using a suitable CEM tool [11] [12] to model the ship and
its topside EM sensors and simulate the interaction of the sensors against each other, in order
to quantify the interference between them. A simulation package called Computer Simulation
Technology (CST) has seen to be a suitable candidate for this. In CST, each topside antenna is
modelled based on its operating parameters. After achieving acceptable representations, such as
obtaining similar reflection coefficients1 at the desired frequency and acquiring alike directivity
and radiation patterns, for each of the shipboard antennas, the antenna models or their equivalent
far-field sources are imported onto the analytical model of the ship and placed in their intended
locations. CST simulation can then be run on the combined ship and antenna models, using
appropriate solvers of the CST Microwave Studio (MWS). CST calculates the inter-couplings
between the shipboard antennas by indicating the exchange of energy, either at a single frequency
or over a frequency band, between the antennas. If, for example, the interference between two
topside antennas is predicted to be above a selected tolerable level, the antennas can be relocated
on the ship and the simulation is then rerun. This process is repeated until a configuration is
achieved where the severity of the interference is reduced to a level that the designers consider
acceptable [10].
1Input reflection Coefficient (S11) describes the magnitude of a reflected wave relative to that of the incident
wave.
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1.2 Scope
The thesis outlines the investigation of the EMI/EMC problems due to radiated EM energy on
the topside of naval combatants at the concept phase of ship design. The project has utilized a
CEM tool called CST to model two naval ships (i.e. recently in service Royal Navy (RN) Type
22 Batch II Frigate and early design study for a Future Patrol Ship (FPS)) and their topside EM
sensors. It simulated the EM sensors’ EM influence on each other due to their proximity on the
ship’s topside (See Section 1.5).
The results of a number of CST simulations were validated using two physical scale models
of the Type 22 Batch II Frigate. The different CST methods of calculating the coupling between
the shipboard antennas were cross-validated against each other.
As part of this project, MATLAB based codes have been developed in order to determine
the magnitude of free space antenna interference. These would allow the project sponsor to
perform an evaluation of the magnitude of interference between shipboard antennas separated by
free space without requiring to use a CEM tool.
Other topside design aspects which are also relevant to the emergent whole ship design,
such as infra-red (IR), radar cross section (RCS), stealth, signature control, weapon coverage
and replenishment at sea, are covered in detail by Bayliss in [13].
1.3 Aim and Objectives
The primary aim of the research reported in this thesis has been to develop a suitable mechanism
for prediction of topside EMI/EMC suitable for ESSD. To do this, the following objectives have
had to be met:
• Producing sufficiently representative models of an existing RN ship’s above water structure
and its topside EM sensors using CST MWS.
• Establishing appropriate methods within CST to calculate EMI coupling between ship-
board EM sensors.
• Validating a sufficient number of CST simulations in order to build an adequate level of
confidence in the simulation results.
• Developing a CST based approach for prediction of topside EMI/EMC.
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• Applying the concept developed into a new ship design that is being developed by the
sponsor.
1.4 Thesis Layout
The opening chapter provides an outline of the topside EMI/EMC problem and how CEM tools
can be utilized to predict the interference between shipboard EM sensors. It further states the
scope and objectives of this research.
Chapter 2 begins by providing the theoretical basis for describing shipboard EM sensors. It
then moves on to outline the types and characteristics of the main EM sensors on the Type 22
Batch II Frigate and FPS design study.
Chapter 3 begins with describing the shipboard EM environment and the nature of shipboard
EMC. It then discusses the EMI problem in terms of sources of EMI, methods of occurrence,
the different levels at which EMI occurs and the break-down of EMI into different types of
interferences.
Chapter 4 contains a review of commercially available CEM tools. It discusses the merits,
limitation and availability of the relevant tools, with particular focus on Computer Simulation
Technology (CST) which has been used in this research.
Chapter 5 serves as proof of concept for the approach adopted in assessing topside
EMI/EMC problems using a CEM tool. It does this by outlining the EMI/EMC assessments that
has been carried out on models of an existing RN ship, the Type 22 Batch II Frigate. The chapter
begins by presenting the Type 22 Batch II Frigate model that has been produced in CST MWS.
It then outlines the radar and other antenna models developed to represent the EM sensors on
the Type 22 Batch II Frigate. Finally, it presents simulation results which show the interference
between the EM sensors on the Type 22 Batch II Frigate.
Chapter 6 provides the validation of the simulations carried out on the Type 22 Batch II
Frigate. The chapter starts by presenting validated results for the central portion of a 1:100 scale
model of the Type 22 Batch II Frigate that was built at UCL. It then provides validated results
for a 1:50 scale copper model of the Type 22 Batch II Frigate that was loaned to the candidate by
QinetiQ Funtington. Finally, it presents the results of the cross validations of the two CST based
approaches adopted.
Chapter 7 applies the topside EMI/EMC assessment methodology developed to a new ship
design (FPS) that is being developed in the concept phase. It begins by showing the ship design
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and EM sensor models for the ship. It then presents EMI couplings, calculated in CST, between
the sensors intended to be carried on the FPS design.
Chapter 8 offers proposed guidance for EMC in concept phase ship design. It outlines
practices and controls that can be adopted in ESSD which could mitigate the extent of EMI
problems downstream in a naval ship design project.
Chapter 9 contains a general discussion of the work conducted. It examines the overall
approach, the issues that have arisen, the believability of the results and how well the objectives
have been met. Moreover, it provides the novel contributions to research.
Chapter 10 is divided into two parts. The first part concludes the thesis by giving a summary
of the achievements outlined in the previous chapters. The second part considers how the
research conducted to date could be extended in the future.
Chapter 2
Shipboard EM Sensors
The large number and variety of a naval ship’s own EM sensors such as radars and other antenna
systems significantly contribute to intra-ship EMI problems [1]. This is mainly because of
the limited space on the topside of a naval combatant and the high power levels that may be
associated with the topside sensors.
This chapter provides the underlying theory for shipboard EM sensors. It discusses the
fundamental radar and other antenna concepts relevant to topside EMI problem. In addition, it
outlines the EM sensors that naval ships use, highlighting the topside sensors on the Type 22
Batch II Frigate and on the Future Patrol Ship (FPS) - two of the ships that have been assessed
as part of this project.
2.1 Friis and Radar Equations
The Friis and radar equations (one way and two way RF propagation equations) can be used
to determine how much transmitted free space RF energy from a transmitting antenna can be
captured by a receiving antenna, provided that the direction of the gains for both the transmit and
receive antennas are aligned and their polarisations are matched [14], and how the integrity of a
received signal can be affected by the strength of the cumulative noise in a receiver. Utilization
of these equation may allow prediction of free space antenna interactions.
2.1.1 Friis Equation
The Friis equation was first proposed by Harald Friis of Bell Laboratories in 1946. It is the
one way free space transmission equation which can be used to show the power received by a
receive antenna at a distance r in the far-field of a transmit antenna [15]. A receive antenna can
be affected by the transmitted energy of a transmitting antenna, based on the effective capture
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area of the receive antenna (Ae) which is given by [15] [16]
Ae =
Grλ
2
4pi
(2.1)
where Gr is the gain of the receive antenna and λ is the wavelength of the EM wave.
The power density at the receive antenna (Φ) with transmit antenna gain Gt is the power
density from an isotropic antenna multiplied by the radar antenna gain
Φ =
PtGt
4pir2
(2.2)
where Pt is the peak transmit power.
Only a fraction of the transmitting power in Equation 2.2 is captured by the receive antenna
based on its Ae. The peak power at the input to the receiver can be calculated as follow:
Ppeak = ΦAe =
PtGtGrλ
2
(4pir)2
(2.3)
Equation 2.3 is the one way transmission equation which can be used to calculate peak
power at the output of a receiver due to transmitting radar in free space. Moreover, the inverse
square law applies to the Friis equation which means that the peak power plummets as square of
the distance from the transmit antenna.
2.1.2 Radar Equation
One of the shipboard EMI mitigation measures in topside sensor allocation is to place the topside
EM sensors relative to each other in a way so that they do not look directly at each other or, for
example, a high power transmitter does not emit RF energy towards a receiver. However, echoes,
particularly those from not so distant and reflective targets, may have considerable amount of
power which could disturb the normal operations of a topside victim receiver. The radar equation
can be used to evaluate how echo power, reflected from a target, could affect a topside victim
receiver.
The radar equation in free space is given by [17]
Pr =
PtGtGrλ
2σ
(4pi)3r4
(2.4)
where Pr is the received power and σ radar cross section area of the target.
The receiver noise power is given by:
Pn = kT0BF (2.5)
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where
k is Boltzmann’s constant and equal to 1.38× 10−23W/K/Hz
T0 is the noise reference temperature which is equal to 290K
B is the receiver’s bandwidth
F is the receiver’s noise figure.
The signal to noise ratio for a single pulse of radar can be written as
SNR =
Pr
Pn
=
PtGtGrλ
2σ
(4pi)3r4kT0BF
(2.6)
In a radar system, there are losses due to plumbing, propagation and beamshape. These
losses can be characterised in terms of a factor L. With this taken into account, Equation 2.6 can
be written as:
Pr
Pn
=
PtGtGrλ
2σL
(4pi)3r4kT0BF
(2.7)
where L ≤ 1.
SNR can be used to determine the ability of a radar to detect its desired signal against
inherent noise. Furthermore, it is the basis for conceptual radar system design [18]. Many of
the parameters in the radar equation such as Pt, Gt, Gr and r affect the way the radar interact
with other shipboard sensors. For example, the larger Pt, the greater the interference between
the radar and the victim receiver.
2.2 Shipboard Radars
Before outlining shipboard radars, it is worth discussing how a radar works and what are the
fundamental constituents of a radar.
The word Radar stands for RAdio Detection And Ranging. A radar transmits EM energy
into space through its transmitting antenna in order to illuminate a target. Some of the radar’s
propagated EM energy is intercepted by a target that is located at a certain range from the radar.
The target scatters the intercepted EM energy in many different directions, depending on the
target’s size, shape and constituent materials. A tiny amount of the captured EM energy, by the
target, is reflected back in the direction of the radar which is intercepted by the radar’s receiving
antenna [18]. Amplification and processing of the received EM signal may yield a variety of
information about the target, such as its range, direction and velocity [4].
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A radar is made up of a number of key components. The main elements of a conventional
monostatic radar which is responsible for both transmitting and receiving EM energy are outlined
in Figure 2.1.
Figure 2.1: An outline of the key components of a radar system, information from [4]
The radar transmitter is responsible for generating an appropriate waveform for the type
of function that the radar is required to perform. The waveform is transmitted through the
atmosphere where its strength can be reduced due to atmospheric conditions such as rain. The
antenna is responsible for converting electrical voltages into EM waves that propagate into space,
and collecting echo energy on receive. The radiofrequency (RF) signals at the input to the
receiver are selected based on their carrier frequencies. In the receiver the selected RF signal
are amplified by a Low Noise Amplifier (LNA) and mixed in the Mixer with signals from the
Local Oscillator (LO) to downconvert the signal to an Intermediate Frequency (IF). The signal
is then detected by the Detector and digitised using an analogue to digital (A/D) converter. So,
essentially the receiver filters and amplifies return echoes in order for them to be detected. The
signal processor separates the desired signal from the unwanted signals which can negatively
affect the detection process [18] [19].
Due to the range of performance requirements, a naval ship may have a number of different
radars, each performing a set of specific functions. For example, it may use a surveillance
radar to search for hostile targets, a tracking radar to track targets in range and Doppler, and a
navigation radar to help the ship manoeuvre at sea.
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2.3 Radars on the Type 22 Batch II Frigate
The Type 22 Batch II Frigate has a number of radars such as tracking, surveillance and navigation
radars on board. Each of these radars are outlined below.
2.3.1 Tracking Radar
Naval tracking radars can be used in weapon control and missile range instrumentation. In both
of these applications, a high degree of precision and accurate prediction of future target positions
are normally required [18].
Tracking radars typically have pencil beams for receiving echoes from a single target and
track the target in angle, range and Doppler. Because of its narrow beamwidth, normally 1 to 2
degrees, tracking radars depend on the information from surveillance radars for placing its beam
on or in the vicinity of the target, before commencing tracking.
The primary output of tracking radar is the target location determined from the pointing
angle of the beam and position of its range tracking gates [18].
Figure 2.2: Type 910 tracking radar [20]
There are two Type 910 tracking radars on board a Type 22 Batch II Frigate, located fore
and aft of the ship. Type 910 is a lightweight tracking radar for use with the Seawolf short
range point defence system. The radar is automatic which provides fast response time against
targets. The radar is fitted with clutter rejection capability for operations in both open and closed
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waters. It is also armed with Electronic Protection (EP) facilities to enable it function in hostile
electronic environment [21]. An example of the T910 tracking radar is shown in Figure 2.2.
2.3.2 Surveillance Radar
The Type 22 Batch II Frigate has two back-to-back surveillance radars, Type 967 and Type 968
on a stabilized pedestal. The Marconi Type 967 air search radar is integrated with the Type 968
surface and air search radar. Collectively, they are designed to meet the requirements of air and
surface warning, search and target designation, from sea level to high elevation angles. These
radars along with the Type 910 target tracker and missile guidance radar form the radar group
for the Seawolf surface to air missile system [20].
Figure 2.3: Type 967/968 integrated surveillance radar [20]
The waveguide antennas for both radars are mounted back-to-back in a common housing
carried by a single fully stabilised mount [20].
The Seawolf surveillance radar system has the capability for sophisticated data handling,
which resolves both velocity and range ambiguities. In addition, the radar carries out threat
evaluation, makes engagement decision and performs attacks [20]. The main characteristics of
the surveillance radar on the T22 Batch II Frigate are shown in Table 2.1. An example of the
Type 967/968 radar is given in Figure 2.3,
2.3.3 Navigation Radar
Navigation radar is an indispensable tool which allows the ship to move around safely. Navigation
radars often have higher resolution but shorter operating ranges than surveillance radars [22].
The Type 22 Batch II Frigate has a Kelvin Hughes Type 1006 navigational radar on board.
2.3. Radars on the Type 22 Batch II Frigate 45
Radar Specifications
Type 967 968
Band L (1260 — 1360 MHz) S (2950 — 3040 MHz)
Antenna Beamwidth 4.6 x 68.6 deg 2 x 30 deg
Antenna Gain - 30 dB
Peak Power 50 — 60 kW 3 MW
Pulse Width 6 µsec 2 µsec
PRF 7320 staggered 770 pps
Scan Rate 30 rpm 30 rpm
Antenna Dimensions 4 x 1 m 4 x 1 m
Table 2.1: Parameters of Marconi Type 967/968 search and acquisition radar [20]
The radar was developed for the Royal Navy, beginning in 1969. It uses slotted waveguide
antennas and operates in X band (8 –12 GHz).
The Type 1006 radars were succeeded by the Type 1007 in the 1970s. The vital difference
between the two is that the Type 1007 is an auto tracking radar that can display track history and
guard zones [23].
The main characteristics of the tracking radar on the T22 Batch II Frigate are given in Table
2.2.
Radar Specifications
Type 1006
Band X (8 –12 GHz)
Antenna Beamwidth 18 deg
Antenna Gain 31 dB
Peak Power 25 kW
Pulse Width 0.8 µsec
PRF 1600
Scan Rate 24 rpm
Antenna Diameter 2.4 m
Table 2.2: Parameters of Kelvin Hughes Type 1006 navigation radar [20]
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Figure 2.4: Type 1006 tracking radar [20]
2.4 Radars on the FPS
FPS has one X-Band and two S-Band Kelvin Hughes SharpEye Navigational and Situational
Awareness Radars (NASARs). Due to its high frequency, the X-Band NASAR is regarded
as a high priority system and it, therefore, requires prime location. Because FPS does not
include naval surveillance and target indication radars, the X-Band NASAR (a mandatory system,
required by the International Maritime Organisation (IMO)) is placed at the very best topside
location (top of the mast). The S-Band NASARs operate at lower frequency compared to their
I-Band and X-Band counterparts and they pose marginally less criticality in terms of Line of
Sight (LOS) requirements, thus they are regarded as low priority systems. They have 360◦
coverage requirements, therefore, each of the antennas covers 180◦ in azimuth [24].
The characteristics of the X-Band radar are given in Table 2.3 and the system configuration
of the Kelvin Hughes NASARs is given in Figure 2.5 [25].
2.5 Antenna Characteristics
An antenna is an electrical device capable of radiating and/or receiving radio waves [26].
Antennas share certain characteristics which can significantly affect the way they interact with
each other. An understanding of the general properties of antennas could enable ship designers
to place topside antennas in a way where there are minimum undesired interactions between the
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Radar Specifications
Band S X
Antenna Gain 28 dB 28 dB
Peak Power 200 W 300 W
Pulse Width 0.1 µsec - 100 µsec 0.1 µsec - 100 µsec
PRF 2.3 kHz 2.3 kHz
Table 2.3: Parameters of Kelvin Hughes NASARs
Figure 2.5: Kelvin Hughes S-Band and X-Band NASARs
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topside antennas. The general characteristics of antennas are outlined below.
2.5.1 Field Regions
The field regions surrounding an antenna can be divided into three parts, outlined below:
2.5.1.1 The Reactive Near-field Region
The reactive near-field region immediately surrounds the antenna and in this region the reactive
fields are dominant [27]. Fields in this region mostly contain reactive energy (field components
mostly oscillate towards the antenna) and the energy is stored but not dissipated in this region [28].
Furthermore, the electric field (E-field) and magnetic field (H-field) are 90◦ out of phase.
The boundary of an antenna’s reactive near-field region can be characterised by the following
equation [14]
r < 0.62
√
D3
λ
(2.8)
where D is the largest dimension of an antenna element.
2.5.1.2 The Fresnel or Radiating Near-field Region
The boundary of an antenna’s Fresnel or radiating near-field region can be characterised as
follows [14]
0.62
√
D3
λ
<r<
2D2
λ
(2.9)
This region is located between the reactive near-field and far-field regions of an antenna. In
this region the radiating fields begin to emerge and, therefore, it is not dominated by the reactive
field energy [14].
The radiating near-field regions varies with increasing distance. The radiating fields become
more prominent as the distance is increased from 0.62
√
D3
λ to
2D2
λ .
In allocating topside antennas, it is important to keep them out of each others’ near-fields,
wherever possible. This is because the current in the near-field region of an antenna could
relatively easily couple to the other antennas and adversely change their performance.
2.5.1.3 The Far-field or Fraunhofer Region
Unlike in the near-field regions, the radiation pattern of an antenna does not change with
increasing distance in the far-field region. This is because in the far-field region, the EM waves
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behave like plane waves. The far-field region of an antenna is dominated by radiative fields. The
E-field and H-field are orthogonal to each other and to the direction of propagation in the far-field
region. The far-field region is the region of operation for nearly all antennas and, therefore,
measurement of the power radiated from an antenna must be made in the far-field region.
The far-field region can be characterised by the following equation [14]
r ≥ 2D
2
λ
(2.10)
The field regions outlined above are summarised in Figure 2.6.
Figure 2.6: Field regions of an antenna [28]
2.5.2 Radiation Pattern
The radiation pattern represents either electric or magnetic field strength or power intensity as a
function of space coordinates and it is mostly determined in the far-field region [15] [14].
The radiation pattern of an antenna helps antenna engineers to visualize the distribution
of EM energy when it leaves the antenna. An example of the radiation pattern of a directional
antenna is given in Figure 2.7.
It can be seen in Figure 2.7 (a) that in some directions there are zeros or nulls in the pattern,
indicating no radiation.
The sidelobes divert the power away from the main beam and increase the vulnerability of
a radar to jamming. Therefore, it is important to keep them as low as possible [30].
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(a) Polar plot
(b) Rectangular plot
Figure 2.7: Radiation pattern of a directional antenna, information from [29]
2.5.3 Radiated Power
In the far-field region, the radiated field resembles plane waves propagating at a certain direction,
say y. As a result the harmonic equation of the field can be written as [26]
E = Z0 y ×H (2.11)
H =
1
Z0
y × E (2.12)
where E is the electric field of the propagated signal, H is the magnetic field of the propagated
signal and Z0 is the intrinsic impedance of the free space which is 120pi ohms. Poynting’s
theorem [26] can be used to determine time-averaged power density vector of the wave.
P (r, θ, φ) =
1
2
Re
[
E ×H∗
]
(2.13)
where H∗ is the complex conjugate of the magnetic field.
The total power radiated by the antenna, Ptot, is found by integrating P (r, θ, φ) over a
closed spherical surface [26].
Ptot =
∮
P (r, θ, φ).dS =
x
P (r, θ, φ)r2sinθ dθ dφ (2.14)
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2.5.4 Directivity and Gain
Directivity shows how directional an antenna is compared to an isotropic antenna (a theoretical
antenna which equally radiates in all directions). A directivity of 10 dB means that the antenna
directs 10 times more power in the direction of its mainlobe relative to an isotropic antenna.
The directivity of an antenna, Di(θ, φ) can be expressed as a ratio of normalized power in a
particular direction over average normalized power [31].
Di(θ, φ) =
Pnorm(θ, φ)
Pnorm(θ, φ)ave
(2.15)
The maximum directivity can be given as [14]
Di(θ, φ)max =
Pnorm(θ, φ)max
Pnorm(θ, φ)ave
(2.16)
The gain of an antenna is the product of its efficiency, η, and directivity [32]
Gain = Di × η (2.17)
The difference between antenna gain and antenna directivity is that antenna gain does take
losses, due to conversion of electrical energy into EM energy, which are associated with the
internal circuitry of antenna into account while directivity does not [14].
2.5.5 Impedance and Efficiency
For efficient transfer of EM energy, the impedance of the antenna and the transmission line
feeding the antenna must match. Antenna impedance relates the voltage to the current at the
input to the antenna and it is given by [14] [33]
ZA = RA + jXA (2.18)
where ZA represents antenna impedance, RA antenna resistance and XA antenna reactance. RA
can be written as
RA = Rrad +RL (2.19)
where Rrad radiation resistance, RL is loss resistance. If the antenna is attached to a generating
power source with internal impedance of
Zg = Rg + jXg (2.20)
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where Rg is the resistance of the generator and Xg is the reactance of the generator. The
magnitude of the current in the generator can be written as [14]
|Ig| = |Vg||Zt| =
|Vg|
|ZA + Zg| =
|Vg|
[(Rrad +RL +Rg)2 + (XA +Xg)2]
1
2
(2.21)
where Vg is the peak generator voltage. The power delivered to the antenna for radiation purposes
is [14]
Prad =
1
2
|IG|2Rrad = |Vg|
2
2
[
Rrad
(Rrad +RL +Rg)2 + (XA +Xg)2
]
(2.22)
The power dissipated as heat is [14]
PL =
1
2
|Ig|2RL = |Vg|
2
2
[
RL
(Rrad +RL +Rg)2 + (XA +Xg)2
]
(2.23)
The power dissipated as heat in the internal resistance of the generator which makes up the
remaining power is given by [14]
Pg =
|Vg|2
2
[
Rg
(Rrad +RL +Rg)2 + (XA +Xg)2
]
(2.24)
When there is conjugate matching, maximum power is delivered to the antenna. That is
when [14]
Rrad +RL = Rg (2.25)
XA = −Xg (2.26)
The total efficiency of an antenna can be written as
η0 = ηref ηc ηd (2.27)
where
η0 is the total efficiency (dimensionless)
ηr is reflection (mismatch) efficiency = (1 - |S11|2) (dimensionless)
ηc is conduction efficiency (dimensionless)
ηd is dielectric efficiency (dimensionless)
When there is an impedance mismatch between an antenna and its transmission line, the
system degrades because of the reflected power. The reflection coefficient for the reflected power
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at the input terminals of an antenna is given by S11 which can be written as
S11 =
ZA − Z0
Zin + Z0
(2.28)
where
ZA is antenna impedance
Z0 is characteristic impedance of the transmission line.
S11 is a parameter of the scattering matrix. The scattering matrix which contains the
S-parameters (S11, S12, S21, S22...) is based on travelling waves that enter and leave an n-port
network. The scattering matrix equation for a two ports network can be written as [34]
 b1
b2
 =
S11 S12
S21 S22
a1
a2
 (2.29)
where
an denotes incident waves
bn denotes exiting waves from the network
S11 is called input reflection coefficient
S21 is called the forward transmission coefficient
S12 is called the reverse transmission coefficient
S22 is called output reflection coefficient.
The scattering matrix is used by CEM tools to calculate and plot the S-parameters. For
two interacting antenna models on a ship model, the S-parameters can be used to determine the
operating frequencies for each of the two antenna models as well as the interference between
them, i.e. S11 and S22 can be used to determine the operating frequencies of the individual
antennas while S12 and S21 can be used to determine the voltage the couples to one antenna
model when the other one is transmitting.
On a transmission line the travelling waves, both incident and reflected, produce a standing
wave [35]. The ratio of the standing wave, also known as Voltage Standing Wave Ratio (VSWR),
is given by
V SWR =
1 + |S11|
1− |S11| (2.30)
VSWR is always positive and its minimum value is 1 which indicates there is no power
reflected (all transmitted - an ideal situation).
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2.5.6 Polarisation
Polarisation determines the orientations of the E-field [36]. Both EM waves and RF antennas
have polarisation. There are three main types of polarisations, namely linear, circular and
elliptical. Each is outlined below.
In linear polarisation the E-field orientates in a single line and it is orthogonal to the
direction of the H-field, as well as to the direction of propagation of EM waves. Moreover, in
linear polarisation the E-field and H-field are in phase. The linear polarisation is divided into
horizontal and vertical polarisations. If an antenna has its E-field component horizontal to the
ground, it is said to be horizontal polarised. Likewise, if the antenna has its E-field vertical to the
ground it is said to be vertically polarised, as shown in Figure 2.8.
In circular polarisation, the tip of the E-field of an antenna rotates in a circle [37] [38], as
can be seen in Figure 2.8. Circular polarisation is divided into Right Hand Circular Polarisation
(RHCP) and Left Hand Circular Polarisation (LHCP). The analogy is that if the right hand thumb
is kept straight and the other four fingers of the right hand are curled to form a fist. Then an
EM wave, that has the same propagation direction as the right hand thumb and the same E-field
orientation as the direction of the four curled fingers, is said to be RHCP. Likewise, if the left
hand thumb is kept straight and the other four fingers of the left hand are curled to form a fist.
Then an EM wave, that has the same propagation direction as the left hand thumb and the same
E-field orientation as the direction of the four curled fingers, is said to be LHCP.
One of the main advantages of using circularly polarised antennas over linearly polarised
antennas is its ability to reject multipath interference. This is because reflection of a circularly
polarised wave from the ground or other objects causes its polarisation to reverse, i.e. RHCP
changes to LHCP and vice versa [39]. A RHCP wave will be rejected by a LHCP antenna while
a LHCP wave will be rejected by RHCP antenna.
Elliptical polarisation is formed when the vertical components of an E-field are not equal.
The analogy used to describe RHC and LHC polarisations can be employed to describe Right
Hand Elliptically (RHE) and Left Hand Elliptically (LHE) polarisations of an antenna.
The concept of polarisation is diagrammatically described in Figure 2.8. In this particular
example, the EM waves travel in the z-direction which is opposite to the direction the diagrams
being viewed. The direction of E-field in each of the digram is indicated by a blue arrow.
A horizontally polarised antenna can best receive horizontally or co-polarised EM waves
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Figure 2.8: Polarisation states of an EM wave, information from [28]
while the same antenna receives no vertically or cross-polarised EM waves and vice versa [14],
[28]. Similarly, an antenna that are RHCP cannot receive signals that are LHCP and vice versa.
Likewise, an antenna that is RHEP cannot receive signals that is LHEP and vice versa.
2.5.7 Bandwidth
Bandwidth can be defined as the range of frequencies over which an antenna transmits and
receives EM energy. It is the range of frequencies on either sides of the centre frequency where the
general properties of antennas, such as beamwidth, polarization, radiation pattern, gain, efficiency
and sidelobe levels, are within an acceptable value of those at the centre frequency [14]. For
broadband antennas such as electronic warfare antennas, bandwidth can be expressed as the ratio
of upper to lower operating frequencies. A 20:5 bandwidth, for example, shows that the upper
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frequency is 4 times greater than the lower frequency. For narrowband antennas such as whip
antennas, the bandwidth is expressed as the percentage of the frequency difference. For example,
a 10% bandwidth would show that the frequency variation of acceptable operation is 10% on
either side of the centre frequency [14].
2.5.8 Reciprocity Theorem
Reciprocity Theorem states that antennas maintain the same characteristics regardless of whether
they are transmitting or receiving. Therefore, if an antenna has a certain transmission gain in a
particular direction it will have the same reception gain from that direction. The same applies to
other antenna properties [40].
2.5.9 Propagation Loss
The power available at the terminals of a lossless receive antenna can be written [41] as
Pr =
Ptλ
2
(4pir)2
(2.31)
for G = 1 (isotropic).
The Equation 2.31 can be expressed in terms of frequency in MHz and range in km by
substituting for λ.
λ(km) =
3× 105kms−1
fHz
=
0.3 kms−1
fMHz
(2.32)
Thus
Pt
Pr
=
(4pir)2
λ2
=
(4pi)2r2kmf
2
MHz
0.32
= 1.75× 103r2kmf2MHz (2.33)
The free space attenuation between lossless isotropic antennas for far-field condition in dB
can be written as
L(f, r) = 10log10(
Pt
Pr
) = 10log10(1.75× 103) + 10log10(r2km) + 10log10(f2MHz) (2.34)
After simplifying, Equation 2.34 can be expressed as
L(f, r) = 32 + 20log10(rkm) + 20log10(fMHz) (2.35)
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2.5.10 Noise Floor
The noise floor in a receiver is the sum of the noise from the environment plus noise added by
the receiver, as shown in Equation 2.36.
Pn = kT0B + kTsB (2.36)
where
Pn is Noise Power
k is Boltzmann’s Constant
T0 is Noise Reference Temperature
B is Bandwidth of the Signal
Ts is Receiver Noise Temperature.
Noise Figure is defined by [17] as
F =
Input SNR
Output SNR
=
Ps
kT0B
Ps
kT0B + kTsB
= 1 +
Ts
T0
(2.37)
Substituting the resultant expression for the Noise Figure in Equation 2.36 gives
Pn = kT0B
(
1 +
Ts
T0
)
= kT0BF (2.38)
where F is Noise Figure which is measured in decibels.
2.6 Shipboard Antennas
Naval ships make use of highly sophisticated RF sensors in order to identify and locate the
enemy, and to respond to an enemy’s threats. Shipboard RF sensors utilize antennas for their
operations. An overview of the main types of shipboard antennas is provided in the subsequent
sections.
2.6.1 Communication Antennas (COMMs)
Communication antennas are mostly designed to have omnidirectional (covering 360◦ in azimuth)
radiation patterns. They use the HF, VHF and UHF frequencies bands for their communication
requirements [42].
Naval ships use various communication antennas, the major ones are summarized below.
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(a) Narrowband Whip Antenna Model (b) Whip Antenna Model with Fatter Pole
Figure 2.9: Whip Antennas
2.6.1.1 Wire-rope Antennas
Wire-Rope antennas operate in the LF and MF bands. They provide maximum communication
distance as a function of transmitter power and receiver sensitivity. Two well-known types of
Wire-Rope antennas are T and inverted L antennas [42].
2.6.1.2 Monopole or Whip Antennas
Monopoles are used for both transmitting and receiving. They are normally narrowband antennas.
However, a range of techniques are used to make them wideband such as fattening the poles,
using whips in pairs and using twin trussed antennas. For example, the bandwidth of the
monopole antenna, shown in Figure 2.9 (a), operating at a centre frequency of 37.5 MHz can be
increased from 4.2 MHz to 7.1 MHz by increasing the diameter of the pole 4 times, as shown in
Figure 2.9 (b).
Whip antennas have omnidirectional radiation patterns [42].
2.6.1.3 Loop Antennas
These antennas support long skywave propagation [24]. Loop antennas usually have low radiation
resistance and high reactance. This often results in impedance mismatch. Thus, they are more
suited to be used as receive antennas, in which mismatch losses could be tolerated, than transmit
antennas. Pictorial representation of the circular and square loop antennas, both operating at 100
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(a) Circular Loop Antenna Model (b) Square Loop Antenna Model
Figure 2.10: Loop Antennas
MHz, is given in Figure 2.10.
2.6.1.4 Satcom Antennas
Satcom antennas have more complex requirements as they are needed to give half spherical
or hemispherical coverage. This is achieved by a pair of high gain transceive antennas. There
are strict requirement for the radiation beam of a satcom antenna to be accurately pointed out
from any position on the high seas. This is for the beacon signal emitted by the satellite for
acquisition and tracking to be picked up. Satcom antennas operate both in UHF and SHF
frequency bands [42].
Satcom antennas can be used for two way dial phone, telex, facsimile and data communica-
tion to and from almost anywhere in the world. An example of the satcom antenna is given in
Figure 2.11(a)
The T22 Batch II Frigate has two satcom antennas, one located on the port and the other
on the starboard sides of the ship. The satellite terminals operate in two different frequencies,
SHF ( 7–7.5 GHz) and UHF (about 350 MHz). The FPS has Skynet, Inmarsat and SCOT satcom
antennas.
2.6.2 Navigational Antennas
Navigation aid is a crucial element of a naval ship which enables it to get from one point to
another safely. The T22 Batch II Frigate employs a number of different navigational aids,
outlined below:
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(a) Satcom Antenna [43] (b) Adcock Antenna [44]
Figure 2.11: Satcom and Adcock Antennas
2.6.2.1 Adcock Antenna
This is a rotating Adcock array of two pairs of vertical dipoles enclosed within a radome. The
antenna takes the vector difference of the received signal at each antenna so that there is only one
output from the pair of antennas. An example of the Adcock antenna is given in Figure2.11 (b)
2.6.2.2 Direction Finding (DF) Antenna
This is used to determine the direction from which a signal comes from. They receive signals
from distant large buoys, lightships and coastal stations which deliberately send the information.
Based on those signals, they determine the direction of the incoming signals. A pictorial
representation for a shipboard DF antenna is given in Figure 2.12.
2.6.2.3 Tactical Air Navigation (TACAN) Antenna
A naval ship needs to send data in order to direct its helicopter or in the case of a carrier in order
to direct its aircraft. A TACAN radio beacon system is used for this task. TACAN gives precise
bearing information. The information received from a TACAN radio beacon will enable the
helicopter to automatically determine its precise geographical location relative to the ship [42].
2.6.3 Electronic Warfare (EW) Antennas
EW is the use and denial of the RF spectrum to the adversary. It assists in acquiring information
about an enemy’s sensors by detecting and analysing various signals that they transmit, and it
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Figure 2.12: DF Antenna [45]
deceives or confuses them by disrupting their sensors or feeding them the wrong information [17].
EW also helps in protecting own sensors from being disrupted or confused.
2.6.3.1 Electronic Attack (EA) Antenna
These antennas are used for disrupting or jamming an enemy’s sensors by transmitting various
types of noise in the direction of an enemy’s RF sensors. The antennas are employed in order to
prevent the enemy from using the EM spectrum [46]. A range of antenna arrays are used, mainly
in microwave frequency, to deceive enemy’s sensors [47]. The previous name given to EA was
Electronic Counter Measures (ECM).
2.6.3.2 Electronic Support (ES) Antennas
These antennas along with other EW direction finding systems are used to determine the direction
of arrival of a signal, measuring its frequency and other parameters such as modulation, pulse
length, pulse repetition frequency and so on, and associating these with specific emitters in a
process called deinterleaving [17]. Furthermore, evaluating what threats these potential emitters
may pose and passing those information to Command and Control. ES receivers need to be
very broadband because it is likely that no prior information on the operating frequencies of
an enemys emissions will be available. ES was previously called Electronic Support Measures
(ESM).
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(a) Monocone antenna model (b) S11 plot for the monocone antenna model
Figure 2.13: ES Antenna
The ES antennas are highly sensitive and broadband, receiving a wide range of frequencies.
An example of an ES antenna is shown in Figure 2.13. The omnidirectional monocone ES
antenna can be seen to receive signal ranging from 200 MHz to 2.5 GHz.
The T22 Batch II Frigate uses MEL UAA-1 intercept [48]. Since, the EW receivers are
designed to recognize ship’s own emissions and cancel them out they may be ignored as they are
less likely to be negatively affected by ships own emissions.
2.6.3.3 Electronic Protection (EP) of Antennas
EP involves the action taken to protect own EM sensors from an enemy’s EA [49]. A range of
methods can be employed to achieve this. The main ones are outlined below [17]
• Reducing or suppressing antenna sidelobes.
• Using pulse compression, transmitting internally modulated pulses of sufficient width.
• Using Staggered Pulse Repetition Frequency (PRF), changing the interrogation time
slightly from pulse to pulse.
• Sidelobe cancellations, determining the direction of a jamming signal and steering a null,
no or little radiation, into that direction to make the jamming signal zero.
• Using adaptive arrays, optimising the signal-to-noise ratio.
2.6.4 Identification Friend or Foe (IFF) Antennas
A ship is required to distinguish enemy ships or aircraft from friendly craft. Shipboard IFF
antennas are used for this job. They employ pulsed systems to work integrally with shipboard
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radar equipment. Therefore, radar pulses received by an aircraft are automatically sent back to
the emitting source in a prearranged sequence [42].
2.7 Summary
This chapter has provided a theoretical grounding for radar and other antenna systems. It has
outlined the general one way and two way free space propagation equations which could be
used to calculate received power level at the terminals of a receive antenna. It has summarized
the general properties of antennas which could have significant impacts on the way shipboard
antennas interact with each other. Furthermore, the material presented in the subsequent chapters
rely heavily on understanding of antenna characteristics. Finally, this chapter has outlined the
types of shipboard antennas, present on naval ships.
Chapter 3
Shipboard Electromagnetics
This chapter outlines the topic of shipboard electromagnetics and the key EMI characteristics of
RF transmitters and receivers. It starts by describing shipboard electromagnetic environment,
then gives an outline of shipboard electromagnetic compatibility and discusses the problem of
shipboard electromagnetic interference. Finally, it summarizes the main EMI characteristics of
shipboard transmitters, such as emission characteristics and transmitter intermodulation, and
shipboard receivers, such as spurious responses and harmonic emissions.
3.1 Shipboard Electromagnetic Environment
A naval ship provides a very dense electromagnetic environment. This is due to the existence
of typically over a hundred antenna systems located on its topside, many of which radiate RF
signals. Various communication antennas, for example, are used for mission coordination and
guidance, navigational aids are utilized for precise positioning worldwide and EM surveillance
systems are used to detect and warn of threats [50]. Each of the topside systems is required to
function to their design potential without any degradation. Some of the topside transmitting
antennas, such as search and tracking radar antennas, are required to emit high levels of power
(perhaps as much as 106 Watts) in order to detect distant and low signature targets, while at the
same time topside receivers are required to be highly sensitive (receiving echoes with power
levels as low as 10−13 Watts) in order to pick up very weak signals from distant targets [1]. The
selectivity or reception bandwidths of the topside receivers are matched to the bandwidths of the
signals they are intended to receive [3]. Some of the topside antennas are required to operate
in the same frequency band as other antennas and many of the topside antenna systems are
needed to operate simultaneously. These phenomena give rise to the problem of Electromagnetic
Interference (EMI). EMI commonly results when the fundamental frequency of an undesired
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transmitting signal falls within or adjacent to the reception bandwidth of a receiver and its
amplitude exceeds the noise floor of the receiver. Out of band EMI may also occur when a
transmitter’s harmonics or spurious emissions fall within a receiver’s fundamental reception
band or when a transmitter’s fundamental emissions falls within a receiver’s spurious response
band [41].
Thus, when having large number of various antennas in a confined environment, such as a
ship’s topside, there is highly likely to be some degree of antenna interaction. This implies that
achieving total electromagnetic compatibility in topside environment of a naval combatant may
be virtually impossible. As a result, topside EMC engineers aim at achieving acceptable level
of interference, where the level of antenna interactions does not significantly exceed the noise
threshold of the receivers, and the topside antennas continue to perform their intended functions
without significant degradation [1].
Current and future shipboard EW, communication and intelligence systems are becoming
even more electronically sophisticated with requirement for more complex antennas [51], such
as phased array radar antennas, like the Sampson multifunction radars on the Type 45 Daring
Class Destroyers. Therefore, the number and sophistication of shipboard antenna systems are set
to increase, which correspondingly intensifies the problems of shipboard EMI [51].
3.2 Shipboard Electromagnetic Compatibility (EMC)
EMC is the ability of electronic and electrical systems to perform as expected in their intended
EM environment, and not to adversely affect the functioning of other equipment in that environ-
ment [52].
In ESSD, EMC management should begin with identification of the intended shipboard
environment which requires a synthesis of all the topside transmitters and receivers, prediction
of potential EMI sources and victims and application of measures to mitigate the problem. This
can be done by modelling, simulations and testing [1].
3.3 Shipboard Electromagnetic Interference (EMI)
EMI is an undesirable effect which results in degrading shipboard EM sensors. EMI is caused
by undesirable voltages or currents that adversely affect the victims’ circuitry and cause system
level performance degradation [6].
EMI is one of the major contributors to mission degradations in naval fleets [53]. This
is due to the increased number of sensitive topside electronic systems and their unwanted
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interactions [53]. EMI causes performance degradation in topside electronic and electrical
systems, sometimes rendering them useless.
Despite diligent management techniques, comprehensive understanding and experience,
EMI is ever present on naval ships [1]. This is because of the nature of shipboard environment
which is densely populated with complex and highly sophisticated electronic and electrical
systems. The highly demanding requirements of ship missions add another layer of complexity
which may make the occurrence of EMI likely. As a result, each ship must be tested, evaluated
and treated for EMI on case by case basis [1].
In general there are two main causes of electromagnetic degradation. The most basic and
prevalent is the radiated RF energy received openly through antennas and transmission lines.
The second is unintended penetration of EMI into victim equipment via unwanted coupling
mechanisms. This project focuses on predicting the level of radiated RF energy received by the
topside antennas. This is because with applications of appropriate EMI control measures, such
as grounding, bonding and shielding, the conducting EMI paths could significantly be reduced
and as a result the level of conducted interference could largely be mitigated.
3.3.1 Sources of EMI
There are a large number of sources of shipboard EMI; some of the common ones are given in
Figure 3.1.
The greatest EMI offenders can be those that emit high power at various frequency bands
and the largest EMI victims can be highly sensitive electronic systems. In the case of shipboard
sensors, the offenders are RF transmitters that intentionally transmit high power and the victims
are highly sensitive shipboard receivers. Therefore, significant EMI problems, on the topside of
naval combatants, result because of the existence of a plethora of RF sensors. Thus, this project
focuses on handling EMI issues due to topside RF sensors at the earliest stages of design.
3.3.2 Types of EMI Interference
For EMI to be experienced, there must be:
1. An interfering source;
2. A coupling path;
3. A victim that is susceptible to degradation.
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Figure 3.1: Sources of EMI, information from [6] [54]
The coupling of RF energy from a transmitter to a receiver is accomplished either through
radiated RF energy or conducted RF energy. This concept is demonstrated in Figure 3.2.
There are several different means by which EMI occurs. The main ones are outlined below.
3.3.2.1 Co-channel EMI
Co-channel interference, also known as cross-talk, occurs when the frequency of an unwanted
transmitting signal falls within the narrowest passband of a receiver or when the transmitting
frequency of an undesired signal falls within the fundamental frequency of the receiver [41].
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Figure 3.2: The major elements of EMI
Co-channel interference signals are detected, amplified and processed the same way as the
desired signals [54]. Shipboard receivers are particularly vulnerable to this type of interference,
especially those that operate in the presence of two or more transmitters working at the similar
frequency bands.
Co-channel EMI may either decrease the sensitivity of the topside receivers or distort the
desired signals. It could also mix with the intended signals to cause a significant and undesirable
alteration in the output of the receivers [41] [55]. Co-channel interference may be prevented by
diligent use of the frequency spectrum. Avoiding co-channel assignments within a control zone
of the frequencies over which this type of interference occurs, can be a good way of reducing
co-channel interference.
3.3.2.2 Adjacent Signal EMI
Adjacent signal EMI occurs when the frequency of an undesired transmitting signal falls within
a receiver’s RF bandwidth but outside its intermediate frequency bandwidth after conversion.
The interference may be translated through the receiver together with the desired signal and both
appear at the input to an IF stage. This may produce non-linear effects, such as desensitization,
cross modulation (transfer of modulation from an undesired signal to desired signal due to non-
linear stages) or intermodulation (generation of undesired signals from non-linear combinations
of two or more signals) in the RF amplifier or mixer [41].
Intermodulation often causes the largest adjacent-signal interference effects [41]. Intermod-
ulation may occur over a considerable range of frequencies on each side of the tuned frequency.
It mostly happens in co-site situations where transmit and receive antennas are located within 1
to 2 kilometres of each other [41]. Therefore, adjacent signal EMI is expected to take place on
the topside of a naval ship because of its confined space.
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3.3.2.3 Out of Band EMI
Out of band signals refer to those signals that have operating frequencies that fall significantly
outside the largest receiver bandwidth. Out of band EMI becomes significant when a transmitter’s
harmonics interfere with a receiver’s fundamental or a transmitter’s fundamental interfere with
a receiver’s spurious responses [41]. EMI between a transmitter’s harmonics and a receiver’s
spurious responses may also occur but the possibility of it occurring is very low due to the power
levels involved. The most significant out of band EMI effects results from transmitter harmonics
interfering with receiver fundamentals or transmitter fundamentals interfering with receiver
spurious responses. Superheterodyne receivers are most susceptible to those out of-band signals
that mix with local oscillator harmonics and produce signal at IF [41] [54].
A pictorial illustration of the different types of interference, outlined above, is given in
Figure 3.3 .
Figure 3.3: Different types of interference, information from [41]
In CST, the tool used for the work of this project which is outlined in Chapter 4, the effects
of all the different types of interference are combined and a single cumulative interference result
is generated.
3.3.3 EMI Coupling
EMI coupling is the transfer of energy from the terminals of a transmitting antenna into the
terminals of a receiving antenna. EMI coupling depends on the gain of the transmitting antenna,
3.3. Shipboard Electromagnetic Interference (EMI) 70
gain of the receive antenna and free space propagation losses, and it is given by [41]
C(f, t, d, p) = Gt(f, t, d, p) +Gr(f, t, d, p)− Lp(f, t, d, p) (3.1)
where
C(f, t, d, p) is the coupling between a transmitter and receiver, as a function of frequency (f), time
(t), distance (d) and polarisation (p)
Gt(f, t, d, p) is transmit antenna gain in the direction of the receiver
Gr(f, t, d, p) is receive antenna gain in the direction of the transmitter
Lp(f, t, d, p) represents propagation losses.
3.3.4 Interference Margin (IM)
IM can be used to determine whether an undesired transmitting signal can cause significant
degradation in a receiver. This is done by comparing the power available in a receiver’s input
terminal to the power required to cause interference in that particular receiver.
The available power at the input terminals of a receiver can be written as [41]
PA(f, t, d, p) = Pt(f, t) + C(f, t, d, p) (3.2)
where PA(f, t, d, p) is the power available in the input terminals of a receiver and Pt(f, t) is the
transmit power.
The coupling from a transmit antenna to a receive antenna can be written as [41] [52]
C(f, t, d, p) = Gt(f, t, d, p)− Lp(f, t, d, p) +Gr(f, t, d, p) (3.3)
where
Gt(f, t, d, p) is the gain of the transmit antenna in the direction of the receive antenna
Gr(f, t, d, p) gain of the receive antenna in the direction of the transmit antenna.
For interference to occur, the power required to cause EMI, Pi(f, t), must be greater than
the power available in the input terminal of the receiver. Therefore,
Pi(f, t)>PA(f, t, d, p) (3.4)
IM is obtained by subtracting the power required to cause interference from the power
available in the input terminal of a receiver.
IM = P (f, t, d, p)− Pi(f, t) (3.5)
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If IM is positive then there is potential for interference problem. Negative IM indicates no
or very little potential for interference.
3.3.5 EMI Characteristics of Transmitters and Receivers
The following sections describe the general EMI characteristics of both transmitters and receivers.
3.3.5.1 Transmitter Emission Characteristics
Transmitters generate RF energy at specified frequency ranges. In addition to the desired energy,
transmitters also produce numerous unwanted signals at spurious frequencies, as can be seen in
Figure 3.4.
Figure 3.4: Spurious power output of a magnetron transmitter [56]
In addition to its fundamental output, the magnetron transmitter, which is outlined in Figure
3.4, produces other outputs at spurious frequencies. The radiated signal at spurious frequencies
of the transmitter can be picked up by some sensitive shipboard receivers and may cause EMI.
Therefore, it is important to consider all transmitter emissions as potential sources of EMI.
3.3.5.2 Transmitter Intermodulation
Intermodulation occurs when two or more signals mix in order to produce additional unwanted
signals. Intermodulation happens in both transmitters and receivers [41] [57]. The most serious
form of intermodulation is third-order intermodulation which occurs when mixing products of
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two signals such that
fim = 2f1 − f2 (3.6)
or
fim = 2f2 − f1 (3.7)
where f1 and f2 are frequencies of the two signals that mix together and fim is the resultant
frequency of the intermodulation signal. Transmitter intermodulation depends on the frequencies,
power levels involved and the geometries of the two transmitters.
3.3.5.3 Transmitter Harmonic Emissions
Harmonics are integer multiples of the fundamental frequency. The frequencies of harmonics of
the fundamental frequency is given by
fN = Nft (3.8)
where
fN is frequency of the Nth harmonic of the transmitter, with N being an integer
ft is the operating frequency of the transmitter
When undertaking EMC assessment, transmitter harmonics levels should be taken into
consideration as potential sources of interference.
3.3.5.4 Receiver EMI Characteristics
Receivers are designed to operate within certain frequency ranges, however, they also respond to
undesired signals at various frequencies. Therefore, it is necessary to treat them as potentially
susceptible to various transmitter emissions. When undertaking receiver EMI/EMC assessments,
the following concepts are often encountered. Hence, a brief outline of each is given below.
• Susceptibility: The measure of the likeliness of an antenna to respond to RF signal at
various frequencies.
• Sensitivity: The minimum level of a signal required in order for a receiver to produce an
acceptable output.
• Selectivity: The ability of a receiver to attenuate signals outside a given band while
accepting signals within that band. The selectivity of a signal is achieved by a receiver’s
bandpass filter, as shown in Figure 3.5.
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3.3.5.5 Receiver Intermodulation
For two signals to cause intermodulation in a receiver, the signals must mix together in the
mixer of RF amplifier, and generate an intermodulation signal at or near the receiver’s tuned
frequency [41], see Figure 3.5. The intermodulation signal will be amplified and transformed to
IF frequency and detected in the same way as the desired signal [41].
Figure 3.5: Configuration of a superheterodyne receiver, information from [4]
Figure 3.5 shows an example of a superheterodyne receiver which is predominantly used in
shipboard applications.
The frequencies of the signals producing intermodulation products must satisfy the follow-
ing
mf1 ± nf2 − ftun ≤ BIF /2 (3.9)
where
f1 and f2 are frequencies of the two intermodulating signals
ftun is receiver’s tuned frequency
BIF is the IF bandwidth in which the intermodulation products are significant
m and n are integers.
The only signals that are potential sources of interference are those that are in the vicinity of
the receiver’s frequency and which generate intermodulation products that fall within or adjacent
to the receiver’s channels [41].
As mentioned earlier in this chapter, the most serious type of intermodulation is third order
intermodulation and for it to be satisfied, the following condition needs to be met.
2fint ± ffar − ftun ≤ BIF /2 (3.10)
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where
fint is frequency of the interfering emission nearest to ftun
ffar is frequency of the interfering emission farthest from ftun.
To evaluate the effects of receiver intermodulation, it may be convenient to express them in
terms of the interference margin, discussed earlier.
3.4 Summary
This chapter has outlined shipboard EM environment. It has then discussed shipboard EMC
and EMI. It has summarized the sources of EMI and the potential shipboard EMI offenders and
victims. The different types of interference that can be encountered have been elaborated and it
has been mentioned that in CST they are collectively taken into account and a single interference
result is generated. Furthermore, this chapter has discussed the key EMI characteristics of RF
transmitters and receivers.
Chapter 4
Computational Electromagnetic (CEM) Tools
CEM tools can be used to predict the likely interference between shipboard EM sensors. The
interference is predicted by creating representations for the ship’s structure, external fittings and
its topside EM sensors, and simulating the electromagnetic behaviour of the topside EM sensors
against each other.
4.1 Existing CEM Tools
This chapter provides an outline of CEM tools which could be employed in the prediction of
topside EMI/EMC issues in Early Stage Ship Design (ESSD). Particular emphasis is placed on
the theory, application and proficiencies of CST, the tool that was utilized for the work of this
project.
4.1.1 Ship Electromagnetic Design Framework (Ship EDF)
Ship EDF was developed by IDS1 Corporation. The company provides software simulation
environments for EM design of modern naval ships, as can be seen in Figure 4.1. Ship EDF
enables topside EMI/EMC assessment at the concept design phase and continue through the
design and construction phases until completion. It allows the development of detailed models
and a thorough simulation of the EM environment of a new ship design [58].
Ship EDF is composed of four different modules, which are outlined below in the following
subsections:
4.1.1.1 Electromagnetic Environment (EME) Module
The Ship EDF EME module provides the necessary tools and solvers needed to produce EM
models, covering the whole frequency spectrum of the EM sensors on a naval ship. Thus, it allows
EMI/EMC analysis of shipboard sensors including radar, communications, weapon systems and
1IDS (Ingegneria Dei Sistemi) is an Italian acronym for Systems Engineering.
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Figure 4.1: Ship EDF Environment [58]
navigation equipment. Furthermore, the Ship EDF EME can be used to obtain various radiation
hazard assessments, such as Hazards of Electromagnetic Radiation to Ordnance (HERO), Hazards
of Electromagnetic Radiation to Personnel (HERP) and Hazards of Electromagnetic Radiation
to Fuel (HERF) [58].
The EME module of Ship EDF has the following capabilities [58]
• Inter-antenna coupling calculations;
• Comprehensive simulation of antenna far-field coverage;
• Calculation of near-field strength;
• Computation of RADHAZ areas;
The Ship EDF EME module contains a suite of numerical EM techniques, which enable
it to handle problems ranging from a few MHz to hundreds of GHz [58]. The numerical EM
techniques of Ship EDF EME are listed below:
• Method of Moment (MoM);
• Multilevel Fast Multipole Method (MLFMM);
• Physical Optics (PO);
• Physical Theory of Diffraction (PTD);
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• Incremental Theory of Diffraction (ITD);
• Uniform Theory of Diffraction (UTD);
• Geometrical Theory of Diffraction (GTD).
4.1.1.2 Radar Cross Section (RCS) Module
This module provides a single environment for all the various RCS analysis tasks, such as
modelling, simulation and post-processing of data. Ship EDF RCS also provides a user friendly
GUI (Graphical User Interface) for CAD manipulation and for displaying post-processing
results [58].
The main capabilities of the Ship EDF RCS modules are [58]:
• Monostatic and bistatic swept angle RCS diagrams;
• 2D and 3D imaging;
• Advanced prediction analysis of Inverse Synthetic Aperture Radar (ISAR);
• Prediction of moving targets.
4.1.1.3 Infra-red (IR) Module
The Ship EDF IR module assists in the ship’s survivability assessment and it is combined with
Ship EDF RCS module. The IR module focuses on issues such as thermal distribution, IR
emissions and plume analysis [58].
The IR module of Ship EDF provides the following main capabilities [58]:
• Customisable IR material parameters;
• 3D geometrical modelling tools to represent the ship’s external structure;
• Modelling of the internal compartments’ heat sources and exhaust ducts;
• Temperature distribution, IR imaging and signature characteristics.
4.1.1.4 Below Deck Module
This module is designed to model the below deck (inside ship) EM environment which consists
of C4I (Command, Communications, Control, Computers and Intelligence) equipment intercon-
nected with thousands of cables. The Below Deck module allows creation of 3D models for
both the ship’s electronically equipped compartments of the ship and the cabling. Ship EDF can
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reveal potential EMI issues due to cables and equipment internal to the ship. Such modelling
and analysis can be done in Early Stage Ship Design despite the limited design definition.
The main capabilities of Ship EDF Below Deck module are as follows [58] :
• Analysis of radiated and conducted EMI in cables;
• Cable shield analysis;
• Analysis of EM field levels with regards to safety standards.
In early 2011, SELEX UK recommended Ship EDF be used for the work of this research
project. An annual licence for Ship EDF EME module was quoted as £200,000. This was both
beyond such a PhD level project and probably inappropriate for ESSD.
4.1.2 FEKO
The word FEKO is a German acronym which can be translated into English as ”Field Calculations
for Bodies with Arbitrary Surfaces” [59]. FEKO provides an EM analysis software suite for
solving a large variety of EM problems such as :
• Antenna analysis;
• Antenna placement on electrically small and large platforms, such as aircraft and major
naval vessels;
• Bio-electromagnetics;
• RF component analysis;
• 3D EM circuit analysis.
The use of FEKO in naval applications could address the following issues [59] :
• Calculation of the radiation patterns of the communication antennas;
• Calculation of pattern distortion of high frequency antennas, such as IFF, INMARSAT2,
Satcom, Radars and EW sensors, due to EM shielding of the adjacent structures;
• Computation of antenna coupling or interference;
2INMARSAT plc is a British satellite telecommunication company which offers mobile communication services
worldwide.
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Figure 4.2: EM analysis of naval ships in FEKO [59]
• Computation of near-field, from a RADHAZ point of view.
To do the above, FEKO uses the following numerical techniques [59]:
• Method of Moments (MoM) — suitable for EM radiation and coupling analysis and it is
most widely used [60];
• Multilevel Fast Multipole Method (MLFMM) — used for electrically large systems (20
times or more greater than the minimum wavelength of a radiator on the ship);
• Finite Element Method (FEM) — ideal for problems with several dielectrics and waveg-
uides;
• Physical Optics (PO) — appropriate for electrically very large (20 to 50 times the minimum
wavelength of a radiator on the ship) radiation and scattering analysis;
• Geometric Optics (GO) — ideal for dielectric or metal, electrically very large scattering
analysis;
• Uniform Theory of Diffraction (UTD) — used for electrically extremely large (more
than 50 times the minimum wavelength of a radiator on the ship) and Perfect Electrical
Conductor (PEC) structures.
FEKO is used by both industry and academic institutions in a number of countries, such as
Germany, USA, Japan, France, Canada and the UK [59]. At the start of this project, the use of
FEKO was considered, however, due to the reasons outlined in Section 4.1.4.1. it was not used
for the work of this project.
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(a) A escort ship (b) Interference due to missile launcher
Figure 4.3: EM analysis of an escort ship in Spectre [61]
4.1.3 Spectre
Spectre was developed by QinetiQ and has been in use since 1988 [61]. It provides both RCS and
Electromagnetic Environment (EME) modelling capabilities. Spectre has been used to model all
the recent major Royal Navy warships [61]. Additionally, it has been used in several industrial
projects [61].
Spectre has the following EME capabilities [61]:
• Automatic near-field mesh;
• Blockage analysis;
• Computation of field strengths;
• Calculation of antenna patterns;
Spectre is a high frequency solver, suitable for microwave range of frequencies (0.3 GHz to
30 GHz). An example of the use of Spectre in prediction of topside EMI for an escort vessel is
given in Figure 4.3. The severity of the interference is indicated by the colour scaling scheme.
4.1.4 Computer Simulation Technology (CST) Studio Suite
CST Studio Suite is a general purpose 3D EM simulation software. The simulation package
was developed by a German Company called Computer Simulation Technology headquartered
in Darmstadt, Germany. The CST software package is used for solving a variety of problems
involving antennas, waveguides, optical devices, sensors and many more.
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4.1.4.1 The Underlying Technical Principles for the Simulation Method in CST Studio
Suite
In 1966, Kane Yee introduced an algorithm for finite difference discretization of Maxwell’s
equations in the Time Domain [62]. This has formed the basis for the development of the
Finite Difference Time Domain (FTDT) method. Although this method was good for solving
simple scattering problems it was not best suited to solving complex problems involving intricate
structures and high frequency. Building on that, in 1977 Thomas Weiland introduced the Finite
Integration Technique (FIT) which is a theoretical framework for solving Maxwell’s equations
in integral form [63]. This was to achieve mathematical smoothness of the field strength vectors
and flux density vectors, that result in a set of Matrix equations. Each of the resultant matrices
is the discrete analogue to one of the original Maxwell equations [64]. Each of the matrices
are subsequently treated by matrix mathematics and suitable numerical methods for solving
matrix problems [65]. The idea behind Weiland’s proposed framework was to make Maxwell’s
equations more computer compatible.
CST uses a comprehensive spatial discretization arrangement which can be applied to
various EM problems, such as EMI/EMC calculations or high frequency applications both in
time and frequency domains [66]. FIT discretizes the integral forms of Maxwell’s equations
(given in Appendix A). Solving the integral forms of Maxwell’s equations numerically requires
defining a calculation domain which sets the boundaries of the problem to be solved. Creation of
a suitable mesh system divides the calculation domain into a number of mesh cells as shown in
Figure 4.4. For orthogonal hexahedral meshing system, CST sets up the dual grids for each mesh
cells, shown in Figure 4.4. The dual grids are a pair of two interlaced grids that are staggered
together. The dual grid is formed when a secondary cell is considered inside the unit cell, and all
the six vector components of electric field strength and magnetic flux density are placed on a
dual grid system [67]. Specifically, voltages are assigned to contours of the dual grid system
while electric and magnetic fluxes are assigned to the surfaces of the dual grid systems. This
allows the creation of dynamic matrix systems, shown in Appendix A, which are also applicable
to irregular and non-orthogonal grids [67].
Referring to Figure 4.4, e and h represent voltages between the grid points on the primary
and dual grid system, respectively. b and d are fluxes over grid and dual grid faces respectively.
Maxwell’s integral equations, shown in Appendix A, are formulated for each primary grid,
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Figure 4.4: Discretization in CST, information from [66]
G, and sub-grid, G˜, cells as can be seen in Figure 4.5
In Figure 4.5, Faraday’s law is used to translate voltages and fluxes, for a single mesh
cell on the grid G, into an equivalent matrix that can easily be solved by digital computation.
Repeating the procedure described above for all the mesh cells transforms the calculation domain
into a set of matrices that can then be solved. Each of the matrices contains information about
the electrical and magnetic fields for a particular cell.
Similarly, Ampere’s law can be applied to grid G˜ in order to translate voltages and fluxes
for a single cell into a matrix. The four matrices that can be generated when the four integral
forms of Maxwell’s equations are applied to the dual grid system are given in Appendix A.
For large structures like ships, an extensive number of mesh cells are generated which
corresponds to hundreds of matrices that need to be solved. As a result it takes a long time (upto
several weeks) to finish a single simulation.
In addition to the physical size of a ship, the highest operating frequency of the vessel’s
on-board sensors plays a key role in the number of mesh cells needed to be generated. The
number of mesh cells required increases greatly with increasing frequency range. For example,
when the highest frequency for a sensor on the T22 Batch II Frigate is 50 MHz, using hexahedral
meshing, 18.6 million mesh cells are generated. If the highest frequency is increased to 100 MHz,
the number mesh cells increase to 111.4 million and similarly when the frequency is increased
to 200 MHz the number of mesh cells increases to 589 million. Using CST, the number of mesh
cells required is automatically generated. CST also has option for manually adjusting the number
of mesh cells. However, the use of the automatically generated mesh is recommended..
For antennas on the ship transmitting and receiving EM energy, the travel path of EM waves
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Figure 4.5: Formulation of Maxwell’s equation for each of the facets, information from [66]
over the entire ship’s topside structure and the interaction between the antennas are handled by
the grid of mesh cells. Solving matrices generated due to mesh cells over the entire structure
calculates field strengths, surface current and coupling between antennas.
CST Studio Suite has several modules which are indicated in Figure 4.6 below:
The Microwave Studio (MWS) Module is suitable for prediction of topside EMI. This is
due to its capability to perform EMI/EMC analysis between shipboard antennas, operating at
microwave frequency range.
When simulating a ship model in CST MWS, the solver choice depends on two factors:-
(a) The electrical size of the ship, the number of wavelengths comprising its length;
(b) The bandwidth or resonant performance of the antennas being analysed on the ship.
CST MWS has three relevant solvers (i.e. T-Solver, I-Solver and A-Solver) for prediction
of topside EMI/EMC. Each of these solvers is outlined in the following subsections:-
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Figure 4.6: Modules of the CST Studio Suite, information from [68]
4.1.4.2 Time Domain or Transient Solver (T-Solver)
T-Solver is a general purpose 3D simulation solver. It delivers broadband frequency domain
results like S-parameters (See Section 2.5.5). The time domain has the capability to derive
field results for many frequencies, for example several far-field radiation patterns results. The
T-Solver calculates the development of fields through time at discrete locations and at discrete
time samples. It calculates transmission of power between various excitation ports and/or open
space (i.e. discrete antennas on ship’s topside) on the structure under investigation. The T-
Solver allows the simulation of a structure’s behaviour in a wide frequency range in just a single
computation run [66]. The accuracy of the T-Solver is based on its steady-state monitor that
influences the duration of the simulation. At steady-state energy level, the calculated signals
are truncated regardless of their values. Therefore, setting a low steady-state will yield better
accuracy; however, the simulation will take relatively longer.
The T-Solver uses the Perfect Boundary Approximation (PBA) propriety technology [68].
The PBA algorithm adds an extension to the FIT method. The FIT method uses Yee type
meshes [62] which makes it particularly inflexible when modelling complex structures [69]. FIT
inflexibility not only affects the calculations of the values of local E-field and H-field in a system
but also the values of the global quantities, such as resonant frequency. The use of PBA allows
intricate structures with very fine geometries, such as a naval ship’s topside, to be accurately
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modelled. PBA helps with making the T-Solver stable and by an order of 2 efficient compared to
other FIT based CEM tools such as MAFIA [69].
4.1.4.3 Integral Equation Solver (I-Solver)
The I-Solver is suitable for simulating electrically large models, numerical models that are 10 to
100 times the size of the lowest wavelength on them. The I-Solver uses Method of Moments
(MoM) discretization with a surface integral formulation of the electric and magnetic field. In
order to reduce the numerical complexity of a simulation, the I-Solver uses the Multi-Level Fast
Multipole Method (MLFMM). This makes it more efficient than the full volume methods. The
I-solver uses surface meshing and, therefore, requires less computer memory (Random Access
Memory (RAM)) compared to the T-Solver. The reduction in memory requirements depends on
the number of samples the I-solver uses and the fineness of the surface mesh. The more samples
it uses, the greater the memory requirement will be. In addition to the normal antenna models,
the I-Solver also supports far-field excitation sources which can be used on the model of the
ship’s topside structure to reduce the computational intensity of the simulation. The I-Solver can
be used for the calculations of S-parameters, far-fields and RCS of an object. It can also be used
with CST’s built-in macros to calculate coupling between antennas [70].
4.1.4.4 Asymptotic Solver (A-Solver)
The A-Solver is based on shooting bouncing ray (SBR) technique which is an extension of
Physical Optics (PO) [68]. The rays can either be independent or bundled together in ray tubes.
The A-Solver is capable of tackling simulations with an electric size of many thousands of
wavelengths. The A-Solver is typically used for scattering or antenna placement computations of
electrically very large objects which are difficult to handle by other EM solution methods [68].
Just like the I-Solver, the A-Solver uses surface meshing or discretization and as a result requires
less memory relative to hexahedral meshing, used by the T-Solver. The A-Solver uses far-fields
as excitation sources. The far-fields can be computed by other CST MWS solvers including the
Time Domain and Frequency Domain Solvers. The far-field excitation sources act as antenna
equivalent on the ship’s structure. Utilizing far-field sources instead of the actual antennas on
a structure, such as a naval ship, makes the simulation of electrically large objects possible,
especially when computational resources are stretched. For example, using far-field sources, 16
GB RAM would be sufficient for simulating a 10 GHz operating radar antenna on a 120 metres
long ship model. Many times more RAM would be required if the same radar antenna model
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were to be simulated on the same ship using the T-Solver. The A-Solver is capable of using
the built-in macros within CST MWS for the purpose of calculating antenna coupling between
antennas [70].
4.1.5 Employing CST in this Research Project
The software simulation package CST was utilized to conduct the work of this project. The main
reasons for selecting CST over other CEM tools were :-
• Availability: Prior to the start of this project, the Department of Electronic and Electrical
Engineering at UCL was already using CST for the design and optimisation of a wide
range of antenna systems. Therefore, a licence for using the software was readily available.
• Capability: The CST package was found to be capable of handling a problem of this
magnitude easily. This was due to the availability of the different built-in solvers within
the CST MWS which allow EM problems of different complexity and magnitude to be
tackled.
• Cost Effectiveness: The cost for a CST licence was about 10 times lower than the cost for
a Ship EDF licence.
• Similarity: The CST package was found to be similar to FEKO (both are general purpose
EM simulation software) with CST supporting even a wider range of applications. For
example, unlike FEKO, CST has built in Particle Studio which can be used for analysis
of charged particle dynamics in 3D electromagnetic fields or EM Studio which can be
utilised in determining electrostatics and magnetostatics of actuators, brakes and motors.
4.1.6 Companion Tools
There are a number of companion tools that can be used in concert with CST or FEKO. These
companion tools may not be utilised as stand alone tools for topside EMI/EMC assessments,
however, when used in combination with CST or FEKO they can significantly help with rapid
development of antenna models and detailed EMI/EMC assessments. Two of the main companion
tools are outlined in the following subsections.
4.1.6.1 Antenna Magus
Antenna Magus is an antenna synthesis tool which facilitates the creation of antenna models with
relative ease. It has a built-in library of over 300 antennas, see Figure 4.7. Each of the antennas
can be designed in Antenna Magus to operate at a specified frequency, polarisation, gain and
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beamwidth. Antenna Magus generates an antenna model based on those user specifications. The
performance of the specified antenna can be viewed in the Antenna Magus environment, see
Figure 4.8. Fully parametrized models of the antennas that are created in Antenna Magus can
then be exported to either the FEKO or CST environments, where simulations are run on them to
confirm that the created antenna performs as expected. In CST or FEKO, the parameters of the
imported antenna(s) can easily be manipulated to improve on certain performance characteristics
as desired.
Figure 4.7: Built-in library of antennas in Antenna Magus
4.1.6.2 Electromagnetic Interference Toolkit (EMIT)
EMIT was developed by Delcross Technologies Inc, a US based company founded in 2006 by
Matt Miller [71]. It uses a multi-fidelity approach to predict co-site interference. EMIT can
be used as an extension to the CST package in order to predict both in-band and out of band
interference effects for the combination of all transmitters and receivers in complex environments
- one that containing numerous transmitters and receivers, such as the topside of a naval combatant
or the EM environment of a fighter jet. EMIT uses the broadband coupling calculations between
antennas, carried out in CST, in order to do further EMI/EMC analysis on a naval ship model, as
can be seen in Figure 4.9.
In EMIT the EM characteristics, such as spurious emissions of transmitters, sensitivity and
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Figure 4.8: Estimated performance of a linearly tapered slot antenna
Figure 4.9: The EMIT Environment
susceptibility of receivers, non-linearity of transmit and/or receive amplifiers, and receivers’
noise floor, for each of the antennas can be defined. EMIT then fuses information regarding the
characteristics of each of the topside sensors with inter-coupling between them, calculated in
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Figure 4.10: Source - Victim Matrix in EMIT [71]
CST and imported into EMIT environment, and then runs its own internal simulation to predict
the level of EMI.
When generating interference results, EMIT makes use of the Source - Victim Matrix
approach, (Figure 4.10). The Source-Victim Matrix approach lists all the receivers in the vertical
far left hand column of a table and all the transmitters in the top horizontal column of the same
table. The Source-Victim Matrix shows interference which can be both one-to-one (emissions
of a single transmitter interfering with receptions of a receiver) and multi-to-one (emissions
of multiple transmitters interfering with receptions of a receiver). Measures such as using a
low-pass filter or tightening the selectivity of a receiver can then be applied to mitigate the
interference.
In addition to having a sizeable number of predefined transmitter and receiver models,
which can be quickly used to represent the characteristics of the antennas, EMIT allows a
thorough definition of the key parameters for both transmitters and receivers.
4.2 Summary
This chapter has outlined relevant CEM tools that could be employed to model a naval ship
and its EM sensors. It has particularly focused on CST, the tool used for the work of this
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project, summarizing the technical principles behind its operation. Moreover, it has described
two companion tools which could be used in concert with CST or FEKO in order to rapidly
synthesize antennas and perform in-depth EMI/EMC assessments.
Chapter 5
Modelling and Simulation of the Type 22
Batch II Frigate
At the beginning of this research into naval combatant topside design in the concept phase, the
project sponsor (MoD NDP) expressed the need to focus specifically on shipboard EMI/EMC
issues. This meant an approach had to be developed to handle antenna interference problems at
ESSD. To develop such an approach, information on a specific naval ship and its topside EM
sensors was required. Initially, the intention was to develop the approach based on the Royal
Navy (RN) Type 23 Duke Class Frigate. However, early attempts to obtain antenna data for the
Type 23 Frigate were unsuccessful [21]. This was due to the fact that the Type 23 Frigates are
still in active RN service. Thus, the topside EM analysis had to be based on a ship for which
it was possible to obtain sensor data. A suitable candidate for this was a Type 22 Broadsword
Class Frigate.
Because the Type 22 Broadsword Class Frigates were no longer in active RN service, it
was possible to obtain a Sketch of Rig drawing for a Type 22 Batch II Frigate. The drawing is at
1:100 scale (and of the Type 22 Batch II Frigate) showing the main topside features of the ship,
together with the sizes and positions of the shipboard antennas. It was provided by Mr Colin
Wormald, Office Manager in the Naval Architecture Office in the UCL Mechanical Engineering
Department.
Based on the Sketch of Rig drawing and antenna information obtained online, virtual
models for the antennas on the Type 22 Batch II Frigate and for the ship were produced. These
are outlined in the subsequent sections of this chapter.
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5.1 Type 22 Frigate
The Royal Navy Type 22 Broadsword Class Frigates were built in the 1980s to replace the
Leander Class Frigates [72]. They were originally designed as anti-submarine warships, and
included a substantial amount of anti-surface and anti-aircraft weapon systems, making the latter
batches powerful all round surface combatants [72].
Fourteen of the Type 22 Broadsword class Frigates were built in total in three different
batches [48]. All of the Type 22 Batch I and II Frigates went out of RN service by 2005 and all
of the Type 22 Batch III frigates have recently also gone out of RN service. The specifications
for the Type 22 Batch II Frigates are given in Table 5.1.
Length OA 146.5 m
Displacement 4,800 tons
Max. Beam 14.8 m
Draught 6.4 m
Maximum Speed 18 knots cruise and 30 knots full
Sensors Marconi Type 967/968 surface search radar, Kelvin Hughes Type
1006 navigation radar and 2 Marconi Type 911 Seawolf director
radars. Plessey Type 2016 search sonar and Dowty Type 2031
VLF towed sonar
Armament Anti-air missiles: 2 Seawolf launchers, Anti-ship missiles: 4 Ex-
ocet SSM Anti-submarine torpedoes: 2 Mk. 2 triple torpedo
launchers
Aircraft 2 Westland Lynx helicopter or 1 Westland Sea King or Merlin
helicopter
Table 5.1: Specifications of the Type 22 Batch II Frigates [48]
Two of the Type T22 Batch II Frigates, HMS Brave (F93) and HMS Boxer (F92) are shown
in Figures 5.1 and 5.2.
5.2 Creating CAD model
Based on the dimensions of the ship and information contained in the Sketch of Rig drawing, a
CAD model for the Type 22 Batch II Frigate was produced in CST MWS, shown in Figure 5.3.
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Figure 5.1: HMS Brave - a Type 22 Batch II Frigate [73]
Figure 5.2: HMS Boxer - a Type 22 Batch II Frigate [74]
The model was created assuming the material to be a Perfect Electrical Conductor (PEC), which
is representative of the metallic material used to produce the actual physical ships. Moreover, by
creating a ship model out of PEC, the worst case topside coupling scenarios could be assessed.
This is due to PEC structures being perfect reflectors of radio waves which cause antenna
coupling.
The topside structures of a ship reflect EM energy and thus could affect antenna coupling.
Therefore, the topside of the Type 22 Batch II Frigate model was made as detailed as possible so
that the EM effects of the topside structures are accounted for.
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Figure 5.3: Model for the Type 22 Batch II Frigate, created in CST MWS
5.3. Modelling Antennas of the Type 22 Batch II Frigate 95
5.3 Modelling Antennas of the Type 22 Batch II Frigate
In order to determine the mutual interference between shipboard antennas, the antennas had
to be modelled using a CEM tool, namely CST MWS. The first step in antenna modelling is
to acquire key performance characteristics, such as operating frequency, gain, beamwidth and
sidelobe levels, for each of the antennas. The next step is to produce antenna models in CST
MWS, based on the performance characteristics of each of the antennas.
Since the Type 22 Batch II Frigate has over 40 different antenna systems and several of the
antennas are of the same type, only a few different ones are now outlined below to illustrate the
approach.
5.3.1 Monopoles and Dipole Antennas
Monopole and dipole antennas can be used for communication purposes on naval ships, and they
are the building blocks for many other shipboard EM antennas. A monopole antenna, also known
as a whip aerial, consists of a ground plane, a vertical element and a feeding mechanism or port,
as shown in Figure 5.4(a). The dimensions of a monopole antenna can be calculated from its
frequency of operation: the length of the antenna pole is a quarter of the wavelength (λ/4) [35].
A dipole antenna is made of two equal elements that are fed by an excitation port [75], as shown
in Figure 5.4(b).
In the CST environment, the performance of an antenna can be evaluated based on its input
reflection coefficient (S11)1 or its Voltage Standing Wave Ratio (VSWR) and far-field plots. The
relationship between S11 and VSWR is given in Equation 2.30.
The S11 plot can be used to visualize the range of operating frequencies of an antenna,
including its centre frequency. In Figure 5.5, the operating frequencies for both the monopole
and dipole antennas are given.
It can be seen that the centre frequency for both antennas lies at 40 MHz. However, the
reflection coefficient at 40 MHz for the monopole antenna has a much smaller value, -34.5 dB in
this case, compared to the dipole antenna which has a reflection coefficient of -17.5 dB. Thus,
the monopole antenna can be said to be more the efficient, in this instant, as it reflects a smaller
portion of its input power compared to the dipole antenna.
1S11 represents how much input E-field is reflected from an antenna and it is, therefore, called reflection
coefficient [14]. S11 has a linear scale value range between 0 to 1 where no reflection is indicated by 0 while total
reflection is shown by 1.
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(a) Model for a monopole or whip antenna (b) Model for a dipole antenna
Figure 5.4: Shipboard communication antennas, created in CST MWS
One method for observing an antenna’s efficiency over a range of frequencies is achieved by
plotting its Voltage Standing Wave Ratio (VSWR). VSWR shows the ratio between the minimum
and maximum amplitude of a standing wave which is formed due to the superposition of incident
and reflected waves.
VSWR is always a positive number, with a minimum value of 1, indicating no reflection [76].
A VSWR value of 2 indicates 11.1 % loss of the input power, due to reflection of radio waves,
while a VSWR value of 3 indicates a 25 % loss of the input power [77].
The VSWR ratio plot for the above monopole and dipole antennas is given in Figure 5.6.
The VSWR at 40 MHz for the monopole antenna is 1:1.038 and for the dipole antenna is 1:1.308.
This translates into a loss of 0.036 % for the monopole antenna and 1.778 % for the dipole
antenna. Thus, both antennas operate efficiently at 40 MHz.
In CST, the radiation pattern, gain or directivity and efficiency of an antenna can be observed
by viewing its 3D far-field plot. The far-field plot for the monopole and dipole antennas, operating
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Figure 5.5: S11 plot for both monopole and dipole antenna models
Figure 5.6: VSWR plot for both monopole and dipole antenna models
at 40 MHz, are given in Figures 5.7 and 5.8.
In both Figure 5.7 and 5.8, the intensity of the radiation pattern is given by a colour coded
key. The output for both plots is directivity2. The radiation efficiency, as shown in both Figures
5.7 and 5.8, is defined as the ratio of gain to directivity or the ratio between the radiated to input
2The relationship between gain and directivity is: Gain = Efficiency x Directivity
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Figure 5.7: Radiation pattern plot for the monopole antenna model in free space, from CST
Figure 5.8: Radiation pattern plot for the dipole antenna model in free space, from CST
(accepted) power [66]. The total efficiency is defined as the ratio of radiated to stimulated3 power
of the antenna [66].
5.3.2 Folded Monopole Antenna
The Type 22 Batch II Frigate has a folded monopole antenna, located just behind the mainmast.
The folded monopole antenna is constructed of 5 different wires of various lengths which share
3The overall power that a structure is stimulated with by excitation source(s) [66].
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a common feed point, as shown in Figure 5.9 (a).
(a) Folded monopole antenna on the Type 22 Batch
II Frigate [78]
(b) Folded monopole antenna model
Figure 5.9: Folded monopoles
An equivalent antenna model was developed, in CST MWS, based on the dimensions of
the folded monopole antenna, as indicated by the Sketch of Rig drawing. The folded monopole
antenna model is given in Figure 5.9 (b). It was modelled to operate at 3.48 MHz, as shown by
its S11 plot in Figure 5.10, and it has an omnidirectional radiation pattern with peak directivity
of 2.06 dBi4.
Figure 5.10: S11 plot for the folded monopole antenna [78]
4dBi means logarithmic value with respect to the isotropic
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5.3.3 Folded Sleeve Antenna
The Type 22 Batch II Frigate has a folded sleeve antenna, located between the funnel and the
mainmast. The folded sleeve antenna is made of two sets of five dipole antennas, extending from
the mainmast to each side of the funnel. Schematics and antenna model for a shipboard sleeve
antenna is given in Figure 5.11.
(a) Folded sleeve antenna on the Type 22 Batch II
Frigate [78]
(b) Folded sleeve antenna model
Figure 5.11: Folded sleeve antennas
The folded sleeve antenna was modelled to operate at 59 MHz and has a peak directivity of
1.92 dBi, as can be seen in Figure 5.12.
5.3.4 Roof Aerial
The roof aerial on the Type 22 Batch II Frigate is a 4 dipole antenna, the lengths of which are
0.25 of the antenna’s wavelength5. Schematics and model for a shipboard roof aerial is given in
Figure 5.13.
The characteristics of the roof aerial is given in Figure 5.14.
5.3.5 Identification Friend or Foe (IFF) Antenna
The IFF transponder antenna on the Type 22 Batch II Frigate was modelled to operate at 1.055
GHz, as can be seen in Figure 5.15(b). The IFF transponder was produced using a solid biconical
antenna which has an omnidirectional radiation pattern, as can be seen in Figure 5.16.
5The sea provides the other 0.25 of the wavelength.
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(a) S11 for folded sleeve antenna model (b) Radiation pattern for folded sleeve antenna model
Figure 5.12: Characteristics of the folded sleeve antenna model
(a) Roof aerial on the Type 22 Batch II Frigate [78] (b) Roof aerial model
Figure 5.13: Roof aerials
5.3.6 Direction Finding (DF) Antenna
The model for the Direction Finding (DF) antenna is given in Figure 5.17.
The DF antenna was modelled to operate at 17.6 MHz, as can been seen in Figure 5.15(b).
The DF antenna model has a peak directivity of 5.12 dBi, as can bee seen in Figure 5.18
5.4 Modelling Radar Antennas of the Type 22 Batch II Frigate
In order to determine the interference between the radars on Type 22 Batch II Frigate and other
shipboard sensors on the same ship, the radars were modelled in CST MWS, as outlined below:
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(a) S11 plot for roof aerial model (b) 3D Far-field radiation pattern plot for roof aerial
Figure 5.14: Characteristics of roof aerial model
(a) IFF antenna model
(b) S11 for IFF antenna model
Figure 5.15: Modelled IFF Transponder
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Figure 5.16: Far-field radiation pattern of the IFF antenna
5.4.1 Tracking Radar
The Type 22 Batch II Frigate uses two Type 910 tracking radars located fore and aft of the ship.
The Type 910 tracking radars operate at X-Band and use reflector antennas. Therefore, a horn
antenna and dish reflector were used to model the Type 910 tracking radar antenna, as shown in
Figure 5.19
The radiation pattern of the horn-fed reflector antenna is given in Figure 5.20. It can be
seen in Figure 5.20 that the reflector antenna concentrates most of its energy in its main pencil
beam. The level of power at the sidelobes and 3 dB beamwidth of the reflector antenna can be
indicated by its polar plot, as shown in Figure 5.21.
The sidelobes power for the horn-fed reflector antenna is -33.7 dB which is very low.
This indicates that a tiny fraction of the input power to the radar (about 0.0004 times the input
power) is emitted through the sidelobes of the horn-fed parabolic antenna. Thus, less inadvertent
energy escapes the tracking radar antenna through its sidelobes, which may adversely affect the
performance of other shipboard antenna systems.
The S11 plot for horn-fed reflector antenna model shows that the antenna operates at 10
GHz, as can be seen in Figure 5.22.
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(a) DF antenna model (b) S11 for DF antenna model
Figure 5.17: Modelled DF antenna and its operating frequency
Figure 5.18: Farfield radiation pattern for DF antenna
5.4. Modelling Radar Antennas of the Type 22 Batch II Frigate 105
Figure 5.19: Model for a horn-fed reflector antenna
Figure 5.20: 3D Far-field radiation pattern plot for the horn-fed reflector antenna model
5.4.2 Navigation Radar
The Type 22 Batch II Frigate utilizes the Type 1006 radar antenna for its navigational purposes.
The Type 1006 radar antenna is made of a slotted waveguide array. The CST model for the
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Figure 5.21: Polar plot for horn-fed reflector antenna
Figure 5.22: S11 plot for the horn-fed reflector antenna model
navigation radar on the Type 22 Batch II Frigate is given in Figure 5.23.
Figure 5.23: Model for the Type 1006 navigation radar antenna
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The navigation antenna was modelled to operate at 10.5 GHz, as can be seen in Figure 5.24.
The far-field radiation pattern for the navigation radar antenna on the Type 22 Batch II Frigate is
given in Figure 5.25.
Figure 5.24: Reflection coefficient plot for the Type 1006 navigation radar antenna model
The sidelobes for the navigation radar antenna model on the Type 22 Batch II Frigate can
be seen, in Figure 5.26, to be -16.6 dB which is plausible for a slotted waveguide array type of
antenna.
5.5 Prediction of Topside EMI Coupling
The main factors governing simulation of antenna models on a ship model and, therefore, antenna
coupling on a ship model are:
• Computer Random Access Memory (RAM)
• The time it takes to complete a simulation
The size of the required RAM depends on the geometrical complexity and physical di-
mensions of a ship model, and the highest frequency of any antenna on the ship. For example,
simulating an antenna that operates at 10 MHz on a 146.5 metres long Type 22 Batch II Frigate
model may require upto 5.7 million hexahedral6 mesh cells, while simulating another antenna
that operates at 50 MHz may require over 100 million hexahedral mesh cells. This implies that
6Hexahedral mesh is used along with the Time Domain Solver in CST MWS. It is a robust meshing systems
which can accurately discretizes highly complex structural geometries.
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Figure 5.25: Beam pattern for the Type 1006 navigation radar antenna model
Figure 5.26: Polar plot for the Type 1006 navigation radar antenna model
the highest frequency on such a structure is not linearly related to the number of mesh cells
generated, it is rather an exponential relationship.
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The greater the number of mesh cells, the more time the CST tool would require to complete
a simulation. This is because the CST tool solves Maxwell’s equation for every single cell and
then links their results together to generate the final result(s). Simulating the biconical IFF
antenna, given in Figure 5.15 (a), on its own would require the generation of 198,189 hexahedral
mesh cells and it took one minutes and ten seconds to complete the simulation. However,
simulating the same antenna on a 146.5 metres long Type 22 Batch II Frigate would need the
generation of many billions of hexahedral mesh cells and it would probably take weeks to
complete the simulation, assuming availability of sufficient RAM and a good processor - Intel
Core i5 and above.
The computational resources at UCL Electronic and Electrical Engineering Department
consisted of a Viglen CPU, equipped with Intel Core i7 processor and 16 GB RAM, and a
dedicated CST simulation server. The greatest number of hexahedral mesh cells that the server
could handle is about 400 million. Thus, simulations requiring over 400 million mesh cells could
not have been run using the Time Domain Solver, one of the most accurate solvers in CST MWS
for calculating antenna couplings. Therefore, for this project two approaches were used to run
simulations on the combined ship and antennas model.
5.5.1 Simulating Antenna Models on the Ship Model
The first approach, employed as part of this research, directly simulated low frequency operating
antenna models (<300 MHz) on a CST model of the full scale ship, using the T-Solver in CST
MWS. For this approach, shipboard antenna models were created in separate elements of the CST
tool where they were optimised for the required characteristics, such as gain, operating frequency
and radiation pattern. They were then imported on to the ship model, before simulations were
run. This approach has been widely used to determine antenna interference and one specific
example of its application to predict antenna coupling on an Unmanned Aerial Vehicle (UAV) is
given in [79].
During the simulation, each of the transmitting antenna models on the ship model were
excited by currents, drawn from their excitation ports. A fraction of the powers transmitted by
the transmitting antenna(s) were received by the receiving antenna(s). For monostatic antennas
where the transmitters and receivers are co-located, all of the antennas were excited and the
power reception for each antenna, from all the other antennas, were recorded. The exchange of
coupled powers between the antennas, over broadband frequency range, was recorded by means
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Excitation Port Name of the antenna Operating frequency of the antenna (MHz)
1 DF 17.6
2 Bridge Whip (port) 29.3
3 Bridge Whip (starboard) 29.5
4 Mid-ships Whip (starboard) 37.7
5 Mid-ships Whip (port) 37.7
6 Aft Whip (starboard) 8.1
7 Aft Whip (port) 8
8 Roof aerial 78.7
9 Folded Sleeve 59
10 Folded Monopole 3.48
Table 5.2: Assumed operating frequencies of the antenna models on the Type 22 Batch II Frigate
model
of antenna S-parameters, such as S127 and S218.
Figure 5.27 shows ten antennas of the Type 22 Batch II Frigate that were modelled in
separate CST elements and imported on to the Type 22 Batch II Frigate model. The unique
identifier for each of the antennas is their excitation port numbers, marked 1 to 10. An overview
of the different antenna models on the ship model, shown in Figure 5.27, is given in Table 5.2.
Each of the antenna models on the Type 22 Batch II Frigate model was assumed to be
capable of both transmitting and receiving (monostatic). Therefore, the two way coupling for
the antenna models on the Type 22 Batch II Frigate model was determined. The interactions
between each of the antenna models on the Type 22 Batch II Frigate model was recorded, using
S-Parameters.
The coupling between the DF antenna and aft whip (port) antenna (i.e. Ports 1 and 7) is
shown in Figure 5.28. It can be seen that when the DF antenna transmits, the aft whip (port)
antenna receives -42.87 dB of the transmitted voltage. Likewise when the aft whip (port) antenna
transmits, the DF antenna receives -38.56 dB of the transmitted voltage.
7S12 indicates how much of the transmit voltage is received by Antenna 1 when Antenna 2 is transmitting.
8 S21 indicates how much of the transmit voltage is received by Antenna 2 when Antenna 1 is transmitting.
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Figure 5.27: Antenna models on the Type 22 Batch II Frigate Model
Figure 5.28: Antenna coupling between Antenna 1 and Antenna 7
The coupled voltage can be converted to power using [80]
dBµV = dBm+ 10log(Z) + 90 (5.1)
where Z the impedance of the receive antenna.
The coupling between the bridge whip (starboard) antenna and the folded monopole antenna
(i.e. Ports 3 and 10) is given in Figure 5.29. It can be seen that when the bridge whip (starboard)
antenna emits, the folded monopole antenna receives -70.3 dB of the emitted voltage. Similarly,
when the folded monopole antenna emits the bridge whip (starboard) antenna receives -59.34 dB
of the emitted voltage.
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Figure 5.29: Antenna coupling between Antenna 3 and Antenna 10
The coupling between the roof aerial and the folded monopole antenna (i.e. Ports 8 and 10)
is shown in Figure 5.30
Figure 5.30: Antenna coupling between Antenna 8 and Antenna 10
It can be seen that when the roof aerial transmits the folded monopole antenna receives
-67.02 dB of that emitted voltage. Likewise when the folded monopole antenna transmits the
roof aerial receives -50.87 dB of the transmitted voltage.
The coupling between mid-ships whip (port) antenna and folded sleeve antenna (i.e. Ports 5
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Figure 5.31: Antenna coupling between Antenna 5 and Antenna 9
and 9) is given in Figure 5.31. It can be seen that when mid-ships whip (port) antenna transmits
the folded sleeve antenna receive -60.63 dB of the transmitted voltage. Similarly when folded
sleeve antenna transmits the mid-ships whip (port) antenna receives -43.78 dB of the transmitted
voltage.
Figure 5.32: Antenna coupling between Antenna 2 and Antenna 8
The coupling between bridge whip (port) antenna and roof aerial (i.e. Ports 2 and 8) is
given in Figure 5.32. It can be observed that when bridge whip (port) antenna emits the roof
aerial receives -51.25 dB of the emitted voltage. Similarly, when roof aerial emits bridge whip
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Figure 5.33: Antenna coupling between Antenna 6 and Antenna 9
(port) antenna receives -35.11 dB of the emitted voltage.
The coupling between the folded sleeve antenna and aft whip (starboard) antenna (i.e. Ports
6 and 9) is given in Figure 5.33. It can be observed that when the folded sleeve antenna transmits,
the aft whip (starboard) antenna receives -27.57 dB of the transmitted voltage. Likewise, when
the aft whip (starboard) antenna transmits the folded sleeve antenna receives -55.73 dB of the
transmitted voltage.
The above approach applies to all the low frequency operating antennas on the Type 22
Batch II Frigate in predicting the inter-couplings between them.
It is to be noted that the above coupling calculations have been performed on the basis
of single narrow band operating frequencies for communication antennas. This is based on
the idea of computing antenna coupling at optimum frequencies of the transmit and receive
communication antennas. However, communication antennas may operate over broadband
range of frequencies by employing tuning devices. If the latter is required then communications
antennas can be designed to operate over a broadband range of frequencies, for example in the
case of monopole and dipoles antennas by increasing the diameters of the vertical elements of
the antennas. Then Time Domain simulation can be run on the combined ship and antenna model
to calculated broadband coupling results which are shown by computed scattering matrix at the
end of the simulation.
It is worth mentioning that the above approach for computing antenna coupling is more
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accurate than the second approach, outlined in the next section. Therefore, wherever possible the
use of the above approach is preferred for predicting topside antenna couplings.
5.5.2 Replacing Antenna Models with their Equivalent Far-field Sources
The second approach is to replace the topside antennas with their equivalent far-field sources
(FFS) and then use either I-Solver or A-Solver of the CST MWS to run the simulation. This
approach is used to calculate antenna coupling between the topside EM sensors which operate
at over 500 MHz [81]. The FFS completely replaces the antennas [82]. For this approach, the
antennas are modelled, separately, and their FFS are captured and saved. The FFS are then
imported on to the structure and allocated in their designated antenna places [70]. After running
a simulation on a structure, excited by FFS, the effects of the structure are added to each of the
FFS. This changes the radiation patterns for each of the FFS and result in Resultant Far-field
Sources (RFFS)9. The RFFS are then captured and saved. A CST MWS 2013 macro, called
”Calculate Antenna Coupling”, is then employed to calculate the coupling between two RFFS at
a time [70].
The coupling between the Type 1006 navigation radar antenna model and the Type 910
tracking radar antenna model on the 22 Batch II Frigate CST model was determined using the
approach described in this section. Firstly, the FFS for each of the two radar antennas were
computed and saved. The FFS for the two radar antennas were then imported on to the Type 22
Batch II Frigate CST model and allocated in their designated places, as shown in Figure 5.34.
Then a CST simulation was run to compute the RFFS. The RFFS were then recorded and saved.
The CST 2013 macro, ”Calculate Antenna Coupling” was selected afterwards and the two RFFS
were imported into the macro’s transmit and receive environment.
After selecting the transmit and receive frequencies for the RFFS, the macro calculates the
antenna coupling between them. The coupling between the Type 1006 navigation radar antenna
model and the Type 910 tracking radar antenna model was determined using the fore mentioned
macro and the result is given in Figure 5.35.
It can be seen in Figure 5.35 that when the Type 1006 navigation radar antenna model
transmits then the Type 910 tracking radar antenna model receives -77.17 dB of the transmitted
voltage. Similarly when the Type 910 tracking radar antenna model transmits the Type 1006
navigation radar antenna model receives -76.74 dB of the transmitted voltage.
The set up for calculating the coupling between the IFF transponder model, operating at
9RFFS refer to those far-field sources to which the the effects of the structure has been added.
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Figure 5.34: Far-field sources for tracking and navigational radar antenna models on the Type 22
Batch II Frigate model
Figure 5.35: Antenna coupling between the tracking and navigation radar antenna models
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Figure 5.36: Far-field sources for the IFF and UHF antenna models on the Type 22 Batch II
Frigate model
1.055 GHz, and the UHF communication antenna model, operating at 300 MHz, is given in
Figure 5.36.
It can be seen in Figure 5.37 that when the IFF transponder model transmits the UHF
communication antenna model receives -50 dB of the transmit voltage. Likewise, when the UHF
communication antenna model transmits the IFF transponder antenna model receives -40 dB of
the transmitted voltage.
Figure 5.37: Antenna coupling between the IFF and the UHF equivalent antenna sources
The approach, outlined in this section, applies in determining antenna coupling between the
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high frequency operating antenna models.
5.5.3 Prediction of Topside EMI from Coupling Results
Two factors are necessary for predicting topside EMI from coupling results. The first one is
the transmit power of the transmitter and the second one is the noise floor of the receiver. The
transmit power is required to check how much of it is coupled to a particular receiver, while the
noise floor is needed to determine whether the coupled power exceeds the noise threshold for
that particular receiver. If the amplitude of the coupled power to a receiver is higher than the
noise floor for that receiver, EMI occurs otherwise it does not. Therefore, in ESSD the values of
the transmitter’s transmit power and the receiver’s noise floor could be utilized to check whether
or not any antenna degradation occurs. In the case of EMI, topside antennas could be relocated
until EMC is achieved.
5.6 Summary
The chapter has presented the ship model for the Type 22 Batch II Frigate that was developed in
CST MWS. It has then outlined the radar and other antenna models, produced in CST MWS,
to represent the EM sensors on the Type 22 Batch II Frigate. The two approaches presented
were employed, as part of this research, to determine topside antenna coupling on the Type 22
Batch II Frigate. Finally, the coupling results, determined using CST, have been used to predict
whether or not topside EMI occurs.
Chapter 6
Validation of EM Simulations
As stated in Chapter 5, this project has modelled the EM characteristics of the above water
structure of a Type 22 Batch II Frigate and its topside sensors. The topside sensor models were
simulated against each other on the Type 22 Batch II Frigate, using CST, in order to determine
the interactions between them. The key question then was whether simulated results were
representative of the actual measured results? To address the question, validation of a number of
simulations were performed using both a 1:100 and a 1:50 physical scale models of the Type 22
Batch II Frigate, as outlined in this chapter.
6.1 Scale Models of the Type 22 Batch II Frigate
In order to validate the simulation results, calculated using CST, physical and virtual scale
models of the Type 22 Batch II Frigate were employed. Frequency scale shipboard wire antennas
were used to determine how the antennas interacted with each other on top of the physical and
virtual scale models of the Type 22 Batch II Frigate. The corresponding measured and simulated
antenna interactions for the two cases were then co-plotted in order to compare the two [83] [84].
6.1.1 1:100 Physical Scale Model of the Type 22 Batch II Frigate
Scale modelling of the EM characteristics of a system entails a scale construction of the conduc-
tive and EM features of the system [85]. Scale modelling enables to obtain information about
any EM properties of the system which are of interest [86]. In this particular case, the features
that define the EM characteristics of the system were of interest and they had to be carefully
incorporated in the scale model.
There are two types of scale modelling methods, outlined below, which can be followed to
construct a physical scale model.
• Absolute scale model: the power level of the full scale system is simulated in the model.
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This is in addition to simulating the configurations of the lines of force in the field.
Absolute model enables to obtain quantitative data on all electromagnetic properties of the
system, such as radar echo field intensity and absolute radar echoing area.
• Geometrical scale model: measurements are made on the model to simulate only the
geometrical configurations of the lines of force in the fields of the full scale system.
For the purpose of this work a geometrical scale model was considered to be sufficient.
This is due to the model being capable of yielding relative antenna coupling results to those of
the full scale system. Moreover, absolute properties of the full scale system were not required to
be simulated in the constructed physical scale model.
Geometric scale modelling is an established technique which is utilised by antenna designers
to solve complicated EM problems [85]. Geometric modelling can be employed to determine
the overall response characteristics of the system.
Geometric scaling is performed by substituting equivalent spatial coordinates to those of
the full scale system for the physical scale model, as outlined below [85].
x = qx′ (6.1)
y = qy′ (6.2)
z = qz′ (6.3)
t = ξt′ (6.4)
E(x, y, z, t) = αE′(x′, y′, z′, t′) (6.5)
H(x, y, z, t) = βH ′(x′, y′, z′, t′) (6.6)
where
x,y,z are the 3D spatial coordinate system
q is the physical or geometric scale factor
t is the time
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ξ is the time scale factor
E is the electric intensity
H is the magnetic intensity
α is the scale factor for electric intensity
β is the scale factor for magnetic intensity
In Equations 6.1 to 6.6 the quantities for the full scale system are given in the left hand
sides while the quantities, including their appropriate scale factors, for the scale model are given
in the right hand sides which are indicated by the symbol prime (’).
For an absolute model, the four scale factors (α, β, ξ, q) are all need to be definitely known
in order for Equations 6.1 to 6.6 to represent the conditions which have to be satisfied in an
absolute model. However, for a geometrical model only q, ξ and the ratio of α/β need to be
known [86].
The fields in the full scale system can be described using Maxwell’s equations [86] [85]:
curlH(x, y, z, t) = σ(x, y, z)E(x, y, z, t) + (x, y, z)
∂
∂t
E(x, y, z, t) (6.7)
curlE(x, y, z, t) = −µ(x, y, z) ∂
∂t
H(x, y, z, t) (6.8)
where
 is dielectric constant of the full scale system
µ is the permeability of the full scale system
σ is the conductivity of the full scale system
The fields in the scale model system can be represented using model coordinate system of
Maxwell equations [86].
curlH ′(x′, y′, z′, t′) = σ′(x′, y′, z′)E′(x′, y′, z′, t′) + ′(x′, y′, z′)
∂
∂t′
E′(x′, y′, z′, t′) (6.9)
curlE′(x′, y′, z′, t′) = −µ′(x′, y′, z′) ∂
∂t′
H ′(x′, y′, z′, t′) (6.10)
The symbol prime (’) means the differentiations are to be performed on the scale model
system. The symbol curl’ means that the differentiations are to be performed in the primed
coordinate system. Thus, by inserting the transformation scale factors into Equations 6.9 and
6.10, Equations 6.7 and 6.8 can be obtained.
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Conditions for a practical geometrical model
Name of Quantity Full Scale System Model System
Length l l′ = l/q
Time t t′ = t/q
Conductivity σ σ′ = qσ
Permittivity  ′ = 
Permeability µ µ′ = µ
Frequency f f ′ = qf
Wavelength λ λ′ = λ/q
Phase Velocity v v′ = v
Propagation Constant γ γ′ = qγ
Resistance R R′ = R
Reactance X X ′ = X
Impedance Z Z ′ = Z
Capacitance Cp C ′p = Cp/q
Inductance IL I ′L = L/q
Antenna Gain G G′ = G
Table 6.1: The relationship between various full scale and model quantities [86]
In construction of a geometrical model, there are additional requirements that need to be
satisfied. These requirements are outlined in Table 6.1
It should be noted that the permittivity and permeability are not an issue in this case because
the choice of scaling factors makes them the same as in the real case and furthermore, not many
dielectrics are involved in the real case.
Conductivity increases with scaling down the model. Thus, the conductivity of the scale
model is normally expected to be higher than that of steel which is used in construction of the
real ships. However, steel is not a good conductor at high frequencies. Therefore, a highly
conductive copper paint was used to cover the surface of the physical or geometric scale model.
The type of paint used to cover the surface of the scaled model was KONTAKT CHEMI
EMI 35 - an aerosol paint containing copper pigment. The paint was carefully applied to the
model so to cover it with uniform thickness throughout. The thickness of the paint applied
6.1. Scale Models of the Type 22 Batch II Frigate 123
was measured by removing a small piece of the paint from areas towards the base of the model
and then using a Vernier Caliper to measure it. The thickness was found to 0.2 mm which is
well above the skin depth of copper (0.00053 mm at 1 GHz [87] which further decreases with
increasing frequency).
The above considerations and measurement have provided the confidence to do antenna
coupling measurements using a geometric or physical scale model of the Type 22 Batch II Frigate
which is further outlined below.
A 1:100 physical scale model of the central portion of the Type 22 Batch II Frigate was
produced at UCL. The dimensions of the model were calculated based on a MoD 1:100 Sketch
of Rig Drawing for the Type 22 Batch II Frigate. The model was constructed by the UCL
Department of Mechanical Engineering workshop using foam which was then spray painted with
a reflective paint. For monopole antennas on the physical scale ship model, parts of the exterior
coatings of the three semi-rigid cables, with one end connected to male SubMiniature Version
A (SMA) connectors, were stripped off until conducting wires were reached. They were then
used to act as monopole antennas using the conductive surface of the 1:100 scale ship model as
ground planes for the three antennas. The 1:100 physical scale model of the central portion of
the Type 22 Batch II Frigate is shown in Figure 6.1.
Figure 6.1: Central portion of the 1:100 physical scale model of the Type 22 Batch II Frigate
The three monopole antennas on the ship are marked 1, 2 and 3. The overall length of
the ship model, as can be seen in Figure 6.1, was 80 centimetres and its largest width was
15 centimetres. The conductive property of the spray paint, covering the surface of the 1:100
physical scale model, was tested once it was applied to the ship model using a multimeter. A
small current, drawn from the multimeter, was applied to the surface of the ship model to test the
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conductivity of the paint covering the ship. The surface of the scale physical model was found to
be more sufficiently conductive than the real case.
6.1.2 1:100 Virtual Scale Model of the Type 22 Batch II Frigate
Based on the geometry and dimensions of the 1:100 physical scale model of the Type 22 Batch
II Frigate, an equivalent 1:100 virtual scale model of the Type 22 Batch II Frigate was developed
in CST MWS. The virtual ship model was produced out of Perfect Electrical Conductor (PEC)
material which, as its name indicates, perfectly reflect EM waves. Three monopole antennas,
operating at the same frequencies as those on the physical scale model, were placed at the same
locations on the virtual model as those on the physical model. The 1:100 virtual scale model of
the Type 22 Batch II Frigate is shown in Figure 6.2.
Figure 6.2: Central portion of the 1:100 virtual scale model of the Type 22 Batch II Frigate
The centre frequencies for each of the antennas on the physical 1:50 scale model was
measured using a Vector Network Analyser (VNA). Equivalent virtual antennas, operating at the
same centre frequencies, were created in CST MWS and placed on the virtual scale model. The
S11 plots, showing the reflection coefficients for both physical and virtual antennas, are given in
Figures 6.3 and 6.4.
The centre frequencies for each of the antennas on the ship models are given in Table 6.2.
It can be seen that Antenna 1 operates at UHF while Antenna 2 and 3 operate at SHF. This
represents a 100 times frequency scale up which resulted in by scaling down the size of the
actual ship by 100 times.
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(a) Reflection coefficient plot for Antenna 1 (b) Reflection coefficient plot for Antenna 2
Figure 6.3: Reflection coefficient plots for antenna 1 and antenna 2
Figure 6.4: Reflection coefficient plot for Antenna 3
6.1.3 Antenna Couplings on the 1:100 Scale Models of the Type 22 Batch II
Frigate
A two port VNA was used to measure antenna couplings on the 1:100 physical scale model.
The cables connecting the VNA to the antennas on the physical ship model were calibrated, to
cancel out their internal noise, before connecting them to the antennas. Each antenna in a pair of
antennas was excited by voltage from the VNA. The excited antennas converted the electrical
power into EM waves and transmitted them omnidirectionally (360◦in azimuth). Some of the
voltages transmitted by the excited antennas were received by their corresponding pairs and
recorded over broadband frequency range. No variation in measurements was observed in the
measured coupling results when interference was added, by objects moving around the 1:100
physical scale model, to the system.
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Name Centre Frequency (GHz)
Antenna 1 1.7
Antenna 2 7.7
Antenna 3 7.3
Table 6.2: Frequency specifications
The coupling results are plotted in terms of S-parameters with S12 being the voltage
received by the port of Antenna 1 when Antenna 2 was transmitting and S21 being the voltage
received by Antenna 2 when Antenna 1 was transmitting.
The coupling between the antennas on the 1:100 virtual model was calculated in CST MWS,
using the T-Solver which allows broadband coupling computations. All of the three antennas on
the 1:100 virtual model were excited using excitation ports in CST MWS so that they could emit
EM waves. In addition, each of the antennas were able to receive EM voltage from two other
transmitting antennas.
Figure 6.5: A comparison between the measured and simulated coupling results for antenna 1
and antenna 2 on the 1:100 scale models of the Type 22 Batch II Frigate
The coupling results for each pair of the antennas on the 1:100 physical model, shown in
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Figure 6.1, and their corresponding pair of antennas on the 1:100 virtual model, shown in Figure
6.2, were co-plotted in MATLAB. This was to allow easier comparison between measured and
simulated coupling results.
The interaction between Antenna 1 and Antenna 2 in both physical and virtual scale models
is shown in Figure 6.5. The couplings between the antennas on the 1:100 physical scale model
are plotted by solid lines while the couplings between the antennas on the 1:100 virtual scale
model are plotted using dashed lines, as shown by the legend on all the relevant plots.
It can be seen in Figure 6.5 that the coupling result for antennas on both physical and
virtual scale models follow a similar pattern and are essentially similar, especially at the centre
frequencies of the two antennas namely 1.7 GHz and 7.7 GHz.
Figure 6.6: A comparison between measured and simulated coupling results for antenna 1 and
antenna 3 on the 1:100 scale models of the Type 22 Batch II Frigate
The interaction between Antenna 1 and Antenna 3 on both physical and virtual scale models
is shown in Figure 6.6. The measured and simulated coupling results for Antenna 1 and Antenna
3 differ by a maximum of about 7 dB at 5.2 GHz and 7.6 GHz but for most of the frequency
range they are in close agreement. The difference may firstly be explained in terms of the various
materials used to create each of the scale models. For example, the virtual scale model was
produced out of PEC while the physical scale model was made of foam which was spray painted
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with a reflective paint. The foam may have absorbed more of the RF energy, despite being
painted by a reflective paint, compared to PEC. Secondly, the variation may be explained in
terms of the difference between the ground planes of the three monopole antennas. In the case
of the physical scale model, the surface of the ship acted as ground plane for all of the three
antennas while for antenna on the virtual scale model, separate ground plans for each of the
different antennas were created.
The phase difference between S12 and S21 in Figure 6.6 can be improved virtually by
setting the simulation accuracy to the highest, - 80 dB. This will make the simulation use greater
number of samplings and to terminate when there is less than -80 dB energy left in the system.
The interaction between Antenna 2 and Antenna 3 in both physical and virtual scale models
is shown in Figure 6.7. It can be seen that the measured and simulated coupling results are
largely similar to each other. Again, the small difference between the two sets of results may be
explained in terms of the slight variations between the physical and virtual scale representations
and antennas modelled. However, the variations are not significantly large (10 dB or above) and
such differences are expected when conducting similar experiments.
Figure 6.7: A comparison between measured and simulated coupling results for antenna 2 and
antenna 3 on the 1:100 scale models of the Type 22 Batch II Frigate
Having measured and computed coupling results for both 1:100 physical and virtual scale
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models of the central portion of the Type 22 Batch II Frigate, and co-plotted their results, it can
be said that there is largely a good agreement between measured and simulated coupling results.
This is further reinforced by comparing antenna coupling results on a 1:50 physical scale model
of the Type 22 Batch II Frigate and 1:50 virtual scale model of the Type 22 Batch II Frigate,
outlined below.
6.1.4 1:50 Scale Models of the Type 22 Batch II Frigate
A 1:50 physical copper scale model of the Type 22 Batch II Frigate was obtained from QinetiQ
at Funtington, with mediation of Dr Bill Dawber and permission of UK Ministry of Defence
Naval Design Partnership. The model is 3 metres long, weighs about 80 kilograms and is shown
in Figure 6.8. It had a number of built- in wire antennas on it which were used to measure the
antenna couplings between them. Each of the antennas on the 1:50 physical scale model was
fitted with an SMB connector which facilitated accessing its port.
Based on the dimensions of the 1:50 physical copper scale model, a 1:50 virtual scale model
was produced using CST MWS, as shown in Figure 6.9. Copper Annealed material was selected
for the 1:50 virtual scale model in CST.
As mentioned earlier in this section, the 1:50 physical scale model of the the Type 22 Batch
II Frigate had built-in wire antennas on its topside. Therefore, equivalent virtual antennas were
developed and allocated to corresponding locations on the 1:50 virtual scale model, as shown in
Figure 6.10.
Antenna Centre Frequency (GHz)
Direction Finding (DF) 0.88
Front Whips 1.475
Mid-ships Whips 1.885
Aft Whips 0.405
Roof Aerial 3.94
Folded Sleeve 2.95
Folded Monopole 2.1
Table 6.3: Centre frequencies of the antennas on the 1:50 physical scale model
On the 1:50 physical scale model, there were three sets of two whip antennas, located
opposite to each other on the port and starboard side of the ship. Each of the two whip antennas
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Figure 6.8: 1:50 copper scale model of the Type 22 Batch II Frigate
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Figure 6.9: 1:50 physical and virtual models of the Type 22 Batch II Frigate
operated at the same centre frequency. The first set was located on the bridge, the second set
was located between the bridge and the foremast, and the third set was located just behind the
foremast. For simplicity each of the three sets were labelled as front, mid-ships and aft whips,
rather than using their designated UK MoD names, see Figure 6.10.
The centre frequencies for each of the antennas on the 1:50 physical scale model were
measured, using the VNA, and based on those equivalent virtual antennas, operating at the same
centre frequencies, were developed. The centre frequencies measured for the antennas on the
1:50 physical scale model are given in Table 6.3.
6.1.5 Antenna Couplings on the 1:50 Scale Models of the Type 22 Batch II
Frigate
To calculate the couplings between the antennas on the 1:50 physical scale model, each antenna
pair was excited by the VNA. This was done by connecting the two ports of the VNA into two
antennas. This allowed the transmission and reception of EM energy between two antennas
to be recorded, in the form of S-parameters. The coupling for the same antennas on the 1:50
virtual model was computed in CST MWS over a frequency range of 0.1 to 2.1 GHz. Computing
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Figure 6.10: Locations of the antenna pairs investigated on the 1:50 scale models of the Type 22
Bach II Frigate
antenna coupling at frequencies greater than 2.1 GHz would have required greater computational
resources and exceeded the 16 GB RAM available.
For the physical scale model, the reflection from the environment was found to be negligible.
This was found by exciting the antennas on the scale model, using a VNA, and watching antenna
coupling on the VNA screen. Then having someone to walk around the ship to check whether
reflection from the environment significantly altered the coupling results on the VNA screen.
The person walking around the ship added no visible effect to the antenna coupling result on the
VNA screen. Therefore, the antenna coupling results from the physical ship was obtained in an
open environment, rather than taking the ship to UCL anechoic chamber which would have been
virtually impossible due to the size of the ship.
Once coupling results for both virtual and simulated models were obtained, they were
co-plotted, for corresponding pair of antennas, in MATLAB. The measured and simulated
interaction between the two whip antennas located between the bridge and foremast is given in
Figure 6.11. It can be seen that the measured and simulated results are very similar, especially at
the operating frequencies of the two antennas (1.885 GHz) where the variation is about 2 dB.
The measured and simulated coupling result for starboard whip antenna, located between
the bridge and foremast, and DF antenna is given in Figure 6.12. Again, the measured and
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Figure 6.11: Coupling comparison for mid-ships starboard vs mid-ships port whip antennas, for
1:50 scale models of the T22 Batch II Frigate
Figure 6.12: Coupling comparison for mid-ships starboard whip antenna vs DF antennas
simulated results resemble each other especially at the operating frequencies of the two antennas,
namely (0.88 GHz) and (1.885 GHz) where the largest variation is about 5 dB.
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The measured and simulated coupling results for port whip antenna located between the
bridge and foremast, and port whip antenna located just behind the foremast is given in Figure
6.13. The measured and simulated results can be seen to be essentially similar with certain small
variations.
Figure 6.13: Coupling comparison for mid-ships port vs aft port whip antennas
The coupling comparison plot between measured and simulated results for starboard whip
antenna located between the bridge and foremast, and starboard whip antenna located just behind
the foremast is given in Figure 6.14. Again it can be seen in Figure 6.14 that measured and
simulated results are similar.
The coupling comparison plot between measured and simulated results for port whip
antenna located on the bridge and port whip antenna located between the bridge and foremast is
given in Figure 6.15. It can be seen that the measured and simulated coupling results are very
similar.
The coupling comparison plot between measured and simulated results for port whip
antenna located between the bridge and foremast, and folded monopole is given in Figure 6.16.
It can be seen that the measured and simulated coupling results are largely similar.
In addition to the comparative results shown above which were largely similar with slight
difference between the measured and simulated, there were certain coupling comparison results
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Figure 6.14: Coupling comparison for mid-ships starboard vs aft starboard whip antennas
Figure 6.15: Coupling comparison for front port vs mid-ships port whip antennas
which had greater differences. These are given in the following plots.
The coupling comparison plot between measured and simulated results for starboard whip
antenna located just behind the foremast and folded monopole is given in Figure 6.17. It can
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Figure 6.16: Coupling comparison between measured and simulated results, for mid-ships port
whip antenna vs folded monopole antenna
Figure 6.17: Coupling comparison between measured and simulated results, for aft starboard
whip antenna vs folded monopole antenna
be seen that the measured and simulated coupling results are largely similar. However, there
are certain differences between the measured and simulated coupling results particularly at
frequencies of 1.4 GHz and 2 GHz. The difference may firstly be explained in terms of the
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environment, surrounded the 1:50 physical model. Secondly, it may be explained in terms of the
variation between the physical and virtual folded monopole antenna. The 5 wires that make up
the folded monopole antenna extend out from behind the mainmast to the top of the mainmast.
Accurate modelling of the folded monopole antenna requires precise calculation of the angles
between the 5 wires that make the folded monopole antenna. In addition, some of the wires of
the folded monopole on the 1:50 physical scale model were loose. This may have caused the
variation in the values of measured and simulated results. Furthermore, the centre frequency of
the folded monopole antenna exceeded 2.1 GHz, see Table 6.3, which due to lack of sufficient
computational resources simulated coupling results were not recorded at frequencies greater than
2.1 GHz.
The coupling comparison plot between measured and simulated results for port whip
antenna located just behind the foremast and folded monopole is given in Figure 6.18.
Figure 6.18: Coupling comparison between measured and simulated results, for aft port whip
antenna vs folded monopole antenna
Again it can be seen that the measured and simulated coupling results are largely similar.
However, there are certain discernible differences particularly at frequencies of 1.45 GHz and
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1.8 GHz. These again can be explained in terms of the variations between the physical folded
and modelled folded monopole antenna.
6.2 Cross Validation
In the previous section validation of a number of simulations were carried out using 1:100 and
1:50 physical and virtual scale models of the Type 22 Batch II Frigate. In all of those cases,
the simulations were carried out in CST MWS using the T-Solver which allowed broadband
coupling calculations. Based on the validation of the simulation results, it was deduced that
simulations carried out in CST MWS using the T-Solver look to be very good representative
of these two scales: ± 1 to 5 dB difference generally with maximum of about 17 dB at one
particular frequency. However, the T-Solver is not suitable for simulating high frequency antenna
models, such as radar and satcom antenna models on the ship model. This is due to the enormous
computational and memory requirements of the T-Solver at frequencies of over 500 MHz.
Since many of the shipboard EM sensors operate at frequency range of 1 to 12 GHz, the
use of the T-Solver is not suitable for simulating these high frequency operating sensors against
each other. This is in part due to large RAM requirements of a simulation, tens of gigabytes, and
in part due to the time it takes to complete one simulation which may take one to several weeks -
depending on the size and geometrical complexity of the structure, frequency range setting of the
simulation and the speed of the computer processor. The computational and memory requirement
were reduced by replacing the antenna models on the ship model with their equivalent far-field
sources and then using either the I-Solver or A-Solver of CST MWS to calculate the antenna
coupling between the excitation sources on the ship model. However, in order to acquire the
required confidence on the latter method, it also needed to be validated. This was achieved by
cross-validating the coupling results obtained when using I and A-Solvers of the CST MWS
against the coupling results obtained when using the T-Solver of the CST MWS, for the same
antennas and their equivalent far-field sources. The cross-validation of the A and I-Solvers of
CST MWS is further outlined below.
6.2.1 Cross Validation of the I-Solver of the CST MWS against the T-Solver of
the CST MWS
The cross validation of the I-Solver of the CST MWS against the T-Solver of the CST MWS was
performed by using two antennas, one a folded dipole antenna operating at 20 MHz and another
a end-loaded dipole antenna operating 30 MHz, on the Type 23 Frigate model with OA length of
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133 metres.
Figure 6.19: Set up for cross-validation of the I-Solver of the CST MWS against the T-Solver of
the CST MWS
The two dipole antenna models were first produced in CST MWS, with the end-loaded
dipole antenna model having its centre frequency at 30 MHz and the folded dipole antenna model
having its centre frequency at 20 MHz. The 3D far-field radiation pattern plot for each of the
two antennas was generated and the far-field sources were saved as excitation sources. Secondly,
the two dipole antenna models were imported on to the Type 23 Frigate model and placed at two
different locations on the ship model, as can be seen in Figure 6.19. Time Domain simulation
was then run on the combined Frigate and antenna models. At the end of the simulation, Time
Domain based coupling result for the combined ship and antenna models was calculated using
the T-Solver of the CST MWS, as can be seen in Figure 6.20. The saved far-field excitation
sources were imported on to an identical Type 23 Frigate model and placed in corresponding
End-loaded dipole and folded dipole antenna positions on the ship model, as can be seen in
Figure 6.19. Integral equation solver of the CST MWS was utilized to run an I-Solver simulation
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on the combined ship and excitation sources for the antennas model. At the end of the simulation
the resultant far-field sources for each of the two equivalent antenna sources were obtained.
These, unlike the original far-field sources, took the effects of the structure into account. The
resultant far-field sources were then used in CST macro to calculate the antenna coupling. The
result is shown in Figure 6.20.
The result of the Time Domain based coupling calculation is given in upper part of Figure
6.20 while the result of the Integral Equation based coupling calculations is given in lower part
of Figure 6.20. It can be seen that the T-Solver of the CST MWS calculates the antenna coupling
over broadband range of frequency while the I-Solver of the CST MWS calculates antenna
coupling only at single frequencies. The voltage that couples to the end-loaded dipole antenna,
operating at centre frequency of 30 MHz, when the folded dipole antenna, operating at centre
frequency of 20 MHz, transmits, based on Time Domain simulation, is -52.47 dB while, based
on Integral Equation simulation, it is -55.44 dB. In this instance, the difference between the Time
Domain based coupling calculation and the Integral Equation based coupling calculation is 2.97
dB. The voltage that couples to the folded dipole antenna when the end-loaded dipole antenna
transmits, based on Time Domain simulation, is -53.63 dB while, based on Integral Equation
simulation, it is -58.96 dB. In this latter instance, the difference between the Time Domain based
coupling calculation and the Integral Equation based coupling calculation is 5.33 dB. In both
cases, the T-Solver calculates the antenna couplings to be higher than the I-Solver, however, the
difference between the two approaches is plausible. Therefore, either of the two methods could
be employed to calculate antenna couplings between shipboard antennas.
It is worth mentioning that the default setting of the CST tool generates output values with
up to six decimal places, i.e. a millionth of a decibel. These values are extremely small and,
practically speaking, that level of precision is not needed.
6.2.2 Cross Validation of the A-Solver of the CST MWS against the T-Solver of
the CST MWS
Just like the I-Solver, the far-field excitation sources for the antennas can equally be used with
the A-Solver of the CST MWS to calculate antenna coupling. The A-Solver is much faster than
the I-Solver - depending on the frequency, the A-Solver can be multiple times faster than the
I-Solver and therefore it is a good choice for simulating antenna models on the ship model. Like
the I-Solver, the A-Solver of the CST MWS was cross validated against the T-Solver of the CST
MWS to see whether the coupling results obtained, when using the A-Solver, could be trusted.
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Figure 6.20: Result for cross-validation of the I-Solver of the CST MWS against the T-Solver of
the CST MWS
The cross validation of the A-Solver against the T-Solver was performed by using two
antenna models, a Ridged Pyramidal horn antenna having its centre frequency at 1.8 GHz and a
Biconical antenna having its centre frequency at 1.5 GHz, on a flat sheet of PEC with dimensions
of 200 cm × 50 cm × 0.5 cm, as can be seen in Figure 6.21. The horizontal distance between
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the two antennas on the flat sheet of PEC was selected to be 144.7 cm and the two antennas were
chosen to radiate EM energy towards the maximum reception direction of each other. Prior to
importing the antennas on the structure, their 3D far-field radiation patterns were calculated and
saved as far-field excitation sources. The saved far-field excitation sources were then imported
on to an identical flat sheet of PEC and positioned in the locations of the corresponding antennas,
also shown in Figure 6.21
Figure 6.21: Set up for cross-validation of the A-Solver of the CST MWS against the T-Solver
of the CST MWS
Time Domain based simulation was run on the combined structure and antennas model and
the antenna coupling result was recorded at the end of the simulation which is given in Figure
6.22. Asymptotic based simulation was run on the combined structure and excitation sources
for antennas model. The coupling result for the latter case was recorded and it is also given in
Figure 6.22.
The voltage that couples to the horn antenna, operating at centre frequency of 1.8 GHz,
when the Biconical antenna, operating at centre frequency of 1.5 GHz, transmits, based on Time
Domain simulation, is -27.73 dB while, based on Asymptotic simulation, it is -27.18 dB. In this
instance, the difference between the Time Domain based coupling calculation and the asymptotic
based coupling calculation is 0.55 dB. The voltage that couples to the Biconical antenna when
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Figure 6.22: Result for cross-validation of the A-Solver of the CST MWS against the T-Solver
of the CST MWS
the horn antenna transmits, based on Time Domain simulation, is -27.14 dB while, based on
asymptotic simulation, it is -28.76 dB. In this latter instance, the difference between the Time
Domain based coupling calculation and the asymptotic based coupling calculation is 1.62 dB.
Having obtained a very good agreement between the Time Domain based coupling calcula-
tion and asymptotic based coupling calculation using two antennas on a flat PEC sheet, it was
decided to increase the complexity of the structure by adding obstructions between the antennas
and then comparing the coupling results, calculated by the two different approaches. Thus, a
pentagon, a vertical flat sheet and a chamfered brick were added between the two antennas, as
can be seen in Figure 6.23.
The addition of the obstructions has blocked and reflected the EM waves emitted from each
6.2. Cross Validation 144
Figure 6.23: Set up for cross-validation of the A-Solver of the CST MWS against the T-Solver
of the CST MWS when using complex structure
of the two different antennas and their equivalent far-field excitation sources, shown in Figure
6.24, in various directions. In addition, the obstructions have changed the reflection coefficient
for the antennas, particularly affecting the horn antenna by changing its S11 value, at 1.8 GHz,
from -13.3 dB to -4.2 dB - making it highly inefficient at 1.8 GHz. Therefore, the operating
frequency of the horn for cross-validation purposes had to be changed from 1.8 GHz to 2 GHz
at which frequency it had a S11 value of -11.1 dB. This implied that a new far-field excitation
source for the horn antenna had to be recorded and then imported on to the complex PEC sheet.
The result of the Time Domain based coupling calculation is given in upper part of Figure
6.25 while the result of the asymptotic based coupling calculations is given in lower part of
Figure 6.25.
The voltage that couples to the horn antenna, operating at 2 GHz, when the Biconical
antenna, operating at centre frequency of 1.5 GHz, transmits, based on Time Domain simulation,
is -45.46 dB while, based on asymptotic simulation, it is -40.15 dB. In this instance, the
difference between the Time Domain based coupling calculation and the asymptotic based
coupling calculation is 5.31 dB. The voltage that couples to the Biconical antenna when the horn
antenna transmits, based on Time Domain simulation, is -43.16 dB while, based on asymptotic
simulation, it is -42.64 dB. In this latter instance, the difference between the Time Domain based
coupling calculation and the asymptotic based coupling calculation is 0.52 dB. Therefore, the
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Figure 6.24: Far-field excitation sources on the complex structure
Figure 6.25: Result for cross-validation of the A-Solver of the CST MWS against the T-Solver
of the CST MWS when using complex structure
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maximum difference between the two methods when using complex structures is about 5.31 dB
which is plausible.
Having cross-validated simulations obtained from the I and A-Solvers of the CST MWS
against the T-Solver of the CST MWS, it can concluded that both I and A-Solver yield similar
coupling results to that of the T-Solver, with the latter being the most accurate of the three.
Therefore, whenever possible, the use of the T-Solver of the CST MWS is recommended over
the others, for calculating antenna couplings.
6.3 Summary
This chapter has presented validation and cross-validation of CST based simulations with
physical modelling and simulations at scale levels. It has discussed validation of Time Domain
based simulations using the central portion of a 1:100 physical scale model of the Type 22 Batch
II Frigate and 1:50 physical copper scale model of the same ship. Based on these simulations,
it is concluded that the results of the numerical simulations carried out in CST MWS using
the T-Solver to calculate antenna coupling were very similar to the measured coupling results,
with mostly 1 to 5 dB difference between the two. As a result, CST based Time Domain
simulations will provide a good indication of antenna EMI on a naval ship topside arrangement.
Furthermore, the chapter has provided cross-validation of the Integral Equation and Asymptotic
based simulations of the CST MWS against corresponding Time Domain based simulations of
the CST MWS. It was shown that both the Integral and Asymptotic based simulations yield
similar results to that of Time Domain based simulations, with maximum variation of 5.33 dB
for Integral and 5.31 dB for Asymptotic based approaches. Thus, for high frequency operating
antennas, such as radar and satcom antennas, the coupling results calculated using far-field
sources as substitutes for the antennas can also be trusted to be fairly accurate, even though, they
were not validated using scaled physical measurements.
Chapter 7
EMI/EMC Assessments of the Topside EM
Environment of the Future Patrol Ship (FPS)
The FPS is UK MoD’s concept study for a Future Patrol Ship. The CST based approach, outlined
in Chapter 5, has been applied to FPS in order to assess the magnitude of EMI/EMC on its
topside.
7.1 Model for the FPS
A Rhino CAD model for FPS was developed by MoD Naval Design Partnership, the UK Ministry
of Defence led naval concepts design based in Bristol, and this was forwarded to the candidate
by Dwayne Webster of NDP [24] in order for EMI/EMC analyses to be performed on its
topside. The model was initially read in PARAMARINE1. This enabled it to be saved into a CST
compatible stereolithography (STL) file. The STL format CAD file for the FPS model was then
imported into the CST environment where it was healed so that simulations could be run on it.
The material for the FPS model was selected to be PEC, representative of the metallic material,
such as steel which has a tiny electrical resistivity (0.70× 10−6 to 1.16× 10−6Ωm) [89], used
to produce the actual physical ships. The FPS model is given in Figure 7.2 and early stage
specifications for the FPS is given in Table 7.1
7.2 Modelling Antennas on FPS
The FPS has several different antennas located on its topside (Figure 7.3). For each of the
physical antennas on the FPS an equivalent virtual antenna model has been produced and its
performance has been evaluated to check that the specified performance of each antenna has
1PARAMARINE is an integrated naval architecture tool which is used for the design of commercial ships,
warships and submarines [88].
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Figure 7.1: Artistic impression of the MoD NDP concept study of a FPS and its UAV [90]
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Figure 7.2: CST model of the FPS
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Figure 7.3: Antennas on the FPS [24]
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Length (OA) 95 m
Displacement (deep) 3150 tons
Beam 15.5 m
Draught 4 m
Maximum Speed 12 knots cruise and 18 knots full
Gun 57 mm
Combat Systems Open architecture combat systems, guns and
weapons carried on UXVs
Aircraft Flightdeck: Chinook Helicopter, Hangar: Merlin
Helicopter
Accommodation 16 core crew, fixed accommodation for 40, surge to
90
Table 7.1: Specifications of the Future Patrol Ship (FPS) [90]
been correctly modelled in CST. An outline of the different antenna models all produced in CST
is given below.
7.2.1 Radar Antennas
The FPS uses three, one S-Band and two X-Band, Kelvin Hughes SharpEye radar antennas for
navigation and situational awareness purposes. The SharpEye radar uses coherent transmission
which enables it to separate moving targets from clutter because of their differing radial velocity
components [91].
The S-Band SharpEye radar antenna is regarded as a high priority system and thus it is
positioned at the top of the FPS mast. Unlike the S-Band radar antenna, the two X-Band radar
antennas are not regarded as high priority systems, therefore, they are not positioned in prime
locations on the ship [24].
7.2.1.1 S-Band Kelvin Hughes SharpEye Radar Antenna Model
Slotted waveguide array antenna was used to model the S-Band SharpEye radar antenna on the
FPS. The antenna model for SharpEye radar antenna is given in Figure 7.4
The dimensions of the S-Band SharpEye radar antenna model is 136 cm × 8 cm × 4.1 cm.
Each of the slot lengths was chosen to be λ/2 initially, however, small modifications to lengths
of the slots were found to be necessary to improve the performance of the antenna.
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Figure 7.4: S-Band SharpEye radar antenna model used for representation in CST analysis of
the FPS design
The S-Band SharpEye radar antenna was modelled to operate at 3 GHz, as can be seen in
Figure 7.5. The reflection coefficient for the S-Band SharpEye radar antenna at 3 GHz has a
value of -20.35 dB. This indicates that the antenna operates at 3 GHz efficiently.
The 3D far-field radiation pattern plot for the S-Band SharpEye radar antenna model is
given in Figure 7.6. It can be seen in Figure 7.6 that the radar antenna model achieves a maximum
gain of 19.3 dB at 3 GHz which is a plausible value for a slotted waveguide array antenna.
The polar plot, given in Figure 7.7, shows that when azimuth angle of the antenna model or
φ = 90◦ the S-Band SharpEye radar antenna model has a 3 dB2 beamwidth of 83.1 degrees and
a sidelobe level of -15.6 dB.
The polar plot in Figure 7.8 shows that when φ = 0◦ the S-Band SharpEye radar antenna
model has a 3 dB beamwidth of 4.1 degrees and a sidelobe level of -13.4 dB which is plausible
for this type of antenna.
7.2.1.2 X-Band SharpEye Radar Antenna Model
The X-Band Kelvin Hughes SharpEye radar antenna was also modelled using a slotted waveguide
array antenna, as can be seen in Figure 7.9. The dimensions for the X-Band SharpEye radar
2At 3 dB point the peak power falls to a half [92].
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Figure 7.5: S11 plot for S-Band SharpEye radar antenna model, operating at 3 GHz
Figure 7.6: 3D far-field radiation pattern plot for the S-Band radar antenna, modelled in CST for
FPS analysis
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Figure 7.7: Polar plot, at φ = 90◦, for S-Band SharpEye radar antenna model
Figure 7.8: Polar plot, at phi = 0, for radar antenna model, operating at 3 GHz
antenna is 43.47 cm x 2.57 cm x 1.32 cm. The X-Band SharpEye radar antenna was modelled to
operate at the centre frequency of 9.43 GHz, as can be seen in Figure 7.10.
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Figure 7.9: X-Band SharpEye radar antenna model
Figure 7.10: S11 plot for X-Band SharpEye radar antenna model
The antenna achieves a maximum gain of 19.2 dB at its centre frequency of 9.43 GHz, as
shown in Figure 7.11.
At φ = 90◦, the 3 dB beamwidth for the antenna is 83◦and the sidelobe level is -15.7 dB, as
can be seen in Figure 7.12. At φ = 0◦, the 3 dB beamwidth for the antenna is 4◦and the sidelobe
level is -12.3 dB, as can be seen in Figure 7.13.
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Figure 7.11: Radiation pattern plot for X-Band SharpEye radar antenna model
Figure 7.12: Polar plot, at φ = 90◦, for X-Band SharpEye radar antenna model
7.2.2 Satellite Antennas on FPS
The topside of the FPS contains several different satellite antennas, each of which was modelled
and simulated using the CST tool. An outline of the different satellite antenna models is given
below.
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Figure 7.13: Polar plot, at φ = 0◦, for X-Band SharpEye radar antenna model
7.2.2.1 Iridium Satellite
The iridium satellite antenna on the FPS is arranged into 8 different panels on the only mast of
the FPS. The model developed for one of the panel is given in Figure 7.14.
Figure 7.14: Right Hand Circularly Polarised Iridium satellite antenna as modelled in CST
A circular patch array antenna was used to model the circularly polarised3 Iridium satellite
3Circularly polarisation is achieved by firstly selecting the top left hand side patch to be the reference patch and,
moving clockwise, rotating other patches by -90◦, -180◦and -270◦. And secondly, by changing the phases of the
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antenna on the FPS, as can be seen in Figure 7.14. The antenna array model was made of four
circular notched patch antennas which are sequentially rotated. Each of the patches is excited by
an excitation port.
The Iridium satellite antenna was modelled to operate at a centre frequency of 1623 MHz,
as can be seen in Figure 7.15.
Figure 7.15: S11 plot for Iridium satellite antenna model
Each of the four curves in Figure 7.15, overlaid on each other, represent the reflection
coefficient from each of the four different patch ports. This indicates that each of the circular
notched patches operates at the centre frequency of 1623 MHz and, therefore, the centre frequency
for the array antenna is 1623 MHz.
In CST, the value of the steady state monitor can be set from a lowest accuracy of -20 dB
to the highest accuracy of -80 dB with the later taking a considerable amount of time longer
for completing a simulation, depending on the complexity of the structure being simulated and
the highest frequency it is being simulated with. The accuracy of the simulation for the Iridium
satellite antenna was set to be -50 dB which is a good balance between acquiring accurate results
and completing simulations in a good time.
Figure 7.16 shows the electric field (E-field) and magnetic field (H-field) view for the
excitation ports opposite to those of patch rotation angles [93] [94].
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Iridium satellite antenna. When the E-field is animated, the graphical animation rotates counter-
clockwise around each of the four circular patch antennas. The rotation is orthogonal to the
direction of the travel of the EM waves away from the antenna. This indicates that the Iridium
satellite antenna is Right Hand Circularly Polarised (RHCP).
Figure 7.16: E-field and H-field plot for Iridium satellite antenna model
The 3D far-field radiation pattern for the Iridium satellite antenna is given in Figure 7.17. It
can be seen that the patch array antenna has a peak gain of 12.7 dB.
When φ = 0◦, the 3 dB beamwidth for the Iridium satellite antenna is 42.4◦and the sidelobe
level is -24.9 dB, as shown in Figure 7.18, which are acceptable. The Iridium antenna model has
similar characteristics when φ = 90◦.
Thus, the Iridium satellite antenna was modelled, based on the specifications provided by
MoD NDP, and the model produced using CST was shown to be representative of the actual
antenna’s performance.
7.2.2.2 INMARSAT C Antenna
International Maritime Satellite (INMARSAT) C forms part of the GMDSS (Global Maritime
Distress System and Safety) requirement. It is required to send distress signals in the event of an
emergency [24].
An open-ended quadrifilar helix antenna was used to model the INMARSAT C antenna, as
can be seen in Figure 7.19. The helix antenna was chosen as it allows modelling the Right Hand
Circular Polarisation (RHCP) effect of the antenna.
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Figure 7.17: 3D far-field radiation pattern plot for Iridium satellite antenna model
Figure 7.18: Polar plot, when φ = 0◦, for Iridium satellite antenna model
The INMARSAT C transmit antenna was modelled to operate at a frequency of 1645 MHz,
as shown in Figure 7.20.
Both INMARSAT C antenna were modelled to have a directional radiation pattern with a
maximum gain of 4.44 dB, as can be seen in Figure7.21.
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Figure 7.19: INMARSAT C Tx antenna as modelled in CST
Figure 7.20: S11 plot for INMARSAT C Tx antenna model
At φ = 90◦, the INMARSAT C antenna has a 3 dB beamwidth of 141.9◦, as shown in
Figure 7.22.
At φ = 0◦, the INMARSAT C antenna also has a 3 dB beamwidth of 141.9◦, as shown in
Figure 7.23.
The same type of antenna representation was used to model the INMARSAT C Rx antenna,
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Figure 7.21: Radiation pattern plot for INMARSAT C Tx antenna model
Figure 7.22: Polar plot, when φ = 90◦, for INMARSAT C Tx antenna model
operating at a slightly lower frequency, 1540 MHz.
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Figure 7.23: Polar plot, when φ = 0◦, for INMARSAT C Tx Antenna Model
7.2.2.3 INMARSAT Fleet Broadband (FB)
The INMARSAT FB on the FPS enables two way direct-dial phone, telex, facsimile and data
communications to and from anywhere in the world with exception of the polar regions [24].
A pattern-fed Cassegrain reflector antenna was used to model the INMARSAT FB Rx
antenna on the FPS. The model for the INMARSAT FB Rx antenna is given in Figure 7.24.
The diameter of the reflector dish for the antenna is 2 m and the distance from the centre of
the dish (primary reflector) to the secondary reflector is 0.46 m.
The INMARSAT FB Rx antenna has a directional radiation pattern with a peak gain of 24
dB, as shown in Figure 7.25.
The INMARSAT FB antenna has a beamwidth of 12◦ [24]. The INMARSAT FB antenna
model was designed to have a beamwidth close to 12◦.
At φ = 0◦, the INMARSAT FB antenna has a 3 dB beamwidth of 5.8◦, as shown in Figure
7.27.
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Figure 7.24: INMARSAT FB Rx antenna model
Figure 7.25: Radiation pattern plot for INMARSAT FB Rx antenna model
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Figure 7.26: Polar plot, when phi = 0 degrees, for INMARSAT FB Rx antenna model
Figure 7.27: Polar plot, when phi = 90 degrees, for INMARSAT FB Rx antenna model
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At φ = 90◦, the INMARSAT FB antenna also has a 3 dB beamwidth of 5.8◦, as shown
in Figure 7.27. So, the modelled antenna has a beamwidth of 11.6◦which is not far from its
expected value of about 12◦.
7.2.2.4 Skynet Satellite (SCOT)
The FPS has two Skynet satellite (Satellite Communication On-board Terminal (SCOT)) antennas,
located on the port and starboard side of the hanger roof sponson of the ship. The Skynet satellite
antennas operate at two different satellite frequency bands of I (8 - 10 GHz) and J (10 - 20
GHz) [24].
A rectangular horn fed reflector antenna was used to model the I-Band Skynet satellite
antenna, as can be seen in Figure 7.28.
Figure 7.28: Skynet Satellite (SCOT) antenna model
The rectangular horn-fed antenna can be seen, in Figure 7.29, to operate over broadband
frequency range. However, in this case, the operating frequency for the antenna was chosen to
be 9 GHz.
The 3D far-field radiation pattern for the I-Band Skynet satellite antenna is given in Figure
7.30. It can be seen that the antenna has a narrow directional beamwidth with peak directivity of
28.8 dB.
When φ = 90◦, the 3 dB beamwidth of the Skynet satellite antenna is 5.2◦with a sidelobe
level of -18 dB, as shown in Figure 7.31.
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Figure 7.29: S11 plot for Skynet Satellite (SCOT) antenna model
Figure 7.30: Radiation pattern plot for Skynet Satellite (SCOT) antenna model
Similarly, when φ = 0◦, the 3 dB beamwidth of the Skynet satellite antenna is 5.4◦, as
shown in Figure 7.32.
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Figure 7.31: Polar plot, when φ = 90◦, for Skynet Satellite (SCOT) antenna model
Figure 7.32: Polar plot, when φ = 0◦, for Skynet Satellite (SCOT) antenna model
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7.2.3 Meteorological and Oceanographic (METOC) Antenna
The METOC antenna on the FPS is enclosed by a dome on the FPS’s bridge roof. The antenna is
used for receiving RF wave only. It is used in three different frequency bands, namely L-Band,
C-Band and Ku-Band. The L-Band METOC antenna model is given in 7.33.
A Backfire-helix-fed parabolic reflector antenna was used to model the L-Band METOC
(Dome) antenna. The reason for feeding the parabolic reflector antenna with a helix was to
model the RHCP effect of the L-Band METOC antenna. The helix feed allows the current to
flow in a circular fashion which gives raise to RHCP of the antenna.
Figure 7.33: L-Band METOC antenna model
The L-Band METOC antenna was modelled to operate at 1700 MHz. Figure 7.34 indicates
that at 1700 MHz the antenna has a reflection coefficient value of -14.8 dB.
The E-field plot for the L-Band METOC antenna model is given in Figure 7.35. When
animated the, the E-field vectors move counter-clockwise which allows the antenna to operate
with RHCP.
The 3D far-field radiation pattern for the L-Band METOC antenna model is given in Figure
7.36 with the maximum gain of the antenna being 30 dB.
When φ = 0◦, the L-Band METOC antenna model gives a 3 dB beamwidth of 5.6◦and a
sidelobe level of -21.5 dB, see Figure 7.37. When φ = 90◦, the L-Band METOC antenna model
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Figure 7.34: S11 plot for L-Band METOC antenna model
Figure 7.35: E-field plot for the L-Band METOC antenna model
also has a 3 dB beamwidth of 5.6◦ but a slightly larger sidelobe level of -21.4 dB, see Figure
7.37.
7.2.4 Rover for Receiver
This is a remotely operated video enhancer receiver, which receives camera image from nearby
aircraft and UAVs [24]. In the FPS design, the Rover for Receive antennas operate at four
different frequency bands, namely D-Band (110 - 170 GHz), E-Band (2 - 3 GHz), G-Band (4 - 6
GHz) and J-Band (10 - 20 GHz). The E-Band Rover for Receiver antenna is shown in Figure
7.39.
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Figure 7.36: Radiation pattern plot for L-Band METOC antenna model
Figure 7.37: Polar plot, when φ = 0◦, for L-Band METOC antenna model
A vertical ground plane antenna was used to model the E-Band Rover for Receiver antenna.
The antenna was modelled to operate at 2.4 GHz, see Figure 7.40.
The distribution of E-field and H-field for the E-Band Rover for Receiver antenna is shown
graphically in Figure 7.41. The Rover for Receiver antenna has an omnidirectional radiation
pattern, shown in Figure 7.42.
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Figure 7.38: Polar plot, when Φ = 90◦, for L-Band METOC antenna model
Figure 7.39: Model for the E-Band Rover for Receiver antenna
7.2.5 Identification Friend or Foe (IFF) Antennas
The FPS design has IFF transponder and interrogator antennas located on its topside. The
antennas work together to provide 360◦ azimuth coverage and nearly 360◦ elevation coverage.
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Figure 7.40: S11 plot for the E-Band Rover for Receiver antenna model
Figure 7.41: Field plots for the E-Band Rover for Receiver antenna model
An array of 64 dipole antennas were used to model the combined IFF transponder and
interrogator, as can be seen in Figure 7.43. The IFF Rx antenna was modelled to operate at 1030
MHz, see Figure 7.44.
The 3D far-field radiation pattern for the dipole array antenna is shown in Figure 7.45. The
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Figure 7.42: 3D far-field radiation pattern for the E-Band Rover for Receiver antenna model
Figure 7.43: IFF Tx antenna model
dipole array offers 360◦azimuthal coverage and a good elevation coverage.
7.2.6 Whip or Monopole Antennas
The FPS has 10 omnidirectionally operating monopole or whip antennas on its topside. Each
of these antenna is made of a ground plane, a vertical element and a feeding mechanism. By
changing the length of the vertical element and adjusting the dimensions of the ground plane the
operating frequency of the monopole antenna can be varied.
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Figure 7.44: S11 plot for the IFF Tx antenna model
Figure 7.45: Radiation pattern plot for the IFF Tx antenna model
7.3 Determining Antenna Coupling on FPS
As in the case of the Type 22 Batch II Frigate, described in Chapter 5, the antenna coupling
on FPS has been determined using two methods. Firstly, the antenna couplings between the
low frequency operating antennas on the FPS were determined using the Time Domain Solver
(T-Solver) in CST MWS. Secondly, the couplings between high frequency operating antennas
such as satellite and radar antennas were determined using the Asymptotic Solver (A-Solver) of
the CST MWS.
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7.3.1 Time Domain Coupling Calculations
The T-Solver in CST MWS calculates the antenna coupling over broadband frequency range
using hexahedral meshing system. This approach can accurately calculate in a single simulation
the antenna coupling between low frequency operating antennas on the ship, such as HF whip
antennas. However, for antennas operating at high frequencies, such as radar antennas on the
ship, the computational requirements become highly intense and, therefore, this approach cannot
be applied.
Figure 7.46: The various numbered antennas operating at low frequency on the FPS, shown on
the CST model of the main superstructure
On the FPS, all of the different whip antenna models and the two Skywave loop antenna
models were imported on the ship model, shown in Figure 7.46. The desired reflection coefficient
for each of the different antennas on the ship was determined, by adjusting the dimensions of the
antennas. For example, the reflection coefficient for GMDSS P2 VHF Watchkeeping receive
antenna on the ship, see Figure 7.47, is obtained at the required frequency by adjusting the length
of the antenna’s vertical element on the ship.
The coupling between each of the different pair of antennas, shown in Figure 7.46, is
calculated in CST MWS over a broadband range of frequency. For example, the coupling
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Figure 7.47: Reflection coefficient plot for GMDSS P2 VHF W/K Rx antenna model on the ship
between the GMDSS HF whip antenna (Port 3) and the AWWE HF whip antenna (Port 5) is
given in Figure 7.48. When the GMDSS HF whip antenna transmits, the AWWE HF whip
antenna receives -18.86 dB of the transmitted voltage. Likewise, when the AWWE HF whip
antenna transmits the GMDSS HF whip antenna receives -17.54 dB of the transmitted voltage.
The voltage received by Port GMDSS P2 MF/HF/W/K Rx whip antenna model when
Starboard AS6001 HF Tx Loop antenna model transmits is predicted to be -41.75 dB, see in
Figure 7.49.
Thus, the coupling between each of the different antenna pairs on the FPS has been
calculated using the Time Domain approach just outlined. The results were recorded in order to
assess whether the received power would be acceptable or whether the antennas needed to be
relocated to achieve acceptable level of interference (Section 7.4 provides more detail on how
this level of acceptability was applied).
7.3.2 Frequency Domain Coupling Calculations
This approach was used to calculate the antenna coupling between the high frequency operating
antennas, such as satellite and radar antennas on the ship. The approach has been cross-validated
against the Time Domain coupling calculation approach, see Section 6.3, and it has been found
to yield similar coupling results to that of the Time Domain coupling calculation approach.
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Figure 7.48: Antenna coupling between GMDSS HF whip antenna and AWWE HF whip antenna
as analysed by the T-Solver of the CST MWS for the FPS topside model in Figure 7.46
Figure 7.49: Antenna coupling between Port GMDSS P2 MF/HF/W/K receive whip antenna and
starboard AS6001 HF Tx loop antenna as analysed by the T-Solver of the CST MWS for the
FPS topside model in Figure 7.46
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For example, the asymptotic approach has been used to calculate the voltage level that
couples to the METOC Rx antenna, operating at 1700 MHz, when the IFF Tx antenna, operating
at 1030 MHz, transmits. The set up of the radiating sources, prior to running the simulation, is
shown in Figure 7.50. The far-field source on the mast represents the IFF Tx antenna, while the
other one represents the METOC Rx antenna. Each of these far-field sources was produced for
each of the different antennas in CST MWS before they were imported on to the ship model and
placed in their designated locations. Asymptotic based simulation was then run on the combined
ship and equivalent antenna models, using the far-field radiation patterns as excitation sources
for the simulation.
Figure 7.50: Far-field excitation sources for IFF Tx and METOC Rx antennas on the ship model
After completion of a successful simulation, the resultant far-field sources (RFFS) were
obtained, see in Figure 7.51. The RFFS are automatically calculated by the A-Solver which take
the effects of the structure into account and are used for antenna coupling.
The left hand side plot in Figure 7.51 shows the resultant far-field source for the IFF Tx
antenna which transmits EM energy both in azimuth and elevation planes with a maximum
directivity of 9.74 dB.
The RFFS were then used in CST macro, as shown in Figure 7.52, to calculate antenna
coupling. The transmitting resultant far-field source was loaded into ”Sending Farfield” slot and
the receiving resultant far-field source was loaded into ”Receiving Farfield” slot. The X/Y/Z
axis positions for the transmit and receive RFFS were entered in metres. A 5◦ step was selected
as suggested in Reference [70] and then the frequency of the transmit resultant far-field source
was entered, in GHz. By clicking ”ok” the voltage coupled to the receive antenna was calculated
when the transmit antenna was emitting.
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Figure 7.51: Resultant far-field sources for IFF Tx and METOC Rx antennas
Figure 7.52: CST macro, used to calculate antenna coupling
The voltage the couples to the METOC Rx antenna when the IFF Tx antenna radiates is
given in Figure 7.53. It can be seen that at 1030 MHz, the voltage that couples to the METOC
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Figure 7.53: Antenna coupling between IFF Tx and METOC Rx antennas
Rx antenna is about -73 dB which is a very tiny fraction of the transmit power.
Figure 7.54: Far-field antenna sources for INMARSAT C Tx and METOC Rx antennas on the
FPS
The arrangement of the radiating sources for the INMARSAT C Tx antenna, operating at
1645 MHz, and the L-Band METOC antenna on the FPS design is shown in Figure 7.54.
The resultant far-field sources plot for the INMARSAT C Tx and METOC Rx antennas is
shown in Figure 7.55.
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Figure 7.55: Resultant far-field sources for INMARSAT C Tx and METOC Rx antennas
Figure 7.56: Antenna coupling between the INMARSAT C Tx and METOC Rx antennas
Figure 7.56 shows the voltage level that couples to the L-Band METOC Rx antenna when
the INMARSAT Tx antenna, operating at 1.645 GHz, is -72 dB.
The coupling between two antenna sources, each of which transmits and receives, can be
determined by using the CST macro twice. In the first instance one of the two antenna sources is
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selected as the ”Sending Farfield” while the other one is chosen to be the ”Receiving Farfield”.
The process is then reversed.
The arrangement of far-field sources for the S-Band SharpEye radar antenna and the E-Band
Rover for Receiver antenna is shown in Figure 7.57. Both of the antennas are located on the roof
top of the FPS mast. The Rover for Receiver antenna has an omnidirectional radiation pattern
while the SharpEye radar antenna has a directional radiation pattern. The resultant far-field
source for each of the two antennas was generated at the end of the Asymptotic simulation run
and it is given in Figure 7.58.
Figure 7.57: Far-field antenna sources for the S-Band SharpEye radar antenna and the Rover for
Receive antenna on FPS
The antenna coupling between these two antennas is shown in Figure7.59. The voltage
level that couples to the S-Band SharpEye radar antenna when the Rover for Receive antenna
transmits was given by CST as -59.67 dB. Similarly, the voltage level that couples to the E-Band
Rover for Receiver antenna when the Kelvin Hughes SharpEye radar antenna transmits was
given by CST as -61.60 dB.
The above outlined approach was used to calculate the antenna coupling between all the
different potential interfering pairs of the antennas on the FPS. A report has been produced to
MoD NDP with full details.
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Figure 7.58: Resultant far-field antenna sources for the S-Band SharpEye radar antenna and the
Rover for Receive antennaon the FPS
Figure 7.59: Antenna coupling between the S-Band SharpEye radar antenna and E-Band Rover
for Receiver antenna
7.4 Assessing EMI/EMC on FPS
Once the various antenna couplings were determined and the power transfer between the termi-
nals of each of the different antennas predicted, it was then necessary to undertake an evaluation
as to whether such power levels caused EMI problems. This was done by comparing the level of
power coupled to a particular antenna to the noise floor of the same antenna or its susceptibility.
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If the coupled power was found to be above the noise threshold or susceptibility of a particular
antenna, then EMI was likely to result. When in certain cases as assessment showed that EMI
occurred measures, such as relocation of the victim antenna on the ship, were undertaken to
reduce the intensity of interference to an acceptable level. This required further simulation of the
antenna models on the ship model using CST.
7.5 Summary
This chapter has outlined the application of the approach developed on the Royal Navy Type
22 Batch II Frigate, Chapter 5, to predict topside EMI/EMC on a MoD’s concept design of a
FPS. Some of the antenna models developed to represent the EM sensors on the FPS have been
presented with the results of the antenna couplings for a number of different EM sensors on the
ship, using both the CST Time Domain coupling calculation and the CST asymptotic coupling
calculation approaches.
Chapter 8
Relevant Guidance for Concept Phase Ship
Design
Measures can be adopted for Concept Phase Ship Design, either solely by naval architects
or in collaboration with sensor or combat system providers, in order to mitigate the potential
topside EMI/EMC problems. The naval architect could, for example, define adequate relative
separations between the topside antennas or use Frequency Spectrum Utilization (FSU) charts to
set sufficient separation of frequencies between topside transmitters, while the sensor providers
could supply the naval architects with information about transmitters’ and receivers’ harmonics
and spurious transmissions or responses.
This chapter outlines a series of measures that can be taken in Early Stage Ship Design in
order to alleviate the EMI/EMC problems that may be encountered later on in the ship design
process.
8.1 Adequate Antenna Separations
Antennas that operate at similar bands of frequency, particularly those that have omnidirectional
radiation patterns and/or emit high level of power, should be separated as far apart as possible.
The power that couples from a transmit antenna to a receive antenna follows the inverse square
law which means that by doubling the distance between the transmit and the receive antennas,
the coupling power reduces by a factor of four. For example, if the distance between a transmit
and a receive antennas is 3 metres and, at this distance, 2 W of the transmit power is coupled to
the receive antenna, then by increasing the distance to 6 metres, the power that couples to the
receive antenna would fall to 0.5 W, which translates to 6 dB reduction. Therefore, an effective
means of reducing topside antenna interference would be to have the source and victim antennas
as far apart as possible on the ship.
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8.2 Frequency Management
Managing the frequency spectrum is key to preventing EMI problems from occurring. Right at
the very beginning in allocating topside sensors, the frequencies of shipboard emitters should
be organised in a way such that there is adequate separation of frequency between each of the
different shipboard transmitters and receivers. This can be achieved by allocating frequency
ranges that are sufficiently outside the bandwidths of unintended receiver(s). This prevents the
transmitters’ fundamental frequencies interfering with receivers’ fundamental frequencies.
A FSU chart with maximum Effective Radiated Power (ERP) may be used to allocate the
appropriate frequencies for each of the antennas.
Figure 8.1: Frequency Spectrum Utilization chart, information from [41] [95]
In Figure 8.1, the separation in frequencies for several different antennas can be seen.
However, several of the common military radars and many of the satcoms operate at similar
frequency bands. Unless such an arrangement is required for equipment operation, such as the
case of bistatic and multistatic radars, this may result in inadvertent reception of RF energy by
certain sensors and thus lead to EMI.
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8.3 Harmonics and Spurious Signals
The broadband harmonics and spurious emissions for the range of RF frequencies of interest
should be obtained, for each of the different transmitters, and then checked against the already
acquired information on fundamentals, harmonics and spurious responses of the relevant ship-
board receivers. Normally, there are a number of different possibilities that occur with different
degrees of probabilities. These possibilities are considered in the following two subsections.
8.3.1 Transmitter harmonics or spurious emissions interfering with receiver fun-
damental
RF transmitters, in addition to their fundamental frequencies, emit signals at harmonics and
spurious frequencies. The harmonics are integer multiples of the fundamental frequency, while
spurious emissions can be any signals outside a transmitter’s assigned channel.
(a) A generic power plot for emissions of a VHF
shipboard transmitter
(b) A generic S11 plot for a VHF shipboard receiver
Figure 8.2: Transmitter spurious emissions (at 40 MHz) interfering with receiver’s fundamental
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In Figure 3.4 of Chapter 3 it can be seen that the emission of power by a magnetron trans-
mitter is ”dirty” or distributed over a range of frequencies. This includes spurious frequencies, in
addition to the fundamental frequency. In Figure 8.2 (a), the power plot for a VHF shipboard
transmit antenna is given. It can be seen that the transmitter has its fundamental frequency at 30
MHz, however, its spurious emission lies at 40 MHz at which frequency it emits -35 dB of power.
In Figure 8.2 (b), the reflection coefficient plot for a VHF shipboard receive antenna is given. It
can be seen that the receive antenna has its fundamental frequency at 40 MHz. This means that
in a co-site environment the receive antenna would receive -35 dB of the power transmitted by
the VHF transmit antenna. If, for example, the VHF shipboard transmit antenna transmits a peak
power of 10 kW, then the VHF shipboard receive antenna would receive 3.162 W of undesired
power which may cause EMI in the receiver, depending on the receiver’s noise floor threshold.
8.3.2 Transmitter fundamental frequency interfering with receiver harmonics or
spurious responses
This problem may be encountered if the range of the bandpass filter within a receiver is set too
wide allowing the detection of signals from a receiver’s harmonics and spurious responses.
(a) A generic power plot for a shipboard transmitter (b) A generic S11 plot for a shipboard receiver
Figure 8.3: Transmitter fundamental (at 300 MHz) interfering with receiver’s spurious response
In Figure 8.3 (a), the power plot for a UHF shipboard transmit antenna is shown. The
transmit antenna has its fundamental frequency at 300 MHz. In Figure 8.3 (b), the reflection
coefficient plot for a shipboard receive antenna is shown. The receiver is tuned to receive signals
at its centre frequency of 400 MHz, however, the receiver is also capable of receiving signals at
its spurious frequency of 300 MHz. If the above transmit and receive antennas were located in a
co-site environment, such as a ship’s topside, and the bandpass filter within the receive antenna
8.4. Using Antennas with Reduced Levels of Sidelobes and Backlobes 190
did not filter out signals at 300 MHz, then this would very likely have resulted in EMI within the
receiver.
Thus, having access to information about shipboard transmitters’ harmonics and spurious
responses, enables the ship designer to quickly establish whether unintended shipboard receivers
would be susceptible to receiving EM energy from transmitters’ harmonics and spurious re-
sponses. The problem may be mitigated by changing the operating frequencies of the would be
affected receivers.
Similarly, knowing about the harmonics and spurious responses for each of the shipboard
receivers would enable the ship designer to quickly establish whether unwanted signals would be
detected through receivers’ spurious responses and thus resulting in EMI. However, this problem
can be overcome by setting tighter ranges for the bandpass filters within the receivers. Therefore,
harmonics and spurious responses can be filtered out while, at the same time, the reception of
the intended signals are not adversely affected.
8.4 Using Antennas with Reduced Levels of Sidelobes and Back-
lobes
Emissions from an antenna’s sidelobes and backlobe are highly undesirable. Firstly, this is
due to the fact that such emissions rob power from the mainlobe of the antenna, making the
antenna inefficient. Secondly, EM energy emitted from a high powered antenna’s sidelobes and
backlobe, if unshielded, could fall on a ship’s occupied spaces, such as gangways and walkways,
or it could detonate ordnance or cause sparks. Therefore, such emissions can cause topside
RADHAZ problems. Thirdly, emissions from the sidelobes and backlobe of an antenna may,
either directly or through multipath, be picked up by other topside antennas. This can lead to
inadvertent performance degradation of the victim antennas. Thus, before a new naval ship
design is populated with its suite of sensors, a quick check of the likely sides and back-lobe
levels for each of the intended shipboard transmit antennas ought to be made, to make sure they
do not cause undesired effects. This is done by comparing the power levels which are emitted by
the sidelobe levels of the sources against the noise floors of the victims.
8.5 Avoidance of Direct Illumination and Multipath
Shipboard RF transmitters with elevation beamwidths that could illuminate part of the structure
should be used cautiously as these can lead to EMI. Since shipboard RF sensors emit high levels
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of power when transmitting, the interference can be severe.
Part of the beam from the navigation radar antenna model on the ship model, shown in
Figure 8.4, could illuminate the radome on the bridge. Some of the RF energy may pass through
the radome, depending on the electrical characteristics of the material from which the radome is
constructed and the frequency of the EM wave. This may adversely affect the performance of
the antenna enclosed by the radome. Some of the RF energy will be reflected back, in various
directions. If several decibels (i.e. 15 or over) of the reflected power from the radome are
intercepted by the mushroom antenna, located on the mast’s sponson, the sensitive electrical
circuitry of the mushroom antenna may get damaged and as a result this antenna would not be
able to perform its intended function.
Figure 8.4: EMI that result from multipath
Therefore, it is important to make sure that the beamwidths of topside antennas, especially
those that emit high power (several kilowatts), do not illuminate parts of the superstructure when
transmitting. Illumination of the superstructure when transmitting could cause EMI, either due to
the RF energy from the beam being directly intercepted by other antennas or through multipath.
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8.6 Using Integrated Antennas
The use of integrated antennas reduces the need for having multiple antennas. This is because
a single antenna can be used to perform several functions. This decreases the requirement for
having to transmit and receive via various shipboard sensors, each of which would be prone
to topside EMI. Moreover, a reduction in the number of shipboard antennas would minimize
ship RCS and infrared signatures [96]. The downside of using integrated antennas could be the
inability to use several antennas simultaneously which, at times, may be operationally essential.
8.7 Collected EMI Data Synthesis
Modern naval ships use sophisticated computers and state of the art test equipment which can
automatically register the measurements required to compile a shipboard EMI/EMC database
[97]. The analysis of EMI data from previously designed ships in service could be useful when
designing ships with similar configurations and RF sensors. The collected EMI data will provide
an insight on those shipboard receivers that have previously experienced degradation and those
shipboard RF transmitters and their specific frequencies that have caused the EMI problems.
The ship designer could firstly assess the type of EMI, i.e. whether it is a co-channel,
adjacent signal or out of band interference problem, and the associated causes for each of
the different cases of EMI problems, i.e. whether it is a sidelobe or multipath problem. The
designer could then apply appropriate measures in the subsequent design, such as operating the
transmit antennas at specific frequencies that were indicated by the database to be immune to
EMI or utilizing shielding, in order to avoid such problems from occurring in the new topside
arrangement.
8.8 High Impedance Surfaces
Naval ships are mostly constructed out of steel with some aluminium. Therefore, the surface
of a naval ship’s structure can be a significant reflector of RF energy. This is due to the low
absorption and high reflectivity of EM waves by metallic structures, such as steel and aluminium.
Reflections from topside structure and surface of the hull can then lead to multi-path and
conducted EMI problems. High impedance materials can be used to cover parts of the surface of
a ship’s structure so to prevent RF energy from being largely reflected and conducted, which
can lead to potential EMI/EMC problems. Therefore, measures should be applied to reduce
the reflection of EM waves. For example, the RF EM properties of a conducting structures
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Figure 8.5: Pulse repetition
like aluminium can be altered by incorporating a special texture on it. By specially coating the
surface of an aluminium structure, it is possible to stop the conduction of alternating current
through the structure over a range of frequency [98].
8.9 Receiver Blanking
If the frequencies of two shipboard EM sensors are very close to each other and, for some
reasons, it is not possible to sufficiently separate the frequencies, then Receiver Blanking may be
employed to mitigate the interference. The idea behind this is to ensure that a particular receiver
does not receive any signals when an interfering transmitter is transmitting. This is done by
timing the Pulse Repetition Interval (PRI), Pulse Width (PW) and the time interval between two
pulses of the signal from the unwanted transmitter, see Figure 8.5. The victim receive antenna
could receive during the time interval between two pulses and be blank at other times. The
Receiver Blanking technique can particularly be useful in Electronic Support (ES) applications
when a shipboard EW antenna is blanked during ship’s own emissions but kept active at other
times.
8.10 Near-field Separations
The free space region from the surface of an antenna to its far-field region is called the near-field
region [99]. The near-field region is divided into two subregions, namely the reactive and the
radiative near-field regions. The reactive near-field region is normally taken to extend from
the surface of the antenna to a distance of 0.62
√
(D
3
λ ), however, experience with near-field
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measurements shows that a distance of a wavelength λ would be more reasonable guidance for
the reactive near-field region of the antenna [99].
Strong EM fields can build up in an antenna’s near-field region, see Section 2.5.1., which
can give raise to EMI problems. Thus, wherever possible, antennas should be located away from
the near-field regions of other antennas, especially from reactive near-field regions in which the
EM energy is stored rather than dissipated. The reactive near-field region of antenna can be
calculated using Equation 2.8.
8.11 Digital Beamforming (DBF)
The concept of DBF has recently reached a point where it can be practically implemented [100].
An array antenna, such as a radar antenna array, that utilizes DBF differs from conventional
array antennas that use Analogue Beamforming (ABF). This is due to the fact that DBF can
potentially have a receiver behind each element of the array, as can be seen in Figure 8.6. This is
an optimal arrangement for a smart antenna receiver [101], while ABF normally mixes signals
from up to four different receiver channels, before down-converting them to IF [102]. Having
a large number of digital channels increases the opportunity to cancel out or null interference.
This is done by prior knowledge of the interfering sources or through complex adaptive array
processing [100].
Thus, shipboard radar antennas that are equipped with DBF technology will be less prone
to interference when compared to their counterparts that are fitted with ABF technology. As a
result, in ESSD, the ship designer could choose to use shipboard radars that are equipped with
DBF.
8.12 Synchronisation of Antenna Rotation
If the ship contains two or more mechanically rotating antennas, the rotations of the antennas
can be synchronised in a way so that they spin at the same rate and their beams do not look at
each other at any time. For example, if one of the two shipboard radar antennas completes an
azimuthal revolution in exactly 4 seconds, the other radar antenna, while both having their beams
aligned, should be set to have a horizontal rotation at precisely 90◦ per second, as can be seen in
Figure 8.7. This will prevent the high powers emitted by each of the individual shipboard radars
from directly illuminating other radars on the ship.
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Figure 8.6: Separate receive channels behind each elements of the array [100]
Figure 8.7: Synchronisation of Antenna Rotation
8.13 Using Fiber-Optics
The use of fiber-optics, for carrying shipboard RF signals may be considered in ESSD. Signals
travelling through fiber-optics will be less prone to conducted EMI compared to those travelling
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through coaxial cables. This is because when H-field lines cross a coaxial cable, they generate
an electrical current inside the co-axial cables. The flow of electrons inside the coaxial cables
generate a changing H-field. These collectively generate noise in the coaxial cables, therefore,
give rise to EMI. With fiber optics, signals are transmitted as light instead of current. Thus, they
are immune to conducted EMI.
The use of optical fibres would also improve data security and prevention of information
leakage. The leakage of information in coaxial cables occurs due to induced current and,
therefore, a changing H-field. Variations in the induced H-field outside a coaxial cable carries
the same information as the current passing through the coaxial cables. In optical fibres, the
H-field is confined within the fibres and, therefore, there is no radiated H-field external to the
optical fibres.
8.14 Summary
This chapter has outlined some of the measures that can be adopted at ESSD in order to reduce
the occurrence of EMI problems. A number of the measures, such as frequency spectrum
management and having a high impedance structure for the ship may readily be applied by
ship designers while others, such as receiver blanking and the use of integrated antennas,
would require the involvement of sensor providers. If the measures outlined in this chapter are
implemented in a systematic manner then later on in the design and construction process there
would be fewer EMI problems to rectify.
Chapter 9
Discussion
This chapter provides a discussion of the work presented in this thesis. It starts by outlining the
background to this research project. It then evaluates whether the aim of the project has been
fulfilled. Finally, it examines the reliability of the simulation results obtained.
CST package. Thirdly, it describes some of the relevant CST based techniques which
can be employed in a rapid and effective simulation of a structure as large as a naval ship and
its topside sensors operating at frequency ranges of several GHz. It then deliberate on the
computational resources required to simulate large structures like a naval ship and outlines
some of the available Commercially Off the Shelf (COTS) technologies which can satisfy the
computational requirements. Finally, it discusses the available complementary tools which can
be used alongside CST and the additional strength that the use of these tools will add to the
developed methodology.
9.1 Background for this Research
In ESSD, EMI often causes ship designers to modify a particular design configuration a number
of times until an EMI level is reached which is as low as reasonably practicable (ALARP). The
consequences on the rest of the design of more masts and altering superstructures could then
require ship designers to redo their estimates of the ship’s weight, dimensions, survivability,
hydrodynamics, cooling mechanisms and the wider arrangement of the ship. Moreover, concerns
regarding EMI may constrain ship designers in exploring innovative naval ship design config-
urations notably different to conventional designs. Being unsure of where to allocate topside
antennas on a new ship design so that they could harmoniously perform their intended functions,
ship designers often stick to conventional design arrangements, since they have been previously
tested for EMI.
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Thus, in order to prevent numerous modifications after the ship design concept phase and to
facilitate the emergence of new and innovative design configurations, research was needed to be
conducted into analysing topside EMI/EMC in ESSD. Thus a method of predicting the level of
antenna interference, in ESSD, on different concept ship designs was undertaken.
9.2 Fulfilling the Project Aim
The aim of this research project was to develop an approach for predicting topside interference
in ESSD, ideally in the form of an EMI/EMC tool. The tool was envisaged to take inputs, related
to the characteristics of the different topside transmit and receive antennas and their locations
on the ship, from ship designers and, based on those, indicate the likely topside EMI/EMC
problems. This would provide ship designers with an easy to use tool so that they could perform
the EMI/EMC analysis themselves without requiring the use of specialized tools or needing the
services of the external experts. However, in the project it became evident that a simple tool, that
would accurately predict the level of interference between all the antennas on a naval combatant,
was probably unrealistic. This was due to the reflection and blockage of EM waves by various
and varying structures on the superstructures of a typical naval combatant. Thus, the use of a
Computational Electromagnetic tool, CST MWS in this case, was deemed necessary to account
for reflections and blockages of the EM waves by various parts of the superstructure of a naval
combatant.
A CST based methodology for prediction of topside EMI/EMC problems has been devel-
oped. The approach requires the use of the CST MWS package and thus entails creation of
models for a ship and its topside antennas. The antennas’ EM performances against each other are
then simulated to determine the magnitude of EM antenna coupling between them. The coupled
power is then assessed against the victim antenna’s noise floor level or its EM susceptibility, to
check whether EMI occurs. If the coupled power is over the susceptibility level or the noise floor
of the victim antenna, EMI may occur. In addition to the developed approach, MATLAB based
codes have been written to calculate the free space antenna interference. This includes codes for
computing adjacent signal interference, out of band interference (both for transmitter harmonics
interfering with the fundamental reception of a receiver and for the fundamental emissions of
a transmitter interfering with spurious frequency responses of a receiver) and intermodulation
(both for transmitter intermodulation and receiver intermodulation), as can be seen in Appendix
E.
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Thus, the aim of this project has been fulfilled by devising and testing the CST based
methodology and the MATLAB codes for prediction of topside EMI/EMC in ESSD. The
approach allows a thorough assessment of topside interference problems, taking the effects of
the contributions of EM reflections, from various parts of the superstructure, on the eventual
EMI/EMC problems. The MATLAB codes have been developed to evaluate the likely free
space interference problems between the topside antennas. Consequently, the two approaches
allow ship designers to perform EMI/EMC appraisals on new concept ship designs. This is
accomplished by using the CST based approach for rigorous EMI/EMC analyses plus the
MATLAB codes when there is clear line of sight between the antennas and when the effects of
EM reflection from nearby structures are considered to be negligible.
9.3 The Choice of the Computational Package
Soon after the start of the project, it became clear that an effective way for evaluating topside
EMI would be to numerically model the exterior of a naval ship design configuration and its
topside antennas, and then to establish the EM interactions between those antennas. This required
the use of an appropriate tool which was capable of handling a problem of this magnitude. Thus,
at the beginning of the project an evaluation of the suitability of the different commercially
available Computational Electromagnetic (CEM) tools was conducted in order to reveal the best
one for the job, taking account of the modest available resources. From this comprehensive
evaluation of the commercially available CEM tools CST was found to be the best choice. Firstly,
this was due to it being readily available within UCL Department of Electronic and Electrical
Engineering. Secondly, research indicated that CST had been used to assess the performance of
radar antennas on naval ships. Thus, it has become known that CST was capable of handling
problems involving structures as large as naval ships and those ships having high frequency
operating antennas, such as radar antennas, on their topsides. Thirdly, it has become evident
that many of the relevant complementary tools, such as Antenna Magus and EMIT, worked in
concert with CST. Therefore, CST was considered to be the right tool for the job and it was
selected to perform shipboard EMI/EMC analyses in ESSD.
9.4 Reliability of the Simulation Results
The reliability of the simulation results depend on the following four factors:
1. Reliability of the CST package;
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2. Accuracy of the ship models produced;
3. Veracity of the antenna models produced;
4. Fidelity of the predicted coupling results;
which are outlined in the subsequent subsections.
9.4.1 Reliability of the CST Package
CST Studio Suite encompasses a wide range of solvers which can be utilised for the purposes of
solving problems involving antennas, travelling wave tubes, filters, connectors, cables, couplers,
Printed Circuit Boards (PCBs), optical devices and travelling wave tubes [103]. CST Studio
Suite is used by a diverse range of industries, such as telecommunications, defence, automotive,
electronics and medical equipment, for their modelling and simulation work [103]. There have
been numerous academic papers published in journals, such as the IEEE Transactions, which
have reported the use of CST MWS. Many of the published papers have compared their CST
based simulation results against their measured results - getting similar results (typically varying
by 5 to 10 percent [104], [105], [106], [107]).
A number of CST simulation results have been validated as part of this research project in
order to examine the reliability of the CST package. The validation was conducted by comparing
the simulated results against measured results obtained from two scale models of the Type 22
Batch II Frigate, namely 1:100 and 1:50 scale models. The 1:100 scale model was produced
at UCL using foam for its structural material, spray painted with a conductive paint, called
KONTAKT CHEMIE EMI 35 - an aerosol paint containing copper pigment. The reason for
using foam rather than metal or wood was to produce the model at low cost. The purpose of
covering the foam with the EMI paint was to make the surface of the model conductive so that
EM radiations were reflected from the surface of the model - in the same manner as they are
reflected from surface of real ships. An electrical conductivity test was performed on the model
to test whether the paint spray offered a low impedance path to the flow of electrical charges.
The impedance was found to be less than 10 ohms between those antennas farthest apart. This
indicated that the paint did offer a conductive path and therefore it was capable of reflecting
EM waves. Three monopole antennas were positioned on the 1:100 scale ship model such that
the surface of the ship model acted as a ground plane for all the three antennas. However, for
the virtual 1:100 scale CST model, it was not possible to make the surface of the ship act as a
ground plane for the virtual antennas, as it shortened the antenna excitation ports and, therefore,
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prevented the simulations from being successfully run. For the antennas on the virtual 1:100 scale
model, separate ground planes were produced for each of the different antennas. The measured
and simulated results were found to be largely similar with some variations at certain frequencies
which were outside the operating frequencies of the antennas and had a magnitude of up to 10 dB.
These discrepancies may be explained in terms of not having identical antenna models for the
measured and simulated results and, therefore, not getting exactly similar reflection coefficients
and bandwidth for physical and virtual antenna models.
The 1:50 scale model was obtained from QinetiQ with permission of UK MoD. It was 3
metres long in length and made of annealed copper. The model had 6 built-in monopole antennas,
a direction finding antenna, a folded sleeve antenna, a folded monopole antenna and a MF roof
antenna. Each of the built-in antennas was fitted-in with SMB connectors which allowed them to
be connected to the VNA. Based on the dimensions of the physical scale model, a 1:50 virtual
scale model was developed in CST MWS. The virtual model was produced based on capturing
all the measurable topside structural details of the physical scale model, thus it was produced
so that its topside closely represented that of the physical scale model. Firstly, each of the
antennas on the physical scale model was excited by a small voltage, drawn from the VNA, and
its reflection coefficient were recorded. This indicated the scaled operating frequencies which
were scaled down by a factor of 50 relative to the corresponding antennas on the actual full size
ship. Secondly, the coupling between the antennas on the physical scale model was measured by
exciting each of the antennas and recording the voltages received by each of the other antennas
on the ship model. The parameters of the virtual antennas on the virtual ship model were varied
so that the same values were obtained as those for the antennas on the physical model. The
antennas on the virtual 1:50 scale model were then simulated against each other in order to
determine the coupling between them.
The coupling results between the measured and simulated results were co-plotted so to
allow ready comparison. As can be seen in Section 6.2, there are generally very good agreements
between the measured and simulated results, as indicated in Figures 6.11, 6.12, 6.13, 6.14, 6.15
and 6.16. The measured and simulated results follow similar patterns with only a few plausible
decibels of variations between the two sets of results. In Figures 6.17 and 6.18, there are relatively
greater discrepancies between the measured and simulated results at certain frequencies. For
example, in Figure 6.17 the largest discrepancies between the measured and simulated result
occur at 1.4 GHz and 2 GHz, while in Figure 6.18 the largest deviation between the measured
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and simulated results occurs at 1.8 GHz. Both Figure 6.17 and Figure 6.18 are for the folded
monopole antenna, which was made of five wires of different lengths all fed from a common
feed point. Even though the length of each wire was measured and efforts were made to produce
a virtual and close representation of the folded monopole antenna model and place it in the
corresponding location on the virtual ship, there were some limitations to the antenna model so
produced. This is believed to be mainly due to the wires of the physical antenna model being
loose, resulting in a shallow curve between the horizontal rod, to which the ascending wires
were initially attached, and the main mast, to which they were soldered. Whereas the wires of
the virtual folded monopole antenna model were all straight. This is believed to have contributed
to the discrepancy between the measured and simulated results, shown in Figures 6.17 and 6.18.
Thus, the CST package has been used in various EM applications and the results of its
simulations have been widely published [104], [105], [106], [107]. A number of the CST based
simulation results have also been validated as part of this research project to check whether the
results obtained, when using CST, can be relied upon. The simulated results were found to be
largely similar to those of measured results with about 10 dB variations at frequencies other than
the operating frequencies of the antennas. The largest discrepancy at the operating frequencies of
the antennas is found to be about 6 dB and is considered to be plausible. The difference between
the two sets of results can be explained in terms of the limitations of the virtual models produced.
It is therefore considered that CST can reliably be employed to predict antenna coupling between
shipboard antennas in ESSD.
9.4.2 Accuracy of the Ship Models Produced
To analyse topside EMI/EMC, modelling of the exterior of a naval ship is required. A computa-
tional model of a naval ship should be able to capture the key details of the topside of a naval
ship, i.e. structural elements, that are capable of reflecting EM waves. This is important because
topside structures can reflect RF signals in various directions. These waves may be caught by
the topside victim antenna(s) leading to EMI.
The full scale virtual model for the Type 22 Batch II Frigate was initially produced based
on the Sketch of Rig Drawing and the images of the ship obtained online. The Sketch of Rig
Drawing is essentially a 2D 1:100 scale drawing of the plane (side-view) and elevation (top-view)
of the ship above the waterline. The images obtained online allowed viewing of most of the
structure in 3D. The combination of the Sketch of Rig Drawing and those images enabled
production of the initial model of the exterior of the Type 22 Batch II Frigate. After obtaining
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the 1:50 scale physical model of the Type 22 Batch II Frigate from QinetiQ, modifications, in
terms of changing some of the topside structures and antenna placements, were made to the
initial CAD model. This was to account for topside structures that were not obvious in online
images and to geometrically align the existing structures with those of the actual ship.
The model for the FPS design study was produced by UK MoD NDP [24]. The model
encapsulated all the important details necessary in ESSD. The PARAMARINE CAD tool was
utilized to capture topside details while ignoring other information, such as internal details since
they were not needed. Therefore, an accurate model of the ship was initially produced by UK
MoD NDP which was then tailored, keeping the details appropriate for EMI/EMC assessments.
9.4.3 Veracity of the Antenna Models Produced
The first step in creation of representations of the antennas on the Type 22 Batch II Frigate was to
obtain information about the performance characteristics of each of the different antennas. Thus
characteristics, such as radiation pattern, beamwidth, gain, operating frequency and sidelobe
levels, were obtained so they could be modelled. Information about all the radars and a number
of other antennas on the Type 22 Batch II Frigate were obtained from [20], [21], [78] and based
on those sources, models for each of the antennas on the ship were produced. Models for certain
wire antennas, such as the whip antennas, were produced based on their physical lengths, given
these are one quarter of their operating wavelengths. Best guesses were made to estimate the
likely performance characteristics of other antennas on the ship for which information could
not be obtained. The antenna models produced were then discussed with antenna engineers
in UCL Electronic and Electrical Engineering Department in order to make sure that accurate
representations of the actual antennas had been obtained.
Unrestricted or unclassified information about the performance characteristics of the an-
tennas on the FPS were emailed to the candidate by UK MoD NDP and using this data antenna
models were developed. To complete the antenna models, information was obtained from other
sources, such as online books [21]. Where information was not readily available, reasonable
assumptions were made. The models of each antenna were then discussed with other antenna
engineers who provided suggestions for improving the antenna models and those were then
incorporated.
As for simulating the antennas, -40 to -50 dB steady state values in the CST package were
selected in order to simulate the antennas with necessary level of accuracy. In addition, either
the default number of mesh cells, i.e. 10 lines per wavelength or more, were used to discretize
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each of the antenna models. Thus, sufficient number of discretised cells were adopted to model
the antennas. It was considered that the antenna representations were modelled and simulated to
an appropriate level of accuracy, based on the information available.
9.4.4 Fidelity of the Predicted Coupling Results
Numerous academic papers, i.e. [108] , [109] and [110], on antenna coupling have been published
which employ S-parameters to calculate the coupling results. One of the two methods used
as part of this research utilized S-parameters for calculating shipboard antenna coupling. The
S-parameters quantify the propagation of RF energy through the excitation ports of the antenna
models and, therefore, show how much of the RF energy emitted by one antenna is picked up
at the terminal of another antenna. Due to their wide use and validation, by comparison with
measured results, S-parameters are considered to be reliable.
The second method of calculating antenna coupling which was used for high frequency
shipboard antennas uses far-field sources of the antennas to replace the actual antennas. This
is needed in order to simulate high frequency ( > 500 MHz) operating antennas on structures
as large as a naval ship as they cannot be simulated using the T-Solver of the CST tool, due
to the enormously large (hundreds of billions) number of mesh cells needed to be generated.
The reliability of this second method was tested by cross-validating it against the Time Domain
approach in CST MWS. This was achieved by comparing the coupling results obtained when
using S-parameters and those obtained when utilizing the far-field sources for the same antennas.
The largest difference between the two methods was found when using the I-Solver of the CST
MWS to compute the coupling between the far-field sources. This was found to be about 5 dB,
while the greatest variation between the two methods when using the A-Solver of the CST MWS,
to calculate antenna coupling between far-field source, was found to be less than 4 dB. These
values were considered to be acceptable given that for certain set of results the difference in
result between the two methods was found to be about 1 dB, which is a very small variation.
Therefore, the two simulation methods used to calculate antenna coupling between ship-
board EM sensors are considered to be reliable enough to compute the interference between
the antennas. However, wherever possible, the use of the T-Solver and thus the S-parameters
approach to calculate antenna couplings was considered preferable. This is because the T-Solver
computes antenna interference with greater accuracy (3 - 6 dB) relative to the approach of
using either the I-Solver or the A-Solver of the CST MWS with far-field sources, as equivalent
excitation sources for the antennas.
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9.5 Using the Developed Approach in ESSD
Based on the application of CST in determining EMI coupling on the Type 22 Batch II Frigate
and attaining largely similar measured and simulated results (with the largest variation between
the two sets of results at the operating frequencies of the antennas being about 6 dB), a CST
based methodology for prediction of topside EMI in ESSD has been developed. Ship designers
may employ the developed approach to check antenna interference after deciding which antennas
to use on a new ship design and where to allocate them. The use of the developed approach in
ESSD has been outlined using a flow chart, given in Figure 9.1.
The developed methodology is not only considered to be applicable to early stage ship
design but also to early stage fighter aircraft and combat vehicle design. Both fighter planes and
combat vehicles have a considerable number of antennas for which EMI needs to be predicted in
concept phase design to avoid interference problems downstream in the design. The developed
approach can readily be applied to fighter planes and combat vehicles.
9.6 MATLAB Codes
In addition to the developed CST based methodology in order to compute antenna coupling,
the project sponsor has been provided with MATLAB based codes, see Appendix E. The codes
were developed based on the mathematical formulae given in [41]. The codes only work for
free space exchange of EM energy or when the paths of the transmit and receive RF signals are
unobstructed. Blockage of EM waves by structures on the ship and reflections of signals are
subject to several considerations, such as the object sizes, orientations, materials and distances
from the transmit and receive antennas. Of course, each of the factors affecting the blockage
and reflection of EM waves on the topside of naval ships will vary from ship to ship, therefore,
these could not have been generalised within the scope of this project. Thus, to predict the
magnitude of interference between antennas in free space, ship designers may use the codes
given in Appendix E. To determine the level of antenna interactions between antennas, whose
fields of view are obstructed by other shipboard structures, ship designers may employ the
developed CST based methodology.
The MATLAB codes enable determining free space Adjacent Signal Interference. In a
typical receiver there are regions which consist of a number of channels on both sides of the
receiver’s tuned frequency within which undesired signals produce Adjacent Signal Interfer-
ence [111]. The codes also determine free space Out of Band Interference (both when transmitter
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Figure 9.1: Employing the developed methodology in ESSD
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harmonics interfering with receiver’s fundamental receptions and transmitter fundamental emis-
sions interfering with receiver’s spurious responses) and free space intermodulations (both third
order transmitter and receiver intermodulations).
9.6.1 How Do the MATLAB Codes Work?
The flow diagram shown in Figure 9.2 presents a general summary of how the MATLAB codes,
given in Appendix E, could be used to calculate free space antenna interference. In addition to
the flow diagram, a brief explanation of the key steps in the MATLAB codes is provided below.
9.6.1.1 Calculating Adjacent Signal Interference
This applies to co-site transmitters and receivers with frequency separations less than 10% of
operating frequency.
In order to calculate adjacent signal interference, the power available at the terminals of the
receive antenna should be computed and then checked whether it exceeds the receive antenna’s
susceptibility [112]. The power available at the terminals of the receive antenna is calculated as
follow [41]
PA = ERNP − Lp +Gr (9.1)
where ERNP is the Effective Radiated Noise Power. The expression for calculating the
susceptibility of the antenna is given in Equation 9.2.
Susceptibility = Sensitivity + Allowable Degradation (if any) (9.2)
EMI may occur if the power available at the terminals of the receive antenna exceeds the
receiver’s susceptibility level.
9.6.1.2 Out of Band Interference
Out of band interference occurs either when transmitter harmonics interfere with a receiver’s
fundamental receptions or transmitter fundamental emissions interfere with a receiver’s spurious
responses.
For a transmitter harmonics to interfere with a receiver’s fundamental receptions, the
operating frequency of the transmit antenna must be less than the operating frequency of the
receive antenna. Also, the frequency separation between the transmit and receive antennas must
be less than or equal to the bandwidth of the receive antenna [41]. The expression for calculating
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Figure 9.2: A description of the working of the MATLAB codes developed
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the frequency separation between the transmit and receive antennas is given in Equation 9.3 [41].
Frequency Separation = |Transmitter Harmonic Frequency− Frequency of the Receive Antenna|
(9.3)
To calculate the Interference Margin (IM) for the transmitter harmonics interfering with
a receiver’s fundamental receptions, the available power at the receive antenna needs to be
computed and it should then be checked whether its amplitude exceeds the susceptibility of the
receive antenna. The power available at the receive antenna can be calculated as follow
PA = Hp − L+Gr (9.4)
where Hp is the harmonic power and it is calculated using the expression given in Equation 9.5.
Hp = Pt +Hc (9.5)
In Equation 9.5, Hc is the harmonic correction factor. If measured values for Hc were not
available then the approximate values given in Table 9.1 [41] could be used for the corresponding
harmonics.
Local Oscillator Harmonics 2 3 4 5 6 7 8 9 10
Average Emission Level (dB above
fundamental)
-51 -64 -72 -79 -85 -90 -94 -97 -100
Table 9.1: Average Spurious Response Level
For transmitter fundamental emissions to interfere with a receiver’s spurious responses, the
operating frequency of the transmit antenna must be greater than the operating frequency of the
receive antenna. Also, the maximum frequency at which the receiver’s spurious response occurs
must be less than the bandwidth of the receive antenna.
To calculate the IM for the transmitter fundamental emissions interfering with a receiver’s
spurious responses, the spurious susceptibility of the receiver needs to be determined. The
expression for calculating spurious susceptibility is given in Equation 9.6.
Spurious Susceptibility = Susceptibility + Spurious Correction (9.6)
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Local Oscillator Harmonics 1 2 3 4 5 6 7 8 9 10
Average Susceptibility Level (dB
above fundamental sensitivity)
75 82 92 96 99 102 105 107 108 110
Table 9.2: Average Spurious Response Level
If measured values for spurious correction were not available, then the values given in Table
9.2 [41] could be used. The IM for the transmitter fundamental emissions interfering with a
receiver’s spurious responses can be calculated based on the expression given in Equation 9.7.
IM = PA − Spurious Susceptibility (9.7)
9.6.1.3 Intermodulation
Intermodulation occurs both in transmitters and receivers, and most important type of intermodu-
lation is the third order intermodulation [113].
For third order transmitter intermodulation, the signals from two transmit antennas may
mix in one of the transmitters and then the combined signal is emitted to cause intermodulation
distortion in the receive antenna.
The initial condition for occurrence of transmitter intermodulation is that the frequency of
the transmitter furtherest from the operating frequency of the receive antenna should fall within
the intermodulation band. The Lower Intermodulation Band (LIB) is calculated as follow [41]
LIB = fIMD −Wch (9.8)
where fIMD is the frequency for intermodulation and Wch is the channel width. The expression
for calculation of fIMD is given in Equation 9.9 [41].
fIMD = ft1 + |ft1 − fr| (9.9)
where ft1 is the operating frequency of the transmit antenna, closest to the operating frequency
of the receive antenna, and fr is the operating frequency of the receive antenna.
The expression for calculating the Upper Intermodulation Band (UIB) is given in Equation
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9.10.
UIB = fIMD +Wch (9.10)
To determine whether transmitter intermodulation occurs, the intermodulation power avail-
able at the receive antenna must be greater than the susceptibility of the receive antenna. The
intermodulation power available at the receive antenna can be calculated as follow [41]
PIMD = ERPIMD +Gr (9.11)
where PIMD is the intermodulation power available at the receive antenna and ERPIMD is the
intermodulation effective radiated power. ERPIMD can be calculated as follow
ERPIMD = Pt1(IMD) +Gt1 (9.12)
where Pt1(IMD) is the intermodulation power at the transmit antenna which has the closest
operating frequency to that of the receive antenna.
For third order receiver intermodulation, the signals from two or more transmit antennas mix
within the RF amplifier or first mixer of the receive antenna in order to create intermodulation
distortion product(s).
The initial condition for receiver intermodulation to happen is that the operating frequency
of the transmit antenna, furthest from the operating frequency of the receive antenna, must fall
within the intermodulation band, as described above.
To determine whether receiver intermodulation occurs, the Equivalent Intermodulation
Power (EIP ) at the receive antenna must be greater than the susceptibility of the receive antenna.
EIP can be calculated as follow [41]
EIP = ToI + PA(t2) +Rx(IC) − Γ (9.13)
where ToI is required for third order intermodulation and it is given by
ToI = 2× PA(t1) (9.14)
where PA(t1) and PA(t2) are powers available at the receive antenna due to transmit antenna 1
and transmit antenna 2 respectively. Rx(IC) is receive antenna’s intermodulation constant and Γ
is the ratio of the 60 dB to 3 dB bandwidth of the receive antenna.
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It is to be noted that knowledge of the simple steps in the MATLAB codes, such as the
transmit power of the transmit antenna(s) or the distance between the transmit and receive
antenna(s), were assumed and not included in the above explanation.
9.7 Utilising the Transmission Line Matrix (TLM) Solver of the
CST MWS
Just like the T-Solver of the CST MWS, TLM is a Time Domain approach which enables a full
spectrum analysis to be performed using a single a solver [114]. However, unlike the T-Solver,
TLM uses ”Cell Lumping Algorithm” which enables generation of localised fine mesh without
”bleeding” 1.
(a) Mesh Bleed (b) Localised fine mesh
Figure 9.3: Defining finer localised mesh cells in CST MWS [114]
Thus, the use of the TLM-Solver enables the definition of finer mesh near the antennas
and coarser mesh elsewhere. This allows over 90% reduction in overall number of mesh cells
generated [114] [115] and enables highly computationally demanding simulations to be run, i.e.
those that generate hundreds of millions to two billions of mesh cells, using a computer with 32
GB RAM and a Core i7 processor.
This research project has used the T-Solver of the CST MWS, which is similar to the
TLM-Solver. However, due to lack of licence, the project did not have access to the TLM-Solver
of the CST MWS. A licence was not acquired as the ability of the TLM-Solver to use the ”Cell
Lumping Algorithm” was realised quite late in the project.
1Mesh bleeding refers to the number of localised mesh extending beyond the targeted area.
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9.8 Limitations of the CST tool
During a CST simulation the effects of steering an antenna beam cannot be taken into account.
This can be an important consideration for determining antenna interference as the beam of a
transmit antenna is steered through azimuthal and elevation angles. To account for the movement
of the beam several different simulations need to be run, each may take several days. This
process is very time consuming.
The CST approach for determining inter-coupling using equivalent far-field sources is
limited to two antennas at a time, one transmit and one receive antenna. Therefore, the combined
effects of signals from two or more antennas cannot be taken into account which may be required
for precise and in depth EMI/EMC analysis downstream in the ship design process. To account
for signal intermodulation, EMIT may be employed (see Section 4.1.6.2).
9.8.1 Using Near-field Sources when Computing Antenna Coupling
Using CST, it is possible to capture the near-field effects of an antenna in the form of a near-field
source. Captured near-field sources can be imported on the topside of the ship to replace the
antenna(s). This can be particularly useful when shipboard antennas are located within the
near-fields of each other. However, using near-field source(s) it is not possible to determine
antenna coupling in CST through the use of S-parameters or to get a precise number for the
antenna interaction(s). The coupling between the near-field sources is determined by observing
the magnitude of the intensities of the E-field and H-field that fall onto a receive antenna when a
transmit antenna operates.
In Figure 9.4, two near-field sources for two communication antennas is shown. The
near-field sources are located in the vicinity of each other. Near-field source 1 operates at 75
MHz while near-field source 2 operates at 80 MHz.
The intensity of the E-field that falls onto the near-field source 1 when near-field source
2 transmits is shown in Figure 9.5. It can be seen, using the colour coded key provided, that a
maximum of -16 to -10 dB of E-field energy falls onto the near-field source 1 when near-field
source 2 operates.
The intensity of the H-field that falls onto the near-field source 2 when near-field source
1 transmits is shown in Figure 9.6. It can be seen, using the colour coded key provided, that a
maximum of -46 to -41 dB of the H-field energy falls onto the near-field source 2 when near-field
source 1 operates.
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Figure 9.4: Two near-field antenna sources on a thin sheet of PEC
Figure 9.5: Electric field intensity falling on NFS 1 due to NFS 2
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Figure 9.6: Magnetic field intensity falling on NFS 2 due to NFS 1
Thus, when utilising the near-field sources, the magnitude of the coupling is indicated by
the intensities of the coupled field energies and shown by colour coded keys. With this approach,
an estimated value with 5 to 10 dB variation is obtained rather than a precise number.
9.9 Novel Contributions to Research
The main novel contributions of this work are as follows :
1. Applicability in ESSD: The main novelty of this research lies in its application in ESSD in
which the EM sensor selections and placements are very fluid and the detailed granularity
of a complete topside design is not yet available. In addition to establishing how EMI
coupling can be predicted in ESSD, the research gives specific guidance on how EMI/EMC
can be mitigated by taking appropriate measures.
2. Development of a CST Based Approach for Prediction of Topside EMI/EMC: CST is a
general purpose CEM tool which is mainly used to simulate small structures such as single
antennas. Through exploring some meticulous methods in CST, this research project
has developed an approach to predict topside EMI/EMC. The approach can successfully
be applied for determining the magnitude of interference between shipboard antennas,
operating at low and high RF frequencies.
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The use of CST for handling EMI/EMC problems provides up to ten times the cost savings
when compared to dedicated EMI/EMC tools that are commercially available.
3. Producing MATLAB Based Codes for Prediction of Free Space Antenna Interference:
The codes produced would allow calculation of the adjacent signal interference, out of
band interference and intermodulations.
9.10 Summary
This chapter has started by discussing the need for this research. It has then examined whether
the aim of the research has been accomplished. Moving on, it has justified the choice of the
computational package used for the work of this research and it has evaluated the reliability
of the results obtained. It has then elaborated where in ESSD the developed methodology for
prediction of topside EMI/EMC can be employed and when can the developed MATLAB codes
be used to determine antenna interference. It has then outlined a key technique which may be
employed in CST in order to reduce the computational intensity of a simulation. Moving on, the
main limitations of the CST tool when applied for prediction of antenna interference have been
discussed. Finally, the novel contributions of this project to research has been provided.
Chapter 10
Conclusions and Future Work
EMI is a particularly complex problem in ESSD which causes ship designer to modify a concept
design a number of times until EMC is achieved or the magnitude of EMI becomes ALARP. It
also inhibits the emergence of new and innovative ship design configurations as designers tend
to stick to conventional design configurations which have previously been shown to limit EMI.
This research project has developed a CST based methodology for prediction of topside
EMI/EMC in ESSD. The methodology was developed based on the modelling and simulations
of the antennas on the Type 22 Batch II Frigate, and validation of a number of simulation results
using a 1:50 scale copper model of the Type 22 Batch II Frigate. The methodology was then
applied to predict antenna interference on the topside of a concept design for a Future Patrol
Ship.
As part of this research, MATLAB codes have been developed to predict free space antenna
interference. The codes will enable ship designers to calculate antenna interference between
certain shipboard antennas without requiring the use of a CEM tool.
Relevant early stage guidance was produced to enable ship designers to take certain mea-
sures in ESSD in order to mitigate the potential EMI problems. The proposed EMI mitigation
measures may be adopted directly by a ship designer or in collaboration with combat system
providers.
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10.1 Future Work
A number of the following areas could be explored in order to add to the findings of this research
project:
10.2 Acquiring all the Required Antenna Data
Should the developed approach for predictions of topside EMI/EMC be used in the future, it is
necessary to obtain all the required antenna data, such as type and dimensions, operating fre-
quency, gain, radiation pattern, sidelobe and backlobe levels, beamwidth, bandwidth, efficiency,
harmonics and spurious emissions. These antenna parameters will allow production of very
close representations for each of the topside antennas. As a result, the EM interactions of the
topside antennas can highly accurately be predicted using CST.
10.2.1 Generalisation of EM Reflections and Refractions from Different Parts of
Naval Ships
Further research is required to generalise the magnitude of reflections and refractions from various
parts of naval ships. The research could work to establish the reflection of EM waves, at different
RF frequencies, from distinct topside structures at various distances from the antennas. The
research could also determine the magnitude of an EM wave, operating at different frequencies,
as it bends around various topside structures, before being received by an antenna. Both of the
above could be done using antenna models and probes in CST MWS.
If reflections and refractions from various parts of naval ships are generalised then the
developed MATLAB codes may be extended such that they enable prediction of topside antenna
interference without requiring a CEM tool. This will enable ship designers to undertake topside
EMI/EMC analysis directly without requiring the use of an external CEM tool.
10.2.2 Conducted EMI
Conducted EMI occurs due to the transfer of RF energy via signal and power cables [116]. Thus,
the cables that run through the ship, carrying power and signals, may be modelled in CST Cable
Studio in order to determine the level of conducted EMI. The future research could determine
the magnitude of cable to cable coupling or antenna to cable coupling using CST.
10.2.3 Below Deck EMI
The EMI problem is not restricted to the topside of a naval combatant. It extends to below the
deck too, however, at much lower magnitudes. Thus, below upper deck level EMI may need
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to be determined. The Time Domain Solver of the CST MWS would be a good option when
wanting to determine the level of EMI experienced below deck level. This is because the solver
discretizes both the inside and outside of a ship model, allowing computation of internal EMI.
10.2.4 TLM Solver
The TLM Solver of the CST MWS could be employed to determine antenna coupling between
all shipboard antennas, without requiring to use of equivalent far-field sources for the antennas,
provided that the computer running CST has 32 GB or more RAM and Core i7 processor. The use
of the TLM-Solver enable simulating all of the antenna models at once and obtaining broadband
antenna coupling results. The coupling results would then show how the interference could
change, if the operating frequencies of the transmit antennas are varied.
10.2.5 EMIT
EMIT may be used alongside CST in order to determine the magnitude of EMI. The S-parameters
antenna coupling results, computed in CST, can be imported into EMIT environment where a
detailed model for each of the transmit and receive antennas can be produced. The EMIT sensor
models then take account of the antenna filters, amplifiers and cables. The information about
EMIT sensor models and antenna coupling results are then fused together in EMIT in order to
produce the magnitude and type of interference, i.e. Co-channel Interference, Adjacent Signal
Interference and Intermodulation.
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Appendix A
Theory Behind the Simulation Method
A.1 Integral Form of Maxwell’s Equations
The four Maxwell’s equations are used to describe the behaviour of EM waves. Collectively, they
state that electric fields are produced by charged particles (Gauss’s law for electricity), currents
are produced by moving charged particles (Ampere’s law), electric fields are produced by time
varying magnetic fields (Faraday’s law) and magnetic fields are produced by time varying electric
fields [4].
FIT discretizes the following integral forms of Maxwell’s equations [117]
∮
∂A
−→
E · −→ds = −
∫
A
∂
−→
B
∂t
· −→dA (A.1)
where
−→
E is electric field intensity and
−→
B is magnetic flux density. EquationA.2 gives Ampere’s
law.
∮
∂A
−→
H · −→ds =
∫
A
(
∂
−→
D
∂t
+
−→
J ) · −→dA (A.2)
where
−→
H is magnetic field intensity,
−→
D is electric flux density and
−→
J is electric current density.
∮
∂V
−→
B · −→dA = 0 (A.3)
EquationA.3 gives Gauss’s law for magnetism which basically states that there is no
magnetic charge [4].
∮
∂V
−→
D · −→dA =
∫
V
ρ dV (A.4)
where ρ is charge density.
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A.2 Maxwell’s Grid Equations (MGEs)
Applying the integral form of Maxwell’s equations on the dual interlaced grids yields MGEs
which can be written as follow
x
A
− ∂
∂t
−→
B · d−→A =
∮
∂A
−→
E · d−→r (A.5)
x
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−→
B · d−→A = 0 (A.6)
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∮
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∫
∂V˜
−→
D · d
−→˜
A =
y
V˜
ρdV˜ (A.8)
FIT translates each of the Equations (A.5) to (A.8) into their corresponding matrices, which
are given in Equations (A.9) to (A.12) respectively. The matrices hold non-vanishing eigenvalues
and thus it is possible to find unique solutions for them [118].
−DAb˙ = CDse (A.9)
SDAb = 0 (A.10)
D˜A(i+De˙) = C˜D˜sD
−1
µ b (A.11)
S˜D˜ADe = q (A.12)
where
DA and D˜A are diagonal matrices holding cell areas in G and G˜
b˙ and b are vectors holding all electric densities on grid and dual grid respectively
C and C˜ are discrete curl operators in grid space G and G˜
Ds and D˜s are diagonal matrix step sizes in G and G˜
S and S˜ are discrete divergence operators in grid space G and G˜ respectively
D and Dµ are diagonal matrices with permittivity and permeability
Appendix B
Business Plan
A business plan was required to be submitted by the candidate to UCL Centre for Entrepreneur-
ship (UCL Advances) as part of the PhD Enterprise Scholarship Award. The following business
plan was produced and sent to UCL Advances.
B.1 Executive Summary
Company The company will be called SEMES (Systems and Electromagnetic Engineer-
ing Solutions) & Co.
Industry, Sector
and Business
Area
Defence Industry, Naval, Military and Aerospace Sectors. Electromagnetic
(EM), Radiation Hazard (RADHAZ) and Radar Cross Section (RCS) Mod-
elling and Simulations.
Business Concept Prediction of Electromagnetic Interference (EMI), RADHAZ and RCS in
Early Stage Design.
Product/Service Offering defence companies early stage ship/aircraft/vehicle design
assessments.
Technology A number of tools, such as Computer Simulation Technology (CST), MAT-
LAB and C++, are used to perform system of systems level EMI/EMC,
RADHAZ and RCS assessments.
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Reliability Initial assessments are performed using the CST tool. The results of a number
of CST simulations have been validated using a 1:50 scale copper model of
the Type 22 Batch II Frigate. The measured and simulated results are found
to be largely similar with plausible discrepancies which occur outside the
operating frequencies of the antennas. This indicates that the key underlying
technologies can reliably be used.
Novelties The novelties of SEMES & Co offerings lie in their applications in early stage
ship/vehicle/aircraft design.
Opportunity The construction of a naval ship, for example, costs million to billions of
pounds, depending on the type of the ship. About 7% of the overall cost of
a naval ship is dedicated to the avoidance of EMI. There are currently 1400
warships worldwide which are either commissioned or in active service [1].
Each of these ships gets replaced in about 20 years [1]. Thus, on average
about 70 new warships get build every year.
Customers The key customers will be naval shipbuilders, fighter aircraft designers and
combat vehicle producers.
Projected Finan-
cials
2015 2016 2017
Total Revenue (£) 80,000 300,000 700,000
Gross Margin (%) -60 75 72
Net Margin (%) -80 58 55
Exit Strategy Strategic acquisition or IPO by 2020
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B.2 Business Concept
SEMES & Co has a distinctive capability of tremendous value: the ability to predict EMI,
RADAHZ and RCS in Early Stage Design (ESD) which enable significant cost savings on the
part of the ship, fighter aircraft and combat vehicle designers and manufacturers.
The company has recently developed a number of successful methodologies in order to
predict EMI1 , RADHAZ and RCS in ESD. The developed methodology for prediction of EMI,
for example, accurately models the platform and each of the antennas on the platform. It then
runs simulations on the combined platform and antenna models to determine exchange of energy
between the various antennas on the platform. Finally, it compares the energy received by each
of the antennas against their interference threshold levels to check whether the functioning of the
antennas are adversely affected by the reception of the undesired energy.
The avoidance of EMI can account up to 7% of the overall cost of a naval ship. Given that
a naval ship costs millions to billions of pounds, the cost of achieving electromagnetic (EMC) is
highly significant (See Appendix 1 in Section B.13.1 for costs of various naval ships).
B.3 Product or Services
SEMES & Co will be offering prediction of EMI/EMC, RADHAZ and RCS solutions in ESD.
Each of these areas requires modelling and simulations of the platform and antenna(s).
The prediction of EMI/EMC allows rectifying measures to be applied early in the design
process in order to allow harmonious performance of the platform antennas in their designated
locations. Moreover, it reduces the risks of potential fires and weapon systems being accidently
fired. SEMES & Co will be offering platform level EMI/EMC prediction, for radiofrequency
(RF) operating antennas, in ESD.
When high powered antennas transmit radio waves they generate fields around them. The
intensities of these fields at certain level can be damaging to personnel, ordnance and fuel. For
example, the generated fields could ignite fuel vapours or set off electro explosive devices. Thus,
it is important that the intensities of the potential fields are predicted in ESD so to avoid the
likely eventual problems. SEMES & Co will be offering platform level RADHAZ prediction, for
radiofrequency (RF) operating antennas, in ESD.
1Naval ships, fighter planes and combat vehicles normally have large number of antennas within a confined space.
The operations of certain of these antennas, on the same platform, interfere with the functioning of others. This
phenomenon is known as EMI.
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Figure B.1: A selective list of UK military spending [2]
RCS refers to the size and ability of a target to reflect electromagnetic waves back to a radar.
If the electromagnetic echoes that reach a radar are large enough then the target will be detected
by the radar. A platform whether it is a naval ship, a fighter plane or a combat vehicle would
ideally need to have an RCS level which is as low as reasonably practicable. This is to prevent it
from being detected by an enemy’s radar and therefore to increase its survivability.
SEMES & Co will be offering the service of predicting platform level RCS in ESD. This
will enable platform designers to assess the vulnerabilities of their concept design platforms and
take rectifying measures, such as applying radar absorbing material or changing the geometry of
the proposed platform, in order to reduce the RCS of their proposed designs.
B.4 Market Analysis
In the next couple of years, the UK government is planning to spend a total of £48 billion on
naval ships, jets, drones and helicopters [2]. A cost breakdown for the planned defence spending
is given in Figure B.1. Similarly, other countries, such as the US or France, will be spending
similar amounts of money or even more on their defence platforms.
Each of the concept design platforms would require a thorough EMI/EMC, RADHAZ
and RCS assessments before the proposed designs could be implemented. The methodologies
developed as part of this research project can successfully be applied to perform the necessary
analyses on each of the concept design platforms.
B.4.1 Segmentation
The market will initially be divided into Army, Navy and Air Force segments. Each of the
segments will then be divided into companies that are involved in early stage ship, combat
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vehicle and fighter aircraft design and those that are not. The latter will then be disregarded.
B.4.2 Targeting
SEMES & Co will be targeting all those companies facing the challenges of predicting platform
level EMI/EMC, RADHAZ and RCS issues in ESD.
B.4.3 Positioning
SEMES & Co will be positioning itself as a reliable, competent and well-managed company,
offering cost effective EM and Systems Engineering solutions. With growth of the business, the
company will be extending its solutions and may develop products to fill the gaps in the market.
B.5 Porter’s Five Forces Analysis
An analysis of Porter’s Five Forces has been performed on the company’s business model in
order to determine the strength of its business and its competitive positioning within the market.
An outline of the Porter’s Five Forces analysis [3] is given in the following subsections.
B.5.1 Competition
The main competitor will be Ship Electromagnetic Design Framework (EDF) which is part of
IDS2 Corporation. Ship EDF comprises of four modules, namely Radar Cross Section (RCS),
Infrared (IR), Electromagnetic Engineering (EME) and Below Deck, and it is a bespoke tool
for early stage ship design. However, the annual licence cost for the EME module of Ship EDF
alone is over £200,000. This makes it a highly expensive tool to use which can be outcompeted
on price.
B.5.2 Entry Barrier
Due to the technical complexities involved, entry barrier is considered to be high. A new
entrant, for example, needs to have a significant amount of expertise on radars, antennas, EM
propagation, EMI/EMC and platform design. Moreover, the entrant must be able to produce
virtual representations for the platforms and electromagnetic sensors on the platforms. In
addition, the entrant must be able to simulate antenna models on the platform models using the
appropriate simulation techniques. Furthermore, the entrant needs to validate its approaches in
order to convince the customers that his approaches are reliable. These collectively require a
significant amount of knowledge and experience which may take several years to develop.
2IDS is an Italian acronym which stands for Systems Engineering
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B.5.3 Bargaining Power of Customers
Like all businesses customers will be raison d’etre of SEMES & Co. Therefore, the company
will do everything possible to keep its customers empowered and delighted. It will also work to
build a sustainable long term relationships with them.
Given the limited alternative choices available in the market, the essential bargaining powers
of the customers will be insubstantial. This is because similar services offered by the competitors
would be far too expensive and time consuming.
B.5.4 Bargaining Power of Suppliers
The main supplier will be Computer Simulation Technology (CST) Ltd whose numerical codes
will be employed in simulation of antenna models on the platform models. As such, they
presently command a considerably amount of bargaining power. However, over time SEMES &
Co will be looking to develop its own numerical electromagnetic codes so to substantially end
its dependency on external companies. This may be done based on strategic assessments of the
company’s offerings and a thorough cost-benefit analysis.
B.5.5 Threat of Substitutes
This is determined by the relative price performance of substitutes, switching cost and buyer
propensity to turn to alternatives [4][5]. The prices which will be offered by SEMES & Co are
going to be considerably cheaper than its competitors. However, the company will constantly be
surveying the market to check for price performance of new substitutes and will be adjusting its
offers accordingly. Moreover, the company will be aiming to deliver more than what it promises
so to prevent buyers from turning to substitutes.
B.6 Strategy and Implementation
In order to successfully initiate the business and remain competitive, SEMES & Co will be
looking to implement the following strategies:
B.6.1 Pricing Strategy
The company will be using the strategy of pricing its services in a way so that they reflect value
[6]. It will be looking to offer services cheaper than any of its competitors. However, at the
same time it will be cautious not to allow the price discount to cast a negative shadow on the
reputation of the business, making it sound low quality.
SEMES & Co will exhibit agility by constantly surveying the market in order to have market
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dynamics in check. The company will then adjust it pricing strategy based on the information it
will gather from the market.
B.6.2 Marketing Strategy
The following marketing strategies will be implemented after the launch of the business.
1. Advertising in defence magazines: SEMES & Co will be looking to place adverts in the
following magazines or similar.
Navy Army Air Force
UK IHS Jane’s Defence Weekly Soldier Magazine IHS Jane’s Defence Weekly
USA Navy Times Army Magazine America’s Air Force
Australia Australian Defence Magazine
Table B.2: Advertising in defence magazines
2. Approaching companies: The interested companies will either directly or through the help
of intermediaries be approached. The benefits of the services offered by SEMES & Co
and their potential cost savings capabilities will then be explained to them.
3. Military events: Every two years, for example, London hosts the Defence Security and
Equipment International (DSEI) exhibition. The event draws thousands of trade and
military visitors. A stand can be booked for DSEI 2015 event which is going to take place
in London ExCel where demonstrations of the services offered by SEMES & Co will be
given to an international audience or potential customers.
B.6.3 Competitive Edge
The factors outlined in Figure B.2 provide SEMES & Co competitive edge. The company will
strive to develop a culture that will be based on delivering high quality and reliable services at
lower prices and at shorter times compared to its competitors.
B.6.4 Promotions
SEMES & Co will be working to compile a database containing contact details of the customers,
potential customers and third parties who could help the company in putting in contact with new
customers. The company will also be working to establish the needs and wants of its customers
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Figure B.2: Factors that give SEMES & Co competitive edge
and potential customers. It will then be designing custom made promotion packages to target
them.
B.6.5 Milestones
The key milestones of the business are shown in Figure B.3
Figure B.3: Key milestones
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B.7 Management
The company will initially be managed and run by its founder. However, overtime it will be
working to expand and therefore recruiting new people.
B.7.1 Organisational Structure
With growth of the company, its organisational structure will change. The envisioned structure
of SEMES & Co when it reaches a medium size status is given in Figure B.4. The company will
have five separate departments, headed by a Chief Executive Officer (CEO).
Figure B.4: Future organisational structure of the company
B.8 Financial Plan
The cost of running the company in the first year is estimated to be £73,000. The founder
is looking to invest £23,000 of the required amount which means that there is a need for an
additional £50,000. The money is required to purchase the necessary equipment and pay for
software licences. As a result, SEMES & Co will be approaching business angels and venture
capital firms in order to secure the required investment. In return, it will be looking to give up to
25% share of the company.
B.8.1 Breakeven Analysis
Breakeven point is reached when the company’s costs exactly become equal to its sales volume
and at which it has neither made a profit nor a loss [7]. SEMES & Co expects to reach breakeven
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point after a little over one year of operation. This is based on the calculation of the sales volume
required to be achieved within one year, using the following formula [7]:
Breakeven = Fixed Costs+{(V ariable Costs/Estimated Revenues)×Sales V olume}
B.9 IP Appraisal
The developed methodologies are firstly based on the utilization of a general purpose software
package which is normally used for the simulation of small antennas. Through some smart
technical techniques, it was made possible for the software package to simulate structures as big
as naval ships, for example, with their antennas. This was achieved through collaboration between
UCL and the software developers. The methodologies are secondly based on the processing
and analysing of the simulation results. These are done using mathematical calculations, such
as computation of the noise figures and noise floors of the different antennas on the platform.
C++ computer programs have been developed, in the form of software tools, to handle the latter
processes. Thus, there are potentials for acquiring an IPs on the use of the relevant C++ based
computational tools.
B.10 Exit Strategy
SEMES & Co will be working to develop both an acquisition and an IPO strategy with the
aim of generating attractive exit opportunity for the company’s stakeholders by the year 2020.
Acquisition of 100% of the company by a major industrial player may be considered, provided
that the company’s stakeholders express their unequivocal consent for doing so. This will
certainly depend on the company’s then market analysis, the evaluation of its assets and liabilities,
its strategic position within the industry and its future prospects. Taking the company public in
the UK may also be considered by 2020 if it is judged beneficial to the company’s overall health.
B.11 Conclusions
Each concept design defence platforms, containing a number of electromagnetic sensors, needs a
thorough EMI/EMC, RADAHAZ and RCS assessment before the design could be implemented.
As part of the candidates PhD research project, three methodologies have been developed to
predict EMI/EMC, RADHAZ and RCS in ESD of various defence platforms, such as naval ships,
fighter aircraft and combat vehicles. The methodologies have been validated, by comparing
measured results against simulated results, and they were found to yield reliable results.
Market research analyses have shown that there are substantial demands for the kind of
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technical methodologies developed. The analyses have further indicated that the facilities
and services offered by the existing companies in the field are extremely expensive and time
consuming.
The candidate will therefore be seeking funding, from business angels or venture capital
firms, in order to secure the required investment before fully establishing SEMES & Co. The
company will then be offering highly competitive services in the market.
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B.13 Appendices
B.13.1 Appendix 1: Cost of Warships
The cost, in USD, for different global warships is given in Table B.3.
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Type Warship Unit Cost ($)
Aircraft Carriers
Queen Elizabeth Carrier (UK) 3.5 billion
Charles de Gaulles (France) 3.7 billion
CVN 79 (US) 10.4 billion
Canvour (Italy) 1.5 billion
Hyuga (Japan) 1.06 billion
Cruisers/Destroyers
Type 45 Destroyer (UK) 976 million
DDG 1000 Class (US) 3 billion
Arleigh Burke Class (US) 1.8 billion
F-105 Bazan (Spain) 954 million
Type 124 (Germany) 1.06 billion
Corvettes/Frigates
River (UK) 31.4 million
LCS Freedom (US) 637 million
Nansen (Norway) 557 million
Valour Meko 200A (South Africa) 327 million
Bertholf Cutter (US) 641 million
Fast Attack Craft
Ambassador MK III (US) 325 million
Hamina (Finland) 101 million
Rotoiti (New Zealand) 25 million
Skjold (Norway) 133.5 million
M80 Stiletto (US) 6 million
Fast Attack Craft
Bay (UK) 228 million
Kunlan Shan (China) 300 million
San Antonio (US) 1.76 billion
Endurance (Singapore) 142 million
Johan de Witt (Netherlands) 370 million
KRI Dr. Soeharso 50 million
Table B.3: Cost of various global warships [8][9]
Appendix C
Research Poster Presented in the House of
Commons
The poster given below was presented in the House of Commons on the 17th March 2014. The
candidate was one of the small number of people who were selected, out of several hundreds
of applicants, to present their posters in parliament, during SET for Britain 2014 event. The
candidate was chosen based on the quality and impact of his research, and his ability to explain
complex technical findings in simple words.
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Prediction of Topside EMI Coupling in Early 
Stage Ship Design  
Ajmal Gharib 
UCL Departments of Mechanical Engineering and Electronic & Electrical Engineering 
395 
145 metres long Royal Navy Type 22 Batch II Frigate model, created in CST. 
3. Modelling and Simulations  
95 metres long UK Naval Design Partnering’s design for a Future Patrol Ship. 
Contact: a.gharib@ee.ucl.ac.uk 
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Antennas on physical scale model and equivalent virtual model  
Whip 5 
Whip 7 
Whip 8 
Whip 7 
Whip 5 
Whip 8 
Coupling comparison between measured and simulated results 
for Whip Aerial No. 5 compared with Whip Aerial No. 7  
Coupling comparison between measured and simulated 
results for Whip Aerial No. 7 compared with Whip Aerial No. 8  
EMI coupling interference between the topside antennas that operate at low frequencies 
(< 300 MHz) can be predicted by simulating the antenna models on the ship model.  
1. Background 
The topside of a naval ship contains typically over 100 antenna systems which are placed 
at close proximity to each other. This gives raise to the problem of electromagnetic 
interference (EMI) which causes performance degradation of the antenna systems and 
blockage of communication channels.  
   
EMI is a particular problem in the Concept Phase of Ship Design, in which ship designers 
produce balance design studies with initial estimates of the ship’s weight, stability, 
survivability and hydrodynamic performance. However, incorporating the electromagnetic 
sensors (antennas) into the design can lead to EMI problems being revealed much later in 
the design process, when making improvements can be very costly. 
 
2. Method 
EMI can be predicted using a suitable Computational Electromagnetic (CEM) tool 
to model both the ship and its topside antenna systems. Simulating the antenna 
models, against each other, on the ship model reveals the level of interference 
between the topside antennas.  
 
If the predicted level of interference between the topside antennas is within an 
acceptable range, the existing placement and required electrical performance 
characteristics of the antennas will be achieved. Otherwise, the characteristics of 
the antennas or their topside locations have to be varied until an acceptable level 
of electromagnetic compatibility is reached.         
This project has utilised Computer Simulation Technology (CST) to model  two naval ship designs. An existing Royal Navy Type 22 Batch II Frigate was used to verify the 
approach and an early design study for a Future Patrol Ship used to see if the new approach can be applied to such studies. 
4. Prediction of EMI Coupling 
The 3D radiation patterns for a number of shipboard antenna models are shown below. Each of the antennas is modelled to operate at a certain frequency, have a particular 
gain and 3dB beamwidth. 
5. Validation of Simulations 6. Conclusions 
7. Acknowledgments 
In order to trust simulation results, 
validation of a number of simulations 
were performed using a 3 metres long 
1:50 scale copper model of the Type 22 
Batch II Frigate. 
 
The 1:50 physical scale model had built 
in antennas. Equivalent antennas were 
placed, at identical locations, on the 
1:50 virtual scale model. Antenna 
coupling results cases were then 
compared.     
• EMI is a particularly costly problem in Early Stage Ship 
Design. It often makes ship designers change the design 
a number of times until a satisfactory level of EMC is 
achieved.   
 
• This project has utilized a CEM tool, called CST, to model 
and simulate the topside electromagnetic environments of 
two naval ships. This has allowed prediction of topside 
EMI couplings.  
 
• To validate a number of simulations, a 1:50 physical scale 
model of the Type 22 Batch II Frigate was used. Antenna 
coupling results from physical and equivalent  virtual scale 
model were co-plotted. The measured and simulated 
results are found to be generally very similar.  
This research has been funded by an Impact Studentship, 
supported by the UK MoD Naval Design Partnering and 
UCL. 
To predict EMI coupling interference between the topside antennas that operate at high 
frequencies (> 300 MHz), the antennas are replaced by their equivalent far-field sources 
and then simulated on the ship model.  
Appendix D
Antenna Models
The following shipboard antenna models were all produced in CST MWS.
D.1 EW Antennas
A truncated monocone antenna was used to represent shipboard EW antenna, see Figure D.1.
Figure D.1: A truncated monocone antenna model
The truncated monocone antenna model has a bandwidth of 100 MHz to 2.5 GHz, shown
in Figure D.2. The antenna is capable of receiving signals 360◦in azimuth and 180◦in elevation.
The gain and radiation pattern of the antenna vary over its operating bandwidth, see Figure D.3.
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Figure D.2: S11 plot for the truncated monocone antenna model
Figure D.3: Far-field plots for the truncated monocone antenna model
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The design of the monocone antenna was modified, see Figure D.4, to enable reception of
signals over 2.5 GHz.
Figure D.4: A wideband monocone antenna model
Figure D.5: S11 plot for the wideband monocone antenna model
D.1. EW Antennas 251
The new monocone antenna is able to receive signals from 2.5 GHz to 20 GHz, as shown in
Figure D.5.
Figure D.6: Far-field radiation pattern for the wideband monocone antenna model
Figure D.7: Variation of the gain of the wideband monocone antenna model over frequency
range
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The radiation pattern of the antenna varies over its operating bandwidth, see Figures D.6
and D.7.
D.2 UHF Antenna
The UHF antenna is used for voice and data communication. The antenna has an omnidirectional
radiation pattern and a peak directivity of 6.63 dBi at 320 MHz, shown in Figure D.8.
Figure D.8: UHF antenna model
D.3 GPS Mushroom Antennas
A square patch antenna was used to model the GPS mushroom antenna, see Figure D.9. The
antenna was modelled to operate 1.23 GHz, see Figure D.10.
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Figure D.9: GPS mushroom antenna model
Figure D.10: S11 plot for the GPS mushroom antenna model
The antenna field views are given in Figure D.11 and its 3D radiation pattern in Figure
D.12. It can be seen in Figure D.12 that the antenna has a directive radiation pattern and a peak
directivity of 7.95 dB.
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Figure D.11: E-field and H-field views for the mushroom antenna model
Figure D.12: 3D far-field radiation pattern plot for the GPS mushroom antenna model
The polar plots for the GPS mushroom antenna models are given in Figures D.13 and D.14.
It can be seen that the antenna has at both φ = 0 and φ = 90◦ 3 dB beamwidths of 75.5◦and
sidelobe levels of -21 dB.
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Figure D.13: Polar plot, at φ = 0◦, for the GPS mushroom antenna model
Figure D.14: Polar plot, at φ = 90◦, for the GPS mushroom antenna model
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D.4 Skynet Satellite (SCOT) antenna model
A reflector antenna with a rectangular horn was used to model the J-Band (10 to 20 GHz) Skynet
satellite antenna model, see Figure D.15.
Figure D.15: Skynet satellite antenna model
The antenna was modelled to operate at 14 GHz, see Figure D.16.
Figure D.16: S11 plot for the Skynet satellite antenna model
The Skynet satellite antenna model has a directional radiation pattern with peak directivity
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of 28.8 dBi, shown in Figure D.17.
Figure D.17: 3D far-field radiation pattern plot for the Skynet satellite antenna model
Figure D.18: Polar plot, at φ = 90◦, for the Skynet satellite antenna model
When φ = 90◦ the beamwidth of the antenna is 5.3◦ and when φ = 0 the beamwidth of the
antenna is 5.4◦, see Figures D.18 and D.19. Thus, the total beamwidth for the Skynet satellite
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antenna is 10.7◦.
Figure D.19: Polar plot, at φ = 0◦, for the Skynet satellite antenna model
Appendix E
MATLAB Based Codes for Computing the
Different Types of Free Space Interference
Problems
The developed MATLAB codes are given in the accompanying CD.
