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1 -CA0. The resulting "fast-growing" sub-recursive hierarchy forges a direct link between proof theory and various combinatorial independence results. As illustration, the final section treats Friedman's "miniaturized" Kruskal Theorem for labelled trees, by showing directly that the appropriate bounding function for Π 1 1 -CA0 has a "bad" computation sequence. Note the dependence on chosen fundamental sequences {α a } to limits α. We could, more suggestively, write B α (a) as a ⊕ 2 α where, if λ 0 , λ 1 , λ 2 , . . . is a given fundamental sequence to limit λ, then a ⊕ λ is defined by the diagonalization a ⊕ λ a . This is a quite natural way to extend number-theoretic hierarchies into the transfinite, and in the case of the B α functions there is a deep proof-theoretic involvement which we attempt to bring out here.
The Fast Growing Hierarchy
Firstly, a basic arithmetical context serves to illustrates this connection. The theory EA(I;O) is a stripped-down variant of the "ramified" theories of Leivant [8] who also highlights a + 2 b as a crucial example; it imports to a formal theory the normal/safe variable discipline of Bellantoni-Cook [2] . For a more detailed proof-theoretic analysis see Ostrin-Wainer [9] , [10] .
• EA(I;O) has the language of arithmetic, with (quantified, "output") variables a, b, c, . . ..
• In addition there are numerical constants ("inputs") x, y, z, . . ..
• It has symbols for the zero, successor, predecessor, addition, subtraction and multiplication functions, given by their usual defining axioms. Also there is a pairing function π(a, b) (:= 1/2(a + b)(a + b + 1) + a + 1) with inverses π 0 , π 1 from which sequence numbers can be constructed using π(s, a) to append a to s, and deconstructed by functions (s) i extracting the i-th component. All of these initial functions are quadratically bounded. However, the stock of basic symbols is enlarged further by the addition of the exponential function B b (a) = a + 2 b with defining equations as above. The given relations are = and ≤.
• Only "basic" terms (those built out of variables and constants by application of the unary term constructors alone: successor, predecessor, π 0 and π 1 -nothing else) are allowed as witnessing or instantiating terms in the ∃, ∀ quantifier rules.
• The induction axioms are:
where t = t(x) is a closed basic term controlling induction-length. Note that if A(a) is progressive then so is ∀b ≤ a.A(b) ≡ ∀b(b ≤ a → A(b)), and so a more revealing instance of induction is
In other words, EA(I;O) is really a theory of bounded induction, the (implicit) bounds being closed terms t(x) dependent on inputs x which (because they are constants) cannot be universally quantified, and later re-instantiated, once introduced. Call this "input" (or "predicative") induction.
Definition 2.1 Write t ↓ for ∃a(t = a).
Note 2.2
If t is not basic one cannot pass directly from t = t to t ↓ because only basic terms are allowed as witnesses in the ∃ rule. However, the usual equality axioms allow one to derive immediately in EA(I;O):
and the dual t ↓ ∧ ∀aA(a) → A(t) .
Thus "defined" terms may witness existential quantifiers or instantiate universal ones.
Example 2.3 Some basic illustrations of induction complexity in EA(I;O):
• From b+c = d we immediately get b+(c+1) = d+1 and since the term d+1 is basic, then
Then ∀b(b + x ↓).
• One can then induct on the formula b + x · c ↓ because b + x · c = d → b+x·(c+1) = d+x and d+x ↓ by the above. So b+x·c ↓→ b+x·(c+1) ↓. Clearly b + x · 0 ↓ because b is basic, and hence another application of Σ 1 input induction gives either b + x 2 ↓ or b + x · y ↓.
Then ∀b(b + x 2 ↓), and similarly ∀b(b + x 3 ↓), ∀b(b + x 4 ↓) etc.
• Exponential requires a Π 2 induction on ∀a(a + 2 b ↓) since by two calls on the premise, and making crucial use of the above note, ∀a(a + 2
In particular with a = x we obtain B x (x) = x + 2
x ↓ which could be written B ω (x) ↓, choosing the identity function as the "standard" fundamental sequence to ω.
• To carry this a stage further we use Gentzen's method for proving transfinite induction below ε 0 , but now the context is simpler. Consider the Π 3 formula:
This is progressive in c, the base case c = 0 being the progressiveness of ∀a(a + 2 b ↓) just shown. Therefore a Π 3 input induction proves the formula with c := t for any closed basic term t. By choosing t = x and instantiating b := 0 one obtains ∀a(a + 2 2 x ↓). Instantiating b := x yields ∀a(a + 2 x+2 x ↓), or alternatively ∀a(B Bω(x) (a) ↓). Then since B ω (x) ↓ one could instantiate a := B ω (x) to obtain
Higher levels of induction would then prove higher exponential stackheights (hence higher iterates of B ω ) to be defined, provided they are applied to inputs.
These arguments can be generalized, as in Ostrin-Wainer [9] , [10] . For any formula A(a) of EA(I;O), let P rog A(a) express its progressiveness in the variable a, i.e. A(0) ∧ ∀a(A(a) → A(a + 1)).
Lemma 2.4
For any closed term t on inputs x, and any formula A, one can prove in EA(I;O) that t ↓ and P rog A(a) → ∀a ≤ t.A(a).
Proof. If t is basic then the lemma merely restates input induction. For more complex closed terms one proceeds by induction on their build-up.
For example, if t = t 1 +t 2 , first consider the formula A(b) → b+a ↓ ∧ A(b+a). Then P rog A(a) implies that this too is progressive in a. Therefore by applying the induction hypothesis for t 2 to it, one concludes A(b) → ∀a ≤ t 2 .(b + a ↓ ∧ A(b+a)). But the induction hypothesis for t 1 gives P rog A(a) → ∀b ≤ t 1 .A(b).
from which follows P rog A(a) → ∀a ≤ t 1 +t 2 .A(a), and also t 1 +t 2 ↓ by applying it to any provably progressive formula. A similar argument deals with the case t = t 2 · t 1 but here one uses the formula P rog A(a) → ∀b(A(b) → A(b + t 2 )) derived as above. From this one easily proves P rog A(a) → P rog (t 2 · a ↓ ∧ A(t 2 · a)) because if t 2 · a = b then t 2 · (a + 1) = b + t 2 . Now one applies the induction hypothesis for t 1 to conclude t 2 · t 1 ↓ and P rog A(a) → A(t 2 · t 1 ). If this is applied instead to A (a) ≡ ∀b ≤ a.A(b) then P rog A(a) → P rog A (a) and the desired result follows for t = t 2 · t 1 .
For t = t 1 + 2 t2 consider the formula ∀a(A(a) → a + 2 b ↓ ∧ A(a + 2 b )) and note that its progressiveness in b is implied by the progressiveness of A in a. By the induction hypothesis for t 2 we then have
By the induction hypothesis for t 1 we can instantiate a := t 1 and, since then obtain P rog A(a) → t 1 + 2 t2 ↓ ∧ A(t 1 + 2 t2 ). Hence, as before, EA(I;O) proves t 1 + 2 t2 ↓ and P rog A(a) → ∀a ≤ t 1 + 2 t2 .A(a). For other term constructs note that, just as addition depends on iterating the successor, one could equally well iterate the predecessor to deal with subtraction of terms, or iterate π 0 to decode initial segments of sequences and hence, by π 1 , locate their components t = (t 1 ) t2 . Such terms (on inputs only) are then provably defined, and also provably bounded by t 1 . Thus since P rog A(a) → ∀a ≤ t 1 .A(a) by the induction hypothesis, one may instantiate a := (t 1 ) t2 to obtain P rog A(a) → A((t 1 ) t2 ). Applying this instead to A (a) ≡ ∀b ≤ a.A(b) one then gets P rog A(a) → ∀a ≤ (t 1 ) t2 .A(a) as required.
Using these results, Spoors [12] shows that I∆ 0 + exp can be embedded in EA(I;O). For each formula B( c) of I∆ 0 + exp let B[ t] be the formula of EA(I;O) which results by first forming its universal closure, and then bounding all previously unbounded universal quantifiers by the closed terms t = t 1 , t 2 , . . . successively. Conversely we must show that only elementary functions are provably recursive in EA(I;O). This is fairly easy to see, and illustrates the role of B in computing bounds for existential witnesses. Briefly, the procedure goes thus:
(i) Witnesses for Σ 1 theorems ∃aF (n, a), proved by Σ 1 -inductions up to x := n, are bounded by B h where h = log n. This is because for fixed n, any input induction up to x := n can be unravelled, inside EA(I;O), to a binary tree of cuts of height log n. If it's a Σ 1 -induction on ∃aF (c, a) a typical cut at height h + 1 in this tree will have essentially the form:
where the premises are at height h. Now assume, inductively on h, that B h bounds witnesses for both premises, i.e. if F (c, a) holds (in the standard model) then F (c , a ) holds for some a computable in B h (a)-many steps, and similarly for c to c . Composing B h will then yield a bound B h+1 = B h • B h for the conclusion at height h + 1.
(ii) Witnesses for Σ 1 theorems ∃aF (n, a), proved by Π 2 -inductions up to x := n, are bounded by B 2 h·d where h = log n. Higher levels of induction complexity require iterated exponentials 2 2 h·d etcetera. To see this, suppose EA(I;O) ∃aF (x, a). Partial cut-elimination yields a "free-cut-free" proof, so only cuts on induction formulas remain. Let d be the height of this proof. Then after unravelling all inductions in favour of iterated cuts, up to the maximum input x := n, the height of the resulting (inductionfree) proof-tree will be of the order of log n · d. If all cuts are Σ 1 , part (i) above applies immediately to give polynomial complexity bounds B log n·d (a) = a + 2 log n·d = a + n d . Note that unary, rather than binary, representation of numerals here entails a polynomial in n, not log n; hence "linear space" complexity rather than polytime. For Π 2 inductions one must first reduce all cuts to Σ 1 form before part (i) can be used. But since all inductions have been eliminated, standard Gentzen cut-reduction applies, and the price to be paid is a further exponential increase in proof-height. Thus the complexity bounds will now be of order B 2 log n·d (a) = a + 2 n d . Higher levels of induction would require further rounds of cut-reduction, yielding iterated exponential bounds.
This completes the proof because functions computable within (finitely) iterated exponential bounds are elementary. 
for each formula A.
Example 3.2 Associate the predicate N with the inductive form:
In this way we immediately capture full Peano Arithmetic, as in WainerWilliams [15] , for the Least-Fixed-Point axiom interprets the full induction scheme of PA in ID 1 (I;O) as:
Furthermore, by similar arguments to those already used, one easily proves the progressiveness in b of the formulas ∀a(
Hence, by relativising all quantifiers to N , one interprets PA in ID 1 (I;O): The provably recursive functions of PA are therefore provably recursive (on inputs) in ID 1 (I;O). To show the converse we need an ordinal analysis of ID 1 (I;O), and this can be done by following Buchholz's Ω-rule treatment of classical ID theories as in [3] , [4] . However the uncountable ordinal bounds which necessarily appear there are now replaced by countable ones.
Unravelling LFP-Ax by Buchholz' Ω-Rule
We are still working in the I/O context, so can fix x := n and unravel inductions into iterated cuts as before. However the resulting ID 1 (I;O)-derivations will be further complicated by the presence of Least-Fixed-Point axioms. These must be "unravelled" as well, before we can read off bounds. To do this, ID 1 (I;O) is embedded into an infinitary system ID 1 (I;O)
∞ of Tait-style sequents
where n bounds the input values, m declares a bound on initial output parameters, and the ordinal heights α can, for present purposes, be restricted below ε 0 , with standard fundamental sequences. For shorthand we write simply n; m α Γ. Most of the rules are unsurprising and we don't list them, but the ∃-rule has two premises:
n; m β m n; m β A(m ), Γ n; m α ∃aA(a)
In all of these the declared input n remains fixed, and controls the ordinal assignment in the following way: if n; m β Γ is a premise of a rule with conclusion n; m
if α is a limit. Thus, while input n is fixed, derivations are in fact finite because n; m α Γ is equivalent to n; m Gα(n) Γ where G α (n) = |α[n]| is the "slow growing" hierarchy. However the final (crucial) rule to be added allows inputs to change, and it is this that causes growth in the extracted bounds.
Buchholz' Ω-Rule
where ∆ is any set of positive-in-P formulas, h 0 signifies a cut-free derivation of finite height h (therefore independent of input n), and λ is a limit. The map h → λ h is then a measure of the uniformity in the transformation ⇒.
Lemma 3.5
The Ω rule proves the Least-Fixed-Point axioms with height ω + 3.
Proof. The gist of it is this -following Buchholz [3] , [4] .
For the left-hand premise of the Ω-rule choose n; m 0 P (k), ¬P (k). For the right-hand premise, first assume m h 0 P (k), ∆. Each step of this (direct, cut-free) proof can be mimicked to derive max(m, m ) d+h ¬∀a(F (A, a) → A(a)), A(k), ∆ for some fixed d depending only on the size of the given formula A. This establishes the right-hand premise with λ = ω, choosing the almoststandard fundamental sequence
Therefore the Ω-rule gives n; m ω ¬∀a(F (A, a) → A(a)), ¬P (k), A(k). This is for arbitrary k and so by ∨ and ∀ rules one obtains the Least-Fixed-Point axiom with proof-height ω + 3.
Theorem 3.6 ID 1 (I;O) is embeddable into ID 1 (I;O)
∞ with derivation heights < ω · 2. (max(n, h) ). Hence, replacing h by its bound B α0+1 (n), and using basic monotonicity properties of the B hierarchy, we get the required
Cut Elimination and
All other cases are straightforward because if n; m Proof. We have already shown that every function provably recursive in PA is provable also in ID 1 (I;O) . Conversely, suppose f ( x) has a Σ 1 graph ∃bF ( x, a, b) such that ∃a, bF ( x, a, b) is provable in ID 1 (I;O) . Then by the Embedding and Cut Elimination, there is an α below ε 0 such that for all n, there is a ID 1 (I;O) ∞ derivation of max n; 0 α 0 ∃a, bF ( n, a, b) . By the Collapsing Lemma we then have 0 h 0 ∃a, bF ( n, a, b) with h < B α+1 (max n). Since this derivation is cutfree and of finite height, our original bounding principle applies to give witnesses a, b ≤ B h (max n) satisfying F ( n, a, b) . Therefore the value of f ( n) is computable by bounded search and will be elementary in any such bound. Replacing h by B α+1 (max n), this bound becomes ≤ B h (h) = B ω (h) < B ω • B α+1 (max n) ≤ B α+2 (max n). Hence f , being elementary in a level of the fast-growing hierarchy below ε 0 , is provably recursive in PA.
Generalizing to ID <ω
Williams' thesis [16] generalizes the foregoing to theories of finitely iterated inductive definitions ID i (I;O), still retaining the input/output discipline. As the inductive definitions are iterated, the higher levels of Ω-rules needed to unravel them are controlled by "tree-ordinals" in successively higher numberclasses Ω 0 = N ⊂ Ω 1 = Ω ⊂ Ω 2 ⊂ . . . ⊂ Ω i . These are generated inductively by:
Each Ω i+1 is partially ordered by the "sub-tree" ordering ≺. Furthermore, all tree-ordinals used here will be "structured" in the sense that all limit sub-trees λ : Ω j → Ω i+1 are monotone with respect to ≺, when restricted to structured elements of Ω j . For more on tree-ordinals and their uses in this context, see e.g. Fairtlough-Wainer [5] , Wainer [14] .
The infinitary system ID i+1 (I;O) ∞ then has (Tait-style) sequents of the form
where α ∈ Ω i+1 , and this is abbreviated γ, n; m α Γ. The rules are generalized versions of the rules for ID 1 (I;O)
∞ . The underlying ordinal assignment principle, for all but the Ω j rules, is that if γ, n; m α Γ is the conclusion of a rule with premises γ , n ; m β Γ then β ∈ α[ γ, n] where α[ γ, n] = ∅ if α = 0, = β[ γ, n] ∪ {β} if α = β + 1, and = α γj [ γ, n] if α : Ω j → Ω i+1 is a "limit". Note that if α ∈ Ω j for some j ≤ i then α[ γ, n] = α[γ j−1 , . . . , n] and so the initial declared parameters γ i : Ω i , . . . , γ j : Ω j become redundant.
There are Buchholz Ω j -rules for each j = 1, . . . , i + 1, with P j being the predicate defined by a j-times iterated induction (allowing negative occurrences of P j for j < j). The Ω i+1 rule takes two premises:
and, for all δ ∈ Ω i and all sets ∆ of positive-in-P i+1 formulas,
The conclusion is γ, n; m
Collapsing from one level i + 1 down to the one below is then computed in terms of higher-level extensions of the B α hierarchy: ϕ
α (β) = β + 2 α , so taking ω i ∈ Ω i+1 to be the identity function on Ω i one obtains ϕ
β which serves as a bound for each round of cut reduction.
∞ with cut rank r + 1 then γ, n; m α Γ with cut rank r where α = ϕ
Proof. The proof goes as before for ID 1 (I;O)
∞ , all cases being straightforward except for the Ω i+1 rule. In that case one may apply the induction hypothesis to the first premise, yielding γ, n; m
λ0+1 (γ i ). Next apply the second premise to transform this into a derivation γ(γ i := δ), n; m λ δ 0 Γ and note that the declared parameters γ(γ i := δ), n; m can be "weakened" to γ(γ i := δ ), n; m with δ = ϕ
λ (γ i ) provided 1 γ i . Now the induction hypothesis can again be applied to give γ, n; m δ 0 Γ since the first declared parameter γ i is immaterial as the ordinal bound δ ∈ Ω i . We then have
as required.
Definition 4.3
The countable tree-ordinals τ i ∈ Ω 1 are
Then τ 1 = ω + 2 ω , τ 2 is a version of ε 0 and τ 3 is a version of the BachmannHoward ordinal. B τi is in fact a functor on the category N with τ i+1 its direct limit, or conversely, B τi is the "slow growing" collapse of τ i+1 (see Wainer [13] , [14] ).
To see how these ordinals arise, suppose for example that ID 2 (I;O) A(x, a) where A contains no inductive predicates. This embeds into ID 2 (I;O) ∞ as ω : Ω 1 , n : I; m : O ω1+d A(n, m), for all n; m, say with cut rank r. The ω 1 + d
can be weakened to a d-times iterate of ϕ (2) ω2 applied on ω 1 . A further r-times iterate then yields a bound α for a cut-free derivation of A(n, m), namely
Collapsing then provides a countable bound ϕ
Theorem 4.4 (Williams) In summary:
• Classical ID i is interpretable in ID i+1 (I;O).
• Its ordinal bound is τ i+2 in the notation above.
• ID i+1 (I;O) has the same provably recursive functions as ID i .
• The provably recursive functions are those computable within B α -bounded resource, for α < τ i+2 .
• ID <ω and ID <ω (I;O) are mutually interpretable. For ID i it's the fast growing hierarchy below τ i+2 , whereas for ID i (I;O) it is the slow growing hierarchy below that same ordinal. Arai [1] was the first to analyse ID theories in this light.
An Independence Result -Kruskal's Theorem
Kruskal's Theorem states that every infinite sequence {T i } of finite trees has an i < j such that T i is embeddable in T j . By "finite tree" is meant a rooted (finite) partial ordering in which the nodes below any given one are totally ordered. An embedding of T i into T j is then just a one-to-one function from the nodes of T i to nodes of T j preserving infs (greatest lower bounds). Friedman showed this theorem to be independent of the theory ATR 0 and went on, in [6] , [7] , to develop a significant extension of it which is independent of Π 1 1 -CA 0 . The Extended Kruskal Theorem concerns finite trees in which the nodes carry labels from a fixed finite list {0, 1, 2, . . . , k}. By a more delicate argument, he proved that for any k, every infinite sequence {T i } of finite ≤ klabelled trees has an embedding T i → T j where i < j. However the notion of embedding is now more complex. T i → T j means that there is an embedding f in the former sense, but which also preserves labels and satisfies the "gap condition" which states: if node x comes immediately below node y in T i , and if z is an intermediate node strictly between f (x) and f (y) in T j , then the label of z must be ≥ the label of f (y).
Both of these statements are Π 1 1 , but Friedman showed that they can be miniaturized to an arithmetical Π 0 2 form which still reflects the proof-theoretic strength of the original results. See Simpson [11] for an excellent exposition.
The Miniaturized Kruskal Theorem for labelled trees runs as follows: For any number c and fixed k there is a number K k (c) so large that for every sequence {T i } of finite ≤ k-labelled trees of length K k (c), and where each T i is bounded in size by T i ≤ c · (i + 1), there is an embedding T i → T j with i < j. In fact we shall consider a slight variant of this -where the size restriction T i ≤ c · (i + 1) is weakened to T i ≤ c · 2 i . Friedman showed that, by slowing down the sequence, 2 i may be replaced by i + 1 without affecting the result's proof theoretic strength. An application of König's Lemma proves that the miniaturized version is a consequence of the full theorem.
In this section we give a proof that the Miniaturized Kruskal Theorem for labelled trees is independent of ID <ω . Since Π 1 1 -CA 0 is conservative over ID <ω for arithmetical sentences, both the miniaturized and the full Kruskal theorems are therefore independent of Π 1 1 -CA 0 . Our proof again serves to illustrate the fundamental role played by the B-hierarchy. It consists in showing directly that the computation sequence for the "slow-growing" function G τ k (n) = |τ k [n]| is bad (i.e. has no embeddings). Since, by Wainer [13] ,
Therefore from the last section one sees immediately that the function K cannot be provably recursive in ID <ω .
ϕ-terms, trees and i-sequences
Henceforth we shall regard the ϕ-functions as function symbols and use them, together with the constants 0, ω j , to build terms. Each such term will of course denote a (structured) tree ordinal, but it is important to lay stress, in this section, upon these terms rather than the tree ordinals which they denote. α (β) (alternatively written ϕ (i) (α, β)) where β is an i-term and α is a j-term with j ≤ i + 1. (0-terms are just numeralsn built from 0 by repeated applications of the successor ϕ (0) which has no subscript.) Note that each i-term may be viewed as a finite labelled tree whose root has label i, whose left hand subtree is the tree α and whose right hand subtree is the tree β. The tree ω i−1 consists of a single node labelled i, and the zero tree is the single node labelled 0. We often indicate the level i of a term γ by writing γ i . Thus as tree ordinals, where ν (the "indicator") is either 0 or an ω j . In particular, the tree-ordinal τ k may be written τ k = ϕ (1) (ϕ (2) (. . . ϕ (k) (ω 0 , ω k−1 ) . . . , ω 1 ), ω 0 ) and can then be denoted ω 0 (ω k−1 )(ω k−2 ) . . . (ω 0 ).
Definition 5.3
The computation sequence starting with τ k and fixed input n is the sequence of 1-terms and numerals generated according to the computation rules for the ϕ-functions, as follows: If γ = ω 0 it reduces ton, then to n − 1 etc. until it reaches 0 and stops. We henceforth omit the overbar from numerals. , thus leaving γ alone. Now suppose γ occurs in level i of the computation sequence from τ k and n (thus γ is a j-term for some j ≤ i). Then the i-sequence from that occurrence of γ consists of all succeeding level i terms as far as the first zero. Write γ → i δ to indicate that γ precedes (or is) δ in the same i-sequence. Note that there is just one 1-sequence -the computation sequence itself.
Lemma 5.5 One can show, for each fixed τ k and n:
• The computation sequence starting with τ k and n is finite.
• The length of the computation sequence is greater than the number of successor ordinals encountered in the reduction process, i.e. greater than the cardinality of the set of tree-ordinals τ k [n], which by definition is exactly G τ k (n).
• The r-th member of the computation sequence from τ k and n is bounded in size by c k (n) · 2 r where c k (n) is max(2k + 1, n).
• Each i-sequence is non-repeating and non-increasing with respect to the tree-ordinals denoted.
