Controlled tabular adjustment (CTA) is a relatively new protection technique for tabular data protection. CTA formulates a mixed integer linear programming problem, which is challenging for tables of moderate size. Even finding a feasible initial solution may be a challenging task for large instances. On the other hand, end users of tabular data protection techniques give priority to fast executions and are thus satisfied in practice with suboptimal solutions. This work has two goals. First, the fix-and-relax (FR) strategy is applied to obtain good feasible initial solutions to large CTA instances. FR is based on partitioning the set of binary variables into clusters to selectively explore a smaller branch-and-cut tree. Secondly, the FR solution is used as a warm start for a block coordinate descent (BCD) heuristic (approach named FR+BCD); BCD was confirmed to be a good option for large CTA instances in an earlier paper by the second and third co-authors (Computers & Operations Research 2011). We report extensive computational results on a set of real-world and synthetic CTA instances. FR is shown to be competitive compared to CPLEX branch-and-cut in terms of quickly finding either a feasible solution or a good upper bound. FR+BCD improved the quality of FR solutions for approximately 25% and 50% of the synthetic and real-world instances, respectively. FR or FR+BCD provided similar or better solutions in less CPU time than CPLEX for 73% of the difficult real-world instances.
Introduction
Microdata and tabular data protection are the two main disciplines of statistical disclosure control. The purpose of this field is to avoid that confidential information can be derived from data released. This is one of the main concerns of National Statistical Agencies (NSAs), which have to disseminate a large amount of information minimizing at the same time the disclosure risk of individual respondents. Tabular data is obtained by crossing two or more categorical variables in a microdata file. For each cell, the table may report either the number of individuals (frequency tables) or information about another variable (magnitude tables). More details can be found in the recent survey [5] and the monographs [26, 27] . Although cell tables report aggregated information for several respondents-so they could be considered anonymized-there is a risk of disclosing individual data. Figure 1 illustrates this situation with a simple case. The left table (a) reports the average salary of individuals by age (row variable) and town (column variable), while table (b) provides the number of individuals. If there were only one individual of age between 51-55 in town t 2 , then any external attacker would know the confidential salary of this person. For two individuals, any of them could disclose the other's salary, becoming an internal attacker. Cells that require protection (such as that of the example) are named sensitive, unsafe, or confidential cells. Sensitive cells are a priori detected by some sensitivity rules. The above example showed the simplest minimum-frequency rule, which considers sensitive those cells with very few respondents. The most widely used rule, named p-% rule, considers a cell unsafe if some respondent may obtain an estimate of another respondent contribution within a p-% precision. A detailed description of these rules can be found in [27] .
A tabular data protection method can be seen as a map F such that F(T ) = T ′ , i.e., table T is transformed to another table T ′ . Two are the main requirements for F: (1) the output table T ′ should be "safe", and (2) the quality of T ′ should be high (or equivalently, the information loss should be small), i.e., T ′ should be a good replacement for T . The disclosure risk can be analyzed through the inverse map T = F −1 (T ′ ): if not available or difficult to compute by any data attacker, then we may guarantee that F is safe. Controlled Tabular Adjustment (CTA) [3, 11] is a recent technique for the protection of any tabular data. It was empirically observed in [6] that estimatesT =F −1 (T ′ ),F −1 being an estimate of F −1 for CTA, were not close to T for some real tables. CTA can thus be considered a safe method in general. Moreover, the quality of CTA solutions has shown to be high [10] , higher than that provided by alternative methods in some real instances [9] .
The goal of CTA-which will be formulated in Section 2-is, given a table with any structure, to find the closest safe table to the original one. This is achieved by adding the minimum amount of deviations (or perturbations) to the original cell tables that makes the released table safe. Safety is guaranteed by imposing that sensitive cells in the new protected table are far enough from the original value. This means the cell value is either above or below some certain values, thus a disjunctive constraint involving a binary variable is needed for each sensitive cell. The minimum amount of above or below perturbations required for each sensitive cell are named, respectively, upper protection and lower protection levels. Changes in sensitive cells force other changes in the remaining cells to guarantee that the value of total or marginal cells is preserved.
Although it is a recent approach, CTA is gaining recognition among NSAs; for instance, CTA is considered a relatively new emerging method in the recent monographs [26, 27] . We recently implemented a package for CTA in collaboration with the NSAs of Germany and the Netherlands, within a project funded by Eurostat, the Statistical Office of the European Communities. This package has been largely improved within the FP7-INFRA-2010-262608 project funded by the European Union, with the participation, among others, of the national statistical institutes of Germany, Netherlands, Finland, Sweden and Slovenia. This CTA software is included in the tauArgus package [25] (http://neon.vb.cbs.nl/casc/tau.htm), used for many European national statistical institutes for the protection of tabular data. Among the recent literature on CTA variants we find [8, 24] . In recent specialized workshops on statistical disclosure control, some NSAs stated that perturbative methods, like CTA, are gaining acceptance [31] , and perturbative approaches are being used for the protection of national census tables (e.g., [21] for Germany). CTA has also been used within other wider protection schemes, such as the pre-tabular protection method of [20] . In addition, some National Statistical Agencies are questioning current non-perturbative protection methods because "the task of balancing confidentiality and usability [...] is nearly impossible" [30] . Therefore there is a need for new methods, and this justifies the research on CTA and other approaches. Indeed, there is no actually any protection method that fits the needs of all NSAs in the world.
From a computational point of view, the size of the CTA optimization problem is by far smaller than for other well-known protection methods, such as the cell suppression problem [4, 19] . Despite these nice features, CTA formulates a challenging mixed integer linear problem (MILP) for current state-of-the-art solvers (such as CPLEX or XPress). Optimal (or suboptimal, e.g., with a 5% gap) solutions may require many hours of execution for medium instances; very large or massive tables can not be tackled with current technology. Several approaches have been tried to speed up the solution time. A straightforward Benders reformulation of the problem was attempted in [7] , but promising results were only obtained for two-dimensional tables (i.e., tables obtained by crossing two categorical variables, whose constraints are represented by a node-arc network incidence matrix [5] ). Heuristic and metaheuristic methods were attempted in [22] , but they only solved small two-dimensional and three-dimensional tables of up to 625 and 8000 cells, respectively, while we consider in this work much more complex synthetic and real tables from the literature, of up to 200000 and 36000 cells, respectively. For instance, we generated a set of 20 two-dimensional and 20 three-dimensional tables with the same characteristics (sizes and number of sensitive cells) than those in [22] . We remark that: (1) the tables used in [22] were also randomly generated; (2) the matrix constraints only depends on the table structure (two-or three-dimensional table) so they were the same in our experiments and those in [22] ; (3) although the instances are not exactly the same, what makes difficult (in general) a problem is the structure of the matrix constraints and the number of sensitive cells (which is associated to the number of binary variables of the optimization problem); those characteristics are the same in our experiments and those of [22] . CPLEX 12.5 found a 0% gap solution for all these two-dimensional tables with an average CPU time of 0.02 seconds (the maximum time required by an instance was 0.03 seconds). For the three-dimensional tables, the average CPU time was 0.2 seconds (the maximum time for an instance was 0.49 seconds), again for 0% gap solutions. No CPU time comparison with CPLEX was reported in [22] ; it was just stated that CPLEX 8.1 could not solve the instances. Therefore, up to now, there is no conclusive evidence that those metaheuristics are helpful for the CTA problem.
We also tried in the past other general metaheuristics as genetic algorithms without success: combinations or modifications of solutions are not expected to satisfy the large number of linear 3 constraints with no particular structure of CTA. Indeed, these constraints are usually complex, and any practical approach must rely on the efficient solution of (usually difficult) linearly constrained problems (either LPs or MILPs). The approaches in this paper rely on decomposing the problem into smaller, thus tractable, MILP instances. It is worth to note that even the LPs obtained from large CTA instances by fixing the binary variables are very difficult for today stateof-the-art solvers. Indeed, some of these instances have been included in standard LP repositories [29] . The purpose of this work is twofold. Its first goal is to apply a fix-and-relax (FR) heuristic [13] to the MILP CTA problem. Briefly, FR partitions the set of binary variables into k clusters, and iteratively optimizes for each cluster i = 1, . . . , k, fixing the binary variables of clusters j < i at the optimal value found in previous iterations, and relaxing the integrality of binary variables of clusters j > i. The effect of this partitioning of the set of binary variables is that the nodes of the branch-and-cut tree are selectively explored. Equipping this procedure with a backward repartition strategy (details will be given in Section 3.1), if the MILP is feasible then FR will always provide a feasible, hopefully good and efficient, suboptimal solution. The approach cannot guarantee the optimal solution, but in practice end users of statistical data protection techniques prefer quick suboptimal solutions than optimal costly ones, i.e., requiring too many hours, days or weeks of CPU time.
The second objective of the work is to apply a hybrid approach combining FR and the block coordinate descent (BCD) heuristic, which was successfully applied to some classes of CTA problems in [23] . This hybrid method will be named FR+BCD. Indeed, FR is efficient for computing initial, hopefully good, feasible points, while BCD requires a feasible starting point. Therefore, both heuristics are complementary. As it will be shown in Section 4, BCD, warm started with the FR solutions, was able to reduce the gap of the FR solution in approximately half of the real-world CTA instances. In 25 of the 34 real-world instances FR or FR+BCD provided similar or better objective functions in less CPU time than the state-of-the-art MILP solver CPLEX.
FR has been successfully applied in the past mainly to scheduling problems [13, 15, 16] . In those applications, variables and constraints can naturally be partitioned according to some sequential stages, two consecutive ones being only linked by a few of the variables and constraints of each partition. Such a structure can also be found in some classes of tables, named two dimensional tables with one hierarchical variable, or, shortly, 1H2D tables. These tables are obtained by crossing a particular categorical variable with a set of, say, h categorical variables that have a hierarchical relation; this results in a set of h two-dimensional tables with some common cells. For instance, Figure 2 (from [5] ) illustrates a particular 1H2D table. The left subtable shows number of respondents for "region"×"profession"; the middle subtable is a "zoom in" of region R 2 , providing the number of respondents in municipalities of this region; finally the right subtable details the ZIP codes of municipality R 21 . This type of tables, which are relevant for NSAs, are a priori suitable for FR. Most of the instances tested in the computational results of this work are 1H2D, and, as it will be shown, FR provides good solutions in a fraction of the time required by state-of-the-art branch-and-cut solvers (to obtain equivalent solutions, i.e., with the same objective function value). It will be seen that FR+BCD improved the FR solutions in only 25% of these 1H2D tables. For real-world tables, this percentage increased up to 50%, making FR+BCD a competitive approach.
The paper is organized as follows. Section 2 outlines the MILP CTA problem. Section 3.1 describes the FR heuristic for CTA; it also outlines the BCD approach. Finally, Section 4 presents extensive computational results, showing the effectiveness of FR and FR+BCD for 4 Figure 2: 1H2D table made of three subtables: "region"×"profession", "municipality"×"profession" and "zip code"×"profession".
synthetic 1H2D and real-world tables.
The MILP formulation of the CTA problem
Any CTA problem instance can be represented by the following parameters :
• A set of cells a i , i ∈ N = {1, . . . , n}, that satisfies M = {1, . . . , m} linear relations Aa = b, a ∈ R n being the vector of a i 's, and A ∈ R m×n . These linear relations impose that the set of inner cells has to be equal to the total or marginal cell, i.e., if I j is the set of inner cells of relation j ∈ M, and t j is the index of the total cell of relation j, the constraint associated to this relation is i∈I j a i − a t j = 0.
• Nonnegative cell weights w i , i ∈ N, used in the definition of the objective function. These weights penalize perturbations from the original cell values in the released table. Cells weights are usually a function of the cell value, e.g., w i = 1/a i -for this particular weights, the objective function represents relative cell deviations.
• A lower and upper bound for each cell i ∈ N, respectively l a i and u a i , which can be considered publicly known.
• A set S = {i 1 , i 2 , . . . , i s } ⊆ N of indices of sensitive or confidential cells.
• A lower and upper protection level for each sensitive cell, respectively, lpl i and upl i , i ∈ S.
Values of sensitive cells must be out of the interval (a i − lpl i , a i + upl i ) in the released table.
The purpose of CTA is to find the closest safe values x i to a i . Considering any distance ℓ, CTA can be formulated as
The disjunctive constraints of (1) guarantee the published value is safely out of the interval (a i − lpl i , a i + upl i ). Problem (1) can also be formulated in terms of deviations from the current cell values. Defining z i = x i − a i , i ∈ N-and similarly l z i = l a i − a i and u z i = u a i − a i -, (1) can be recast as min
z ∈ R n being the vector of cell deviations. Using the ℓ 1 or Manhattan distance and the cell weights w i , the objective function is i∈N w i |z i |. Since w i are nonnegative, splitting the vector of deviations z in two nonnegative vectors z + ∈ R n and z − ∈ R n , model (2) with the ℓ 1 distance can thus be written as
y ∈ R s being the vector of binary variables associated to protection directions. When y i = 1 the constraints mean upl i ≤ z 
Heuristic methods applied to CTA
Model (3) is a difficult MILP even for medium size tables. Finding an optimal (or quasioptimal) solution may require many hours (even days or weeks) of execution. When the number of sensitive cells is large, the branch-and-cut scheme has shown to be inefficient, and in some cases it is even unable to provide a first feasible solution. For some massive instances-such as, e.g., those in http://www-eio.upc.es/~jcastro/huge_sdc_instances.html-the LPs obtained by fixing the value of binary variables-associated to the protection directions-are even not solvable with moderate computational resources. For example, the LPs derived from the six million cells instances of the above web address exhausted the memory of a 16 gigabytes workstation when solved with the CPLEX barrier solver. Unfortunately, the alternative simplex solver is even more prohibitive, but in terms of CPU time: interior-point algorithms have shown to be much more efficient than the simplex for the LPs derived from CTA [3, 5] . In this work we consider a FR heuristic and a hybrid FR+BCD approach for CTA. FR and BCD are, respectively, described and outlined below.
Fix-and-relax
FR is a decomposition method based on partitioning the set of binary variables into clusters to iteratively solve a sequence of MILPs of smaller dimension than the original problem. In those smaller MILPs only a subset of variables retain their binary constraints while the rest are either fixed or relaxed. Since only a reduced subset of (non-fixed) 0-1 variables is kept integer at each FR iteration, a computational improvement is expected. FR can both be seen as an approach for obtaining (hopefully good) initial feasible solutions and primal bounds. if infeasible, redefine the partition structure as in (5) 9.
else Store optimal values of binary variables of CT A The fix-and-relax heuristic applied to the CTA problem other approaches for initial good solutions in MILPs, such as the feasibility pump [17] , but as it will seen in Section 4, in practice FR outperformed them.
FR can be briefly stated as follows. The set of binary variables is partitioned into a finite set of clusters {V 1 , . . . , V k }. The original MILP is then decomposed into k subproblems and at each iteration one of them is solved. At first iteration (counter r set to 1) the subproblem considers as binary only the variables of V 1 , while the integrality of binary variables in the remaining clusters is relaxed. Continuous variables in the original MILP maintain this same status at each subproblem. Hopefully, this first subproblem will be easily solved since the cardinality of V 1 is much smaller than the number of binary variables in the original MILP. Once solved, the counter r is incremented and the next subproblem is considered. At subproblem of iteration r, k > r > 1, the binary variables of clusters V i , i < r, are fixed to the values of optimal solutions from the previous iterations; variables of cluster V r are considered binary, while the integrality of variables in clusters V j , j > r is relaxed. The process is repeated until r = k. If no subproblem is infeasible, a (hopefully good) feasible solution will be available after the solution of subproblem k. In the particular case of CTA, the set S of sensitive cells is partitioned into the subsets {V 1 , . . . , V k }, and the subproblem r associated to (3)-which will be referred as (CT A r FR )-is FR . Although FR is a heuristic for MILP problems, it is easily switched to an optimal approach by setting k = 1.
It is worth noting that the first subproblem CT A 1 FR has two main features compared to the subsequent ones: 7
• The lower bound on the objective function provided by CT A 1 FR is a global lower bound of (3). On the other hand, the lower bound of subproblems r > 1 are just local lower bounds. The lower bound reported by the FR algorithm will then be that of CT A 1 FR . Note that the optimal solution of CT A 1 FR can be considered a lower bound of (3) only if computed with a 0% gap. However, such a gap is impractical, because the solution of CT A 1 FR would take a long execution time-something to avoid, since the goal of FR is to quickly provide a decent solution. In the implementation developed, the lower bound was obtained by the CPLEX routine CPXgetbestobjval. When a problem has been solved to optimality, this routine provides the optimal solution value. Otherwise, it provides the minimum objective function value of all remaining unexplored nodes in the branch-and-cut tree.
• If CT A 1 FR is infeasible, then (3) is infeasible as well. However, if some subproblem r > 1 is infeasible it can not be concluded that (3) is infeasible; it just means that we can not fix y i =ỹ i , for i ∈ V r−1 , at subproblem r. To overcome this drawback, when subproblem r > 1 is reported as infeasible, we backtrack to problem r − 1, modifying the partition by joining the clusters V r−1 and V r as follows:
Note that the above repartition strategy will always provide a feasible solution if (3) is feasible. Indeed, in the worst case, if subproblem k is infeasible and (5) is applied k − 1 times, we will end up with a unique cluster, i.e., we will be solving (3). However, in practice, as it was observed in the computational results of Section 4, this repartition strategy was never needed in the instances tested.
An outline of the FR algorithm for CTA is shown in Figure 3 .
Outline of block coordinate descent
The BCD approach applied to CTA has been described in [23] . Briefly, it consists of a sequence of CTA subproblems, each of them optimizing the objective function over the cell deviations z + , z − and a subset of the decision variables y, while the remaining variables y are kept fixed to some direction. Provided that we start from a feasible assignment of y, the method can move from a solution to another, hopefully better. Although there could be uncountable strategies to determine the subset of variables to be optimized, the set S is usually partitioned into k clusters (or blocks) and the algorithm iterates through them. However, BCD could perform indefinitely, starting again with the same or with another partition. Stopping criteria normally employed are: only one cycle of k clusters; a time limit, or a specified number of subproblems without improvement in the objective function. Since the method does not account for dual information there are no means to compute a gap for the solution. Despite this, the results of [23] showed that BCD reaches sub-optimal but still good solutions in significantly less time than branch-and-cut schemes. The algorithm is summarized in Figure 4 .
Experience with BCD has shown that, in general, the performance of the method improves as the number of blocks decreases, and two blocks seems to be the best choice. Notice that one block would lead the method to a plain branch-and-cut, which might be computationally prohibitive. It has been observed that many tables are (sub-optimally) protected through manipulation of half 8 Set inner iteration counter: i ← 0; divide y into k blocks: y = {y 1,i , . . . , y k,i }
5.
while i < k do 6. Solve (3) with respect to block y i,i fixing y j,i for j i: obtain (y i,i ) * 7.
end while 10. t ← t + 1 11. end while 12. Return the best solution found Many tests indicate that rebuilding the partition of blocks at each iteration is clearly preferable to keep some pre-determined division. Actually, the best performances are obtained with a random division of the binary variables into blocks; this is the main strategy considered.
A disadvantage of BCD is the need to find a feasible initial assignment of directions to start the process (step 2 of algorithm of Figure 4 ), which may be in itself a difficult problem for large CTA instances. The heuristic approach considered in [23] , which relies on the Boolean Satisfiability problem, only focuses on the constraints, and then it may provide poor quality solutions. Since FR solutions take into account the objective function, we can use them as a good warm start to BCD. This approach, named FR+BCD, will be computationally tested and seen as a very efficient option in Subsection 4.3.
Computational results
The FR and FR+BCD heuristics for CTA have been coded in C++, using the state-of-the-art CPLEX 12.5 branch-and-cut solver for the solution of subproblems (4). FR and FR+BCD were compared with the direct solution of (3) through plain CPLEX branch-and-cut, which will be referred as BC.
All the runs were carried out on a Dell PowerEdge 6950 server with four dual core AMD Opteron 8222 3.0 GHZ processors (without exploitation of parallelism capabilities) and 64 GB of RAM. Default values were used for the CPLEX parameters, unless explicitly stated. For the computational tests we considered a set of real-world general and synthetic 1H2D tables. Realworld general tables are standard instances used in the literature [5] . It is worth noting that some real-world instances were not included in this set since they are too difficult for both heuristic and exact MILP approaches-no feasible solution was obtained within the time limit. Synthetic instances were obtained with a generator of 1H2D tables. This generator is governed by several parameters, as, for instance, the number of rows in a subtable; the number of columns per subtable; the depth of the hierarchical tree; the minimum and maximum number of rows with hierarchies for each subtable; and the probability for a cell to be marked as sensitive. The 1H2D fixed all parameters, but three: the number of rows per subtable (r ∈ {40, 50}), the number of columns per subtable (c ∈ {50, 60}) and the percentage of sensitive cells (s ∈ {5, 15, 30}). We considered either symmetric and asymmetric instances, i.e., instances where u a i = l a i for all i ∈ N and u a i l a i for some i ∈ N, respectively. Asymmetric instances were obtained by considering u a i = a · l a i for all i ∈ N, where a ∈ {2, 5, 10} is the asymmetry parameter. For each combination of parameters we generated a sample of five instances varying the random generator seed. This amounted to 12 and 36 samples of five instances each one, for symmetric and asymmetric instances respectively. Although the asymmetry parameter slightly affects to the difficulty of the problem, both symmetric and asymmetric instances will be grouped by r, c and s to simplify the exposition. The reported computational results are thus averaged on five and 15 replications for symmetric and asymmetric tables, respectively. Table 1 reports the characteristics of each set of symmetric/asymmetric 1H2D instances: the average number of cells ("n"), the average number of sensitive cells ("s"), the average number of table relations ("m") and the average number of coefficients in linear constraints ("nz"). Hierarchical synthetic tables are identified by the particular combination of parameters, i.e., sym-r-c-s for symmetric instances and asym-r-c-s for asymmetric ones. Table 2 reports the same information for real-world tables, though in this case the dimensions are not averaged. The dimensions of the MILP problems (3) are 2n continuous variables, s binary variables, and m + 4s linear constraints.
Tuning the number of clusters in fix-and-relax
The performance of FR depends on the number of clusters k considered. We performed an empirical study of the effect of k on two particular metrics: the CPU time and the quality of the solutions provided by FR. This empirical analysis was done considering values k ∈ K = instance n s m nz  australia_ABS  24420  918  274  13224  bts4  36570  2260  36310  136912  cbs  11163  2467  244  22326  dale  16514  4923  405  33028  destatis  5940  621  1464  18180  hier13d4  18969  2188  47675  143953  hier13  2020  112  3313  11929  hier13x13x13a  2197  108  3549  11661  hier13x13x13b  2197  108  3549  11661  hier13x13x13c  2197  108  3549  11661  hier13x13x13d  2197  108  3549  11661  hier13x13x13e  2197  112  3549  11661  hier13x13x7d  1183  75  1443  5369  hier13x7x7d  637  50  525  2401  hier16  3564  224  5484  19996  hier16x16x16a  4096  224  5376  21504  hier16x16x16b  4096  224  5376  21504  hier16x16x16c  4096  224  5376  21504  hier16x16x16d  4096  224  5376  21504  hier16x16x16e  4096  224  5376  21504  nine5d  10733  1661  17295  58135  osorio  10201  7  202  20402  sbs2008_C  4212  1135  2580  13806  sbs2008_E  1430  382  991  4680  table1  1584  146  510  4752  table3  4992  517  2464  19968  table4  4992  517  2464  19968  table5  4992  517  2464  19968  table6  1584  146  510  4752  table7  624  17  230  1872  table8  1271  3  72  2542  targus  162  13  63  360  toy3dsarah  2890  376  1649  9690  two5in6  5681  720  9629  34310   Table 2 : Characteristics of real instances.
{3, 5, 7, 10, 20, 30, 40, 50}, and using a subset of asymmetric 1H2D instances. For each combination of parameters r-c-s we considered a sample of three instances. Each instance was solved |K| times, randomly partitioning the set S of sensitive cells into k ∈ K subsets. The stopping criterion for all the runs, i.e., subproblems (4), was a 5% optimality gap, which is computed by CPLEX as (UB − LB)/(|UB| + 10 −10 ), where UB is the best integer solution (upper bound) and LB is the best achievable value from the current branch-and-cut tree (lower bound). Figure 5 reports the CPU time (in seconds, averaged for the three instances of each sample) used by FR for the different k ∈ K number of clusters. Clearly, the CPU time increases with k, and the heuristic becomes prohibitive if the number of clusters is large.
The second metric, the quality of the solutions, was evaluated using the performance profile proposed in [14] . Quality was measured as the value of the objective function (thus, the lower, the better). Let Q tk be the quality of the solution of instance t solved by FR with k clusters. Note that Q tk for CTA is always strictly positive. The performance ratio is thus defined as
i.e., the ratio between the quality of the solution obtained when instance t is solved by FR with k clusters over the strategy with the best (minimum) performance for this instance. The (cumula-
where T is the set of instances. Figure 6 shows the performance profiles for the different k ∈ K. P k (q) = 1 means FR with k clusters is able to solve all the instances within a factor q of the best possible ratio. In our case k = 3 is the first strategy to converge to 1 for q ≈ 1.45 (i.e., FR with 3 blocks solves all the instances within a factor ≈ 1.45 of the best ratio). It can also be observed that k = 3 provides the highest quality for 80% of the instances (P 3 (1) ≈ 0.8).
Comparison between fix-and-relax and plain branch-and-cut
From the discussion of previous Subsection, k = 3 was set for FR. An optimality gap of 5% was considered for all the optimization problems, either (3) or FR subproblems (4). The time limit was set to two hours for both 1H2D and real-world instances. Note that FR subproblems are also solved by CPLEX branch-and-cut; therefore the comparison is between whether using or not the FR scheme. We will refer to these two variants as FR and BC. Tables 3 and 4 report an exhaustive comparison between FR and BC for synthetic 1H2D and real-world instances, respectively. These tables report the FR CPU time (columns "T FR "); the primal gap of the solution reported by FR (columns "GAP FR %"); the primal gap of the solution reported by BC after T FR seconds of CPU time (columns "GAP BC %"), i.e., using the same time than FR; the difference between both primal gaps (columns "∆(BC, FR)"); the primal gap and CPU time needed by BC to compute a better solution than the feasible solution found by FR (columns "GAP † (x,y) BC could not find a solution in y of the overall number of replications within T FR seconds;
x is the average value for the remaining successful runs. ‡ (z,w) BC could not improve the FR solution in w of the overall number of replications within the time limit; z is the average value for the remaining successful runs. Table 3 it can be concluded that FR is more efficient than BC for fast good feasible solutions of 1H2D tables. In several runs (marked with ‡) BC could not find a better solution than FR within the time limit. It is worth noting that for all the 1H2D instances FR provided solutions with gaps below 6%. For the real-world general instances of Table 4 the situation is slightly different. These instances are not guaranteed to have a hierarchical structure, and this may explain why FR is not as competitive as for 1H2D tables. FR provided a better gap than BC within the same CPU time in 17 of the 34 instances, and both FR and BC provided the same gap in six adittional cases. In six of these cases BC could not improve the FR solution within the two hours time limit. In the remaining instances BC outperformed FR.
Comparison between fix-and-relax with block coordinate descent and plain branch-and-cut
As mentioned in section 3.2, since FR can provide good feasible solutions faster in average than BC, BCD was warm started with the FR solution. This hybrid approach was named FR+BCD.
The BCD algorithm performed in all cases a loop with two clusters, each one with a half of the sensitive cells, partitioned at random. At exit, the CPU computation time and the objective function value were saved. This CPU time was added to the FR CPU time and compared to the CPU time used by BC. We also took into account whether the sensitive cells had been correctly protected in the final solutions, since accuracy errors might be present in some instances, making actually infeasible the protected table. This accuracy errors are due to the big-M constraints z + i ≤ u z i y i and z (3) and (4) Sixty-one tables improved the objective function after the BCD stage, and the others remained in the same value (not necessarily in the same solution). The median change in the objective function with respect to the value attained by FR was 3%, with a maximum of 10%. Improving the solution requires also more time: 54.6% of FR time, instead of 37% for the tables not improved. We observed a higher rate of success among the tables with high density of sensitive cells: an odd of 33 versus 47 for tables with 30% of sensitive cells, compared to 28 versus 132 for tables with 15% or lower proportion. The table size or the asymmetry degree in the protection levels were not related to improvement in the objective function. Table 5 summarizes the results with 1H2D instances for two factors: solution times (in rows) and objective function values (in columns) between BC and FR+BCD. The two categories for each factor are either FR+BCD outperfomed BC ("FR+BCD < BC", i.e., less CPU time or a lower objective function value) or the opposite ("FR+BCD > BC"). Each of the four cells shows the number of instances ("N"), and some statistics (mean, standard deviation, maximum) about the change in both factors: ∆ F is the percentage change in the objective function, ∆ T is the absolute change in the time. Comparing left versus right columns, we can see small differences between the percentage changes in objective function values (they range from −4.23% to 7.26%). However, comparing above versus below rows, we can see large differences with respect to solution times: 1564 and 883 seconds in favor of FR+BCD (177 cases) against 146 and 49 seconds (63 cases) in favor of BC.
For the real-world tables, FR+BCD got better solutions than FR in 18 instances after a BCD cycle, whereas it did not improve the FR objective function in 16 cases. Table 6 reports the results obtained. Columns "F . " and "T . " provide, respectively, the objective function and CPU solution times for each method, BC, FR and FR+BCD or BCD. Column "∆(F FR , F FR+BCD )" provides the relative change (as a percentage) in the objective function between the FR and FR+BCD solutions. The rows are ordered by ∆ (F FR , F FR+BCD ) because the solution reached by FR was actually not feasible, due to slight deviations in some sensitive cells beyond their protection levels, but undetectable with the (already tight) infeasibility tolerance in use by the solver (cf. big-M issue discussed above). In general, FR already provided a good solution for instances which could not be improved by BCD; this FR solution was close to the one obtained by BC, but it was computed faster. On the other hand, it is remarkable that most of the instances where the BCD cycle could improve the solution were difficult for the BC scheme, which used to exhaust the time limit. Table 7 summarizes the results for the real-world instances with respect to CPU time and objective function values. The structure of this table is similar to that of Table 5 , but with an additional central column. This central column corresponds to instances without relevant differences in the objective function value (i.e., (F FR+BCD − F BC )/F BC less than 5%). Each cell of Table 7 reports the number and names of its instances. The first row includes the instances that were solved faster with FR+BCD than with BC, and the instances that could not be solved in the 2-hour time limit by BC, but they could by FR+BCD. Moreover, some instances were not suitably protected: bts4, dale, table1, table3, table4, table5, table6 and table7 present some sensitive cells unprotected in the BC solution; dale, table5 and table6 had the same problem with FR, and BCD was in trouble as well with bts4 and table6: in general, FR+BCD dealt better than BC with these difficult instances.
17 Nine tables were solved faster with the pure BC scheme, but it is worth noting that only two (sbs2008_C and hier13x13x13e) can be considered as challenging, since they needed more than one minute to be solved, whereas four (osorio, table7, table8 and targus) have few sensitive cells and could be solved very quickly by both FR+BCD and BC.
To sum up, Table 7 shows that the combination FR+BCD is competitive with BC in the solution's quality, and, in addition, it protects the table in significantly less time.
Comparison between fix-and-relax and other heuristics
Current state-of-the-art MILP solvers can be turned into heuristic approaches by tuning some of their pre-build heuristics. For a fair comparison, FR is tested in this section against feasibility pump (FP), relaxation induced neighborhod search (RINS), and FR+BC (warm starting CPLEX from the FR solution) with and without polishing.
Fix-and-relax and feasibility pump heuristics
FP [17] is considered an efficient heuristic for the fast computation of hopefully good initial feasible solutions to MILPs. We used the objective feasibility pump (oFP) [1] , which is more efficient than FP in terms of quality of the solution and the analytic center feasibility pump (AC-FP) [2] , which was introduced as a good alternative in some MILP instances (either in time or quality of the solution). Table 8 shows a comparison between FR and these FP variants for real instances. It reports the primal gap of the FR and FP solutions (columns "GAP FR %" and "GAP FP %", respectively), the CPU time required by FR and FP to compute the feasible solution (columns "T FR " and "T FP ", respectively), and the difference between both methods in CPU times and gaps (columns "∆(T FP , T FR )" and "∆(FP, FR)", respectively). We ran both oFP and AC-FP. Table 8 only shows the result of the best FP variant, i.e., the one that provides the lowest gap, and in case of equal gaps, the fastest one. The best FP variant is clearly marked in the It is clearly seen that FR outperformed FP for CTA in terms of quality of the solution. In most cases, FR provided a better gap than FP by a big difference. Only in three instances FP was better. FP reached the time limit without a feasible solution in two instances. However, FP is in general faster than FR in order to find a feasible solution. It can be concluded that, for the CTA problem, FR instead of FP should be used for finding good feasible solutions within a reasonable short time.
Fix-and-relax and RINS and local branching heuristics
RINS [12] is a heuristic that explores a neighborhood of the current incumbent solution and the continuous relaxation at a node h of the BC tree to try to find a new and improved incumbent. CPLEX BC incorporates RINS, allowing the user to control how often to apply the heuristic through a frequency parameter f . A value f > 0 means that RINS is applied at nodes h = 0, f, 2 f, ... while for f = 0 CPLEX automatically decides when to apply the heuristic. The results of Table 4 were obtained with f = 0; as it was shown in that table, FR outperformed BC in a considerable percentage of real-world instances. Table 9 adds a comparison between FR and BC with f = 50. The meaning of columns is the same as in Table 4 . The value of f , either 0 or 50, is reported in the new column RINS f . We only considered the subset of real-world Table 9 : Comparison between FR and BC with frequency RINS f equal to 0 and 50 for some real-world instances instances whose BC tree had more than 50 nodes. From Table 9 it can be concluded that FR still outperforms BC with the RINS heuristic using f = 50.
We additionally tried RINS frequencies f ∈ {100, 150, 200}, obtaining exactly the same results (they are thus omitted in Table 9 ). As stated above, CPLEX always applies the RINS heuristic at node 0 for any f > 0. We noted that, since RINS is an expensive heuristic, it exhausted most of the allowed time (that of the FR heuristic) at node 0, making irrelevant the particular value of f . Therefore, at least for this particular application, RINS f = 0 seems to be the best choice. Indeed, we noted that when f = 0 CPLEX does not apply RINS to node 0 in many instances.
The local branching (LBr) heuristic also explores the neighborhood of an incumbent solution, but by adding constraints based on the number of binary variables flipping their values with respect the incumbent [18] . Running CPLEX with the LBr heuristic, and setting as time limit the CPU time of FR, we only observed differences with RINS f = 0 for five instances of 6.31 −2.77 0 † (x,y) a solution within 1% optimality gap could not be found in y of the overall number of replications within the time limit of 3600 seconds;
x is the average CPU time for the remaining successful runs. ‡ (z,w) no feasible solution was found in w of the overall number of replications within the time limit of 3600 seconds; z is the average gap for the remaining runs. Table 10 : Using the fix-and-relax solution to warm start CPLEX branch-and-cut 4.5. Using fix-and-relax to warm start branch-and-cut Table 10 shows the results obtained with FR+BC (i.e., warm starting BC with the FR solution) on 1H2D tables. The table reports the CPU computation time and gap (as a percentage) of the FR solution (columns "T FR " and "GAP FR %"). The same information is provided for the FR+BC solution using a 1% optimality gap (columns "T FR+BC " and GAP FR+BC %); and for CPLEX BC without starting point with the same 1% optimality gap (columns T BC and GAP BC %). Columns ∆(FR + BC, BC) and ∆(T FR+BC , T BC ) give the difference in gap and CPU time between the FR+BC and BC solutions. A time limit of one hour was considered for these runs. Some FR+BC or BC executions were unable to find a solution of 1% optimality gap within this time limit; these are clearly marked in Table 10 . BC could not find a feasible solution within the time limit for three instances, which are also clearly marked in the table. In those situations the average gap reported in Table 10 may be greater than 1%.
FR+BC provided a lower gap than BC in 12 of 24 cases. In addition, in six of these 12 cases the CPU time of FR+BC was inferior. These six successful FR+BC executions are marked in boldface in Table 10 . These results are not entirely satisfactory, since it could be expected that providing a good incumbent from the beginning would significantly reduce the computational burden for all the instances, by pruning portions of the search space. In fact, we found reported similar experiences. In http://www2.isye.gatech.edu/~rcarvajal3/2012/2012-12-24_effect-of-informatio the author presents an experiment with instances from MIPLIB 2010 [28] where providing the optimal solution as a warm start can actually be harmful for the performance of the solver.
We also applied the CPLEX polishing heuristic to the FR starting point. This heuristic, which can be very time consuming, tries to exploit an initial feasible solution provided to BC by 21
solving an alternative branch-and-cut. We ran FR+BC with and withoug polishing. Activating the polishing the gap was improved in 92% of the executions; however the average gap reduction was 0.4%. On the other hand, in 83% of the executions the polishing significantly increased the CPU time: an average increment of 59%. In the remaining 17% of executions the CPU time was reduced, in average, a 18%. From these figures, it can be concluded that the polishing is in general very time consuming for CTA, and it is not worth the gap reduction provided.
Conclusions
FR, either alone or in combination with other heuristics such as BCD, has shown to be an efficient approach for the difficult MILP CTA problem. Initially developed for scheduling problems that can be partitioned into stages, FR has also been successfully applied to a class of hierarchical tables named 1H2D. For these tables, it was competitive against BC, and FP or RINS heuristics. For general real-world tables, FR and FR+BCD outperformed BC in 73% of the instances tested. Promising results were also obtained in a reduced set of instances by warm starting BC with the FR solution.
Quick tools to provide fast solutions to CTA are a necessity because of the increasing ability of NSAs to create more complex and huge tables from collected data. FR is thus an step in this direction. Combining FR with other heuristics, or embedding FR in exact approaches, like Benders reformulation, is part of the further work to be done in this field.
