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Abstract
In this paper, we present the definitions of generalized e-concave operators and generalized e-convex op-
erators, which are the generalizations of e-concave operators and e-convex operators, respectively. Without
compactness or continuity assumption of generalized e-concave operators and generalized e-convex oper-
ators, we have proved the existence, uniqueness and monotone iterative techniques of their fixed points.
Our results are even new to e-concave operators and e-convex operators. Finally, we apply the results to the
singular boundary value problems for second order differential equations.
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1. Introduction
[1] states the definitions and properties of e-concave operators and e-convex operators which
have been investigated by Guo and Lakshmikantham in [2]. More research can be found in [3].
In this paper, we present the definitions of generalized e-concave operators and generalized
e-convex operators, which are the generalizations of e-concave operators and e-convex operators,
respectively. Without compactness or continuity assumption of generalized e-concave operators
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iterative techniques of their fixed points. As corollaries, we also obtain the existence of fixed
points of e-concave operators and e-convex operators. Finally, we apply the results to the singular
boundary value problems for second order differential equations, which improved the previous
results.
Let E be a real Banach space, P be a cone of E and “” be the partial ordering defined by P ,
e ∈ P − {θ} and
Ce = {x ∈ E | there exist positive numbers α,β such that αe x  βe}.
Set
Ee = {x ∈ E | there exists λ > 0 such that −λe x  λe},
and
‖x‖e = inf{λ > 0 | −λe x  λe}, ∀x ∈ Ee.
It is easy to see that Ee becomes a normed linear space under the norm ‖.‖e. ‖.‖e is called the
e-norm of the element x ∈ Ee.
Recall that cone P is said to be normal if there exists a positive constant N such that θ  x  y
implies ‖x‖N‖y‖, the smallest N is called the normal constant of P .
Definition 1.1. Let A :P → P be an operator and e > θ . Suppose that
(i) Ae ∈ Ce,
(ii) there exists a real number η = η(x, t) > 0 such that
A(tx) t (1 + η)Ax, ∀x ∈ Ce, 0 < t < 1. (1.1)
Then A is called a generalized e-concave operator.
Similarly, if in the above definition, we replace (ii) by the following
(ii)′ A(tx)
(
t (1 + η))−1Ax, ∀x ∈ Ce, 0 < t < 1, (1.2)
then A is called a generalized e-convex operator.
Remark 1.1. (1.1) implies
A(λx) λ
[
1 + η
(
λx,
1
λ
)]−1
Ax, ∀x ∈ Ce, λ > 1; (1.3)
and (1.2) implies
A(λx) λ−1
[
1 + η
(
λx,
1
λ
)]
Ax, ∀x ∈ Ce, λ > 1. (1.4)
Conversely, (1.3) implies (1.1) and (1.4) implies (1.2).
Remark 1.2. If we replace the condition (i) in Definition 1.1 by the following
(i)′ for any x ∈ P − {θ}, Ax ∈ Ce,
then A is called an e-concave operator. Obviously, an e-concave operator is a generalized e-con-
cave operator.
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e(t) = t, a(t) =
{
1 − 2t, [0,1/2),
0, [1/2,1]; u1(t) =
{
0, [0,1/2),
2t − 1, [1/2,1];
k1(t, s) =
{
t, t  s,
s, t > s; Au(t) =
1∫
0
k1(t, s)a(s)
(
u(s)
)α
dt, ∀u ∈ P.
Clearly,
Ae(t) e(t)
1∫
0
sa(s)
(
e(s)
)α
ds, Ae(t) e(t)
1∫
0
a(s)
(
e(s)
)α
dt,
that is, Ae ∈ Ce . It is easy to show that (ii) holds, then A is a generalized e-concave operator. But
A is not an e-concave operator since u1(t) ∈ P − {θ}, Au1(t) ≡ θ /∈ Ce.
For convenience, let us list the following assumptions of η(x, t):
(H1) infx∈Ce η(x, t) > 0.
(H2) For all t ∈ (0,1), η(x, t) is nonincreasing with respect to x ∈ Ce and there exists ω0 ∈ Ce
such that Aω0  ω0.
(H3) For all t ∈ (0,1), η(x, t) is nondecreasing with respect to x ∈ Ce and there exists v0 ∈ Ce
such that v0 Av0.
(H4) For all t ∈ (0,1), η(x, t) is nondecreasing with respect to x ∈ Ce and there exists x0 ∈ Ce
such that limt→0+ η(x0, t) = +∞.
(H5) For all t ∈ (0,1), η(x, t) is monotone with respect to x ∈ Ce, Aθ > θ , A2θ  0Aθ (where
0 > 0).
The following theorems are our main results in this paper.
Theorem 1.1. Let A :P → P be a generalized e-concave and operator and A is increasing. Then
(i) A has at most one fixed point in Ce;
(ii) Suppose P is a normal cone of E and one of the conditions (H1)–(H4) is satisfied. Then A
has a fixed point in Ce;
(iii) If A has a positive fixed point x∗ ∈ Ce, then constructing successively the sequence
xn = Axn−1 (n = 1,2, . . .),
for any initial x0 ∈ Ce, we have
‖xn − x∗‖e → 0 (n → ∞); (1.5)
(iv) If A has a positive fixed point x∗ ∈ Ce , then max{x¯} = x∗ = min{y¯}, where
x¯ Ax¯, Ay¯  y¯, x¯, y¯ ∈ Ce. (1.6)
Theorem 1.2. Let operator A :P → P be a generalized e-convex operator and A be decreasing.
Then
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(ii) Suppose P is a normal cone of E and one of the conditions (H1), (H4) and (H5) is satisfied.
Then A has a fixed point in Ce;
(iii) If A has a positive fixed point x∗ ∈ Ce, then, constructing successively the sequence
xn = Axn−1 (n = 1,2, . . .),
for any initial x0 ∈ Ce, we have
‖xn − x∗‖e → 0 (n → ∞). (1.7)
2. Proof of Theorem 1.1
2.1. Proof of (i)
Suppose that θ < x1, x2 ∈ Ce are two fixed points of A. Then there exist positive numbers
α1, α2, β1, β2 such that
α1e x1  β1e, α2e x2  β2e. (2.1)
By (2.1) we see
x1 = Ax1  α1e = α1
β2
β2e
α1
β2
Ax2 = α1
β2
x2.
Let
t0 = sup{t > 0: x1  tx2}.
We see that 0 < t0 < +∞. Now we prove t0  1. In fact, if 0 < t0 < 1, then by (1.1) there exists
η0 > 0 such that
x1 = Ax1 A(t0x2)
(
1 + η(x2, t0)
)
t0Ax2 =
(
1 + η(x2, t0)
)
t0x2,
which contradicts the definition of t0. Hence t0  1 and so x1  x2. In the same way, we can
prove x2  x1. Thus, x2 = x1.
2.2. Proof of (ii)
When (H1) is satisfied, set ξ(t) = infx∈Ce η(x, t), 1 > t0 > 0 such that
t0eAe (t0)−1e.
Then there exists a real number k0 ∈ N sufficiently large, such that (1 + ξ(t0))k0  1/t0.
Let
v0 = tk00 e, w0 = t−k00 e, vn = Avn−1, wn = Awn−1, n = 1,2, . . . . (2.2)
Then v0,w0 ∈ Ce, v0 w0, v0 = t2k00 w0 and
v1 = A
(
t
k0
0 e
)
 t0
(
1 + ξ(t0)
)
A
(
t
k0−1
0 e
)
 · · · tk00
(
1 + ξ(t0)
)k0Ae v0, (2.3)
w1 = A
(
t
−k0
0 e
)
 t−10
(
1 + η(t−k00 e, t0))−1A(t−k0+10 e) · · ·
 t−k0
(
1 + ξ(t0)
)−k0Aew0. (2.4)0
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v0  v1  · · · vn  · · ·wn  · · ·w1 w0. (2.5)
By the definition of v0 and w0, we can see
vn  v0  t2k00 wn, n = 1,2, . . . . (2.6)
Set
rn = sup{r > 0 | vn  rwn}, n = 1,2, . . . , (2.7)
then
vn  rnwn, n = 0,1,2, . . . , (2.8)
and
0 < t2k00  r1  r2  · · · rn  · · · 1. (2.9)
We can prove
lim
n→+∞ rn = 1. (2.10)
If otherwise, limn→+∞ rn = a < 1. Then from the definition of A and (2.8), we have
vn+1 A(rnwn)
rn
a
A(awn) rn
(
1 + ξ(a))Awn = rn(1 + ξ(a))wn+1, n = 1,2, . . . ,
(2.11)
which in turn yields
rn+1  rn
(
1 + ξ(a)) r1(1 + ξ(a))n, (2.12)
in contradiction with (2.9). Thus, (2.10) holds.
It follows from (2.5) and (2.8)
θ  vn+k − vn wn − vn  (1 − rn)w0, n = 1,2, . . . , (2.13)
and therefore, by the normality of P we have ‖vn+k − vn‖  N(1 − rn)‖w0‖, where N is the
normal constant of P . Hence vn converges to some v∗ ∈ Ce . In the same way, we can prove that
wn → w∗ ∈ Ce. By (2.5), we see
vn  v∗ w∗ wn (n = 0,1,2, . . .), (2.14)
and so
vn+1 = Avn Av∗ Aw∗ Awn = wn+1.
Taking limit n → ∞, we get
v∗ Av∗ Aw∗ w∗. (2.15)
Now, from (2.13) and (2.15), we obtain
θ w∗ − v∗ wn − vn  (1 − rn)w0,
which implies v∗ = w∗. Hence by (2.15),
v∗ = Av∗ = Aw∗ = w∗.
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When (H2) is satisfied, choose 0 < t0 < 1, k0 ∈ N such that
t0eAe (t0)−1e, tk00 ew0  (t0)
−1e,
(
1 + η(e, t0)
)k0  1
t0
.
Let
v0 = tk00 e, vn = Avn−1, wn = Awn−1, n = 1,2, . . . . (2.16)
Then v0 ∈ Ce, v0  w0 and tk0−10 e  tk0−20 e  t0e  e. Since η(x, t) is monotone decreasing
with respect to x, we know that
η
(
t
k0−1
0 e, t0
)
 η
(
t
k0−2
0 e, t0
)
 · · · η(t0e, t0) η(e, t0),
v1 = A
(
t
k0
0 e
)
 t0
(
1 + η(tk0−10 e, t0))A(tk0−10 e)

(
1 + η(tk0−10 e, t0))(1 + η(tk0−20 e, t0))t20A(tk0−20 e)
 · · · (1 + η(e, t0))k0 tk00 Ae v0. (2.17)
Hence (2.5) holds. Let rn be defined by (2.7), then
vn  v0 = tk00 e tk0+10 w0  tk0+10 wn, n = 1,2, . . . . (2.18)
We can prove
lim
n→+∞ rn = 1.
If otherwise, limn→+∞ rn = a < 1. Then from the definition of A and (2.8), we have
vn+1 
rn
a
A(awn) rn
(
1 + η(wn, a)
)
Awn  rn
(
1 + η(w0, a)
)
wn+1, n = 1,2, . . . ,
(2.19)
which in turn yields
rn+1  rn
(
1 + η(w0, a)
)
 r1
(
1 + η(w0, a)
)n
. (2.20)
Replace (2.2), (2.3), (2.6), (2.11), (2.12) by (2.16), (2.17), (2.18), (2.19), (2.20), respectively, we
will accomplish the proof.
When (H3) is satisfied, choose 0 < t0 < 1, k0 ∈ N such that
t0eAe t−10 e, t
−k0
0 e v0  t0e,
(
1 + η(e, t0)
)k0  1
t0
.
Set
w0 = t−k00 e, vn = Avn−1, wn = Awn−1, n = 1,2, . . . . (2.21)
Then w0 ∈ Ce, v0 w0 and
t
−k0
0 e t
−k0+1
0 e t
−k0+2
0 e · · · t−10 e e.
Since η(x, t) is monotone increasing on x, we have
η
(
t
−k0
0 e, t0
)
 η
(
t
−k0+1
0 e, t0
)
 η
(
t
−k0+2
0 e, t0
)
 · · · η(t−10 e, t0) η(e, t0),
w1 = A
(
t−10 t
−k0+1
0 e
)
 t−10
(
1 + η(t−k00 e, t0))−1A(t−k0+10 e)

(
1 + η(t−k0+10 e, t0))−1(1 + η(t−k0+20 e, t0))−1t−20 A(t−k0+20 e)
 · · · (1 + η(e, t0))−k0 t−k0Aew0. (2.22)0
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vn  v0 = tk00 e tk0+10 w0  tk0+10 wn, n = 1,2, . . . . (2.23)
We can prove
lim
n→+∞ rn = 1.
If otherwise, limn→+∞ rn = a < 1. Then from the definition of A and (2.8), we have
vn+1 
rn
a
A(awn) rn
(
1 + η(wn, a)
)
Awn  rn
(
1 + η(v0, a)
)
wn+1, n = 1,2, . . . ,
(2.24)
which in turn yields
rn+1  rn
(
1 + η(v0, a)
)
 r1
(
1 + η(v0, a)
)n
. (2.25)
Replace (2.2), (2.3), (2.6), (2.11), (2.12) by (2.21), (2.22), (2.23), (2.24), (2.25), respectively, we
will fulfill the proof.
When (H4) is satisfied, from limt→0+ η(x0, t) = +∞ we know that there exist real numbers
0 < t0 < 1 < s0 such that
1
1 + η(x0, t0)x0 Ax0 
(
1 + η
(
x0,
1
s0
))
x0. (2.26)
Set v0 = t0x0, w0 = s0x0, then v0 = t0s−10 w0. By (1.1), (1.3), (2.26) we have Av0  v0, and
Aw0 = A(s0x0) s0
(
1 + η
(
s0x0,
1
s0
))−1
Ax0
 s0
(
1 + η
(
x0,
1
s0
))−1
Ax0 w0. (2.27)
By using the same way in (H2) or (H3), we will complete the proof.
2.3. Proof of (iii)
Choose positive number l0 < 1 such that
l
− 12
0 e x0  l
− 12
0 e, l
1
2
0 e x
∗  l−
1
2
0 e, (2.28)
and let
v0 = l0x∗, w0 = l−10 x∗, xn = Axn−1, vn = Avn−1,
wn = Awn−1, n = 1,2, . . . . (2.29)
Then
v1 = A(l0x∗) l0Ax∗ = v0, w1 = A
(
l−10 x
∗) l−10 Ax∗ = w0. (2.30)
By (2.29), (2.30), we have v0  x0 w0 and
v0  v1  · · · vn  · · · x∗  · · ·wn  · · ·w1 w0, (2.31)
v0  v1  · · · vn  · · · xn  · · ·wn  · · ·w1 w0, (2.32)
l20w0  v0 w0. (2.33)
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rnx
∗  vn, rnwn  x∗, n = 1,2, . . . , (2.34)
and
l0  r0  r1  · · · rn  1. (2.35)
If limn→∞ rn = r < 1 (r > l0), it follows from (2.29) and (2.34) that
vn+1 A(rnx∗)
rn
r
A(rx∗) rn
(
1 + η(x∗, r))Ax∗  rn(1 + η(x∗, r))x∗, (2.36)
wn+1 
r
rn
A
(
r−1x∗
)
 r−1n
(
1 + η(r−1x∗, r))−1Ax∗  r−1n (1 + η(r−1x∗, r))−1x∗.
(2.37)
By (2.35) and (2.36), we get
rn+1  rnd  r1dn, n = 1,2, . . . ,
where d = min{(1 + η(x∗, r)), (1 + η(r−1x∗, r))} > 1, which contradicts (2.35). Hence,
lim
n→∞ rn = 1. (2.38)
From (2.32) and (2.34), we find that
rnx
∗  vn  xn wn  r−1n x∗, (2.39)
(rn − 1)l
1
2
0 e xn − x∗ 
(
r−1n − 1
)
l
− 12
0 e. (2.40)
Consequently, (1.5) can be deduced from (2.40).
2.4. Proof of (iv)
Suppose (x¯, y¯) satisfies (1.6). Then there exists a real number α1 such that
α1e x∗  α−11 e, α1eAx¯  α
−1
1 e, α1eAy¯  α
−1
1 e,
therefore
y¯ Ay¯  α21x∗, x¯ Ax¯  α−21 x
∗. (2.41)
Set
t0 = sup{t > 0 | t x¯  x∗, tx∗  y¯},
then from (2.41) we know t0 > 0.
If t0 < 1, then
x¯ Ax¯ A
(
t−10 x
∗) t−10 (1 + η(t−10 x∗, t0))−1x∗,
y¯ Ay¯ A(t0x∗) t0
(
1 + η(x∗, t0)
)
x∗,
which contradicts the definition of t0, and so t0  1. Therefore, we have x¯  x∗  y¯. Clearly
x∗ satisfies (1.6) too, hence (iv) holds.
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3.1. Lemma and its proof
To prove Theorem 1.2, we need the following lemma.
Lemma 3.1. Suppose A is a decreasing generalized e-convex operator, and
(i) there exist v0,w0 ∈ Ce such that v0 Aw0,Av0 w0 and v0 w0,
(ii) infv0xw0 η(x, t) > 0, ∀0 < t < 1.
Then A has a fixed point in Ce.
Proof. It is easy to see that A2 :P → P is an increasing operator. Taking 0 < t0 < 1 such that
t0eAe t−10 e, (3.1)
by (1.2), (1.4) and (3.1) we have
t20
(
1 + η(t−10 e, t0))eA(t−10 e)A2eA(t0e) t−20 (1 + η(e, t0)−1)e.
That is, A2e ∈ Ce.
On the other hand, by (1.2), (1.4) we see
A2(tx)A
[(
t
(
1 + η(t, x)))−1Ax]
 t
(
1 + η(t, x))[1 + η((t(1 + η(t, x)))−1Ax, t(1 + η(t, x)))]A2x
= t(1 + η1(x, t))A2x, ∀0 < t < 1,
where
η1(x, t) = η(x, t) + η
((
t
(
1 + η(t, x)))−1Ax, t(1 + η(t, x)))
+ η(x, t)η((t(1 + η(t, x)))−1Ax, t(1 + η(t, x))).
Consequently, A2 is a generalized e-concave operator.
By the condition (i) and the decreasing property of A, we have w0 Av0 A2w0 A2v0 
Aw0  v0. That is, v0  A2v0,A2w0  w0. Clearly, infv0xw0 η1(x, t)  infv0xw0 η(x, t).
Hence, by using the same way in Theorem 1.1, we know A2 has exactly one fixed point in Ce
and so A. 
3.2. Proof of Theorem 1.2
(i) From Lemma 3.1 we see that A2 is a generalized e-concave increasing operator. Using
Theorem 1.1, A2 has at most one fixed point, and so A.
(ii) Suppose (H1) is satisfied, choose 0 < t0 < 1, k0 ∈ N such that
t0eAe t−10 e,
(
1 + ξ(t0)
)−k0 < t0, (3.2)
where ξ(t0) = infx∈Ce η(x, t0).
Set v0 = tk00 e, w0 = t−k00 e, then v0,w0 ∈ Ce, v0 = t2k00 w0 w0. By (1.2), (1.4) and (3.2), we
know
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(
t
k0
0 e
)
 t−10
(
1 + ξ(t0)
)−1
A
(
t
k0−1
0 e
)
 t−20
(
1 + ξ(t0)
)−2
A
(
t
k0−2
0 e
)
 · · · t−k00
(
1 + ξ(t0)
)−k0Aew0,
Aw0 = A
(
t
−k0
0 e
)
 t0
(
1 + ξ(t−k00 e, t0))A(t−k0+10 e) t20 (1 + ξ(t0))2A(t−k0+20 e)
 · · · tk00
(
1 + ξ(t0)
)k0Ae v0.
Evidently,
inf
v0xw0
η1(x, t) inf
x∈Ce
η(x, t).
Thus the conditions in Lemma 3.1 are satisfied, so A has a fixed point x∗ ∈ Ce.
Suppose that (H4) is satisfied, from limt→0+ η(x0, t) = +∞ we know that there exists a real
number 0 < t0 < 1 such that
1
1 + η(x0, t0)x0 Ax0 
(
1 + η(x0, t0)
)
x0. (3.3)
Set s0 = 1t0 , v0 = t0xo, w0 = s0x0, then v0 = t0(s0)−1w0 < w0. By (1.2), (1.4) and (3.3), we have
Av0 = A(t0x0)
(
t0
(
1 + η(x0, t0)
))−1
Ax0
= s0
(
1 + η(x0, t0)
)−1
Ax0  s0x0 = w0,
and
Aw0 = A(s0x0) t0
(
1 + η(s0x0, t0)
)
Ax0
 t0
(
1 + η(x0, t0)
)
Ax0  t0x0 = v0.
Clearly,
inf
v0xw0
η1(x, t) η(v0, t).
Hence, the conditions in Lemma 3.1 are satisfied, so A has a fixed point x∗ ∈ Ce.
Suppose that (H5) is satisfied. Let v0 = A2θ , w0 = e = Aθ , then Ae ∈ Ce, and v0  Aw0 
Av0 w0. Obviously,
inf
A2θxAθ
η(x, t) > 0.
By Lemma 3.1, we know that A has a fixed point x∗ ∈ Ce.
(iii) Assume x∗ is a fixed point of A, and it is also a fixed point of the generalized e-concave
operator A2. By using the conclusion (iii) in Theorem 1.1, we see
‖zn − x∗‖e → 0, n → ∞, ∀z0 ∈ Ce, (3.4)
where zn = A2nz0. Choosing z0 = x0, and z1 = Ax0 in (3.4), respectively, we obtain
‖x2n − x∗‖e → 0, ‖x2n+1 − x∗‖e → 0, n → ∞.
Hence,
‖xn − x∗‖e → 0, n → ∞.
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From the main results in this paper and the results in [2], we can obtain the following corol-
laries.
Corollary 4.1. Let A :P → P be an e-concave operator and A be increasing, P be a normal
cone of E. Suppose that one of the conditions (H1)–(H3) is satisfied. Then
(i) A has exactly one positive fixed point x∗;
(ii) There exist real numbers β > α > 0 such that αe x∗  βe;
(iii) Constructing successively the sequence
xn = Axn−1 (n = 1,2, . . .),
for any initial x0 > θ , we have
‖xn − x∗‖e → 0 (n → ∞).
Remark 4.1. Comparing with the main results in [5], we do not assume the existence of up-
per and low solutions, what is more, we do not require η(t, x) to be continuous, thus, they are
essentially different.
Corollary 4.2. Suppose that
(i) P is normal and operator A :P → P is decreasing and convex;
(ii) there exists a real number 0 > 12 , such that
Aθ > θ, A2θ  0A. (4.1)
Then A has exactly one positive fixed point x∗ > θ . Moreover, constructing successively sequence
xn = Axn−1 (n = 1,2, . . .),
for any initial x0 ∈ P , we have
‖xn − x∗‖ → 0 (n → ∞).
Proof. Clearly, for any 0 < t < 1, t2 + t−t2
0
 2t − t2 < 1.
Set
η(t) =
(
t2 + t − t
2
0
)−1
− 1,
then η(t) > 0 and (t (1 + η(t)))−1 = t + 1−t
0
. Since A is convex and (4.1) holds, then ∀θ <
x < Aθ we have
A(tx) tAx + (1 − t)Aθ  tAx + 1 − t
0
A2θ
 tAx + 1 − t
0
Ax = (t(1 + η(t)))−1Ax.
For this reason, A is a generalized e-convex operator. By Theorem 1.2, the conclusions hold. 
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u(0) = u′(1) = 0, (4.2)
where ai(t) (i = 0,1,2) is nonnegative continuous on I = [0,1].
Theorem 4.1. Suppose 0 < α < 1, mint∈[0,1]{a0(t)+a1(t)} > 0, then for any 0 < λ problem (4.2)
has exactly one nontrivial nonnegative solution φλ(t), which belongs to C2(I ) and satisfies
(1) αλx  φλ(t) βλx, where αλ,βλ are positive constants.
(2) When we successively construct the sequence of functions:
hλ0(t) = h0(t),
hλn+1(t) =
t∫
0
s
(
a0(s) + a1(s)
(
hλn(s)
)α + a2(s)(hλn(s)))ds
+ t
1∫
t
(
a0(s) + a1(s)
(
hλn(s)
)α + a2(s)(hλn(s)))ds, n = 0,1,2, . . . ,
(4.3)
for any initial function h0(t), which is continuous, nonnegative and not identical to zero
on I , then the sequence {hλn(t)} must uniformly converge to φλ(t) on 0 t  1.
Proof. It is well known that problem (4.2) (C2(I ) solution) is equivalent to the integral equation
u(t) = λ
1∫
0
k(t, s)
(
a0(s) + a1(s)
(
u(s)
)α + a2(s)u(s))ds (4.4)
(C(I) solution), where
k(t, s) =
{
t, if 0 t  s  1,
s, if 0 s  t  1.
Let
E = C(I), P = {x(t) ∣∣ x(t) ∈ E, x(t) 0},
e = t ∈ P − {0}, f (t, x) = a0(t) + a1(t)xα + a2(t)x,
Ax(t) =
1∫
0
k(t, s)f
(
s, x(s)
)
ds, ∀x(t) ∈ P − {θ}.
Clearly, P is a normal cone of E, A :P → P is an increasing operator, x∗(t) is a positive solution
of problem (4.2) if and only if x∗(t) is a fixed point of A.
Obviously, ∀x ∈ P − {θ},
Ax(t) =
1∫
k(t, s)f
(
s, x(s)
)
ds  e(t)
1∫
f
(
s, x(s)
)
ds. (4.5)0 0
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bers d1, l such that
f
(
t, x(t)
)
 d1, ∀t ∈ [c1, c2], (4.6)
c2∫
c1
k(t, s) ds  le(t).
Hence,
Ax(t)
c2∫
c1
k(t, s)f
(
s, x(s)
)
ds  ld1e(t).
Combing the above inequality with (4.5), we see Ax ∈ Ce.
Let τ = mint∈I {a0(t) + a1(t)}, a¯2 = maxt∈I (a2(t)), R = τa¯2 , x = maxt∈I x(t), Mx =
max{x¯,1}. It is easy to prove that a0(t) + a1(t)Ra2(t), and
a0(t) + a1(t)
(
x(t)
)α 
{
Ra2(t)x(t), if x¯  1,
R
x¯
a2(t)x(t), if x¯ > 1.
Hence, we have
a0(t) + a1(t)
(
x(t)
)α  R
R + Mx f
(
t, x(t)
)
,
1∫
0
k(t, s)
[
f
(
s, rx(s)
)− rf (s, x(s))]ds  R
R + Mx
(
rα − r)
1∫
0
k(t, s)f
(
s, x(s)
)
ds,
where 0 < r < 1, therefore
A(rx) r
[
1 + R
R + Mx
(
rα−1 − 1)
]
Ax.
Thus, A is an e-concave operator, moreover, η(x, t) = R
R+Mx (t
α−1 − 1) is monotone decreasing
on x, according to Corollary 4.1, we assert that the conclusions in Theorem 4.1 hold. 
Remark 4.2. Compared with Theorem 4.1 in [4], a0, a1, are not necessarily constants, and what
is more, there is no restrictions on a2(t) and λ.
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