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THE GREENBERG FUNCTOR REVISITED
ALESSANDRA BERTAPELLE AND CRISTIAN D. GONZA´LEZ-AVILE´S
Abstract. We extend Greenberg’s original construction to arbitrary (in partic-
ular, non-reduced) schemes over (certain types of) local artinian rings. We then
establish a number of basic properties of the extended functor and determine, for
example, its behavior under Weil restriction. We also discuss a formal analog of
the functor.
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1. Introduction
The Greenberg functor, originally introduced in [Gre1], has played and contin-
ues to play an important role in arithmetic and algebraic geometry, most recently in
[BT, NS, NS2]. See also [SeCFT, Be´g, BLR, CGP, Lip]. Unfortunately, Greenberg’s
construction is difficult to understand since it uses, in part, a pre-Grothendieck lan-
guage to describe the key construction of Greenberg algebras [Gre1, §1]. In this paper
we revisit Greenberg’s construction using a modern scheme-theoretic language and
generalize it in various ways, removing in particular certain unnecessary reduced-
ness and finiteness conditions in [Gre1, Gre2]. Further, we establish a number of
refinements of known properties of the (classical) Greenberg functor and establish
new results. We also clarify the relation that exists between the Greenberg algebra
associated to a local artinian ring R (of a certain type) and the Greenberg module
associated to an ideal I of R. See Remark 3.19. The new insight thus gained led
us to a better understanding of the change of ring morphisms (9.9) and therefore
also of the change of level morphism (10.3). In addition, we describe the kernel of
the change of level morphism (10.3) for possibly non-smooth and non-commutative
group schemes. See Proposition 14.20. These morphisms (which play a role in cer-
tain important limit constructions) seem to have been previously discussed only in
the smooth and commutative case. Among the main results of this paper the reader
will find the complete determination of the behavior of the Greenberg functor under
Weil restriction. See Theorem 13.3 below. To our knowledge, only a very specific
instance of this result has appeared in print before (within the context of formal
geometry), namely [NS, Theorem 4.1].
We now describe the contents of the paper.
The extended preliminary Section 2 consists of eight subsections. Subsections
2.1 – 2.6 introduce notation and recall basic material on vector bundles, Witt vec-
tors, groups of components, the connected-e´tale sequence and formal schemes. In
subsection 2.7 we discuss the Weil restriction functor ResS ′/S and show in particular
that the hypotheses in the basic existence theorem [BLR, §7.6, Theorem 4, p. 194]
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can be weakened. We also record here the fundamental fact that the Weil restric-
tion of a scheme along a finite and locally free universal homeomorphism always
exists. Subsection 2.8 (which is relevant for Section 14) presents certain results on
the fpqc topology which we have been unable to find in the literature in the pre-
cise formulation in which we need them. Section 3 contains a general discussion
of Greenberg modules/algebras associated to finite Wm(k)-modules/algebras, where
m ≥ 1 and (the field) k is assumed to be perfect and of positive characteristic if
m > 1. Readers who are familiar with Greenberg’s original construction will have
noticed that this author encountered a number of technical difficulties that forced
him to replace, depending on the situation, a module variety with a homeomorphic
one. See Remark 3.19 for a full discussion of this issue. In this paper we correctly
identify the ideal subscheme (3.20) of the relevant Greenberg algebra that must be
chosen in order to circumvent all such technical difficulties. In Section 4 we spe-
cialize the discussion of Section 3 to truncated discrete valuation rings, using as
our starting point the careful presentation of Nicaise and Sebag in [NS, pp. 1591-
94]. Incidentally, these authors seem to have been the first to notice that a certain
formula involving Greenberg algebras which appears in [BLR, p. 276, line -18] is
incorrect (in Remark 7.17(d) we explain why the indicated error is inconsequential
when working with the tower of Greenberg algebras). Section 5 discusses Green-
berg algebras and ramification. In Section 6 we use the results of Section 4 and
a standard limit process to discuss Greenberg algebras of discrete valuation rings.
Section 7 introduces (at long last!) the Greenberg functor in the general setting of
this paper. The constructions of Section 7 are then specialized to truncated discrete
valuation rings in Section 8. Section 9 discusses the all-important change of rings
morphism, which specializes to the change of level morphism (10.3) of Section 10.
For example, we show that the morphism (10.3) associated to a scheme Z over a
truncated discrete valuation ring Rn is surjective if Z is formally smooth over Rn.
When Z is smooth and of finite type over Rn, this result was obtained by Greenberg
[Gre2, Corollary 2, p. 262] using a method which differs from the one used here.
Section 11 presents a number of basic results on the Greenberg functor, some of
which do not seem to have been noticed before. For example, we show that the
Greenberg functor preserves quasi-projective schemes (see Proposition 11.1). This
result is new in the unequal characteristics case (in the equal characteristic case the
Greenberg functor of level n coincides with the Weil restriction functor ResRn/k and
the corresponding result is a particular case of [CGP, Proposition A.5.8]). In Section
12 we extend Greenberg’s structure theorem [Gre2, p. 263], showing in particular
that (the original version of) the indicated result is unaffected by Greenberg’s occa-
sional replacement of certain Greenberg modules by homeomorphic group varieties.
Section 13 contains the already noted description of the behavior of the Greenberg
functor under Weil restriction. In Section 14 we describe the kernel of the change of
level morphism introduced in Section 10. In particular, we show in Example 14.22
that [Be´g, Lemma 4.1.1(2)] is false in general. In spite of the above, the main results
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of [Be´g] are fortunately valid, as we explain in Remark 15.9. In Section 15, relying
on [BGA], we discuss the perfect Greenberg functor. Section 16 contains informa-
tion on the Greenberg realization of a finite group scheme, which may not itself be
finite over k (see Remark 16.17(a)). We now note that Sebag, in his thesis [Seb,
§3] (see also [LS, §2.3] and [NS]), defined the Greenberg realization of a separated
formal scheme of topologically finite type. In Section 17 we extend his construction
to the larger category of adic formal schemes and determine the behavior of the new
functor under Weil restriction. In particular, we generalize [NS, Theorem 4.1]. The
constructions of Section 17 are then applied in Section 18 to study the Greenberg
realization of an R-scheme, where R is a complete discrete valuation ring. Section
19 studies the Greenberg realization of a flat, commutative and separated R-group
scheme F , where R is as above, using a smooth resolution of F when one exists
(this is the case if F is finite over R). Finally, Section 20 presents a generalization
of the equal characteristic case discussed previously in the text (where the relevant
ring may no longer be a discrete valuation ring).
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2. Preliminaries
2.1. Generalities. If x is a real number, ⌊x⌋ will denote the largest integer that is
less than or equal to x and ⌈x⌉ will denote the smallest integer that is larger than
or equal to x. Note that ⌈x⌉ ≥ 1 if x > 0.
All rings considered in this paper are commutative and unital (with unity 1). If
A is a ring and f ∈ A, Af will denote the localization of A with respect to the
multiplicative set {f r}r≥0, where f
0 = 1.
If X is an object of a category, the identity morphism of X will be denoted by
1X.
If X is a scheme, |X| will denote the underlying topological space of X . Further,
if X and Y are S-schemes, where S = SpecA is an affine scheme, then X×S Y will
be denoted by X×A Y .
If k is a field and X → Spec k is a finite morphism of schemes, then |X| is a finite
set [EGA, II, Corollary 6.1.7]. Thus, since X(k) may be identified with a subset of
|X| [EGA Inew , (3.5.5), p. 243], X(k) is also a finite set.
If S is the spectrum of a local ring with residue field k and X is an S-scheme, we
will write
Xs = X ×S Spec k
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for the special fiber of the structural morphism X → S. If f : X → Y is a morphism
of S-schemes, f ×S 1Spec k will be written fs : Xs → Ys.
Given a diagram of morphisms of schemes
T ′

X
f

T
g // S,
we will write X ×f,S,g T for the fiber product of f and g. When f and g are not
relevant in a particular discussion, we will write X ×S T for X ×f,S,g T . We will
make the identifications
T ×S S = S ×S T = T
X ×S T = T ×S X
(X ×S T )×T T
′ = X ×S T
′.
Note that, if f : X → Y is an S-morphism of schemes, then fT = f ×S 1T : XT → YT
is a T -morphism of schemes. If T = SpecB is affine, XT and fT will be denoted by
XB and fB, respectively.
Let X → T → S be a pair of morphisms of schemes. If Y is an S-scheme and
prY : Y ×S T → Y is the first projection then, by the universal property of the fiber
product, the map
(2.1) HomT (X, Y ×S T )
∼
→ HomS(X, Y ), g 7→ prY ◦ g,
is bijective.
Lemma 2.2. Let k be a perfect field of positive characteristic p, let A be a k-algebra
and let f ∈ A.
(i) If A = Ap, then Af = (Af)
p.
(ii) There exist a k-algebra B with B = Bp and Bf = (Bf )
p and injective homo-
morphisms of k-algebras A →֒ B and Af →֒ Bf .
Proof. If A = Ap and a/f n ∈ Af , choose b, g ∈ A such that b
p = a and gp = f .
Then (gn(p−1)b/f n)p = fn(p−1)a/fnp = a/f n, whence (i) follows. Now, by [Lip,
Lemma 0.1, p. 18], there exist a k-algebra B satisfying B = Bp (and therefore
also Bf = (Bf )
p, by (i)) and a faithfully flat ring homomorphism A → B. Since
the latter map is injective by [Mat, (4.C)(i), p. 28], to complete the proof of (ii)
it remains only to check that Af → Bf is injective. Since Af is flat over A, the
map A →֒ B induces an injection Af →֒ B ⊗AAf . Composing the latter map with
the isomorphism B ⊗A Af
∼
→ Bf of [AM, Proposition 3.5, p. 39], we deduce the
injectivity of Af → Bf . 
Following [BLR, p. 191], we will say that a morphism of schemes is finite and
locally free if it is finite, flat and of finite presentation. The class of finite and locally
free morphisms is stable under base change. A morphism of schemes S ′ → S is called
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a universal homeomorphism if, for every base change T → S, the induced morphism
S ′T → T is a homeomorphism. The class of universal homeomorphisms is stable un-
der base change. Further, by [EGA, IV4, Corollary 18.12.11], a morphism of schemes
is a universal homeomorphism if, and only if, it is integral, surjective and radicial.
In particular, a universal homeomorphism is affine. If k ′/k is a purely inseparable
extension of fields, the associated morphism of schemes Spec k ′ → Spec k is a univer-
sal homeomorphism. Recall now that a nilimmersion is a surjective immersion or,
equivalently, a closed immersion defined by a nilideal. Such a morphism is a homeo-
morphism. The class of nilimmersions is stable under base change. Consequently, a
nilimmersion is a universal homeomorphism. In particular, a nilpotent immersion,
i.e., a closed immersion defined by a nilpotent ideal, is a universal homeomorphism.
Lemma 2.3. Let k be a field and let B be a finite and local k-algebra with residue
field k ′. Assume that the associated field extension k ′/k is purely inseparable. Then
SpecB → Spec k is a finite and locally free universal homeomorphism.
Proof. The canonical morphism SpecB → Spec k is clearly finite and locally free
(i.e., finite and flat). Now observe that B is an artinian local ring (whence SpecB is
a one-point scheme) and k ′ is a finite extension of k by [AM, Corollary 7.10, p. 82,
and Exercise 3, p. 92]. Since k ′/k is purely inseparable, the composite morphism
Spec k ′ → SpecB → Spec k is a universal homeomorphism. Thus, since Spec k ′ →
SpecB is surjective, SpecB → Spec k is a universal homeomorphism as well by
[EGA Inew , Proposition 3.8.2(iv), p. 249]. 
If S is a scheme, Λ is a directed set and (Xλ, uλ,µ ;λ, µ ∈ Λ) is a projective
system of S-schemes with affine transition morphisms, then X = lim←−Xλ exists in
the category of S-schemes [EGA, IV3, Proposition 8.2.3]. More precisely, X is
isomorphic to the spectrum of the OX0-algebra lim−→λ≥0
uλ,0∗OXλ, where 0 is any fixed
element of Λ. Thus, for every S-scheme Z, there exists a canonical bijection
(2.4) HomS
(
Z, lim
←−
Xλ
)
= lim
←−
HomS(Z,Xλ).
Lemma 2.5. Let S be a scheme and let (Xn, um,n ;m ≥ n ∈ N) be a projective
system of S-schemes with affine transition morphisms and index set N. Set X =
lim
←−
Xn and assume that there exist two strictly increasing sequences {rn}n and {sn}n
in N such that rn ≥ sn for every n. Then lim←−urn, sn : X → X is the identity morphism
of X.
Proof. For every n ∈ N, let pn : X → Xn be the canonical projection morphism.
Now let h : Y → X be an arbitrary morphism of S-schemes and write hn = pn ◦
h : Y → Xn. We claim that (lim←−
urn, sn) ◦ h = h. Clearly, it suffices to check that
psn ◦ (lim←−
urn, sn) ◦ h = hsn for every n. Now psn ◦ (lim←−
urn, sn) ◦ h = urn, sn ◦ prn ◦ h =
urn,sn ◦ hrn = hsn, which completes the proof. 
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2.2. Vector bundles. Let S be a scheme, E a quasi-coherent OS-module and V(E )
the S-vector bundle associated to E [EGA, II, (1.7.8)]. By definition, for every
S-scheme f : X → S, there exists a canonical bijection
(2.6) HomS(X,V(E )) = HomOS(E , f∗OX).
The S-scheme OS = V(OS)
1 has a canonical S-ring scheme structure and V(E )
is canonically endowed with an S-module scheme structure over OS. Note that
the S-scheme (respectively, S-group scheme) underlying OS is A1S = SpecOS[T ]
(respectively, Ga,S). If S = SpecA is affine, we will write OA for OS .
Let G be an S-group scheme, ε : S → G the unit section of G and set ω1G/S =
ε∗Ω1G/S, which is a quasi-coherent OS-module. For every S-scheme f : S
′ → S, set
G ′ = GS′ and w
1
G′/S ′ = Γ
(
S ′, ω1G′/S′
)
. We have V(ω1G/S)×SS
′ = V
(
ω1G′/S′
)
and
(2.7) V
(
ω1G′/S′
)
(S ′ ) = V(ω1G/S)(S
′) = HomOS′(ω
1
G′/S′ ,OS′) = HomOS(ω
1
G/S, f∗OS′),
by (2.6) and [EGA Inew , Proposition 9.4.11(iv), p. 374]. Further, by [SGA3new, II,
4.11], V(ω1G/S) represents the functor Lie(G/S) which assigns to an S-scheme S
′ the
Lie Γ(S ′,OS′)-algebra of right-invariant derivations of G
′ over S ′. If G is smooth
over S, ω1G/S is locally free of finite type and V(ω
1
G/S) is also smooth over S by [EGA,
IV4, Propositions 17.2.3(i) and 17.3.8].
Now, if S ′ = SpecB ′ is affine, we will write ω1G′/S′ = ω
1
G′/B ′ and w
1
G′/S ′ = w
1
G′/B ′ .
Note that, by [EGA Inew , Corollary 1.4.2, p. 206], ω
1
G′/B ′ = w˜
1
G′/B ′ is the OSpecB ′ -
module associated to the B ′-module w1G′/B ′ . If f : SpecB
′ → SpecB is the morphism
associated to a ring homomorphism B → B ′ then, by [EGA Inew , Corollary 1.7.4,
p. 213], (2.7) is equivalent to the identities
(2.8) V(ω1G ′/B ′)(B
′) = HomB ′-mod(w
1
G ′/B ′ , B
′ ) = HomB-mod(w
1
G/B, B
′ ).
Assume now that S is the spectrum of a local ring with residue field k and that
G is locally of finite type over S. Then, by [SGA3new, II, (4.11.3)], ω
1
Gs/k
is a free
OSpec k-module of rank
(2.9) d = dimkLie(Gs).
Thus there exists a (non-canonical) isomorphism of k-group schemes
(2.10) V
(
ω1Gs/k
)
≃ Gda,k.
Note that d ≥ dimGs, with equality if, and only if, Gs is smooth over k [DG, II, §5,
1.3 and Theorem 2.1, pp. 235 and 238].
1We adopt the notation introduced in [SGA3new, I, 4.3.3]. In [EGA, II, (1.7.13)], OS is denoted
by S [T ].
8 ALESSANDRA BERTAPELLE AND CRISTIAN D. GONZA´LEZ-AVILE´S
Lemma 2.11. Let S be a local scheme and let G be a smooth S-group scheme. Then
there exists a (non-canonical) isomorphism of S-group schemes
V
(
ω1G/S) ≃ G
d
a,S ,
where d = dimGs is the dimension of the special fiber of G.
Proof. Since S is local and ω1G/S is locally free over S, ω
1
G/S is free over S of rank d.
The lemma is now clear. 
2.3. Witt vectors. Let p be a prime number. If A is a ring, let W (A) denote the
ring of p-typical Witt vectors on A. By definition, W (A) is the set AN0 endowed
with laws of composition defined by certain polynomials. See [SeLF, II, §6] or [Ill,
§1] for more details. The map V : W (A) → W (A), (a0, a1, . . . ) 7→ (0, a0, a1, . . . ),
is an additive operator called the Verschiebung. For every integer n ≥ 1, the n-th
truncation Wn(A) ≃W (A)/V
nW (A) is the ring of Witt vectors of length n. Now, if
n > s ≥ 1 are integers, consider both the injective homomorphism of abelian groups
Vn−s,n : Wn−s(A) → Wn(A), (a0, . . . , an−s−1) 7→ (0, . . . , 0, a0, . . . , an−s−1) (s zeroes)
and the surjective homomorphism of rings Rn,s : Wn(A)։ Ws(A), (a0, . . . , an−1) 7→
(a0, . . . , as−1). Clearly, the sequence
(2.12) 0→Wn−s(A)
Vn−s,n
−→ Wn(A)
Rn,s
−→ Ws(A)→ 0
is exact. To conform to standard notation, we will write
(2.13) V sWn−s(A) = Vn−s,nWn−s(A) ⊂ Wn(A).
We now observe that W1(A) = A and W (A) = lim←−Wn(A), where the corresponding
transition maps are the maps Rn+1,n. Further, if a ∈ A =W1(A), then
V s(a)
def.
= V1, s+1(a) = (0, . . . , 0, a) ∈ Ws+1(A)
(s zeroes). Next, assume that A is a ring of characteristic p, i.e., an Fp-algebra.
Then the Frobenius endomorphism of W(A) defined in [Ill, §1.3] agrees with the
map F : W(A) → W(A), (a0, a1, . . . ) 7→ (a
p
0, a
p
1, . . . ), which is surjective if A = A
p
[Ill, (1.3.3) and (1.3.5), p. 507]. By [Ill, (1.3.7) and (1.3.8), p. 507], we have
(2.14) p = V F = FV,
whence
(2.15) p : W(A)→W(A), (a0, a1, . . . ) 7→ (0, a
p
0, a
p
1, . . . ).
Further, the following holds: for every pair m,n ∈ N and x, y ∈ W(A),
(2.16) V mx · V ny = V m+n(F nx · Fmy)
[Ill, 1.3.12, p. 508], and similar identities hold for the various truncations of W(A).
Now, if n ≥ 1, then the truncation homomorphism W (A)→ Wn(A), (a0, a1, . . . ) 7→
(a0, a1, . . . , an−1), induces a surjective ring homomorphism
(2.17) tAn : W (A)/(p
n)։ Wn(A)
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which is an isomorphism if A = Ap, i.e.,
(2.18) W (A)/(pn) =Wn(A) if A = A
p .
In this case, the inverse (tAn )
−1 : Wn(A)→W (A)/(p
n) is given by (a0, a1, . . . , an−1) 7→
(a0, a1, . . . , an−1, 0, . . . ) + (p
n). We now observe that (2.15) induces a map
p : Wn+1(A)→ Wn+1(A), (a0, . . . , an) 7→ (0, a
p
0, . . . , a
p
n−1),
such that
pn(a0, . . . , an) =
(
0, . . . , 0, ap
n
0
)
= V n
(
ap
n
0
)
(n zeroes). Consequently,
(2.19) pnWn+1(A) = V
nW1(A) if A = A
p .
Now let k be a perfect field of positive characteristic p. ThenW (k) is an absolutely
unramified complete discrete valuation ring with maximal ideal (p) = pW (k) and
residue field k. For every n ≥ 1, Wn(k) ≃ W(k)/(p
n) is an artinian local ring
with maximal ideal pWn(k) and residue field k. Let A be a k-algebra and recall
the homomorphism tkn (2.17). Composing (t
k
n)
−1⊗ 1W(A) : Wn(k) ⊗W (k) W (A)
∼
→
W (k)/(pn)⊗W (k)W (A) with the canonical isomorphism W (k)/(p
n)⊗W (k)W (A) ≃
W (A)/( pn), we obtain an isomorphism Wn(k) ⊗W (k) W (A) ≃ W (A)/( p
n) which,
when composed with (2.17), yields a surjective homomorphism of Wn(k)-algebras
(2.20) Wn(k)⊗W (k)W (A)։Wn(A).
If A = Ap, the preceding map is an isomorphism, i.e.,
(2.21) Wn(k)⊗W (k)W (A) ≃ Wn(A) if A = A
p .
Explicitly, (2.20) is induced by the assignment
(x0, x1, . . . , xn−1)⊗ (a0, a1, . . . ) 7→ (b0, b1, . . . , bn−1),
where each xi ∈ k and (b0, b1, . . . ) = (x0, x1, . . . , xn−1, 0, . . . ) · (a0, a1, . . . ) ∈ W (A).
Remark 2.22. For every integer n ≥ 1, there exists a canonical isomorphism of
W(k)/(pn+1)-modules
W(k)/(pn)
∼
→ p(W(k)/(pn+1)), a+ ( pn) 7→ pa+ ( pn+1) (a ∈ W(k)).
Under the truncation isomorphisms tkn and t
k
n+1(2.17), the above isomorphism cor-
responds to the isomorphism of Wn+1(k)-modules Wn(k)
∼
→ pWn+1(k) which maps
(a0, . . . , an−1) to p(a0, . . . , an−1, 0) = (0, a
p
0, . . . , a
p
n−1).
If f ∈ A and n ≥ 1, we will write [f ] = (f, 0, . . . , 0) ∈ Wn(A). The same notation
will be used for (f, 0, . . . ) ∈ W (A) when there is no risk of confusion. Let Wn(A)[f ]
denote the localization of Wn(A) with respect to the multiplicative set {[f ]
r}r≥0,
where [f ]0 = 1n = (1, 0, . . . , 0) ∈ Wn(A). Then there exists a canonical isomorphism
of Wn(A)-algebras
(2.23) Wn(A)[f ]
∼
→ Wn(Af)
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which maps (a0, . . . , an−1)/[f ]
r to (a0, . . . , an−1) · [1/f
r ] ∈ Wn(Af). See [Ill, (1.1.9),
p. 505, and (1.5.3), p. 512].
Lemma 2.24. Let A be a reduced k-algebra. Then W(A) is flat over W(k).
Proof. By [Liu, Corollary 2.14, p. 11], it suffices to check that W (A) is W (k)-
torsion free, i.e., that p is not a zero divisor in W (A). If (a0, a1, . . . ) ∈ W (A), then
p(a0, a1, . . . ) = (0, a
p
0, a
p
1, . . . ), which is zero if, and only if, (a0, a1, . . . ) = 0. 
Let Wn (respectively, W) denote the k-ring scheme of Witt vectors of length
n ≥ 1 (respectively, of infinite length) defined in, e.g., [DG, V, §1]. The k-scheme
underlying Wn is Ank. Further, for every k-algebra A,
Wn(SpecA) = Homk(SpecA,Wn) = Wn(A).
Similarly, W(SpecA) = W (A).
If Y is a k-scheme, we let Wn(Y ) = (|Y |,Wn(OY)) be the Wn(k)-scheme defined
in [Ill, §1.5]. Here Wn(OY) is the (Zariski) sheaf U 7→ Wn(OY (U )) on Y . We have
W1(Y ) = Y and, for every k-algebra A, Wn(SpecA) = SpecWn(A). The infinite-
length variant of this construction will be denoted by W (Y ).
Lemma 2.25. Let f = ar+· · ·+a1T
r−1+T r ∈ W(k)[T ] be an Eisenstein polynomial,
i.e., p |ai for all i and p
2 ∤ar. Then, for every k-algebra A such that A = Ap, there
exists a canonical isomorphism of W(A)-algebras
lim←−W(A)[T ]/(f, T
n) ≃W(A)[T ]/(f ).
Proof. Since f − T r ∈ p(W (k)[[T ]])×, we have (f, T nr) = (f, pn) ⊆ W (k)[[T ]] for
every n ≥ 1. Thus, by (2.18),
W(A)[T ]/(f, T nr) =W(A)[[T ]]/(f, T nr) = W(A)[[T ]]/(f, pn)
= W(A)[T ]/(f, pn) ≃Wn(A)[T ]/(f ).
On the other hand, since the maps fWn+1(A)[T ] → fWn(A)[T ] are surjective, we
have
lim
←−
W(A)[T ]/(f, T n) ≃W(A)〈T 〉/(f ),
where W(A)〈T 〉 = lim
←−
Wn+1(A)[T ] ⊂ W(A)[[T ]] is the algebra of restricted power
series over W(A). Now, by [Sal, Theorem 11, p. 406], the inclusion W(A)[T ] →
W(A)〈T 〉 induces an isomorphism ofW(A)-algebrasW(A)〈T 〉/(f ) ≃W(A)[T ]/(f ),
whence the lemma follows. 
2.4. Groups of components. If G is a group scheme locally of finite type over an
artinian local ring A, we will write G0 for the identity component of G as defined
in [SGA3new, VIA, §2.3]. Thus G
0 is a normal, open and closed subgroup scheme of
G. Further, if G is flat over A, then the quotient fppf sheaf
(2.26) π0(G) = G
0\G
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is represented by an e´tale A-group scheme. Further, the canonical morphism
(2.27) pG : G→ π0(G)
is faithfully flat and locally of finite presentation. In particular, if A = k is a field
and k is an algebraic closure of k, then pG
(
k
)
: G
(
k
)
→ π0(G)
(
k
)
is surjective,
i.e., π0(G)
(
k
)
= G0
(
k
)
\G
(
k
)
. We also note that, if G is smooth over A, then G0
is smooth as well and (consequently) (2.27) is a smooth morphism. See [SGA3new,
VIA, §2, and VIB, §3] for more details.
Lemma 2.28. Let A→ B be a homomorphism of artinian local rings and let G be a
flat A-group scheme locally of finite type. Then there exists a canonical isomorphism
of e´tale B-group schemes π0(GB) ≃ π0(G)B.
Proof. Note that π0(GB) is an e´tale B-group scheme since GB is flat and locally
of finite type over B. Now, if εA : SpecA → π0(G) denotes the unit section of
π0(G), then the unit section of π0(G)B is (εA)B : (SpecA)B → π0(G)B. Further,
(pG)B : GB → π0(G)B is faithfully flat and locally of finite presentation and its kernel
equals GB ×π0(G)B (SpecA)B = (G
0)B. On the other hand, there exists a canonical
isomorphism of B-group schemes (G0)B = (GB)
0 by [SGA3new, VIB, Proposition
3.3]. Thus there exists a canonical sequence of B-group schemes
1→ (GB)
0 → GB → π0(G)B → 1
which is exact for the fppf topology on B. The lemma follows. 
Henceforth, we will make the identification
π0(GB) = π0(G)B
via the isomorphism of the lemma.
Now let S be any scheme and let G be an S-group scheme. For each s ∈ S, let
|Gs|
0 denote the identity component of the k(s)-group scheme Gs = G×S Spec k(s)
and consider the functor defined by
(2.29) G0(T ) =
{
u ∈ G(T ) : ∀s ∈ S, us(|Ts|) ⊆ |Gs|
0
}
,
where T is an S-scheme. If G is smooth, then (2.29) is represented by an open
and smooth subgroup scheme G0 of G whose fibers are geometrically connected
by [SGA3new, VIA, Proposition 2.1.1, and VIB, Proposition 3.3 and Theorem 3.10].
Note that, in general, G0 is not a closed subgroup scheme of G and G0\G is not
represented by a scheme
2.5. The connected-e´tale sequence. Let R be a henselian local ring with residue
field k and let F be a finite and flat R-group scheme. Then F = SpecA, where A
is a finite R-algebra. By [Ray, I, §1, Propositions 1 and 3], there exists a canonical
isomorphism of rings A =
∏r
i=1Ai, where r ≥ 1 is an integer and each Ai is a
local ring. Consequently, F =
∐r
i=1 SpecAi. Now, since SpecR is connected, there
exists a unique i0 ∈ {1, . . . , r} such that the unit section SpecR → F factors as
12 ALESSANDRA BERTAPELLE AND CRISTIAN D. GONZA´LEZ-AVILE´S
SpecR → SpecAi0 → F , where the second morphism is induced by the projection∏r
i=1Ai → Ai0 . It is shown in [Ta, pp. 139-140] that SpecAi0 is a flat, normal,
open and closed R-subgroup scheme of F . We will use the notation F ◦ = SpecAi0
(rather than the standard F 0 = SpecAi0) since there do exist examples where F
◦
has a disconnected generic fiber and therefore does not represent the functor (2.29)
introduced above. Now, by [Ta, p. 140], the quotient F e´t = F/F ◦ is an e´tale R-group
scheme. The induced sequence of R-group schemes
(2.30) 1→ F ◦ → F → F e´t → 1
is exact for both the fppf and fpqc topologies on (Sch/R) [BGA, Lemma 2.3]. Note
that the special fiber of the preceding sequence is the canonical sequence of k-group
schemes
1→ F 0k → Fk → F
e´t
k → 1.
See [DG, II, §5, no. 1, Proposition 1.8, p. 237].
2.6. Formal schemes. In this paper we need to consider (certain types of) non-
noetherian formal schemes. Since the standard reference for the theory of formal
schemes, namely [EGA Inew , §10], is not entirely satisfactory in a non-noetherian
setting, we will instead rely on [Ab, Chapter 2] and [FK, Chapter I]. Unfortunately,
these two equally-useful references attach different meanings to the term “adic formal
scheme”. In order to avoid confusion, we will follow exclusively the terminology
of [FK, Chapter I], which is compatible with that of [EGA Inew , §10]. For the
convenience of the reader, references to [Ab, Chapter 2] below will be accompanied
by a reference to the appropriate entry from the following dictionary
Remarks 2.31.
(a) In [Ab, Chapter I, §1.8], the adic rings of [EGA Inew , Definition 7.1.9, p. 172]
are called “preadic, complete and separated”.
(b) In [Ab, Chapter 2], the adic formal schemes of [EGA Inew , Definition 10.4.2,
p. 407] are called “preadic formal schemes” [Ab, Definition 2.1.16, p. 121].
(c) In [Ab, Chapter 2], an “adic formal scheme” is an adic formal scheme in the
sense of [EGA Inew , Definition 10.4.2, p. 407] with the additional property
that it has a finitely generated ideal of definition. See [Ab, Definition 2.1.24,
p. 123] and (b) above. Thus the “adic formal schemes” of [Ab, Chapter 2]
correspond to the objects we call below adic formal schemes globally of finite
ideal type (see Definition 2.32).
Unadorned limits in this Subsection are indexed by N.
An adic formal scheme [EGA Inew , Definition 10.4.2, p. 407] X is said to be of finite
ideal type if there exists an open covering X =
⋃
α Uα where each Uα is isomorphic
to a formal spectrum SpfAα for some adic ring Aα which has a finitely generated
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ideal of definition 2. Clearly, any locally noetherian formal scheme is an adic formal
scheme of finite ideal type.
Definition 2.32. An adic formal scheme X is said to be globally of finite ideal type
if it has an ideal of definition of finite type I ⊆ OX.
By the discussion following [FK, Proposition 1.1.19, p. 261] and [Ab, Proposition
2.1.11, p. 119] (see also Remark 2.31(a)), any adic formal scheme which is globally
of finite ideal type is of finite ideal type.
By [FK, Corollary 3.7.13, p. 309], an adic affine formal scheme X ≃ SpfA is of
finite ideal type if, and only if, A is an adic ring which has a finitely generated ideal
of definition. If this is the case, and if I is a finitely generated ideal of definition of
A, then I
def.
= I∆ ⊆ OX is an ideal of definition of finite type of X [Ab, Proposition
2.1.11, p. 119] (see also Remark 2.31(a)). Thus, any adic affine formal scheme of
finite ideal type is globally of finite ideal type. More generally, any quasi-compact
and quasi-separated adic formal scheme of finite ideal type is globally of finite ideal
type 3. Further, by [EGA Inew , Proposition 10.5.4, p. 410], any locally noetherian
formal scheme is, in fact, globally of finite ideal type.
A morphism u : X → S of adic formal schemes globally of finite ideal type is
said to be adic if there exists an ideal of definition of finite type I of S such that
u∗(I )OX is an ideal of definition (clearly of finite type) of X (see [EGA Inew , (4.3.5),
p. 98] for the definition of u∗(I )OX). We then say that X is an adic formal S-
scheme or that X is adic over S. See [Ab, Definition 2.2.7, p. 128] (see also Remark
2.31(c)) and [FK, comment after Definition 1.3.1, p. 266]. If X and Y are two adic
formal S-schemes, then every S-morphism X → Y is adic (cf. [EGA Inew , end of
(10.12.1), p. 437]). For any S as above, we will write (Ad-For/S) for the category
of adic formal S-schemes.
Remark 2.33. If S is a locally noetherian formal scheme, (Ad-For/S) contains (as
a full subcategory) the category of locally noetherian adic formal S-schemes con-
sidered in [EGA Inew , 10.12]. The latter category contains, in turn, the category
of formal S-schemes which are locally of topologically finite type, as follows from
[EGA Inew , Proposition 7.5.2(ii), p. 181]. We conclude that the categories of formal
schemes considered in [NS] and [Bert] are full subcategories of (Ad-For/S).
Every adic formal scheme globally of finite ideal type can be represented as an
inductive limit of schemes. Indeed, let X be an adic formal scheme globally of finite
2See [FK, Definition 1.1.16, p. 260]. Perhaps it would be more appropriate to call these schemes
“adic formal schemes locally of finite ideal type” but, as stated above, we will adopt the terminology
introduced in [FK].
3See [FK, Definitions 1.6.1 and 1.6.5, pp. 276-277; Corollary 3.7.12, p. 309, Definition 1.6.6,
p. 277, and comment after this definition] for the fact that any affine formal scheme is quasi-
compact and quasi-separated.
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ideal type and let I be an ideal of definition of finite type of X. By [FK, Corollary
1.1.24, p. 263], {I n}n∈N is a fundamental system of ideals of definition of finite type
of X. Then, by [EGA Inew , Proposition 10.6.2, p. 412], X is the inductive limit, in
the category of formal schemes, of the schemes Xn = (X,OX/I
n) as n runs over
N, where the transition morphisms in the indicated limit are the canonical closed
immersions.
Let S be an adic formal scheme globally of finite ideal type and let K be an
ideal of definition of finite type of S. For every n ∈ N, set Sn = (S,OS/K
n),
which is a scheme. An inductive system (Xn) of Sn-schemes is said to be an adic
inductive (Sn)-system if the structural morphisms un : Xn → Sn are such that, for
every m ≤ n, the square
(2.34) Xm

um // Sm

Xn
un // Sn,
is cartesian (whence Xm can be identified with Xn×SnSm). The adic inductive (Sn)-
systems form a category denoted by Ad-Ind(S): a morphism between such systems
(Xn) → (Yn) is an inductive system of Sn-morphisms fn : Xn → Yn such that
fm = fn×Sn Sm for every m ≤ n. The latter category is canonically equivalent to
the category (Ad-For/S) of adic formal S-schemes. The equivalence is obtained as
follows. To each object u : X→ S of (Ad-For/S), we associate the inductive system
of the Sn-schemes Xn = (X,OX/J
n), where J = u∗(K )OX and the structural
morphism un : Xn → Sn is determined by u via [EGA Inew , Proposition 10.5.6(i),
p. 410]. Note that each of the transition morphisms of the system (Xn) is a nilpotent
immersion and therefore a universal homeomorphism. If v : Y→ S is another object
of (Ad-For/S), set I = v∗(K )OY and Yn = (Y,OY/I
n) for every n ∈ N. Then
to each S-morphism f : X → Y there corresponds a morphism (Xn) → (Yn) of
adic inductive (Sn)-systems. Conversely, given an adic inductive (Sn)-system (Xn)
with associated sequence of structural morphisms (un), there exists an adic formal
scheme X such that Xn = Xn = (X,OX/J
n), where J is an ideal of definition
of finite type of X, and the sequence (un) defines a morphism u : X → S which
satisfies J = u∗(K )OX (whence X is adic over S). Further, to a morphism of
adic inductive (Sn)-systems (Xn) → (Yn) there corresponds an S-morphism X →
Y. The preceding equivalence yields, for two adic formal S-schemes X and Y, a
canonical bijection
(2.35) HomS(X,Y) ≃ lim←−
HomSn(Xn,Yn),
where the transition maps in the projective limit are vn 7→ vn ×Sn Sm for m ≤ n
(cf. [EGA Inew , (10.12.3.2), p. 438]). See [Ab, proof of Proposition 2.2.14, p. 130]
for more details.
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Lemma 2.36. Let S be an adic formal scheme globally of finite ideal type, let
K be an ideal of definition of finite type of S and set Sn = (S,OS/K
n), where
n ∈ N. Let (fn) : (Xn) → (Yn) be a morphism of adic inductive (Sn)-systems and
let f : X → Y be the corresponding morphism of adic formal S-schemes, as above.
Consider, for a morphism of formal schemes, the property of being:
(i) quasi-compact;
(ii) quasi-separated;
(iii) separated;
(iv) an open immersion;
(v) a closed immersion;
(vi) affine.
If P denotes one of the above properties, then f : X → Y has property P if, and
only if, fn : Xn → Yn has property P for every n ∈ N.
Proof. For properties (i) and (ii), see [FK, Proposition 1.6.9, p. 279]. For property
(iii), see [FK, Proposition 4.6.9, p. 326]. For properties (iv) and (v), see [FK,
Proposition 4.4.2, p. 321]. For property (vi), see [FK, Proposition 4.1.12, p. 314]. 
A morphism of formal schemes f : X → Y is said to be formally e´tale [Ab, Def-
inition 2.4.1, p. 139] if, for every affine scheme Y , nilpotent immersion i : Y0 → Y
and morphism of formal schemes Y → Y 4, the map
HomY(Y,X)→ HomY(Y0,X),
induced by i, is a bijection.
Lemma 2.37. Let S be an adic formal scheme globally of finite ideal type, let
K be an ideal of definition of finite type of S and set Sn = (S,OS/K
n), where
n ∈ N. Let (fn) : (Xn) → (Yn) be a morphism of adic inductive (Sn)-systems and
let f : X→ Y be the corresponding morphism of adic formal S-schemes. Then f is
formally e´tale if, and only if, fn : Xn → Yn is formally e´tale for every n ∈ N.
Proof. The proof is similar to the proof of [Ab, Proposition 2.4.8, p. 140]. 
Let S be a scheme and let Z be a closed subscheme of S defined by a quasi-coherent
ideal of finite type I ⊆ OS. Let Ŝ = S/Z be the formal completion of S along Z.
Then Ŝ is an adic formal scheme globally of finite ideal type and Î = I/Z ⊆ OŜ is
an ideal of definition of finite type of Ŝ [Ab, Proposition 2.5.2(i), p. 145] (see also
Remark 2.31(c)). Now let f : X → S be an S-scheme. Then X ×S Z is canonically
isomorphic to the inverse image f−1(Z) of Z by f . The latter is the closed subscheme
ofX defined by the quasi-coherent ideal of finite type f ∗(I )OX . Thus X̂ = X/f−1(Z)
is an adic formal scheme globally of finite ideal type which has (f ∗(I )OX)/f−1(Z) as
4 Here Y and Y0 are being regarded as adic formal schemes with ideal of definition 0. See [FK,
Remark 1.1.15, p. 260].
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an ideal of definition of finite type. Further, the morphism f̂ : X̂ → Ŝ induced by
f is adic. Indeed,
(
f̂
)∗(
Î
)
OX̂ = (f
∗(I )OX)/f−1(Z) by [Ab, 2.5.10, p. 149, lines
9-10]. Consequently, if S = Ŝ, then X̂ is an object of (Ad-For/S). Further, by
[EGA Inew , Corollary 10.9.9, p. 426], there exists a canonical isomorphism of adic
formal S-schemes
(2.38) X̂ = X ×S Ŝ.
Assume now that S = SpecA is an affine scheme and Z is defined by I = I˜,
where I is a finitely generated ideal of A. Then Ŝ = Spf Â, where Â = lim
←−
A/In is
the I-adic completion of A [EGA Inew , Proposition 10.8.3, p. 419]. Further, by [Ab,
Proposition 2.5.2(i), p. 145], for every n ∈ N there exists a canonical isomorphism
of schemes
(
Ŝ
)
n
= Sn, where Sn = Spec (A/I
n). Consequently, Ŝ is canonically
isomorphic to lim
−→
Sn and (2.38) yields an isomorphism of adic formal S-schemes
X̂ = lim−→ (X ×S Sn).
2.7. Weil restriction. Let f : S ′ → S be a morphism of schemes and let X ′ be
an S ′-scheme. We will say that the Weil restriction of X ′ along f exists if the
contravariant functor (Sch/S)→ (Sets), T 7→ HomS ′(T ×S S
′, X ′), is representable,
i.e., if there exists a pair (ResS ′/S(X
′ ), qX′,S ′/S), where ResS ′/S(X
′ ) is an S-scheme
and
qX′,S ′/S : ResS ′/S(X
′ )S ′ → X
′
is an S ′-morphism of schemes, such that the map
(2.39) HomS (T,ResS ′/S(X
′ ))
∼
→ HomS ′(T×SS
′, X ′ ), g 7→ qX′,S ′/S ◦ gS ′
is a bijection. The pair (ResS ′/S(X
′ ), qX′,S ′/S) (or, more concisely, the scheme
ResS ′/S(X
′)) is called the Weil restriction of X ′ along f . If S ′ = SpecB and
S = SpecA are affine, we will write (ResB/A(X
′), qX′,B/A) for (ResS ′/S(X
′), qX′,S ′/S).
It follows from the above definition that ResS ′/S is compatible with fiber prod-
ucts. In particular, if X ′ is an S ′-group scheme such that ResS ′/S(X
′) exists, then
ResS ′/S(X
′) is an S-group scheme. On the other hand, if ResS ′/S(X
′) exists and
T → S is a morphism of schemes, then ResS ′T/T (X
′×S ′ S
′
T ) exists as well and (2.1)
and (2.39) yield a canonical isomorphism of T -schemes
(2.40) ResS ′/S(X
′)×S T
∼
→ ResS ′T/T (X
′×S′S
′
T ).
Moreover, if S ′′ → S ′ → S are morphisms of schemes and X ′′ is an S ′′-scheme
such that ResS′′/S ′(X
′′ ) exists, then ResS′/S(ResS′′/S ′(X
′′ )) exists if, and only if,
ResS′′/S(X
′′ ) exists. If this is the case, then there exists a canonical isomorphism of
S-schemes
(2.41) ResS ′/S(ResS′′/S ′(X
′′ ))
∼
→ ResS′′/S(X
′′ )
We now discuss existence results.
THE GREENBERG FUNCTOR REVISITED 17
Let f : S ′ → S be a finite and locally free morphism of schemes. Since f is
affine, there exists an isomorphism of S-schemes S ′ = SpecA (S ′), where the quasi-
coherent OS -algebra A (S
′) = f∗OS′ is a locally free OS -module of finite rank.
For every s ∈ S, let n(f ; s) denote the rank of the free OS,s -module A (S
′)s and
let j : Spec k(s) → S denote the canonical morphism. By [EGA Inew , Corollary
9.1.9, p. 356], if s ∈ S is such that f−1(s) 6= ∅ and A(s) is the finite k(s)-algebra
j∗A (S ′), then S ′×S Spec k(s) = SpecA(s). Note that A(s) is an artinian ring [AM,
§8, Exercise 3, p. 92]. As a k(s)-module, A(s) is isomorphic to A (S ′)s ⊗OS,s k(s)
[EGA Inew , (2.5.8), p. 225], whence dimk(s)A(s) = n(f ; s). Now let k(s) be a fixed
algebraic closure of k(s), write A(s) = A(s)⊗k(s) k(s) and let
(2.42) γ(f ; s) = #
(
S ′ ×S Spec k(s)
)
= #
(
SpecA(s)
)
.
Thus γ(f ; s) is the cardinality of the geometric fiber of f over s. By [EGA, IV2,
Proposition 4.5.1], γ(f ; s) is independent of the choice of k(s). Note that, since
#
(
SpecA(s)
)
= #
(
SpecA(s)red
)
and A(s)red is isomorphic to a finite product of
copies of k(s) (cf. [AM, proof of Theorem 8.7, p. 90]), we have A(s)red ≃
∏γ(f ;s)
i=1 k(s).
Consequently
(2.43) γ(f ; s) = dimk(s)A(s)red ≤ dimk(s)A(s) = n(f ; s).
Clearly, γ(f ; s) = n(f ; s) if A(s) is reduced.
If S is a one-point scheme (e.g., S = SpecB, where B is an artinian local ring)
we will write γ(f) for γ(f ; s), where s ∈ S is the unique point of S.
Remarks 2.44. Let f : S ′ → S be a finite and locally free morphism of schemes.
(a) If s ∈ S and K is an extension of k(s), then #
(
S ′ ×S SpecK
)
≤ γ(f ; s) by
[EGA, IV2, Proposition 4.5.1].
(b) If k is a field, A is a finite e´tale k-algebra and f : SpecA → Spec k is the
corresponding morphism of schemes, then γ(f ) = dimkA. This follows from
(2.43) using the fact that, if k is an algebraic closure of k, then A⊗k k
is reduced by [Bou2, V, §6, no.7, Theorem 4, p. A.V.34]. In particular, if
k ′/k is a finite separable extension of fields and f : Spec k ′ → Spec k is the
corresponding morphism of schemes, then γ(f ) = [k ′ : k ].
(c) Let g : T → S be a morphism of schemes and consider the finite and locally
free morphism f ×S T : S
′ ×S T → T . Let t ∈ T and set s = g(t). Then
γ(f ×S T ; t) = #Spec
(
A(s)⊗k(s) k(t)
)
. Now, by [AM, Theorem 8.7, p. 90],
we may write A(s) ⊗k(s) k(t) =
∏γ(f ;s)
i=1
(
Ai ⊗k(s) k(t)
)
, where each Ai is
a local finite k(s)-algebra. Since each morphism Spec
(
Ai ⊗k(s) k(t)
)
→
Spec k(t) is a (universal) homeomorphism by Lemma 2.3, we conclude that
γ(f ×S T ; t) = γ(f ; s).
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(d) Let s ∈ S and let g : T ′ → S ′ be a universal homeomorphism such that
h = f ◦ g : T ′ → S is finite and locally free. Then T ′ ×S Spec k(s)→ S
′ ×S
Spec k(s) is a (universal) homeomorphism. Consequently γ(h; s) = γ(f ; s).
(e) Let k ′/k be a finite extension of fields and let k ′sep denote the separable closure
of k inside k ′. Note that, since k ′/k ′sep is purely inseparable, g : Spec k
′ →
Spec k ′sep is a universal homeomorphism. Now h : Spec k
′ → Spec k factors
as f ◦ g, where f : Spec k ′sep → Spec k corresponds to the finite separable
extension k ′sep/k. Thus, by remarks (b) and (d) above, we have γ(h) =
[k ′sep : k ] = [k
′ : k ]sep.
Definition 2.45. Let f : S ′ → S be a finite and locally free morphism of schemes.
An S ′-scheme X ′ is called admissible relative to f if, for every point s ∈ S, every col-
lection of γ(f ; s) points in X ′×S Spec k(s) is contained in an affine open subscheme
of X ′, where γ(f ; s) is the integer (2.42).
If S ′ = SpecA and S = SpecB are affine, we will also say that X ′ is admissible
relative to B/A.
Remarks 2.46.
(a) By [EGA, II, Definition 5.3.1 and Corollary 4.5.4], a quasi-projective S ′-
scheme is admissible relative to an arbitrary finite and locally free morphism
S ′ → S.
(b) If k ′/k is a finite separable extension of fields and f : Spec k ′ → Spec k is
the corresponding finite and locally free morphism, then a k ′-scheme X ′ is
admissible relative to f if, and only if, every collection of [k ′ : k ] points of X ′
is contained in an open affine subscheme. See Remark 2.44(b).
(c) If the geometric fibers of f : S ′ → S are one-point schemes, then γ(f ; s) = 1
for every s ∈ S. Consequently, every S ′-scheme is admissible relative to f .
This is the case, for example, if f is a universal homeomorphism.
(d) If X ′ is admissible (relative to f : S ′ → S) and Y ′ → X ′ is an affine mor-
phism of S ′-schemes, then Y ′ is admissible as well. This is immediate from
Definition 2.45 using [EGA Inew , Proposition 9.1.10].
(e) If X ′ is an S ′-scheme which is admissible relative to f and g : T → S is an
affine morphism of schemes, then the (S ′ ×S T )-scheme X
′ ×S ′ (S
′×S T ) =
X ′ ×S T is admissible relative to f ×S T : S
′ ×S T → T . Indeed, let t ∈ T ,
set s = g(t) and let Ct be a collection of γ(f×ST ; t) points in (X
′×ST )×T
Spec k(t) = (X ′×SSpec k(s))×Spec k(s) Spec k(t). Since γ(f ×S T ; t) = γ(f ; s)
by Remark 2.44(c), Ct defines a collection Cs of at most γ(f ; s) points in
X ′ ×S Spec k(s). Since Cs is contained in an affine open subscheme of X
′
and X ′ ×S T → X
′ is affine, the set Ct is clearly contained in an affine open
subscheme of X ′×S T .
(f) If X ′ is an S ′-scheme which is admissible relative to f : S ′ → S and g : T ′ →
S ′ is a universal homeomorphism such that h = f ◦ g : T ′ → S is finite and
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locally free, then the T ′-scheme X ′×S ′T
′ is admissible relative to h. In effect,
for every s ∈ S, since X ′ ×S ′ T
′ → X ′ is a universal homeomorphism, every
collection of γ(h; s) points in (X ′ ×S′ T
′) ×S Spec k(s) defines a collection
of γ(f ; s) = γ(h; s) points in X ′ ×S Spec k(s) (see Remark 2.44(d)). Since
the latter collection of points is contained in an open affine subscheme of X ′
and X ′ ×S′ T
′ → X ′ is affine (since a universal homeomorphism is an affine
morphism), the claim follows.
(g) If B/A is a finite and free extension of rings of rank d, then ResB/A(A
n
B) = A
nd
A
for every integer n ≥ 0. See [BLR, §7.6, proof of Theorem 4, pp. 194-195].
Choosing n = 0 above, we obtain ResB/A(SpecB) = SpecA.
We can now strengthen [BLR, §7.6, Theorem 4, p. 194]:
Theorem 2.47. Let f : S ′ → S be a finite and locally free morphism of schemes and
let X ′ be an S ′-scheme which is admissible relative to f . Then ResS ′/S(X
′) exists.
Proof. See [BLR, §7.6, Theorem 4, p. 194] and note that in the last paragraph of
that proof the set of points {zj} in S
′ ×S T lying over a given point z ∈ T , where
g : T → S is an arbitrary S-scheme, has cardinality at most γ(f ; s) by Remark
2.44(a), where s = g(z). Thus the corresponding set of points {xj} ⊆ X
′ considered
in [BLR, p. 195, line -14] has cardinality at most γ(f ; s), whence it is contained in
an open affine subscheme of X ′ by Definition 2.45. This is the condition needed in
[loc.cit.] to complete that proof. 
Corollary 2.48. Let f : S ′ → S be a finite and locally free morphism of schemes
which is a universal homeomorphism and let X ′ be any S ′-scheme. Then ResS ′/S(X
′ )
exists.
Proof. This is immediate from the theorem and Remark 2.46(c). 
Proposition 2.49. Let k ′/k be a finite field extension and let (Xλ)λ∈Λ be a projec-
tive system of k ′-schemes, where Λ is a directed set containing an element λ0 such
that the transition morphisms Xµ → Xλ are affine if µ ≥ λ ≥ λ0. Assume that
Xλ0 is admissible relative to k
′/k (see Definition 2.45). Then Resk′/k
(
lim←−Xλ
)
and
lim←−Resk
′/k(Xλ) exist and
Resk′/k
(
lim←−Xλ
)
= lim←−Resk
′/k(Xλ).
Proof. By [Mac, IX, §3, dual of Theorem 1], we may replace Λ with the cofinal
subset {λ ∈ Λ | λ ≥ λ0} (whence λ0 is an initial element of Λ). The stated formula
will follow from (2.4) and (2.39) once the existence assertion is established. Set
X = lim
←−
Xλ. Since the canonical morphism X → Xλ0 is affine [BGA, Proposition
3.2(iv) and Remark 5.16], X is admissible relative to k ′/k by Remark 2.46(d). Thus,
by Theorem 2.47, Resk ′/k
(
X
)
= Resk ′/k
(
lim
←−
Xλ
)
exists. Similarly, for every λ ≥ λ0,
Xλ is admissible relative to k
′/k and Resk′/k(Xλ) exists. It remains only to check
that the transition morphisms Resk ′/k(Xµ)→ Resk ′/k(Xλ) are affine if µ ≥ λ ≥ λ0.
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Let U be an affine open subscheme of Xλ. Then Xµ ×Xλ U is affine and therefore
so also is
Resk ′/k(Xµ×XλU ) = Resk ′/k(Xµ)×Resk′/k(Xλ) Resk ′/k(U )
by [CGP, Proposition A.5.2, (2) and (3)]. Since Resk ′/k(Xλ) is covered by affine
open subschemes of the form Resk ′/k(U) [BLR, p. 195], the proposition follows. 
We conclude this Subsection by recalling the definition (to be relevant in Section
17) of the Weil restriction of an adic formal scheme over a discrete valuation ring.
Definition 2.50. Let R → R ′ be a finite extension of complete discrete valuation
rings and let S ′→ S be the corresponding morphism of adic formal schemes. Let
X ′ be an adic formal S′-scheme. We will say that the Weil restriction of X ′ along
S ′→ S exists if the contravariant functor
(Ad-For/S)→ (Sets),T→ HomS′(T×S S
′,X ′ ),
is represented by an adic formal S-scheme ResS ′/S
(
X ′
)
(which will then be called
the Weil restriction of X ′ along S ′→ S).
2.8. The fpqc topology. Recall from [Vis, §2.3.2, pp. 27-28] that a morphism of
schemes f : X → Y is said to be an fpqc morphism if it is faithfully flat and has
the following property: if x is a point of X , then there exists an open neighborhood
U of x in X such that the image f(U) is open in Y and the induced morphism
U → f(U) is quasi-compact. It is immediate that a faithfully flat and quasi-compact
morphism is an fpqc morphism. By [Vis, Proposition 2.35(v), p. 28], the class of
fpqc morphisms is stable under base change. An fppf morphism of schemes is a
faithfully flat morphism locally of finite presentation. Every fppf morphism is an
fpqc morphism by [Vis, Proposition 2.35(iv), p. 28]. Let S be a scheme and let
C be a full subcategory of (Sch/S ) which contains the final object 1S. The fpqc
(respectively, fppf) topology on C is the topology where the coverings are collections
of flat morphisms {Xα → X} in C such that the induced morphism
∐
Xα → X is
an fpqc (respectively, fppf) morphism. Clearly, the fpqc topology is finer than the
fppf topology. If τ = fpqc or fppf, we will write Cτ for the category C endowed with
the τ topology. The category of sheaves of sets on Cτ will be denoted by C
∼
τ . Both
sites mentioned above are subcanonical, i.e., every representable presheaf is a sheaf
[Vis, Theorem 2.55, p. 34] and the induced functor
(2.51) hS : C → C
∼
τ , Y 7→ HomS(−, Y ),
is fully faithful, whence it identifies C with a full subcategory of C
∼
τ . A sequence
1→ F → G→ H → 1 of group schemes in C will be called exact for the τ topology
on C if the sequence of sheaves of groups 1 → hS(F ) → hS(G) → hS(H) → 1 is
exact. See [BGA, §2] for more details.
Lemma 2.52. Let k be a field and let q : G→ H be a dominant and quasi-compact
morphism of k-group schemes, where H is reduced. Then q is faithfully flat.
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Proof. See [Per, Proposition 1.3, p. 19] or [SGA3new, VIA, Corollary 6.2]. 
Lemma 2.53. Let k be a field and let q : G→ H be a morphism of k-group schemes
locally of finite type.
(i) If q is flat, then q0 : G0 → H 0 is surjective.
(ii) If q0 is surjective and H is reduced, then q is flat.
Proof. See [SGA3new, VIB, Proposition 3.11 and its proof]. 
Lemma 2.54. Let k be a field and let q : G → H be a faithfully flat morphism of
k-group schemes locally of finite type. If G is connected (respectively, smooth), then
H is connected (respectively, smooth).
Proof. By Lemma 2.53(i), q0 : G0 → H 0 is surjective. Consequently, if G is con-
nected, i.e., G = G0, then H = q(G) = q0(G0) = H 0, i.e., H is connected as well.
Now, if G is smooth, then H is smooth by [EGA, IV4, Proposition 17.7.7]. 
Lemma 2.55. Let k be a field and let q : G→ H be a surjective and quasi-compact
morphism of k-group schemes locally of finite type, where H is smooth. Then the
sequence
1→ Kerq → G
q
→ H → 1
is exact for both the fppf and fppf topologies on (Sch/k). If Kerq and H are con-
nected, then G is connected. If Kerq is smooth, then G is smooth.
Proof. By Lemmas 2.52 and 2.53(i), q is faithfully flat and q0 : G0 → H 0 is surjective.
In particular q is an fppf morphism (and therefore also an fpqc morphism) by [BGA,
Proposition 2.4(i)]. The exactness assertion of the lemma now follows from [BGA,
Lemma 2.3]. Assume next that Kerq and H are connected. Since q0 : G0 → H 0 = H
is surjective and Kerq = (Kerq)0 ⊆ G0, we have G0 = G, i.e., G is connected.
Now, if Kerq is smooth, then q is smooth by [EGA, IV4, Proposition 17.5.1] and
[SGA3new, VIB, Proposition 1.3]. Thus, since the structure morphism of G factors
as G
q
→ H → Spec k, G is smooth over k, as claimed. 
Lemma 2.56. Let k be a field and let F
f
→ G
g
→ H be morphisms of k-group
schemes locally of finite type.
(i) The given pair of morphisms induces a sequence of k-group schemes locally
of finite type
1→ Kerf → Ker(g ◦f )→ Kerg
which is exact for both the fppf and fpqc topologies on (Sch/k).
(ii) If f is faithfully flat, then the sequence of k-group schemes locally of finite
type
1→ Kerf → Ker(g ◦f )→ Kerg → 1
is exact for both the fppf and fpqc topologies on (Sch/k).
22 ALESSANDRA BERTAPELLE AND CRISTIAN D. GONZA´LEZ-AVILE´S
Proof. Since F and G are locally of finite type, Kerf,Kerg and Ker(g◦f ) are locally
of finite type. We regard F as an H-scheme via g ◦ f , so that f : F → G is an H-
morphism. Then the induced morphism f ×H Spec k : F ×H Spec k → G×H Spec k
is a k-morphism Ker(g◦f )→ Kerg whose kernel is canonically isomorphic to Kerf .
Assertion (i) is now clear. If f is faithfully flat, then so also is f ×H Spec k. Thus,
by [BGA, Proposition 2.4(i)], f ×H Spec k is an fppf morphism and assertion (ii)
follows from [BGA, Lemma 2.3]. 
Let k be a field. The category of commutative and quasi-compact k-group schemes
will be denoted by Cqc. The full subcategory of Cqc whose objects are the k-group
schemes of finite type will be denoted by Calg. By [SGA3new, VIA, Theorem 5.4.2 and
Corollary 6.8], Calg and Cqc are abelian categories. Further, by [SGA3new, VIA, 0.3]
and [EGA Inew , Propositions 6.1.5(v), p. 291, and 6.3.8(v), p. 305], every morphism
in Cqc (respectively, Calg) is quasi-compact (respectively, of finite presentation).
Lemma 2.57. Let 0 → F → G → H → 0 be an exact sequence in the abelian
category Cqc (respectively, Calg). Then the given sequence is exact as a sequence of
sheaves for the fpqc (respectively, fppf) topology on (Sch/k).
Proof. The morphism f : G → H can be identified with the canonical projection
morphism G → G/F , which is faithfully flat by [SGA3new, VIA, Proposition 5.4.1
and Corollary 6.7(i)]. Consequently, f is an fpqc (respectively, fppf) morphism and
the lemma follows from [BGA, Lemma 2.3].

The above lemma shows that an exact sequence of arbitrary finite length in Cqc
(respectively, Calg) is also exact for the fpqc (respectively, fppf) topology on Cqc
(respectively, Calg). Observe now the following partial converse to the previous
lemma:
Proposition 2.58. Let 0→ F → G→ H → 0 be a sequence in Cqc which is exact
for the fpqc topology on (Sch/k). If H is reduced, then the given sequence is exact
in the abelian category Cqc. A similar result holds if above Cqc is replaced by Calg
and the fpqc topology is replaced by the fppf topology.
Proof. If f : G→ H , then F ≃ Kerf and f is surjective by [BGA, Lemma 2.2]. On
the other hand, by [SGA3new, VIA, Corollary 6.7(i)], f factors as
G
h
→ G/Kerf ≃ Imf
i
→ H,
where h is faithfully flat and i is a closed immersion. It follows that i is a surjective
closed immersion, i.e., a nilimmersion [EGA Inew , (4.5.16), p. 273]. Since H is
reduced, i is an isomorphism. 
Corollary 2.59. Let f : G → H be a morphism in Calg, where H is reduced. If
f
(
k
)
: G
(
k
)
→ H
(
k
)
is surjective, then Coker f = 0.
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Proof. Since H
(
k
)
= f
(
k
)(
G
(
k
))
⊆ f(|G|) and H
(
k
)
is dense in H by [Per,
Corollary 3.8, p. 71], f is dominant and therefore faithfully flat by Lemma 2.52.
Now [BGA, Corollary 2.5] shows that the sequence 0 → Kerf → G → H → 0 is
exact for the fppf topology on (Sch/k), whence Coker f = 0 by Proposition 2.58. 
Lemma 2.60. Let k be a field and let F
f
→ G
g
→ H be morphisms in Cqc (respec-
tively, Calg). Then there exists an induced sequence
0→ Kerf → Ker(g ◦f )→ Kerg → Coker f → Coker (g ◦f )→ Coker g → 0
which is exact in Cqc (respectively, Calg ).
Proof. This proposition is valid in any abelian category. See [BP, Hilfssatz 5.5.2,
p. 45]. 
If k is a field, G is a commutative k-group scheme and n is an integer, let
nG : G → G denote the morphism which maps x ∈ G(T ) to x
n ∈ G(T ) for ev-
ery k-scheme T . Since G is commutative, nG is a morphism of k-group schemes,
i.e., a homomorphism.
Lemma 2.61. Let k be a field and let G be a commutative and connected k-group
scheme of finite type. If n is an integer which is not divisible by chark, then
nG
(
k
)
: G
(
k
)
→ G
(
k
)
is surjective.
Proof. By [SGA3new, VIIA, §8.4, Proposition]
5, nG is e´tale and therefore flat. Thus,
by Lemma 2.53(i), nG = n
0
G is surjective. The lemma now follows from [DG, I, §3,
Corollary 6.10, p. 96]. 
Lemma 2.62. Let k be a field and let q : G → H be a morphism of smooth and
commutative k-group schemes. Assume that
(i) q
(
k
)
: G
(
k
)
→ H
(
k
)
is surjective, and
(ii) π0(G)
(
k
)
is a finitely generated abelian group.
Then q is flat.
Proof. By Lemma 2.53(ii), it suffices to check that q0 : G0 → H 0 is surjective. Since
G0 and H 0 are both of finite type by [SGA3new, VIA, Proposition 2.4(ii)], q
0 is a
morphism in Calg that factors as
G0
h
→ Imq0
i
→ H 0,
where h is faithfully flat, Imq0 is smooth by Lemma 2.54 and i is a closed im-
mersion (see the proof of Proposition 2.58). Thus it suffices to check that i is an
isomorphism, i.e., that C = Coker i = 0. By Lemma 2.59 we only need to show,
in fact, that Coker i
(
k
)
= 0. Since the canonical projection morphism H 0 → C
5The reader should be warned that the cited proposition is correct only in the commutative
case, as noted by Brian Conrad. Indeed, the proof of [SGA3new, VIIA, §8.4, Proposition] requires
that nG be a homomorphism in order to apply [SGA3new, VIB, Proposition 1.3].
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is surjective by [SGA3new, VIA, Theorem 3.3.2(ii)], H
0
(
k
)
→ C
(
k
)
is surjective
by [DG, I, §3, Corollary 6.10, p. 96], whence Coker i
(
k
)
= C
(
k
)
. Further, C is
connected by Lemma 2.54. Thus Lemma 2.61 implies that C
(
k
)
is n-divisible for
every integer n prime to chark. On the other hand, since Imq0
(
k
)
⊆
(
Imq0
)(
k
)
,
C
(
k
)
= Coker i
(
k
)
is a quotient of Coker q0
(
k
)
. Now an application of the snake
lemma to the exact and commutative diagram
0 // G0
(
k
)
//
q0(k )

G
(
k
)
//
q(k )

π0(G)
(
k
)
//
π0(q)(k )

0
0 // H 0
(
k
)
// H
(
k
)
// π0(H)
(
k
)
// 0
(whose middle vertical arrow is surjective by (i)) shows that Coker q 0
(
k
)
is a
quotieisnt of Kerπ0(q)
(
k
)
, which is finitely generated by hypothesis (ii). We con-
clude that C
(
k
)
n-divisible (for every n as above) and finitely generated, whence
C
(
k
)
= 0. 
Remark 2.63. The lemma and its proof show that both q and q0 are faithfully flat.
Thus, by [BGA, Proposition 2.4(i)], q and q0 are fppf morphisms.
Lemma 2.64. Let k be a perfect field and let G be a k-group scheme locally of finite
type. If G
(
k
)
= {1}, then Gred = 1.
Proof. Since the projection Gred×Spec kSpec k → Gred is faithfully flat andGred×Spec k
Spec k = (G ×Spec k Spec k)red by [EGA Inew , Corollary 4.5.12, p. 271] and [DG, I,
§2, no.4, Corollary 4.13, p. 55], we may assume that k = k. By [SGA3new, VIA, 0.2
and Lemma 0.5.2], Gred is a reduced and closed k-subgroup scheme of G. Further,
the hypothesis implies that Gred(k) = {1}. Now [DG, II, §5, no.4, Proposition 4.3,
p. 245] shows that Gred = 1. 
Remarks 2.65.
(a) By definition, an infinitesimal k-group scheme is a finite and local k-group
scheme. By [DG, II, §4, lines below 7.1, p. 230], such an object is a connected
and artinian one-point scheme. Consequently, a k-group scheme of finite type
is infinitesimal if, and only if, it is a one-point scheme [AM, Exercise 3, p. 92].
We now observe that a quotient U/V of infinitesimal and unipotent k-group
schemes is unipotent and infinitesimal. Indeed, unipotency is clear and U/V
is a one-point scheme since the projection U → U/V is faithfully flat.
(b) By [SGA3new, VIA, Proposition 5.6.1 and its proof ], the group G of the
lemma is a one-point scheme which is equal to the spectrum of a local k-
algebra of finite rank with residue field k. Thus G is infinitesimal and there-
fore dimG = 0.
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3. Greenberg algebras
Let k be a perfect field of positive characteristic and let m ≥ 1 be an integer. In
[Lip, Appendix A], Lipman translated into scheme-theoretic language Greenberg’s
construction of the Wm-module variety associated to a finitely generated Wm(k)-
module [Gre1, Proposition 3, p. 628]. In this Section we extend Lipman’s translation
to other constructions/statements from [Gre1, Gre2], covering also (in Subsection
3.1) a case not discussed by Lipman. We note that the references [Gre1, Gre2] are
concerned with varieties, i.e., discuss the restricted scheme-theoretic setting of re-
duced and irreducible k-schemes of finite type (see, e.g., [Gre2, comments preceding
Lemma 1, p. 257]). Consequently, it is a nontrivial problem to translate statements
from [loc.cit.] into a general scheme-theoretic setting. For example, it is shown in
[Gre1, proof of Proposition 3(5), p. 629] that, if B ⊆ C is an inclusion of finitely
generated Wm(k)-modules (where k is as above), then the associated morphism of
Wm-module varieties B → C is a closed immersion. This result depends strongly on
the fact that the author allows the replacement of B with a Wm-module scheme B˜
such that B˜red = B. In the scheme-theoretic setting, the corresponding statement
is false since the kernel of the induced morphism of Wm-module schemes B → C
can be a non-reduced scheme. See Example 3.17 and Remarks 3.18 and 3.19.
3.1. Finitely generated modules over arbitrary fields. In this Subsection, k
is an arbitrary field. Let M be a finitely generated k-module of rank r ≥ 1 and fix
a basis {m1, . . . , mr} of M, i.e., a k-isomorphism M ≃ k
r,
∑
i ximi 7→ (xi). The
k-module structure on M induces an Ok-module structure on Ark. The Greenberg
module associated toM, denoted by M, is the k-scheme Ark equipped with the above
Ok-module scheme structure. By definition, for every k-algebra A, there exists an
isomorphism of A-modules
(3.1) M(A)
def.
= Homk(SpecA,M ) ≃M⊗kA,
which is explicitly given by Ar
∼
→ ⊕ri=1Ami, (ai) 7→ (aimi).
Let R be a finite k-algebra with associated ring scheme OR. Since R is a finitely
generated k-module, its associated Greenberg module R can be defined as above.
Now R(A) = R ⊗k A is naturally endowed with an R-algebra structure and the
k-ring scheme R is called the Greenberg algebra associated to R. By (2.39) and
(3.1), we have
R = ResR/k(OR),
where ResR/k is the Weil restriction functor associated to the finite and locally free
morphism SpecR→ Spec k. In particular,
(3.2) R = Ok if R = k.
Further, for every k-algebra A, there exists an isomorphism of R-A-bialgebras
(3.3) R(A) = R⊗kA.
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Consequently, there exists a (non-canonical) isomorphism of k-group schemes
(3.4) R ≃ Gℓa,k ,
where ℓ = dimkR ≥ 1. Note that R(k) = R. Clearly, if A is finitely generated as a
k-algebra (respectively, k-module), then R(A) is finitely generated as an R-algebra
(respectively, R-module). Further, if f ∈ A, then R(A)f = R(A) ⊗A Af by [AM,
Proposition 3.5, p. 39], whence
(3.5) R(A)f = R(Af).
Now let R → R ′ be a homomorphism of finite k-algebras with kernel K and let
R,R ′ and K be the Greenberg modules associated to R,R ′ and K, respectively.
By (3.1) and (3.3), the canonical exact sequence of k-modules
0→ K→ R→ R ′
induces, for every k-algebra A, an exact sequence of R-A-bimodules
0→ K (A)→ R(A)→ R ′(A),
where
(3.6) K (A) = K⊗kA = KR(A).
We conclude that
K = Ker[R → R ′ ] ,
where the indicated morphism of k-group schemes is induced by the given homo-
morphism R→ R ′. In particular, let I be an ideal of R, write R(I) = R/I and let
R (I ) denote the Greenberg algebra associated to R(I). Then
(3.7) I = Ker
[
R → R (I )
]
Remarks 3.8. By (3.1) and the exactness of the bifunctor (−)⊗k(−) on the category
of k-modules, the following holds.
(a) IfM is a finitely generated k-module and A→ B is an injective (respectively,
surjective) homomorphism of k-algebras, then the induced homomorphism
of k-modules M (A)→ M (B) is injective (respectively, surjective)
(b) If M → M ′ is a surjective homomorphism of finitely generated k-modules
and A is any k-algebra, then the induced map M (A)→ M ′(A) is a surjective
homomorphism of A-modules.
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3.2. Modules over rings of Witt vectors. In this Subsection, k is a perfect field
of characteristic p > 0. Let M be a finitely generated Wm(k)-module, where m > 1
is an integer.
Remark 3.9. Above we have assumed that m > 1 since W1(k)-modules, i.e., k-
modules, have been discussed in the previous Subsection for arbitrary fields k. See
also Remark 3.12(a) below.
LetM denote the fpqc sheaf on the category of affine k-schemes associated to the
presheaf SpecA 7→ M ⊗W(k)W(A), where A is a k-algebra. By [Lip, Proposition
A.1], there exists an affine Wm-module scheme M , called the Greenberg module
associated to M, which represents M, i.e., M(SpecA) = M(A), where
M(A)
def.
= Homk(SpecA,M ).
Therefore M is unique up to a unique isomorphism. Further, by [Lip, Corollary
A.2], the canonical map M ⊗Wm(k)Wm(A) → M (A) of [loc.cit.] is surjective for
every k-algebra A. By construction, a choice of an isomorphism of Wm(k)-modules
M ≃
∏r
i=0Wni(k), where ni ≤ m for every i, induces an isomorphism ofWm-module
schemes M ≃
∏r
i=0Wni. In particular, the dimension of M equals the length of the
Wm(k)-module M. Further, a homomorphism of finitely generated Wm(k)-modules
M → M ′ induces a morphism of associated Wm-module schemes M → M ′ [Lip,
Proposition A.1, p. 74].
Remarks 3.10.
(a) If M is a finitely generated Wm(k)-module and A → B is an injective (re-
spectively, surjective) homomorphism of k-algebras, then the induced ho-
momorphism of Wm(k)-modules M (A) → M (B) is injective (respectively,
surjective). This follows from the fact that there exist isomorphisms of k-
schemes M ≃
∏r
i=0Wni ≃ A
N
k , where N =
∑r
i=1 ni.
(b) If M → M ′ is a surjective homomorphism of finitely generated Wm(k)-
modules and A is a k-algebra, then the commutativity of the diagram of
Wm(A)-modules
M⊗Wm(k) Wm(A) //

M (A)

// 0
M ′ ⊗Wm(k) Wm(A) //M
′(A) // 0
(whose left-hand vertical map is surjective by the right-exactness of the ten-
sor product functor) shows that the right-hand vertical map above is a sur-
jective homomorphism of Wm(A)-modules.
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Let R be a finite Wm(k)-algebra. The fpqc sheaf on the category of affine k-
schemes associated to the presheaf SpecA 7→ R⊗W(k)W(A) is represented by aWm-
algebra scheme R called the Greenberg algebra associated to R. The scheme R is de-
fined as follows. There exists an isomorphism of Wm(k)-modules R ≃
∏r
i=0Wni(k),
and R is the Wm-module scheme
∏r
i=0Wni endowed with the k-ring scheme struc-
ture induced by the ring structure on R [Lip, Proposition A.1 and Corollary A.2].
By construction, there exists a (non-canonical) isomorphism of k-schemes
(3.11) R ≃ Aℓk (ℓ = lengthWm(k)R)
and we have R(k) = R. Further, if R =Wm(k), then R =Wm.
Remarks 3.12.
(a) The preceding considerations work equally well if m = 1 and the resulting
Greenberg module (respectively, algebra) associated to the finitely generated
W1(k) = k-module M (respectively, finite k-algebra R) coincides with that
defined in the previous Subsection.
(b) If R is an artinian local ring with residue field k and m > 1 is defined by
the equality charR = pm, then R has a canonical structure of finite Wm(k)-
algebra [Gre1, Case 2, p. 627]. Now, if s ≥ 0 is an integer, then the canonical
projection Wm+s(k) → Wm(k) induces a Wm+s(k)-algebra structure on R
which produces the same isomorphism R ≃
∏r
i=0Wni(k) of W (k)-modules
as that obtained in the case s = 0. Consequently, the k-ring scheme R
depends only on the (canonical) W (k)-algebra structure of R.
(c) If K is an ideal ofR, then the image of the canonical homomorphism K (A)→
R(A) equals KR(A), as follows at once from the commutative diagram in
Remark 3.10(b) (setting M = K and M ′ = R in that diagram).
Every finitely generated R-module B defines an R-module scheme B and ev-
ery homomorphism B → C of finitely generated R-modules induces a k-morphism
B → C of associated R-module schemes. If I is an ideal of R, then the canonical
projection R → R(I) = R/I induces a k-morphism of associated R-module schemes
(3.13) R → R (I ).
Proposition 3.14. Let R be a finiteWm(k)-algebraM a finitely generatedR-module
and R (respectively, M ) the Greenberg algebra (respectively, module) associated to
R (respectively, M). Then, for every k-algebra A, there exist a canonical surjective
homomorphism of R-Wm(A)-bialgebras
R⊗Wm(k)Wm(A)։ R(A)
and a canonical surjective homomorphism of R-Wm(A)-bimodules
M⊗Wm(k)Wm(A)։M (A).
If A = Ap, both maps are isomorphisms.
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Proof. In [Lip, Corollary A.2, p. 75] set R = Wm(k) and M = R (respectively, M =
M) to obtain the first (respectively, second) homomorphism of the statement. 
Remarks 3.15. In the setting of the proposition, if A = Ap, then the isomorphism
(2.21) induces an isomorphism R ⊗W(k)W(A) ≃ R ⊗Wm(k)Wm(A). Composing the
preceding map with the first isomorphism of the proposition, we obtain a canonical
isomorphism R ⊗W(k)W(A) ≃ R(A) of R-W(A)-bialgebras. Similarly, there exists
a canonical isomorphism M⊗W (k)W(A) ≃ M(A) of R-W (A)-bimodules.
Together with 3.5, the following proposition is the key to establishing the repre-
sentability of the Greenberg functor (7.9) in a general scheme-theoretic setting.
Proposition 3.16. Let R be a finite Wm(k)-algebra with associated Greenberg al-
gebra R and let A be any k-algebra. For every f ∈ A, there exists a canonical
isomorphism of R(A)-algebras
R(A)[f ]
∼
→ R(Af)
where [f ] = (f, 0, . . . , 0) ∈ Wm(A).
Proof. First we observe that, since R(A) is a Wm(A)-module, R(A)[f ] exists for
every f ∈ A. Let ω : R⊗Wm(k)Wm(A)[f ]
∼
→ R⊗Wm(k)Wm(Af) be the isomorphism of
(R⊗Wm(k)Wm(A))-algebras induced by (2.23) and let ψ : R⊗Wm(k)Wm(A)։ R(A)
(respectively, ψf : R ⊗Wm(k)Wm(Af) ։ R(Af)) denote the first homomorphism of
Proposition 3.14 associated to A (respectively, Af). We will make the identification
(R⊗Wm(k)Wm(A))⊗Wm(A)Wm(A)[f ] = R⊗Wm(k)Wm(A)[f ].
Now let ψ [f ] : R ⊗Wm(k) Wm(A)[f ] ։ R(A)[f ] be the composition of ψ ⊗Wm(A)
Wm(A)[f ] and the canonical isomorphism R(A)⊗Wm(A)Wm(A)[f ] ≃ R(A)[f ] in [AM,
Proposition 3.5, p. 39]. Then the following diagrams (with canonical vertical maps)
commute:
R⊗Wm(k)Wm(A)
ψ // //

R(A)

R⊗Wm(k)Wm(A)[f ]
ψ[f ] // R(A)[f ]
and
R⊗Wm(k)Wm(A)
ψ // //

R(A)

R⊗Wm(k)Wm(Af)
ψf // R(Af).
We assume first that A = Ap. Then Af = (Af)
p by Lemma 2.2(i) and each of ψ, ψf
and ψ [f ] above is a ring isomorphism by Proposition 3.14. Let ϕ = ϕA : R(A)[f ]
∼
→
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R(Af) be the following composition of ring isomorphisms:
R(A)[f ]
ψ−1
[f ]
−→ R⊗Wm(k)Wm(A)[f ]
ω
−→ R⊗Wm(k)Wm(Af)
ψf
−→ R(Af).
Then the following diagram of rings commutes
R⊗Wm(k)Wm(A)[f ]
ψ[f ]
≃
//
ω ≃

R(A)[f ]
ϕ ≃

R⊗Wm(k)Wm(Af)
ψf
≃
// R(Af).
Now let A be any k-algebra. By Lemma 2.2(ii), there exist injective homomorphisms
of k-algebras A →֒ B and Af →֒ Bf , where B = B
p and Bf = (Bf)
p. These maps
induce four ring homomorphisms α : R ⊗Wm(k) Wm(A)[f ] → R ⊗Wm(k) Wm(B)[f ],
β : R⊗Wm(k)Wm(Af )→ R⊗Wm(k)Wm(Bf ), γ : R(A)[f ] →֒ R(B)[f ] and δ : R(Af) →֒
R(Bf), where the latter two are injective by Remark 3.10(a) and the flatness of
Wm(A)f over Wm(A). The preceding maps fit into the following diagram of rings
R⊗Wm(k)Wm(A)[f ]
ψA
[f ] // //
α
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉
≃ωA

R(A)[f ]
q Q
γ
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
ϕA
✤
✤
✤
R⊗Wm(k)Wm(Af)
ψAf // //
β
zz✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉✉
✉
R(Af)
q Q
δ
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
✆✆
R⊗Wm(k)Wm(B)[f ]
ψB
[f ]
≃
//
ωB ≃

R(B)[f ]
ϕB ≃

R⊗Wm(k)Wm(Bf)
ψBf
≃
// R(Bf ) ,
where the left-hand vertical, top and bottom rectangles commute. The diagram
shows that, if x and y are elements of R⊗Wm(k)Wm(A)[f ] such that ψ
A
[f ](x) = ψ
A
[f ](y),
then ψAf (ω
A(x)) = ψAf (ω
A(y)). Consequently, there exists a unique isomorphism of
rings ϕ = ϕA : R(A)[f ]
∼
→ R(Af ) (i.e., the broken arrow in the above diagram) so
that the full diagram commutes. It remains only to check that ϕ is an isomorphism
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of R(A)-algebras. To this end, we consider the diagram
R⊗Wm(k)Wm(A)
ψ // //
))❚❚❚
❚❚❚
❚❚❚❚
❚❚❚
❚❚
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
R(A)
c
zztt
tt
tt
tt
t
d
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
R⊗Wm(k)Wm(A)[f ]
ψ[f ] // //
≃ ω

R(A)[f ]
ϕ ≃

R⊗Wm(k)Wm(Af)
ψf // // R(Af) ,
where all sub-diagrams, except perhaps the right-hand triangle, commute. The
diagram shows that d ◦ ψ = ϕ ◦ c ◦ ψ. Since the top horizontal map ψ is surjective,
we conclude that d = ϕ ◦ c, i.e., the right-hand triangle commutes as well. This
completes the proof. 
As noted at the beginning of this Section, it is shown in [Gre1, proof of Proposition
3(5), p. 629] that, ifB ⊆ C is an inclusion of finitely generatedWm(k)-modules, then
the induced morphism of associated Wm-module varieties is a closed immersion. In
a general scheme-theoretic setting (in particular, when non-reduced schemes are
allowed), the corresponding statement fails, as the following example shows.
Example 3.17. Let n ≥ 1 be an integer and let B ⊆ C be an inclusion of finitely
generatedWn+1(k)-modules with associatedWn+1-module schemes B and C , respec-
tively. Let B = pWn+1(k) and C = Wn+1(k). The isomorphism of Wn+1(k)-modules
from Remark 2.22
Wn(k)
∼
→ pWn+1(k), (a0, . . . , an−1) 7→ (0, a
p
0 , . . . , a
p
n−1),
extends to an isomorphism of Wn+1-module schemes Wn ≃ B. Now B → C
corresponds to the morphism Wn →Wn+1 given by
Wn(A)→Wn+1(A), (a0, . . . , an−1) 7→ (0, a
p
0 , . . . , a
p
n−1),
for every k-algebra A. Consequently, if a is a nonzero element of A such that ap = 0,
then (a, 0, . . . , 0) ∈ Wn(A) is a nontrivial element in the kernel of the preceding map.
Thus B(A)→ C (A) is not injective.
The behavior pointed out in the above example has the following undesirable
consequence.
Remark 3.18. Let m > 1 be an integer and let R → R′ a homomorphism of finite
Wm(k)-algebras with kernel K. Let R → R
′ be the induced morphism of associated
Wm-module schemes and let K be the R-module scheme which corresponds to K.
Since the composite map K → R → R′ is the zero homomorphism, the composite
of induced morphisms K → R → R ′ is the zero morphism. However, in contrast
to (3.7), K (Y ) may fail to be equal to the kernel of R(Y ) → R ′(Y ) (for certain
k-schemes Y ). For example, if R = W(k), n and A are as in Example 3.17, R →
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R′ is the canonical homomorphism Wn+1(k) → W1(k) (so that K = pWn+1(k))
and Y = SpecA, then K (Y ) is not equal to the kernel of R(Y ) → R ′(Y ) since
K (Y )→ R(Y ) is not injective.
It follows from the above remark that the obvious scheme-theoretic analog of the
following statement from [Gre2, Lemma 1, p. 257] fails:
Suppose that I is the kernel of a surjective homomorphism [of finite
and local Wm(k)-algebras] ϕ : R → R
′ and IM = 0 [where M is
the maximal ideal of R]. Then, for every pre-scheme Y over k, the
homomorphism ϕ(Y ) : R(Y )→ R ′(Y ) is surjective with kernel I (Y )
and M(Y )I(Y ) = 0.
In fact, the preceding statement if false even in the context of [Gre2], as explained
in the following remark.
Remark 3.19. The quoted statement is false if I and M are the (maximal) Green-
berg module varieties associated to I and M. We believe that Greenberg was well
aware of this fact, which led him to changing the way in which a module variety
is attached to a Wm(k)-module depending on the particular situation being consid-
ered. To justify our assertion, we begin by recalling that Greenberg introduced the
modules that bear his name in [Gre1, §1] using a pre-Grothendieck terminology. At
the beginning of the indicated section, the author declares that he intends to use
the language of “algebraic spaces” [sic], as introduced in Cartier’s seminar [Chev,
Expose´ 1] (Cartier actually defines algebraic sets, not spaces). In modern terms,
Greenberg works with varieties, i.e., reduced schemes of finite type over k [Gre2,
lines above Lemma 1, p. 257]. Let Ω be an algebraically closed field extension of
k, M a finitely generated Wm(k)-module and MΩ = M ⊗Wm(k)Wm(Ω). In [Gre1,
Proposition 3, p. 628], the author shows that there exists a unique structure of
module-variety on MΩ over (the variety) Wm(Ω) such that MΩ(k) = M and such
that the Wm(Ω)-action induces separable maps. He calls such a structure maximal
and shows that other structures of Wm(Ω)-module variety on MΩ are obtained as
purely inseparable regular images of the maximal one. The maximal structure of
module variety on MΩ is the object that truly corresponds to the (scheme-theoretic)
Greenberg module M introduced in [Lip, Appendix], as can be seen by comparing
the constructions in [Gre1, proof of Proposition 3, p. 628, first few lines] and [Lip,
p. 75, lines 1–5]. As part of the same proposition [Gre1, Proposition 3, p. 628],
Greenberg gives a very succinct proof of the following statement: “every submodule
ofMΩ generated by elements ofM is a k-closed subvariety”. One might interpret the
above statement as saying that the module variety associated to a submodule is a
submodule variety when both varieties are equipped with their maximal structures,
but this is not the case, as Example 3.17 shows. Greenberg is evidently aware of this
fact when he writes, in the lines following the proof, that “... the induced structure
of module-variety on the submodule need not be its maximal structure”. Further,
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in [Gre2, Lemma 1 and lines above it, p. 257], the author is not working with the
maximal structures of module varieties of the ideals I and M (see [Gre2, p. 257,
lines 5–8]). Translated into modern terms, the above means that, when stating
and proving [Gre2, Lemma 1, p. 257], the author is not considering the Greenberg
module schemes associated to I and M.
In order to obtain a correct scheme-theoretic version of Greenberg’s statement
quoted above, we proceed as follows.
Let ϕ : R → R′ be a homomorphism of finite Wm(k)-algebras with kernel K and
let R → R ′ be the induced morphism of associated Wm-module schemes. The ideal
subscheme of R associated to ϕ is, by definition, the R-module scheme
(3.20) K = Ker[R → R ′ ] .
If K is the R-module scheme which corresponds to K = Kerϕ then, as noted in
Remark (3.18), the canonical exact sequence of Wm(k)-modules 0 → K → R → R
′
induces a complex of Wm-module schemes K → R → R
′. Consequently, there
exists a canonical morphism of R-module schemes
(3.21) Θϕ : K → K .
By Remark 3.12(c), we have
(3.22) Im[Θϕ(A) : K (A)→ K (A)] = KR(A)
for every k-algebra A. Now, if R is a finite Wm(k)-algebra and I is any ideal of R,
then the ideal subscheme of R associated to I, denoted I , is the ideal subscheme
of R associated to the canonical projection ϕ : R→ R(I) = R/I, i.e.,
(3.23) I = Ker
[
R → R (I )
]
,
where the indicated map is the morphism (3.13). In this case, the map (3.21) will
be denoted by
(3.24) ΘI : I → I .
Clearly, I = 0 if I = 0. Note that, as indicated in Remark 3.18, (3.24) is not an
isomorphism in general.
Proposition 3.25. Let R be a finite Wm(k)-algebra, where m > 1, and let I be
an ideal of R. If A is a k-algebra such that A = Ap, then the homomorphism of
R(A)-modules
ΘI(A) : I (A)→ I (A)
is surjective. Further, if A is perfect, then the preceding map is an isomorphism.
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Proof. RecallR(I) = R/I. There exists a canonical commutative diagram ofWm(A)-
modules
0 //❴❴❴ I⊗W (k) W (A) //
≃

R⊗W (k) W (A) //
≃

R(I)⊗W(k)W(A) //
≃

0
0 //❴❴❴❴❴ I(A) //
ΘI(A)

R(A) // R (I )(A) // 0
0 // I(A) // R(A) // R (I )(A) // 0.
The vertical arrows in the top rectangle are isomorphisms by Remark 3.15. Further,
the top row of the diagram (excluding the broken arrow) is exact by the right-
exactness of the tensor product functor. Thus the middle row (excluding the broken
arrow) is exact as well. Since the bottom row of the diagram is exact by (3.23) and
Remark 3.10(b), the surjectivity of ΘI(A) follows.
Now assume that A is perfect. Then the broken arrows in the above diagram can
be filled in since W(A) is flat over W(k) by Lemma 2.24. The bijectivity of ΘI(A)
is then immediate. 
Corollary 3.26. Let R be a finite Wm(k)-algebra, where m > 1, and let I be an
ideal of R. Then the perfection of the map (3.24), i.e., ΘpfI : I
pf → I
pf
, is an
isomorphism of perfect k-schemes.
Proof. This follows from the last assertion of the proposition using [BGA, Remark
5.18(a)]. 
Lemma 3.27. Let m > 1 and let R → R ′ and R → R′′ be surjective homomor-
phisms of finite Wm(k)-algebras with kernels I and J which satisfy JI = 0. Then,
for every k-scheme Y , the ring homomorphism R(Y )→ R ′(Y ) induced by R→ R′
is surjective with kernel I(Y ) and J(Y )I(Y ) = 0.
Proof. The induced isomorphism R(I) = R/I
∼
→ R ′ defines an isomorphism of
associated Greenberg algebras R (I ) ≃ R ′. Consequently, the maps R(Y )→ R ′(Y )
and R(Y ) → R (I )(Y ) have the same kernel, namely I (Y ) (3.23). Now, since R ′
is affine, the morphism R → R ′ has a section by Remark 3.10(b), which yields the
surjectivity of R(Y ) → R ′(Y ). In order to check that J(Y )I(Y ) = 0, we may
assume that Y = SpecA, where A is a k-algebra. By Lemma 2.2(ii), there exists an
injective homomorphism of k-algebras A → B, where Bp = B. Thus, since R(A)
injects into R(B) by Remark 3.10(a), we may assume that A = Ap. In this case
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there exist canonical exact and commutative diagrams of Wm(A)-modules
I⊗Wm(k)Wm(A) //
πI 
R⊗Wm(k)Wm(A)
≃

// R ′ ⊗Wm(k)Wm(A)
≃

// 0
0 // I(A)
α // R(A) // R ′(A) // 0
and
J⊗Wm(k)Wm(A) //
πI 
R⊗Wm(k)Wm(A)
≃

// R′′ ⊗Wm(k)Wm(A)
≃

// 0
0 //J(A)
β // R(A) // R ′′(A) // 0,
where the rows are exact by Remark 3.10(b) together with the right-exactness of the
tensor product functor and the middle and right-hand vertical maps (in both dia-
grams) are the isomorphisms of Proposition 3.14. In order to show that J (A)I (A)
is the zero ideal of R(A), it suffices to check that
(β ◦ πJ)(
∑
j yj ⊗ wj) · (α ◦ πI)(
∑
i xi ⊗ zi) = 0
for all yj ∈ J, xi ∈ I and wj, zi ∈ Wm(A). By the commutativity of the left-hand
squares in the preceding diagrams, the latter is equivalent to the vanishing of the
image of (
∑
j yj ⊗wj)(
∑
i xi⊗ zi) in R⊗Wm(k)Wm(A). Since the preceding product
equals
∑
i,j yjxi ⊗ wjzi and yjxi ∈ JI = 0 for all i, j, the lemma follows. 
Remark 3.28. Proposition 3.25 also holds, rather trivially, in the setting of Sub-
section 3.1. In this case I = I by (3.7) and (3.23), whence (3.24) is the identity
morphism. Thus, for every k-algebra A, the map ΘI(A) in the indicated proposition
is the identity map. Further, Lemma 3.27 also holds in the setting of Subsection
3.1. The proof is similar to (and, in fact, simpler than) the above proof, using (3.1),
(3.7) and Remarks 3.8 in place of Remarks 3.10.
Now let R be either a finite Wm(k)-algebra, where k is a perfect field of positive
characteristic and m > 1 is an integer, or a finite k-algebra over an arbitrary field
k. In order to discuss both cases simultaneously, we adopt the following convention:
R will denote a finite Wm(k)-algebra, where m ≥ 1 and k is assumed to be perfect
and of positive characteristic if m > 1.
Let I be an ideal of R, i ≥ 1 an integer and A a k-algebra. We will write I i
for the Wm-module scheme associated to the ideal I i (we warn the reader that I i
should not be confused with the i-th power of I . The latter, in fact, cannot be
defined since, in general, I is not an ideal subscheme of R ).
By Lemma 3.27 and Remark 3.28, the exact sequence of R-modules 0 → I i →
R → R/I i → 0 associated to the pair (R, I) induces an exact exact sequence of
36 ALESSANDRA BERTAPELLE AND CRISTIAN D. GONZA´LEZ-AVILE´S
R(A)-modules
(3.29) 0→ I i(A)→ R(A)→ R (I
i)(A)→ 0.
We note that, although I is an ideal subscheme of R (by definition) and I
i
is
thus defined (compare with the comment above), the latter ideal subscheme is not,
in general, equal to I i. See (3.33) below.
Now let s ≥ i ≥ 1 be integers and consider (R/Is, I/Is) in place of (R, I) above.
We will make the identifications
R/Is
(I/Is)i
=
R/Is
Ii/Is
= R/Ii.
Thus there exists a canonical exact sequence of Wm(k)-modules
(3.30) 0→ Ii/Is → R/Is → R/Ii → 0.
We will write Ii/s for the ideal subscheme of R
(I s) associated to I i/Is, i.e., the
kernel of the morphism of Wm-module schemes R (I
s) → R (I
i) induced by the
map R/Is → R/Ii in (3.30). Now consider the exact and commutative diagram of
R(A)-modules
0 // I i(A)

// R(A) //

R (I
i)(A) // 0
0 // Ii/s(A) // R
(Is)(A) // R (I
i)(A) // 0,
whose top row is (3.29) and bottom row is similarly induced by (3.30) via Lemma
3.27 and Remark 3.28. The middle vertical map above is part of sequence (3.29) with
I i replaced by Is. The diagram thus yields an exact sequence of R(A)-modules
(3.31) 0→ Is(A)→ I i(A)→ Ii/s(A)→ 0.
Now, if 1 ≤ j ≤ s is an integer such that i + j ≥ s, then (Ii/Is)(Ij/Is) = 0 and
therefore Lemma 3.27 shows that
(3.32) Ii/s(A)Ij/s(A) = 0 if i+ j ≥ s.
It now follows from (3.31) with s = i+ j that
I i(A)I j(A) ⊆ I i+j(A)
for every pair of integers i, j. In particular, for every integer r ≥ 1,
(3.33) I(A)r ⊆ I r(A).
Consequently,
(3.34) I(A)n = 0 if In = 0,
since I n = 0 when In = 0.
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Now, for every k-scheme Y , we will write R(OY) for the Zariski sheaf on Y defined
by
(3.35) Γ (U,R(OY )) = Homk(U,R) (U ⊂ Y open)
If U = SpecA is an affine subscheme of Y , then
(3.36) Γ (U,R(OY )) = R(A).
We define I (OY) similarly. Note that, if V is an open subscheme of Y , then
R(OY)|V= R(OV) and I (OY)|V= I (OV).
Lemma 3.37. Let R be a Wm(k)-algebra, where m ≥ 1. For every ideal I of R and
every k-scheme Y , there exists a canonical exact sequence of Zariski sheaves on Y
0→ I (OY)→ R(OY)→ R
(I )(OY)→ 0.
Proof. This follows directly from Lemma 3.27 and Remark 3.28. 
We will also need the following lemma. By Remarks 3.8(b) and 3.10(b), if A is a
k-algebra and I is a proper ideal of A, then the canonical surjective homomorphism
of k-algebras A։ A/I induces a surjective homomorphism of R-algebras R (A)։
R(A/I ). We define
R(I ) = Ker[R(A)→ R(A/I )],
so that
(3.38) 0→ R(I )→ R(A)→ R(A/I )→ 0
is an exact sequence of R-modules.
Lemma 3.39. Let A be a k-algebra and let I and J be ideals of A. Then
R(I )R(J ) ⊆ R(IJ ).
Proof. This follows from the fact that the functor R(−) is representable. 
4. The Greenberg algebra of a truncated discrete valuation ring
In this Section we discuss the Greenberg algebras associated to truncated discrete
valuation rings, which are the motivating examples of the theory.
Let R be a discrete valuation ring with valuation v, field of fractions K, maximal
ideal m and residue field k = R/m. We will write R̂ for the m-adic completion of
R and K̂ for the field of fractions of R. Let k be a fixed algebraic closure of k.
In the unequal characteristics case, i.e., when charR = 0 and chark = p > 0, we
assume that k is perfect. For every n ∈ N, set Rn = R/m
n. Then, by [Bou, III,
§4, Proposition 8, p. 205], Rn = R̂/m
n = R̂n for every n ∈ N. Consequently, in all
constructions that depend only on the truncations Rn, such as those in this Section,
we will assume, without loss of generality, that R is complete. Now, for each n ∈ N,
set Mn = m/m
n. Clearly, Rn is an artinian local ring with maximal ideal Mn. We
will write S = SpecR, Sn = SpecRn and qn for the canonical map R → Rn. For
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every pair of integers r ≥ 1 and i ≥ 0, we let θ ri : Sr → Sr+i be the morphism
induced by the canonical map Rr+i → Rr. Note that θ
r
i is a nilpotent immersion
and thus a universal homeomorphism. Further, every Sr-scheme has a canonical
Sr+i -scheme structure via θ
r
i .
Now let n, s be integers such that n ≥ s ≥ 1. Then multiplication by πs on R
induces a surjective homomorphism of Rn-modules Rn →M
s
n whose kernel isM
n−s
n .
Thus we obtain an isomorphism of Rn-modules
(4.1) Rn−s
∼
→ M sn , r +m
n−s 7→ πsr +mn (r ∈ R).
Note that, since M snM
n−s
n = M
n
n = 0, the preceding map is also an isomorphism of
Rn−s-modules.
If R is an equal characteristics ring then, by [SeLF, II, §4, Theorem 2 and com-
ment that follows, p. 33], there exists an isomorphism ξ : k[[t]]
∼
→ R, where t is an
indeterminate. Consequently π = ξ(t) is a uniformizing element of R, i.e, m = (π).
Note that, if we set πn = qn(π) ∈ Rn, then Rn is a free k-module of rank n with basis
1, πn, . . . , π
n−1
n for every n ≥ 1. In particular, the ring Rn is of the type discussed in
Subsection 3.1. We now fix the preceding isomorphism and write τ
R
: k → R for the
canonical inclusion. We will regard S and each Sn as a k-scheme via Spec(τR) and
Spec(qnτR), respectively. By Subsection 3.1 above, the Greenberg algebra associated
to Rn is the k-ring scheme
(4.2) Rn = ResRn/k(ORn),
where ResRn/k is the Weil restriction functor associated to the finite and locally
free morphism Spec(qnτR) : Sn → Spec k. See [NS2, Example 2.6(2)] for an explicit
description of the ring structure on Rn. Note that R1 = Ok and Rn(k) = Rn for
every n ≥ 1. Further, the k-scheme (respectively, k-group scheme) underlying Rn is
ResRn/k(A
1
Rn) = A
n
k (respectively, ResRn/k(Ga,Rn) = G
n
a,k). Now, by (3.1) and (3.3),
for every k-algebra A we have
(4.3) Rn(A) = Rn ⊗k A
and
Mn(A) = Mn ⊗k A = πnRn(A) ⊆ Rn(A).
Remark 4.4. By Lemma 2.3, Spec(qnτR) : Sn → Spec k is a universal homeomor-
phism. Thus, by Corollary 2.48, ResRn/k
(
Z) exists for every Rn-scheme Z.
In the unequal characteristics case, we follow the exposition in [NS, pp. 1591-94]
and [NS2, §2.2]. See also [SeLF, II, §5]. Recall that k is assumed to be perfect in
this case, of characteristic p > 0. The integer e¯ = v(p) ≥ 1, which agrees with the
ramification index of K/Qp, is called the absolute ramification index of R. When
e¯ = 1, R is called absolutely unramified. There exists a unique k-monomorphism of
rings W (k) →֒ R such that R/W(k) is a totally ramified (possibly trivial) extension
of degree e¯. In particular, R is absolutely unramified if, and only if, R = W (k).
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Assume now that e¯ > 1, so that R is totally ramified over W (k). Then there exists
an isomorphism
(4.5) ξ : W (k)[T ]/(f )
∼
→ R
where f is an Eisenstein polynomial of degree e¯ over W (k), i.e., f(T ) = T e¯ +
a1T
e¯−1 + · · · + ae¯, where ai ∈ W (k), p | ai for all i and p
2 ∤ ae¯. We now write
W (k)[T ]/(f ) = W (k)[t], where t satisfies the equation t e¯ + a1t
e¯−1 + · · · + ae¯ = 0,
fix the isomorphism W (k)[t] ≃ R (4.5) and write π = ξ(t), which is a uniformizing
element of R. For every integer n ≥ 1, let πn = qn(π) ∈ Rn. The artinian local ring
Rn has characteristic p
m, where
(4.6) m = ⌈n/e¯⌉
is the smallest integer that is larger than or equal to n/e¯. Consequently, Rn is
canonically an algebra overWm(k) ≃W (k)/(p
m). Note that, sincem−1 < n/e¯ ≤ n,
we have 1 ≤ m ≤ n and therefore Rn is also an algebra over Wn(k). As a Wm(k)-
module, Rn can be written as an internal direct sum Wm(k) ⊕Wm(k) · πn ⊕ · · · ⊕
Wm(k) · π
r
n, where
(4.7) r = min{ e¯− 1, n− 1}.
Lemma 4.8. For each integer i such that 0 ≤ i ≤ r, where r is given by (4.7), there
exists an isomorphism of Wm(k)-modules
Wm(k) ·π
i
n ≃Wni(k),
where
(4.9) ni = ⌈(n− i)/e¯⌉
and e¯ is the absolute ramification index of R.
Proof. Note that, by (4.6) and (4.9), ni ≤ m for every i as above and thereforeWni(k)
has a canonicalWm(k)-module structure. Note also that ni is the least integer d such
that i+ e¯d ≥ n. Now, since i+ e¯ni ≥ n and π
n
n = 0, we have p
niπin = 0, whence
Wm(k) ·π
i
n = (Wm(k)/(p
ni)) ·πin ≃ Wni(k) ·π
i
n.
It remains only to check that the canonical map Wni(k)→Wni(k)·π
i
n , a 7→ a·π
i
n, is
an isomorphism of Wm(k)-modules. The above map is clearly surjective. To show
that it is injective, we argue by contradiction and assume that its kernel contains a
nontrivial element. Then, since p is a uniformizing element of W (k), there exists a
positive integer r < ni such that p
r·πin = 0, i.e., i + re¯ ≥ n, which contradicts the
minimality of ni. 
The lemma shows that there exists an isomorphism of Wm(k)-modules
(4.10) Rn ≃
r∏
i=0
Wni(k).
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Note that, since Wm(k), W(k) and R are local rings with the same residue field,
(4.11) lengthWm(k)(Rn) = lengthW(k)(Rn) = lengthR(Rn) = n.
See [Liu, Ch. 7, Lemma 1.36(a), p. 262]. On the other hand, lengthWm(k)(Wni(k)) =
ni for every i and (4.10) shows that n = n0+· · ·+nr, where n0 = m by (4.6) and (4.9).
Further, the underlying set of Rn can be identified with k
n0×· · ·×knr = kn in such
a way that the ring structure on Rn, which is defined by the rules f(πn) = π
n
n = 0,
corresponds to a ring structure on kn given by polynomial maps. The resulting
k-ring scheme Rn agrees with the Greenberg algebra associated to Rn in Subsection
3.2. As a Wm-module scheme, Rn is isomorphic to
∏r
i=0Wni and the k-scheme
underlying Rn is Ank. Further, Rn(k) = Rn and R1 ≃ Ok. In addition, if R is
absolutely unramified, i.e., e¯ = 1 (or, equivalently, R = W(k)), then r = 0 (4.7),
n0 = n and Rn is isomorphic to Wn as a k-ring scheme.
Remarks 4.12.
(a) Write n = qe¯ + ζ , where 0 ≤ ζ < e¯ and q ≥ 0. Note that ζ = 0 if, and only
if, e¯ divides n. Now the integer ni in (4.9) equals q+1 if i < ζ and q if i ≥ ζ .
In particular, m = n0 equals q + 1 if ζ 6= 0 and q if ζ = 0. Consequently, if
ζ 6= 0, i.e., e¯ does not divide n, then ni = m for i < ζ and ni = m − 1 for
i ≥ ζ . On the other hand, if ζ = 0, i.e., e¯ divides n, then ni = m for all i.
(b) If n ≤ e¯, then m = 1 (4.6) and Rn is a finitely generated W1(k) = k-algebra,
i.e., a type of ring discussed in Subsection 3.1. On the other hand, if n > e¯,
then m > 1 and Rn is a type of ring discussed in Subsection 3.2. Further, in
the latter case charRn = p
m 6= char k.
Let R again be an arbitrary discrete valuation ring and let n, s be integers such
that n ≥ s ≥ 1. Then Rn and Rs are finite Wm(k)-algebras, where m is given by
(4.6) if R is an unequal characteristics ring and is equal to 1 otherwise. Thus we may
apply here the discussion that starts after Remark 3.28 with (R, I) = (Rn,Mn) and
(R/Is, I/Is) = (Rn/M
s
n,Mn/M
s
n). Since Rn/M
s
n ≃ Rs and M
i
n/M
s
n ≃ M
i
s for every
i ≥ 1, we may make the identifications R (I
s) = R
(Msn)
n = Rs and Ii/s = Mi/s = M is .
Thus, for every k-algebra A, (3.32) yields
M is (A)M

s (A) = 0 if i+ j ≥ s.
In particular,
(4.13) M in(A)M

n(A) = 0 if i+ j ≥ n.
Further, if r ≥ 1 is an integer, then (3.33) yields
(4.14) Mn(A)
r ⊆ M rn(A)
Thus, since Mnn = 0, we have
Mn(A)
n = 0.
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Further, (3.29) with i = s is identified with an exact sequence of Rn(A)-modules
(4.15) 0→ Msn(A)→ Rn(A)→ Rs(A)→ 0.
In other words, there exists a canonical isomorphism of Rn-module schemes
Msn = Ker[Rn → Rs] .
In particular, Mn = Ker[Rn → Ok ].
Now observe that, by the exactness of (4.15), πsnRn(A) ⊆ M
s
n(A). Thus, by (4.13)
with i = s, we have
(4.16) π snM

n(A) = 0 if j ≥ n− s.
In other words, M n(A) is a πsn-torsion Rn(A)-module for every j ≥ n− s.
We will write
(4.17) Θn,s : M
s
n → M
s
n
for the canonical map (3.24). Recall that, by Remark 3.28, (4.17) is the identity
morphism in the equal characteristic case.
Remarks 4.18.
(a) If R = W (k) in the unequal characteristics case, then Rn = Wn for every
n ∈ N. Further, if n > s ≥ 1, then (4.15) can be identified with the sequence
(2.12). Thus Msn(A) = V
sWn−s(A) ⊂Wn(A) (2.13).
(b) In general, the inclusion Mn(A)
r ⊆ M rn(A) (4.14) is strict. For example,
choose R = W (k) and set n = 3 and s = 1 in (a). By (2.14) and (2.16), we
have
V (a0, a1)V (b0, b1) = V
2(ap0 b
p
0 ) = (0, 0, a
p
0 b
p
0 ) = FV
2(a0b0)
= pV (a0b0) ∈ pW3(A),
whence M3(A)
2 = (V W2(A))
2 ⊆ pW3(A) by (a). On the other hand, if
A 6= Ap and c ∈ A \ Ap, then (0, 0, c) is an element of M 23 (A) = V
2W1(A)
which is not contained in pW3(A) = FV W2(A). Thus (0, 0, c) /∈ M3(A)
2.
(c) The containment (4.14) is an equality in the unequal characteristics case if A
is perfect and n > e¯, where e¯ is the absolute ramification index of R (so that
m > 1 (4.6)). Indeed, by Proposition 3.25, the map ΘMsn(A) : M
s
n(A) →
Msn(A) is an isomorphism for every n and s ≥ 1. On the other hand,
M sn(A) ≃ π
s
nRn(A) ≃ Mn(A)
s, as follows from Remark 3.15 and Lemma
2.24.
(d) If Rn is a k-algebra (which holds if R is an equal characteristic ring or if R
is an unequal characteristics ring and n ≤ e¯, as m = 1 (4.6) in the latter
case), then (4.14) is also an equality. Indeed, in this case M sn(A) = M
s
n(A)
for every A by Remark 3.28 and M sn(A) ≃ π
s
nRn(A) ≃ Mn(A)
s by (3.1).
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Let n, s be integers such that n > s ≥ 1. The isomorphism of Rn-modules (4.1)
induces an isomorphism of Rn-module schemes Rn−s
∼
→ M sn . We will write
(4.19) ϕn,s : Rn−s → Msn
for the composition
Rn−s
∼
→ M sn → M
s
n,
where the second map is the morphism of Rn-module schemes Θn,s (4.17). Note
that, by Remark 3.28, Θn,s is the identity morphism in the equal characteristic case,
whence (4.19) is an isomorphism. Now the canonical homomorphism of Rn-modules
Rn →M
s
n, r 7→ π
s
nr, induces a morphism of Rn-module schemes Rn → M
s
n. We will
write
(4.20) ϑn,s : Rn → Msn
for the composition
Rn → M
s
n → M
s
n.
Proposition 4.21. Let n, s be integers such that n > s ≥ 1. Then the following
diagram of Rn-module schemes commutes
Rn
"" ""❊
❊❊
❊❊
❊❊
❊❊
ϑn,s // M sn ,
Rn−s
ϕn,s
;;①①①①①①①①①
where the unlabeled map is the canonical morphism (4.15) and the maps ϕn,s and
ϑn,s are given by (4.19) and (4.20), respectively. If R is an equal characteristic ring,
then ϕn,s is an isomorphism. If R is a ring of unequal characteristics and A is a
k-algebra, then ϕn,s(A) is a surjection if A = A
p and an isomorphism if either A is
perfect or n ≤ e¯.
Proof. The commutativity of the indicated triangle is immediate from the fact that
the composition of canonical homomorphisms Rn → Rn−s → M
s
n (where the second
map is the isomorphism (4.1)) is the map Rn →M
s
n, r 7→ π
s
nr. The fact that ϕn,s is
an isomorphism in the equal characteristic case was noted above. For the unequal
characteristics case, see Proposition 3.25 and note that, by Remark 4.18(d), ϕn,s(A)
is an isomorphism for every A if n ≤ e¯. 
Remarks 4.22. Let k be a perfect field of characteristic p > 0.
(a) If R = W (k) and n > s ≥ 1, then Msn(A) = V
sWn−s(A) ⊆ Wn(A) for every
k-algebra A by Remark 4.18(a). The homomomorphism of Wn(A)-modules
(4.19)
(4.23) ϕn,s(A) : Wn−s(A)→ V
sWn−s(A)
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is the multiplication by ps = V sF s = F sV s = F s◦ Vn−s,n map (see (2.12)
and (2.14)), i.e.,
ϕn,s(A)(a0, . . . , an−s−1) = (0, . . . , 0, a
ps
0 , . . . , a
ps
n−s−1) (s zeroes).
In particular, if n ≥ 2, then ϕn,n−1(A) is the map A → V
n−1W1(A) ⊆
Wn(A), a 7→ (0, . . . , 0, a
pn−1) (n− 1 zeroes), which is an isomorphism if, and
only if, A is perfect.
(b) Let R = W (k) be as in (a) and let A be a k-algebra. By Remark 4.18(a)
and (a) above, for every integer n ≥ 1, M nn+1(A) = V
nW1(A) has a canonical
structure of A-module given by a ·V n(b) = (a, 0, . . . , 0)V n(b) = V n(ap
n
b)
(2.16). Now recall the A-algebra p
n
A. By definition, p
n
A is the ring A endowed
with the A-module structure given by a · b = ap
n
b for a, b ∈ A. Then
the map p
n
A → V nW1(A), b 7→ V
n(b), is bijective and A-linear (hence, in
particular, additive [Ill, (1.1.5), p. 505]). If we identify p
n
A and V nW1(A) as
A-modules via the preceding map, then the homomorphism of A-modules
ϕn+1,n(A) : W1(A) → V
nW1(A) (4.23) is identified with the A-linear map
A→ p
n
A, a 7→ ap
n
.
Let p
n
Ok denote the Ok-module scheme defined by p
n
Ok(A) = p
n
A for every k-
algebra A. The following statement should be compared with that in [Gre2, p. 257,
line 10].
Proposition 4.24. Let k be a perfect field of characteristic p > 0, let R be an
artinian local ring with residue field k such that charR 6= chark and let I be a
minimal ideal of R. Then there exists an isomorphism of Ok-module schemes I ≃
ptOk, where t ≥ 0 is a uniquely defined integer.
Proof. If m > 1 is defined by the equality charR = pm, then R has a canonical
Wm(k)-algebra structure by Remark 3.12(b). Thus R is a finitely generated module
over the principal ideal domain W(k), whence there exist integers {n1, . . . , nr} with
1 ≤ n1 ≤ · · · ≤ nr ≤ m and an isomorphism of W (k)-modules λ : R
∼
→
∏r
i=1Wni(k).
We will construct aW(k)-automorphism δ of
∏r
i=1Wni(k) such that the composition
δ◦λ : R
∼
→
∏r
i=1Wni(k) induces an isomorphism I
∼
→ pnq−1Wnq(k) ⊂
∏r
i=1Wni(k) for
some q ∈ {1, . . . , r}. Thus, setting
(4.25) t = nq − 1,
we obtain the existence of an isomorphism of k-modules I ≃ p tWs+1(k) = V
tW1(k)
(2.19) which induces, for every k-algebra A, an isomorphism of A-modules I(A) ≃
V tW1(A). The proposition then follows from Remark 4.22(b).
Let M be the maximal ideal of R. The minimality hypothesis implies that I is
principal and MI = 0. Let g be a fixed generator of I and write λ(g) = (wi) ∈∏r
i=1Wni(k). Note that (wi) 6= (0, . . . , 0). Since pg ∈MI = 0, we have wi = p
ni−1w˜i
for every i, for some w˜i ∈ Wni(k). Clearly wi 6= 0 if, and only if, w˜i ∈ Wni(k)
×. Let
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nq = min{ni : wi 6= 0}. Then λ(g) = p
nq−1(w ′1, . . . , w
′
r), where w
′
q = w˜q ∈ Wnq(k)
×
and, if i 6= q, either w ′i = 0 when wi = 0 or w
′
i = p
ni−nq w˜i ∈ Wni(k) when wi 6= 0.
Clearly pnqw ′i ∈ p
niWni(k) for every i. Now let ζ : W (k)
r →
∏r
i=1Wni(k) be the
canonical projection and write J for its kernel. Thus J = ⊕ri=1W (k)p
niei ⊂W (k)
r,
where {e1, . . . , er} is the canonical basis of W (k)
r. Since w ′q ∈ Wnq(k)
×, we may
choose v =
∑r
i=1 αiei ∈ W (k)
r with αq ∈ W(k)
× such that ζ(v) = (w ′1, . . . , w
′
r).
Note that, since pnqw ′i ∈ p
niWni(k) for every i, we have p
nqαi ∈ p
niW(k) for every i,
whence pnqv =
∑r
i=1 p
nqαiei ∈ J . Now let T be the automorphism ofW (k)
r defined
by T (ei) = ei for i 6= q and T (eq) = (1 + α
−1
q )eq − α
−1
q v. Since p
nqv ∈ J , we have
T (pniei) ∈ J for every i, whence T (J ) ⊆ J . On the other hand, since T (v) = eq, we
have pnqeq = T (p
nqv) ∈ T (J ). Further, pniei = T (p
niei) ∈ T (J ) for every i 6= q. We
conclude that T (J ) = J . Let T be the automorphism of W (k)r/J induced by T and
let δ be the corresponding automorphism of
∏
iWni(k), i.e., δ = ζ ◦ T ◦ ζ
−1
, where
ζ : W (k)r/J
∼
→
∏
iWni(k) is the isomorphism induced by ζ . Writing v (respectively,
eq ) for the class of v (respectively, eq) in W (k)
r/J , we have
δ(λ(I)) = δ(λ(g))
r∏
i=1
Wni(k) = p
nq−1ζ
(
T (v)
) r∏
i=1
Wni(k)
= pnq−1ζ (eq )
r∏
i=1
Wni(k) = p
nq−1Wnq(k),
as desired. 
Remark 4.26. Let R be a discrete valuation ring of unequal characteristics and let
n > e¯ = v(p) ≥ 1 be an integer. Then Rn has characteristic p
m, where m > 1 is
as defined in (4.6), and the pair (R, I) = (Rn,M
n−1
n ) satisfies the conditions of the
proposition (see Remark 4.12(b)). By Remark 4.12(a) and Lemma 4.8, the factor
Wni(k) in (4.10) corresponds to the Wm(k)-submodule Wm(k) · π
i
n of Rn if i < ζ and
to Wm−1(k) · π
i
n = Wm(k) · π
i
n if i ≥ ζ . Now observe that, since p
m−1 divides πn−1n ,
we have Wm−1(k) ·π
n−1
n = 0 in Rn. Consequently, multiplication by π
n−1
n annihilates
every factor Wni(k) if i ≥ ζ . We conclude that nq = m and therefore t = m− 1 in
(4.25). Thus there exists an isomorphism of Ok-module schemes M n−1n ≃
pm−1Ok
which generalizes the isomorphism V n−1W1 ≃
pn−1Ok of Remark 4.23(b) (where
e¯ = 1 and therefore m = n).
5. Greenberg algebras and ramification
We keep the notation and hypotheses of the previous Section. An extension of
discrete valuation rings is a local and flat homomorphism of discrete valuation rings
R → R ′. We will write m′, k ′ and K ′ for the maximal ideal, residue field and
fraction field of R ′, respectively. Note that R → R ′ is faithfully flat and therefore
injective, whence it induces field extensions k →֒ k ′ and K →֒ K ′. We will say
that the (possibly infinite) extension R ′/R is of ramification index 1 if mR ′ = m′.
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If R ′/R is finite, i.e., R ′ is a finitely generated R-module, we will write e for the
ramification index of R ′/R, i.e., mR ′ = (m′)e. Note that, if R ′/R is finite, then the
associated morphism S ′ → S is finite and locally free.
We now consider extensions R ′ of R as above and their corresponding Greenberg
algebras, under the assumption that R is complete. We will discuss first (possibly
infinite) extensions of R of ramification index 1.
If R is an equal characteristic ring and k ′/k is any subextension of k/k, the
extension R ′ of R of ramification index 1 which corresponds to k ′/k is
R ′ = R⊗k k
′.
Note that R ′ is a discrete valuation ring with maximal ideal m ′ = mR ′ and residue
field k ′. Further, R ′ =
⋃
(R⊗k k
′′), where the union extends over the family of finite
subextensions k ′′/k of k ′/k and each ring R ⊗k k
′′ is a complete discrete valuation
ring. For every n ∈ N, we have
R ′n = Rn ⊗R R
′ = Rn ⊗k k
′.
Thus, by (4.3),
(5.1) R ′n = Rn(k
′).
Now assume that R is a ring of unequal characteristics (in particular, k is perfect).
For every finite subextension k ′/k of k/k, there exists a uniquely determined finite
unramified extension K ′/K whose residual extension is (isomorphic to) k ′/k [SeLF,
III, §5, Theorem 2, p. 54]. We will write R ′ for the integral closure of R in K ′.
Then R ′ is a complete discrete valuation ring with maximal ideal mR ′ and residue
field k ′ (see, for example, [DG, Appendix, 1.2, p. 649]). Further, by [SeLF, III, §5,
Remark 1, p. 55 ], R ′ = R⊗W (k) W (k
′). Consequently, for every n ∈ N, we have
(5.2) Rn ⊗R R
′ = Rn ⊗Wn(k)Wn(k
′)
by (2.21). Now the maximal unramified extension of K is Knr = lim
−→
K ′, where
the inductive limit extends over the finite unramified extensions K ′/K as above. If
k ′/k is any (i.e., possibly infinite) subextension of k/k, then there exists a (possibly
infinite) subextension K ′/K of Knr/K which corresponds to k ′/k. We define the
extension of R of ramification index 1 which corresponds to k ′/k as the integral
closure R ′ of R in K ′. Then R ′ is a discrete valuation ring with maximal ideal mR ′
and residue field k ′. If k ′/k is finite, then R ′ is complete. We have
(5.3) R ′ = lim−→RL,
where the inductive limit extends over the finite subextensions L/K of K ′/K which
correspond to the finite subextensions of k ′/k. Now, since the functor Wn(−) com-
mutes with filtered inductive limits for every n ∈ N, (5.2) and (5.3) show that
R ′n = Rn ⊗R R
′ = Rn ⊗Wn(k)Wn(k
′).
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Thus, by (2.21),
(5.4) R ′n = Rn ⊗Wn(k) Wn(k
′) = Rn ⊗W (k) W (k
′)
for every n ∈ N.
In both the equal and unequal characteristics cases, if k ′/k is any subextension of
k/k, we will write S ′n for SpecR
′
n and R
′
n for the k
′-ring scheme associated to R ′n.
If k ′ = k, we will write R ′ = Rnr, R ′n = R
nr
n , R
′
n = R
nr
n and S
nr
n = SpecR
nr
n .
Lemma 5.5. Let k ′/k be a subextension of k/k and let R ′ be the extension of R of
ramification index 1 that corresponds to k ′/k. Then, for every n ∈ N, there exists a
canonical isomorphism of Rn-algebras
R ′n = Rn(k
′ ).
Proof. The equal characteristics case is (5.1). In the unequal characteristics case,
the lemma follows by combining (5.4) and Proposition 3.14. 
By the lemma, we have
(5.6) Rnrn = Rn
(
k
)
.
Further, in the lemma the field k ′ is being regarded as a k-algebra. In general, every
k ′-algebra A, where k ′/k is a subextension of k/k, can be regarded as a k-algebra.
By Lemma 5.5, the Rn = Rn(k)-algebra Rn(A) is canonically endowed with an
R ′n = Rn(k
′ )-algebra structure.
Lemma 5.7. Let k ′/k be a subextension of k/k and let R ′ be the extension of R of
ramification index 1 that corresponds to k ′/k. Then, for every n ∈ N, there exists a
canonical isomorphism of k ′-ring schemes
R ′n = Rn ×Spec k Spec k
′.
Proof. In the equal characteristic case, the result follows from (2.40), (4.2) and
(5.1). In the unequal characteristics case, it suffices to check that the fpqc sheaves
of sets on the category of k ′-algebras which are represented by the k ′-schemes R ′n
and Rn ×Spec k Spec k
′ are isomorphic. Since, by (2.1) and [Lip, Appendix A], the
indicated sheaves are the sheaves associated to the functors on k ′-algebras A 7→
R ′n⊗W(k′)W(A) and A 7→ Rn⊗W(k)W(A) (respectively), it suffices to check that the
canonical map
Rn ⊗W(k)W(A) −→ R
′
n ⊗W(k′)W(A)
is a bijection for every k ′-algebra A. This follows from (5.4). 
Lemma 5.8. Let k ′/k be a finite subextension of k/k and let R ′ be the extension
of R of ramification index 1 which corresponds to k ′/k. Then, for every n ∈ N and
every k-algebra A, there exists a canonical isomorphism of R ′n-algebras
R ′n
(
A⊗k k
′
)
= Rn(A)⊗RnR
′
n.
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Proof. In the equal characteristic case, (4.3) yields
R ′n
(
A⊗k k
′
)
=
(
A⊗k k
′
)
⊗k ′R
′
n = (A⊗kRn)⊗RnR
′
n = Rn(A)⊗RnR
′
n.
Now assume that R is a ring of unequal characteristics (in particular, k is perfect).
Since k ′ is an e´tale k-algebra, by [Lip, Theorem C.5(i), p. 84] there exists a canonical
isomorphism of Rn(A)-algebras
Rn
(
A⊗k k
′
)
= Rn(A)⊗Wn(k)Wn(k
′).
Now, by (2.1) and Lemma 5.7, there exists a canonical isomorphism of R ′n-algebras
Rn
(
A ⊗k k
′
)
= R ′n
(
A ⊗k k
′
)
. On the other hand, by (5.4), there exists a ring
isomorphism Rn(A) ⊗Wn(k) Wn(k
′) = Rn(A) ⊗RnR
′
n. Thus there exists a ring iso-
morphism
αA : R
′
n
(
A⊗k k
′
)
→ Rn(A)⊗RnR
′
n
which is functorial in A. Consequently the diagram
R ′n = R
′
n(k ⊗k k
′) //
αk

R ′n(A⊗kk
′)
αA

R ′n = Rn(k)⊗Rn R
′
n
// Rn(A)⊗Rn R
′
n
commutes, whence αA is an isomorphism of R
′
n-algebras. This completes the proof.

Remark 5.9. The above lemma remains valid if k ′/k is infinite. The proof reduces
to the above proof via a limit argument using the fact that the functors Rn(−) and
Wn(−) commute with filtered inductive limits.
The following lemma applies to possibly ramified finite extensions of R.
Lemma 5.10. Let R ′ be a finite extension of R of ramification index e with asso-
ciated residue field extension k ′/k ⊆ k/k. Then, for every integer n ≥ 1 and every
k-algebra A, there exists a canonical isomorphism of R ′ne-algebras
Rn(A)⊗RnR
′
ne = R
′
ne
(
A⊗k k
′
)
.
Proof. In the equal characteristic case, the proof is similar to the proof of the cor-
responding case of Lemma 5.8. If R is an unequal characteristics ring and R ′/R is
totally ramified (respectively, of ramification index 1), then the lemma follows from
[NS, Lemma 2.7, p. 1593] (respectively, Lemma 5.8). The general case follows by
combining these two cases in a well-known manner. 
Remark 5.11. In the unequal characteristics case, the ring R is a totally ramified
(possibly trivial) extension of W(k) of degree e¯ = v(p) ≥ 1. Thus, for every i ∈ N
and every k-algebra A, the lemma yields a canonical isomorphism of R ie¯ -algebras
Rie¯(A) = R ie¯ ⊗Wi(k) Wi(A).
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Note that, if A = Ap, then Ri e¯(A) = R ie¯ ⊗W (k)W(A) by (2.21). Note also that,
if 0 < j ≤ e¯ and A is any k-algebra, then Rj(A) = Rj ⊗k A by [NS, Lemma 2.7,
p. 1593]. See also Remark 4.12(b).
Let R ′ be a finite extension of R with maximal ideal m′, residue field k ′ and
ramification index e. Recall S = SpecR and let S ′ = SpecR ′. For every integer
n ≥ 1, set S ′n = SpecR
′
n = Spec (R
′/(m ′)nR ′ ). Since m = (m′)e, there exists a
canonical isomorphism
(5.12) S ′ne = S
′ ×S Sn.
In particular,
(5.13) S ′e = S
′ ×S S1 = S
′
ne ×Sn S1.
Consequently, if Z is an S ′ne-scheme, then Z ×S ′neS
′
e = Z ×SnS1.
Now observe that, since R is noetherian and R→ R ′ is finite and flat, S ′ → S is
finite and locally free. Therefore the induced morphism fn : S
′
ne = S
′×S Sn → Sn is
finite and locally free as well. Further, since S ′1 → S
′
e is a universal homeomorphism
we have, by (5.13) and Remark 2.44(e),
γ(fn) = #
(
S ′ne ×Sn Spec k
)
= #
(
S ′e ×S1 Spec k
)
= #
(
S ′1 ×S1 Spec k
)
= [k ′ : k ]sep.
Thus Z is admissible relative to S ′ne → Sn (see Definition 2.45) if, and only if,
every set of [k ′ : k ]sep points in Z ×S ′neS
′
e(= Z ×SnS1) is contained in an open affine
subscheme of Z.
Remark 5.14. If R ′/R is totally ramified, then k ′ = k and therefore every S ′ne-scheme
is admissible relative to S ′ne → Sn (see Remark 2.44(b)). Consequently, by Theorem
2.47, the Weil restriction ResS ′ne/Sn(Z) exists for every S
′
ne-scheme Z. Note that,
in this case, S ′ne → Sn is, in fact, a universal homeomorphism. This follows from
[EGA Inew , Proposition 3.8.2(iv), p. 249] and the commutative diagram
S ′1

S1

S ′ne
// Sn,
whose vertical morphisms are universal homeomorphisms.
Lemma 5.15. Let n ≥ 1 be an integer and let Z be an S ′ne-scheme which is admis-
sible relative to S ′ne → Sn. Then the k
′-scheme Z ×S ′ne S
′
1 is admissible relative to
k ′/k.
Proof. Since S1 → Sn is affine and S
′
ne ×Sn S1 equals S
′
e by (5.13), the S
′
e-scheme
Z ×S ′ne S
′
e is admissible relative to fn×Sn S1 : S
′
e → S1 by Remark 2.46(e), where
fn : S
′
ne → Sn. Now, since S
′
1 → S
′
e is a universal homeomorphism, Remark 2.46(f)
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shows that (Z ×S ′ne S
′
e)×S ′e S
′
1 = Z ×S ′ne S
′
1 is, indeed, admissible relative to S
′
1 →
S1. 
Lemma 5.16. Let X ′ be an S ′-scheme which is admissible relative to S ′ → S and
let n ≥ 1 be an integer. Then the S ′ne-scheme X
′ ×S ′ S
′
ne is admissible relative to
S ′ne → Sn.
Proof. This is immediate from Remark 2.46(e) using (5.12). 
6. The Greenberg algebra of a discrete valuation ring
Let R be a discrete valuation ring. The Greenberg algebra associated to R is the
affine k-scheme
(6.1) R˜ = lim
←−
n∈N
Rn,
where the transition morphisms are induced by the canonical maps Rn+1 → Rn.
Since, for every n ∈ N, the underlying scheme of Rn is isomorphic to Ank (see
Section 4), the underlying scheme of the ring scheme R˜ is isomorphic to A(N)k =
Spec k[xn;n ∈ N]. In particular, R˜ is not locally of finite type. Now, if A is a
k-algebra, set
(6.2) R˜(A) = Homk
(
SpecA, R˜
)
= lim
←−
(Rn(A)),
where the second equality follows from (6.1) via (2.4) and (3.36).
We will also need to consider, for every k-scheme Y , the Zariski sheaf on Y defined
by
(6.3) R˜(OY ) = lim←−
Rn(OY),
where, for every n ∈ N, Rn(OY) is the Zariski sheaf on Y given by (3.35). Then, for
every open subset U ⊂ Y , we have
Γ (U, R˜(OY )) = lim←−
Γ (U,Rn(OY)).
In particular, if U = SpecA is an affine subscheme of Y , then (3.36) and (6.2) yield
(6.4) Γ (U, R˜(OY )) = R˜(A).
Note that the underlying set of the ring R˜(A) is isomorphic to A(N). The functor
R˜(−) thus defined is a covariant and representable functor from the category of k-
algebras to the category of R-algebras (a representing object is the coordinate ring
of the affine scheme R˜ ). If φ : B → A is a monomorphism (respectively, epimor-
phism) of k-algebras, then R˜(φ) : R˜(B)→ R˜(A) is a monomorphism (respectively,
epimorphism) of R-algebras. This follows from the fact that, as a map of sets,
R˜(φ) is simply the map φ(N) : B(N) → A(N). Note also that, since the k-algebra that
represents R˜ (−) is not of finite presentation, the functor R˜(−) does not commute
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with filtered inductive limits. See [EGA, IV3, Corollary 8.14.2.2] and compare with
Remark 5.9. In addition, if k ′/k is a subextension of k/k and R ′ is the extension of
R of ramification index 1 which corresponds to k ′/k, then, by Lemma 5.5,
(6.5) R˜(k ′ ) = R̂ ′
Remark 6.6.
(a) If R ≃ k[[t]] is an equal characteristic ring and A is a k-algebra then, by
(4.3),
R˜(A) = lim←− (Rn ⊗k A) ≃ lim←−A[t]/(t
n) ≃ A[[t]] ≃ R ⊗̂kA,
where the last term is the completion of R ⊗k A relative to the (t)-adic
topology. Consequently, definition (6.2) coincides with that in [NS2, p. 256].
In particular, if A = L is a field extension of k, then
R˜(L) ≃ L[[t]].
(b) Let R be an unequal characteristics ring and let A be a k-algebra such that
A = Ap. By (4.5), R ≃ W(k)[T ]/(f), where f is an Eisenstein polynomial.
Thus, by Remark 3.15, for every n ≥ 1 we have
Rn(A) = Rn ⊗W (k)W(A) ≃W(A)[T ]/(f, T
n).
Consequently, by Lemma 2.25,
(6.7) R˜(A) ≃ lim←−W(A)[T ]/(f, T
n) ≃ W (A)[T ]/(f) ≃ R⊗W (k)W(A).
Note that, since R is a finitely generated W (k)-module, R ⊗W (k) W(A) ≃
R ⊗̂W (k)W(A), whence R˜(A) ≃ R ⊗̂W (k)W(A). Thus definition (6.2) above
generalizes the definition given in [NS2, p. 256] when A = Ap. In particular,
if A = L is a perfect field extension of k, then
R˜(L) ≃ R⊗W (k)W (L).
Further, since R/W (k) is an extension of complete discrete valuation rings
of degree e¯, R˜(L)/W (L) is also an extension of complete discrete valuation
rings of degree e¯. Moreover, the extension of complete discrete valuation
rings R˜(L)/R has ramification index 1.
(c) We conclude that, if L/k is a field extension (where L is assumed to be perfect
in the unequal characteristics case), then R˜(L) is a reduced noetherian ring.
7. The Greenberg functor
The Greenberg realization of a scheme of finite type over an artinian local ring
was introduced in [Gre1]. In this Section we revisit Greenberg’s construction using
a scheme-theoretic approach.
Let R be an artinian local ring with maximal ideal M and residue field k which
is either a finite Wm(k)-algebra, where k is perfect of positive characteristic and
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m > 1, or a finite k-algebra, where k is arbitrary. As before, we discuss both
cases simultaneously by letting m ≥ 1 and assuming that k is perfect of positive
characteristic if m > 1. Note that, if R = k, then m = 1 and we are in the setting
of Subsection 3.1 (see Remark 3.9). Further, R = Ok by (3.2).
Let Y be a k-scheme. By Lemma 3.37 applied to the pair (R,M) and the identi-
fication R (M ) = Ok induced by the canonical isomorphism R/M = k, there exists
a canonical exact sequence of Zariski sheaves on Y
(7.1) 0→ M (OY)→ R(OY)→ OY → 0.
Note that, since M is a nilpotent ideal, M(A) is a nilpotent ideal as well for every
k-algebra A by (3.34). We now consider the locally ringed space over R
hR(Y ) = (|Y |,R(OY)).
By (3.36), if U = SpecA is an open affine subset of |hR(Y )| = |Y |, then
(7.2) Γ
(
U,OhR(Y )
)
= Γ (U,R(OY)) = R(A).
Further, there exists a nilpotent immersion of the special fiber hR(Y )s of h
R(Y ) into
hR(Y ) whose ideal sheaf is MR(OY), where (MR(OY))(U) = MR(A) ⊆ M(A).
Now, by the exactness of (7.1), there exists a canonical nilpotent immersion of
k-schemes
(7.3) ιY : Y → h
R(Y )s
which is induced by the composition R(OY)/MR(OY) ։ R(OY)/M(OY) ≃ OY .
Note that, in the setting of Subsection 3.1, ιY is an isomorphism for arbitrary Y
(see(3.6) and Remark 3.28). In the setting of Subsection 3.2, ιY is an isomorphism for
every Y such that the absolute Frobenius endomorphism of Y is a closed immersion
(see (3.22) and Proposition 3.25).
Proposition 7.4. Let Y be a k-scheme. Then hR(Y ) is an R-scheme which is affine
if Y is affine. If Y ′ is a closed (respectively, open) subscheme of Y , then hR(Y ′) is
a closed (respectively, open) subscheme of hR(Y ).
Proof. Assume first that Y = SpecA is affine. Then Γ (|hR(Y )|,OhR(Y )) = R(A) by
(7.2). Let σR : hR(Y )→ SpecR(A) be the morphism of locally ringed spaces which
corresponds to the identity map of R(A) under the bijection
Hom loc
(
hR(Y ), SpecR(A)
) ∼
→ Hom(R(A),R(A))
of [EGA Inew , Proposition 1.6.3, p. 210]. If R = k, then R = Ok by (3.2). Further,
hk(Y ) = Y and σk : hk(Y ) → SpecA is the identity morphism of Y . Now, if R is
arbitrary, then the identity map of |Y | and the projection in (7.1) define a morphism
of locally ringed spaces δ : Y → hR(Y ). On the other hand, by (3.36) and Remarks
3.8(b) and 3.10(b), the sequence (7.1) induces a surjective homomorphism ofWm(k)-
algebras R(A)→ A with (nilpotent) kernel M (A). Thus the morphism ς : SpecA→
SpecR(A) induced by R(A) → A is a nilpotent immersion. By the functoriality
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of the bijection in [EGA Inew , Proposition 1.6.3, p. 210], the following diagram
commutes:
(7.5) hk(Y )
δ

σk
∼
// SpecA
ς

hR(Y )
σR // SpecR(A).
Since δ and ς are homeomorphisms, the diagram shows that σR is a homeomorphism
as well. On the other hand, (7.5) with Y = D(f ) = SpecAf , where f ∈ A,
and Proposition 3.16 together show that σR maps the open locally ringed subspace
hR(D(f)) of hR(Y ) onto the open subscheme SpecR(A)[f ] of SpecR(A). Further,
Γ(|D(f)|,OhR(Y )) = R(Af) ≃ R(A)[f ] = Γ
(
σR(|D(f)|),OSpecR(A)
)
.
We conclude that σR is an isomorphism of locally ringed spaces and, consequently,
hR(Y ) is a scheme.
If Y is arbitrary, let {Yi} be a covering of Y by open affine subschemes. By
definition, the restriction of R(OY ) to |Yi| is R(OYi). Thus h
R(Y ) is obtained
by gluing the affine R-schemes hR(Yi), whence h
R(Y ) is an R-scheme, as claimed.
Further, if Y ′ is an open subscheme of Y , then hR(Y ′) is an open subscheme of
hR(Y ). Finally, let Y ′ be a closed subscheme of Y . In order to show that hR(Y ′)
is a closed subscheme of hR(Y ), we may assume that Y is affine. In this case the
desired conclusion follows from (3.38). 
It follows from the above proof that if A is a k-algebra, then
(7.6) hR(SpecA) = SpecR(A).
In particular,
(7.7) hR(Spec k) = SpecR.
Thus there exists a covariant functor
(7.8) hR: (Sch/k)→ (Sch/R), Y 7→ hR(Y ),
which respects open, closed and arbitrary immersions. Further, (7.8) is local for the
Zariski topology, i.e., if Y is a k-scheme and {ια : Uα → Y }α is a Zariski covering of
Y , then {hR(ια) : h
R(Uα)→ h
R(Y )}α is a Zariski covering of h
R(Y ).
Now, for every R-scheme Z, consider the contravariant functor
(7.9) (Sch/k)→ (Sets), Y 7→ HomR
(
hR(Y ), Z
)
.
Proposition-Definition 7.10. For every R-scheme Z, the functor (7.9) is repre-
sented by a k-scheme which is denoted by GrR(Z) and called the Greenberg realiza-
tion of Z. The assignment
(7.11) GrR : (Sch/R)→ (Sch/k), Z 7→ GrR(Z),
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is a covariant functor called the Greenberg functor associated toR, and the bijection
(7.12) Homk
(
Y,GrR(Z)
)
≃ HomR
(
hR(Y ), Z
)
is functorial in the variables Y ∈ (Sch/k) and Z ∈ (Sch/R). If Z is of finite type
(respectively, locally of finite type), then GrR(Z) is of finite type (respectively, locally
of finite type).
Proof. An argument completely analogous to the proof of [Gre1, Theorem, p. 643] 6
shows that, if Z is of finite type over R, then GrR(Z) exists, is of finite type over
k and the bijection (7.12) is bifunctorial. In [Gre1], GrR(Z) is constructed in a
number of steps from the particular case
(7.13) GrR
(
AdR
)
= R d,
where d ≥ 0 (see [Gre1, Proposition 3, p. 638] for this particular case). The same
construction can be used to define GrR(Z) for any Z starting from the following
definition:
Let {xi}i∈I be a (possibly infinite) family of independent indeterminates and
set A(I )R = SpecR[{xi}i∈I ]. For every finite subset J of I of cardinality |J |, let
A(J )R = SpecR[{xi}i∈J ] ≃ A
|J |
R . Then R[{xi}i∈I ] = lim−→J⊆I R[{xi}i∈J ], where the
inductive limit extends over all finite subsets J of I (ordered by inclusion). Thus
A(I )R = lim←−J⊆I A
(J )
R in the category of R-schemes. Now set
GrR
(
A(I )R
)
= lim
←−
J⊆I
GrR
(
A(J )R
)
≃ lim
←−
J⊆I
R |J |.
Since
(
GrR
(
A(J )R
))
is a projective system of affine k-schemes, GrR
(
A(I )R
)
is an affine
k-scheme by [EGA, IV3, Proposition 8.2.3]. It remains to check that (7.12) holds
for Z = A(I )R . Since (7.12) holds for each Z = A
(J )
R , we have, for every k-scheme Y ,
HomR
(
hR(Y ),A(I )R
)
= lim←−
J⊆I
HomR
(
hR(Y ),A(J )R
)
= lim←−
J⊆I
Homk
(
Y,GrR
(
A(J )R
))
= Homk
(
Y, lim
←−
J⊆I
GrR
(
A(J )R
))
= Homk
(
Y,GrR
(
A(I )R
))
,
by (2.4). Finally, the fact that GrR(Z) is locally of finite type over k if Z is locally
of finite type over R follows as in [Gre1, proof of Proposition 7, p. 642], using the
fact that (7.11) transforms affine R-schemes of finite type into affine k-schemes of
finite type (cf. [Gre1, Corollary 1, p. 639]). 
Remark 7.14. It follows from the above proof that the k-scheme GrR(Z) agrees with
the realization constructed in [Gre1, Proposition 7, p. 641] when Z is of finite type
over R.
6 Note that in [Gre1, Gre2] hR and GrR are denoted by G and F , respectively.
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By [Gre1, Proposition 3, p. 638], the functor (7.11) satisfies
(7.15) GrR(SpecR) = Spec k.
Further, for every R-scheme Z and k-algebra A, (7.6) and (7.12) yield the equality
(7.16) GrR(Z)(A) = Z(R(A)).
Remarks 7.17.
(a) Both hk and Grk are the identity functors on (Sch/k).
(b) The functor (7.11) transforms affine R-schemes into affine k-schemes and
respects open, closed and arbitrary immersions. Further, if {Zi} is an open
covering of anR-scheme Z, then the open subschemes GrR(Zi) cover Gr
R(Z).
The proofs of the preceding statements are similar to the proofs of [Gre1,
Corollary 1, p. 639, Corollaries 1 and 3, p. 640, Proposition 8, p. 642, and
Corollary 1, p. 642], using the fact that every affine R-scheme is isomorphic
to a closed subscheme of A(I )R for some set I.
(c) Assume that R is a (finite) k-algebra and let Z be an R-scheme. Since
|Y | = |Y ×Spec k SpecR| for every k-scheme Y , (3.3) yields
(7.18) hR(Y ) = Y ×Spec kSpecR.
Thus, in this case, (7.9) coincides with the Weil restriction functor of Z
relative to the universal homeomorphism SpecR → Spec k. Consequently
(7.19) GrR = ResR/k.
(d) The functor (7.11) respects fiber products (the proof of this fact is similar
to that in [Gre1, Theorem, p. 643]). Consequently, GrR defines a covariant
functor from the category of R-group schemes to the category of k-group
schemes. In particular, there exists a canonical isomorphism of k-group
schemes GrR
(
Ga,R
)
= R.
(e) If G is a smooth R-group scheme and d = dimGs then, by Lemma 2.11,
there exists an isomorphism of R-group schemes V(ω1G/R) ≃ G
d
a,R. It now
follows from (7.13) and (3.11) that, if R is a finite Wm(k)-algebra, then
there exists an isomorphism of k-schemes GrR(V(ω1G/R)) ≃ R
d ≃ Aℓdk , where
ℓ = lengthWm(k)(R). On the other hand, if R is a finite k-algebra, then
(d) and (3.4) show that there exists an isomorphism of k-group schemes
GrR(V(ω1G/R)) ≃ R
d ≃ Gℓda,k, where ℓ = dimkR. For example, ifR = W2(k),
then GrR(Ga,R) = W2, which is isomorphic to A2k as a k-scheme but is not
isomorphic to G2a,k as a k-group scheme.
For every k-scheme Y and R-scheme Z, let
(7.20) ϕRY,Z : Homk
(
Y,GrR(Z)
) ∼
→ HomR
(
hR(Y ), Z
)
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be the bijection (7.12) and let
(7.21) ψRY,Z : HomR
(
hR(Y ), Z
) ∼
→ Homk
(
Y,GrR(Z)
)
be its inverse. If Y = SpecA and Z = SpecB are affine, we will write ϕRY,Z = ϕ
R
A,B
and similarly for ψRY,Z . By (7.7) and (7.15), the morphisms 1Spec k and 1SpecR are ele-
ments of Homk
(
Spec k,GrR(SpecR)
)
and HomR
(
hR(Spec k), SpecR
)
, respectively,
and we have
(7.22) ϕRk,R(1Spec k) = 1SpecR
and
(7.23) ψRk,R(1SpecR) = 1Spec k.
Further, since (7.12) is bifunctorial, the following identities hold:
ϕRY,Z(g ◦ u) = ϕ
R
Y ′,Z(g) ◦ h
R(u)(7.24)
ψRY ′,Z(v) ◦ u = ψ
R
Y,Z(v ◦ h
R(u))(7.25)
f ◦ ϕRY ′,Z(g) = ϕ
R
Y ′,Z′(Gr
R(f) ◦ g)(7.26)
ψRY ′,Z′(f ◦ v) = Gr
R(f) ◦ ψRY ′,Z(v),(7.27)
where f : Z → Z ′ and v : hR(Y ′) → Z are SpecR-morphisms and u : Y → Y ′ and
g : Y ′ → GrR(Z) are k-morphisms. In particular, (7.24) shows that
(7.28) ϕRY ′,Z(g) = λ
R
Z ◦ h
R(g),
where
(7.29) λRZ = ϕ
R
GrR(Z),Z
(
1GrR(Z)
)
: hR(GrR(Z))→ Z.
Note that, by (7.22),
(7.30) λRSpecR = 1SpecR.
Further, (7.26) yields the identity
(7.31) ϕR
GrR(Z),Z′
(GrR(f )) = f ◦ λRZ .
The following lemma extends the adjunction formula (7.12).
Lemma 7.32. Let Z ′ be an R-scheme, Z a Z ′-scheme and Y a GrR(Z ′)-scheme.
Then
HomGrR(Z′)
(
Y,GrR(Z)
)
= HomZ′
(
hR(Y ), Z
)
.
Proof. Let f : Z → Z ′ and u′ : Y → GrR(Z ′) be the given structural morphisms.
Then the morphism ϕRY,Z′
(
u′
)
: hR(Y )→ Z ′ endows hR(Y ) with a Z ′-scheme struc-
ture. Let u ∈ HomGrR(Z′)
(
Y,GrR(Z)
)
, i.e, GrR(f) ◦ u = u′. Then, by (7.26),
f ◦ ϕRY,Z(u) = ϕ
R
Y,Z′(Gr
R(f) ◦ u) = ϕRY,Z′
(
u′
)
,
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i.e., ϕRY,Z(u) ∈ HomZ′
(
hR(Y ), Z
)
. On the other hand, if v ∈ HomZ′(h
R(Y ), Z), i.e.,
f ◦ v = ϕRY,Z′
(
u′
)
, then, by (7.27),
GrR(f) ◦ ψRY,Z(v) = ψ
R
Y,Z′(f ◦ v) = ψ
R
Y,Z′(ϕ
R
Y,Z′
(
u′
)
) = u′,
i.e., ψRY,Z(v) ∈ HomGrR(Z′)(Y,Gr
R(Z)). 
8. The Greenberg functor of a truncated discrete valuation ring
The definitions and constructions of the preceding Section apply, in particular,
to truncated discrete valuation rings. We recall the notation introduced in Section
4. Thus R is a discrete valuation ring with maximal ideal m and residue field k
(assumed to be perfect when R has unequal characteristics). In this Section we may
assume, without loss of generality, that R is complete. Let n ≥ 1 be an integer
and let Rn be the Greenberg algebra associated to Rn = R/m
n. Recall that the
covariant functor (7.8)
(8.1) hRn = h
Rn : (Sch/k)→ (Sch/Rn), Y 7→ (|Y |,Rn(OY )),
respects open, closed and arbitrary immersions. Further, by (7.6),
hRn(SpecA) = SpecRn(A),
hRn is local for the Zariski topology and, for every Rn-scheme Z, the contravariant
functor
(Sch/k)→ (Sets), Y 7→ HomRn
(
hRn(Y ), Z
)
is represented by a k-scheme GrRn (Z) = Gr
Rn(Z) called the Greenberg realization of
Z. See Proposition 7.10. The assignment
(8.2) GrRn : (Sch/Rn)→ (Sch/k), Z 7→ Gr
R
n (Z),
is a covariant functor called the Greenberg functor of level n (associated to R), and
the bijection
(8.3) Homk
(
Y,GrRn (Z)
)
≃ HomRn
(
hRn(Y ), Z
)
is functorial in the variables Y ∈ (Sch/k) and Z ∈ (Sch/Rn). If Z is of finite
type (respectively, locally of finite type) over Rn, then Gr
R
n (Z) is of finite type
(respectively, locally of finite type) over k. By (7.15), the functor (8.2) satisfies
GrRn (Sn) = Spec k.
Lemma 8.4. Let n ≥ 0 be an integer and let Z be an Rn-scheme.
(i) If A is a k-algebra, then GrRn (Z)(A) = Z(Rn(A)).
(ii) If k ′/k is a subextension of k/k and R ′ is the extension of R of ramification
index 1 which corresponds to k ′/k, then GrRn (Z)(k
′ ) = Z(R ′n).
Proof. Assertion (i) follows from (7.16). Assertion (ii) follows from (i) using Lemma
5.5. 
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Remark 8.5. Assume that R is a ring of unequal characteristics, let n ≥ 1 be an
integer and recall the integer m = ⌈n/e¯ ⌉ (4.6), where e¯ is the absolute ramification
index of R. Let Y be any k-scheme such that the absolute Frobenius morphism of
Y is a closed immersion. By Proposition 3.14 and the fact that (8.1) is local for the
Zariski topology, we have
(8.6) hRn
(
Y
)
=Wm
(
Y
)
×Wm(k) Sn,
where Wm
(
Y
)
is the scheme defined in [Ill, §1.5]. In particular, if m = 1, i.e.,
n ≤ e¯, then hRn coincides with the base change functor −×Spec k Sn on the category
of k-schemes Y which satisfy the indicated condition. Consequently, by (2.39) and
Proposition-Definition 7.10, we have
Homk(Y,Gr
R
n (Z)) = Homk(Y,ResRn/k(Z)) (if 1 ≤ n ≤ e¯ )
for every Rn-scheme Z and perfect k-scheme Y . We call attention to the fact that
(8.6) does not hold for arbitrary k-schemes Y . In particular, the formula in [BLR,
p. 276, line -18] is incorrect, as previously noted in [NS, p. 1592]. Note, however,
that (8.6) is indeed valid for every Y provided n = me¯, as follows from Remark
5.11 with i = m. Note also that, if R is absolutely unramified, then Rn = Wn and
hRn(Y ) = Wn(Y ) for every k-scheme Y and integer n ≥ 1.
Example 8.7. Let R be a complete discrete valuation ring of equal characteristic
p > 0. Fix an isomorphism R ≃ k[[t]], so that Rn ≃ k[t]/(t
n) for every n ∈ N (see
Section 3). By Remarks 7.17(c) and 2.46(g), GrRn (A
1
Rn) = ResRn/k(A
1
Rn) = A
n
k. On
the other hand, hRn(A
n
k) = A
n
Rn by (7.18). Thus the canonical morphism (7.29)
λA1Rn
: hRn(Gr
R
n (A
1
Rn))→ A
1
Rn
is induced by a ring homomorphism q(n) : Rn[x]→ Rn[x0, . . . , xn−1]. It follows from
[BLR, §7.6, proof of Theorem 4, p. 195] that q(n) is given by the formula q(n)(x) =∑n−1
i=0 xi t
i. Since tj = 0 in Rn for j ≥ n, we have q
(n)(xp) =
∑⌊(n−1)/p⌋
i=0 x
p
i t
ip. We
conclude that
(8.8) GrRn (Spec(Rn[x]/(x
p))) ≃ Spec (k[x0, . . . , xn−1]/(x
p
i , i ≤ (n− 1)/p)).
Compare with [BLR, §7.6, proof of Proposition 2(ii), pp. 193-194]. In particular,
(8.8) is not a finite k-scheme for every n > 1.
9. The change of rings morphism
We return to the setting of Section 7. Thus R is an artinian local ring with
maximal ideal M and residue field k which is either a finite Wm(k)-algebra, where
k is perfect of positive characteristic and m > 1, or a finite k-algebra, where k is
arbitrary. As before, we discuss both cases simultaneously by letting m ≥ 1 and
assuming that k is perfect of positive characteristic if m > 1. Let I be an ideal of
R, write R′ for the artinian local ring R(I) = R/I and let R ′ be the corresponding
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Greenberg algebra R (I ). Note that, if I = M, then R′ = k and R ′ = Ok by
(3.2). If X is an R-scheme, we will write X′ for XR′ . Note that the canonical
morphism X ′ → X is a nilpotent immersion and hence a universal homeomorphism.
If f : Z → X is a morphism of R-schemes, fR′ will be denoted by f
′.
Let Y be a k-scheme and recall the schemes hR(Y ) and hR
′
(Y ) introduced in
Section 7. By construction, the surjective morphism of Zariski sheaves on Y with
nilpotent kernel R(OY) → R
′(OY) (see Lemma 3.37 and (3.34)) associates to the
canonical projection R→ R′ a nilpotent immersion
(9.1) δR,R
′
Y : h
R′(Y )→ hR(Y )
which is functorial in Y , i.e., if u : Y → W is a morphism of k-schemes, then the
diagram
(9.2) hR
′
(Y )
δR,R
′
Y

hR
′
(u)
// hR
′
(W )
δR,R
′
W

hR(Y )
hR(u)
// hR(W )
commutes. If Y = SpecA is affine, we will write δR,R
′
A for δ
R,R′
Y . Via (7.7),
(9.3) δR,R
′
k : SpecR
′ → SpecR,
is the nilpotent immersion defined by the projection R→ R′.
Now let X be an R-scheme and let u : Y → GrR(X) be a k-morphism. The image
of u under the bijection (7.20)
ϕRY,X : Homk
(
Y,GrR(X)
) ∼
→ HomR
(
hR(Y ), X
)
is a morphism of R-schemes ϕRY,X(u) : h
R(Y ) → X . By (2.1), there exists a unique
morphism ofR′-schemes v˜ : hR
′
(Y )→ X ′ such that the following diagram commutes:
(9.4) hR
′
(Y )
v
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
δR,R
′
Y

v˜ //❴❴❴❴❴❴ X ′
prX

hR(Y )
ϕRY,X(u)
// X,
where δR,R
′
Y is the map 9.1 and we have written v = ϕ
R
Y,X(u) ◦ δ
R,R′
Y . Similarly,
there exists a unique morphism of R′-schemes wX : h
R′(GrR(X)) → X ′ such that
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the following diagram commutes:
(9.5) hR
′
(GrR(X))
δR,R
′
GrR(X)

wX //❴❴❴❴❴❴ X ′
prX

hR(GrR(X))
λRX
// X,
where λRX is the map (7.29). When X = SpecR, we have λ
R
X = 1SpecR by (7.30)
and both vertical maps above can be identified with δR,R
′
k (9.3) via (7.7) and (7.15),
whence
(9.6) wSpecR = 1SpecR′ .
Now observe that, since ϕRY,X(u) factors as λ
R
X ◦ h
R(u) (7.28), diagram (9.4) decom-
poses as
hR
′
(Y )
hR
′
(u)
//
v˜
''
v
++
δR,R
′
Y

hR
′
(GrR(X))
wX //
δR,R
′
GrR(X)

X ′
prX

hR(Y )
hR(u)
//
ϕRY ,X(u)
77h
R(GrR(X))
λRX
// X,
where the left-hand commutative square is an instance of (9.2) and the right-hand
commutative square is (9.5). We conclude, by uniqueness, that
(9.7) v˜ = wX ◦ h
R′(u).
Thus, we have defined a map
Homk
(
Y,GrR(X)
)
→ HomR′
(
hR
′
(Y ), X ′
)
, u 7→ wX ◦ h
R′(u).
Composing the above map with the bijection (7.21)
ψR
′
Y,X′ : HomR′
(
hR
′
(Y ), X ′
) ∼
→ Homk
(
Y,GrR
(
X ′
))
and using the formula (7.25)
ψR
′
Y,X′(wX◦h
R′(u)) = ψR
′
GrR(X),X′
(wX) ◦ u
we obtain a map
(9.8) Homk
(
Y,GrR(X)
)
→ Homk
(
Y,GrR
′
(X ′)
)
, u 7→ ψR
′
GrR(X),X′
(wX)◦u.
The morphism of k-schemes
(9.9) ̺R,R
′
X = ψ
R′
GrR(X),X′
(wX) : Gr
R(X)→ GrR
′
(X′),
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is called the change of rings morphism associated to the R-scheme X . Then (9.8)
is the map
(9.10) Homk
(
Y,GrR(X)
)
→ Homk
(
Y,GrR
′
(X ′)
)
, u 7→ ̺R,R
′
X ◦u.
Observe that, by (9.7) and (7.24),
v˜ = wX ◦ h
R′(u) = ϕR
′
GrR(X),X′
(
̺R,R
′
X
)
◦ hR
′
(u) = ϕR
′
Y,X′
(
̺R,R
′
X ◦u
)
.
Thus, by the definition of v˜ (9.4), the following holds.
Proposition 9.11. Let Y be a k-scheme, X an R-scheme and u : Y → GrR(X) a
morphism of k-schemes. If ̺R,R
′
X is the change of rings morphism (9.9), then ̺
R,R′
X ◦u
is the unique morphism of k-schemes a : Y → GrR
′
(X′) such that the diagram
(9.12) hR
′
(Y )
δR,R
′
Y

ϕR
′
Y,X′
(a)
// X ′
prX

hR(Y )
ϕRY,X(u) // X
commutes.
We will now discuss the functoriality of the assignment X 7→ ̺R,R
′
X (9.9). Let
f : Z → X be a morphism of R-schemes with associated morphism of k-schemes
GrR(f ) : GrR(Z) → GrR(X). Further, let ̺R,R
′
(f ) : GrR(Z) → GrR
′
(X ′) be the
image of GrR(f ) under the map (9.10) for Y = GrR(Z), i.e.,
(9.13) ̺R,R
′
(f ) = ̺R,R
′
X ◦Gr
R(f ).
By (7.31) with Z ′ = X , the commutativity of (9.5) with X replaced by Z and the
formula
(9.14) f ◦ prZ = prX ◦ f
′,
the diagram
hR
′
(GrR(Z))
δR,R
′
GrR(Z)

f ′◦wZ // X ′
prX

hR(GrR(Z))
ϕR
GrR(Z),X
(GrR(f ))
// X
commutes. Thus, by (9.13), (7.27), (9.9) and Proposition 9.11 for Y = GrR(Z) and
u = GrR(f ), we have
̺R,R
′
(f ) = ̺R,R
′
X ◦Gr
R(f ) = ψR
′
GrR(Z),X′
(f ′ ◦ wZ)
= GrR
′
(f ′) ◦ ψR
′
GrR(Z),Z′
(wZ) = Gr
R′(f ′) ◦ ̺R,R
′
Z .
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Thus the following diagram commutes
(9.15) GrR(Z)
GrR(f )

̺R,R
′
(f )
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
̺R,R
′
Z // GrR
′
(Z ′)
GrR
′
(f ′)

GrR(X )
̺R,R
′
X // GrR
′
(X ′)
.
In particular, if Z is an R-group scheme, then the change of rings morphism (9.9)
is a morphism of k-group schemes (i.e., a homomorphism).
Remarks 9.16.
(a) Note that, by (9.6) and (7.23),
(9.17) ̺R,R
′
SpecR = 1Spec k.
Further, ̺R,R
′
(1X) = ̺
R,R′
X (9.13). In addition, if R
′ = k (so that X ′ = Xs is
the special fiber ofX), then (9.9) is a morphism of k-schemes ̺R,kX : Gr
R(X)→
Xs (see Remark 7.17(a)).
(b) By Proposition 9.11, if A is a k-algebra, then (7.16) identifies ̺R,R
′
X (A) with
the map X(R(A)) → X(R ′(A)) induced by the canonical homomorphism
R(A) → R ′(A). In particular, ̺R,R
′
X (k) : X(R) → X(R
′) is induced by the
projection R→ R ′.
(c) If J is an ideal of R which contains I and R′′ = R/J, then (b) shows that
̺R,R
′′
X = ̺
R′,R′′
X′ ◦ ̺
R,R′
X , where X is an R-scheme and X
′ = X ×SpecR SpecR
′.
(d) For every k-scheme Y , let ιs : h
R(Y )s → h
R(Y ) denote the canonical immer-
sion of the special fiber of hR(Y ) into hR(Y ). Then the following diagram of
nilpotent immersions
(9.18) Y
ιY //
δR,kY ''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆ h
R(Y )s
ιs

hR(Y )
commutes, where ιY is the morphism (7.3) and δ
R,k
Y is the morphism (9.1) for
R ′ = k. Indeed, δR,kY (respectively, ιY ) is induced by the morphism of Zariski
sheaves R(OY) → R(OY)/M(OY) ≃ OY (respectively, R(OY)/MR(OY) →
R(OY)/M (OY)), whence the indicated commutativity follows.
Proposition 9.19. Let f : Z → X be a formally e´tale morphism of R-schemes.
Then the diagram (9.15) is cartesian. Consequently, there exists a canonical iso-
morphism of k-schemes
GrR(Z) = GrR(X )×
̺R,R
′
X ,Gr
R′(X′),GrR
′
(f ′ )
GrR
′
(Z ′ ).
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Proof. We need to show that, if T is a scheme and t1 : T → Gr
R′(Z ′ ) and t2 : T →
GrR(X) are morphisms of schemes such that
(9.20) GrR
′
(f ′)◦ t1 = ̺
R,R′
X ◦ t2,
then there exists a unique morphism of schemes g : T → GrR(Z) such that t1 =
̺R,R
′
Z ◦g and t2 = Gr
R(f )◦g . See the following diagram:
T
g
##●
●
●
●
● t1
((
t2
##
GrR(Z)
GrR(f )

̺R,R
′
Z // GrR
′
(Z ′ )
GrR
′
(f ′)

GrR(X )
̺R,R
′
X // GrR
′
(X ′ ).
By (9.20) and (7.26), we have
ϕR
′
T,X′(̺
R,R′
X ◦ t2) = ϕ
R′
T,X′(Gr
R′(f ′)◦ t1) = f
′ ◦ϕR
′
T,Z′(t1).
Thus, by (9.14) and the commutativity of (9.12) for Y = T and u = t2, the following
diagram commutes:
hR
′
(T )
δR,R
′
T

ϕR
′
T,Z′
(t1)
// Z ′
f ◦prZ

hR(T )
ϕRT,X(t2) // X.
Consequently, if we regard hR(T ) and hR
′
(T ) as X-schemes via the maps ϕRT,X(t2)
and f ◦prZ◦ϕ
R′
T,Z′(t1), respectively, then we obtain a well-defined map
HomX(h
R(T ), Z)→ HomX(h
R′(T ), Z), v 7→ v ◦ δR,R
′
T .
Now, since δR,R
′
T is a nilpotent immersion and f : Z → X is formally e´tale, the
preceding map is a bijection by [EGA, IV4, Remark 17.1.2(iv)]. Consequently, there
exists a unique morphism of X-schemes v : hR(T )→ Z, i.e., f ◦ v = ϕRT,X(t2), such
that v ◦ δR,R
′
T = prZ ◦ ϕ
R′
T,Z′(t1) : h
R′(T )→ Z. Let g = ψRT,Z(v) : T → Gr
R(Z). Then
prZ ◦ϕ
R′
T,Z′(t1) = v ◦ δ
R,R′
T = ϕ
R
T,Z(g) ◦ δ
R,R′
T . Thus, by Proposition 9.11 applied to
Y = T , X = Z and u = g, we have t1 = ̺
R,R′
Z ◦g. Finally, by (7.27),
t2 = ψ
R
T,X(ϕ
R
T,X(t2)) = ψ
R
T,X(f ◦v) = Gr
R(f) ◦ g.

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Corollary 9.21. Let f : Z → X be a formally e´tale morphism of R-schemes. Then
there exists a canonical isomorphism of k-schemes
GrR(Z) = Zs×fs,Xs, ̺R,kX
GrR(X ).
Consequently, GrR(f ) : GrR(Z)→ GrR(X) can be identified with fs×XsGr
R(X ).
Proof. This is immediate from the proposition by setting R ′ = k there. See also
Remarks 7.17(a) and 9.16(a). 
Corollary 9.22. Let Z be a formally e´tale R-scheme. Then the change of rings
morphism ̺R,R
′
Z : Gr
R(Z)→ GrR
′
(Z ′) (9.9) is an isomorphism.
Proof. Let f : Z → SpecR be the structure morphism of Z. By (9.17) and the
proposition, diagram (9.15) yields a cartesian diagram
GrR(Z)
GrR(f )

̺R,R
′
Z // GrR
′
(Z ′ )
GrR
′
(f ′)

Spec k
1Speck // Spec k.
Consequently, ̺R,R
′
Z is an isomorphism (see Subsection 2.1). 
Proposition 9.23. Let Z be an R-scheme. Then ̺R,R
′
Z : Gr
R(Z) → GrR
′
(Z ′ ) is
affine.
Proof. Since Z ′ → Z is a universal homeomorphism, we may choose an open affine
covering {Uj} of Z such that {U
′
j } is an open affine covering of Z
′. The proof of
[Gre1, Proposition 7, p. 641] 7 shows that GrR
′
(Z ′) is covered by the open affine
subschemes GrR
′
(U ′j ). Now, since the canonical injection morphism Uj → Z is
formally e´tale for each j by [EGA, IV4, Proposition 17.1.3], Proposition 9.19 yields
a canonical isomorphism(
̺R,R
′
Z
)−1
(GrR
′
(U ′j )) = Gr
R(Z )×GrR′(Z′) Gr
R′(U ′j ) = Gr
R(Uj)
for every j. Since GrR(Uj) is affine for every j by Remark 7.17(b), the proof is
complete. 
The following is an immediate corollary of the proposition (see [EGA Inew , Propo-
sition 9.1.3]):
Corollary 9.24. Let Z be an R-scheme. Then ̺R,R
′
Z : Gr
R(Z)→ GrR
′
(Z ′ ) is quasi-
compact and separated. 
7This proof depends only on (7.12) and is valid independently of the finiteness assumption in
[loc.cit.].
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Proposition 9.25. Let Z be a formally smooth R-scheme. Then the change of
rings morphism ̺R,R
′
Z : Gr
R(Z)→ GrR
′
(Z ′ ) is surjective.
Proof. By [EGA Inew , Proposition 3.6.2, p. 244], we need only check that the canon-
ical map
Homk(SpecK,Gr
R(Z))→ Homk(SpecK,Gr
R′(Z ′)), g 7→ ̺R,R
′
Z ◦g,
is surjective for every field extension K/k. Let t : SpecK → GrR
′
(Z ′ ) be a k-
morphism. Since Z is formally smooth overR and δR,R
′
SpecK : h
R′(SpecK)→ hR(SpecK)
(9.1) is a nilpotent immersion of affine R-schemes (7.6), the canonical map
HomR(h
R(SpecK), Z)→ HomR(h
R′(SpecK), Z), v 7→ v ◦δR,R
′
SpecK ,
is surjective. Thus, since prZ ◦ ϕ
R′
K,Z ′(t) ∈ HomR(h
R′(SpecK), Z), there exists an
R-morphism v ∈ HomR(h
R(SpecK), Z) such that v ◦ δR,R
′
SpecK = prZ ◦ ϕ
R′
K,Z ′(t). Let
g = ψRK,Z(v) ∈ Homk(SpecK,Gr
R(Z)). Then the same argument used in the latter
part of the proof of Proposition 9.19 shows that t = ̺R,R
′
Z ◦ g, which completes the
proof. 
10. The change of level morphism
We keep the notation of the previous Section. In particular, M denotes the
maximal ideal of R. Set
(10.1) N = min{n ∈ N : Mn = 0}.
For every integer n ≥ 1, set Rn = R/M
n and Mn = M/M
n . Note that R = Rn
and Mn = M for every n ≥ N , where N is given by (10.1). Thus the set of rings
{Rn : n ∈ N} equals the finite set {Rn : n ≤ N}. For example, if R = Rs = R/ms
is the truncation of order s (≥ 1) of a discrete valution ring R, as in Section 4,
then M = m/ms satisfies Ms = 0 whence Rn ≃ Rn for every n ≤ s and the sets
{Rn : n ∈ N} and {Rn : n ≤ s} can be identified. As in Section 8, we will write hRn
and GrRn for h
Rn and GrRn , respectively. Further, for every pair of integers n ≥ 1
and j ≥ 0, we will write
(10.2) θnj : SpecRn → SpecRn+j
for the morphism induced by the canonical surjective map Rn+j → Rn. Note that
θnj is the identity morphism of SpecR if n ≥ N . Further, Rn+j → Rn is a map
of the form R → R′ = R/I, with R = Rn+j and I = M
n/Mn+j, which were
discussed in the previous Section. Thus, for every Rn+j-scheme Z, the change of
rings map ̺
Rn+j ,Rn
Z (9.9) is defined. The latter map will be denoted by ̺
j
n,Z and
called the change of level morphism associated to the Rn+j-scheme Z. If Gr
R
n (Z)
denotes GrRn (Z×Rn+j SpecRn), then ̺
j
n,Z is a map
(10.3) ̺ jn,Z : Gr
R
n+j(Z)→ Gr
R
n (Z).
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Example 10.4. Let V = Spec
(
W (k)[x]/(px)
)
be the vector bundle associated to
the W (k)-module W (k)/(p) = k, and let A be any k-algebra A. Then Vs(A) =
Homk−alg(k[x], A) ≃ A and
GrR2 (V )(A) = HomW2(k)−alg(W2(k)[x]/(px),W2(A)) ≃ {(a0, a1)| a
p
0 = 0} ⊆W2(A).
By Remark 9.16(b), the change of level morphism ̺11,V (A) : Gr
R
2 (V )(A) → Vs(A)
(10.3) maps (a0, a1) to a0, which is a p-nilpotent element of Vs(A) = A. Setting
A = k above, we conclude that ̺11,V (k) is the zero map. Note, however, that
̺11,V 6= 0.
Now, for every k-scheme Y , let
(10.5) δn,jY = δ
Rn+j ,Rn
Y : h
R
n (Y )→ h
R
n+j(Y )
be the nilpotent immersion (9.1) which corresponds to the projection Rn+j → Rn.
We will write Rn for the Greenberg algebra R
(Mn) associated to Rn, as described
in Subsections 3.1 and 3.2. Further, note that Rn = R if n ≥ N .
Remark 10.6. For every morphism of k-schemes u : Y →W and every pair of integers
n ≥ 1 and j ≥ 0, (9.2) provides a commutative diagram
(10.7) hRn (Y )
δn,jY

hRn (u) // hRn (W )
δn,jW

hRn+j(Y )
hRn+j(u) // hRn+j(W )
where δn,jY is the map (10.5) In particular, if W = Spec k and u : Y → Spec k is the
structural morphism then, by (7.7) and (9.3), (10.7) is a diagram
hRn (Y )
δn,jY

hRn (u) // SpecRn
θnj

hRn+j(Y )
hRn+j(u) // SpecRn+j,
where the right-hand vertical map is (10.2). We conclude that δn,jY defines a mor-
phism of Rn+j-schemes h
R
n (Y ) → h
R
n+j(Y ) when h
R
n (Y ) is regarded as an Rn+j-
scheme via the composition θnj ◦ h
R
n (u).
11. Basic properties of the Greenberg functor
We keep the notation introduced in Section 7.
Proposition 11.1. Let Z be a quasi-projective R-scheme. Then GrR(Z) is a quasi-
projective k-scheme.
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Proof. Since Z → SpecR is of finite type, GrR(Z) → Spec k = GrR(SpecR) is a
morphism of finite type which factors as GrR(Z) → Zs → Spec k, where the first
map is the change of rings morphism ̺R,kZ (9.9) and the second morphism is quasi-
projective. Now, by Proposition 9.23 and [EGA Inew , Proposition 6.3.4(v), p. 305],
̺R,kZ is an affine morphism of finite type. Thus ̺
R,k
Z is also quasi-projective whence
the proposition follows (see [EGA, II, Proposition 5.3.4, (i) and (ii)]). 
Remark 11.2. When R is an equal characteristic discrete valuation ring (in which
case the Greenberg functor agrees with the Weil restriction functor by Remark
7.17(c)), and R is a truncation of R, then the preceding proposition also follows
from [CGP, Proposition A.5.8].
Proposition 11.3. Consider, for a morphism of schemes, the property of being:
(i) quasi-compact;
(ii) quasi-separated;
(iii) separated;
(iv) locally of finite type;
(v) of finite type;
(vi) affine.
If P denotes one of the above properties and the R-morphism f : X → Y has prop-
erty P , then the k-morphism GrR(f ) : GrR(X)→ GrR(Y ) has property P as well.
Proof. Recall diagram (9.15) associated to the canonical projection R→ k :
GrR(X)
̺R,kX //
GrR(f )

Xs
fs

GrR(Y )
̺R,kY // Ys.
By Proposition 9.23, the horizontal morphisms in the above diagram are affine and
hence separated and quasi-compact. Thus, if f is quasi-compact (whence fs is quasi-
compact as well), then the quasi-compactness of GrR(f ) follows from the diagram
using [EGA Inew , Propositions 6.1.4 and 6.1.5(v), p. 291]. To prove the propo-
sition for properties (ii) and (iii), assume that f is quasi-separated (respectively,
separated), i.e., the diagonal morphism ∆f : X → X×YX is quasi-compact (respec-
tively, a closed immersion). Then, by Remarks 7.17, (b) and (d), and the first part
of the proof,
GrR(∆f) = ∆GrR(f ) : Gr
R(X)→ GrR(X)×GrR(Y )Gr
R(X)
is quasi-compact (respectively, a closed immersion), i.e., GrR(f) is quasi-separated
(respectively, separated). To prove the proposition for property (iv), we may assume
thatX = SpecA and Y = SpecB, where B is anR-algebra andA is a quotient of the
polynomial B-algebra B[x1, . . . , xd] for some d ≥ 0. Since SpecA→ SpecB factors
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as SpecA →֒ AdB → SpecB, where the first morphism is a closed immersion (and
therefore of finite type), and GrR respects closed immersions by Remark 7.17(b), we
may, in fact, assume thatX = AdB. In this case f is the map A
d
R×RSpecB → SpecB,
whence (by Remark 7.17(d)) GrR(f ) is the base extension along GrR(SpecB) →
Spec k of the canonical morphism R d → Spec k, which is clearly a morphism of
finite type. This completes the proof for property (iv). The proposition holds in the
case of property (v) since it holds for properties (i) and (iv). Finally, by [Gre1, proof
of Proposition 7, p. 642], GrR(Y ) is covered by affine open subschemes of the form
GrR(U), where U is an affine open subscheme of Y . Since GrR(X)×GrR(Y )Gr
R(U) =
GrR(X×Y U) is affine, the proof is complete. 
Corollary 11.4. Let X be an affine scheme of finite type over R. Then GrR(X) is
an affine scheme of finite type over k.
Proof. Since X and SpecR are affine schemes, the structural morphismX → SpecR
is an affine morphism of finite type. Thus, by (7.15) and parts (v) and (vi) of the
proposition, GrR(X)→ Spec k is an affine morphism of finite type. The corollary is
now clear. 
Proposition 11.5. Let f : Z → Z ′ be a formally smooth (respectively, formally
unramified, formally e´tale) R-morphism of schemes. Then the induced k-morphism
GrR(f ) : GrR(Z)→ GrR(Z ′) is formally smooth (respectively, formally unramified,
formally e´tale).
Proof. We need to show that, if Y is an affine scheme, ι : Y∗ → Y is a nilpotent
immersion and Y → GrR(Z ′) is an arbitrary morphism of schemes, then the map
induced by ι
HomGrR(Z′)(Y,Gr
R(Z)))→ HomGrR(Z′)(Y∗,Gr
R(Z))
is surjective (respectively, injective, bijective). By (7.12), the morphism Y →
GrR(Z ′) corresponds to an R-morphism hR(Y ) → Z ′. Further, since hR respects
closed immersions by Proposition 7.4, formula (7.6) and Lemma 3.39 show that
hR(Y ) is an affine R-scheme and hR(ι) : hR(Y∗) → h
R(Y ) is a nilpotent immersion.
Thus, since f is formally smooth (respectively, formally unramified, formally e´tale),
the bottom horizontal map in the following diagram (whose vertical maps are the
canonical isomorphisms of Lemma 7.32)
HomGrR(Z′)(Y,Gr
R(Z)) // HomGrR(Z′)(Y∗,Gr
R(Z))
HomZ′
(
hR(Y ), Z
)
// HomZ′
(
hR(Y∗ ), Z
)
,
is surjective (respectively, injective, bijective). Thus the top horizontal map has the
same property. 
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Corollary 11.6. Let f : Z → Z ′ be a smooth (respectively, unramified, e´tale) R-
morphism. Then GrR(f) : GrR(Z)→ GrR(Z ′) is a smooth (respectively, unramified,
e´tale) k-morphism.
Proof. This follows by combining the proposition and Proposition 11.3(iv). 
Corollary 11.7. If Z is a smooth (respectively, unramified, e´tale) R-scheme, then
GrR(Z) is a smooth (respectively, unramified, e´tale) k-scheme.
Proof. This is immediate from the previous corollary using (7.15). 
Corollary 11.8. Let Z be a smooth R-scheme and let R → R ′ be a surjective
homomorphism of artinian local rings. Then the change of rings morphism (9.9)
̺R,R
′
Z : Gr
R(Z)→ GrR
′
(Z ′)
is faithfully flat.
Proof. By Corollary 9.24, Proposition 9.25 and Corollary 11.7, ̺R,R
′
Z is a quasi-
compact and surjective morphism of smooth k-schemes. Now Lemma 2.52 completes
the proof. 
Proposition 11.9. Let Λ be a directed set and let (Zλ)λ∈Λ be a projective system
of R-schemes with affine transition morphisms. Then (GrR(Zλ))λ∈Λ is a projective
system of k-schemes with affine transition morphisms and there exists a canonical
isomorphism of k-schemes
GrR
(
lim←−Zλ
)
= lim←−Gr
R(Zλ).
Proof. By Subsection 2.1, lim←−Zλ exists in (Sch/R) and therefore Gr
R
(
lim←−Zλ
)
is
defined. The first assertion is clear from Proposition 11.3(vi), and the second follows
from (7.12), (2.4) and Yoneda’s lemma, as in the proof of Proposition-Definition
7.10. 
Examples 11.10. The functor GrR fails to preserve some properties of morphisms
such as those described below.
(a) If f is a proper morphism of R-schemes, then GrR(f ) may fail to be a proper
morphism of k-schemes (if n > 1). See [CGP, Example A.5.6] for an equal
characteristic example with R = k[t]/(tn) (in which case GrR is the Weil
restriction funtor by Remark 7.17(c)).
(b) Flat morphisms are not, in general, preserved by GrR. Indeed, let k be a field
of positive characteristic p 6= 2 and let R = k[t]/(t2). Then GrR2 = ResR/k
by (7.19). Now consider the free R[x]-module R[x, y]/(y2 − tx) and let
ϕ : R[x] → R[x, y]/(y2 − tx) be the canonical inclusion. Then f = Spec (ϕ)
is a flat morphism of affine R-schemes. On the other hand, the morphism
THE GREENBERG FUNCTOR REVISITED 69
of k-schemes GrR2 (f ) = ResR/k(f ) is the morphism associated to the homo-
morphism of k-algebras
A = k[x0, x1]→ B = k[x0, x1, y0, y1]/(y
2
0, x0 − 2y0y1)
which is induced by the inclusion k[x0, x1]→ k[x0, x1, y0, y1], whence ResR/k(f )
is not flat. In effect, since x0y0 = 2y
2
0y1 = 0 in B, the A-regular element
x0 ∈ A is a zero divisor in B and therefore is not B-regular. See [Mat, (1.0),
p. 12, and (3.F), p. 21].
(c) If f is a finite morphism of R-schemes, then GrR(f ) may fail to be a finite
morphism of k-schemes. See (8.8).
12. Greenberg’s structure theorem
In this Section we establish a generalized version of the main theorem of [Gre2],
showing in particular that the original result in [Gre2] is unaffected by the various
changes allowed by the author to the structural sheaves of the schemes that intervene
in his arguments (see Remark 3.19). We keep the notation of Section 9. In particular,
R is an artinian local ring with maximal ideal M and residue field k which is either
a finite k-algebra, where k is arbitrary, or a finite Wm(k)-algebra, where k is perfect
of characteristic p > 0 and m > 1.
We will consider the following cases:
(i) R is a k-algebra and I is an ideal of R such that IM = 0, or
(ii) R is a finite W (k)-algebra of characteristic pm, where m > 1, and I is a
minimal ideal of R. Note that R is also a finite Wm(k)-algebra.
Note that IM = 0 in either case. In particular, since I ⊂M, we have I2 = 0. As
before, we will write R′ = R/I. In case (i), let t denote dimkI. In case (ii), let t
be the unique non-negative integer such that I ≃ p
t
Ok as Ok-module schemes (see
Proposition 4.24). For every R-scheme X , consider the quasi-coherent OXs-module
(12.1) EXs/k =


t⊕
i=1
Ω1Xs/k in case (i)(
F p
t
Xs
)∗
Ω1Xs/k in case (ii),
where, in case (ii), FXs denotes the absolute Frobenius endomorphism of Xs. Note
that, if Xs = SpecA is an affine k-scheme (where A is a k-algebra), then the sheaf(
F p
t
Xs
)∗
Ω1Xs/k in case (ii) corresponds to the A-module (Ω
1
A/k)
(F nA ) discussed in [BGA,
§4].
Remark 12.2. Let R be a discrete valuation ring with residue field k and let n > 0
be an integer. Consider the following cases: (a) R is an equal characteristic ring,
(b) R has unequal characteristics (0, p) and n ≤ e¯ = v(p) and (c) R has unequal
characteristics and n > e¯. Then (R, I) = (Rn,M
n−1
n ) is a valid choice in case (i) if
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either (a) or (b) holds, and in case (ii) if (c) holds. Note that, in cases (a) and (b)
(respectively, case (c)) we have t = 1 by (4.1) (respectively, t = m − 1, where m is
given by (4.6), as noted in Remark 4.26). Therefore (12.1) is given by
EXs/k =


Ω1Xs/k if charR = chark
Ω1Xs/k if charR 6= p = chark and n ≤ e¯ = v(p)(
F p
m−1
Xs
)∗
Ω1Xs/k if charR 6= p = chark and n > e¯ = v(p).
Now let the following data be given: a k-scheme Y , an R-scheme X and a k-
morphism u ′ : Y → GrR
′
(X ′), where X ′ = X ×R SpecR
′. Note that Y is an Xs-
scheme via the k-morphism a : Y → Xs which is defined by the commutativity of
the diagram
(12.3) Y
u′ //
a
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖ Gr
R′(X ′)
̺R
′,k
X′

Xs,
where ̺R
′,k
X′ is the change of rings morphism (9.9). Next, consider the Zariski sheaf
of abelian groups on Y
(12.4) Ha = HomOY
(
a∗Ω1Xs/k ,I(OY)
)
.
Then, by [EGA Inew , 4.4.7.1 p. 102], for every open subset U of Y we have
Ha(U) = HomOU
(
(a|U)
∗Ω1Xs/k ,I(OU)
)
= HomOXs
(
Ω1Xs/k , (a|U)∗I(OU)
)
.
Proposition 12.5. Let R be as in (i) or (ii) above, let X be an R-scheme and let
Y be a GrR
′
(X ′)-scheme. Then there exists an isomorphism of Zariski sheaves of
abelian groups on Y
Ha ≃ V
(
EXs/k
)
×
σ, Xs , ̺
R′,k
X′
GrR
′
(X ′),
where Ha and EXs/k are given by (12.4) and (12.1), respectively, and σ : V
(
EXs/k
)
→
Xs is the canonical structural morphism.
Proof. Note that every open subscheme U of Y is a GrR
′
(X ′)-scheme and V
(
EXs/k
)
×Xs
GrR
′
(X ′) is the Zariski sheaf on Y whose sections on U are the GrR
′
(X ′)-morphisms
U → V
(
EXs/k
)
×Xs Gr
R′(X ′). In case (i), i.e., R is a k-algebra, I is an ideal of
R such that IM = 0 and t = dimkI, the choice of an isomorphism of k-modules
I ≃ k t determines an isomorphism of Ok-module schemes I = I ≃ Otk so that
I(OY) ≃ ⊕
t
i=1OY . Thus, by (12.4)and (2.6), for every open subset U of Y we have
Ha(U) ≃ HomOXs
(
Ω1Xs/k , (a|U)∗OU
)t
≃ HomXs
(
U,V(
⊕t
i=1Ω
1
Xs/k
)
)
= HomXs
(
U,V(EXs/k)) ≃ HomGrR′(X′)
(
U,V(EXs/k)×Xs Gr
R′(X ′)).
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In case (ii), the isomorphism of Ok-modules I ≃ p
t
Ok of Proposition 4.24 yields an
isomorphism of Zariski sheaves I(OU) ≃
ptOU for every open subset U of Y . Thus,
by [BGA, (4.12) and Caveat 4.14], we have
Ha(U) ≃ HomOU
(
(a|U)
∗Ω1Xs/k ,
ptOU
)
≃ HomOU
((
F p
t
U
)∗
(a|U)
∗Ω1Xs/k ,OU
)
≃ HomOU
(
(a|U)
∗
(
F p
t
Xs
)∗
Ω1Xs/k ,OU
)
= HomOXs
(
EXs/k, (a|U)∗OU
)
≃ HomXs
(
U,V(EXs/k)) ≃ HomGrR′(X′)
(
U,V(EXs/k)×Xs Gr
R′(X ′)).

Corollary 12.6. Let R be a discrete valuation ring with residue field k and let
n ≥ 1 be an integer. If X is an Rn-scheme and Y is a Gr
R
n−1(X)-scheme, let
Ha = HomOY
(
a∗Ω1Xs/k ,M
n−1
n (OY)
)
, where a is defined by the commutativity of
diagram (12.3). Then there exists a canonical isomorphism of Zariski sheaves of
abelian groups on Y
Ha ≃ V
(
EXs/k
)
×Xs Gr
R
n−1(X),
where EXs/k = Ω
1
Xs/k
if charR = chark or charR = 0 6= p = chark and n ≤ e¯ = v(p),
and EXs/k =
(
F p
m−1
Xs
)∗
Ω1Xs/k if charR = 0 6= p = chark and n > e¯ with m = ⌈n/e¯⌉.
Proof. This is immediate from the proposition and Remark 12.2. 
We now consider the following extension problem: find a morphism u : Y →
GrR(X) such that the following diagram commutes
(12.7) Y
u //❴❴❴❴❴❴
u′
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
GrR(X)
̺R,R
′
X

GrR
′
(X ′),
where ̺R,R
′
X is the change of rings morphism (9.9). By Proposition 9.11, the pre-
ceding problem is equivalent to that of finding an R-morphism f : hR(Y )→ X such
that the following diagram commutes
(12.8) hR(Y )
f // X
hR
′
(Y )
δR,R
′
Y
OO
ϕR
′
Y,X′
(u′)
// X ′.
prX
OO
Indeed, if such an f exists, then u = ψRY,X(f ) solves the original problem, where
ψRY,X is the bijection (7.21). Note that both vertical maps in (12.8) are nilpotent
immersions. Further, δR,R
′
Y has a square-zero ideal of definition.
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Remark 12.9. If u in (12.7), and therefore f in (12.8), exist, then the following holds.
(a) By Remark 9.16(c) and the commutativity of diagrams (12.3) and (12.7),
the diagram
Y
u //
a
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖ Gr
R(X)
̺R,kX

Xs
commutes. In other words, u is a lifting of a to GrR(X).
(b) We claim that, if ιY is the map (7.3) and a is defined by the commutativity
of diagram (12.3), then the following diagram commutes
Y
ιY //
a
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖ hR(Y )s
fs

Xs.
Indeed, for every R-scheme Z, let ιs,Z denote the nilpotent immersion Zs →
Z. Then, by (a), the commutativity of diagram (12.8) for R′ = k and
the commutativity of (9.18), we have the following equalities of morphisms
Y → X
ιs,X ◦ a = f ◦ δ
R,k
Y = f ◦ ιs,hR(Y ) ◦ ιY = ιs,X ◦ fs ◦ ιY .
Since ιs,X is a nilpotent immersion, we conclude from the above that a =
fs ◦ ιY , as claimed.
Now let P(u′) be the following Zariski sheaf of sets on Y : for every open subset
U ⊆ Y , let P(u′)(U) be the set of k-morphisms v : U → GrR(X) (if any exist) such
that the diagram
U
v //❴❴❴❴❴❴
u′|U ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖ Gr
R(X)
̺R,R
′
X

GrR
′
(X ′)
commutes. Then, by (7.12) and Proposition 9.11, P(u′)(U) is in bijection with the
set of R-morphisms fU : h
R(U) → X (if any exist) such that the following diagram
commutes
hR(U)
fU // X
hR
′
(U)
δR,R
′
U
OO
ϕR
′
Y,X′
(u′)|hR′(U)
// X ′.
prX
OO
Clearly, the existence of diagrams (12.7) and (12.8) is equivalent to the non-emptyness
of P(u′)(Y ) .
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Lemma 12.10. For every (respectively, every smooth) R-scheme X, the Zariski
sheaf P(u′) defined above is a formally principal homogeneous (respectively, princi-
pal homogeneous) sheaf on |Y | under the abelian sheaf Ha = HomOY
(
a∗Ω1Xs/k ,I(OY)
)
,
where a is defined by the commutativity of diagram (12.3).
Proof. From [SGA1, III, Proposition 5.1] with S = SpecR and g0 = prX ◦ϕ
R′
Y,X′(u
′),
i.e., the following diagram commutes
hR(Y )
f // X
hR
′
(Y )
g0
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
δR,R
′
Y
OO
ϕR
′
Y,X′
(u′)
// X ′
prX
OO
(12.8), we conclude that P(u′) is a formally principal homogeneous sheaf under the
sheaf HomR′(OY )
(
g∗0Ω
1
X/R,I(OY)
)
. Thus it suffices to check that the latter sheaf
equals Ha = HomOY
(
a∗Ω1Xs/k ,I(OY)
)
. By definition of g0, we have g
∗
0Ω
1
X/R =
(ϕR
′
Y,X′(u
′))∗Ω1X′/R′ . Now, since MI = 0, the R
′(OY )-module structure on I (OY )
induces an R ′(OY )/M ′(OY) = OY -module structure on I (OY ), where M
′ = M/I
is the maximal ideal of R′. Therefore
HomR ′(OY )
(
g∗0Ω
1
X/R,I(OY)
)
= HomOY
(
(ϕR
′
Y,X′(u
′))∗Ω1X′/R′ ⊗R ′(OY ) OY ,I(OY)
)
.
It remains to check that (ϕR
′
Y,X′(u
′))∗Ω1X′/R′⊗R ′(OY )OY = a
∗Ω1Xs/k. This is immediate
from Remark 12.9(b) setting R = R′ and f = ϕR
′
Y,X′(u
′) there, using the fact that
L ⊗R′(OY ) OY = (ιs,hR′(Y ) ◦ ιY )
∗L for every sheaf of R ′(OY )-modules L together
with the equality f ′ ◦ ιs,hR′(Y ) = ιs,X ◦ f
′
s for arbitrary morphisms f
′ : hR
′
(Y )→ X ′.
Finally, assume that X is smooth over R. If Y is affine, then P(u′) has global
sections by the lifting property [BLR, §2.2, Proposition 6, p. 37]. In general, P(u′)
has non-empty fibers and is therefore a principal homogeneous sheaf under Ha. 
Remarks 12.11.
(a) In the terminology of [Gi, III, 1.1.5 p. 107 and 1.4.1, p. 117], the previous
lemma states that P(u′) is a pseudo-torsor (respectively, torsor) under Ha
on the Zariski topos, i.e., the category of sheaves of sets on the small Zariski
site of Y . Note also that the smoothness of X guarantees the nonemptiness
of the fibers of P(u′), whence condition [Gi, III, 1.4.1(a)] does hold by [Gi,
III, 1.4.1.1].
(b) By (2.1), the global sections of P(u′) over Y correspond to the set-theoretic
sections of the projection prY : Y ×u′,GrR′(X′), ̺R,R′X
GrR(X)→ Y .
(c) By definition of the term formally principal homogeneous sheaf (= pseudo-
torsor for the Zariski topos), there exists an isomorphism of Zariski sheaves
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on Y
Ha ×P(u
′)
∼
→ P(u′)×P(u′).
Now global sections of the sheaf P(u′) × P(u′) are pairs (u1, u2) of mor-
phisms Y → GrR(X) which lift u′. On the other hand, by Proposition 12.5,
the global sections of the sheaf Ha×P(u
′) correspond to pairs (x, u) where
u : Y → GrR(X) is a lifting of u′ (and thus of a) and x : Y → V(EXs/k) is a
morphism whose composition with the canonical morphism V(EXs/k) → Xs
is a. Thus we obtain a bijection of fiber products of sets
V(EXs/k)(Y )×{a}Gr
R(X)(Y )
∼
→ GrR(X)(Y )×{u′}Gr
R(X)(Y ).
When Y and u′ vary, the latter bijections induce an isomorphism of k-
schemes
(12.12) V(EXs/k)×XsGr
R(X)
∼
→ GrR(X)×GrR′(X′)Gr
R(X).
Consequently, if y is a k-rational point of GrR(X), then the fiber of ̺R,R
′
X at
̺R,R
′
X (y) is isomorphic to the fiber of σ : V(EXs/k)→ Xs at ̺
R,k
X (y). In effect,
the base change of (12.12) along y : Spec k → GrR(X) is an isomorphism
from V(EXs/k) ×Xs Spec k = V(EXs/k)̺R,kX (y)
to GrR(X) ×GrR′(X′) Spec k =
GrR(X)
̺R,R
′
X (y)
.
Theorem 12.13. Let X be an arbitrary (respectively, smooth) R-scheme. Then the
GrR
′
(X ′)-scheme GrR(X) with structural morphism ̺R,R
′
X is a pseudo-torsor (respec-
tively, torsor) under V(EXs/k)×XsGr
R′(X ′) in the category of fppf sheaves of sets on
(Sch/GrR
′
(X ′)).
Proof. (Compare [Gre2, Proposition 2, p. 262]). By (12.12) and the identification
V(EXs/k)×XsGr
R(X) = (V(EXs/k)×XsGr
R′(X ′))×GrR′(X′) Gr
R(X),
GrR(X) is, indeed, a pseudo-torsor [Gi, III, Definition 1.1.5, p. 107]. Assume now
that X is a smooth R-scheme. By definition of the term fppf torsor (cf. [BLR,
§6.4, p. 153]), it remains only to check that ̺R,R
′
X : Gr
R(X) → GrR
′
(X ′) is an fppf
morphism. This follows from Corollaries (11.7) and 11.8 together with [EGA Inew ,
Proposition 6.2.3(v), p. 298]. 
Example 12.14. Let R be a discrete valuation ring and let X be a smooth Rn-
scheme. If R is a ring of unequal characteristics (0, p) and n > e¯ = v(p), then the
GrRn−1(X)-scheme Gr
R
n (X) is an fppf torsor under V
((
F p
m−1
Xs
)∗
Ω1Xs/k
)
×Xs Gr
R
n (X),
where m = ⌈n/e¯⌉. If R has unequal characteristics and n ≤ e¯, or if R is an
equal characteristic ring, then the GrRn−1(X)-scheme Gr
R
n (X) is an fppf torsor under
V
(
Ω1Xs/k
)
×XsGr
R
n (X). See Corollary 12.6.
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13. Weil restriction and the Greenberg functor
In this Section we determine the behavior under Weil restriction of the Greenberg
functor of truncated discrete valuation rings discussed in Section 8. See Theorem
13.3 below.
Let R be a complete discrete valuation ring with maximal ideal m and residue field
k (assumed to be perfect when R has unequal characteristics). We fix an integer
n ≥ 1 and recall Rn = R/m
n and Sn = SpecRn.
Lemma 13.1. Let R ′ be a finite extension of R of ramification index e with asso-
ciated residue field extension k ′/k ⊆ k/k. Then, for every k-scheme Y , we have
hRn(Y )×SnS
′
ne = h
R′
ne
(
Y×k Spec k
′
)
Proof. Since hRn is local for the Zariski topology, we may assume that Y = SpecA
is affine, where A is a k-algebra. By Lemma 5.10,
hRn(Y )×SnS
′
ne = SpecRn(A)×RnSpecR
′
ne
= Spec
(
Rn(A)⊗RnR
′
ne
)
= Spec
(
R ′ne
(
A⊗k k
′
))
= hR
′
ne
(
Y×k Spec k
′
)
.

For the meaning of the term “admissible” in the next two statements, see Defini-
tion 2.45.
Lemma 13.2. Let R ′ be a finite extension of R of ramification index e with associ-
ated residue field extension k ′/k ⊆ k/k. If Z is an S ′ne-scheme which is admissible
relative to S ′ne → Sn, then the k
′-scheme GrR
′
ne(Z) is admissible relative to k
′/k.
Proof. By Lemma 5.15, Z×S ′neS
′
1 is admissible relative to k
′/k. Thus, since
GrR
′
ne(Z)→ Gr
R′
1 (Z×S ′neS
′
1 ) = Z×S ′neS
′
1
is an affine morphism of k ′-schemes by Proposition 9.23, GrR
′
ne(Z) is admissible
relative to k ′/k by Remark 2.46(d). 
We can now prove the main result of this section.
Theorem 13.3. Let R ′ be a finite extension of R of ramification index e with asso-
ciated residue field extension k ′/k ⊆ k/k. If Z is an S ′ne-scheme which is admissible
relative to S ′ne → Sn, then Resk′/k
(
GrR
′
ne(Z)
)
and ResS ′ne/Sn(Z) exist and
Resk′/k
(
GrR
′
ne(Z)
)
= GrRn
(
ResS ′ne/Sn(Z)
)
.
Proof. The existence assertions follow from Theorem 2.47 using the previous lemma.
The formula of the theorem now follows from Lemma 13.1 using the adjunction
formula (7.12), the definition of the Weil restriction functor (2.39) and Yoneda’s
lemma. 
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Remark 13.4. The theorem is new only in the unequal characteristics case. For in
the equal characteristic case the formula of the theorem is the well-known identity
Resk′/k
(
ResR′ne/k′(Z)
)
= ResRn/k
(
ResR′ne/Rn(Z)
)
which follows at once from (2.41).
Corollary 13.5. Let Z be a quasi-projective R ′ne-scheme. Then Resk′/k
(
GrR
′
ne(Z)
)
and ResR′ne/Rn(Z) exist and
Resk′/k
(
GrR
′
ne(Z)
)
= GrRn
(
ResR′ne/Rn(Z)
)
.
Proof. This follows from Proposition 11.1, Remark 2.46(a) and the theorem. 
Remark 13.6. An application of the above corollary can be found in [CR, §14].
Proposition 13.7. Let R ′ be a finite and totally ramified extension of R of degree
e and let Z be an arbitrary S ′ne-scheme. Then ResS ′ne/Sn(Z) exists and
GrRn
(
ResS ′ne/Sn(Z)
)
= GrR
′
ne(Z).
Proof. The existence assertion is Remark 5.14. The formula now follows from
Lemma 13.1 using (7.12), (2.39) and Yoneda’s lemma, as in the previous proof. 
The behavior of the Greenberg realization functor (8.2) under finite extensions
of R was discussed in [NS, Theorem 3.1] for Rn-schemes of finite type. Below we
extend the indicated theorem to arbitrary Rn-schemes. We begin with the case of
ramification index 1, where infinite extensions of R are allowed.
Proposition 13.8. Let k ′/k be a subextension of k/k and let R ′ be the extension
of R of ramification index 1 which corresponds to k ′/k. Then, for every Sn-scheme
Z, there exists a canonical isomorphism of k ′-schemes
GrRn (Z)×k Spec k
′ = GrR
′
n
(
Z×SnS
′
n
)
.
Proof. Let gn : S
′
n → Sn be the morphism induced by the canonical map Rn → R
′
n.
Note that g0 is the morphism Spec k
′ → Spec k. For every k ′-scheme T , (2.1) and
Lemma 5.7 yield a canonical isomorphism of Sn-schemes h
R ′
n (T ) = h
R
n(T ). The
proposition now follows from (2.1) and (7.12). 
Proposition 13.9. Let R ′ be a finite extension of R of ramification index e with
associated residue field extension k ′/k ⊆ k/k. Then, for every Sn-scheme Z, there
exists a canonical closed immersion of k ′-schemes
GrRn(Z)×k Spec k
′ →֒ GrR
′
ne
(
Z×SnS
′
ne
)
which is an isomorphism if e = 1.
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Proof. The indicated map is an isomorphism if e = 1 by Proposition 13.8. If Z is
of finite type over Sn, the proposition was established in [NS, Theorem 3.1]. The
method used in [loc.cit.] easily extends to arbitrary Sn-schemes Z provided the
finite-dimensional affine space ANRn considered in [NS, proof of Lemma 3.5, p. 1598]
is replaced by the affine space A(I )Rn introduced in the proof of Proposition-Definition
7.10. 
14. The kernel of the change of level morphism
Let R be a complete discrete valuation ring with perfect residue field in the un-
equal characteristics case. In this Section we describe the kernel of the change of
level morphism (10.3) when Z is a smooth group scheme over R = Rn+j. Recall
that Rnr denotes the extension of R of ramification index 1 which corresponds to
k/k and S nrn = SpecR
nr
n for n ≥ 1.
Lemma 14.1. Let n ≥ 1 be an integer and let G be a smooth S nrn -group scheme.
Then H1fppf(R
nr
n , G) is a one-point set.
Proof. Since Rnrn is a henselian local ring with residue field k and G is smooth over
Rnrn , [Dix, Theorem 11.7(2), p. 181, and Remark 11.8.3, p. 182] show that there
exists a canonical bijection of pointed sets
H1fppf(R
nr
n , G) = H
1
e´t
(
k,G×Snrn Spec k
)
.
Thus, since H1e´t
(
k,G×Snrn Spec k
)
is clearly a one-point set, the lemma follows. 
Proposition 14.2. Let n ≥ 1 be an integer and let
(14.3) 1→ F → G
q
→ H → 1
be a sequence of Rn-group schemes locally of finite type. Assume that q is smooth
and that the above sequence is exact for the fpqc topology on (Sch/Rn). Then the
induced sequence of k-group schemes locally of finite type
(14.4) 1→ GrRn (F )→ Gr
R
n (G)→ Gr
R
n (H)→ 1
is exact for both the fppf and fpqc topologies on (Sch/k).
Proof. By [BGA, Lemma 2.2], q is surjective and the map F → G in (14.3) identifies
F with the kernel of q. Further, since a smooth morphism is flat and locally of finite
presentation, q is an fppf morphism. Thus [BGA, Lemma 2.3] shows that (14.3)
is also exact for the fppf topology on (Sch/Rn). Now the sequence (14.4) is left-
exact since GrRn has a left-adjoint functor. On the other hand, by Corollary 11.6,
GrRn (q) : Gr
R
n (G)→ Gr
R
n (H) is smooth. Thus, by [BGA, Corollary 2.5] and Lemma
8.4(i), it suffices to check that GrRn (q)
(
k
)
= q(Rnrn ) is surjective. Note that, since
q×SnS
nr
n is an fppf morphism, the base extension of (14.3) along S
nr
n → Sn is exact
for the fppf topology on
(
Sch/Rnrn
)
[BGA, Lemma 2.3]. Thus, by [Gi, Proposition
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III.3.3.1(i), p. 162], we have reduced the proof to checking that H1fppf(R
nr
n , F×SnS
nr
n )
is a one-point set. Since F×SnS
nr
n = G×HS
nr
n is smooth over S
nr
n , the latter follows
from the previous lemma. 
The change of level morphism (10.3) for group schemes has been discussed before
(in a particular case) in [Be´g, pp. 37-40]. We now discuss this morphism in the more
general setting of this paper.
Let Z be an S-scheme. For every integer n ≥ 1, set
GrRn (Z) = Gr
R
n (Z×SSn).
Further, if G is a flat S-group scheme locally of finite type, we define
(14.5) GrRn (π0(G)) = Gr
R
n (π0(G×SSn)),
where π0(G×S Sn) is the e´tale Sn-group scheme (2.26). Note that, for every S-
scheme Z, GrR0 (Z) = Z×SSpec k = Zs by Remark 7.17(a). For every pair of integers
r ≥ 1, i ≥ 0, we have (Z×S Sr+i)×Sr+i Sr = Z×SSr and (10.3) is a morphism
̺ ir,Z : Gr
R
r+i(Z)→ Gr
R
r (Z).
Now, if G is an R-group scheme locally of finite type then, by Proposition 11.3(iv),
(14.6) ̺ ir,G : Gr
R
r+i(G)→ Gr
R
r (G)
is a morphism of k-group schemes locally of finite type. Further, by Remark 9.16(c),
(14.7) ̺ i+1r,G = ̺
1
r,G ◦ ̺
i
r+1,G.
We will now describe the kernel of (14.6). To this end, recall ω1G/R = ε
∗Ω1G/R,
where ε : SpecR→ G is the unit section of G. We begin with the case where i = 1
and G is smooth over R.
Proposition 14.8. Let R be a discrete valuation ring and let G be a smooth R-
group scheme. Then there exist canonical isomorphisms of smooth, connected and
unipotent k-group schemes
Ker̺1r,G =


V
(
ω1Gs/k
)
if charR = chark
V
(
ω1Gs/k
)
if charR 6= p = chark and r < e¯ = v(p)
V
(
ω1Gs/k
)(pm−1)
if charR 6= p = chark and r ≥ e¯ = v(p)
where m = ⌈(r + 1)/e¯⌉ if charR 6= p = chark and r ≥ e¯ = v(p).
Proof. Assume first that charR = 0 and r ≥ e¯ = v(p) and let m be as in the
statement. By [EGA, II, 1.7.11(iv)] and Example 12.14, we have
Ker̺1r,G = V
((
F p
m−1
Gs
)∗
Ω1Gs/k
)
×Gs Spec k ≃ V
(
ε∗s
(
F p
m−1
Gs
)∗
Ω1Gs/k
)
,
where εs : Spec k → Gs is the unit section of Gs. Now
ε∗s
(
F p
m−1
Xs
)∗
Ω1Gs/k ≃
(
F p
m−1
k
)∗
ε∗sΩ
1
Gs/k =
(
F p
m−1
k
)∗
ω1Gs/k.
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Consequently
Ker̺1r,G ≃ V
((
F p
m−1
k
)∗
ω1Gs/k
)
≃ V
(
ω1Gs/k
)
×
f,Spec k,F p
m−1
k
Spec (k)
def.
= V
(
ω1Gs/k
)(pm−1)
,
where f is the structure morphism of V
(
ω1Gs/k
)
and the second isomorphism again
follows from [EGA, II, 1.7.11(iv)]. The proof in the remaining cases is rather imme-
diate. In effect,
Ker̺1r,G = V
(
Ω1Gs/k
)
×Xs Spec k ≃ V
(
ε∗sΩ
1
Gs/k
)
= V
(
ω1Gs/k
)
.

Remark 14.9. The proposition should be compared with [CGP, A.6.1], where the
case r = e¯ = 1 is discussed for k algebraically closed. Note that, in [loc.cit.], V(ω1Gs/k)
has been identified with the functor Lie(Gs/k).
Proposition 14.10. Let G be a smooth R-group scheme and let r, i be positive in-
tegers. Then ̺ ir,G : Gr
R
r+i(G)→ Gr
R
r (G) (14.6) is a smooth and surjective morphism
of k-group schemes and Ker̺ ir,G is smooth, connected and unipotent.
Proof. By Proposition 9.25 and Corollaries 9.24 and 11.7, ̺ ir,G is a quasi-compact
and surjective morphism of smooth k-group schemes. Thus, by Lemma 2.55, the
sequence
(14.11) 1 −→ Ker̺ ir,G −→ Gr
R
r+i(G)
̺ ir,G
−→ GrRr (G) −→ 1
is exact for both the fppf and fpqc topologies on (Sch/k). Further, by Lemma 2.52,
̺ ir,G is faithfully flat. Now Proposition 14.8 shows that ̺
1
r,G is smooth, and the
smoothness of ̺ ir,G for arbitrary i follows by induction from (14.7). It remains to
check (by induction) that U ir = Ker̺
i
r,G is connected and unipotent. By Proposition
14.8, the induction hypothesis holds if (i, r) = (1, r) and r is any positive integer.
Now, by (14.7), the faithful flatness of ̺ ir,G and Lemma 2.56(ii) (and its proof), there
exists a sequence of k-group schemes locally of finite type
(14.12) 1 // U ir+1 // U
i+1
r
u // U 1r // 1,
where u = ̺ ir+1,G ×GrRr (G) Spec k, which is exact for the fppf topology on (Sch/k).
The conclusion then follows from Lemma 2.55 and [SGA3new, XVII, Proposition
2.2(iii)]. 
Remark 14.13. Note that Ker̺ ir,G is a k-group scheme of finite type since every con-
nected k-group scheme locally of finite type is, in fact, of finite type. See [SGA3new,
VIA, Proposition 2.4(ii)].
Let A be any k-algebra and assume that 1 ≤ i ≤ r. Further, set B = Rr+i(A)
and J = M rr+i(A). By (4.15), Rr(A) is isomorphic to B/J as a B-algebra. Thus, by
(2.1) and Lemma 8.4(i), ̺ ir,G(A) can be identified with the canonical map GB(B)→
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GB(B/J ). Now, since 2r ≥ r+ i, we have J
2 = 0 by (4.13) and [DG, II, 3.2, p. 206,
and Theorem 3.5, p. 208] show that the homomorphism HomB-mod(w
1
GB/B
, J ) →
GB(B) is functorial in G and maps HomB-mod(w
1
GB/B
, J ) bijectively onto the kernel
of ̺ ir,G(A). Thus there exists a canonical isomorphism of groups
(14.14) HomB-mod(w
1
GB/B
, J )
∼
→ Ker̺ir,G(A),
where w1GB/B = Γ
(
SpecB, ω1GB/B
)
.
Consider the B-algebra C = Ri(A). By (2.8), we may make the identifications
GrRi (V(ω
1
G/R))(A) = V (ω
1
GC/C
)(C) = HomC-mod(w
1
GC/C
, C ) = HomB-mod(w
1
GB/B
, C ).
Now recall the homomorphism of B-modules ϕr+i,r(A) : C → J (4.19). Under the
above identifications, HomB-mod(w
1
GB/B
, ϕr+i,r(A)) can be identified with a map
(14.15) GrRi (V(ω
1
G/R))(A)→ HomB-mod(w
1
GB/B
, J ).
Composing the preceding map with the isomorphism (14.14) and letting A vary, we
obtain a canonical morphism of k-group schemes
(14.16) Φir,G : Gr
R
i (V(ω
1
G/R))→ Ker̺
i
r,G.
Now, if G is smooth over R, then Remark 7.17(e) yields a (non-canonical) isomor-
phism of k-schemes
(14.17) GrRi (V(ω
1
G/R))
∼
→ Aidk ,
where d = dimGs. Further, if Ri is a finite k-algebra (i.e, i ≤ e¯ = v(p) when R
has unequal characteristics (0, p)), then the indicated remark also yields a (non-
canonical) isomorphism of k-group schemes
(14.18) GrRi (V(ω
1
G/R))
∼
→ Gida,k (if either i ≤ e¯ = v(p) or charR = chark).
Proposition 14.19. Assume that R is an equal characteristic ring and let G be an
R-group scheme locally of finite type. Then, for every pair of integers r and i such
that 1 ≤ i ≤ r, the canonical map Φir,G : Gr
R
i (V(ω
1
G/R)) → Ker̺
i
r,G (14.16) is an
isomorphism of k-group schemes. Further, if G is smooth over R, then Ker̺ir,G is
(non-canonically) isomorphic to Gida,k, where d = dimGs.
Proof. If A is any k-algebra, ϕr+i,r(A) is an isomorphism by Proposition 4.21. Conse-
quently, the map (14.15) is an isomorphism as well. Since Φir,G(A) is the composition
of (14.15) and the isomorphism (14.14) and A is arbitrary, the first assertion of the
proposition follows. Now, if G is smooth over R, then the composition of the inverse
of the isomorphism Φir,G and (14.18) is an isomorphism as well. 
Proposition 14.20. Let R be a ring of unequal characteristics (0, p) and let G be a
smooth R-group scheme. Then, for every pair of integers r and i such that 1 ≤ i ≤ r,
the map Φir,G : Gr
R
i (V(ω
1
G/R))→ Ker̺
i
r,G (14.16) is an isogeny of smooth, connected
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and unipotent k-group schemes. Its kernel is an infinitesimal k-group scheme which
is trivial if r + i ≤ e¯ = v(p). Further, if i ≤ e¯, then Ker̺ir,G is (non-canonically)
isomorphic to Gida,k, where d = dimGs.
Proof. By (14.17) and Proposition 14.10, GrRi (V(ω
1
G/R)) and Ker̺
i
r,G are smooth,
connected and unipotent k-group schemes. On the other hand, by Proposition 4.21,
ϕr+i,r(A) is an isomorphism of abelian groups if r + i ≤ e¯ and A is any k-algebra
or if r + i > e¯ and A is perfect. Thus Φir,G is an isomorphism if r + i ≤ e¯. When
r+ i > e¯, the maps (14.15) and Φir,G(A) (14.16) are isomorphisms of abelian groups
for every perfect k-algebra A. Consequently (KerΦir,G)
(
k
)
= Ker
(
Φir,G(k )
)
= {1}
and Φir,G(k ) is surjective. Thus KerΦ
i
r,G is an infinitesimal k-group scheme by
Lemma 2.64 and Remark 2.65(b) and, furthermore, Φir,G is faithfully flat by [DG, I,
§3, Corollary 6.10, p. 96] and Lemma 2.53(ii). The last assertion of the proposition
follows from (14.18) and [DG, [IV, §3, Corollary 6.8 p. 523]. 
Corollary 14.21. Let G be a smooth R-group scheme and let i and r be integers
such that 1 ≤ i ≤ r. Then dimKer̺ir,G = i dimGs.
Proof. This is immediate from (14.17) and Propositions 14.19 and 14.20 using [SGA3new,
VIB, Proposition 1.2] and the fact that infinitesimal k-group schemes have dimension
0. 
Remark 14.22. As noted in the statement of Proposition 14.20, the infinitesimal
k-group scheme KerΦir,G can be nontrivial for appropriate choices of R, r, i and
(smooth) R-group scheme G (in particular, [Be´g, Lemma 4.1.1(2), p. 37] is false.
See also Remark 15.9 below). Indeed, let R = W(k) and G = Ga,R. For every
k-algebra A, Φ11,G(A) may be identified with the map
HomW2(A)-mod(W2(A), A)→ HomW2(A)-mod(W2(A), V W2(A))
induced by ϕ2,1(A) : A→ VW2(A), a 7→ (0, a
p) (see Remark 4.22(a)). It follows that,
as a homomorphism of groups, Φ11,G(A) can be identified with ϕ2,1(A) itself. Thus
KerΦ11,G(A) is isomorphic (functorially in A) to the subgroup of A of p -nilpotent
elements, whence KerΦ11,G is isomorphic to the (nontrivial) infinitesimal k-group
scheme αp.
Corollary 14.23. Let n ≥ 1 be an integer and let G be a smooth R-group scheme.
Then
(i) dimGrRn (G) = n dimGs.
(ii) GrRn (G) is connected if, and only if, Gs is connected.
(iii) GrRn (G
0) = GrRn (G)
0.
(iv) GrRn (π0(G)) = π0(Gr
R
n (G)).
Proof. By the exactness of (14.11), [SGA3new, VIB, Proposition 1.2] and Corollary
14.21 for i = 1, we have dimGrRn+1(G) = dimGr
R
n (G) + dimGs. Assertion (i)
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now follows by induction. By Proposition 14.10, ̺n−11,G : Gr
R
n (G)→ Gs is a surjective
morphism of smooth k-group schemes with connected kernel for every integer n ≥ 2.
Thus, by Lemma 2.55, the connectedness of Gs implies that of Gr
R
n (G). Conversely,
if GrRn (G) is connected, then ̺
n−1
1,G maps Gr
R
n (G) = Gr
R
n (G)
0 into G0s , which implies
that G0s = Gs. Assertion (ii) is now proved. Since G
0 is an open subgroup scheme of
G, GrRn (G
0) is open in GrRn (G) by Remark 7.17(b). Further, since G
0
s is connected,
GrRn (G
0) is connected by (ii). Thus GrRn (G
0) = GrRn (G)
0 by [SGA3new, VIB, Lemma
3.10.1], i.e., (iii) holds. To prove (iv), we apply Proposition 14.2 to the smooth
morphism G×S Sn → π0(G×S Sn). By definition of Gr
R
n (π0(G)) (14.5), we have an
exact and commutative diagram of sheaves of groups on (Sch/k)fppf :
1 // GrRn (G
0) //
(iii)
GrRn (G) // Gr
R
n (π0(G)) //

1
1 // GrRn (G)
0 // GrRn (G)
// π0(Gr
R
n (G))
// 1.
Assertion (iv) is now clear. 
Remarks 14.24.
(a) If n is a positive integer and G is an Rn-group scheme which is not necessarily
of the form H ×S Sn for some group scheme H over R, then statements
analogous to those of Propositions/Corollary 14.19, 14.20, 14.10 and 14.23
are valid for G, provided the integers r, i appearing in the first two of these
statements satisfy the condition r + i ≤ n. The proofs are essentially the
same.
(b) Let n ≥ 1 be an integer, let G be a smooth and commutative Rn-group
scheme and set H = GrRn (G). Then F
iH = Ker̺n−ii,G , where 1 ≤ i ≤ n,
defines a filtration of H of length n:
(14.25) H ⊇ F 1H ⊇ · · · ⊇ F nH = 0.
Note that H/F 1H = Gs. Further, in the notation of the proof of Proposition
14.10 (see remark (a) above), F iH = U n−ii . Thus, by the indicated propo-
sition, the exactness of (14.12) and Corollary 14.21, F iH/F i+1H ≃ U1i is a
smooth, connected and unipotent k-group scheme of dimension dimGs for
1 ≤ i ≤ n− 1.
(c) A particular case of the filtration (14.25) appeared in [Ed, §5.1]. In effect,
let D be a discrete valuation ring with maximal ideal m, residue field k
and fraction field K and let K ′/K be a separable field extension of degree
n. Let D ′ be the integral closure of D in K ′ and assume that D ′ is a
discrete valuation ring with maximal ideal m′ such that (m′)n = m. Assume,
furthermore, that D contains the n-th roots of unity. Now let A′ be an
abelian variety over K ′ and let A′ denote its Ne´ron model over D ′. By (2.40),
ResD ′/D(A
′)s = ResB/k(A
′
B), where B = D
′⊗D k. It is shown in [Ed, p. 297,
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line −3] that B ≃ Rn, where R = k[[t]]. Thus ResD ′/D(A
′)s = Gr
R
n (G), where
GrRn = ResRn/k and G = A
′
B. Consequently, the filtration considered in [Ed,
§5.1] is a particular case of the equal characteristic case of the filtration
(14.25).
15. The perfect Greenberg functor
Let R be a discrete valuation ring with perfect residue field k of positive charac-
teristic p. We will write (Perf/k) for the category of perfect k-schemes. Recall that
a k-scheme Y is said to be perfect if the absolute Frobenius endomorphism FY of Y
is an isomorphism. The inclusion functor (Perf/k) → (Sch/k) has a right-adjoint
functor
(15.1) (Sch/k)→ (Perf/k), Y 7→ Y pf ,
where Y pf is the (inverse) perfection of the given k-scheme Y . The perfect k-scheme
Y pf is equipped with a morphism of k-schemes φY : Y
pf → Y such that, for every
perfect k-scheme Z, there exists a canonical bijection
(15.2) HomSch/k(Z, Y )
∼
→ HomPerf/k
(
Z, Y pf
)
, ψ 7→ ψpf ,
where ψpf ◦ φY = ψ. See [BGA, §5] for more details.
If n ≥ 1 is an integer, the composition of the perfection functor (15.1) and the
Greenberg functor of level n (8.2) is a functor
(15.3) GrRn : (Sch/Rn)→ (Perf/k), Z 7→ Gr
R
n (Z)
pf ,
which is called the perfect Greenberg functor of level n (associated to R). If Z is an
Rn-scheme, the perfect k-scheme Gr
R
n (Z) is called the perfect Greenberg realization
of Z.
Proposition 15.4. Let n ≥ 1 be an integer and let (Zλ)λ∈Λ be a projective system
of Rn-schemes with affine transition morphisms, where Λ is a directed set. Then
(GrRn (Zλ)) is a projective system of perfect k-schemes with affine transition mor-
phisms and
GrRn
(
lim←−Zλ
)
= lim←−Gr
R
n (Zλ)
in the category of perfect k-schemes.
Proof. This follows from [BGA, Proposition 5.21] together with Propositions 11.9
and 9.23. 
Let k ′/k be a finite field extension and let X ′ be a perfect k ′-scheme. We will say
that Respfk′/k(X
′) exists if the contravariant functor
(Perf/k)→ (Sets), T 7→ HomPerf/k′
(
T ×k Spec k
′, X ′
)
,
is represented by a perfect k-scheme Respfk′/k(X
′).
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Proposition 15.5. Let R ′ be a finite extension of R of ramification index e with
associated residue field extension k ′/k ⊆ k/k. Let n ≥ 1 be an integer and let Z be
an S ′ne-scheme.
(i) If Z is admissible relative to S ′ne → Sn (see Definition 2.45), then both
Respfk′/k
(
GrR
′
ne(Z)
)
and ResS ′ne/Sn(Z) exist and
Respfk ′/k
(
GrR
′
ne(Z)
)
= GrRn
(
ResS ′ne/Sn(Z)
)
.
(ii) If R ′/R is totally ramified and Z is arbitrary, then ResS ′ne/Sn(Z) exists and
GrR
′
ne(Z) = Gr
R
n
(
ResS′ne/Sn(Z)
)
.
Proof. Assertion (ii) is immediate from Proposition 13.7. In (i), ResS ′ne/Sn(Z) exists
by Theorem 2.47. Now, since Resk′/k
(
GrR
′
ne(Z)
)
exists by Theorem 13.3, the perfect
Weil restriction Respfk′/k
(
GrR
′
ne(Z)
)
exists as well and it equals Resk′/k
(
GrR
′
ne(Z)
)pf
by [BGA, Lemma 5.24]. Thus, since Resk′/k
(
GrR
′
ne(Z)
)pf
= GrRn
(
ResS ′ne/Sn(Z)
)
by
Theorem 13.3, the formula in (i) follows. 
Proposition 15.6. Let k ′/k be a subextension of k/k and let R ′ be the extension of
R of ramification index 1 which corresponds to k ′/k. Then, for every integer n ≥ 1
and every Sn-scheme Z, there exists a canonical isomorphism of perfect k
′-schemes
GrRn (Z)×Spec k Spec k
′ = GrR
′
n
(
Z×SnS
′
n
)
.
Proof. This is immediate from Proposition 13.8 using [BGA, Remark 5.18(d)]. 
Proposition 15.7. Let R ′ be a finite extension of R of ramification index e with
associated residue field extension k ′/k ⊆ k/k. For every integer n ≥ 1 and every
Sn-scheme Z, there exists a canonical closed immersion of perfect k
′-schemes
GrRn (Z)×Spec k Spec k
′ →֒ GrR
′
ne
(
Z×Sn S
′
ne
)
.
If e = 1, the preceding map is an isomorphism.
Proof. This follows by applying the perfection functor to the closed immersion of
Proposition 13.9 using [BGA, Remark 5.18(d) and Proposition 5.17(iv)]. 
Proposition 15.8. Let n ≥ 1 be an integer and let 0 → F
f
→ G → H → 0 be a
complex of commutative Rn-group schemes, where G and H are smooth. Assume
that
(i) f is quasi-compact,
(ii) π0(G)(R
nr
n ) is a finitely generated abelian group, and
(iii) the induced sequence of abelian groups
0→ F(Rnrn )→ G(R
nr
n )→ H(R
nr
n )→ 0
is exact.
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Then the induced complex of perfect and commutative k-group schemes
0→ GrRn (F )→ Gr
R
n (G)→ Gr
R
n (H)→ 0
is exact for the the fpqc topology on (Perf/k).
Proof. By (iii), Lemma 8.4(ii) and Corollary 11.7, the sequence
0→ GrRn (F )→ Gr
R
n (G)→ Gr
R
n (H)→ 0
is a complex of commutative k-group schemes such that the sequence
0→ GrRn (F )
(
k
)
→ GrRn (G)
(
k
)
→ GrRn (H)
(
k
)
→ 0
is exact. Thus the proposition will follow from [BGA, Proposition 6.3] once we
check that the following additional conditions hold: (a) GrRn (f) : Gr
R
n (F )→ Gr
R
n (G)
is quasi-compact, and (b) GrRn (G) → Gr
R
n (H) is flat. Condition (a) follows at once
from (i) and Proposition 11.3. On the other hand, by Corollary 14.23(iv), Lemma
8.4(ii) and (5.6), we have
π0(Gr
R
n (G))
(
k
)
= GrRn (π0(G))
(
k
)
= π0(G)(R
nr
n ),
which is finitely generated by (ii). Thus, since GrRn (G)(k) → Gr
R
n (H)(k) is surjec-
tive, we conclude from Lemma 2.62 that GrRn (G) → Gr
R
n (H) is flat, i.e., (b) holds.
The proof is now complete. 
Remark 15.9. Since the perfection of an infinitesimal k-group scheme is the trivial
k-group scheme (see [BGA, Lemma 5.20]), Propositions 14.19 and 14.20 show that
the perfection of the canonical morphism of k-group schemes Φir,G : Gr
R
i (V(ω
1
G/R))→
Ker̺ir,G (14.16) is an isomorphism for every smooth R-group scheme G. It follows
from the above that, despite the fact that infinitesimal k-group schemes are ignored
in [Be´g] (see Remark 14.22), the indicated oversight fortunately had no consequences
for the validity of the main results of [Be´g].
16. Finite group schemes
Let R be a complete discrete valuation ring with maximal ideal m and residue
field k (assumed to be perfect in the unequal characteristics case). Let K denote
the fraction field of R and recall S = SpecR.
In this Section F is an arbitrary finite and flat R-group scheme. In particular F is
affine (hence separated) and of finite type over R. Consequently, the canonical map
F (R) → F (K) is injective by [EGA Inew , (5.5.4.1), p. 288]. Since F (K) = FK(K)
is a finite group (see Subsection 2.1), F (R) is a finite group as well. Now, if n ≥ 1
is an integer, then F×SSn is affine and of finite type over Rn. Thus Corollary 11.4
shows that
(16.1) GrRn (F ) = Gr
R
n (F×SSn)
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is an affine k-group scheme of finite type. Note, however, that GrRn (F ) may fail to
be finite over k, as Example 8.7 showed.
Now recall that an arbitrary R-group scheme F is called generically smooth (re-
spectively, generically e´tale) if FK = F ×S SpecK is smooth (respectively, e´tale)
over K. Note that, if R is a ring of unequal characteristics, so that charK = 0,
then every R-group scheme locally of finite type is generically smooth [SGA3new,
VIB, Corollary 1.6.1]. Further, if R is an equal characteristic zero ring, then every
flat R-group scheme locally of finite type is, in fact, smooth [EGA, IV4, Proposition
17.8.2]. Now recall ω1F/R = ε
∗Ω1F/R, where ε : S → F is the unit section of F . If F is
generically smooth and of finite type, we define the defect of smoothness of F by
(16.2) δ(F ) = lengthR(ω
1
F/R)tors.
Remarks 16.3.
(a) The defect of smoothness of F does not change under unramified extensions
of R. Indeed, by the structure theorem for finitely generated modules over
a principal ideal domain, there exists an isomorphism of R-modules ω1F/R ≃
Rf ⊕ (
⊕r
j=1R/(π
mj )) for appropriate non-negative integers f, r and mj .
Consequently, δ(F ) =
∑r
j=1mj by [Liu, Example 1.22 and Lemma 1.23,
p. 258]. Since ω1FR′/R′ ≃ ω
1
F/R ⊗R R
′ ≃ (R ′)f ⊕ (
⊕r
j=1R
′/(πmj )) for every
unramified extension R ′/R of discrete valuation rings, our claim follows. We
conclude that (16.2) coincides with the defect of smoothness of F at the unit
section ε, as defined in [BLR, §3.3, p. 65]. See also [BLR, §3.6, p. 79].
(b) Recall the extension Rnr/R of ramification index 1 which corresponds to
k/k. Let a : S nr → F be an Rnr-valued point of F and write a also for
the section S nr → FS nr which corresponds to a via (2.1). In [BLR, p. 65],
the defect of smoothness of F at a is defined to be lengthR(a
∗Ω1F/S)tors =
lengthRnr(a
∗Ω1FSnr/S nr)tors. Then, by (a), the defect of smoothness of F at
the unit section a = ε agrees with δ(F ) (16.2). Further, we claim that
δ(F ) coincides with the defect of smoothness of F at every Rnr-valued point
of F . In effect, the left translation τa : FSnr → FSnr is an isomorphism of
S nr-schemes, whence τ ∗a Ω
1
FSnr/Snr
≃ Ω1FSnr/Snr. Since a = τa ◦ ε, our claim
follows.
(c) If F is finite, flat and generically smooth (i.e., generically e´tale) and A de-
notes the Hopf algebra of F , then the A-modules Ω1F/R and ω
1
F/R are anni-
hilated by some power of π. Indeed, the OFK -module Ω
1
F/R ⊗R K = Ω
1
FK/K
has trivial fibers by [BLR, §2.2, Proposition 2, p. 34]. Consequently, the
K-vector space Ω1F/R ⊗R K is trivial and therefore every element of Ω
1
F/R is
annihilated by some power of π. Since Ω1F/R is finitely generated, our claim
follows. We conclude that δ(F ) = lengthR(ω
1
F/R). Further, we claim that, if
F ◦ is the open and closed subgroup scheme of F defined in Subsection 2.5,
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then ω1F/R = ω
1
F ◦/R In effect, if ι : F
◦ → F is the canonical open immersion,
then Ω1F ◦/R = ι
∗ΩF/R. Further, the unit section of F factors through F
◦ and
we conclude that ω1F ◦/R = ωF/R, as claimed. Consequently, δ(F ) = δ(F
◦).
(d) Assume that char k = p > 0 and F 6= 1 is a finite, flat, connected and
generically e´tale R-group scheme. By [MR, Lemma 6.1, p. 220], the affine
R-algebra of F has the form
A = R[X1, . . .Xn]/(Φ1, . . . ,Φn),
where n is a positive integer, (Φ1, . . . ,Φn) is a regular sequence inR[X1, . . .Xn]
and
Φj ≡ X
pλj
j (mod m)
for some λj ∈ N, where 1 ≤ j ≤ n. By [BLR, §3.3, Lemma 2, p. 66] (and
the fact that dimFs = 0), the ideal of R generated by the constant term
of det(∂Φj/∂Xi) equals m
δ(F ), where δ(F ) is the defect of smoothness of F
(16.2). The ideal mδ(F ) ⊂ R is called the absolute different of F .
Let r ≥ 1 and i ≥ 0 be integers and recall the change of level morphism
̺ ir = ̺
i
r,F : Gr
R
r+i(F ) → Gr
R
r (F ) (14.6). Since ̺
i
r is quasi-compact and separated
by Corollary 9.24, the schematic image H ir of ̺
i
r exists by [EGA Inew , Propositions
6.1.4, p. 291, and 6.10.5, p. 325]. Now, by [SGA3new, VIA, Proposition 6.4 and
Corollary 6.6(i)], ̺ ir factors as
(16.4) GrRr+i(F )

̺ ir // GrRr (F ).
H ir
+ 
88rrrrrrrrrrrr
In the above diagram (of k-group schemes of finite type), the vertical (respectively,
oblique) morphism is faithfully flat (respectively, a closed immersion). Further, since
GrRr (F ) is affine, H
i
r is affine as well by [EGA, II, Proposition 1.6.2, (i) and (ii)].
Lemma 16.5. Let r ≥ 1 and l ≥ 0 be integers. If H lr is finite over k, then H
i
r is
finite over k for every integer i ≥ l.
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Proof. For every integer i ≥ l, there exists a canonical commutative diagram of
k-group schemes of finite type
GrRr+i(F )
̺ ir


̺ i−lr+l // GrRr+l(F )

̺ lr

H ir _

  // H lr _

GrRr (F ) Gr
R
r (F ),
where the middle horizontal arrow is a closed immersion which identifies H ir with the
schematic image of the restriction of ̺ lr to the schematic image of ̺
i−l
r+l [EGA Inew ,
Proposition 6.10.3, p. 324]. Consequently, if H lr is finite over k, then H
i
r is finite
over k as well by [EGA, II, Proposition 6.1.5, (i) and (ii)]. 
Now observe that, by Lemma 8.4(ii) and Remark 9.16(b), diagram (16.4) induces
a commutative diagram of groups
F (Rr+i)

// F (Rr),
H ir(k)
+ 
99ssssssssss
where the horizontal arrow is induced by the canonical projection Rr+i → Rr. If
k is algebraically closed, the vertical map in the preceding diagram is surjective by
[DG, I, §3, Corollary 6.10, p. 96], whence
(16.6) H ir(k) = Im[F (Rr+i)→ F (Rr)] if k = k .
Note also that the canonical projection R → Rr induces a group homomorphism
F (R)→ F (Rr).
Lemma 16.7. There exist integers c ≥ 1, d ≥ 0 and M ≥ 0 such that, if r ≥ M ,
then
Im[F (Rcr+d)→ F (Rr)] = Im[F (R)→ F (Rr)].
Proof. By [Gre3, Corollary 1, p. 59], there exist integers N ≥ 1, c ≥ 1 and s ≥ 0
such that, for every integer ζ ≥ N ,
(16.8) Im[F (Rζ)→ F (R⌊ζ/c⌋−s)] = Im[F (R)→ F (R⌊ζ/c⌋−s)].
Set d = sc and M = max{⌈(N − d )/c⌉, 0}. If r ≥ M , then ζ = cr + d ≥ N and
⌊ζ/c⌋ = r + s. The assertion of the lemma is now immediate from (16.8). 
Proposition 16.9. Let c ≥ 1, d ≥ 0 and M ≥ 0 be as in Lemma 16.7. If r ≥ M
and i ≥ (c− 1)r + d, then H ir is finite over k.
THE GREENBERG FUNCTOR REVISITED 89
Proof. By Proposition 13.8 and faithfully flat and quasi-compact descent [EGA, IV2,
Proposition 2.7.1(xv)], we may assume that k is algebraically closed. By (16.6) and
Lemma 16.7, there exist integers c ≥ 1, d ≥ 0 and M ≥ 0 such that, if r ≥M , then
H
(c−1)r+d
r (k) = Im[F (R)→ F (Rr)]. Thus, since F (R) is finite, H
(c−1)r+d
r (k) is finite
as well. It follows that the topological space
∣∣H (c−1)r+dr ∣∣ has only finitely many closed
points, whence H
(c−1)r+d
r is finite over k by [EGA Inew , Corollary 6.5.3, Proposition
6.5.4 and (6.5.6)]. The proposition is now immediate from Lemma 16.5. 
Remarks 16.10.
(a) Let c ≥ 1, d ≥ 0 and M ≥ 0 be as in the proposition and let t ≥ 0 be any
integer. If r ≥ max{M/c t, d/c t} is an integer, then rc t ≥M and
rc t+1 = (c− 1)rc t + rc t ≥ (c− 1)rc t + d.
Consequently, Hrc
t+1
rct is a finite k-subgroup scheme of Gr
R
rct(F ).
(b) If F is e´tale over R, then Corollary 9.22 shows that ̺ ir : Gr
R
r+i(F )→ Gr
R
r (F ) is
an isomorphism of k-group schemes for every r ≥ 1 and i ≥ 0. Consequently,
for every integer r ≥ 1, GrRr (F ) ≃ Gr
R
1 (F ) = Fs. In particular, H
i
r ≃ Fs is
finite over k for every pair of integers r ≥ 1 and i ≥ 0.
Lemma 16.11. If F is generically e´tale, then Hrr is finite over k for every integer
r ≥ δ(F ) + 2, where δ(F ) is the defect of smoothness of F (16.2).
Proof. Recall thatHrr is the schematic image of ̺
r
r : Gr
R
2r(F )→ Gr
R
r (F ). If F is e´tale
over R (which is the case if char k = 0), then the lemma is trivially true by Remark
16.10(b). Assume now that char k = p > 0 and recall the canonical sequence of
R-group schemes (2.30)
1→ F ◦ → F → F e´t → 1.
The preceding sequence induces the following commutative diagram of k-group
schemes of finite type which is exact for both the fppf and fpqc topologies on (Sch/k):
1 // GrR2r(F
◦) //
̺r
r,F ◦

GrR2r(F ) //
̺rr,F

GrR2r(F
e´t)
≃ ̺
r
r,F e´t

1 // GrRr (F
◦) // GrRr (F )
// GrRr (F
e´t),
where the right-hand vertical morphism is an isomorphism of finite k-group schemes
by Remark 16.10(b). Since GrRr (F
e´t)
(
k
)
is a finite group, we conclude from the
diagram and the equality δ(F ◦) = δ(F ) (recall the proof of Proposition 16.9 and
see Remark 16.3(c)) that it suffices to prove the lemma when F = F ◦. Thus we
may assume that F = F ◦. We will show that, in this case, c = 1, d = δ(F ) and
M = δ(F ) + 2 are valid choices in Lemma 16.7. Since M = δ(F ) + 2 ≥ d = δ(F ),
it is then possible to choose i = r ≥ M = δ(F ) + 2 in Proposition 16.9, which will
complete the proof.
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Choose an isomorphism F ≃ Spec(R[X1, . . .Xn]/(Φ1, . . . ,Φn)) as in Remark
16.3(d), let J(X1, . . .Xn) = (∂Φj/∂Xi) be the corresponding Jacobian matrix and
set J = J(0, . . . , 0) ∈ Mn×n(R). Further, let J˜ denote the adjoint matrix of J and
recall the uniformizing element π of R fixed previously. Since detJ = uπδ(F ) for
some unit u ∈ R×, we have
(16.12) u−1JJ˜ = πδ(F )In,
where In ∈ Mn×n(R) is the identity matrix. We will now adapt the proof of [Gre3,
Lemma 2, p. 567] to show that, if µ ≥ δ(F ) + 1 and x = (x1, . . . , xn) ∈ R
n satisfies
Φj(x) ≡ 0 mod π
δ(F )+µ+1 if 1 ≤ j ≤ n, then there exists a common zero y ∈ Rn of
the polynomials Φj such that x ≡ y (mod π
µ+1). Taking µ = r − 1, we conclude
that we may, in fact, choose c = 1, d = δ(F ) and M = δ(F ) + 2 in Lemma 16.7.
Now, since the coefficients of J ∈ Mn×n(R) are those of the linear terms of
the polynomials Φj , which are not affected by the substitutions Xi 7→ Xi − xi,
we may assume that x = (0, . . . , 0). Henceforth we will use multi-index notation,
i.e., Φ = (Φ1, . . . ,Φn) and X = (X1, . . . , Xn). By hypothesis Φ(x) = Φ(0) =
πµ+δ(F )+1a for some a ∈ Rn. Now (16.12) yields Φ(0) = πµJ(u−1πJ˜a) and π2µIn =
πµJ(u−1πµ−δ(F )J˜), where µ− δ(F ) ≥ 1. Consequently, by Taylor’s formulas for the
polynomials Φj , we have
Φ(πµX) = Φ(0) + πµJX + π2µ(. . . ) = πµJ
(
πu−1J˜a+X + u−1πµ−δ(F )J˜(. . . )
)
.
Set Ψ(X) = πu−1J˜a + X + u−1πµ−δ(F )J˜(. . . ), so that Φ(πµX) = πµJΨ(X). Since
µ−δ(F ) ≥ 1, we have Ψ(0) ≡ 0 (mod π) and det(∂Ψj/∂Xi)(0) 6= 0. Thus, by [Gre3,
Lemma 1, p. 567], there exists z ∈ Rn such that z ≡ 0 (mod π) and Ψ(z) = 0. We
conclude that y = πµz satisfies y ≡ 0 (mod πµ+1) and Φ(y) = Φ(πµz) = πµJΨ(z) =
0. The proof is now complete. 
Now consider the projective limit of affine k-group schemes of finite type
(16.13) GrR(F ) = lim
←−
GrRn (F ),
where GrRn (F ) is given by (16.1) and the transition morphisms in the limit are the
change of level morphisms ̺ in,F : Gr
R
n+i(F ) → Gr
R
n (F ). By [EGA, IV3, Proposition
8.2.3], (16.13) is an affine k-group scheme. Now set
GrR(F ) = GrR(F )pf .
Proposition 16.14. The underlying topological space of the affine k-group scheme
GrR(F ) (16.13) is finite and each of its residue fields is an algebraic extension of k.
In particular, dimGrR(F ) = 0.
Proof. Let c ≥ 1, d ≥ 0 andM ≥ 0 be as in Lemma 16.7 and let r ≥ max{M, d} and
t ≥ 0 be integers. Since r ≥ max{M/c t, d/c t}, Remark 16.10(a) shows that Hrc
t+1
rct
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is a finite k-subgroup scheme of GrRrct(F ). Now consider the following particular
case of diagram (16.4)
GrRrct(c+1)(F )

̺rc
t+1
rct // GrRrct(F )
Hrc
t+1
rct
( 
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
and set H = lim←− tH
rct+1
rct . Then, by Lemma 2.5, the projective limit over t of the
preceding diagram yields a factorization of the identity map of GrR(F ):
(16.15) GrR(F )

1
GrR(F ) // GrR(F ),
H
( 
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
where the oblique map is a closed immersion by [BGA, Proposition 3.2]. In fact, the
latter map is an isomorphism by the commutativity of the diagram, for if GrR(F ) =
SpecA and H = Spec (A/I) for a suitable ideal I of A, then the identity map of
A factors through A/I, whence I = 0. The proposition now follows by applying
[BGA, Proposition 3.6] to H . 
Proposition 16.16. Assume that k is perfect. Then there exists a canonical iso-
morphism of finite and e´tale k-group schemes GrR(F )red = Gr
R(F ).
Proof. We will show that GrR(F )red is finite and e´tale, which will prove that Gr
R(F )red
is perfect and canonically isomorphic to GrR(F ) by [BGA, (5.15) and Proposition
5.19]. By the proof of Proposition 16.14, the closed immersion H → GrR(F ) in
(16.15) is an isomorphism. Therefore, in the notation of that proof, GrR(F ) =
lim←−H
rct+1
rct . Let A t denote the Hopf k-algebra of the finite k-group scheme H
rct+1
rct .
Then GrR(F ) = SpecA, where A = lim
−→
A t. Further, Gr
R(F )red inherits a k-
group structure from GrR(F ) since GrR(F )red = SpecAred = lim←− SpecA t,red and
SpecA t,red is a finite k-group scheme by [Wa, Theorem p. 52 and Exercise 9,
p. 53]. Further, Ared ⊗k k is reduced by [Wa, §6.2, Theorem p. 47] and thus
GrR(F )red ×k Spec k = (Gr
R(F ) ×k Spec k)red. By Proposition 18.7 and faithfully
flat and quasi-compact descent [EGA, IV2, 2.7.1(xv)], we may now assume that
k = k. The k-group schemes SpecA t,red are finite and reduced and therefore finite
and constant (i.e., with trivial Galois action). Consequently, GrR(F )red is a profinite
k-group scheme. Since |GrR(F )red| = |Gr
R(F )|, we conclude from Proposition 16.14
that the k-group scheme GrR(F )red has finitely many points. Therefore Gr
R(F )red
is a finite and constant k-group scheme, which completes the proof. 
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Remarks 16.17.
(a) Let p be a prime and let R be an equal characteristic p ring. It follows from
(8.8) that GrR(αp) ≃ Spec (k[x0, . . . , xn, . . .]/(x
p
i , i ≥ 0) has dimension zero
but is not a finite k-group scheme. Further, the Hopf algebra of GrR(αp) is
a non-noetherian ring.
(b) The isomorphism (8.8) also shows that the closed immersions
(GrRn (Xred))red → Gr
R
n (X)red
are not isomorphisms in general. In effect, if X = αp, then the preceding
morphism is the map 0→ Spec (k[xr, . . . , xn−1]), where r = ⌊(n+ p− 1)/p⌋.
(c) By the left exactness of the inverse limit functor on the category of groups and
the left exactness of the Greenberg functor of finite level GrRm, the connected-
e´tale exact sequence (2.30) induces a short exact (for both the fppf and fpqc
topologies) sequence of k-group schemes
0→ GrR(F ◦)→ GrR(F )→ GrR(F e´t).
Now, by Remark 16.10(b), the k-group scheme GrR(F e´t) = F e´ts is finite and
e´tale. Therefore the map GrR(F ) → GrR(F e´t) factors through π0(Gr
R(F )),
whence the closed immersion GrR(F )0 → GrR(F ) factors through GrR(F ◦).
Thus there exists a canonical morphism GrR(F )0 → GrR(F ◦) which, in gen-
eral, is not an isomorphism. For example, let R = W (F2) and consider the
connected finite R-group scheme F ◦ = µ2,R of square roots of unity (cf.
§2.5). We have F ◦(R) = F ◦(K) = {±1} and GrR(F ) is finite and e´tale by
Proposition 16.16(ii). We will see in Proposition 18.2 below that F ◦(R) =
GrR(F ◦)(k). Further, by [BGA, (5.5)], we have GrR(F ◦)(k) = GrR(F ◦)(k).
Consequently, the finite and e´tale k-group scheme GrR(F ◦) is disconnected.
Now GrR(F ◦) is homeomorphic to GrR(F ◦) (see [BGA, Remark 5.18(b)]),
whence GrR(F ◦) is disconnected as well.
(d) By Remark 16.10(b) and the exactness of 0 → GrRm(F
◦) → GrRm(F ) →
GrRm(F
e´t), we have dimGrRm(F
◦) = dimGrRm(F ) for every m ≥ 1.
17. The Greenberg realization of an adic formal scheme
We continue to assume that R is complete with perfect residue field in the unequal
characteristics case. Recall that S = SpecR, m denotes the maximal ideal of R,
Rn = R/m
n and Sn = SpecRn, where n ∈ N. For details on m-adic formal schemes,
see Subsection 2.6. Unadorned limits/inductive systems below are indexed by N. Let
S = Ŝ be the formal completion of S along S1 = Spec k. Then S = SpfR = lim−→
Sn
is an adic formal scheme globally of finite ideal type.
Let Y be a k-scheme and recall the Zariski sheaves Rn(OY ) on Y (3.35), the
Rn-schemes h
R
n(Y ) = (|Y |,Rn(OY )) and the nilpotent immersions δ
i, j−i
Y : h
R
i (Y )→
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hRj (Y ) (10.5), where 1 ≤ i ≤ j. By [EGA Inew , I, Proposition 10.6.3 p. 412]
hR(Y ) = lim
−→
hRn(Y )
is a formal S-scheme equal to (|Y |, R˜(OY)), where R˜(OY) is the Zariski sheaf on Y
defined by (6.3).
Example 17.1. If k is perfect of positive characteristic p and R = W (k) is the ring
of p-typical Witt vectors on k, then R˜ = W is the k-ring scheme of Witt vectors
of infinite length. Using (6.4), hR(Y ) = W(Y ) is the formal scheme considered
in [Ill, §1.5, p. 511]. Note that, as illustrated in Remark 4.18(b), the inclusion
(VWn(OY ))
m ⊆ V m(Wn(OY )) can be strict, whence W (Y ) is not, in general, an adic
formal scheme. However, the following holds.
Proposition 17.2. Let Y be a k-scheme. Assume that
(i) R is an equal characteristic ring, or
(ii) R is a ring of unequal characteristics and Y is a perfect k-scheme.
Then hR(Y ) is an adic formal S-scheme.
Proof. By Remarks 3.28 and 4.18(c)-(d), the projective system (Rn(OY)) satisfies
the conditions of [Ab, Proposition 2.1.36, p. 125] (see also Remark 2.31(c)). Conse-
quently, hR(Y ) is, in fact, an adic formal S-scheme. 
Corollary 17.3. Let A be a k-algebra. If R is a ring of unequal characteristics,
assume that A is perfect. Then hR(SpecA) = Spf R˜(A).
Proof. This follows by combining the proposition, (6.2) and (7.6). 
Let Ind(S) denote the category whose objects are the inductive systems of Sn-
schemes (Xn), where every transition morphism Xn → Xn+1 is a nilpotent im-
mersion of Sn+1-schemes. The morphisms (X
′
n) → (Xn) in Ind(S) are given by
Sn-morphisms fn : X
′
n → Xn that make the evident squares commute. If the latter
squares are cartesian, then we recover the full subcategory Ad-Ind(S) of Ind(S)
of adic inductive (Sn)-systems introduced in Subsection 2.6. Now, for every object
(Xn) of Ind(S), consider the contravariant functor
(17.4) (Sch/k)→ (Sets), Y 7→ Hom Ind(S)
(
(hRn(Y )), (Xn)
)
.
Proposition-Definition 17.5. For every object X• = (Xn) of Ind(S), the functor
(17.4) is represented by a k-scheme which is denoted by GrR(X•). Thus, for every
k-scheme Y , there exists a canonical bijection
(17.6) Homk
(
Y,GrR(X•)
)
= Hom Ind(S)
(
(hRn(Y )),X•
)
.
Proof. Since the transition morphisms of the inductive system X• are universal
homeomorphisms, the transition morphisms of the projective system (GrRn (Xn)) are
affine (see the proof of Proposition 9.23). Thus
(17.7) GrR(X•)
def.
= lim←−Gr
R
n (Xn)
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exists in (Sch/k). The adjunction formula (17.6) now follows from (2.4) and (8.3).

We now recall from Subsection 2.6 the equivalence of categories
(17.8) (Ad-For/S)→ Ad-Ind(S), X = lim
−→
Xn 7→ (Xn).
It follows from Proposition 17.5 and its proof that, for every object X = lim−→Xn in
(Ad-For/S), the k-scheme
GrR(X)
def.
= GrR((Xn)) = lim←−Gr
R
n (Xn)
exists. If we set, for n ∈ N,
(17.9) GrRn (X)
def.
= GrRn (Xn),
then we can write GrR(X) = lim
←−
GrRn (X). Thus we have defined a covariant functor
(17.10) GrR : (Ad-For/S)→ (Sch/k), X 7→ GrR(X),
which, by (7.15), satisfies
(17.11) GrR(S) = Spec k.
Recall that, by Lemma 17.2(i), if R is an equal characteristic ring and Y is any
k-scheme, then hR(Y ) is an object of (Ad-For/S). Thus, by the adjunction formula
(17.6) and the equivalence of categories (17.8), there exists a canonical bijection
Homk
(
Y,GrR(X)
)
= Hom(Ad-For/S)(h
R(Y ),X),
i.e., GrR : (Ad-For/S) → (Sch/k) is right adjoint to hR : (Sch/k) → (Ad-For/S).
The corresponding statement in the unequal characteristics case is false. However,
the following generalization of [NS2, line 10, p. 256] is valid.
Lemma 17.12. Let X be an adic formal S-scheme and let A be a k-algebra which
is assumed to be perfect if R is a ring of unequal characteristics. Then GrR(X)(A) =
X(R˜(A)).
Proof. Since GrR(X)(A) = Hom(Ad-For/S)(h
R(SpecA),X) by (17.6), the lemma fol-
lows at once from Corollary (17.3). 
Now let X be an S-scheme and let X̂ be the formal completion of X along its
special fiber X ×S S1. Then X̂ is an object of (Ad-For/S). Further, by (2.38),
(17.13) X̂ = X ×S S = lim−→ (X ×S Sn).
In particular, if S ′ = SpecR ′, where R ′ is a finite extension of R of ramification
index e, then, by (5.12),
(17.14) S′
def.
= Ŝ ′ = S ′ ×S S = lim−→ (S
′ ×S Sn) = lim−→ S
′
ne.
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More generally, if X ′ is any S ′-scheme,
(17.15) X̂ ′ = X ′ ×S S = X
′ ×S′ S
′ = lim
−→
(X ′ ×S ′ S
′
ne).
Let k ′/k be a (possibly infinite) subextension of k/k and let R ′ be the extension of
R of ramification index 1 which corresponds to k ′/k. Set S ′ = SpecR ′. Since the
maximal ideal m ′ of R ′ equals mR ′, (17.13) shows that
(17.16) S′
def.
= Ŝ ′ = S ′ ×S S = Spf R̂ ′,
where R̂ ′ is the m ′-adic completion of R ′.
Proposition 17.17. Consider, for a morphism of formal schemes, the property of
being:
(i) quasi-compact;
(ii) quasi-separated;
(iii) separated;
(iv) a closed immersion;
(v) affine;
(vi) an open immersion;
(vii) formally e´tale.
If P denotes one of the above properties and f : X → Y is a morphism of adic
formal S-schemes with property P , then the corresponding morphism of k-schemes
GrR(f ) : GrR(X)→ GrR(Y) has property P as well.
Proof. Let (fn) : (Xn)→ (Yn) be the morphism of adic inductive (Sn)-systems which
corresponds to f . If P denotes one of properties (i)-(v), then fn : Xn → Yn has
property P for every n ∈ N by Lemma 2.36. Consequently, GrRn (fn) : Gr
R
n (X) →
GrRn (Y) has property P as well for every n ∈ N by Remark 7.17(b) and Proposition
11.3, (i)-(iii) and (vi). Therefore GrR(f) has property P by [BGA, Proposition 3.2].
In the case of properties (vi) and (vii), a different argument is needed since, as noted
in [BGA, Example 3.5], a projective limit of open immersions may not be an open
immersion. By [EGA, IV4, Proposition 17.1.3(i)] and Lemma 2.37, if f has one of
properties (vi) or (vii), then each fn is formally e´tale. Thus, via the identification
fn,s = f1 made above, Corollary 9.21 shows that Gr
R
n (fn) factors as
GrRn (X)
∼
→ X1 ×Y1 Gr
R
n (Y)→ Gr
R
n (Y),
where the second morphism can be identified with f1 ×Y1 Gr
R
n (Y). Consequently,
since projective limits commute with base extension [EGA, IV3, Lemma 8.2.6],
GrR(f ) factors as GrR(X)
∼
→ X1 ×Y1 Gr
R(Y) → GrR(Y), where the second mor-
phism can be identified with f1 ×Y1 Gr
R(Y). Thus, since f1 is an open immersion
(respectively, formally e´tale), GrR(f ) is an open immersion (respectively, formally
e´tale). 
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Proposition 17.18. Let X and Y be two adic formal S-schemes. Then there exists
a canonical isomorphism of k-schemes
GrR(X×S Y) = Gr
R(X)×GrR(S) Gr
R(Y).
Proof. Let (Xn) and (Yn) be the adic inductive systems of Sn-schemes which corre-
spond to X and Y, respectively. Then X×SY = lim−→ (Xn×Sn Yn) by [FK, Corollary
1.3.5, p. 267]. Further, since the functor GrRn respects fiber products by Remark
7.17(d), GrR(X ×S Y) = lim←− (Gr
R
n (X) ×Spec k Gr
R
n (Y)) by (7.15) and 17.5. Now
consider N× N as an ordered set with the product order. If (m,n) ≤ (m ′, n ′ ), the
canonical morphism
GrRm′(X)×Spec k Gr
R
n′(Y)→ Gr
R
m(X)×Spec k Gr
R
n (Y)
is affine [EGA, II, Proposition 1.6.2(iv)]. Thus (GrRm(X)×Spec k Gr
R
n (Y))(m,n)∈N×N is
a projective system of k-schemes with affine transition morphisms. On the other
hand, since {(n, n) : n ∈ N} is cofinal in N × N, we have, by [Mac, IX, §3, dual of
Theorem 1, p. 213], [EGA, IV3, proof of Proposition 8.2.3 and Lemma 8.2.6], [Bou3,
III, §7.3, Proposition 4, p. 198] and (17.11),
GrR(X×S Y) = lim←−
(GrRn (X)×Spec k Gr
R
n (Y))
= lim←−
(m,n)
(GrRm(X)×Spec k Gr
R
n (Y))
= lim←−
m
lim←−
n
(GrRm(X)×Spec k Gr
R
n (Y))
= lim←−
m
(GrRm(X)×Spec k Gr
R(Y))
= GrR(X)×GrR(S) Gr
R(Y).

The following corollary of the proposition is immediate.
Corollary 17.19. If X is an adic formal S-group scheme, then GrR(X) is a k-group
scheme. 
Proposition 17.20. Let R ′ be a finite extension of R of ramification index e and
associated residue field extension k ′/k ⊆ k/k. LetS′ be given by (17.14) and let X ′ =
lim
−→
X ′n be an adic formal S
′-scheme such that X ′ne is admissible relative to S
′
ne → Sn
for every n ≥ 1 (see Definition 2.45). Then ResS ′/S
(
X ′
)
and Resk ′/k
(
GrR
′
(
X ′
))
exist and
GrR
(
ResS ′/S
(
X ′
))
= Resk ′/k
(
GrR
′
(
X ′
))
.
Proof. By Theorem 2.47, ResS′ne/Sn(X
′
ne) exists for every n ∈ N. Further, by (2.40),
(5.12) and (2.34), for every pair of positive integers r, n such that 2 ≤ r ≤ n, there
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exists a canonical isomorphism of Sr−1-schemes
ResS ′re/Sr(X
′
re) = ResS′ne/Sn(X
′
ne)×Sn Sr.
Thus (ResS′ne/Sn(X
′
ne)) is an adic inductive (Sn)-system and we write
(17.21) ResS ′/S
(
X ′
) def.
= lim−→ResS
′
ne/Sn(X
′
ne)
for the corresponding adic formal S-scheme. Let T = lim−→n∈N Tn be an arbitrary
adic formal S-scheme. Then, by (2.35), (2.39) and [FK, Corollary 1.3.5, p. 267], we
have
HomS(T,ResS ′/S(X
′ )) = lim←−HomSn(Tn,ResS
′
ne/Sn(X
′
ne))
= lim
←−
HomS′ne(Tn ×Sn S
′
ne,X
′
ne)
= HomS′(T×S S
′,X ′ ),
i.e., ResS ′/S
(
X ′
)
exists (see Definition 2.50). Now, by (17.5), Theorem 13.3 and
Proposition 2.49, we have
GrR
(
ResS ′/S
(
X ′
))
= lim
←−
n∈N
Resk ′/k(Gr
R ′
ne (X
′
ne)) = Resk ′/k
(
GrR
′
(
X ′
))
,
as claimed. 
Remark 17.22. As noted in Remark 2.33, (Ad-For/S) contains the category of formal
schemes considered in [Bert]. Thus the fact that (17.21) represents the formal Weil
restriction functor on (Ad-For/S) generalizes [Bert, Theorem 1.4].
Corollary 17.23. Let R ′ be a finite and totally ramified extension of R and let X ′
be an arbitrary adic formal S′-scheme. Then ResS ′/S
(
X ′
)
exists and
GrR
′
(
X ′
)
= GrR
(
ResS ′/S
(
X ′
))
.
Proof. If X ′ = lim−→n∈NX
′
n then, by Remark 5.14, X
′
ne is admissible relative to S
′
ne →
Sn for every integer n ≥ 1, where e is the degree of R
′ over R. Further, k ′ = k. The
corollary is now immediate from the proposition. 
Remark 17.24. Recall that, if R ′/R is a finite and totally ramified extension of
degree e and X ′ = lim−→X
′
n is an adic formal S
′-scheme, then Proposition 13.7 yields
a formula
GrR
′
ne
(
X ′
)
= GrRn
(
ResS ′ne/Sn
(
X ′
))
for every integer n ≥ 1, where ResS ′ne/Sn
(
X ′
) def.
= ResS ′ne/Sn(X
′
ne). In particular, if
n = 1 above, then GrR
′
e−1
(
X ′
)
= ResR′e−1/k
(
X ′
)
, which generalizes [NS, Theorem
4.1] (see Remark 2.33). Note that the hypothesis “nice” (i.e., admissible) in the
statement of [NS, Theorem 4.1] is unnecessary.
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Proposition 17.25. Let k ′/k be a subextension of k/k and let R ′ be the extension
of R of ramification index 1 which corresponds to k ′/k. Then, for every adic formal
S-scheme X, there exists a canonical isomorphism of k ′-schemes
GrR(X)×Spec k Spec k
′ = GrR
′
(
X×S S
′
)
,
where S′ is given by (17.16).
Proof. Write X = lim−→Xn as above. Since X ×S S
′ = lim−→ (Xn ×Sn S
′
n) by [FK,
Corollary 1.3.5, p. 267], (17.9) yields GrR
′
n
(
X ×S S
′
)
= GrR
′
n
(
Xn ×Sn S
′
n
)
. Thus,
since GrRn (X) = Gr
R
n (Xn), Proposition 13.8 yields, for every n ∈ N, a canonical
isomorphism of k ′-schemes
GrRn (X)×Spec k Spec k
′ = GrR
′
n
(
X×S S
′
)
.
The proposition now follows from (17.7) noting that projective limits of schemes
commute with base extension. 
The following proposition generalizes [NS, Theorem 3.8] (see Remark 2.33).
Proposition 17.26. Let X be an adic formal S-scheme and let R ′ be a finite ex-
tension of R with associated residue field extension k ′/k ⊆ k/k. Then there exists
a canonical closed immersion of k ′-schemes
GrR(X)×Spec k Spec k
′ →֒ GrR
′
(
X×S S
′
)
.
If R ′/R has ramification index 1, then the preceding map is an isomorphism.
Proof. The second assertion is a particular case of Proposition 17.25. Let e be the
ramification index of R ′ over R and write X = lim
−→n∈N
Xn. By [FK, Corollary 1.3.5,
p. 267] and (2.34), we have
(X×S S
′ )ne = Xne ×Sne S
′
ne = Xn ×Sn S
′
ne
for every n ∈ N. Thus, by (17.9), Proposition 13.9 yields, for every n ∈ N, a
canonical closed immersion of k ′-schemes
(17.27) GrRn (X)×Spec k Spec k
′ →֒ GrR
′
ne
(
X×S S
′
)
.
Now observe that
(
GrRn (X) ×Spec k Spec k
′
)
and
(
GrR
′
ne−1
(
X ×S S
′
))
are projective
systems of k ′-schemes with affine transition morphisms, as follows from [EGA, II,
Proposition 1.6.2(iii)] and the proof of Proposition-Definition 17.5. Thus, by [BGA,
Proposition 3.2(v)], we may take projective limits in (17.27), which yields the propo-
sition. 
If k is perfect of positive characteristic, the composition of (17.10) with the per-
fection functor (15.1) yields a functor
(17.28) GrR : (Ad-For/S)→ (Perf/k), X 7→ GrR(X)pf .
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Note that, by (17.7), [BGA, Proposition 5.21] and (17.9), we have
(17.29) GrR
(
X
)
= lim←−Gr
R
n (X)
where GrRn is the perfect Greenberg functor of level n (15.3) and Gr
R
n (X)
def.
=
GrRn (Xn) for every n ∈ N.
Remark 17.30. Statements 17.20 to 17.26 remain valid when GrR is replaced byGrR,
provided Resk′/k is replaced by Res
pf
k′/k in Proposition 17.20. The corresponding
proofs use (17.29) in place of (17.5) as well as [BGA, Lemma 5.24, Remark 5.18(d)
and Proposition 5.17(iv)], as in the proofs of Propositions 15.5 to 15.7.
18. The Greenberg realization of an R-scheme
Let X be an R-scheme and let X̂ = lim
−→
(X×S Sn) be the formal completion of
X along X×S Spec k. Recall that X̂ is an object of (Ad-For/S). The Greenberg
realization of X is the k-scheme
(18.1) GrR(X)
def.
= GrR
(
X̂
)
= lim
←−
GrRn (X),
where GrRn (X) = Gr
R
n (X×S Sn) and the transition morphisms of the limit are the
change of level morphisms ̺ in,X : Gr
R
n+i(X)→ Gr
R
n (X).
The resulting functor
GrR : (Sch/R)→ (Sch/k), X 7→ GrR(X),
satisfies, by (17.11),
GrR(S) = GrR
(
Ŝ
)
= GrR
(
S) = Spec k.
Note that, in general, GrR(X) is not locally of finite type over k, even if X is of
finite type over R. For example, by (18.1), GrR(A1R) = lim←−Gr
R
n (A
1
Rn) = lim←−
Rn =
R ≃ A(N)k , which is not locally of finite type.
The following lemma is an analog of Lemma 8.4(i).
Proposition 18.2. Let X be an R-scheme and let A be a k-algebra which is assumed
to be perfect if R is a ring of unequal characteristics. Then GrR(X)(A) = X(R˜(A)).
Proof. Recall that GrR(X)(A) is the set of k-morphisms SpecA → GrR(X). Since
GrR(X) is covered by open affine subschemes of the form GrR(SpecAf), where
f ∈ A, we may, by (3.5) and Proposition 3.16, assume that X = SpecB is affine.
Assume first that R is a ring of unequal characteristics, so that A is perfect.
Set Y = ResR/W (k)(X), which is an affine W(k)-scheme by [BLR, §7.6, proof of
Theorem 4, p. 195]. Then GrR(X) = GrW (k)(Y ) by Proposition 17.20. Further, by
(6.7), R˜(A) is canonically isomorphic to R ⊗W (k) W (A), which yields X(R˜(A)) =
Y (W(A)) by (2.39). Thus GrR(X)(A) = X(R˜(A)) if, and only if, GrW (k)(Y ) =
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Y (W(A)). In other words, we may assume that R = W (k). By (18.1) and Lemma
17.12, we have GrW (k)(X)(A) = X̂(SpfW (A)), whence it remains to check that
X̂(SpfW (A)) = X(W (A)). We have X̂ = Spf B̂, where B̂ = lim
←−
B/pnB. Further,
W (A) = lim
←−
W (A)/(pn) by (2.18). Thus by [EGA Inew , (10.2.1), p. 403] and the
universal property of the p-adic completion [Liu, p. 17], we have
X̂(SpfW (A)) = HomW (k)-adic(B̂,W (A)) = HomW (k)(B,W (A)) = X(W (A)).
Finally, assume that R is an equal characteristic ring and let R ≃ k[[t]] be a
fixed isomorphism. Then by (18.1), Proposition 17.12 and Remark 6.6(a), we have
GrR(X)(A) = X̂(Spf A[[t]]). As above, the equality X̂(SpfA[[t]]) = X(A[[t]]) fol-
lows from the universal property of the t-adic completion. 
Corollary 18.3. Let X be an R-scheme which is separated and locally of finite type.
Then GrR(X)(k) = X(R̂nr).
Proof. This follows from (6.5) and the proposition. 
Proposition 18.4. Consider, for a morphism of schemes, the property of being:
(i) quasi-compact;
(ii) quasi-separated;
(iii) separated;
(iv) affine;
(v) a closed immersion;
(vi) an open immersion;
(vii) formally e´tale.
If f : X → Y is a morphism of R-schemes with property P , then the morphism of
k-schemes GrR(f ) : GrR(X)→ GrR(Y ) has property P as well.
Proof. Each of the properties listed above is stable under base extension. It follows
that the morphism of Sn-schemes f ×S Sn : X ×S Sn → Y ×S Sn has property P
for every n ∈ N. Now, if P denotes one of properties (i)-(v) then, by Remark
7.17(b) and Proposition 11.3, GrRn (f ×S Sn) : Gr
R
n (X) → Gr
R
n (Y ) has property P
for every n ∈ N and the proposition follows from (18.1) and [BGA, Proposition 3.2].
If P denotes one of properties (vi) or (vii), then f̂ = lim−→ (f ×S Sn) : X̂ → Ŷ has
property P by Lemmas 2.36(iv) and 2.37. In this case the proposition follows from
Proposition 17.17. 
Lemma 18.5. Let R ′ be a finite extension of R and let X ′ be an R ′-scheme
which is admissible relative to R ′/R (see Definition 2.45). Then ResS ′/S
(
X̂ ′
)
and
ResR ′/R
(
X ′
)
exist and
ResS ′/S
(
X̂ ′
)
= ̂ResR ′/R
(
X ′
)
.
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Proof. The R-scheme ResR ′/R
(
X ′
)
exists by Theorem 2.47. Now let e be the ram-
ification index of R ′/R. Since X̂ ′ = lim
−→
(X ′ ×S ′ S
′
ne) by (17.15) and X
′ ×S ′ S
′
ne is
admissible relative to S ′ne → Sn for every n ∈ N by Lemma 5.16, ResS ′/S
(
X̂ ′
)
exists
by Proposition 17.20. Further, (17.21), (2.40) and (5.12) yield
ResS ′/S
(
X̂ ′
)
= lim−→ ResS
′
ne/Sn(X
′ ×S ′ S
′
ne) = lim−→ Res(S
′×S Sn)/Sn(X
′ ×S Sn)
= lim−→ (ResS
′/S
(
X ′
)
×S Sn) =
̂ResR ′/R
(
X ′
)
,
as claimed. 
Proposition 18.6. Let R ′ be a finite extension of R with associated residue field
extension k ′/k ⊆ k/k and let X ′ be an R ′-scheme which is admissible relative to
R ′/R. Then ResR ′/R
(
X ′
)
and Resk ′/k
(
GrR
′
(
X ′
))
exist and
GrR
(
ResR ′/R
(
X ′
))
= Resk ′/k
(
GrR
′
(
X ′
))
.
Proof. The R-scheme ResR ′/R
(
X ′
)
exists by Theorem 2.47. Now, as noted in the
proof of Lemma 18.5, X̂ ′ = lim−→ (X
′×S ′S
′
ne) and each X
′×S ′S
′
ne is admissible relative
to S ′ne → Sn. Thus Resk ′/k
(
GrR
′
(
X ′
))
= Resk ′/k
(
GrR
′
(
X̂ ′
))
exists and
Resk ′/k
(
GrR
′
(
X ′
))
= GrR
(
ResS ′/S
(
X̂ ′
))
by Proposition 17.20. The result now follows from (18.1) and Lemma 18.5. 
Proposition 18.7. Let k ′/k be a subextension of k/k and let R ′ be the extension of
R of ramification index 1 which corresponds to k ′/k. For every R-scheme X, there
exists a canonical isomorphism of k ′-schemes
GrR(X)×Spec k Spec k
′ = GrR
′
(
X ×S S
′
)
.
Proof. Since X̂ ×S S
′ = X̂×SS ′ by [EGA Inew , Corollary 10.9.9, p. 426], this is
immediate from Proposition 17.25. 
Proposition 18.8. Let X be an R-scheme and let R ′ be a finite extension of R with
associated residue field extension k ′/k ⊆ k/k. Then there exists a canonical closed
immersion of k ′-schemes
GrR(X)×Spec k Spec k
′ →֒ GrR
′
(
X ×S S
′
)
.
If R ′/R has ramification index 1, then the preceding map is an isomorphism.
Proof. The second assertion is a particular case of Proposition 18.7. The first asser-
tion is immediate from Proposition 17.26 since X̂ ×S S
′ = X̂×SS ′ by [EGA Inew ,
Corollary 10.9.9, p. 426]. 
The next result applies to commutative R-group schemes.
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Proposition 18.9. Let 0 → F → G
q
→ H → 0 be a sequence of commutative R-
group schemes locally of finite type, where q is smooth and quasi-compact. Assume
that the preceding sequence is exact for the fpqc topology on (Sch/R). Then the
induced sequence of commutative k-group schemes
0→ GrR(F ) −→ GrR(G)→ GrR(H)→ 0
is exact for the fpqc topology on (Sch/k).
Proof. Let n ∈ N. By [BGA, Lemma 2.2], F ≃ Kerq and q is surjective. In
particular, q is faithfully flat and quasi-compact. Now, by [EGA Inew , Corollary
1.3.5, p. 33], F ×S Sn ≃ Ker(q ×S Sn). Thus, since q ×S Sn is faithfully flat and
quasi-compact, [BGA, Lemma 2.3] shows that the sequence
0 −→ F ×S Sn −→ G×S Sn
q×SSn−→ H ×S Sn −→ 0
is exact for the fpqc topology on (Sch/Rn). Note that F ×S Sn, G×SSn and H×S Sn
are locally of finite type over Sn and q×SSn is smooth. Consequently, by Proposition
14.2, the induced sequence of commutative k-group schemes locally of finite type
0 −→ GrRn (F ) −→ Gr
R
n (G)
GrRn (q)−→ GrRn (H) −→ 0,
where GrRn (q)
def.
= GrRn (q ×S Sn), is exact for the fpqc topology on (Sch/k). Now
observe that, since GrRn (q) is smooth, quasi-compact and surjective by Propositions
11.3, 11.6 and [BGA, Lemma 2.2], GrRn (q) is faithfully flat and quasi-compact. On
the other hand, since F = G ×H S is smooth over S, the transition morphisms of
the system (GrRn (F )) are surjective by Proposition 9.25. We may now apply [BGA,
Proposition 3.8] to complete the proof. 
Lemma 18.10. If X is a smooth R-scheme, then GrR(X) is a reduced k-scheme.
Proof. Since X×SSn is smooth over Sn for every n, Gr
R
n (X) is smooth over k for
every n by Corollary 11.7. Consequently, each GrRn (X) is reduced and therefore
GrR(X) = lim
←−
GrRn (X) is reduced as well by [EGA, IV3, Proposition 8.7.1]. 
If k is perfect of positive characteristic andX is anR-scheme, the perfect Greenberg
realization of X is the perfect k-scheme
(18.11) GrR(X)
def.
= GrR
(
X̂
)
,
where GrR is the functor (17.28). Thus, by definitions (17.28) and (18.1),
(18.12) GrR(X) = GrR(X)pf .
Remark 18.13. Statements 18.6 to 18.8 remain valid if GrR is replaced by GrR,
provided Resk′/k is replaced by Res
pf
k′/k in Proposition 18.6. The corresponding
proofs make use of (18.12) and [BGA, Lemma 5.24, Proposition 5.17 and Remark
5.18(d)].
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For any R-scheme X , let Xred be the reduced scheme associated to X . Thus
Xred is a closed subscheme of X and the canonical injection ιX : Xred → X is a
nilimmersion (i.e., a surjective closed immersion [EGA Inew , (4.5.16), p. 273]).
Proposition 18.14. Let X be a separated R-scheme locally of finite type. Then
the canonical morphism GrR(ιX) : Gr
R(Xred) → Gr
R(X) is a nilimmersion of k-
schemes.
Proof. By Proposition 18.4(v), GrR(ιX) : Gr
R(Xred)→ Gr
R(X) is a closed immersion
and we are reduced to checking that GrR(ιX) is surjective. By [EGA, IV1, Propo-
sition 1.3.7], it suffices to check that GrR(ιX)(L) : Gr
R(Xred)(L) → Gr
R(X)(L) is
surjective for every algebraically closed field L containing k. By Lemma 18.2, the
latter map corresponds to the canonical map Xred(R˜(L)) → X(R˜(L)), which is
indeed surjective since R˜(L) is reduced by Remark 6.6(c). 
Corollary 18.15. If k is perfect of positive characteristic and X is a separated R-
scheme locally of finite type, then the canonical morphism GrR(ιX) : Gr
R(Xred) →
GrR(X) is an isomorphism of perfect k-schemes.
Proof. By the proposition, GrR(ιX)red : Gr
R(Xred)red → Gr
R(X)red is an isomor-
phism of k-schemes. Consequently, the induced morphism of perfect k-schemes
(GrR(Xred)red)
pf → (GrR(X)red)
pf is an isomorphism. Since the latter morphism can
be identified with GrR(ιX) by [BGA, (5.7)] and (18.12), the corollary follows. 
Corollary 18.16. If f : X → Y is a nilimmersion of R-schemes, where Y is sep-
arated and locally of finite type, then the induced morphism GrR(f ) : GrR(X) →
GrR(Y ) is an nilimmersion of k-schemes.
Proof. By Proposition 18.4(v), it suffices to check that GrR(f ) is surjective. Since
fred is an isomorphism, the composite morphism Xred
ιX→ X
f
→ Y can be identified
with ιY : Yred → Y . Thus, by Proposition 18.14, the composite k-morphism
GrR(Xred)
GrR(ιX)
−→ GrR(X)
GrR(f )
−→ GrR(Y )
is surjective and therefore so also is GrR(f ). 
Remark 18.17. Assume that R is a ring of unequal characteristics and recall the
ramification index e¯ of R/W (k). Let X be an R-scheme such that ResR/W (k)(X) ex-
ists and let n ∈ N. In [Be´g, §4.1, p. 36] the author defined the Greenberg realization
of level n of X to be
Gr
✿✿
n(X) = Gr
W (k)
n (ResR/W (k)(X)×W (k) SpecWn(k)).
See also [ADT, p. 259, line 5] (where Gr
✿✿
n(X) is denoted by Gn(X)). By (2.40) and
(5.12), we have
ResR/W (k)(X)×W (k) SpecWn(k) = ResRne¯/Wn(k)(X ×S Sne¯),
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whence
(18.18) Gr
✿✿
n(X) = Gr
W (k)
n (ResRne¯/Wn(k)(X ×S Sne¯)).
Note that, since R/W (k) is totally ramified, ResRne¯/Wn(k)(Xne¯) exists for any R-
scheme X by Remark 5.14. Thus (18.18) may be taken to be the definition of
Gr
✿✿
n(X) when ResR/W (k)(X) fails to exist. Now observe that, if A is an arbitray
k-algebra, then
Gr
✿✿
n(X)(A) = X(R⊗W (k)Wn(A)).
Indeed, since Rne¯ = R⊗W (k) Wn(k), (18.18) and Lemma 8.4(i) show that
Gr
✿✿
n(X)(A) = ResRne¯/Wn(k)(X ×S Sne¯)(Wn(A)) = X(Rne¯ ⊗Wn(k) Wn(A))
= X(R⊗W (k) Wn(A)),
as claimed. Next, by Proposition 13.7, (18.18) may be written as Gr
✿✿
n(X) =
GrRne¯(X). It follows that, if Gr✿✿ (X) = lim←−Gr✿✿ n(X) is the object introduced in [Be´g,
§4.1, p. 36], then Gr
✿✿
(X) = GrR(X), where GrR(X) is the k-scheme (18.1). Further,
if G(X)
def.
= Gr
✿✿
(X)pf is the perfect k-scheme considered in [loc.cit.] and GrR(X) is
the object (18.11), then G(X) = GrR(X). Regarding the latter functor, [loc.cit.,
p. 36, line −11] contains the (unproven) claim that, for every perfect k-algebra A,
GrR(X)(A) = X(R⊗W (k)W (A)).
The latter is indeed valid and follows from (18.12), Proposition 18.2 and (15.2).
19. Commutative group schemes
In this Section R is a complete discrete valuation ring with maximal ideal m and
residue field k which is assumed to be perfect in the unequal characteristics case.
Recall S = SpecR and, for each integer n ≥ 1, Sn = SpecRn, where Rn = R/m
n.
If G is an R-group scheme and n ∈ N, we will write
G(n) = G×SSn.
Further, if f : G → H is a morphism of R-group schemes, we will write f(n) =
f ×S Sn : G(n) → H(n). If G is commutative and quasi-compact (respectively, of
finite type), then by part (i) (respectively, (v)) of Proposition 11.3, GrRn (G) =
GrRn (G(n)) is an object of the abelian category Cqc (respectively, Calg) whose objects
are quasi-compact and commutative k-group schemes (respectively, commutative
k-group schemes of finite type). Consequently, by Proposition 18.4(i), GrR(G) =
lim
←−
GrRn (G) is an object of Cqc (in both cases). Recall that the transition morphims
in the preceding projective limit are the change of level morphisms (10.3)
(19.1) ̺ in,F : Gr
R
n+i(G)→ Gr
R
n (G) (n, i ∈ N).
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Recall also the canonical morphism Φin,G : Gr
R
i (V(ω
1
G/R))→Ker̺
i
n,G (14.16).
Let F be a flat, commutative and separated R-group scheme of finite type which
has a smooth resolution, i.e., there exists a sequence of flat, commutative and sepa-
rated R-group schemes of finite type
(19.2) 0→ F
j
→ G
q
→ H → 0,
where G and H are smooth, q is faithfully flat and j is a closed immersion which
identifies F with the scheme-theoretic kernel of q. Note that q is an fppf morphism
and, by [BGA, Lemma 2.3], the sequence (19.2) is an exact sequence of sheaves for
the fppf topology on (Sch/S ). If F is finite over S, then F has a smooth resolution
(19.2) by [MR, Proposition 5.1(i) and its proof, pp. 217-218]. See also [Be´g, §2.2,
pp. 25-27], where a standard smooth resolution of such an F is constructed.
Proposition 19.3. Let n ≥ 1 and i ≥ 1 be integers. Then
(i) Ker̺ in,F is a unipotent k-group scheme of finite type.
(ii) If 1 ≤ i ≤ n, Φin,F : Gr
R
i (V(ω
1
F/R))→Ker̺
i
n,F (14.16) is a morphism of unipo-
tent k-group schemes of finite type whose kernel and cokernel are unipotent
and infinitesimal.
(iii) The morphism Φin,F (14.16) is an isomorphism if R is an equal characteristic
ring or if R is a ring of unequal characteristics and n+ i ≤ e¯ = v(p).
Proof. Since GrR(−) is a left-exact functor, (19.2) induces an exact and commutative
diagram in Calg
0 // GrRn+i(F )
̺in,F

GrRn+i(j) // GrRn+i(G)
̺in,G

GrRn+i(q) // GrRn+i(H)
̺in,H

0 // GrRn (F )
GrRn (j) // GrRn (G)
GrRn (q) // GrRn (H).
The above diagram yields an exact sequence in Calg
(19.4) 0→ Ker̺ in,F
α
→ Ker̺ in,G
β
→ Ker̺ in,H,
where we have written α and β for the restrictions of GrRn+i(j) and Gr
R
n+i(q) to
Ker̺ in,F and Ker̺
i
n,G, respectively. Since Ker̺
i
n,G and Ker̺
i
n,H are unipotent and
of finite type by Proposition 14.10, assertion (i) is clear. Recall now from §2.2 that,
for every S-group scheme T , the S-scheme V(ω1T/S) represents the functor Lie(T/S).
Thus, by [LLR, Proposition 1.1(a), p. 459] and the left exactness of the functor GrRi ,
the sequence (19.2) induces a sequence
(19.5) 0→ GrRi (V(ω
1
F/R))→ Gr
R
i (V(ω
1
G/R))→ Gr
R
i (V(ω
1
H/R))
which is exact in Calg. Now observe that, since G and H are smooth, (14.18) yields
isomorphisms of k-group schemes GrRi (V(ω
1
G/R)) ≃ G
id
a,k and Gr
R
i (V(ω
1
H/R)) ≃ G
if
a,k,
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where d = dimGs and f = dimHs. In particular, (19.5) implies that Gr
R
i (V(ω
1
F/R))
is a unipotent k-group scheme. We now assume that 1 ≤ i ≤ n and consider the
exact and commutative diagram in Calg
0 // GrRi (V(ω
1
F/R))
//
Φin,F

GrRi (V(ω
1
G/R))
//
Φin,G

GrRi (V(ω
1
H/R))
Φin,H

0 // Ker̺ in,F
// Ker̺ in,G
// Ker̺ in,H ,
whose top (respectively, bottom) row is the sequence (19.5) (respectively, (19.4)).
An application of the snake lemma to the preceding diagram yields an exact sequence
in Calg
0→ KerΦin,F → KerΦ
i
n,G →
(
KerΦin,H
)′
→ Coker Φin,F → 0
for some k-subgroup scheme
(
KerΦin,H
)′
of KerΦin,H . Since KerΦ
i
n,G and KerΦ
i
n,H
are unipotent and infinitesimal k-group schemes by Propositions 14.19 and 14.20,
the preceding sequence and Remark 2.65(a) show that KerΦin,F and Coker Φ
i
n,F are
unipotent and infinitesimal as well, and trivial when the hypotheses of (iii) hold. 
Now, if n ∈ N, the sequence induced by (19.2)
(19.6) 0 −→ F(n)
j(n)
−→ G(n)
q(n)
−→ H(n) −→ 0
is a smooth resolution of the Sn-group scheme F(n). In particular,
(19.7) 0→ Fs → Gs → Hs → 0
is a smooth resolution of the special fiber Fs of F . Note that, since G(n) is smooth
over Sn, H
1
fppf(R
nr
n , G)
def.
= H1fppf(R
nr
n , G(n)×SnS
nr
n ) = 0 by Lemma 14.1. Thus (19.6)
induces an exact sequence of abelian groups
(19.8) 0 −→ F (Rnrn )→ G(R
nr
n )→ H(R
nr
n )→ H
1
fppf(R
nr
n , F )→ 0.
Let
(19.9) 0→ F
j′
→ G ′
q ′
→ H ′ → 0
be a second smooth resolution of F and let
(19.10) 0 −→ F(n)
j ′
(n)
−→ G ′(n)
q ′
(n)
−→ H ′(n) −→ 0
be the induced smooth resolution of F(n), where n ∈ N. Since j(n) (19.6) and j ′(n)
are closed immersions,
j(n)×Sn
(
− j ′(n)
)
: F(n) ×Sn F(n) → G(n) ×Sn G
′
(n)
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is a closed immersion as well. Now, since F(n) is separated over S(n), the diagonal
morphism ∆: F(n) → F(n)×Sn F(n) is also a closed immersion. We conclude that the
composite morphism
F(n)
∆
−→ F(n) ×Sn F(n) → G(n) ×Sn G
′
(n)
is a closed immersion. We will regard F(n) as a closed Sn-subgroup scheme ofG(n)×Sn
G ′(n) via the above morphism. Since F(n) is flat and G(n) ×Sn G
′
(n) is of finite type
over Rn, [SGA3new, VIA, Theorem 3.3.2] shows that the pushout of j(n) and j
′
(n) in
the abelian category Ab(Sch/Rn)fppf , i.e.,
P
def.
=
(
G(n) ×Sn G
′
(n)
)
/F(n),
is (represented by) a separated, smooth and commutative Rn-group scheme of finite
type. By the universal property of the pushout [Mac, pp. 65-66] and the fact that the
functor (2.51) for C = (Sch/Rn) and τ = fppf is fully faithful, there exist morphisms
of Rn-group schemes v : P → H
′
(n) and u : P → H(n) such that the following diagram
in Ab(Sch/Rn )fppf (which consists of flat, separated and commutative Rn-group
schemes of finite type) is exact and commutative
0

0

0 // F(n)
j ′
(n)

j(n) // G(n)
q(n) //

H(n) // 0
0 // G ′(n)
q ′
(n)

// P
u //
v

H(n) // 0
H ′(n)

H ′(n)

0 0.
Note that, since G ′(n) and G(n) are smooth over Sn, u and v are smooth morphisms.
Now, by Proposition 14.2, the middle column of the preceding diagram induces an
exact sequence in Ab(Sch/k)fppf
0 −→ GrRn (G) −→ Gr
R
n (P )
GrRn (v)−→ GrRn (H
′) −→ 0.
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Thus the bottom half of the above diagram induces the following exact and com-
mutative diagram in Ab(Sch/k)fppf :
(19.11) 0 // GrRn (G
′)
GrRn (q
′)

// GrRn (P )
GrRn (u) //
GrRn (v)

GrRn (H)

// 0
0 // GrRn (H
′) GrRn (H
′) // 0 // 0 ,
where the top row is exact by Proposition 14.2, GrRn (q
′) = GrRn
(
q ′(n)
)
, KerGrRn (q
′) =
GrRn (F ) and KerGr
R
n (v) = Gr
R
n (G). Now an application of the snake lemma to
(19.11) yields the following exact sequence in Ab(Sch/k)fppf :
(19.12) 0 −→ GrRn (F ) −→ Gr
R
n (G)
GrRn (q)−→ GrRn (H) −→ Coker Gr
R
n (q
′) −→ 0.
We conclude that there exists an isomorphism in Calg:
Coker GrRn (q)
∼
→ Coker GrRn (q
′).
Thus the commutative k-group scheme of finite type
(19.13) H1(Rn, F )
def.
= Coker GrRn (q)
is independent, up to isomorphism, of the choice of smooth resolution (19.2). We will
show in Lemma 19.22(i) below that H1(Rn, F )(k) = H
1
fppf(R
nr
n , F ), which explains
our choice of notation in (19.13). Note however that, in general, H1(Rn, F )(k) 6=
H1fppf(Rn, F ), as Remark 19.23 below shows.
Remark 19.14. Using, respectively, (19.2), (19.9), Proposition 18.9 and [An, The-
orem 4.C, p. 53] in place of (19.6), (19.10), Proposition 14.2 and [SGA3new, VIA,
Theorem 3.3.2], we derive the existence of an isomorphism in Cqc:
Coker GrR(q)
∼
→ Coker GrR(q ′).
Consequently, the commutative and quasi-compact k-group scheme Coker GrR(q) is
independent, up to isomorphism, of the choice of smooth resolution (19.2).
Now observe that, since the morphism GrRn (H) → Coker Gr
R
n (q
′) in (19.12) is
faithfully flat [SGA3new, VIA, Proposition 5.4.1] and Gr
R
n (H) is smooth,H
1(Rn, F ) ≃
Coker GrRn (q
′) is smooth as well by Lemma 2.54. Thus Proposition 2.58 shows that
(19.12) is also exact in Calg. Consequently, (19.12) induces an exact sequence in Calg
(19.15) 0→ GrRn (F )→ Gr
R
n (G)→ Gr
R
n (H)→H
1(Rn, F )→ 0.
In particular, the morphism GrRn (H) → H
1(Rn, F ) is faithfully flat. Further, the
preceding sequence, together with (19.7), yields
(19.16) H1(R1, F ) = H
1(k, F ) = 0.
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Now, by the exactness of (14.11) and Proposition 2.58, the following sequences are
exact in Calg for every pair of integers r, i ≥ 1:
(19.17) 0 −→ Ker̺ ir,G −→ Gr
R
r+i(G)
̺ir,G
−→ GrRr (G) −→ 0
and
(19.18) 0 −→ Ker̺ ir,H −→ Gr
R
r+i(H)
̺ir,H
−→ GrRr (H) −→ 0.
Let
̺ ir,G : Gr
R
r+i(G)/Gr
R
r+i(F )→ Gr
R
r (G)/Gr
R
r (F )
be the morphism induced by ̺ ir,G and consider the following exact and commutative
diagrams in Calg:
0 // GrRr+i(F )
̺ir,F

// GrRr+i(G) //
̺ir,G
GrRr+i(G)/Gr
R
r+i(F )
̺ ir,G
// 0
0 // GrRr (F )
// GrRr (G)
// GrRr (G)/Gr
R
r (F )
// 0
and
0 // GrRr+i(G)/Gr
R
r+i(F )
̺ ir,G
// GrRr+i(H)
//
̺ir,H
H1(Rr+i, F )

// 0
0 // GrRr (G)/Gr
R
r (F )
// GrRr (H)
// H1(Rr, F ) // 0 ,
where the rows of the second diagram come from (19.15) and the vertical morphisms
̺ir,G and ̺
i
r,H have trivial cokernel by the exactness of (19.17) and (19.18). From
the first diagram, ̺ ir,G has trivial cokernel as well. Now an application of the snake
lemma to the preceding diagrams yields the following exact sequences in Calg:
(19.19) 0→ Ker̺ ir,F → Ker̺
i
r,G → Ker ̺
i
r,G → Coker ̺
i
r,F → 0
and
(19.20) 0→ Ker ̺ ir,G → Ker̺
i
r,H →H
1(Rr+i, F )→H
1(Rr, F )→ 0.
Note that the last nontrivial morphisms in the preceding sequences are faithfully
flat.
Lemma 19.21. For every n ∈ N, H1(Rn, F ) is a smooth, commutative, connected
and unipotent k-group schemes.
Proof. Smoothness was shown above and commutativity is obvious. Now set i = n
and r = 1 in (19.20) and use (19.16) to obtain the following exact sequence in Calg:
0→ Ker ̺n1,G → Ker̺
n
1,H →H
1(Rn, F )→ 0.
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Since the right-hand nontrivial morphism above is faithfully flat and Ker̺n1,H is con-
nected and unipotent by Proposition 14.10, H1(Rn, F ) is connected and unipotent
as well by Lemma 2.54 and [SGA3new, XVII, Proposition 2.2(iii)]. 
Lemma 19.22. Let n ≥ 1 be an integer.
(i) H1(Rn, F )(k) = H
1
fppf(R
nr
n , F ).
(ii) Let k ′/k be a subextension of k/k and let R ′ be the extension of R of ram-
ification index 1 which corresponds to k ′/k. Then there exists a canonical
isomorphism of k ′-group schemes
H1(Rn, F )×Spec k Spec k
′ = H1(R ′n, F ×S S
′ ).
Proof. Since the morphism GrRn (H)→ H
1(Rn, F ) appearing in (19.15) is surjective
and of finite type, the induced morphism GrRn (G)
(
k
)
→ H1(Rn, F )(k) is surjective
by [EGA, IV1, Proposition 1.3.7]. Thus (19.15) and Lemma 8.4(ii) yield an exact
sequence of abelian groups
0→ F (Rnrn )→ G(R
nr
n )→ H(R
nr
n )→H
1(Rn, F )(k)→ 0.
Assertion (i) now follows from (19.8). The smooth resolution (19.6)×SnS
′
n induces
the following exact sequence of commutative k ′-group schemes of finite type (which
is similar to (19.15)):
0→ GrR
′
n (F×SnS
′
n)→ Gr
R′
n (G×SnS
′
n)→ Gr
R′
n (H×SnS
′
n)→H
1(R ′n, F ×S S
′ )→ 0.
Now, by Proposition 13.8, GrR
′
n (F×SnS
′
n) = Gr
R
n (F ) ×Spec k Spec k
′ = GrRn (F )k ′ for
every Sn-scheme F , whence the preceding sequence may be written as
0→ GrRn (F )k ′ → Gr
R
n (G)k ′ → Gr
R
n (H)k ′ →H
1(R ′n, F ×S S
′ )→ 0.
Assertion (ii) of the lemma now follows by comparing the above sequence with the
sequence (19.15)×Spec k Spec k
′. 
Remark 19.23. The formula in part (i) of the lemma fails if k and Rnrn are replaced
with k and Rn (respectively) and k is not algebraically closed. Indeed, if n = 1,
then H1(R1, F )(k) = 0 by (19.16), whereas H
1
fppf(R1, F ) = H
1
fppf(k, F ) is not zero in
general if k is not algebraically closed.
Recall that every unipotent k-group scheme of finite type is affine over k [SGA3new,
XVII, Proposition 2.1]. As noted above, the transition morphisms of the projective
system of affine k-schemes (H1(Rn, F )) are faithfully flat. Consequently, by [EGA,
IV3, Propositions 8.2.3 and 8.3.8(ii)],
H1(R,F )
def.
= lim←−H
1(Rn, F )
is an object of Cqc and every projection morphism H
1(R,F ) → H1(Rn, F ) is faith-
fully flat. Since projective limits commute with base extension, Lemma 19.22(ii)
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shows that, if k ′/k is a subextension of k/k and R ′/R is the extension of ramifica-
tion index 1 which corresponds to k ′/k, then there exists a canonical isomorphism
of k ′-group schemes
H1(R,F )×Spec k Spec k
′ = H1
(
R̂ ′, F ×S Ŝ
′
)
.
Lemma 19.24. The k-group scheme H1(R,F ) is affine, commutative, reduced and
connected.
Proof. Since each k-group scheme H1(Rn, F ) is reduced and connected by Lemma
19.21, H1(R,F ) is reduced and connected as well by [EGA, IV3, Propositions
8.4.1(ii) and 8.7.1]. Now, since H1(Rn, F ) is an affine scheme for every n and
the projection morphism H1(R,F ) → H1(Rn, F ) is affine by [EGA, IV3, (8.2.2)],
H1(R,F ) is also an affine scheme by [EGA, II, Corollary 1.3.4]. 
For every n ∈ N, (19.15) induces the following exact sequences in Calg:
(19.25) 0 −→ GrRn (F ) −→ Gr
R
n (G)
fn
−→ GrRn (G)/Gr
R
n (F ) −→ 0
and
(19.26) 0 −→ GrRn (G)/Gr
R
n (F )
jn
−→ GrRn (H) −→ H
1(Rn, F ) −→ 0,
where the canonical projection morphism fn is faithfully flat and jn is a closed
immersion [SGA3new, VIA, Proposition 5.4.1]. Note that jn ◦fn = Gr
R
n (q).
Lemma 19.27. The transition morphisms of the projective system (GrRn (G)/Gr
R
n (F ))
are affine and surjective.
Proof. Note that each morphism GrRn+1(G)/Gr
R
n+1(F )→ Gr
R
n (G)/Gr
R
n (F ) is induced
by the change of level morphism ̺1n,G (19.1). The sequence (19.25) induces a com-
mutative diagram in Calg
GrRn+1(G)
̺1n,G

fn+1 // GrRn+1(G)/Gr
R
n+1(F )

GrRn (G)
fn // GrRn (G)/Gr
R
n (F ),
where the horizontal morphisms are faithfully flat and the left-hand vertical mor-
phism is surjective by Proposition 9.25. It is now clear that the right-hand vertical
morphism in the above diagram is surjective. On the other hand, (19.26) induces
the following commutative diagram in Calg:
GrRn+1(G)/Gr
R
n+1(F )

jn+1 // GrRn+1(H)
̺1n,H

GrRn (G)/Gr
R
n (F )
jn // GrRn (H),
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where the horizontal morphisms are closed immersions and the right-hand vertical
morphism is affine by Proposition 9.23. Since closed immersions are affine [EGA,
II, Proposition 1.6.2(i)], the left-hand vertical morphism in the above diagram is
affine as well, by a combination of [EGA, II, Proposition 1.6.2, (ii) and (v)] and
[EGA Inew , Proposition 9.1.3, p. 354]. This completes the proof. 
The lemma shows that
(19.28) GrR(G)′
def.
= lim
←−
GrRn (G)/Gr
R
n (F )
is an object of Cqc. By (19.25), there exists an exact sequence in Cqc
(19.29) 0→ GrR(F )→ GrR(G)
f
→ GrR(G)′,
where f = lim←− fn.
Proposition 19.30. There exists an exact sequence in Cqc
0→ GrR(G)′ → GrR(H)→H1(R,F )→ 0,
where GrR(G) ′ is given by (19.28).
Proof. By Lemmas 19.27 and 2.57, the sequence of projective systems
0→ (GrRn (G)/Gr
R
n (F ))→ (Gr
R
n (H))→ (H
1(Rn, F ))→ 0
satifies the hypotheses of [BGA, Proposition 3.8]. Thus the sequence of the propo-
sition is exact for the fpqc topology Cqc. Since Gr
R(H) and H1(R,F ) are reduced
by Lemmas 18.10 and 19.24, respectively, Proposition 2.58 shows that the given
sequence is also exact in Cqc, and this completes the proof. 
Remark 19.31. It should be noted that, if R is a ring of unequal characteristics
and k is algebraically closed, then the results of [Be´g, §4] on the cokernel of GrR(q)
differ from the results discussed above. Indeed, the statements in [op.cit.] alluded
to above are valid in the category of quasi-algebraic k-groups. In particular, the
k-group H
✿
1(R,F ) considered in [Be´g, p. 41] should not be confused with the group
H1(R,F ) discussed above. In the context of this Section, the following is true for
any R. Since GrRn (q) = jn ◦fn for every n, Gr
R(q) factors as
GrR(G)
f
→ GrR(G)′
j
→֒ GrR(H),
where j
def.
= lim
←−
jn has trivial kernel by the proposition. An application of Lemma
2.60 to the complex GrR(G) → GrR(H) → H1(R,F ), together with (19.29), pro-
duces the 5-term sequence
(19.32) 0→ GrR(F )→ GrR(G)
f
→ GrR(G)′ → Coker GrR(q)→ H1(R,F )→ 0
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which is exact for the fpqc topology on k. It is now clear that the map Coker GrR(q)→
H1(R,F ) appearing above is an isomorphism if, and only if, Coker f = 0 8. Regard-
ing the group H1(R,F )(k), the following holds. Since R̂nr is local and henselian
with residue field k and G is smooth over R̂nr, we have H1fppf(R̂
nr, G×S Ŝ
nr) = 0 (see
the proof of Lemma 14.1). Thus (19.2) induces an exact sequence
0→ F (R̂nr)→ G(R̂nr)→ H(R̂nr)→ H1fppf(R̂
nr, F×S Ŝ
nr)→ 0.
By Corollary 18.3, the preceding sequence must agree with the sequence
0→ GrR(F )(k)→ GrR(G)(k)→ GrR(H)(k)→ (Coker GrR(q))(k)→ 0,
i.e., (Coker GrR(q))(k) = H1fppf(R̂
nr, F×SŜ
nr). Now (19.32) yields the exact sequence
of abelian groups
0→ F (R̂nr)→ G(R̂nr)→ GrR(G)′(k)→ H1fppf(R̂
nr, F×S Ŝ
nr)→H1(R,F )(k)→ 0,
whence the canonical map H1fppf(R̂
nr, F×SŜ
nr)→ H1(R,F )(k) is an isomorphism if,
and only if, (Coker f)(k) = 0, i.e., if Coker f is infinitesimal. See Lemma 2.64 and
Remark 2.65(b).
Theorem 19.33. Assume that F is generically smooth. Then there exists an integer
i0 ∈ N such that, for every integer n ≥ i0, the transition morphism H1(Rn+1, F )→
H1(Rn, F ) is an isomorphism of k-group schemes.
Proof. By Lemma 19.22(ii) and faithfully flat and quasi-compact descent [EGA, IV2,
Proposition 2.7.1(viii)], we may assume that k = k. It is shown in [LLR, p. 465]
(with G ′ = F , G ′′ = H , u = q and g ′′ = h in the notation of that paper) that there
exists a commutative diagram of flat and commutative R-group schemes of finite
type
0 // F˜

// G˜
g

q˜ // H˜
h

// 0
0 // F // G // H // 0,
where q˜ is smooth, faithfully flat and of finite presentation, and the bottom row
is the sequence (19.2). For every integer n ≥ 1, the preceding diagram induces an
exact and commutative diagram in Ab(Sch/k)fppf
0 // GrRn (F˜ )

// GrRn (G˜)
GrRn (g)

// GrRn (H˜)
GrRn (h)

// 0
0 // GrRn (F ) // Gr
R
n (G) // Gr
R
n (H) // H
1(Rn, F ) // 0,
8We do not know examples where Coker f is not zero.
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where the top row is exact by Proposition (14.2) and the bottom row is the se-
quence (19.15). We conclude that there exists an exact and commutative diagram
in Ab(Sch/k)fppf
Coker GrRn+1(g)
αn

// Coker GrRn+1(h)
βn

// H1(Rn+1, F )

// 0
CokerGrRn (g) // CokerGr
R
n (h) // H
1(Rn, F ) // 0.
Now it is shown in [LLR, p. 471] (set gi = αn+1 and g
′′
i = βn+1 in [loc.cit.]) that
there exists an integer i0 ∈ N such that the maps αn and βn appearing above are
isomorphisms of smooth k-group schemes for every integer n ≥ i0. The theorem is
now clear. 
Corollary 19.34. Assume that F is generically smooth and let i0 ∈ N be as in the
theorem. Then, for every integer n ≥ i0, we have:
(i) The canonical projection H1(R,F ) → H1(Rn, F ) is an isomorphism of k-
group schemes.
(ii) There exists an isomorphism in Calg
Coker ̺1n,F ≃ G
r
a,k,
where ̺1n,F is the change of level morphism (19.1) and
r = dimkLie(Fs)− dimFs.
(iii) dimGrRn (F ) = (n− i0) dimFs + dimGr
R
i0
(F ).
(iv) dimH1(Rn, F ) = dimGr
R
i0(F )− i0 dimFs.
Proof. Assertion (i) is immediate from the theorem. Now, by (19.19), (19.20) and
the theorem, the smooth resolution (19.2) induces an exact sequence in Calg
0→ Ker̺ in,F → Ker̺
i
n,G → Ker ̺
i
n,H → Coker ̺
i
n,F → 0,
where n ≥ i0 and i ≥ 1. If n ≥ 2, then
(19.35) dimKer̺1n,F = dimkLie(Fs)
by (2.10), (2.9) and Proposition 19.3(ii). Further, by Propositions 14.19 and 14.20,
Ker̺1n,G is a smooth and unipotent k-group scheme which is isomorphic to G
d
a,k,
where d = dimGs, and similarly with H in place of G. In particular, since dimGs =
dimFs + dimHs, we conclude that Coker ̺
1
n,F has dimension r = dimkLie(Fs) −
dimFs. Further, by [DG, IV, §3, Corollary 6.8, p. 523], there exists an isomorphism
of k-group schemes Coker ̺1n,F ≃ G
r
a,k. This completes the proof of (ii). Now, by
(ii), there exists an exact sequence in Calg
0 −→ Ker̺1n,F −→ Gr
R
n+1(F )
̺1n,F
−→ GrRn (F ) −→ G
r
a,k −→ 0.
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Thus, by the definition of r and (19.35), we have dimGrRn+1(F ) = dimGr
R
n (F ) +
dimFs. Assertion (iii) now follows by induction. Assertion (iv) follows by combining
(iii), (19.7), (19.15) and Corollary 14.23(i). 
Remark 19.36. Corollary 19.34 (and therefore Theorem 19.33) fails if F is not gener-
ically smooth. Indeed, let F = αp be the kernel of the Frobenius endomorphism
Ga,k → Ga,k in the equal positive characteristic p case. It follows from Example 8.7
that
GrRn (αp) ≃ Spec (k[x0, . . . , xn−1]/(x
p
i , i ≤ (n− 1)/p)),
whence dimGrRn (αp) ≥ (p − 1)⌊(n − 1)/p⌋, which is unbounded as n → ∞. Thus
the conclusion of Corollary 19.34(iii) fails if F = αp.
Lemma 19.37. Let n and r be integers such that 1 ≤ r < n. Then
dimGrRn (V(Rr)) = r.
Proof. We begin by constructing a morphism of k-group schemes γ : M n−rn →
GrRn (V(Rr)). Let A be any k-algebra. By (2.6) and Lemma 8.4(i),
GrRn (V(Rr))(A) = V(Rr)(Rn(A)) = HomRn-mod(Rr,Rn(A)) = Rn(A)πrn-tors.
Further, by (4.16), the inclusion M n−rn (A) ⊆ Rn(A) factors through Rn(A)πrn-tors.
Let γ(A) be the composition of the canonical map Θn,n−r(A) : M
n−r
n (A)→ M
n−r
n (A)
(4.17) and the inclusion M n−rn (A) ⊆ Rn(A)πrn-tors. The preceding construction is
functorial in A and defines the required morphism γ : M n−rn → Gr
R
n (V(Rr)). If R
is an equal characteristic ring, then γ is, in fact, an isomorphism. In effect
(19.38) Rn(A)πr-tors = M
n−r
n (A) = M
n−r
n (A)
by Remark 4.18(d), (3.1) and the flatness of A over k. Therefore
dimGrRn (V(Rr)) = dim M
n−r
n = dimkM
n−r
n = dimkRn−r = r.
See (4.1) and the beginning of Subsection 3.1.
Now let R be a ring of unequal characteristics. Then, by Remark 4.18(c), the
equality (19.38) holds if A is perfect. Consequently γpf : (M n−rn )
pf ≃ GrRn (V(Rr))
pf
by [BGA, Remark 5.18(a)]. On the other hand, by [BGA, Remark 5.18(b)], the
perfection functor preserves dimensions. It now follows from (4.1), (4.11) and
the description of Greenberg modules in Subsection 3.2 that dimGrRn (V(Rr)) =
dim M n−rn = lengthW (k)M
n−r
n = lengthW (k)Rr = r, as claimed. 
Proposition 19.39. Assume that F is finite and generically e´tale. Then
dimH1(R,F ) = δ(F ),
where δ(F ) is the defect of smoothness of F (16.2).
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Proof. By Corollary 19.34, (i), (iii) and (iv), we have
dimH1(R,F ) = dimGrRr (F )
for every integer r ≥ i0. On the other hand, by Lemma 16.11, ̺
n
n,F factors through
a finite k-subgroup scheme of GrRn (F ) if n ≥ δ(F )+2. Thus, by Proposition 19.3(ii)
and [SGA3new, VIA, Proposition 2.5.2(b)], we have dimGr
R
2n(F ) = dimGr
R
n (V(ω
1
F/R))
if n ≥ r = max{i0, δ(F ) + 2}. Therefore dimH
1(R,F ) = dimGrRn (V(ω
1
F/R)) if
n ≥ r. Now, by the structure theorem for torsion R-modules, there exists an iso-
morphism of R-modules ω1F/R ≃ ⊕
t
i=1R/(π
ni), where
∑
ni = lengthR(ω
1
F/R) = δ(F )
(see Remark 16.3). Thus, by [Liu, Exercise 1.22 and Lemma 1.23, p. 258], Re-
mark 7.17(d) and [EGA, II, Proposition 1.7.11(iii)], we are reduced to checking that
dimGrRn (V(R/(π
ni))) = dimGrRn (V(Rni))) = ni. This follows from the previous
lemma. 
20. A generalization of the equal characteristic case
Let k be any field and let B be a noetherian local k-algebra with maximal ideal m
and residue field k. For every integer n ≥ 1, set Bn = B/m
n. Then Bn is a finite local
k-algebra with residue field k [AM, Proposition 8.6(ii), p. 90, and Exercise 3, p. 92].
Note that, if B is artinian, then Bn = B for all sufficiently large values of n and the
results in Sections 7, 9 and 11 are valid with R = B. Further, by Lemma 2.3 (with
k ′ = k), SpecBn → Spec k is a finite and locally free universal homeomorphism.
Consequently, by Corollary 2.48, ResBn/k(Z) exists for every Bn-scheme Z and Gr
Bn
agrees with ResBn/k by Remark 7.17(c). The following statement is analogous to
the equal characteristic case of Corollary 13.5 (see Remark 13.4).
Proposition 20.1. Let B be as above and let B → B ′ be a finite and flat homo-
morphism of local rings, where B ′ is a noetherian local k ′-algebra with residue field
k ′. Let n ≥ 1 be an integer and set Cn = Bn⊗B B
′. If Z is a quasi-projective
Cn-scheme, then Resk′/k
(
ResCn/k′(Z)
)
and ResCn/Bn(Z) exist and
Resk′/k(ResCn/k′(Z)) = ResBn/k(ResCn/Bn(Z)).
Proof. Note that Cn is a Bn-algebra as well as a k
′-algebra via its B ′-algebra struc-
ture. By Theorem 2.47 and Remark 2.46(a), ResCn/k′(Z) and ResCn/Bn(Z) exist. On
the other hand, [CGP, Proposition A.5.8] shows that ResCn/k′(Z) is quasi-projective
over k ′. Thus Resk′/k(ResCn/k′(Z)) also exists. The formula of the theorem is now
immediate from (2.41). 
Regarding the contents of Section 14, Lemma 14.1 (with Rnrn replaced by Bn⊗k k)
and Proposition 14.2 extend to the present context without difficulty. The proofs
of Propositions 14.19 and 14.10, however, rely on Proposition 4.21, which does
not extend to the setting of this Section. Nevertheless, the following analog of
Proposition 14.10 holds. See also Proposition 12.5.
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Proposition 20.2. Let G be a smooth B-group scheme. Then, for every pair of
positive integers r, i, the change of level morphism
̺ir,G : ResBr+i/k(GBr+i)→ ResBr/k(GBr)
is smooth and surjective and its kernel is a smooth, connected and unipotent k-group
scheme.
Proof. We fix an integer j ≥ 1 and apply [Oes, Proposition A.3.5] (see also [CGP,
Proposition A.5.12]) to the finite and local k-algebra Bj . We conclude that, if
1 ≤ r < j, then ̺1r,G is smooth and surjective and Ker̺
1
r,G ≃ G
d(r)
a,k , where
d(r) = dimk(Lie(Gs)⊗km
r/mr+1)
(Note that, if m is principal, then mr/mr+1 ≃ k and d(r) = d is the integer (2.9).)
Since j is arbitrary, the preceding conclusions hold for every integer r ≥ 1. The
rest of the proof is by induction, using an obvious analog of the exact sequence
(14.12). 
The above proposition can be used to define a filtration similar to the equal
characteristic case of (14.25). In effect, let n ≥ 1 be an integer, let G be a smooth and
commutative B-group scheme and set H = ResBn/k(GBn). Then F
iH = Ker̺n−ii,G ,
where 1 ≤ i ≤ n, defines a filtration of length n on H :
(20.3) H ⊇ F 1H ⊇ · · · ⊇ F nH = 0.
Note that H/F 1H = Gs. Further, if 1 ≤ i ≤ n− 1, then
F iH/F i+1H ≃ Ker̺1i,G ≃ G
d(i)
a,k ,
where d(i) = dimk(Lie(Gs)⊗km
i/mi+1).
Example 20.4. A particular case of (20.3) appeared in [ELL, proof of Theorem 1],
as we now explain. Let D be a henselian discrete valuation ring with residue field k
and field of fractions K. Let K ′/K be a finite and separable extension, let D ′ be the
integral closure of D in K ′ and let k ′ be the residue field of D ′. Assume that k ′/k
is purely inseparable. Let A′ be an abelian variety over K ′, A′ its Ne´ron model over
D ′ and B = ResD ′/D(A
′). Set B = D ′ ⊗D k
′ (this is denoted by R in [ELL, proof
of Theorem 1]), which is a finite and local k ′-algebra with residue field k ′, and set
n = dimk′B ≥ 1. Then m
n = 0, where m is the maximal ideal of B, whence Bn = B
for every m ≥ n. The filtration of length n of H = Bk′ considered in [ELL, proof of
Theorem 1] is the filtration (20.3) for G = A ′B.
Finally, if k is a perfect field of positive characteristic, several of the results in
Section 15 remain valid for the functor (Sch/Bn) → (Perf/k), Z 7→ ResBn/k(Z)
pf .
For example, Proposition 20.1 above yields a formula similar to that of Proposition
15.5(i) under an appropriate quasi-projectivity hypothesis.
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