We show that any non-zero homogeneous quasimorphism of a simple Lie group can be realized as the relative growth of the minimal bi-invariant partial order on that group. Thereby we provide a link between quasimorphisms, bounded cohomology and partial orders. As an application we show that the metric space associated by Eliashberg and Polterovich to the minimal bi-invariant continuous partial order on a simple Lie group collapses. We extend our method to prove a similar collapsing result for certain orders on Ham(CP n ). 1 i.e. ≤ is not just given by equality 2 We use the term invariant in the sense of bi-invariant throughout.
Introduction
The starting point of this article is the following observation: Indeed, both continuous bi-invariant orders and continuous quasimorphisms have been classified on simply-connected simple Lie groups. (See [10] for invariant orderings and the appendix of this article or [4] for quasimorphisms.)
The proposition then follows simply by comparing the two resulting lists. This classificational proof, however, does not provide any explanations why the occurence of invariant 2 partial orders should be related to the existence of quasimorphisms. It is the purpose of this paper to shed light on this hitherto unstudied relationship, both in the context of finite-dimensipnal 1-connected simple Lie groups and for general topological groups.
Let us first describe a way to construct a numerical function out of a partial order, which was introduced by Eliashberg and Polterovich [7] in the context of contactomorphism groups. Given any invariant partial order ≤ on a group G we define the associated set of dominants in G to be G ++ = {g ≥ e | ∀h ∈ G∃n ∈ N : g n ≥ h}.
We call an invariant order admissible if G ++ = ∅. For a fixed dominant element g ∈ G ++ we define the relative growth
Then the following is the main result of this article: Theorem 1.2. Let f : G → R be a non-zero homogeneous quasimorphism on a 1-connected simple Lie group G. Then there exists an admissible partial ordering ≤ on G such that for any g ∈ G ++ and h ∈ G the relative growth is given by
In particular, up to positive multiple the quasimorphism can be reconstructed from the partial order as the relative growth with respect to any dominant.
The proof of Theorem 1.2 is constructive in the sense that the promised admissible partial ordering is explicitly known; in terms of the infinitesimal classification of invariant continuous partial orderings it corresponds to the minimal positive cone. We would like to stress the fact that in general the relative growth of an invariant partial ordering need not be a quasimorphism. For example, if the group is a vector space and the order is provided by a pointed generating cone (a rather generic situation to be discussed below), then the relative growth is never a quasimorphism. This raises the question to provide necessary and sufficient condition that ensure that relative growth is a quasimorphism. The following main criterion is used in the proof of Theorem 1.2:
3. If f : G → R is a non-zero homogeneous quasimorphism on a group G and ≤ an invariant partial order on G such that
for some constants C 1 , C 2 ∈ R, then ≤ is admissible and for all g ∈ G ++ and h ∈ G the relative growth is given by
In particular, relative growth is a quasimorphism in this case.
This criterion is proved in Theorem 3.4 below; Theorem 7.4 shows that it applies in the case of 1-connected simple Lie groups to yield Theorem 1.2. As for necessary conditions, we borrow another idea from Eliashberg and Polterovich: In [7] they construct a functor X from a certain category of partially ordered groups into the category of ordered metric spaces. We refer to this functor as the order space functor. Then the necessary condition is as follows: Proposition 1.4. If ≤ is an admissible partial order on a group G such that its relative growth is given by a homogeneous quasimorphism f in the sense that
then the order space X(G, ≤) is isomorphic to a subset of R with the standard metric and ordering. If G contains a one-paramter subsemigroup, then the isometry is actually onto R
In the latter case, we say that the order space collapses. A refined version of Proposition 1.4 is proved in Corollary 4.4. Combining the proposition with Theorem 1.2 we obtain: This answers a question of Polterovich. The criterion provided by Lemma 1.3 also applies beyond the finite-dimensional case. This will be the topic of future investigations. However, to give the reader an impression of the generality of our method, we include a proof of the following sample result:
Theorem 1.6. Let G be the universal cover of the group of Hamiltonian diffeomorphisms of CP n endowed with the Fubini-Study form. Then the order space of G with respect to the spectral order collapses. The relative growth of this order at any fixed dominant is up to a factor a Calabi type quasimorphism on CP n .
We will discuss the definition of the spectral order together with the proof of the theorem in Section 9. We remark that the order space can also collapse in the absence of non-trivial homogeneous quasimorphisms. See Section 8 for an example. Now let us describe the content of the individual sections:
The paper consists of two parts, the first part consisting of Sections 2-4 providing general results on quasimorphisms and partial orders, and the second part consisting of Sections 5-9, in which we apply these results to various classes of examples. In Section 2 we introduce our notation regarding partially ordered groups and dominant elements and state some elementary properties of relative growth. In Section 3 we prove the criterion in Lemma 1.3, thereby tying quasimorphisms to partial orders. In Section 4 the construction of the order space functor is recalled from [7] and Proposition 1.4 is proved. The results of the first part are used throughout the text. On the other hand, the examples discussed in Part 2 are mutually independent:
In Section 5 we discuss linear orderings. These examples show that relative growth need not be a quasimorphism and that the order space does not collapse in a generic situation. The computation of the order space is achieved here for arbitrary linear orderings. In Section 7 we obtain an equally complete understanding for minimal orderings on Hermitian simple Lie groups and their order spaces. We provide the necessary structural results on such groups and present an apparently new characterization of the unique normalized quasimorphism on such groups in terms of root data. Then we state and prove a refined version of our main result. The proof relies partly on some general results on continuous admissible partial orderings on Lie groups. In order to keep the proof of the main result transparent, we have collected these general results in Section 6. In Section 8 we apply the collapsing result for order spaces of finite-dimensional Lie groups to deduce results on order spaces of infinite-dimensional Lie groups. In particular, we provide an example of a group whose order space collapses, but which does not possess a non-zero continuous homogeneous quasimorphism. Finally, Section 9 discusses some infinite-dimensional examples related to symplectic geometry.
In the appendix of this paper, which might be of independent interest, we explain the classification of continuous homogeneous quasimorphisms on 1connected simple Lie groups, which follows from work of Burger and Monod [4] and Dupont [6] . For the convenience of the reader not familiar with bounded cohomology techniques we explain in some details how the classification can be deduced from their results. We also explain briefly how to obtain the quasimorphisms, whose existence was established, explicitly. The purpose of the appendix is to provide the reader with those aspects of the classification relevant to the body of the text. We therefore omit to discuss some important aspects of the theory, which go beyond the context of the present work. These include the work of Burger, Iozzi and Wienhard [5] , which provides an effective way to compute the values of the quasimorphism, and the results of Shtern [25] on the classification of homogeneous quasimorphisms, which are not necessarily continuous. In both cases we refer the reader to the original sources.
Dominant elements and relative growth
In this section we review a number of basic facts on partially ordered groups.
In particular, we show that the notion of relative growth as stated in the introduction is well-defined and provide some of its more elementary properties. The material of this section is fairly standard and will be used throughout as will the (maybe less standard) notations which we introduce here. Let G be a group and ≤ be a partial ordering on G. We call ≤ invariant (rather
holds. In this case the subset
is called the order subsemigroup of the ordered group (G, ≤). The elements of the subset
are called dominant. Since we are interested in properties of dominant elements, let us call an invariant partial ordering ≤ on G admissible if G ++ = ∅. We collect some elementary properties of G + and G ++ using the followig notation: Given a subset M ⊂ G we denote by M the semigroup of G generated by M and by M the generated group.
and M and ≤ determine each other uniquely.
(vi) For all g ∈ G the sets g G + and g G + are semigroups, and g is dominant iff G = g G + or, equivalently, G = g −1 G + .
Proof. (i) and (ii) are standard (see e.g. [2] ). (iii) By (i) we have g 1 f 2 g −1
and h ∈ G. Then there exists n ∈ N such that g n ≥ h. Since f ≥ e we get
This show that f g ∈ G ++ and thus yields G + G ++ ⊂ G ++ . The other inclusion is proved similarly. (vi) is just a reformulation of the definition.
In order to define the notion of relative growth for a given admissible ordered group (G, ≤) we need the following lemma:
Proof. For (i)-(ii) see [7] . (iii) Abbreviate γ := γ(f, g), γ n := γ n (f, g),
and γ * := inf T . Since f γn ≥ g n we have γ n /n ∈ T . In particular, γ * ≤ γ n /n for all n ∈ N and thus γ * ≤ γ. If α ∈ T then there exist r ∈ Z, s ∈ N with α = r s and f r ≥ g s . We deduce that for all k ∈ N we have f rk ≥ g sk and thus γ sk ≤ rk. We deduce that γ sk /sk ≤ rk/sk = α. Since γ sk /sk → γ for k → ∞ we have γ ≤ α. Passing to the infimum we get γ ≤ γ * and thus γ = γ * which is (iii). (iv) Let γ n := γ n (f, g) and γ ′ n := γ n (g, f ). Then f γn ≥ g n , g γ ′ n ≥ f n and thus g γnγ ′ n ≥ f nγn ≥ g n 2 . This implies γ n γ ′ n ≥ n 2 and thus γ n n γ ′ n n ≥ 1.
Then (iv) follows by passing to the limit.
(v) For f, g ∈ G ++ we have γ n (f, g) ≥ 0 for all n ∈ N, hence γ(f, g) ≥ 0. Then (iv) implies (v).(vi) is a reformulation of Proposition 2.1.(iv).
As mentioned in the introduction, the quantity γ(f, g) defined in (ii) for any f ∈ G ++ , g ∈ G is called the relative growth of g with respect to f . The name relative growth (justified by property (vi)) goes back to [7] , where this invariant was introduced.
Quasimorphisms and relative growth
Recall from the introduction that if G is an arbitrary topological group, then a continuous map f :
We always assume our quasimorphisms to be continuous without further mentioning. In the cases most interesting to us, this assumption is in fact unnecessary: As proved by Shtern [25] , homogeneous quasimorphisms of finite-dimensional simple Lie groups are automatically continuous. Here and in the following a quasimorphism is called homogeneous if for all g, h ∈ G and n ∈ N,
Any homogeneous quasimorphism is necessary invariant under conjugation (see Lemma A.1.(iv) in the appendix). In particular, the superlevel sets
One may therefore ask whether they define an invariant partial order on G. A more reasonable question is to ask, whether they approximate a partial order in the sense of the following definition:
A homogeneous quasimorphism f on a topological group G is said to sandwich an invariant partial order ≤ if there exist constants
. In this case the partial order ≤ is said to be associated to f . In fact, in the above definition we can always assume C 2 = 0. More precisely: Lemma 3.2. If a nontrivial homogeneous quasimorphism f sandwiches an invariant partial order ≤ then there exists a constant C 1 > 0 such that
and g ∈ G + . Then g n ∈ G + and f (g n ) = n · f (g). Thus if f (g) < 0, then f (g n ) < C 2 for sufficiently large n, contradicting the fact that g n ∈ G + ⊂ Q + f (C 2 ). This shows f (g) ≥ 0 and since g ∈ G + was arbitrary we obtain G + ⊂ Q + f (0). As far as C 1 is concerned we may certainly assume C 1 > 0. Now if g ∈ Q + f (C 1 ), C 3 := C(f ) as in the definition of quasimorphism and h ∈ G is arbitrary, then g ∈ G + by assumption and moreover
Since a non-trivial homogeneous quasimorphism is unbounded we obtain:
If an invariant partial order is sandwiched by a non-trivial quasimorphism, then it is admissible.
The relation between relative growth and a sandwiching quasimorphism is expressed in the following theorem: Theorem 3.4. Suppose that (G, ≤) is an admissible ordered group and that f : G → R is a homogeneous quasi-morphism. If f sandwiches ≤, then for all g ∈ G ++ , h ∈ G we have
Proof. Let g ∈ G ++ and h ∈ G. Define T n (g, h) := {p ∈ Z | g p ≥ h n } so that γ n (g, h) = inf T n (g, h). According to Lemma 3.2 choose a constant C 1 > 0 so that Q + f (C 1 ) ⊂ G ++ and G + ⊂ Q + f (0) and define C 3 := C(f ) as in the definition of quasimorphism. We claim that any integer p n satisfying
also satisfies p n ∈ T n (g, h). (Such a p n exists since f (g) = 0.) Indeed, we have
hence g pn h −n ∈ G + , which implies g pn ≥ h n as claimed. In particular γ n (g, h) ≤ p n and choosing p n minimal possible we obtain
Thus g p h −n ∈ G + and thus p ∈ T n (g, h). Consequently,
Combining (1) and (2) we obtain
and passing to the limit n → ∞ we obtain
Remark 3.5.
(i) We emphasize once more that for an arbitrary invariant partial order it need not be true that relative growth is a quasimorphism. It need not even be true that γ(g, h) = −γ(g, h −1 ) for all g ∈ G ++ , h ∈ G. For examples, this property fails in the linear orders considered below. (ii) If a homogeneous quasimorphism f sandwiches a partial order ≤ then any multiple λf , λ ∈ R >0 sandwiches the same order (with constants λC 1 , λC 2 ). Thus we shall call two homogeneous quasimorphisms equivalent if they differ by a positive constant. We denote by [f ] the equivalence class of a quasimorphism f .
As an immediate consequence of Theorem 3.4 (and Definition 3.1) we obtain:
Corollary 3.6. The equivalence class of a quasimorphism can be reconstructed as the relative growth (with respect to an arbitrary dominant element) from any associated partial order. In particular, an admissible partial ordering is sandwiched by at most one equivalence class of homogeneous quasimorphisms.
The order space functor X
In this section we provide a necessary condition for a partial order to be sandwiched by a quasimorphism. For this we use a certain functor X, which we refer to as the order space functor. The construction of X(G, ≤) for an ordered group G goes back to [7] ; there the space X(G, ≤) is simply referred to as the metric space of (G, ≤). For the convenience of the reader and in order to fix our notation we briefly recall the relevant constructions here:
Let (G, ≤) be an admissible ordered group, i.e. ≤ is an admissible invariant partial order on G. The following Proposition was first proved in [7] :
This allows us to make the following definition:
Let (G, ≤) be an admissible ordered group. The metric space X(G, ≤) associated with the pseudo-metric space (G ++ , d) from Proposition 4.1 is called the order space of (G, ≤).
The kind of functoriality that X obeys is rather subtle. While it is true that given admissible ordered groups (G, ≤) and (H, ≤) and an order-preserving homomorphism (oph for short) f : G → H we obtain an inclusion f (G + ) ⊂ H + this is by no means clear for the corresponding sets of dominants. Thus let us call an oph f admissible if f (G ++ ) ⊆ H ++ . Then X yields a functor from the category of admissible ordered groups and admissible ophs into a category of metric spaces with contractions as morphisms. Indeed, given g 1 , g 2 ∈ G ++ and f : G → H admissible we have
and similarly γ(g 2 , g 1 ) ≥ γ(f (g 2 ), f (g 1 )). Consequently,
and thus f :
Notice that the functoriality of the order space under admissible ophs also extends to the natural actions: Proof. Let g ∈ G ++ , h, k ∈ G. Then there exists n ∈ Z such that g n ≥ h −1 kh and thus (hgh −1 ) n ≥ k. This shows that G ++ is conjugation invariant. Moreover, γ(hgh −1 , hkh −1 ) = γ(g, k) follows from conjugation invariance of G + . Hence, the action of G on G ++ is isometric and descends to X(G, ≤). The last statement is obvious. Now here we have, finally, the necessary condition for an admissible ordering to be sandwiched by a quasimorphism in terms of order spaces:
is an admissible ordered group and that f : G → R is a continuous homogeneous quasi-morphism sandwiching ≤. Then there is an isometry
Proof. Let g, h ∈ G ++ . By Theorem 3.4 we have
showing that ι is an isometry.
If the conclusion of the corollary holds, then we say that the order space X(G, ≤) collapses. We will apply the present criterion below in Section 7 to Hermitian simple Lie groups and in Section 9 to certain infinite-dimensional Lie groups.
Linear orderings
Let V be a finite-dimensional vector space and C + ⊂ V a closed convex pointed cone, which is generating in the sense that V = C + − C + . Observe that the latter condition implies that C + has non-empty interior. By Proposition 2.1.(ii) there exists a unique invariant ordering ≤ on the abelian group
. We refer to ≤ as the linear ordering associated with C + . In this section we study such linear orderings, thereby providing examples for the notions defined above. These examples are also interesting since certain questions on (continuous) invariant orderings on Lie groups can be reduced to questions on linear orderings, at least locally, as we will see below. We start with the computation of the set of dominants C ++ of a linear ordering ≤. For this it will be convenient to fix a non-degenerate inner product ·, · on V and to consider V as a Hilbert space. This allows us, in particular, to talk about normal vectors of hyperplanes. We denote by · the associated norm and by B r (x) the associated ball of radius r around x ∈ V . Then we have:
Since w was arbitrary we see that v ∈ C ++ . Now suppose that v ∈ C + \ Int(C + ), i.e. v is a boundary point. It then follows from [24, Theorem 11.6 ] that there exists a hyperplane containing R + v and separating V into two half spaces with respective closures H ± such that C + ⊂ H + . Taking a normal vector w of H pointing towards H − we see that nv + w ∈ H − for all n ∈ N and thus v is not dominant.
By [24, Corollary 11.7.1] there exists a subset A * of the unit ball V * 1 in V * such that
Replacing A * by its closure if necessary we may assume that A * is compact.
Given v ∈ C ++ we see from Lemma 5.1 that α(v) > 0 for all α ∈ A * and thus for every v ∈ C ++ , w ∈ V the function
is well-defined and continuous. In particular, the maximum of this function is well-defined and finite. This allows us to give an explicit formula for the relative growth function in the linear case:
If ≤ is the linear ordering associated with C + as given by (3) then for all v ∈ C ++ and all w ∈ V we have
In particular, the function γ :
As argued above, if we assume A * to be compact then we can replace sup by max. In the present form the proposition is true without that assumption. Now let us compute the order space of (V, ≤):
Proof. Since log is monotone we obtain for v, w ∈ C ++ the equality
which implies (4) . It remains to show that no two points of C ++ get identified upon passing to the order space.
We refer to the metric d given by (4) on C + as the cone metric on C ++ . While the choice of A * in (4) is non-unique, the cone metric is an invariant of the cone, since it can be defined via relative growth.
Admissible continuous ordering on Lie groups
Given an invariant partial ordering on a topological group G it is reasonable to ask for a compatibility condition between the ordering ≤ and the topology of G. This is particularly useful for classification problems as we will see below. It is not completely obvious which conditions should be assumed in order to achieve the desired compatibility. It seems that the following definition has become the standard one by now:
1. An invariant ordering on a topological group G is called continuous if the order semigroup G + is closed and for every identity neighbourhood U ∈ U e (G) the intersection U ∩ G + topologically generates G + (i.e. generates a dense subsemigroup of G + ).
Recall that we are interested in partial orderings with many dominant elements. In the case of continuous orderings on connected topological groups there are topological conditions which ensure the existence of dominants. In order to state these, we recall that given a topological space X and a subset
In the sequel we consider subsets of a fixed topological group G. Since G will be clear from the context we will for any Y ⊂ G abbreviate
and refer to Int(Y ) simply as the interior of Y . With this abuse of terminology, we can state the following basic result on the set of dominants:
If G is a connected topological group and ≤ a continuous ordering on G then G ++ contains the interior of G + . Thus, if G + has non-empty interior then ≤ is admissible.
Proof. We learned the following proof from K. H. Hofmann:
While the lemma reduces the problem of finding admissible orderings to finding continuous orderings with Int(G + ) = ∅, the latter problem is still very hard to solve for arbitrary topological groups. We will see below that for (finite-dimensional) Lie groups the situation is much better understood. This is due to the relation of our problem to the theory of Lie semigroups, which we recall here: Define the Lie wedge (or tangent wedge) of a closed submonoid S ⊂ G by
Then S is called a Lie semigroup if
where · denotes the generated semigroup. Then the relation between continuous orderings and Lie semigroups is provided by [ For the rest of this section we assume that ≤ is a continuous ordering on a connected Lie group G and denote by C + := L(G + ) ⊂ g the Lie wedge of its order semigroup. We observe:
Proposition 6.4. The Lie wedge C + is an Ad-invariant closed, pointed cone in g and thus defines a linear ordering on g. If ≤ is admissible, then C + is generating in the sense of the last section, i.e. g = C + − C + .
Proof. The Lie wedge of a pointed semigroup is clearly a pointed cone.
The latter implies g −1 h n ∈ H and thus g −1 ∈ H, which is a contradiction. Thus if G ++ = ∅ then necesarily H = G and thus h = g.
Note that C + defines a linear ordering on the vector space g in the sense of Section 5, which we denote by the same letter ≤. Our next aim is to relate the respective sets of dominants of (G, ≤) and (g, ≤). For this we first recall what is known about the structure of identity neighbourhoods in Lie semigroups:
Lemma 6.5 (Strong Identity Neighbourhood Theorem). Let G be a Lie group, ≤ a continuous ordering on G and C + = L(G + ) ⊂ g. Then there exists neighbourhoods U of 0 in g and V of e in G with the following properties:
The Baker-Campbell-Hausdorff series converges on U ×U and defines a multiplication * :
is a diffeomorphism. Thus it remains to show that by shrinking U if necessary we can achieve that
Now C + is an invariant wedge and thus a Lie semialgebra by [11, Scholium II.2.15] . By [19, Theorem III.9] this implies (5) .
If G is a Lie group then a pair (U, V ) of neighbourhoods U of 0 in g and V of e satisfying (i) and (ii) of Lemma 6.5 will be referred to as a Campbell-Hausdorff pair. It is well-known that such pairs exist for any given Lie group.
Proof. Let (U, V ) be a Campbell-Hausdorff pair. We can find t 1 > 0 such that {tX, −tY } ⊂ U for all t < t 1 . By assumption the Campbell-Hausdorff series for (tX) * (−tY ) converges for t ∈ [0, t 1 ] and we can write
Proposition 6.7. Let G be a connected Lie group with Lie algebra g, ≤ a continuous invariant ordering on G with order semigroup G + and C + := L(G + ), C ++ := Int(C + ). Then
. We have shown that for any h 0 ∈ exp(g) there exists n ∈ N such that exp(X) n ≥ h 0 . Since exp(g) generates G, any element h ∈ G can be written as h = h 1 · · · h r with h j ∈ exp(g). By the previous argument we find n j ∈ N with exp(X) n j ≥ h j and hence exp(X) n 1 +···+nr ≥ h by Proposition 2.1.(iii). Since h was arbitrary, this implies exp(X) ∈ G ++ . Proposition 6.8. Let G be a connected Lie group with admissible ordering ≤. Then Int G + (or, equivalently, Int G ++ ) is dense in G + and generated by exp(C ++ ) as a semigroup.
Proof. From Lemma 6.2 we obtain Int G + = Int G ++ . If U , V are neighbourhoods as in 6.5 then
Now S is a ray semigroup in the sense of [11, Definition V.1.6] satisfying the conditions of [11, Theorem V.1.10] and therefore Int S = IntS.
Since C + ⊂ C ++ we have exp(C + ) ⊂ exp(C ++ ) ⊂S. ThusS is a closed subsemigroup of G + containing exp(C + ), which yieldsS = G + . In particular, S is dense in G + , and with (6) and (7) we obtain
Combining the two propositions we obtain the following characterization of admissible orderings: Theorem 6.9. Let G be a connected Lie group with Lie algebra g, ≤ a continuous invariant ordering on G with order semigroup G + and C + := L(G + ). Then the following are equivalent:
Proof. (i) ⇒ (ii) was proved in Proposition 6.4, (ii) ⇒ (iii) is obvious and (iii) ⇒ (i) follows from the Proposition 6.7. The implication (i) ⇒ (iv) is provided by Proposition 6.8, while (iv) ⇒ (v) and (v) ⇒ (i) are obvious.
As a special case we obtain: Corollary 6.10. Any non-trivial continous partial order on a simple Lie group is admissible.
Proof. If C + is the Lie wedge of the order semigroup of a non-trivial continous partial order, then C + − C + is a nonzero ideal in the Lie algebra, hence the whole Lie algebra. Thus C + is generating, and the order is admissible.
We should emphasize that Theorem 6.9 almost, but not quite, solves the problem of constructing all possible admissible orderings on a given connected Lie group G. Namely, the possible Lie wedges of the order semigroups are Ad-invariant closed pointed generating cone in g, which can be classified. However, not all such cones C + belong to an admissible ordering. This is because exp(C + ) need not be pointed, and even if it is, then its Lie wedge might be strictly larger then C + . This leads to the following definition: Definition 6.11. Let G be a 1-connected Lie group with Lie algebra g.
Then an Ad-invariant closed pointed generating cone C + ⊂ g is called global if G + := exp(C + ) is a pointed Lie semigroup with Lie wedge C + .
Global cones have been classified completely by Gichev [10] building on earlier work of Neeb. We will not state the full classification, but remark that the aforementioned paper provides a computationally effective criterion to decide whether a given Ad-invariant closed pointed generating cone is global. Let us mention one special case (already known to Ol ′ shanskiȋ [21] ): Lemma 6.12. If g is a non-compact simple Lie algebra with the property that the associated symmetric space is Hermitian and of tube type, then any Ad-invariant closed pointed generating cone is global.
An example of a Lie algebra satisfying the assumptions of the Lemma is g = sl 2 (R), and this is actually the only example that we shall use. For more details on such Lie algebras see Section 7 and the references provided there.
In any case, due to the results of Gichev and the following consequence of Theorem 6.9 the following corollary can be used for an effective classification of admissible orderings on a given 1-connected Lie group: Corollary 6.13. Let G be a 1-connected (finite-dimensional) Lie group. Then the order semigroups of admissible orderings are precisely those semigroups of the form G + := exp(C + ) , where C + is a global Ad-invariant closed pointed generating cone in g.
In the abelian case we have not only complete information about admissible continuous partial orders, but also about the corresponding order spaces. Indeed, Theorem 6.9 combined with Corollary 5.3 yields the following: Theorem 6.14. The order spaces of admissibly ordered 1-connected abelian Lie groups are precisely the open pointed generating cones in vector spaces equipped with the respective cone metrics as defined in (4) . In particular, the order space of an n-dimensional 1-connected abelian Lie group is homeomorphic to R n .
The theorem should be compared to Corollary 7.7 below: While in the abelian case dim X(G, ≤) grows with the dimension of G, this is not the case in the simple case. The fact that X(G, ≤) does not collapse yields in particular: ≤) is an admissible ordered 1-connected abelian Lie groups, then ≤ cannot be sandwiched by any homomorphism f : G → R.
The corollary holds, of course, for any homogenenous quasimorphism f : G → R, but (as explained in the appendix) any such quasimorphism is necessarily a homomorphism.
We can refine the arguments from the proof of Theorem 6.9 in order to obtain quantitative statements on the relative growth of (G, ≤) and (g, ≤) respectively: Proposition 6.16. Let G be a connected Lie group with Lie algebra g, ≤ an admissible continuous invariant ordering on G with order semigroup G + and C + := L(G + ), C ++ := Int(C + ). Then the following hold:
Then there exists a sequence X k → X such that rX k − sY ∈ C ++ . Since C ++ satisfies the conditions of Lemma 6.6 we find n ∈ N such that e rX k n e − sY n ∈ exp(C ++ ) ⊂ G + . Since G + is closed this implies (ii) Let U , V as in Lemma 6.5 and r ∈ Z, s ∈ N with exp(X) r ≥ exp(Y ) s . Then e rX−sY ∈ G + and thus we find n ∈ N such that e rX−sY n
Thus, rX−sY n ∈ C + by Lemma 6.5 and hence rX − sY ∈ C + . This implies rX ≥ sY and implies (ii).
The assumptions in (ii) may seem very restrictive. On the other hand we cannot expect to have equality in general. Indeed, if γ(exp(X), exp(Y )) = γ(X, Y ) locally, then the corresponding order space is locally homeomorphic to the order space of the Lie algebra or, equivalently, R n , where n is the dimension of the group. In particular, this implies that the order space does not collapse.
Orderings on Hermitian simple Lie groups
We will now compute the order spaces for certain continuous invariant orderings of simple Lie groups. Our starting point is the following result of Vinberg [26] : Proposition 7.1. Let G be a simply-connected, simple non-compact Lie group. Then G admits a non-trivial continuous ordering iff the associated symmetric space is of Hermitian type.
Note that by Corollary 6.10 any non-trivial continuous ordering on G is automatically admissible so that the proposition implies a similar classification statement for admissible orderings. We will refer to a simple non-compact Lie group whose associated symmetric space is of Hermitian type as a Hermitian Lie group for short. Throughout this section we reserve the letter G for a 1-connected Hermitian simple Lie group. A distinguishing feature of these groups is the existence of an essentially unique homogeneous quasimorphisms. For the explicit construction of this quasimorphism and further properties we refer the reader to the appendix of this article. Here we briefly fix our notation regarding the structure theory of such groups. For more details the reader is asked to consult [14] , [9, Chapter III] and (regarding compact Lie groups) [13, Chapter IV]:
• Throughout, the Lie algebra of a Lie group is denoted by the corresponding small gothic letter; a subscript C indicates complexification. • Define G 0 := Ad(G) so that π : G → G 0 is a universal covering map. Note that ker(π) = C(G) = π 1 (G 0 ). Fix a maximal compact subgroup K 0 ⊂ G 0 and define K := π −1 (K 0 ). Decompose K = Z(K) × K ′ , where Z(K) denotes the center of K and K ′ := [K, K] the semisimple part. Denote by H a Cartan subgroup of G with H ⊂ K. • Denote by p the orthogonal complement of k in p with respect to the Killing form so that g = z(k) ⊕ k ′ ⊕ p. Identify p with the symmetric space X of G via the exponential map. There are two choices for the invariant complex structure of X , and we fix one of them. After this choice, there exists a unique J ∈ z(k) such that ad(J)| p defines the chosen complex structure. Denote by △ = △(g C , h C ) the roots of g C with respect to h C . Choose a positive system △ + ⊂ △ in such a way that for all α in the set △ + n of non-compact positive roots the relation α(iJ) = 1 holds. Fix a maximal system of strongly orthogonal roots △ ++ n ⊂ △ + n . 
. Denote by a the span of the X α for α ∈ △ ++ n (which is a maximal abelian subalgebra of p) and by A the associated analytic subgroup of G.
• Denote by µ G : G → R the unique continuous homogeneous quasimorphism with dµ G (J) = 1 (see Definition A.6 in the appendix). This has the properties that µ G | K : K → R is a homomorphism and µ G (exp(X)) = 0 for all X ∈ p.
We want to relate the quasimorphism µ G to the system of positive roots. For this we first compute the size of the set (h * ) Wc of W c -invariants in h * :
Lemma 7.2. With notation as above we have dim(h * ) Wc = dim(h) Wc = 1.
Proof. Decompose h into irreducibles W c -modules. As a first step let h ′ := h ∩ k ′ so that h = z(k) ⊕ h ′ . Then h ′ is a maximal torus in the compact semisimple Lie algebra k ′ , i.e.h ′ C is a maximal torus in the comlex semisimple Lie algebra k ′ C and W c is the Weyl group associated to the pair (k ′ C , h ′ C ). In particular, the action of W c on z(k) is trivial, while h ′ decomposes into irreducible modules corresponding to the simple subalgebras of k ′ . Each of these modules has dimension ≥ 3 and is thus non-trivial. Thus, dim(h) Wc = 1. Now fix a non-degenerate invariant bilinear form on k. The restriction of this form to h can then be used to identify h and h * as W c -modules. This yields dim(h * ) Wc = dim(h) Wc . Now we obtain the desired infinitesimal description of µ G in terms of roots: Proposition 7.3. Let notation be as above. Then for all X ∈ h we have
Since dim(h * ) Wc = 1 we see that dµ G | h and f must be proportional. Evaluating at J we see that they are equal.
We know from Proposition 6.4 that if ≤ is an admissible ordering on G with order semigroup G + and C + := L(G + ) then C + is an Ad-invariant closed, pointed generating cone in g. Rather complete information on such cones has been obtained in [26] , [21] and [22] . Let us just mention few relevant facts: Any cone as above must contain either J or −J and will be called positive or negative accordingly. There is no loss of generality in dealing with positive cones only, and we will do so in the sequel. Among the Ad-invariant closed, pointed generating positive cones there is a unique minimal and and a unique maximal global one. Here we will be interested in the minimal positive cone C + min given by C + min = cone(Ad(G)J) and its associated ordering ≤, which we refer to as the minimal positive ordering on G. It is uniquely characterized by the fact that
For this ordering we shall prove: For the proof of Theorem 7.4 let us abbreviate
With this notation we have to show that there exist constants C 1 , C 2 ∈ R such that
We will establish (10) by proving the following two lemmas:
Lemma 7.6. There exists a constant C 0 such that for all p ∈ exp G (p) ⊂ G there exists k(p) ∈ K with |µ G (k(p))| ≤ C 0 and k(p)p ≥ e.
Let us explain how these two lemmas imply (10): Let g ∈ G and write g = kp with k ∈ K, p ∈ exp G (p). According to Lemma 7.6 choose k 1 := k(p), k 2 := k(p −1 ) −1 so that
Now we claim that (10) holds for
Conversely suppose g = kp ∈ G + . Then
. Thus Lemma 7.5 and Lemma 7.6 together imply (10) as claimed. Before we prove the lemmas, we draw some immediate consequences of Theorem 7.4: Corollary 7.7. Let G be a 1-connected simple Hermitian Lie group equipped with its minimal positive ordering ≤. Then there is a surjective isometry
Proof. Combining Theorem 7.4 with Corollary 4.4 we obtain a (not necessarily surjective) isometry X(G, ≤) → R. For surjectivity we observe that tJ ∈ c + min for all t > 0 since α(i(tJ)) = t for all α ∈ △ + n . Since for t > 0 log µ G (exp(tJ)) = log(t · dµ G (J)) = log t we see that ι is surjective.
Notice that in view of tJ ∈ k and Lemma 7.5 the same proof also yields the following result: We will prove Lemma 7.5 and Lemma 7.6 in Subsection 7.2 and 7.3 respectively. Before, we provide in Subsection 7.1 a proof for the special case of G = SL 2 (R). This case is not only instructive for the general case, but in fact part of the general arguments will work by reduction to SL 2 (R). Our strategy is inspired by the one applied in [2] , but the proofs given here are different. For example, the proof of Lemma 7.5 provided here is much simpler than the proof provided in [2] even in the case of symplectic groups. On the other hand, the proof of Lemma 7.6 gets more tedious in the general case.
Remark 7.9 (on Notation). In the next two subsections we will choose a group G 1 covered by G and a subgroup K 1 of G 1 covered by K and think of G and K as groups of homotopy classes of paths. More precisely, elements of G and K are considered as homotopy classes of paths γ(t) in G 1 and K 1 starting from e. The homotopy class of a path γ(t) (always understood relative endpoints) will be denoted by [γ(t)]. We will usually choose G 1 = G 0 and K 1 = K 0 to be the adjoint groups; however in the next subsection we will work with paths in G 1 := SL 2 (R) rather than P SL 2 (R). 7.1. The case of SL 2 (R). In this subsection we study the special case of G = SL 2 (R). Following Remark 7.9 we choose G 1 := SL 2 (R). We then have K 1 = SO 2 (R) and K = K 1 . Moreover,
and we choose our positive complex structure to be ad(J)| p , where
There is no compact root and a single pair {±α} of non-compact roots given by
The corresponding root spaces are given by
Since α(iJ) = 1, the root α is positive. For X ∈ h we have dµ G (X) = α(iX).
By (9) we thus have c + min = {X ∈ h | dµ G (X) ≥ 0} and thus
This proves Lemma 7.5 in the present case. It remains to discuss the noncompact part. Essentially, the necessary argument is provided in [2] . However, the notion of positivity used there is a priori different from our notion of positivity, and it remains to show that the two notions agree to finish the argument. Following loc.cit we define:
10. An element [g t ] ∈ G is non-negative in the dynamical sense if there exists a path H t of non-negative definite matrices such thaṫ
Here is the promised result: Lemma 7.11. An element g ∈ G is non-negative in the dynamical sense iff it is contained in G + .
Proof. Denote by G + the set of non-negative elements in the dynamical sense. By [2] this is the closed invariant pointed cone of an admissible ordering. We claim that G + is also locally generated: Indeed, by definition any element in G + can be represented by a C 1 -path g t in G 1 satisfyinġ g t g −1 t = 2JH t for some path H t of non-negative definite matrices. We can then define paths g (1) t and g
(2) t respectively by g (1) dynamical sense. Now fix a G-invariant Riemannian metric on G and denote by · the associated norm on G. We claim that if B ǫ (e) denotes a ball of radius ǫ around the identity with respect to · then g (i) t is completely contained ∈ B ǫ (e) for sufficiently large n. Indeed, we can estimate d(e, g (i)
which tends to zero as n → ∞. It follows that G + is locally generated. This show that the associated ordering is continuous. But by the classification results of [21] , [22] there is a unique positive continuous orderings on G, which implies G + = G + .
This allows us now to translate some results from [2] into our language: In Lemma 2.9 of loc. cit. (specialized to n = 1) it is shown that for every X ∈ p there exists a path [g t ] with g 1 = exp G 0 (X), which is positive in the dynamical sense and satisfies µ M aslov (g t ) ≤ 4π, where µ M aslov denotes the Maslov quasimorphism. We will not provide details on the definition of µ M aslov here; all we need to know is that it is at bounded distance from some positive multiple of µ G . Instead, let us translate the previous statement into our language: In terms of the universal covering map π : G → G 1 the first condition can be rewritten as g := [g t ] ∈ π −1 (exp G 1 (X)) and by the lemma the second condition is equivalent to g ∈ G + . Since the Maslov quasimorphism is at bounded distance from a multiple of µ G the last statement is equivalent to the existence of an absolute constant C such that µ G (g) < C. The fiber π −1 (exp G 1 (X)) has a canonical basepoint exp G (X) and can be identified with
where z is the generator of π 1 (G 1 ) ∼ = Z with µ G (z) > 0. By the explicit description of µ G provided in the appendix we see that
for some absolute constant C ′ . We deduce that g must be of the form g = z n exp G (X), where n may be assumed to be non-negative and is bounded by some absolute constant N not depending on X. To summarize, there exists N such that for every X ∈ p there exists 0 ≤ n ≤ N with
We obtain Lemma 7.6 as an immediate consequence. This finishes the proof of Theorem 7.4 in the case of G = SL 2 (R). In fact, we will need also a slightly stronger statement: For this we recall that there are precisely two non-trivial admissible orderings on G with order semigroups G + and G − := (G + ) −1 respectively. All we said about the positive ordering (associated to G + ) so far applies mutatis mutandis also for the negative ordering (associated to G − ). Let us make this precise. Given any X ∈ p we find 0 ≤ n ≤ N such that
This proves:
Lemma 7.12. Given any admissible ordering ≤ on G = SL 2 (R) there exists a constant N and an element z ∈ π 1 (SL 2 (R)) such that for every X ∈ p there exists 0 ≤ n ≤ N with z n exp G (X) ≥ e.
7.2.
The compact case. In this subsection we prove Lemma 7.5. In order to reduce the problem to the Cartan subgroup H we use the following lemma:
Lemma 7.13. The exponential map exp : k → K is onto and k ∈ K ∩ G + iff there exists X ∈ c + min such that k is conjugate to exp(X). Proof. The decomposition k = z(k)⊕k ′ induces decomposition K 0 = Z(K 0 )× K ′ 0 and K = Z(K) × K ′ . Since the universal covering of a semisimple compact group is compact we have
In particular, exp : k ′ → K ′ is onto and since Z(K) is abelian, exp : z(k) → Z(K) is onto as well. As Z(K) and K ′ commute, this implies the first statement. Now k is a compact Lie algebra and G + ∩ K ⊂ K is an invariant Lie semigroup. Thus [17, Corollary 11] 
where C K denotes conjugation by K. From this we immediately deduce one of the two inclusions:
Proof. Given k ∈ K ∩ G + , write k = k 1 exp(X)k −1 1 with k 1 ∈ K, X ∈ h ∩ C + min = c + min . By (9) we have α(iX) ≥ 0 (α ∈ △ + n ), and thus by (8) ,
Since exp R : R → R is the identity we thus obtain
Thus it remains to the existence of a constant C such that Q + (C) ∩ K ⊂ G + ∩ K. Since both of these sets are invariant under conjugation by K and in view of Lemma 7.13 it suffices to prove the following lemma: Proof. As above we decompose k = z(k) ⊕ k ′ and K ′ the analytic subgroup of G with Lie algebra k ′ . We recall that K ′ as the universal covering of a compact semisimiple Lie group is compact. From this we deduce that H ′ := H ∩ K ′ is compact. Let Γ denote the kernel of the exponential map exp : h ′ → H ′ , where h ′ is the Lie algebra of H ′ and choose a compact fundamental domain D for Γ in h ′ . Since z(k) = R · J and the exponential map h → H is onto, every element h ∈ H may be written as
Let us label the non-compact positive roots by △ + n = {α 1 , . . . , α m }. Since α j (iJ) = 1 for all 1 ≤ j ≤ m and exp R : R → R is the identity we have
Since D is compact and α j (i·) is real-valued on h we may define
where h is given by (12) . Then [22] , where the notation is compatible with ours.) Therefore, the three-dimensional real Lie algebra sl α spanned by X α , Y α , h α is isomorphic to sl 2 (R) via an isomorphism σ α given by
Denote by ψ α : sl 2 (R) → sl α ֒→ g the inclusion induced by the inverse of this isomorphism. Then ψ α integrates to a group homomorphism
We observe two basic facts:
Lemma 7.16. For each α ∈ △ ++ n there exists an admissible partial ordering ≤ α on SL 2 (R) with the following property: If g ≥ α e for some g ∈ SL 2 (R), then Ψ α (g) ∈ G + .
Proof. Denote by C + the Lie wedge of G + and define
We see that immediately that C + ∩ sl α is a closed pointed cone; thus the same is true for C + α . Since C + is invariant under Ad(G), the intersection C + ∩ sl α is invariant under Ad(Ψ α ( SL 2 (R))). Since the kernel of the map
is central, Ψ α induces an isomorphism Ad( SL 2 (R)) → Ad(Ψ α ( SL 2 (R))). Since σ α is equivariant with respect to these adjoint actions, we deduce that C + α is invariant under Ad( SL 2 (R)). Finally, h α ∈ C + implies C + α = {0}. Thus C + α is a non-trivial Ad-invariant, closed pointed cone in sl 2 (R). As in the proof of Lemma 6.10 we see that it is automatically generating. By Lemma 6.12 it is moreover global. Thus by Corollary 6.13 there exists a partial order ≤ α on SL 2 (R) with order semigroup exp(C + α ) . Since ψ α (C + α ) = C + ∩ sl α ⊂ C + we have Ψ α (exp(C + α )) ⊂ G + , from which the lemma follows. The second observation is the following one: Lemma 7.17. Ψ α descends to a map SL 2 (R) → G 0 and thus Ψ α (π 1 (SL 2 (R))) ⊂ π 1 (G 0 ).
Proof. Since SL 2 (C) is simply-connected the complexification
Since G 0 is linear and connected, it coincides with the analytic subgroup of its universal complexification with Lie algebra g [12, Satz I.6.1 and Satz III.9.24]. Now (ψ α ) C maps sl 2 (R) into g and thus (Ψ α ) C maps SL 2 (R) into G 0 . By construction, the derivative of SL 2 (R) → G 0 coincides with ψ α . The lemma follows.
According to Lemma 7.12 we now choose for every α ∈ △ ++ n a constant N α ∈ N and an element z α,0 ∈ π 1 (SL 2 (R)) such that for every t α ∈ R there exists 0 ≤ n α ≤ N α with
Define z α := Ψ α (z α,0 ). By Lemma 7.17 we have z α ∈ π 1 (G 0 ) = Z(G). Applying Ψ α and using Lemma 7.16 we obtain:
for some t α ∈ R, and any g ∈ exp(p) is of the form g = kak −1 for some k ∈ K. This implies that for every g ∈ exp(p) we can find 0 ≤ n α ≤ N α such that 
This implies Lemma 7.6 and finishes the proof of Theorem 7.4.
Remark 7.18. In the proof of Theorem 7.4 we have always assumed G to be simply-connected. This assumption ensured in particular the existence of a non-zero homogeneous quasimorphism and a non-trivial continuous admissible partial order on G. As far as the former existence question is concerned, it is easy to classify the non-simply connected simple Lie groups G which admit a non-zero homogeneous quasimorphisms. For this we recall from the appendix that the space of such quasimorphisms is
Equivalently, G is Hermitian with finite center. Denote by G → G its universal covering. The minimal order on G discussed above may or may not descend to G. In the latter case, there exists no continuous admissible ordering on G and no more can be said. We claim that in the former case the induced partial order ≤ on G is still sandwiched by any non-zero homogeneous quasimorphism. To prove this, denote by K the image of K in G and decompose K = Z( K) K ′ into its center and its semisimple part. Then Z(K) → Z( K) is an isomorphism while K ′ → K ′ is a finite covering. Indeed, the only possible finite covering R ∼ = Z(K) → Z( K) is the identity.
The argument in Lemma 7.15 can now easily be adapted since the infinitesimal description of both the minimal cone and the quasimorphism for G and G coincide and K ′ is still compact and thus we still find the desired compact fundamental domain. The other arguments are essentially Lie algebra arguments and thus we obtain a proof of Theorem 7.4 also in the case where the group is not simply-connected, as long as the partial order descends to the group in question.
Exploiting Functoriality
In this section we exploit the functoriality of the order space construction in order to transfer our knowledge about order spaces of finite-dimensional Lie groups into results on order spaces of infinite-dimensional Lie groups. The arguments presented here work in quite some generality; nevertheless we prefer to work with a concrete example. For this consider the standard embeddings Sp(2, R) ⊂ Sp(4, R) ⊂ Sp(6, R) ⊂ . . . induced from the embeddings
Let us abbreviate by G n the universal covering of Sp(2n, R). Then we have a similar chain for the groups G n . Each G n carries a unique continuous admissible partial ordering (the minimal partial ordering in the notation of the last section) and we denote the associated order semigroup by G + n . We then define G := lim → G n = G n , G + := G + n ⊂ G. Then we have:
Proposition 8.1. The subset G + ⊂ G is a conjugation invariant pointed submonoid of G and thus defines a partial order ≤ on G.
Proof. If g ∈ G and h ∈ G + then we find n ∈ N with g ∈ G n , h ∈ G n ∩ G + = G + n and thus ghg −1 ∈ G + n ⊂ G + . Similarly, if g, g −1 ∈ G + , then g, g −1 ∈ G + n for some n ∈ N whence g = e. Finally, if g, h ∈ G + then again g, h ∈ G + n for some n ∈ N and thus gh ∈ G + n ⊂ G + .
It is not immediately clear whether the order is admissible nor whether the inclusions of G n into G are admissible ophs in the sense of Section 4. We will use the following observation which is useful in general when exploiting functoriality of the order space: H, ) be an oph between admissible ordered groups. Then f is admissible iff there exists g ∈ G ++ such that f (g) ∈ H ++ .
Proof. Suppose g ∈ G ++ satisfies f (g) ∈ H ++ and let g 0 ∈ G ++ be arbitrary. Then f (g 0 ) ∈ H + since f is an oph. Since g 0 is dominant we find m ∈ N such that g m 0 ≥ g. Now let h ∈ H be arbitrary. Since f (g) is dominant, we find n ∈ N such that f (g) n h and thus
From this we obtain:
Proof. For (i) we observe that the inclusions Sp(2, R) ⊂ Sp(4, R) ⊂ . . . induce isomorphisms
We choose z 0 ∈ π 1 (Sp(2, R)) to be the unique positive generator, i.e. G ++ 1 ∩ π 1 (Sp(2, R)) = {z n 0 | n ∈ N}. Then the image of z 0 in G n is again the positive generator of π 1 (Sp(2n, R) ), hence dominant. Thus for any g ∈ G n there exists m ∈ N such that z m 0 ≥ g. This shows that z 0 is dominant. Since z 0 is contained in G n for all n ∈ N we deduce from Lemma 8.2 that all the inclusions G n → G are admissible, which is (i). This implies in particular that G ++ n ⊂ G ++ for all n ∈ N. Conversely, suppose g ∈ G + . Then there exists n ∈ N such that g ∈ G n , but then clearly g ∈ G ++ n . This proves (ii) and (iii) is an immediate consequence of (ii).
It follows from (i) that any dominant element in G n is also dominant in G, hence dominant in any G m , m > n. Thus we can talk about a dominant element without specifying the index n. Now we can prove: Proof. Let J ∈ C ++ 1 be the element in the center of k defining the complex strucure on the symmetric space and L := {exp(tJ) | t > 0} ⊂ G ++ . We denote by [L] the image of L in X(G, ≤). Clearly, [L] ∼ = R. We claim that X(G, ≤) = [L]. Indeed, let g ∈ G ++ and choose n ∈ N such that g ∈ G n . Recall from Lemma 3.2 that since exp(J) is dominant we have µ Gn (exp(J)) > 0 and similarly µ Gn (g) > 0. Thus, there exists t > 0 such that µ Gn (exp(tJ)) = µ Gn (g). We now consider exp(tJ) and g as elements of G ++ n and denote by d Gn (exp(tJ), g) the corresponding pseudo-distance. By Corollary 7.7 we have d Gn (exp(tJ), g) = 0.
The admissible map ι n induces a contraction X(ι n ) and thus, denoting by d G the pseudo-distance of exp(tJ) and g considered as elements of G ++ , we obtain d G (exp(tJ), g) = 0
as well. This shows that [g] = [exp(tJ)] ∈ X(G, ≤). Since exp(tJ) ∈ L we have g ∈ [L] as claimed.
Theorem 8.4 is particularly interesting because of the following fact:
Proposition 8.5. Any continuous homogeneous quasimorphism on G is trivial.
Proof. Let f : G → R be a quasimorphism and f n : G n → R the restriction. We apply [15, Proposition 2.2] with Γ := G, Λ := G 1 . In G n we have n different diagonal embeddings Λ 1 , . . . , Λ n of Λ into G n given by
which are all conjugate within G n . Moreover, elements of Λ i and Λ j commute whenever i = j. Thus we find arbitrarily many pairwise conjugate embeddings Λ i of Λ into Γ, whose images commute pairwise. By the cited proposition this implies that every quasimorphism of G restricts to a homomorphism G 1 → G. Since G 1 is simple, this implies that f 1 = 0. However, if we assume f = 0 then f n = 0 for some n. But the restriction of the up to constant unique non-zero quasimorphism from G n to G n−1 is non-zero for all n ∈ N. This implies f 1 = 0, which is a contradiction.
We can summarize our argument by saying that the order space functor is well-behaved under (certain) direct limits, while bounded cohomology is not. Some striking examples for the latter fact have been constructed by Kotschick in [15] . Therefore, functoriality can provide collapsing results for order spaces in situations, where the quasimorphism criterion does not apply. It would be interesting to have examples of more complicated amalgams, where the collapsing can still be deduced exploiting functoriality.
Examples from symplectic geometry
As mentioned in the introduction, the original motivation to study order spaces stems from contact and symplectic geometry. The methods developed in this paper apply also in this context. Throughout this section (M, ω) will denote a closed symplectic manifold of dimension 2n. We will work in the context of groups of Hamiltonian diffeomorphisms on such manifolds. For background on this setting see [23] . Since ω n is a volume form on M , G 0 is actually a subgroup of the volume preserving diffeomorphisms of M . As explained in [23] , G 0 admits a natural topology and smooth structure, turning it into an infinitedimensional Lie group. We will be interested in the universal covering G of G 0 .
An important problem about the group G is the existence and uniqueness problem for Calabi type quasimorphisms on G. For background on this complex of problems see [16, Chapter 10] . Here we recall only some of the most basic definitions in order to fix our notation: Given an open subset U ⊂ M , denote by G 0 U the group of Hamiltonian diffeomorphisms of M generated by Hamiltonians supported inside U , and observe that the elements of G 0 U are then automatically compactly supported. On the universal covering G U of G 0 U there exists a a homomorphism Cal U : G U → R called the Calabi homomorphism given as follows: If [f t ] ∈ G U is represented by a path f t in G 0 U generated by a time-dependent Hamiltonian F t , then
This homomorphism descends to a homomorphism of G 0 U if ω| U is exact, but not in general. Now let us call an open subset U ⊂ M displacable if there exists g ∈ G 0 such that gU ∩ U = ∅. Then we define:
In [8] the existence of a Calabi type quasimorphism was established for symplectic manifolds which are spherically monotone and the even part of whose quantum homology algebra is semisimple. We cannot explain these assumptions here, but refer the reader to the aforementioned article and the references therein for details. Here we can only sketch some ideas of the construction. The basic idea of Entov and Polterovich for constructing a Calabi type quasimorphism is to use the spectral invariants of G. For the present purpose it suffices to know that these are given by a map
where QH ev (M ) is the even part of the quantum homology algebra of M . Then they prove the following result: For proofs see again [8] , in particular Section 2.6, Theorem 3.1 and Proposition 3.3. We refer to r as the spectral quasimorphism on G. Based on the examples from finite-dimensional Lie groups it is reasonable to ask whether r sandwiches a partial order. For the study of this problem, we suggest the following terminology: Definition 9.3. A closed symplectic manifold (M, ω) is called Calabi orderable if there exists a partial order ≤ on G and a dominant g ∈ G ++ with respect to this ordering such that the relative growth γ(g, ·) is a Calabi type quasimorphism. In this case, ≤ is called a Calabi order on G.
We will now provide criteria which guarantee Calabi orderability. We call the spectral quasimorphism r non-degenerate if it satisfies r(g) = r(g −1 ) = 0 ⇒ g = e G for all g ∈ G. In this situation we obtain: Proposition 9.4. Let (M, ω) be a spherically monotone closed symplectic manifold the even part of whose quantum homology algebra is semisimple and whose spectral quasimorphism is non-degenerate. Then (i) The set
is a closed, conjugation invariant pointed submonoid of G and thus defines a partial order ≤ on G. Then
The Calabi type quasimorphism µ := −Vol(M ) · r sandwiches the opposite order of ≤. Thus, let us refer to this opposite order as the spectral order on G. We briefly recall some conditions that guarantee the non-degeneracy of the spectral quasimorphism:
• strongly semipositive, if there is no spherical homology class A ∈ π 2 (M ) such that ω(A) > 0 and 2 − n ≤ c 1 (A) < 0.
Then we have:
Theorem 9.6. Let (M, ω) be a spherically monotone closed symplectic manifold the even part of whose quantum homology algebra is semisimple. If M is rational and strongly semipositive, then it is Calabi orderable. More precisely, a Calabi order is given by the spectral order ≤. Moreover, X(G, ≤) ∼ = R.
Proof. By a result of Oh [20, Theorem A] the conditions on M ensure that the spectral quasimorphism is non-degenerate. Thus the Calabi type quasimorphism µ of Entov and Polterovich sandwiches the spectral order. Applying Theorem 3.4 and Corollary 4.4 we see that µ can be reconstructed from ≤ and the order space collapses onto a subset of R. Since G ++ contains a one-parameter subsemigroup, the order space is actually isometric to R.
Applying the theorem to CP n with the Fubini-Study form we obtain Theorem 1.6 from the introduction. In particular,
Remark 9.7. The reader should compare these results with the results from [7] and [2] : In these articles various kind of infinite-dimensional Lie groups related to symplectic and conctact geometry are studied and it is shown in each case that the corresponding order space is actually infinite-dimensional.
Appendix A. Quasimorphisms of Hermitian Lie groups
In this appendix, which is logically independent of the rest of the paper, we provide some information on quasimorphisms in general and of Hermitian simple Lie groups in particular. We do not claim originality for the results presented here. In fact, all results follow easily from [4] and [6] and are contained in [25] and [5] in greater detail and generality. Still, we found it worthwhile to present the material needed in the body of the next in a form adopted to our purposes.
In order to keep this appendix self-contained we repeat the relevant definitions: If G is an arbitrary topological group, then a continuous map f : G → R is called a quasimorphism if the function
is bounded. We denote by QM(G, R) the set of quasimorphisms of G (always assumed continuous). Notice that any bounded continuous function and any continuous homomorphism is a quasi-morphism, so that C b (G, R) ⊕ Hom c (G, R) ⊂ QM(G, R).
The notation ∂f for the above function of two variables is motivated from group cohomology: Recall [3] that the inhomogeneous standard complex computing the continuous cohomology H • c (G, R) of G with real coefficients is given by (C • (G, R) = (C(G • ; R), ∂), where for f ∈ C(G n ; R the differential ∂ is given by ∂f (g 1 , . . . , g n+1 ) = n j=1 (−1) j f (g 1 , . . . , g j g j+1 , . . . g n+1 )+(−1) n+1 f (g 1 , . . . , g n ).
For n = 1 we obtain ∂f (g, h) := f (gh)−f (g)−f (h), which justifies the above notation. In particular, a quasi-morphism can be seen a 1-cochain, whose differential is bounded. Following [18] we define the continuous bounded cohomology H • cb (G, R) of G to be the cohomology of the subcomplex (C b (G • ; R), ∂) ⊂ (C(G • ; R), ∂) of bounded functions. The above inclusion gives rise to a comparison map H • cb (G, R) → H • c (G, R), whose kernel we denote by EH • cb (G, R).
If f is a quasimorphism then ∂f defines a bounded cocycle; indeed, it is bounded by assumption and ∂(∂f ) = 0. Thus it defines a cohomology class [∂f ] ∈ H 2 cb (G, R). In fact, [∂f ] ∈ EH 2 cb (G, R), since ∂f seen as a continuous cocycle is a coboundary. We thus obtain a map QM(G, R) → EH 2 cb (G, R). (iv) Any f ∈ HQM(G, R) is invariant under conjugation.
Proof. For (i), (ii) and (iv) see [1, Sec. 3.3] . In view of (13) we can deduce (iii) from (i) and (ii). We now describe the class of groups that will turn out to possess non-trivial quasimorphisms, i.e. the class of Hermitian Lie groups. By definition, a Lie group G will be called Hermitian if it is simple (in the sense of Lie groups, i.e. its Lie algebra is simple), connected and non-compact and its associated symmetric space is of Hermitian type (see [9, Chapter III] for the definition of symmetric spaces of Hermitian type). In this appendix we reserve the letter G for a 1-connected Hermitian Lie group. We denote G 0 := Ad(G) so that π : G → G 0 is a universal covering map. If K 0 subset G 0 is a maximal compact subgroup and K := π −1 (K 0 ) then π| K : K → K 0 is a universal covering for K 0 and since ker(π| K ) is central in K we see that K is amenable. Denote by g and k the Lie algebras of G and K (or, equivalently, G 0 and K 0 ) and by p the orthogonal complement of k in p with respect to the Killing form. Then g = k ⊕ p is a Cartan decomposition for g and the exponential map identifies p with the symmetric space X = G/K = G 0 /K 0 of G. The center z(k) of k is one-dimensional and there exists a unique element J ∈ z(k) such that ad(J)| p defines the G-invariant complex structure on X . We have k = z(k)⊕k ′ where k ′ := [k, k] is simple. In particular, G = Z(K)×K ′ ×exp(p), where Z(K) is the center of K and K ′ = [K, K] is compact semisimple. (See again [9, Chapter III] for proofs and references.) [6] . In particular, the comparison map is surjective in degree 2. Injectivity is proved in [4, Corollary 6.1].
Note that since we are dealing with trivial coefficients the only ingredient from [4] that we need in the proof is Corollary 6.1. Thus the results of this appendix do not depend on the full deep work of Burger and Monod on bounded cohomology, but only on its most elementary parts. This is in particular true for the following main result:
Theorem A.4. Let G be a 1-connected simple Hermitian Lie group.
(i) Up to scalar multiples there exists a unique non-zero continuous homogeneous quasimorphism µ G : G → R. (ii) There exists an isomorphism Z(K) ∼ = R such that the restriction µ G | K is given by the projection π : K = Z(K) × K ′ → Z(K) ∼ = R. (iii) µ G is a multiple of the homogenization of the quasimorphism π : G = K × exp(p) → R, k exp(P ) → π(k), where π = µ G | K is given by (ii). In particular, µ G vanishes on K ′ and exp(p).
Proof. : (i) G is simply-connected and hence [3] we deduce (iii). This shows that there is a unique homogeneous quasimorphism up to scalar multiples and finishes the proof of (i).
(ii) Recall that K is amenable and thus µ G | K is a homomorphism by Corollary A.2. Since K ′ is semisimple, the homomorphism µ G | K ′ must be trivial. This implies that µ G | K is of the form K = K = Z(K) × K ′ → Z(K) → R. Now we fix a maximal abelian subalgebra a of p and denote by A the associated analytic subgroup. Since A is amenable, we see that µ G | A is a homomorphism. Now let X ∈ a and g t := exp(tJ), where J ∈ z(k) is as above. By Lemma A.1.(iv) we have for s, t ∈ R µ G (g t exp(sX)g −1 t ) = µ G (exp(sX)) ⇒ µ G (exp(s · Ad(g t )(X))) = µ G (exp(sX)) ⇒ dµ G (Ad(g t )(X)) = dµ G (X) ⇒ dµ G (exp(s · ad(J))(X)) = dµ G (X).
If we denote Y := [J, X], then ad(J)(Y ) = ad(J) 2 (X) = −X and thus expanding power series we get exp(ad(sJ))(X) = cos(s)X + sin(s)(Y ).
We refer to µ := µ G | π 1 (G 0 ) as the generalized Maslov index, since in the case G = Sp(2n, R) the map µ is nothing but a multiple of the Maslov index. (Our normalization differs from the one usually used by symplectic topologists!) Thus, in the symplectic case, µ G is the unique quasi-homomorphic extension of the (normalized) Maslov index.
