We present astrometric and photometric measurements of 39 binary stars made with the adaptive optics system on the 3.6 m Advanced Electro-Optical System (AEOS) telescope, taken from 2002 November to 2003 March. The binaries have separations ranging from 0B08 to 5B11 and differential magnitudes ranging from 0.096 to 7.9. Also, we include a list of observations of 23 known binaries that we were unable to resolve. In the process of these measurements, we discovered three new companions to two previously known binary stars. We also discuss the effects of scintillation and anisoplanatism on measurements of binary star photometry in adaptive optics images. Suggestions on how to minimize these effects are then given.
INTRODUCTION
Astrometry of binary stars is one of the oldest branches of observational astronomy. New techniques have continuously been introduced that allow the observation of binary systems with smaller separations and increasing dynamic ranges. One of the latest technologies to be applied to binary stars is adaptive optics (AO). In an AO system, the image-distorting effects of atmospheric turbulence are corrected in real time, producing neardiffraction-limited images.
While using an AO system may appear on the surface to be relatively simple, there are many pitfalls. One of the most vexing problems is measuring photometry from AO images. Esslinger & Edmunds (1998) were some of the first to explore AO photometry. They used a combination of real and simulated data to further the understanding of the issues involved. While this paper was extensive, it did not deal with binary stars. AO observations of binary stars have shown variation in the measured photometry in excess of what is expected from simple noise analysis (ten Brummelaar et al. 1998; Barnaby et al. 2000) . In order to better understand photometry taken with AO on binary stars, we observed numerous binary stars systems in late 2002 and early 2003 with the AO system on the 3.63 m Advanced Electro-Optical System (AEOS) telescope (Roberts & Neyman 2002) at the Maui Space Surveillance System in Hawaii. This paper presents what we have learned about AO photometry along with the astrometry and photometry of those systems.
AO PHOTOMETRY
As mentioned above, the differential magnitudes measured from a sequence of images of binary stars show variation in excess of what is expected. This behavior has been seen in data taken with a variety of AO systems: the Hooker 100 inch (2.5 m; ten Brummelaar et al. 1998) , the Starfire Optical Range (SOR) 1.5 m ( Barnaby et al. 2000; , and the SOR 3.5 m ( Barnaby et al. 2000) . Figure 1 shows similar behavior with the AEOS AO system for WDS 05480+0627 (STF 795) with a measured separation of 1B07. The data frames were taken with an I-band filter. The exposure times of individual frames was 598 ms, and the data were taken over a period of 5 minutes. The I-band differential magnitudes have a mean of 0.409 and a standard deviation of 0.013. Other data sets from the AEOS AO system show similar behavior. These variations are not caused by the moment-to-moment point-spread function (PSF) variations that AO systems normally demonstrate. If it was simply the PSF varying, then the peak intensity of both stars would change in the same way, but the relative brightness would remain the same.
In addition to AEOS AO data, we have access to AO data from the 1.5 m telescope at SOR (Fugate et al. 1994 ) and the Mount Wilson Institute AO ( MWI-AO) natural guide star system at the 100 inch telescope at Mount Wilson (Shelton et al. 1995) . These data were previously published in ten Brummelaar et al. (1996; . All the observed stars have been measured routinely using speckle interferometry and have separations of approximately 0B5. The stars that we will analyze in this section are all F stars and hence have similar colors. Details of the individual star systems are given in Table 1 .
The observational scheme was the same with all three AO systems: many frames were taken sequentially. Each frame is exposed until just before the CCD enters the nonlinear regime; this way the signal-to-noise ratio (S/N) can be improved by adding many frames together. Due to the different telescope diameters, detectors, and filters used in each system, the images have a range of exposure times. Most of the exposure times were less than 0.5 s, although the MWI-AO data taken in B-band and V-band exposure times varied from 0.5 to 5 s. The MWI-AO system and the SOR camera were both 16 bit cameras, while the AEOS CCD is a 12 bit detector and has shorter exposure times to avoid saturation.
Multiple filters are used to provide a more complete picture of each binary. At SOR the observations were done with two filters with central wavelengths of 798 nm with a FWHM of 108 nm and 884 nm with a FWHM of 122 nm. These filters were designated r and i. The Mount Wilson observations were done in the standard Bessel B, V, R, and I filters. This set of AEOS observations was taken with a filter with a bandpass of 700-1060 nm. Once the AO data were collected, the individual frames were debiased and flat-fielded. The astrometry and photometry of the binary star were extracted from the AO image using the iterative blind deconvolution algorithm, fitstars, described in ten Brummelaar et al. (2000) . The only substantive change to the algorithm is that it now works on multiple star systems.
In Figure 2 we plot the scatter versus the Strehl ratio. The Strehl ratio is the ratio of the maximum intensity of the image to the maximum intensity of a perfect diffraction-limited image (Strehl 1901) . The scatter, S, was defined as
where Ám is the average differential magnitude for an entire data set of a given star, and Ám i is the differential magnitude from an individual frame. The Strehl ratios were computed with the technique described by Roberts & Neyman (2002) . There are several important things to note in this graph. First, the scatter falls with increasing Strehl ratio. Second, measurements from AEOS 700-1060 nm data have much less scatter than the I-band data taken from other telescopes. The 700-1060 nm filter is very close to an I-band filter. In order to determine whether the scatter was a data reduction artifact, we created artificial binaries by convolving two point sources with an AO PSF of a single star. For the PSFs, we Plus signs are for AEOS 700-1060 nm data, asterisks are for SOR i-band data, diamonds are for SOR r-band data, triangles are for MWI-AO I-band data, squares are for MWI-AO R-band data, crosses are for MWI-AO V-band data, and circles are for MWI-AO B-band data.
selected 100 frames from a number of unresolved systems (see x 4.3 and Table 7 for more details). We used these PSFs to create artificial binaries with varying separations and varying differential magnitudes. Using a collection of 100 frames ensures that we will have a wide variety of PSFs with varying Strehl ratios.
We measured the differential magnitude of these artificial binary frames the same way we measured it for the real binaries. The scatter from the artificial stars was far lower than for real binaries. For instance, an artificial binary was created with the same separation and differential magnitude as STF 795 (the star featured in Fig. 1 ). While the real data had a standard deviation of 0.013, the artificial binary had a standard deviation of 0.0012, approximately a factor of 10 less. For all cases, the spread in differential magnitude for artificial binaries was a fraction of the spread of real data.
Since the artificial binaries were created by convolving a single PSF with two delta functions, the PSF is identical for each component of the binary. The fitstars algorithm assumes that the binary star is composed of two identical PSFs. This implies that the real data does not have identical PSFs. While they look identical to the naked eye, there is a slight difference that changes from frame to frame and causes these variations. We verified this by taking a one-dimensional slice through the image at the location of the primary and the secondary. Each slice was normalized, and the secondary slice was shifted so that its peak was aligned with the primary's peak. The difference between the two slices was computed and is shown in Figure 3 for two stars, STF 346 and STF 795. STF 346 has a measured separation of 0B37 and a ÁI of 0.10, while STF 795 has a measured separation of 1B08 and a ÁI of 0.41. This shows the PSFs vary by a small but measurable amount. The question is what causes the slight difference.
Some of the scatter comes from the data analysis technique itself and affects both real and simulated data. The algorithm will have an easier time detecting the secondary when the secondary PSF has a high S/ N. If there is a high background, such as the secondary being located in the primary PSF halo, or the secondary PSF is quite faint, then the errors increase.
Another source of errors is that the fitstars algorithm models the PSF on a point-by-point basis out to a certain distance. This distance is normally two-thirds of the separation between the primary and secondary. After this point, it assumes the PSF is circularly symmetric. In the case of two well-separated PSFs, fitstars models the entire PSF quite well, but in the case in which the two stars are close enough that the PSFs overlap, errors are introduced. So binaries that are widely separated will have their PSFs more accurately measured, and the measured astrometry and photometry will be more accurate. This is demonstrated by Figure 4 , in which we plot the standard deviation as a function of differential magnitude for binaries with separations of 0B5 and 1B0. The standard deviation increases with increasing differential magnitude and decreasing separation.
This behavior is not isolated to fitstars. Christou et al. (2004) compare photometry and astrometric measurements of AO images of a stellar cluster using three different methods. The problem of astrometry and photometry of a cluster is similar to that for a binary star, and at least two of the methods have been used on binary stars (Barnaby et al. 2000) . All three methods have errors that change with separation, which is similar to fitstars, but the specific shape of the error curve varies. While data reduction methods have an intrinsic scatter, this only accounts for a small part of the observed scatter, so we must consider other causes.
Scintillation
While the data analysis algorithm, fitstars, causes some of the scatter, the photometry measured from artificial binaries have much less scatter than from real binaries. Part of this scatter is explained by scintillation. Scintillation is a variance in the measured intensity from a given object. It arises when light rays traveling through regions of spatially and temporally varying refractive index changes are bent to form regions of relatively constructive and destructive interference at the telescope entrance pupil (Dravins et al. 1997) .
The changes in the total intensity from a binary star are less than that from a single star, because the different stellar components see slightly different air paths and the combined variations tend to add less coherently than for a single source. The degree of incoherence increases with increasing separation. That is for the absolute photometry of both stars; scintillation also affects the differential photometry of the two components. Both absolute and differential scintillation decrease with wavelength, telescope aperture diameter, exposure time, and more benign atmospheric turbulence. Differential scintillation further depends on binary star separation and differential magnitude, as well as wind direction.
Ryan & Sandler (1998) studied differential scintillation using simulations of binary stars. Their simulations of a 2 00 binary imaged by a 1.5 m telescope and a 6.5 m telescope showed an aperture dependency of D À1.5 , where D is the telescope diameter. This simulation used the Hufnagel-Valley atmospheric profile. Other atmospheric profiles would produce different results, since scintillation is dependent on the height of the turbulence. Differential scintillation is a small effect. For a 1.5 m telescope observing a 2 00 binary at 800 nm with a 0.1 s exposure time the differential scintillation is 0.15%. This falls to 0.1% for a 0.25 s exposure. For a 6.5 m telescope the differential scintillation is approximately 0.02% for both exposure times ( Ryan & Sandler 1998) .
These results are only valid for the specified binary star observed with the specified observing conditions. Still they show that the 3.6 m AEOS telescope should be expected to have less differential scintillation than the SOR 1.5 m telescope; this is borne out in Figure 2 with the AEOS 700-1060 nm data having a lower scatter than the SOR i-band data.
Anisoplanatism
Another atmospheric property that will affect the measured differential magnitude is anisoplanatism, which causes spatially variant PSFs. This is because the farther light rays are from the optical axis, the less correlated the atmosphere they pass through is with the atmosphere encountered on-axis. The field of view over which the PSF is spatially correlated is called the isoplanatic patch, and the angle subtending it is the isoplanatic angle. In practice, the spatial correlation is found to fall off within a few arcseconds in the visible for uncorrected systems ( Nisenson & Stachnik 1978; Schneiderman & Karo 1978) . The decorrelation arises from differences in phase and in amplitude (i.e., scintillation), with the former being more significant (Yura & Fried1998) .
The ratio of the Strehl ratios of an off-axis source to an on-axis source is (Sasiela 1992) 
where is the angular separation and 0 is the isoplanatic angle defined by
where is the zenith angle, k is the wavelength, z is the height, and C 2 n is the atmospheric profile that gives the strength of the turbulence as a function of height ( Fried 1982) . It is important to note that this definition is only appropriate for uncorrected optical systems. If tip/tilt is corrected, the effective isoplanatic angle is larger ( Fried 1976; Tyler 1984; Stone et al. 1994) .
Analysis of the isoplanatic angle for AO systems leads to an apparent paradox. It would seem that for a star observed off-axis, the higher spatial (and temporal) frequency variations in phase should be increasingly less correlated with the on-axis variations. Correction of lower order modes would then leave the less spatially correlated higher order modes causing differences in the PSFs. One might then conclude that the isoplanatic angle was even less for a well-corrected system. Strictly speaking, this would be true, but in practice our ability to detect the differences in the PSFs diminishes as the order of the lowest uncorrected modes increases. In effect, we must remember that the isoplanatic angle of a measurement is not just that of the atmosphere but also includes the effect of the measuring system.
Since all real AO system are limited in their ability to respond to the strength and rapidity of atmospheric fluctuations, they are not able to achieve full correction. Also, since their correction changes from moment to moment, the effective isoplanatic angle changes on a similar timescale.
Exposure time is also a factor here. The longer the exposure time (which may be required due to poor AO performance as well as S/N), the more averaging of imperfections in the PSF will occur, which tends to make the PSFs look more alike and hence gives the impression of a larger isoplanatic angle (Bradford 1995) .
Vertical distribution of the strength of turbulence is important, as can be seen by the altitude dependence in equation (3). This varies not only from site to site ( Walters & Bradford 1997 ), but it also evolves over the course of the night (Avila et al. 2004 ). Different sites have stronger dominant layers and hence different isoplanatic angles. Drummond et al. (2003) showed the effects of anisoplanatism in I-band images taken of the multiple star system Cas with the AEOS AO system. The A-B component had a separation of 2B73 in 2001.565 and showed some anisoplanatism, although they were unable to quantify the anisoplanatism. The wider A-C component with a separation of 7B29 understandably showed even more anisoplanatism, as the separation is outside the nominal I-band isoplanatic patch. The A-B component may or may not have been outside the patch. Christou et al. (2003) showed that the effects of anisoplanatism can be seen in separations much less than the isoplanatic patch size. They presented K-band observations of binaries with separations of 11B890 and 7B623. The nominal isoplanatic patch size was computed to be 25 00 . These data were taken at Lick Observatory, which has a much lower altitude dominant turbulent layer than the Hawaiian observatories. These two case studies show that anisoplanatism does show up in binary stars with separations less than the nominal isoplanatic angle.
Even though most of the binary stars observed in the current study have separations less than the nominal isoplanatic patch, it is quite reasonable to assume that some of these binaries suffered from anisoplanatism and that this anisoplanatism changed between frames as the quality of the AO compensation changed and the atmospheric properties changed.
Observing Recommendations
Since we understand some of the causes of the frame-to-frame variability, we can take steps to minimize them. Some aspects of an observation are under the control of the observer and others are not. The telescope aperture is not a free parameter in most observations. The wavelength is, but it is normally chosen for a specific science goal. The separation of the binary star is governed by the geometry of the system. We can control the integration time and the number of data frames we collect. The effects of scintillation on binary stars go down as the integration time goes up. The S/ N also increases with integration time, and this will enable the data analysis algorithm to produce a more accurate result. Longer integration times will average out fluctuations in the isoplanatic patch size, but this does not guarantee that the resulting PSFs are more accurate, merely that they have reached an average. Differences in the PSF caused by anisoplanatism will cause errors in astrometry and photometry in any technique that assumes a fixed PSF.
Co-adding data will minimize the frame-to-frame variability caused by scintillation. Co-adding 250 frames with individual exposure times of 0.1 s is effectively the same as taking a single integration of 25 s. Ryan & Sandler (1998) showed that the scintillation of a binary star with such a long integration time is negligible. This scenario is fairly typical of data collected on known binary stars with the AEOS AO system. For companion searches we normally collect 1000 frames, which allows us to probe a wider amount of dynamic range space by increasing S/N.
OBSERVATIONS
Observations of binary stars were made using the AEOS 3.6 m telescope and the AEOS AO system ( Roberts & Neyman 2002 ) during 2002 . The AEOS AO is a natural guide star system using a Shack-Hartmann wavefront sensor. The individual subaperatures have a diameter of 11.9 cm projected onto the primary. The deformable mirror has 941 actuators. The system's closed loop bandwidth is adjustable and can run up to 200 Hz, although the normal range is approximately 50 Hz. The light from 500-540 nm is sent to the tip/tilt detector system, the light from 540-700 nm is sent to the wavefront sensor, and the light longer than 700 nm is sent to the Visible Imager CCD science camera or to other science instruments located in the observatory's coudé rooms.
In this paper, we present data sets taken with two different science instruments: the Visible Imager and the Kermit infrared camera (Perrin et al. 2003) The Visible Imager has a Dove prism derotator, but it malfunctioned during the November 11 observing period and intermittently during the January 3 period. We do not report position angles when the derotator malfunctioned. In addition, all the reported astrometry was compared against the latest measurement listed in the WDS, and the reported values are consistent with the WDS measurements.
The Visible Imager data set consists of 250 frames taken on each binary star using a Bessel I-band filter. After collection, any saturated frames are discarded and the remaining frames are debiased, dark subtracted, and flat fielded. The frames are weighted by their peak pixel, which is proportional to their Strehl ratio and then co-added using a shift-and-add routine. The resulting image is analyzed with the program fitstars.
The second data set was taken in 2003 April with the Kermit infrared camera. The Kermit camera is a near-infrared camera using a Hawaii-2 2048 ; 2048 detector. It is a reasonably fast readout, high dynamic range camera designed for J-, H-, and K-band observations. The camera was primarily built for the Lyot Project coronagraph (Oppenheimer et al. 2004 ), but it achieved first light during this experiment. Kermit was set up in one of the coudé rooms on the first floor of AEOS. The AO-compensated collimated beam was sent from the AO system into the coudé room where an off-axis parabolic mirror focused the beam onto the camera. No derotator or dispersion corrector was present. Between 50 and 100 frames were taken per object in each filter. The exceptions to this are STT 270, which only had 17 frames taken in H-band, and MCA 38, which had 122 frames taken in H-band as poor weather forced the closing of the telescope. Overall, the run suffered from bad weather and poor seeing.
The infrared camera Kermit was still undergoing development while these data were taken, and the data exhibit certain electrical artifacts, notably pickup of radio frequency interference (RFI) and ghost images of bright sources caused by cross talk between adjacent readout channels. These artifacts were removed in software. The RFI affected all readout channels identically, so the signal from an unilluminated channel provides a measure of the interference, which was subtracted from the illuminated channels. This step reduced the image rms background variance by an order of magnitude. Coefficients describing the cross talk between channels were obtained via least-squares fitting, and a suitably scaled and shifted version of the image was subtracted from the data to remove the cross talk. This cleaning process was largely cosmetic in nature; the cross talk artifacts were widely enough separated from the actual stellar images that they did not affect the photometry. The cleaned image was then flat-fielded, and bad pixels were interpolated across. After the above steps, the infrared data were co-added and analyzed in the same way as the Visible Imager data. As the infrared camera does not have an image derotator, we do not report position angles, and the pixel scale was not well known enough to produce accurate separations. Originally we had planned to observe many more stars, but poor weather and abysmal seeing limited our sample to those presented here.
RESULTS
In Table 2 we report 54 astrometric and photometric measurements of 39 multiple star systems taken in the I band. Table 3 lists photometric measurements of five binary stars with infrared J-, H-, and K-band filters.
Experience has shown that the fitstars reduction software measures separations accurate to 20% of a pixel when the PSFs are well separated; when the PSFs overlap, the accuracy decreases to 40% of a pixel. As the separation increases, anisoplanatism becomes more of an issue and the errors rise. Combining these factors with the error in determining the pixel yields the following error bars: AE0B02 for separations less than 1 00 , AE0B01 for separations between 1 00 and 4 00 , and AE0B02 for separations greater than 4 00 . The derotator in the Visible Imager has two modes. The first mode mimics a camera mounted directly on the telescope. In this mode the zenith is always in the same position. The other mode is a standard astronomical mode, where north is fixed. We attempted to use the astronomical mode for all observations, but during some of the observations, the derotator mechanism malfunctioned and we were forced to use the zenith fixed mode. The error bar in the zenith fixed mode is AE4
, while the error bar for the astronomical mode is AE2
. This was determined by observing binaries with well-determined orbits 2 and comparing their computed position angles with the measured position angles. The photometry error bars for co-added visible data were generated in a similar manner to the ones for single frames in Figure 4 . The error curves depend on whether the companion is located on top of the PSF halo or not. Only relatively bright companions are found in the halo, as the halo overwhelms faint companions. In addition, the halo increases the photometric error for companions located inside of it. For the infrared data, we used the last reported separation value listed in the WDS in place of the measured separation.
As a check on the accuracy of our astrometry, we compared our measurements with the predicted positions for those systems that have orbits computed. These systems are listed in Table 4 . The standard deviation of the observed minus computed (OÀC) separation is 0B029 and 4N7 for the position angle. This is a combination of errors in our measurements and errors in the computed orbits. WDS 03054+2515, WDS 04301+1538, WDS 05079+ 0830, and WDS 05308+0557 all had OÀC separation differences larger than 1 from zero. These are graded 3, 4, 3, and 4, respectively, by the Sixth Catalog of Orbits of Visual Binary Stars.
3 WDS 05413+1632, WDS 06041+2316, and WDS 07351+3058 had position angles greater than 1 from zero. WDS 06041+ 2316 has two measurements, one of which is very close to the computed value, and we assume the second measurement was a bad measurement. The other two systems have orbits that are graded 3. Since none of the stars have OÀC larger than 1 from zero in both position angle and separation, this suggests that none of the orbits are dramatically incorrect.
We made observations that confirmed the multiplicity of WDS 04480+5645 ( HDS 617 Aa) and of WDS 06564+0957 ( HDS 960). Both confirmation observations are consistent with the discovery observations.
Three of the binaries we observed were also observed by ten Brummelaar et al. (2000) with the natural guide star AO system on the Hooker 100 inch telescope at Mount Wilson. Both sets of observations used the same data reduction technique, but having common targets allows us to determine whether there are any systematic errors caused by the different AO systems. For WDS 04139+0916, ten Brummelaar et al. (1998) reported a ÁI of 3:28 AE 0:13. We report a ÁI of 3:24 AE 0:06. Both measurements are within the error bars. We also have excellent agreement for WDS 05413+1632, for which ten Brummelaar et al. reported a ÁI of 1:52 AE 0:18 and we report two measurements of ÁI: 1:49 AE 0:03 and 1:46 AE 0:03.
The agreement is not as good for WDS 11182+3132, for which ten Brummelaar et al. (1998) reported ÁI measurements of 0:40 AE 0:04 and 0:18 AE 0:04, while we report a ÁI of 0:59 AE 0:01. It is significant that the ten Brummelaar et al. measurements do not agree with themselves, indicating the possibility of either an error with those measurements or short-term variability of one of the stars, possibly an eclipsing binary. The AEOS observation shows two well-separated stars with very low differential magnitude. This is ideal for very small errors (see x 2). We do not have a satisfactory explanation for the spread in the measurements; we will continue to monitor the object to see whether the answers converge. The agreement between most of the current measurements and the ten Brummelaar et al. measurements shows that there is nothing systematic in either AO system that biases the results.
New Companions
In the course of these observations, we detected three new companions to two previously known multiple star systems. The WDS numbers, assigned discovery designations, and Besselian dates of discovery are listed in Table 5 , while the astrometry and photometry are listed in Tables 2 and 3. We were observing WDS 05293+2509 (STF 716 AB) when we detected fainter companions to each of the two components. The two new pairs were designated RBR 1 Aa and RBR 1 Ba. The discovery was confirmed a few weeks later, and both measurements are listed in Table 2 . Based on the absolute magnitude for MK dwarfs listed in Cox (2000) and the B8.5 V spectral type of the combined system ( Walter & Boyd 1991) , we computed rough spectral types for the components of WDS 045293+2509.
Our results indicate that the previously known A and B components have spectral types of B9 and early A, respectively, while the new companion to A has a spectral type somewhere between K6 and K9 and the new companion to B is roughly a G5 star. This analysis assumed the stars are all on the main sequence and form a physical system. We are unable to determine whether the system is bound with observations in a single color at a single epoch,but the companions do appear to form hierarchal systems. The system will continue to be monitored to see whether we can detect orbital motion. While observing WDS 11479+0815 (CHR 134 Aa), we detected a companion almost 3 00 from the main system with a ÁI of 7:9 AE 0:4. The companion was confirmed with the Kermit camera observations in 2003 April, and the pair was given the discovery designation RBR 2 Aa-B. While the companion is several arcseconds from the primary, it has a smaller separation than the other components of the system, SHJ 131 Aa-B and SHJ 131 Aa-C. None of our observations resolved the inner CHR 134 Aa component, but it is doubtful that this component, which had a 1987 separation of 0B3, would have moved to 2B9. Also, the measured differential magnitude of 7.9 in the I band would have been far too large for the CHARA speckle camera to detect (Mason 1994) .
From both the Visible Imager and the Kermit data we have I, J, H, and K differential magnitudes. The 2MASS Catalog 4 lists the total J, H, and K magnitudes for this system as 5:27 AE 0:023, 5:30 AE 0:038, and 5:25 AE 0:017, respectively. Combining these with the differential magnitudes we are able to compute the J, H, and K magnitudes for the CHR 134 Aa pair, as well as the newly discovered star. These are listed in Table 6 . We are unable to do this for the I-band measurement, because we do not have an I-band measurement for the entire system.
The component has a fairly high dynamic range, and the error bar on the determined magnitudes are high. This error causes a great deal of uncertainty in the derived spectral type. The computed colors are very red. Further observations are necessary to determine whether it is a late-type star or a background object.
Spectral Typing
There are three stars with differential magnitudes measured in multiple filters, which allows us to analyze the spectral types of these stars. They are WDS 10350+0839 (STF 1450), WDS 11486+1417 (BU 603), and WDS 13099-0532 (MCA 38). Using 2MASS J, H, and K magnitudes of the entire system we computed individual magnitudes of each component; these are listed in Table 6 . From these we can compute colors for each star in the system. In general, we found the (JÀK ) and (JÀH ) colors to be more useful than the (HÀK ) colors. The (HÀK ) colors are very small and the error bars tend to be larger than these differences, rendering that color insensitive to different spectral types. Cowley et al. (1969) gives a spectral type for the entire STF 1450 system of A2 V. The primary colors that we measure are (J À K ) ¼ 0:09 AE 0:036 and (J À H ) ¼ 0:01 AE 0:04, which indicates an early A star. The secondary colors are (J À K ) ¼ À0:05 AE 0:04 and (J À H ) ¼ À0:04 AE 0:04, which matches a late B star. This is quite odd, as the secondary's colors are bluer than the primary's. Chambliss (1992) lists one of the components as being an eclipsing Algol-type binary with a 2.455 day period. If the eclipsing component were the primary, it would redden the component and possibly make it appear redder than the secondary.
The picture is clearer for BU 603. The colors from the primary yield a spectral type of late A to early F, while the secondary is a late F to a late G star. This agrees with Edwards (1976) , who determined the spectral types of A8 V and G2 V. His determination does not have a formal error, but he notes that errors are normally only AE2-3 subclasses. Heintz (1991) gives a mass fraction of 0.396, which is consistent with the determined spectral types. While we are unable to expand on Edward's earlier work, the agreement between the two is reassuring and lends credibility to our analysis of other systems.
We are unable to determine the spectral type with the MCA 38 data, because the 2MASS J magnitude has a much larger error than normal. All the other magnitudes had errors on the order of a few percent, while the MCA 38 J error bar was AE0.282. This error propagates into the color errors and renders spectral typing useless.
Unresolved Binaries
Not all of the binary stars that were observed were resolved. Table 7 lists 23 unresolved systems. The table gives the WDS number, the discovery designation, the Hipparcos number, the Besselian date of observation, and the FWHM of the co-added image for each binary. The FWHM provides a rough idea to what separation we could have resolved. It is not a perfect correspondence, since resolving companions is also dependent on the differential magnitude of the system: the brighter the companion, the easier it is to separate. The FWHM varies with AO performance, which is dependent on the brightness of the star, elevation angle, and atmospheric conditions; as such, it fluctuates from star to star. The FWHM should be useful as a check in later orbit determination. As a check on orbit quality, we compared the measured FWHM with the predicted separation for those systems with orbits; in all cases the FWHM was larger.
For most stars the FWHM is close to the last measured separation, and it is assumed that the binary is lost in the PSF. In two cases we failed to detect systems that we should have been able to detect. We were unable to resolve the HEI 202 Aa component of WDS 00484+0517; the wider BUP 10 Aa-B component had a 1929 separation of 181B2, and we would not expect to detect that. The WDS lists the HEI 202 Aa pair as having two measurements, both with a separation of 2B7. The FWHM of the image was 0B08, which shows the AO system was working exceptionally well. We could be expected to see any binaries with a separation greater than this if the magnitudes were close. As the separation increases we would have been able to see higher dynamic range systems. Our image had a wide enough field of view that any binary within 4B2 would have been detectable; while the field of view of the camera is 10 00 , the star was not centered in the image. The S/N of the image was high enough that we would have been able to detect at the 3 level a binary star with a dynamic range of less than 10 mag, based on a comparison of the peak of the image to the background noise. Heintz & Borgman (1984) were able to detect the companion twice, but they were unable to detect it on an additional 169 plates and with visual use of a micrometer. During the two positive detections, the differential magnitude varied. Heintz and Borgman concluded that the companion was a flare star. HEI 202 Aa was discovered photographically, which is more sensitive in the blue than in the red. It is possible that the unseen companion is blue enough that it exceeds the dynamic range limit of the AO I-band observations. Since the composite spectral type of HEI 202 Aa is K2 V (Cowley et al. 1967) , the companion would have to be a white dwarf to escape detection, which is inconsistent with Heintz and Borgman's conclusion that the star was a flare star.
We also did not resolve any of the components of WDS 05490+2434. The MCA 23 AB pair has a single measurement of 0B043 in 1978 ( McAlister & Hendry 1982) . Mason et al. (1999) published 22 negative detections of this system. The single measured separation is small enough that we would not expect to see it with the AEOS AO system. What is surprising is that we did not resolve the wider HDS 782 AC system with two 1991 measurements with listed separations of 3B77 as reported by Hipparcos ( Perryman et al. 1997) and Fabricius et al. (2002) . The Mason et al. observations would not have seen this companion, because their field of view was too small. The FWHM of our image was 0B09, and the field of view was 4B7. No companions were detected in this range. The S/N of the image is high enough that we would have been able to detect at the 3 level a binary star with a dynamic range of less than 9 mag, based on a comparison of the peak of the image to the background noise.
SUMMARY
We used the AEOS AO system to observe numerous binary stars and report astrometry and photometry for 39 systems. We were unable to resolve an additional 23 systems, in most cases because the separations were too small. During the course of this study we discovered two additional possible components to the WDS 05293+2509 system and another possible companion in the WDS 11479+0815 system. We also analyzed the various factors that have an impact on the errors in the determination of differential magnitudes in AO images. The effects of scintillation an anisoplanatism can be minimized for a given telescope by taking either longer exposures or many shorter exposures and co-adding them.
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