In this paper, we study the generalized Douglas-Rachford algorithm and its cyclic variants which include many projection-type methods such as the classical Douglas-Rachford algorithm and the alternating projection algorithm. Specifically, we establish several local linear convergence results for the algorithm in solving feasibility problems with finitely many closed possibly nonconvex sets under different assumptions. Our findings not only relax some regularity conditions but also improve linear convergence rates in the literature. In the presence of convexity, the linear convergence is global.
Introduction
The feasibility problem of finding a point in the intersection of closed constraint sets is of central importance in diverse areas of mathematics and engineering. Many methods have been proposed for this problem, and most of them naturally involve nearest point projectors and their variants with respect to underlying sets. We refer the readers to [2] and the references therein for more reviews and discussions on projection-type algorithms and applications.
Among methods for feasibility problems, the Douglas-Rachford (DR) algorithm has recently drawn much attention due to its interesting features which mysteriously allow for its success in both convex and nonconvex settings. The DR algorithm was first formulated in [19] for solving nonlinear heat flow problems numerically. Since then, it has been emerged in optimization theory and applications thanks to the seminal work [25] ; more specifically, the DR algorithm was extended to solve the zero sum problem for two maximally monotone operators. When specialized for normal cone operators, the DR algorithm can be used for solving feasibility problems.
In the convex case, the convergence theory of the DR algorithm is well developed. In particular, weak convergence of the DR sequence to a fixed point was proved in [25] while that of the shadow sequence to a solution was proved in [35] . When the problem is infeasible, it was shown in [5] that the shadow sequence is bounded with cluster points solving a best approximation problem, in [7] that
Auxiliary results
Unless otherwise stated, X is a Euclidean space with inner product ·, · and induced norm · . The nonnegative integers are N, the real numbers are R, while R + := {x ∈ R x ≥ 0} and R ++ := {x ∈ R x > 0}. If w ∈ X and ρ ∈ R + , then I B(w; ρ) := {x ∈ X x − w ≤ ρ} is the closed ball centered at w with radius ρ, and I B simply stands for the unit ball I B(0; 1). The set of fixed points of a set-valued operator T : X ⇒ X is Fix T := {x ∈ X x ∈ T x}. As usual, Id is the identity operator. Also, aff A represents the affine hull of a set A and L ⊥ := {u ∈ X ∀x ∈ L : u, x = 0} is the orthogonal complementary subspace of L.
Distance function and relaxed projectors
Let C be a nonempty subset of X. The distance function to C is defined by
and the projector onto C is
The relaxed projector for C with parameter λ ∈ R + is defined by
Note that P 0 C = Id, P 1 C = P C , and P 2 C = R C := 2P C − Id (the reflector across C). We now collect some useful properties of relaxed projectors.
Lemma 2.1. Let L be an affine subspace of X. Then the following hold:
(i) P L is an affine operator, and for every
(ii) ∀x ∈ X, ∀z ∈ X:
Proof. (i): This follows from [4, Corollary 3.22].
(ii): Let x ∈ X and let z ∈ X. Then (i) implies that P L x − P L z, x − P L x = 0 and P L x − P L z, z − P L z = 0, which yields
(4b) (iii): Apply (ii) to z = w ∈ L.
Lemma 2.2. Let C be a nonempty closed subset of X, let L be an affine subspace of X containing C, and let λ ∈ R. Then the following hold:
∀y ∈ L, ∀q ∈ Q : P C+Q (y + q) = q + P C+Q y = q + P C y,
(5a) (5b)
Proof. (i): Let x ∈ L. Since P C x ⊆ C ⊆ L and L is an affine subspace, we have that
(ii): It follows from Fact 2.1(i) that P L is an affine operator, and from [10, Lemma 3.3] that P C P L = P C = P L P C . Thus,
(iii): Using (ii), we obtain
(7a) (7b) (iv): In Lemma 2.1(iii), substitute x by P λ L x and note from Lemma 2.
Taking the infimum over w ∈ C, we obtain
For the second conclusion, we apply (9) with λ = 0.
(v): Let y ∈ L and let q ∈ Q. It is straightforward to see that P C+Q (y + q) = P C+Q+q (y + q) = q + P C+Q y. Now for all c ∈ C, since c − y ∈ L − L, we have (c + q) − y 2 = c − y 2 + 2 q, c − y + q 2 = c − y
So c + q ∈ P C+Q y if and only if q = 0 and c ∈ P C y. Therefore, P C+Q y = P C y, which completes the proof.
Normal cones and regularity of sets
Let C be a nonempty subset of X and let x ∈ C. The proximal normal cone to C at x (see [ 
and the limiting normal cone to C at x (see [28, Definition 1.1(ii) and Theorem 1.6]) can be given by N C (x) := {u ∈ X ∃x n → x, u n → u with x n ∈ C, u n ∈ N prox C (x n )}.
Let w ∈ X, ε ∈ R + , and δ ∈ R ++ . We recall from [ ⇒ u, x − y ≥ −ε u · x − y (13) and (ε, ∞)-regular at w if it is (ε, δ)-regular for all δ ∈ R ++ . The set C is superregular at w if for all ε ∈ R ++ , there exists δ ∈ R ++ such that C is (ε, δ)-regular at w.
Fact 2.3.
Let C be a nonempty closed subset of X, w ∈ C, λ ∈ R + , and δ ∈ R ++ . Then the following hold:
(i) P λ C (I B(w; δ/2)) ⊆ I B(w;
Regularity of set systems
In this section, m is a positive integer, I := {1, . . . , m}, and {C i } ∈I is a system of closed subsets of X.
Recall that {C i } ∈I is linearly regular with modulus κ ∈ R ++ (or κ-linearly regular) on a subset U of
We say that {C i } i∈I is linearly regular around w ∈ X if there exist δ ∈ R ++ and κ ∈ R ++ such that {C i } i∈I is κ-linearly regular on I B(w; δ). The system {C i } ∈I is said to be boundedly linearly regular if for every bounded set S of X, there exists κ S ∈ R ++ such that {C i } i∈I is κ-linearly regular on S.
Interested readers can find more discussion on linear regularity in [2, 3, 13, 17] .
The following is a generalization of strong regularity, see, e.g., [17, Definition 2.3] , and affine-hull regularity [30, Definition 2.1].
Definition 2.4 (L-regularity of set systems).
Let w ∈ i∈I C i and let L be an affine subspace of X that contains w. The system {C i } ∈I is said to be L-regular at w if
We simply say that {C i } i∈I is strongly regular at w when L = X, and say that {C i } i∈I is affinehull regular at w when L = aff i∈I C i . In the case I = {1, 2}, condition (15) can be rewritten as
By definition, if the system {C i } i∈I is L-regular at w, then so are all the subsystems. As shown in [17] , strong regularity in Definition 2.4 is equivalent to [23, Definition 1(vi)] and [22, Definition 3.2] .
In what follows, |I| denotes the number of elements in the set I.
Proposition 2.5 (L-regularity implies linear regularity).
Let w ∈ C := i∈I C i and let L be an affine subspace of X containing i∈I C i . Suppose that {C i } ∈I is L-regular at w. Then the following hold:
Consequently, if {C i } i∈I is strongly regular at w, then X = aff i∈I C i .
Proof. (i): Consider the system {C i } i∈I within L, then it is strongly regular at w within L. So we learn from [23, Theorem 1(ii)] that {C i } i∈I is linearly regular around w within L, i.e., there exist δ, κ ∈ R ++ such that
Let x ∈ I B(w; δ) and
Combining with (16), we obtain
and so {C i } i∈I is max{κ, 1}-linearly regular at w on I B(w; δ).
(ii): Take two distinct indices i, j ∈ J. By assumption,
(iii): Let {C i } i∈J be a subsystem of {C i } i∈I . If |J| = 1, then {C i } i∈J is automatically affine-hull regular at w. If |J| ≥ 2, then from (ii), we have L = aff i∈J C i , which implies affine-hull regularity of {C i } i∈J at w. Remark 2.6 (linear regularity does not imply affine-hull regularity). Proposition 2.5 has showed that affine-hull regularity implies linear regularity. However, it is known that the reverse is not true, for example, in R 2 , the system {R 2 + , R 2 − } is linear regular, but not affine-hull regular at (0, 0).
Remark 2.7 (affine-hull regularity of subsystems).
Affine-hull regularity of every proper subsystem {C i } i∈J with J I and linear regularity of the entire system {C i } i∈I do not imply affine-hull regularity of
, and w = (0, 0) ∈ C 1 ∩C 2 ∩C 3 . Then one can check that {C i } i∈J with J {1, 2, 3} is affine-hull regular at w, and that {C 1 , C 2 , C 3 } is linearly regular around w, but {C 1 , C 2 , C 3 } is not affine-hull regular at w.
Let A and B be nonempty subsets of X and let L be an affine subspace of X containing A ∪ B. We recall from [10, Definiton 6.1] that the CQ-number at a point w ∈ X associated with (A, B, L) and δ ∈ R ++ is defined by (18) and that the limiting CQ-number at w associated with (A, B, L) is defined by
Clearly
We end this section with a connection between the CQ-number and L-regularity for two sets.
Proposition 2.8 (L-regularity for two sets).
Let A and B be two nonempty subsets of X, let w ∈ A ∩ B, and let L be an affine subspace of X containing A ∪ B. Then the following are equivalent:
Proof. By [10, Example 7.2] , it suffices to show the equivalence of (ii) and (iii). In fact, if (ii) holds, then by the definition of the CQ-number,
The converse is obvious.
Generalized Douglas-Rachford operator
Let A and B be nonempty closed subsets of X, let λ, µ ∈ ]0, 2], and let α ∈ R ++ . The generalized Douglas-Rachford (gDR) operator for the pair (A, B) with parameters (λ, µ, α), which was also considered in [17] , is defined by
It is worth mentioning that T 1 1,1 = P B P A is the classical alternating projection operator [16] [19, 25] , and that
is the relaxed avaraged alternating reflection operator [26] . In addition, if B is an affine subspace of X, then by Lemma 2.1(i), P B is an affine operator, and therefore
is an affine combination of the classical alternating projection and DR operators.
It is interesting to see that the shadow of any gDR step on certain affine subspaces is again a gDR step. This phenomenon is referred to as affine reduction in [30, Section 3] . Lemma 2.9 (shadows of gDR steps). Let L be an affine subspace of X containing A ∪ B, x ∈ X, and
. Then the following hold:
, P L is an affine operator, and hence
(ii): It follows from Lemma 2.2(iii) that
Combining with (23) yields
(iii): Apply Lemma 2.1(ii) to z = x + and take (ii) into account.
Next, we study the fixed points of gDR operators.
Lemma 2.10 (fixed points of gDR operators). Suppose that
Similarly,
In the rest of this section, we assume that X is a real Hilbert space and that A and B are convex but need not intersect. Then B − A is convex, hence we can take g := P B−A 0 and set
It is clear that if A ∩ B = ∅, then g = 0 and E = F = A ∩ B. We also note that
and from [1, Lemma 2.
Recall from [4, Definition 4.1 and 4.33] that a single-valued operator T : X → X is nonexpansive if it is Lipschitz continuous with constant 1, i.e.,
and is α-averaged if α ∈ ]0, 1[ and T = (1 − α) Id +αR for some nonexpansive operator R : X → X.
Fact 2.11. Let C be a nonempty closed convex subset of X, let x ∈ X and p = P C x. Then the following hold: Hereafter, whenever dealing with the harmonic-like quantity β :=
ative numbers β i ∈ R + , we make a convention that β = 0 if at least one β i equals 0. 
Proof. By Fact 2.11(ii), P λ A and P µ B is nonexpansive and hence continuous single-valued. Thus, (i) follows. To prove (ii), we first have that P 
(ii) If A ∩ B = ∅ when min{λ, µ} < 2, and 0
Proof.
, then the conclusion follows from [5, Corollary 3.9] . Now assume that min{λ, µ} < 2. Since λ, µ ∈ ]0, 2], we have λ
Since
We then use (29) to deduce g = b − a. Combining with (32) yields
Conversely, take
and, by Fact 2.11(i), P B r = b. It follows that
which completes the proof. Proof. According to Lemma 2.12(ii), In the light of Theorem 2.14, if the gDR algorithm involves at most one reflection, then it is weakly convergent even in the inconsistent case.
Quasi firm Fejér monotonicity
In this section, we further refine some results on quasi firm Fejér monotonicity, which were partly developed in [17] . Let C and U be nonempty subsets of X, let γ ∈ [1, +∞[, and let β ∈ R + . Recall from [17 
Lemma 3.1 (averaged quasi firmly Fejér monotone operators). Let C and U be nonempty
, and let T : X ⇒ X be a set-valued operator. Then the following are equivalent:
, we get (i). So (i) and (ii) are equivalent, which implies the equivalence of (i) and (iii) by taking λ = 1 + β.
Lemma 3.2 (composition of quasi firmly Fejér monotone operators). Let m be a positive integer, set I := {1, . . . , m}, and for every i ∈ I, let C i and U i be a nonempty subset of X, γ
, and β := i∈I
Proof. Because γ i ≥ 1 and
, we derive that
. . .
Using telescoping techniques yields
By the coordinate version of Cauchy-Schwarz inequality,
Combining with (40), we obtain (38).
Now assume that
, and x i ∈ T x i−1 for every i ∈ I. We derive that x i−1 ∈ U i for every i ∈ I and, by (38),
The proof is complete.
Lemma 3.3 (quasi firm Fejér monotonicity of relaxed projectors). Let C be a nonempty subset of X and L be an affine subspace of
X containing C. Let also w ∈ C, ε ∈ [0, 1[, δ ∈ R ++ , and λ ∈ ]0, 2]. Set Ω := C ∩ I B(w; δ), γ := 1 + λε 1−ε , and β := 2−λ λ . (43) Suppose that C is (ε, δ)-regular at w. Then P λ C is (Ω + (L − L) ⊥ ,
γ, β)-quasi firmly Fejér monotone and, in particular,
Therefore,
which yields
i.e., 
Suppose that A and B are (ε 1 , δ)-and (ε 2 , √ 2δ)-regular at w, respectively. Then the following hold:
γ, β -quasi firmly Fejér monotone on I B(w; δ/2).
Proof. (i): We first derive from Lemma 3.
Now let x ∈ I B(w; δ/2) ∩ L. On the one hand, Fact 2.
and L is an affine subspace. We deduce (49) completes the proof.
Quasi coercivity
Let C and U be nonempty subsets of X and let ν ∈ R ++ . Recall from [17, Definition 3.3] that an operator
and C-quasi coercive around w ∈ X if it is (C, ν)-quasi coercive on I B(w; δ) for some ν ∈ R ++ and δ ∈ R ++ .
In this section, we show quasi coercivity of gDR operators under different assumptions on the system of sets. In particular, under affine-hull regularity assumption, Proposition 4.5 improves some existing results on quasi coercivity (see Remark 4.8), while under linear regularity assumption and some parameter restrictions, Proposition 4.12 proves the quasi coercivity of gDR operators.
Lemma 4.1 (averaged quasi coercive operators).
Let C and U be nonempty subsets of X, ν ∈ R ++ , λ ∈ R ++ , and let T : X ⇒ X be a set-valued operator. Then T is (C, ν)-quasi coercive on U if and only if
Proof. Assume that T is (C, ν)-quasi coercive on U . Let x ∈ U and let x + ∈ T λ x. Then there exists s ∈ T x such that x + = (1 − λ)x + λs. We obtain that x − x + = λ x − s ≥ λνd C (x), and T λ is thus (C, λν)-quasi coercive on U . Conversely, note that
Lemma 4.2 (global quasi coercivity). Let C be a nonempty subset of X, L a closed subset of X, and T : X → X a continuous single-valued operator. Suppose that Fix T ∩ L ⊆ C and that, for every
Proof. Let S be a bounded set of X and suppose on the contrary that T is not C-quasi coercive on S ∩ L. Then there exist sequences ε n ↓ 0 and x n ∈ S ∩ L such that
Since (x n ) n∈N is bounded, so is (d C (x n )) n∈N , and hence x n − T x n → 0. Extracting a convergence subsequence without relabeling, we can assume x n → x. It follows from the continuity of T and the
Thus, for all n sufficiently large,
which is a contradiction since ε n ↓ 0 and d C (x n ) > 0.
In the presence of affine-hull regularity
In this section, we aim to improve the estimate for quasi coercivity constant previously obtained in [17] . To proceed, we need the following technical lemma.
(54a)
Next, we show that
Observe that |1 − µ|
Now (55) is equivalent to
Since µ − ξ ≥ 0 and u, v ≥ −θ u v , it suffices to prove that
The latter one can be written as
which is equivalent to positive semidefiniteness of M . Because M is a symmetric 2 × 2 matrix whose trace
, it is positive semidefinite if and only if its determinant
Finally, one can directly check that ξ in (55) is a solution of (60). The proof is complete.
Lemma 4.4. Let A and B be closed subsets of X with
Define y = P L x and y + = P L y, then y ∈ U ∩ L and, by Lemma 2.9(i), y + ∈ T α λ,µ y . By assumption,
Setting η :
, we obtain from Lemma 2.9(iii) that
By Lemma 2.1(i),
This together with (61) and (62) yields
i.e.,
. Now assume that min{λ, µ} < 2. Then η < 1. Combining (61), (62), and Lemma 2.2(iv), we deduce that
(65b) 
Proposition 4.5 (quasi coercivity of gDR operators under affine-hull regularity). Let A and B be closed subsets of X such that
Then the following hold:
Additionally, if λ = 1, A is an affine subspace of X, and {A, B} is κ-linearly regular on I B(w; √ 2δ/2), then we can choose
Proof. First, it follows from the definition of the CQ-number θ that
To prove (i), in view of Lemma 4.1, it suffices to prove that P
Then there exist a ∈ P A x, r ∈ P λ A x, and b ∈ P B r such that x − r = λ(x − a) and r − s = µ(r − b).
We note that
Applying Lemma 4.3 with (u, v) = (r − s, x − a), we obtain
and with (u, v) = (x − r, r − b), we obtain
where ξ :=
2 . Combining with the κ-linear regularity of {A, B} yields 
Together with (72) and the κ-linear regularity of {A, B} on I B(w; √ 2δ/2), we get
By applying Lemma 2.2(iv) (with C = A ∩ B and L = A),
and the conclusion follows. 
Proof. By superregularity, affine-hull regularity, Proposition 2.5(i), and Proposition 2.8, we can find ε ∈ [0, 1/3], δ ∈ R ++ , and κ ∈ R ++ such that A is (ε, δ)-regular at w, that {A, B} is κ-linearly regular on I B(w; δ/2), and that the CQ-number θ A,B,L (w, √ 2δ) < 1. The conclusion then follows from Proposition 4.5. 
2,2 x due to Lemma 2.10(ii), and 
(iii) {A, B} is κ-linearly regular on I B(w; 2δ).
Now, on the one hand, [30, Lemma 4.2] derives that T is (A ∩ B,ν)-quasi coercive on I B(w; δ) witĥ
.
On the other hand, Proposition 4.5 derives that T is (A ∩ B, ν)-quasi coercive on I B(w; δ)
. It is clear that ν ≥ , there exists ν ∈ R ++ and ε ∈ R ++ such that
Now for every w ∈ Fix T α λ,µ , since T α λ,µ is continuous, there exists δ ∈ R ++ such that x − T α λ,µ x < ε for all x ∈ I B(w; δ). It follows that T α λ,µ is (Fix T α λ,µ , ν)-quasi coercive on I B(w; δ). Applying Lemma 4.2 with C
λ,µ and L = X completes the proof.
In the presence of linear regularity
Corollary 4.6 shows that superregularity and affine-hull regularity assumption is sufficient for quasi coercivity of gDR operators. We will show in Proposition 4.12 that if min{λ, µ} < 2, then affine-hull regularity can be replaced by linear regularity, a milder assumption (see Remark 2.6). This is a new result that obtains quasi coercivity for gDR operators via linear regularity and operator parameters.
For x, y, z ∈ X, we denote xyz the angle between two vectors x − y and z − y, i.e.,
with the convention that xyz = 0 if x = y or z = y. The following two lemmas are critical for our analysis.
Lemma 4.10. Let (ε n ) n∈N be a sequence in R + convergent to 0. Let (x n ) n∈N , (r n ) n∈N , (s n ) n∈N and (p n ) n∈N be sequences in X such that, for all n ∈ N, r n / ∈ {x n , s n , p n }, and that
Then x n r n s n → 0 and cos x n r n p n − cos s n r n p n → 0 as n → +∞.
Proof. By assumption and Cauchy-Schwarz inequality,
It follows that
hence cos x n r n s n → 1 and x n r n s n → 0 as n → +∞. Now we compute
and again by Cauchy-Schwarz inequality,
which completes the proof. Proof. First, since u ∈ aff{x, r} and v ∈ aff{s, r}, we have
which yields sin urv = sin xrs.
and get q − u = 1 2 p − r . By the same argument for q − v 2 , we obtain
Now defineq := P L q with L := aff{r, u, v}. By Lemma 2.1(iii),
i.e.,q is the center of the circumcircle passing r, u, and v. Applying the law of sines, we get
The lemma is proved.
We now ready to prove the quasi coercivity of gDR operators under linear regularity assumption. Proof. By assumption, there exist κ ∈ R ++ and δ ∈ R ++ such that 
We find a n ∈ P A x n , r n ∈ P λ A x n , and b n ∈ P B r n such that
Without loss of generality, we assume that ζ n < min{ (90) and (91) that
Let n ∈ N. Since a n ∈ A and b n ∈ B, we have
Noting that x n − s n ≥ x n − r n − s n − r n and that ε n < 1, we obtain
which combined with (92) yields
Next, let p n ∈ P A∩B r n . Since x n → w, Fact 2.3(i) implies that a n , r n , b n , s n , p n → w. In turn, x n − a n ∈ N prox A (a n ) and r n − b n ∈ N prox B (b n ). By the superregularity of A and B at w, taking subsequences if necessary and without relabeling, we can assume that x n − a n , p n − a n ≤ ε n x n − a n p n − a n , and
Now we divide the proof into several parts.
Part 1:
We claim that ∀n ∈ N : x n / ∈ {r n , a n } and r n / ∈ {s n , b n , p n }
and that s n r n x n → 0 and cos x n r n p n − cos s n r n p n → 0 as n → +∞.
Indeed, if x n = r n or x n = a n for some n, then x n = a n = r n ∈ A and, by (91),
which contradicts the fact that ζ n < µ κ . Similarly, if r n = s n or r n = b n for some n, then r n = b n = s n ∈ B and, by (91),
which contradicts the fact that ζ n < λ κ . So we complete (99) due to p n − r n ≥ d B (r n ) = b n − r n = 1 µ s n − r n . Now combining (95) and Lemma 4.10, we arrive at (100).
Part 2: Let σ n := max{1, σ n }. Since ε n → 0, the sequence (σ n ) n∈N is bounded, and so is (σ n ) n∈N . We claim that ∀n ∈ N : p n − r n ≤ σ n κ b n − r n ,
Let n ∈ N. Since x n ∈ I B(w; δ/(1 + λ)) and r n ∈ P λ A x n , Fact 2.3(i) yields r n ∈ I B(w; δ). Using linear regularity and (97), we estimate
So (103a) holds. Combining with (97) gives
Thus, (103b) holds.
Part 3:
We claim that λ > 1 and that there exists σ ∈ ]0, 1[ satisfying σ n ≤ σ < 1 and σ n = 1 for all n sufficiently large.
Let σ be an upper bound of the bounded sequence (σ n ) n∈N . Using (98b) and (103b), we have
It follows that cos s n r n p n > 1 2κσ > 0 for all n sufficiently large.
Combining with (100) yields cos x n r n p n > 1 4κσ > 0 for all n sufficiently large.
Suppose that λ ≤ 1. Using (98a), (103b) and noting that
which contradicts (109). We must therefore have λ > 1. Now notice that
and µ ≤ 2, where only one equality can happen. Thus,
The claim then follows.
Part 4:
Define lines L 1,n := aff{x n , r n }, L 2,n := aff{r n , s n } and projections u n := P L 1,n p n , v n := P L 2,n p n . We have that u n := a n + η 1 x n − a n x n − a n with η 1 := x n − a n , p n − a n x n − a n ≤ ε n p n − a n
and that
where the upper bound for η 1 and η 2 follows from (98). By using (97), (103b), and (106), for all n sufficiently large,
and so
which together with (99), (103a), and (106) yields
On the other hand, for all n sufficiently large, r n / ∈ {u n , v n } due to (108) and (109). Noting also from (99) that r n / ∈ {x n , s n }, we then apply Lemma 4.11 to get u n − v n ≤ p n − r n sin x n r n s n , hence
Using (100), we derive that
which is a contradiction.
Remark 4.13. In Proposition 4.12, the parameter condition min{λ, µ} < 2 cannot be removed. For example, we consider two convex (hence, superregular) sets A := epi | · | and B := R × {0} in R 2 . Clearly, {A, B} is linearly regular at (0, 0) ∈ A ∩ B. Consider the DR operator T := T α 2,2 for some α ∈ ]0, 1] and x = (0, t) for t < 0. In this case λ = µ = 2, and we check that x = T x, while d A∩B (x) = t. Therefore, T is not (A ∩ B)-quasi coercive at (0, 0).
We also obtain a global version of Proposition 4.12. As a supplement for the above result, we refer to [3, Corollary 5] for the most common sufficient condition that guarantees bounded linear regularity for finite systems of convex sets.
Convergence rate analysis
In this section, let m be a positive integer, set I := {1, . . . , m}, and let {C i } i∈I be a system of closed (possibly nonconvex) subsets of X with C := i∈I C i = ∅. Given an ordered tuple (T i ) i∈I of set-valued operators from X to X, the cyclic algorithm associated with (T i ) i∈I generates cyclic sequences (x n ) n∈N by
Here we adopt the convention that ∀n ∈ N, ∀i ∈ I :
Recall that a sequence (x n ) n∈N is said to converge to a point x with R-linear rate ρ ∈ [0, 1[ if there exists a constant σ ∈ R + such that ∀n ∈ N :
In what follows, we denote [ρ] + := max{0, ρ} for ρ ∈ R.
Theorem 5.1 (sufficient condition for linear convergence).
Let w ∈ C, δ ∈ R ++ , and
quasi firmly Fejér monotone and (C i , ν)-quasi coercive on I B(w; δ/2).
m , and
2+Γ−ρ , the sequence (x n ) n∈N converges R-linearly to a point x ∈ C with rate ρ 1/m . γ i = 1 for every i ∈ I, then whenever x 0 ∈ I B(w; δ/2), the sequence (x n ) n∈N converges R-linearly to a point x ∈ C with rate (iii): Assume that γ i = 1 for every i ∈ I. Then Γ = 1, δ 0 = δ/2, and From now on, let ℓ be a positive integer and set J := {1, . . . , ℓ}. For every j ∈ J, let
(iii) If
, α j ∈ 0, 1 + β j , and s j , t j ∈ I such that s j = t j and {s j } j∈J ∪ {t j } j∈J = I.
we study the cyclic generalized Douglas-Rachford algorithm defined by (T j ) j∈J , which includes several algorithms in the literature, for example, the cyclically anchored DR algorithm [13] and the cyclic DR algorithm [15] ; see [17, Section 5.3] for more details. We also say that the cyclic gDR algorithm is connected if for every i, k ∈ I, there exists a path
in other words, I = {1, . . . , m} and {(s j , t j )} j∈J respectively represent the vertices and edges of a connected undirected graph. Here, a graph is undirected if every edge is bidirectional, and is connected if every two vertices can be linked by some path composed by the edges. It is clear that the cyclically anchored DR algorithm and the cyclic DR algorithm are connected.
Next, for every j ∈ J, we define
and note from Lemma 2.10(iii) that Z j ⊆ Fix T j . A relationship between {Z j } j∈J and {C i } i∈I is given as follows.
Lemma 5.2 ({Z
If, in addition, {C i } i∈I is κ-linearly regular around w, then so is {Z j } j∈J .
Proof. By assumption and Proposition 2.5, L j = X whenever λ j = µ j = 2. Thus, (128) implies that
Next, we note that
Taking the maximum over all j ∈ J and using (125b) yield
Now suppose in addition that {C i } i∈I is κ-linearly regular around w. Then combining with (130) and (132), we deduce that {Z j } j∈J is also κ-linearly regular around w.
Lemma 5.3 (shadows of common fixed points). Suppose that the cyclic gDR algorithm is connected. Then
Proof. Let x ∈ j∈J Z j . By Lemma 2.10(ii), P Cs j x = P Ct j x ∈ C s j ∩ C t j for every j ∈ J. Since the algorithm is connected, in view of (125b) and (127), we conclude that P C 1 x = · · · = P Cm x ∈ C, which also implies that P C i x = P C x for every i ∈ I.
We note from Propositions 2.5 and 2.8 that {C s j , C t j } is affine-hull regular at w if and only if the CQ-number θ Cs j ,Ct j ,L j (w, δ) < 1 for some δ ∈ R ++ , in which case {C s j , C t j } is linearly regular around w. This perspective supports the use of our assumptions in the following.
Theorem 5.4 (linear convergence under affine-hull regularity).
Let w ∈ C := i∈I C i , ε ∈ [0, 1/3], δ ∈ R ++ , κ ∈ R ++ , and κ j ∈ R ++ for every j ∈ J. Suppose that (a) {Z j } j∈J is κ-linearly regular on I B(w; δ/2) and for every j ∈ J, {C s j , C t j } is κ j -linearly regular on I B(w; δ/2).
, and
where Γ := (γ 1 · · · γ ℓ ) 1/2 and ν := min
ℓ , the cyclic sequence (x n ) n∈N generated by (T j ) j∈J converges R-linearly with rate ρ to a point
Additionally, if the cyclic gDR algorithm is connected, then
Proof. Let j ∈ J. We have that w ∈ C s j ∩ C t j and, by Proposition 4.5, that T j is (Z j , ν ′ j )-and therefore (Z j , ν)-quasi coercive on I B(w; δ/2). Noting that
and using Proposition 3.4(ii)-(iii), we derive that T j is (Z j ∩ I B(w; δ), γ j ,
)-quasi firmly Fejér monotone on I B(w; δ/2). Thus, applying Theorem 5.1(ii) to (T j ) j∈J and the corresponding sets (Z j ) j∈J , we obtain R-linear convergence of the cyclic sequence (x n ) n∈N to a point x satisfying (136). Now Lemma 5.3 completes the proof. Remark 5.6 (shadows of common fixed points). As shown in Theorem 5.4, the cyclic gDR algorithm converges (locally) to the set of common fixed points. However, without additional conditions, one shoud not expect the limit points or their projections (or "shadows") onto C i 's to lie in the intersection C := i∈I C i , which means that those points might not solve the feasibility problem! We will illustrate this phenomenon in the following example.
are the gDR operators for (C 1 , C 2 ) and (C 3 , C 4 ), respectively. Then
Now take
So these projections are not identical and neither of them lies in the intersection
Remark 5.7 (on linear regularity moduli).
To the best of our knowledge, there is no known results on the relationship between the linear regularity modulus κ of the entire system {C i } i∈I and those of its subsystems. So we present here two simple examples showing that one modulus can be arbitrarily large while others remain bounded.
We will need the following formula whose proof is elementary: For two intersecting hyperplanes A and B of X with two nonparallel unit normal vectors n A and n B , the system {A, B} is linearly regular on X with modulus
(i) Arbitrarily large linear regularity modulus for subsystem: Let ε ∈ R ++ and suppose that
is κ-linearly regular on X with κ = √ 2. As noticed, {C 1 , C 2 } is linearly regular on X. Let κ ′ be a linear regularity modulus of {C 1 , C 2 } around w = (0, 0) and take x = (ε, ε 2 ) ∈ C 2 . Then, as ε is sufficiently small,
We deduce that κ ′ ≥ 1 + 1/ε 2 and so κ ′ can be arbitrarily large while κ remains constant.
(ii) Arbitrarily large linear regularity modulus for entire system: Let ε ∈ R ++ and suppose that X = R 3 . Consider the planes C 1 = R 2 × {0}, C 2 = {0} × R 2 , C 3 being the plane defined by {(0, 0, 0), (ε, 1, 0), (0, 1, ε)}, and let w = (0, 0, 0) ∈ C := C 1 ∩ C 2 ∩ C 3 = {(0, 0, 0)}. We see that C 1 , C 2 , and C 3 respectively have unit normal vectors n 1 = (0, 0, 1), n 2 = (1, 0, 0), and
So {C i , C j } is κ i,j -linearly regular on X, where κ i,j is computed by (139) as κ 1,2 = √ 2 and
. Now assume that {C 1 , C 2 , C 3 } is κ-linearly regular around w for some κ ∈ R + and let x = (ε 2 , ε, 0) ∈ C 1 ∩ C 3 . Then, as ε is sufficiently small,
which yields κ ≥ 1 + 1/ε 2 . Hence, κ can be arbitrarily large while κ i,j remains bounded.
We note from Proposition 2.8(i)-(ii) that assumption (c) in Theorem 5.4 means that for every j ∈ J, {C s j , C t j } is affine-hull regular ar w. Nevertheless, in the following linear convergence result, we only require linear regularity for pairs {C s j , C t j } corresponding to min{λ j , µ j } < 2.
Theorem 5.8 (linear convergence under linear regularity).
Let w ∈ C := i∈I C i . Suppose that {Z j } j∈J is linearly regular around w, that {C i } i∈I is superregular at w, and that for every j ∈ J, {C s j , C t j } is linearly regular around w if min{λ j , µ j } < 2 and affine-hull regular at w otherwise. Then the cyclic gDR algorithm converges R-linearly locally to a point
Moreover, P C 1 x = · · · = P Cm x ∈ C provided that the cyclic gDR algorithm is connected.
Proof. Combining Corollary 4.6(ii) and Proposition 4.12, there exist ν ∈ ]0, 1] and δ ∈ R ++ such that, for every j ∈ J, T j is (Z j , ν)-quasi coercive on I B(w; δ/2). Let ε ∈ ]0, 1/3]. Since {C i } i∈I is superregular at w, we shrink δ if necessary so that C i is (ε, √ 2δ)-regular at w for every i ∈ I. Now let j ∈ J. Then C s j and C t j are respectively (ε, δ)-and (ε, √ 2δ)-regular at w. Using Proposition 3.4(ii)-(iii) and noting that
we have that T j is (Z j ∩ I B(w; δ), γ j ,
)-quasi firmly Fejér monotone on I B(w; δ/2), where
Since γ j → 1 + as ε → 0 + , we can choose ε sufficiently small so that
Now R-linear convergence of the cyclic sequence (x n ) n∈N is obtained by applying Theorem 5.1(ii) to (T j ) j∈J and the corresponding sets (Z j ) j∈J . The rest then follows from Lemma 5.3.
In Theorem 5.8, if {C s j , C t j } is strongly regular instead of affine-hull regular at w whenever λ j = µ j = 2, then the limit point x ∈ C. In this case, by Lemma 5.2, the linear regularity of {Z j } j∈J is a consequence of that of {C i } i∈I . We summarize this observation in the following corollary, which indeed extends [17, Theorem 5.21 ].
Corollary 5.9 (linear convergence to a common point).
Let w ∈ C := i∈I C i . Suppose that {C i } i∈I is superregular at w and linearly regular around w, and that for every j ∈ J, {C s j , C t j } is linearly regular at w if min{λ j , µ j } < 2 and strongly regular at w otherwise. Then the cyclic gDR algorithm converges R-linearly locally to a point x ∈ C.
Proof. Since strong regularity implies affine-hull regularity, the conclusion follows from Theorem 5.8 and Lemma 5.2.
We say that the cyclic gDR algorithm is fully connected if there exist positive integers r, q such that 1 ≤ r ≤ q ≤ ℓ and (not necessarily distinct) indices i 1 , . . . , i q ∈ I such that {i 1 , . . . , i q } = I and that
Here we adopt the following convention. If r = 1, then (145) reads as
which is a generalization of the cyclically anchored DR algorithm. If r = q, then (145) reads as
which is a generalization of the cyclic DR algorithm. 
If the cyclic gDR algorithm is fully connected and x ∈ j∈J Fix T j , then there exists For every k ∈ {1, . . . , r}, by Lemma 2.13(i),
, and then, by [4, Theorem 3.16 ],
which yields P C i k = P C i k+1 for all k ∈ {1, . . . , r}.
(iii): Combine (i) and (ii).
As one would hope for, the linear convergence of the cyclic gDR algorithm is global in the convex case. The next result encompasses [13, Corollary 8.2 and Theorem 8.5].
Theorem 5.11 (global linear convergence under convexity).
Suppose that for every i ∈ I, C i is convex and that i∈Ip C i ∩ i∈I Ip ri C i = ∅, where I p is the set of all i ∈ I such that C i and C k are polyhedral whenever (i, k) ∈ {(s j , t j ), (t j , s j )} j∈J . Set
(i) Regardless of the starting point x 0 , the cyclic gDR sequence (x n ) n∈N generated by (T j ) j∈J converges R-linearly to a point
while the "shadow sequence" (P C i x n ) n∈N also converges R-linearly to P C i x for every i ∈ I. (ii) If 0 ∈ int(C t j − C s j ) whenever λ j = µ j = 2, then the limit point x in (i) even satisfies x ∈ C. (iii) If the cyclic gDR algorithm is connected and ri C s j ∩ ri C t j = ∅ whenever λ j = µ j = 2, then the limit point x in (i) satisfies P C 1 x = · · · = P Cm x ∈ C. (iv) If the cyclic gDR algorithm is fully connected, then the limit point x in (i) satisfies P C k x ∈ C for some k ∈ I.
Proof. First, it follows from Lemma 2.10(iii) that
(i): For every j ∈ J, by the convexity of C s j and C t j and by noting from Lemma 2.13(i) that Fix T j = C s j ∩ C t j + N Cs j −Ct j (0) whenever λ j = µ j = 2, we have that Y j is convex. Set J p := {j ∈ J C s j and C t j are polyhedral}. Then Y j is polyhedral for every j ∈ J p .
Let j ∈ J J p . Since j / ∈ J p , we must have s j , t j / ∈ I p and, by assumption, ri C s j ∩ ri C t j = ∅, so Y j = C s j ∩ C t j if min{λ j , µ j } < 2, and Y j = (C s j ∩ C t j ) + (L j − L j ) ⊥ otherwise. Using [32, Corollary 6.6 
thus ri Y j ⊇ ri(C s j ∩ C t j ) = ri C s j ∩ ri C t j due to [32, Theorem 6.5] . By combining with (125b) and noting that if i ∈ I p , then i ∈ {s j , t j } for some j ∈ J p ,
Let x 0 ∈ X and let (x n ) n∈N be the cyclic sequence generated by (T j ) j∈J with starting point x 0 . Choose δ ∈ R ++ and w ∈ C such that δ ≥ 2 x 0 − w ≥ 2d C (x 0 ). Then x 0 ∈ I B(w; δ/2). From (153) and [3, Corollary 5] , there is κ ∈ R ++ such that {Y j } j∈J is κ-linearly regular on I B(w; δ/2). Let j ∈ J. By assumption, either ri C s j ∩ ri C t j = ∅ or C s j and C t j are polyhedral with C s j ∩ C t j = ∅, so we derive from Proposition 4.9 that T j is (Y j , ν j )-quasi coercive on I B(w; δ/2) for some ν j ∈ R ++ . By convexity and Lemma 2.12(ii), T j is α j /(1 + β j )-averaged, which implies that T j is (Fix T j , 1,
and hence (Y j , 1,
)-quasi firmly Fejér monotone on X. Now Theorem 5.1(iii) yields the R-linear convergence of the sequence (x n ) n∈N to a point x ∈ j∈J Y j .
Next, for every i ∈ I, by Fact 2.11(ii), P C i is nonexpansive, so P C i x n − P C i x ≤ x n − x for all n, and we deduce that P C i x n converges R-linearly to P C i x.
(ii): In the case where λ j = µ j = 2, since 0 ∈ int(C t j −C s j ), Lemma 2.13(ii) yields Fix T j = C s j ∩C t j , and then, by (151), Y j = C s j ∩ C t j . We deduce that Y j = C s j ∩ C t j for every j ∈ J, which together with (125b) yields j∈J Y j = i∈I C i = C. When specialized to the case of two sets, our results cover Theorems 4.3, 4.7, and 4.14 in [30] where R-linear convergence is proved for the classical DR algorithm. Proof. Applying Theorem 5.8 (noting that affine-hull regularity implies linear regularity due to Proposition 2.5) and Theorem 5.11 with m = 2, ℓ = 1, and (s 1 , t 1 ) = (1, 2), we get (i) and (ii)(a)-(ii)(b).
We now prove (ii)(c). Let x 0 ∈ X and let (x n ) n∈N be the cyclic sequence generated by (T j ) j∈J with starting point x 0 . Take δ ∈ R ++ and w ∈ A ∩ B such that δ ≥ 2 x 0 − w ≥ 2d A∩B (x 0 ). Then x 0 ∈ I B(w; δ/2). Since A and B are convex, Lemma 2.12(ii) implies that T is α/(1 + β)-averaged, hence it is (Fix T, 1, 
Conclusion
In this paper, we have presented a diverse collection of improvements on the linear convergence of the (cyclic) generalized Douglas-Rachford algorithm for solving feasibility problems. Our results indicate that one has great flexibility in choosing suitable parameters and still achieve convergence with linear rate. For instance, we have proved that the generalized DR algorithm involving at most one reflection converges R-linearly locally assuming only that the system of superregular sets {A, B} is linearly regular around the reference point. Interestingly, it remains open even in the convex case whether the classical DR algorithm (i.e., λ = µ = 2 and α = 1/2) converges with R-linear rate under the same assumption.
