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Abstract
The immense increase in bandwidth demand by various services such as
high definition video streaming, online gaming, and virtual reality have made it
increasingly challenging for operators to be able to provide satisfactory services to
the end users while making a profit. Cloud Radio Access Network (C-RAN) is a
new architecture that has been proposed to facilitate the mobile networks’ ability
to meet the increase in bandwidth demand.
C-RAN consists of three parts, namely Remote Radio Head (RRH), the front
haul link, and Baseband Processing Units (BBU) pool. Many RRHs are associated
with one BBU pool, and all RRHs within the pool are logically connected to every
BBU in the pool. Thus, a BBU-RRH switching algorithm needs to be developed
as it is able to enhance the performance of such architecture while managing
the resource efficiently. This work mainly focuses on providing a traffic profile
prediction based BBU-RRH switching algorithm using a real life dataset. There
are relevant works that propose algorithms to achieve this purpose, however some
of these algorithms suffer from high switching complexity while others fall short
in QoS provisioning. Therefore, this work aims to develop a BBU-RRH algorithm
that will be able to enhance the QoS while reducing the switching complexity with
the aid of machine learning techniques. This algorithm consists of three parts.
The first part proposes an efficient RRH clustering mechanism that determines
which RRHs are associated with a specific BBU pool. The second part utilises
recurrent neural networks (RNN) to predict the daily traffic profile of RRHs, so
that a relatively accurate traffic profile prediction can be obtained to facilitate the
switching algorithm. Finally the third part is the BBU-RRH switching scheme
that works in conjunction with the predicted traffic profile to make an informed
decision about the associations between RRHs and BBUs within the BBU pool.
The simulations have suggested that the proposed algorithm is able to reduce
the number of BBUs used and therefore save on energy. In addition, the algorithm
also reduces the occurrence of congestion and failure states, and thus improves the
quality of the service of the network. Finally, this switching algorithm also reduces
the switching complexity in comparison to an existing algorithm.
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Chapter 1
Introduction
1.1 Background to the study
Mobile networks play a crucial role in data transferring and communication.
It is envisioned in [1] that the monthly mobile network data demand will be
approximately 50 Exabytes in 2021, and the increase is almost 7-fold in comparison
to the demand in 2016. Such demands can no longer be satisfied with the
current paradigm of mobile network. Therefore, Fifth Generation (5G) network
is introduced as the next generation mobile network solution that offers excellent
quality of service (QoS) to its subscribers. Cloud Radio Access Network (C-RAN)
is proposed as one of the potential RAN architecture for 5G mobile networks due
to the following reasons [2]:
 It aligns with the cloud-computing paradigm of 5G
 It reduces energy consumption of the network
 It is suitable for non-uniform traffic
 It increases throughput while decreasing delay
 It is easy to maintain and upgrade
In C-RAN, multiple Remote Radio Heads (RRHs) are associated with one
Baseband Processing Unit (BBU) pool. The RRHs merely provides radio coverage
while the BBU provides computational power needed for the network. Each
1
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RRH is logically connected to every BBU in the pool and the connections can
be dynamically adjusted. Therefore an efficient BBU-RRH switching algorithm is
required to manage the computational resource, and such algorithm can potentially
affect QoS provided by the network.
Machine Learning is a technique that allows the computer to learn to perform
a certain task without being explicitly programmed [3], and such technique is
currently the state-of-art in many fields that involve complex non-linear data
treatment [4]. In this work, machining learning is applied to identify potential
clusters of RRHs that will be served by one BBU pool, as well as predicting the
daily traffic profile of cells. This work focuses on developing a BBU-RRH switching
algorithm that attempts to minimise the number of active BBUs while improving
QoS.
1.2 Objectives of this study
1.2.1 Problems to be investigated
The problem under investigation is to develop an efficient BBU-RRH switching
algorithm that dynamically adjusts the associations between RRHs and BBUs in
C-RAN. This algorithm will be developed with the knowledge of daily traffic profile
and clustering of RRHs, which is obtained by machine learning on a real world
dataset.
1.2.2 Purpose of the study
This study contains the following as its purposes:
 Process a real world big data set
 Cluster RRHs that will be served by a single BBU
 Predict the traffic profile of each RRH or cell
 Establish a BBU-RRH switching algorithm that will reduce energy
consumption and switching complexity while improving QoS
Finally the algorithm is validated by method of simulation.
2
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1.3 Scope and limitations
The scope and limitations are:
 5G standards are not clearly defined at the moment
 The RRHs of only one operator is considered
 Due to lack of details of RRHs (such as coverage, power, etc.), the RRHs are
arranged according to hexagonal convention, which indicates no overlapping
between coverage of RRHs
 Aggregate distance is the only parameter used in RRH clustering
 The increase or decrease is assumed to be linear within the sampling period
of the traffic profile model
 The volume of traffic is scaled in the dataset
 The front haul link capacity is assumed to be sufficient
 One RRH can only belong to one BBU within the BBU pool
1.4 Plan of development
The plan of development of this report is as follows:
 Chapter 2 - Presents relevant literatures that will be useful in fulfilling the
purposes of study
 Chapter 3 - Presents the dataset used in the study
 Chapter 4 - Presents and validates the implementation of the RRH clustering
method
 Chapter 5 - Presents and validates the implementation of the traffic profile
prediction model for the RRHs
 Chapter 6 - Presents and validates the implementation of the BBU-RRH
switching algorithm
3
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 Chapter 7 - Draws conclusion based on the obtained results and discussion
 Chapter 8 - Suggests future work to improve on the current study
1.5 Author’s Publication
Part of the work presented in this thesis is published by the author in:
 J. Liu and O. Falowo, Traffic-aware heuristic bbu-rrh switching scheme
to enhance QoS and reduce complexity,” in 2018 IEEE 29th Annual
International Symposium on Personal, Indoor, and Mobile Radio
Communications (PIMRC), Sep 2018.
 S. T. O. F. G. M. Jiamo Liu, Udita Paul, K-means based spatial base
station clustering for facility location problem in 5g,” in 2018 The annual
Southern Africa Telecommunication Networks and Applications Conference,
pp. 44{49, Sept 2018.
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Literature Review
2.1 The Fifth Generation of Wireless Network
This section gives an overview of the progress and status of fifth generation of
wireless networks.
2.1.1 Shortcomings of Traditional Mobile Networks
The volume of mobile traffic is ever-increasing [1] and such increase will only
become even more explosive, as more use cases such as Internet of Things (IoT),
virtual reality (VR) are proposed from the demand side. According to [5], an
average mobile user is expected to consume around 1 terabyte annually by the
year 2020. Thus, it becomes an almost impossible task for the current LTE system
to accommodate such explosive growth in data demand and the ever-expanding
use cases. To put it in perspective of LTE networks [6], an ideal LTE network
with a theoretical downlink data rate of 150 Mbps and a 2 × 2 MIMO can only
support less than 40 full HD video streaming if the rate of streaming is 4 Mbps.
In addition, LTE network is designed to accommodate 600 RCC-connected users
within a cell [6], however this is far from sufficient for use cases such as IoT or
Machine to Machien Communications (M2M), where each service could potentially
require thousands of devices connected to a single cell. Even though there are many
research that aims to enhance the capacity of the current LTE networks, this is
however only a temporary solution. Thus, a new mobile network technology is
required to sustain these new use cases in the long run.
5
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2.1.2 5G Overview
5G is considered to be the next major technological advancement from the current
4G wireless networks. In addition to the enhanced QoS, the 5G networks are also
expected to accommodate a wider range of vertical industries and play a more
significant role in the daily life. However, 5G is still in the rudimentary stage
and its standard is not yet available at the time of writing. The performance
requirements or specifications of 5G mobile networks can be characterised as the
following [6]:
 Data rates of 1 Gbps or more: This envisioned downlink data rate is at least
10 times of the theoretical maximum data rate (150 Mbps) of LTE network
 Low round trip delay: The delay of the 5G networks is required to be less
than 1 ms, which is one tenth of the delay of LTE networks
 Massive number of connections: One of the main objectives of 5G networks
is to enable use cases such as IoT and M2M, and this requires 5G networks
to provide connections to thousands of devices
 Ultra-reliability: Due to some mission-critical use cases of 5G, the network
is required to be available for connection almost ubiquitously. The degree of
reliability is envisioned to be 99.999%
 Reduced energy consumption: The energy consumption of 5G network is
predicted to be a tenth of that of LTE networks
It can be easily observed from above that 5G indeed has some demanding
specifications, and fulfilling these demands is not trivial. Therefore, a set of 5G
facilitators are proposed to aid the implementation of 5G, and some of these
facilitators will be discussed in the following sections. Figure 2.1 shows an
schematic overview of 5G networks.
2.1.3 5G Facilitators
Numerous technologies have been proposed to be incorporated as part of the 5G
network. Motivations and brief descriptions of these facilitators will be presented
in the following sections.
6
Chapter 2 2.1. The Fifth Generation of Wireless Network
Figure 2.1: Schematic diagram of 5G [6]
Software Defined Networks
The high demand for data rate and connectivity of 5G network results in a more
dense cell deployment, and this leads to an increased number of network elements.
Configuration and management of these elements becomes a complex problem and
software defined networks (SDN) is proposed as one of the potential solution. SDN
separates the data plane from the user plane [7], and this allows more flexibility and
scalability to the network. This idea is shown in Figure 2.2. It should be noted that
this plane separation enables the control signals to be transmitted on a different
band that is independent of user or data plane, which leads to an decrease in control
signal overhead [8]. Such segregation is achieved by programming various off-the-
shelf components in software and thereby reducing the reliance on task-specific
hardware. Due to the software based design of the network, the configuration and
management of the network can now be performed remotely at a central controller,
which greatly simplifies the process [7].
7
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Figure 2.2: Separation of user plane and control plane [6]
Network Slicing
5G is expected to host many use cases or vertical industries and it is obvious
that the QoS requirements of these vertical industries differ from each other. For
example, a health monitoring service favours reliability over throughput, whereas
mobile broadband services prefer networks with high data rate. It is therefore of
great interest to be able to provide differentiated services to different use cases as
an operator [9]. The use cases can be classified into the following categories based
on their QoS requirements [9]:
 Enhanced mobile broadband (eMBB): It generates significant amount of
data, and requires high data rate
 Critical communication (CriC): It requires the network to be ultra-reliable
while having a very low latency, the volume of data transferred is usually
relatively less
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 Massive IoT (mIoT): This use case is characterised by a massive number of
connections as well as lack of mobility
 Vehicle-to-X (V2X) communications: This service has the characteristics of
CriC with additional demands such as high speed accuracy
In contrast with the traditional one-size-fits-all approach, network slicing provides
multiple end-to-end logical networks on a common physical infrastructure, and this
is depicted in Figure 2.3. All these logical networks or slices are isolated from each
other, and they can be created and managed on demand using software. Each slice
can serve subscribers with similar demands and characteristics, therefore each slice
can be optimised for the specific task and this leads to an enhanced QoS while
saving on network resources [10].
Figure 2.3: Multiple task-specific independent logical networks on a shared
physical hardware [10]
The mechanisms used to achieve this highly flexible networks are SDN and
network function virtualisation (NFV). NFV essentially allows a network function
to be deployed on a generic hardware using software programming, whereas SDN
allows the network to be easily managed via software. These techniques allow
operators to lease physical infrastructure from an infrastructure provider (InP)
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and run their services on those generic hardware. This new approach (shown in
Figure 2.4) will empower the network with more scalability and flexibility while
saving the operators from providing and managing the physical hardware.
Figure 2.4: Interactions between principal participants in network slicing [10]
2.1.4 Cloud Radio Access Network
One of challenges in mobile network is the non-uniformity of volume of mobile
traffic due to spatial and temporal behaviours of subscribers. For example, there
will be more mobile traffic in a residential area at night in comparison to that of an
office area. This temporal and spatial related trend in volume of traffic, shown in
Figure 2.5, is known as the tidal effect [11]. It can be observed in Figure 2.6 that
the non-uniformity is reduced and smoothed out by aggregating different traffic
patterns or profiles together. Thus, C-RAN is proposed as the potential solution
to address tidal effect and other challenges of mobile networks in the 5G context.
In the traditional approach, each base station is equipped with computation
units that are responsible for processing signals. However this approach is clearly
inefficient, because the capacity of these units has to be designed according
to peak traffic to ensure ubiquitous connection for subscribers, which leads to
10
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Figure 2.5: The non-uniformity of mobile traffic load of different regions during a
day
a significant amount of wastage in computation resources because each BBU
is under-utilised most of the time. Furthermore, it also becomes extremely
challenging to manage and maintain these units as the network scales, and this
is caused by the de-centralised placements of these computational units. In
order to mitigate some of these challenges, the computational units are now
placed at a more convenient and centralised place that could be as far as 40
kilometres from the RRH [13] [12]. This, of course, makes management and
maintenance simpler while reducing energy usage for cooling and etc. However,
the associations between RRH and computational units remain static, which still
leads to a significant waste in computing power. C-RAN is then designed to
address the shortcomings of the previously mentioned approaches. C-RAN also
has remote RRHs that allow simpler maintenance and management of the network
while collecting computational resources into a pool called BBU pool. In addition,
all computational units or baseband units within pool are logically connected to
every RRH that the pool serves, which allows RRHs within under-utilised BBUs
to be switched to other BBUs and thereby reducing the total number of active
BBUs. This feature improves BBU resource utilisation while reducing the energy
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Figure 2.6: Aggregation of different traffic profiles produce a much smoother
aggregate traffic profile [12]
consumption by shutting down un-used BBUs [12]. In addition to the RRHs and
BBUs mentioned above, C-RAN also requires a high-performance fronthaul link to
transmit data between the BBU pool and the RRHs, and optical fiber is envisioned
to be the most suitable candidate for this purpose [14]. A general C-RAN network
is illustrated in Figure 2.7.
Figure 2.7: A general C-RAN network [14]
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2.2 Traditional Time Series Prediction
This section gives an overview of two classical methods used in regression problems.
2.2.1 ARIMA
ARIMA stands for Auto-Regressive Integrated Moving Average, it is one of the
most widely adopted statistical method for time series prediction. It is a generic
statistical process that can be transformed into different auto-regressive models
when its parameters are modified. An ARIMA model consists of two processes,
namely auto-regressive (AR) model and moving average (MA) model.
In an AR model, the predicted value or variable depends on a linear
combination of its past values, and a pth order AR(p) model is denoted by the
following equation [15]:
yt = c+ α1yt−1 + α2yt−2 + . . .+ αpyt−p + ew (2.1)
Where c is the mean of the process or data samples, yt is the predicted sample
of data, α is the weight of past observations, and ew is the white noise. The α
values are determined using various non-linear error minimisation or log likelihood
maximisation methods, and these methods usually exist as a black box within
different statistical software packages.
It should be noted that ARIMA performs well when the process is stationary or
c = 0. Therefore the differencing method is applied to all data samples to ensure
that the process is stationary and properties of the time series are independent of
the time of observation. This transformation is governed by the following equation:
yˆt = (yt − yy−1)− (yt−1 − tt−2)− . . .− (yt−d+1 − yt−d) (2.2)
where d is the degree of differencing.
The MA model predicts the current value yt by linearly combining the past
forecast errors, and a qth order MA(q) model is represented by the following
equation:
yt = c+ et + βet−1 + . . .+ βqet−q (2.3)
where et is the error of past predictions, and β is the weight of past errors.
Combining these equations, a complete ARIMA(p, d, q) is obtained as the
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following:
yˆ′t = c+ α1yˆ
′
t−1 + α2yˆ
′
t−2 + . . . α1yˆ
′
t−p + et + βet−1 + . . .+ βqet−q (2.4)
Where yˆ′t is the predicted value of differenced data samples. This ARIMA
process can be transformed into the following auto-regression models given specific
parameters:
Model Name ARIMA model
White Noise ARIMA(0, 0, 0)
Random Walk ARIMA(0, 1, 0)
Auto Regression ARIMA(p, 0, 0)
Moving Average ARIMA(0, 0, q)
2.2.2 Kalman Filter
Kalman filter recursively operates on a linear state space, and this filter is able
to predict the future states in addition to estimating the current states which
deviate from true values due to noises. This filter can be further decomposed
into prediction phase and correction phase. This filter initially predicts the state
variables in the linear state space, and then the state predictions are corrected
during the second phase. This method iterates until the error covariance arrives
at a local minima in the optimisation procedure [16]. The state space model used
in Kalman Filter is given as:
yk|k−1 = Ayk−1|k−1 +Buk−1|k−1 + ek−1|k−1 (2.5)
The measured states are related to the predicted states by the following
relationship:
zk|k−1 = Hyk−1|k−1 + nk−1|k−1 (2.6)
y is a matrix that contains all state variables of interest. A is the transformation
matrix that relates current states to future states in the absence of externalities
e. u is a controlled input and B describes the system reaction to input. H maps
the true states into the observation states, e, n are modelled as white noise with a
mean of 0 and covariance P,Q respectively. The correction phase is governed by
the following equations:
yˆ− = Ayˆk−1 +Buk−1 (2.7)
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P−k = APk−1A
T +Q (2.8)
yˆ− is the a priori estimation, yˆ is the a posteriori estimation, P− denotes the a
priori estimation of the error covariance matrix and P denotes the a posterori error
covariance matrix. Furthermore, the relationship between the a priori estimation
and the a posteriori estimation is defined as the following:
yˆk = yˆ
−
k +K(zk −Hyˆ−k ) (2.9)
The difference represents the residual or the error, which can be interpreted as how
much the measured states deviate from the observed states. K denotes the Kalman
gain which should minimise the a posteriori error covariance matrix P. After the
above mentioned prediction phase, correction phase is introduced to enhance the
prediction accuracy. The correction phase is depicted by the following equations:
Kˆ = P−k H
T (HP−k H
T +R)−1 (2.10)
yˆk = yˆ
−
k + Kˆ(zk −Hyˆ−k ) (2.11)
Pk = (Iˆ − KˆH)P−k (2.12)
This correction phases calculates the posteriori error covariance matrix and
estimates based on the a priori error covariance matrix and estimates. The
updated matrix are then used to calculate the next states in the state space model,
and this iterative approach can be used to extrapolate the future states.
2.3 Machine Learning Methods
Machine learning is currently the state-of-art technique for regression and
classification problems, because it is able to produce a much more accurate result
for a highly complex and non-linear dataset in comparison to its traditional
counterparts [17]. This section gives an overview of a few popular machine learning
techniques for regression problems.
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2.3.1 Linear Regression
Linear regression is the simplest form of machine learning regression techniques,
and this section serves to illustrate some common key concepts in machine learning
techniques [18]. Consider a scenario that we have a 2-dimensional (1 feature) data
set D in the form of:
D = {(x1, y1), (x2, y2), . . . , (xn−1, yn−1), (xn, yn)} (2.13)
We are trying to approximate a relationship between x and y based on the existing
data, furthermore we also have the additional insight that the relationship should
be approximately linear. We can then fit a regression line L for the data set, and
L can be written as the following form:
L : y = b0 + b1x (2.14)
The initial values of both b0 and b1 are chosen arbitrarily, which means that the
regression line most likely fits poorly for the given dataset D. It is obvious that
by changing parameters b0 and b1, we can adjust the shape of the line L, and we
should adjust it until a good fit occurs. Thus, we can measure how well the line
fits the data by computing a cost function e(b0, b1):
e(b0, b1) =
1
2n
n∑
i=1
(yˆi − yi)2 (2.15)
Where yˆ is the predicted or fitted value, and y is the actual value in the data set.
It can be observed that the cost function is essentially the mean squared error of
the regression. The objective is then to minimise the cost function iteratively so
that L can fit the dataset well, and the technique used for this is called gradient
descent.
Gradient Descent
When the cost function e reaches a local minima then the partial derivative with
respect to all variables should be 0. This basic idea allows us to traverse the cost
function in the direction of the gradient until a saddle point is reached, thus the
gradient descent is represented as the following:
bˆ0 = b0 − α ∂
∂b0
e(b0, b1) (2.16)
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bˆ1 = b1 − α ∂
∂b1
e(b0, b1) (2.17)
Where b0, b1 are the updated parameters and α is called the learning rate, which
modifies how much we descent in the direction of the gradient. These steps
should be repeated until a saddle point is reached, however there are a few
shortcomings with this simple implementation. The first shortcoming is that the
cost function is not necessarily convex, therefore the saddle point could be either
a local maxima or a local minima, and this local minima and maxima does not
guarantee a satisfactory result. More sophisticated stochastic methods, such as
Adam optimiser, are implemented to overcome these challenges. Another very
important challenge is the choice of learning rate α, inappropriate α value could
lead to failure to converge, as a result some fine tuning and heuristic insight is
required. This linear regression can be visualised in Figure 2.8
Figure 2.8: Graphical Visualisation of Linear Regression [18]
2.3.2 Neural Networks and Deep Learning
Linear regression and similar supervised learning methods all require prior insight
of the shape of the function that would fit the data well. However, a lot of
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regression and classification problems in reality are highly complex and non-linear,
therefore these methods are not the most ideal approaches [19]. Artificial neural
networks, which is inspired by the operation of biological neutral networks, are
the state-of-art techniques that are proven to produce satisfactory results for
these problems. A single hidden layer artificial neural network architecture can be
represented in Figure 2.9.
Figure 2.9: Single Hidden Layer Neural Network Architecture [20]
In Figure 2.9, 3 features are fed into the neural networks, which are depicted by
x1, x2, x3 in the input layer L1. The +1 term is called the bias term, which is used
to offset any constant term that potentially exists in the dataset. The connections
in the form of black arrows between L1 and L2 are essentially weights, w, that are
applied to the computation that each neuron performs. a are outputs computed
by neurons in L2, and they are fed as inputs into the output layer L3. h in this
case is the output of the entire neural network. This architecture can be written
as 4X4X1 to denote the number of neurons in each layer.
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Figure 2.10: Single Neuron [20]
Single Neuron
Assume that x1, x2, . . . xn are fed into a single neuron. The output, a, of the i
th
neuron will be governed by the following equation:
ai(w, b) = f(
n∑
j=1
wjxj + bi) (2.18)
f is called an activation function, which is used to induce some non-linearity to
the sum of weighted inputs, and b is a constant term which attempts to offset the
constant values. An overview of a single neuron is given in Figure 2.10.
Activation Function
Activation functions are used to map the linear output to a non-linear space, as
well as limiting the output to a given range of values. This section shows the
plots and mathematical expressions of a few popular activation functions which
are shown in Figure 2.11. The formula of tanh(z) is given by:
f(z) = tanh(z) =
ez − e−z
ez + e−z
(2.19)
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Figure 2.11: Examples of Activation Functions [20]
The sigmoid activation function is governed by:
f(z) =
1
1 + e−z
(2.20)
Finally the rectified linear function is given by:
f(z) = max(0, z) (2.21)
z in our example is the sum of weighted inputs into one neuron. The activation
functions should be chosen with care, as it plays an important role in the
performance of the neural networks. For example, the tanh has a range of [0, 1],
which makes it an ideal choice when dealing with probabilities. The best activation
function choice is usually not obvious, therefore one may have to experiment with
different activation functions before finding the ideal one.
Forward Propagation
At this stage, the governing equations of each neuron in the hidden or intermediate
layers are established, and it is possible to compute the final output h using above
defined rules if the weights that each link represents are known. The final output
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hw, b in Figure 2.9 can then be represented as the following:
h(w, b) = f(
4∑
j=1
ajf(
4∑
i=1
xiwi + b)) (2.22)
However, this approach, which is called forward propagation, would require
manually or iteratively defining each link with a weight value, which is obviously
not scalable and sub-optimal when the size of the neural networks gets larger.
Thus, an automatic weight tuning mechanism, called back propagation, is
introduced to overcome this challenge.
Back Propagation
Similar to the idea of gradient descent shown in the previous section, it would
be of great interest to study how the weights, w, would affect the performance of
the neural network, and this study enables automatic tuning of weights in neural
networks. Firstly, the cost function of the neural networks in Figure 2.9 for m
training examples is defined as:
e(w, b;x, y) =
1
2
||hw,b(x)− y||2 (2.23)
e(w, b) = [
1
m
m∑
i=1
e(w, b;x, y)] +
λ
2
2∑
l=1
4∑
i=1
4∑
j=1
(wji)
2 (2.24)
Equation 2.23 is similar to the cost function defined for gradient descent, which
essentially computes the squared difference between the hypothesis and the target
value. The first term in Equation 2.24 computes the average error for m training
examples under the current w, b and the second term is called a weight decay,
which penalises larger weights and allows the model to change more smoothly and
generalise better. λ is a constant that controls how severe the penalty is. Equation
2.24 is a function of a vector of w and b, therefore it is possible to minimise the
error with respect to different w and b, and this idea resonates with that of gradient
descent, the equations are as follows:
wˆlij = w
l
ij − α
∂
∂wlij
e(w, b) (2.25)
bˆli = b
l
i − α
∂
∂bli
e(w, b) (2.26)
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Where l denotes the layer involved in the calculation, i, j denotes the neurons
involved, α is the learning rate and wˆ, bˆ denotes the updated values after
back propagation. However, it should be noted that this method is not only
computationally expensive, but also facing similar problems of that of gradient
descent.
Over-fitting Prevention
One of the biggest challenges of neural networks model is over-fitting. Over-fitting
occurs when the neural networks work extremely well on the training set, however
fails to generalise and produce reasonable output when a new batch of similar data
is fed in. Examples of under-fitting, over-fitting and desired fitting are given in
Figure 2.12.
Figure 2.12: Examples of Under-fitting, Desired and Over-fitting [21]
One of the most popular technique to combat over-fitting is called early
stopping. Assume a data set of size n is provided for the neural network model,
early stop mechanism divides the data set into 3 sections, namely training set,
validation set and test set. The convention of the ration between the three sets are
usually 70%/15%/15%. The neural network will train on the given training set and
monitor the error of the model on the validation set. If the error on the training
set is extremely low in comparison to that of validation set, then it is possible that
over-fitting has occurred, and this can be shown in Figure 2.14. Therefore we need
to stop the training early enough so that the generalisation is preserved during the
training process. This idea can be illustrated in Figure 2.13.
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Figure 2.13: Early Stopping for Training [21]
Figure 2.14: Over-fitting detection [21]
2.3.3 Recurrent Neural Network Models (RNN)
The models introduced above are feed-forward models, which means no feedback
loops are present in the architectures. Those models are widely adopted in pattern
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recognition as they attempt to directly relate the inputs to the outputs without
taking consideration of the possible impacts of previous inputs. By introducing
feedback or loops into feed forward architectures, the neural network model is
able to memorise states that are related to previous inputs, and the final output
is obtained by taking current as well as past inputs into consideration. This is
particularly useful when the order of data is relevant. Because of this unique
feature of recurrent neural network model, it is generally regarded as the state-of-
art method to solve time-series regression problems. The architectural differences
between the two models are illustrated in Figure 2.15. RNN models can be further
Figure 2.15: Feed-forward VS RNN architectures [22]
expanded or unrolled into a series of neural networks whose size depends on the
number of past inputs deemed relevant. This can be shown in Figure 2.16. In
Figure 2.16, the left shows the compact representation of RNN model which can
be unrolled into a sequence of 3 neural network models if 2 past inputs are of
interest. xt is the input at the current time instant, U,W, V are the weights of the
RNN model, st is the hidden state or memory at the current time instant, and ot
is the output at the current time instant. Therefore the hidden state st can be
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Figure 2.16: Unrolled RNN model [23]
calculated as the following:
st = f(Uxt +Wst−1) (2.27)
Where f is the activation function which usually is a non-linear function such as
tanh or ReLU . The output ot is therefore governed by the following equation:
ot = softmax(V st) (2.28)
softmax function normalises the output value to the range of [0, 1] and it can
be inverse-transformed to give real-life interpretation. Although a simple RNN
model is thought to be a novel model that incorporates past inputs into learning,
however it suffers from exploding gradient and vanishing gradient problems if no
amendments are made to the model.
Exploding and Vanishing Gradients
Using the unrolled diagram of Figure 2.16, we can formulate the Back Propagation
Through Time (BPTT) as the following:
Et(ot, oˆt) = −ot log oˆt (2.29)
The above equation calculates the error or cross entropy loss at time instant t. o
denotes the target value and oˆ denotes the hypothesis value. The overall error of
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the RNN model is therefore:
E(o, oˆ) =
∑
t
E(ot, oˆt) (2.30)
According to the back propagation defined in Equation 2.25, the derivative of error
at time instant n with respect to U, V,W can then be represented as the following:
∂En
∂V
=
∂En
∂oˆn
∂oˆn
∂V
(2.31)
According to Equation 2.28 and 2.29, this derivative can be computed using
parameters from the current time instant only. However this is not the case for
both ∂En
∂U
and ∂En
∂W
, because function s is related to all current and previous U,W
as shown in Equation 2.27. This can therefore be shown as the following:
∂En
∂W
=
∂En
∂oˆn
∂oˆn
∂sn
∂sn
∂W
(2.32)
It should be noted that sn is related to all past sn, therefore chain rule needs to
be applied to that partial derivative term, thus the final form is obtained as the
following:
∂En
∂W
=
n∑
k=1
∂En
∂oˆn
∂oˆn
∂sn
∂sn
∂sk
∂sk
∂W
(2.33)
∂En
∂U
=
n∑
k=1
∂En
∂oˆn
∂oˆn
∂sn
∂sn
∂sk
∂sk
∂U
(2.34)
In [24], Pascanu et al pointed out that Equation 2.33 and 2.34 could either be
extremely large (exploding) or small (vanishing). Fortunately, exploding gradient
problem can be detected easily as the outputs or hypothesis will simply be NaN .
One simple but effective way to combat this challenge is called gradient clipping
[24], which basically limits the gradient to a pre-defined threshold. On the other
hand, it is also possible for any one component of these gradient terms to approach
0 and creates a vanishing gradient problem. If weights for one of the neuron to
be 0, it then drives all previous layers’ gradients to be 0 and this will cause the
neural network model unable to learn the long-term dependencies. Unfortunately
this is a lot more difficult to solve, new architectures and thinkings are needed to
address this challenge.
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Long Short Term Memory (LSTM)
LSTM is introduced in [25] in 1997 as one of the early attempt to address
the vanishing gradient problem. It has gained tremendous popularity after the
introduction, and it is probably the most classic RNN model used for time-series
prediction. Different from the traditional RNN model, in which the neuron only
includes one activation function such as tanh, LSTM has introduced additional
components in the neuron to produce a much more plausible result. The LSTM
architecture has forget, input, and output gates which assigns weights to the
respective parameters, and this gives an indication of how important historic data
is in comparison to the output. An overview of the LSTM architecture is given in
Figure 2.17
Figure 2.17: LSTM architecture [26]
In figure 2.17, σ denotes a sigmoid function that outputs a value between 0
and 1, c is the memory or cell state of the neuron, F is the input at a certain time
instant,each rectangular block is a neuron in the neural network model and h is
the hypothesis or output. Based on the above diagram the following governing
equations of gates of LSTM can then be obtained:
ft = σ(Wf · [ht−1, Ft] + bf ) (2.35)
Where f is the output value of forget gate, Wf is the weight vector of forget gate,
and b is the constant term. It is possible that certain past inputs are no longer
relevant to the current output, therefore forget gate is used to enable the network
to forget such past inputs by attenuating its value. The new cell state, which is
modified by input gate, is updated according to the following rules:
it = σ(Wi · [ht−1, Ft] + bi) (2.36)
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Ct = ft ∗ Ct−1 + it ∗ tanh(Wc · [ht−1, Ft] + bc) (2.37)
Where it is the input gate. Finally the output, which is modified by output gate,
are obtained by the following equations:
Ot = σ(Wo · [ht−1, Ft] + bo) (2.38)
ht = Ot ∗ tanh(Ct) (2.39)
Where Ot represents the output gate and weights of different gates are tuned using
back propagation. Based on the above equations, it can be observed that LSTM
introduced a few more hyper-parameters such as weights of different gates, and
this addition allows the network to establish a more accurate model for data with
complex long-term dependencies. Furthermore, LSTM is also able to prevent the
vanishing gradient problem as it selectively memories the useful information from
the previous state, which means multiplication of many derivative terms in back-
propagation, such as that of Equation 2.33, is avoided because only the last state
is required in the process of back propagation. However this accuracy is achieved
at the cost of complexity, the computational time of LSTM model is usually much
longer in comparison to a simpler architecture.
Gated Recurrent Units (GRU)
GRU is a LSTM-based model proposed by Cho el al. in 2014 [27]. It basically
aggregates the forget and input gates into a update gate. This modification
simplifies the original LSTM architecture, and therefore it has proven to be less
computationally costly during training. Apart from the low complexity, empirical
evidence also suggests that it is able to achieve similar performance to LSTM [28].
The overall architecture of GRU is illustrated in Figure 2.18. The governing
equations of a GRU unit is then:
zt = σ(Wz · [ht−1, xt]) (2.40)
rt = σ(Wr · [ht−1, xt]) (2.41)
hˆt = tanh(W · [rt ∗ ht−1, xt]) (2.42)
ht = (1− zt) ∗ ht−1 + zt ∗ hˆt (2.43)
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Figure 2.18: GRU architecture [29]
Deep Learning
The traditional learning techniques mentioned above requires the prior knowledge
of the features suitable for the model to perform a certain task. For example, if
the neural network model is to perform a task of predicting the price of a house
based on certain parameters, these parameters or features (area, location, etc.)
have to be manually determined before feeding into the networks, and this process
is called feature engineering. However, it is possible for a certain task to have
many features or features that can not be identified easily, and such challenge
could servilely degrades the performance of the neural networks. Deep learning
was then proposed to address this challenge by allowing the neural network to
extract the features automatically, and this is achieved by stacking multiple layers
of neural networks together to form a deep or hierarchical architecture [30]. An
example of deep learning architecture is represented in Figure 2.19.
29
Chapter 2 2.3. Machine Learning Methods
Figure 2.19: Deep learning architecture [30]
In addition to feature extraction, deep learning models are also superior
in comparison to shallow learning in scalability. Deep learning models benefit
significantly from training on big data which is now available thanks to the
advancement in data science and storage technologies. Performance of traditional
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shallow neural networks converge, which means they do not benefit from additional
data in the training set, whereas deep learning neural networks scale well with
increase in size of the training set, and such relationship is shown in Figure 2.20.
Due to the above mentioned advantages, deep learning has really taken off as one
of the most popular architecture or technique when supervised learning is required.
Figure 2.20: Deep learning scalability [31]
2.4 Clustering Methods
The objective of clustering is to identify elements with similar features of interest
and group them accordingly. Machine learning techniques are the most popular
approaches to deal with such problems. This section gives an overview of a few
widely adopted machine learning techniques in the context of clustering problems.
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2.4.1 Expectation Maximisation(EM)
EM is a widely adopted unsupervised learning algorithm that aims to cluster data
based on their characteristics. This method can be divided into two steps, namely
expectation and maximisation. The expectation step calculates the expectation
of a certain data element belonging to a certain probability distribution, and
then the probability distribution parameters are updated to maximise the sum of
expectation of all data elements (Maximum Likelihood). This method is repeated
until convergence when the expectation can no longer be increased [32]. The logic
of EM method is shown in Figure 2.21
Gaussian Mixture Models
This section gives an overview of the Gaussian Mixture Model (GMM) which is
the most popular probability density function or model used in EM method [32].
In this model, we assume that there are k Gaussian sources and each is associated
with a certain mean µ and standard deviation σ. Each Gaussian source can be
represented as in Equation 2.44.
N(x, µ, σ) =
1
σ
√
2pi
e−
(x−µ)2
σ2 (2.44)
The linear combination of k Gaussian sources can then be represented as in
Equation 2.45.
p(x|µ, σ) =
k∑
i=1
piiN(x, µi, σi) (2.45)
It should be noted that µ and σ denotes vectors of means and standard deviations
of the k Gaussian sources. pi is the hidden variable or weight of each Gaussian
source. Assume that k clusters are formed to classify the given data points, then
the probability, ric, of the i
th data point belonging to a certain Gaussian source c
is then computed as in Equation 2.46, and this step is called expectation:
ric =
picN(xi|µc, σc)∑k
j=1 pijN(xi|µj, σj)
(2.46)
It should be noted that all parameters such as mean, standard deviations are
treated as constants during the expectation steps, the parameters are then updated
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Figure 2.21: Logic of EM method [32]
to maximise the sum of log likelihood of all data points belonging to the Gaussian
sources, and the update equations of the maximisation step are shown in
Equations 2.47, 2.48, 2.49, 2.49 :
µnewc =
1
Nc
∑
i
ricxi (2.47)
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Nc =
∑
i
ric (2.48)
σnewc =
1
Nc
∑
i
ric(xi − µnewc )2 (2.49)
pic =
Nc
n
(2.50)
Where n is the total number of data points. These update procedures are repeated
until the Gaussian sources are no longer altered due to change in the membership
of each Gaussian source, and this procedure produces a soft membership as each
data point belongs to a Gaussian source with a certain probability.
2.4.2 K-Means Clustering
K-means clustering can be considered as a variant of the EM method mentioned
above, as its procedure is quite similar to EM method. K-means clustering also
has two distinctive phases, the first phase assigns all data elements to the centroid
or clusters closest to it, after which it calculates the total aggregate distance of
all members belonging to a centroid, and the second phase re-locates the centroid
according to the locations of its members. Assume that a n dimensional data set
X is to be classified into k clusters denoted by K. The aggregate distance is then
calculated as in Equation 2.51 [33]:
e =
k∑
m=1
∑
X∈Km
||X −Km|| (2.51)
It should be noted that all k centroids are initialised at random locations, therefore
K-means algorithm is inherently non-deterministic if the problem is not convex.
Furthermore, different kinds of distances, such as Euclidean distance, Manhattan
distance and etc. can also be used in the calculation, and this will play an
important role in the outcome of the algorithm. The locations of the centroids
are then updated by computing the mean value of the positions of its l members,
and this is represented in Equation 2.52:
Km = (
∑l
i=1 xi1
l
,
∑l
i=1 xi2
l
. . .
∑l
i=1 xin
l
) (2.52)
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These two steps are repeated until no membership change occurs as a result of
the updated centroid locations, and at this point the algorithm is declared to be
converged. One of the challenges of implementing K-means and EM method is the
prior knowledge of the number of clusters needed. Furthermore, these algorithms
also do not produce global optimal solutions as they are non-deterministic in non-
convex problems, however these problems can usually be solved to a satisfactory
degree with heuristic methods.
Elbow Method
The elbow method is a heuristic method used to determine the number of suitable
clusters for the above mentioned clustering algorithms [34]. In this method, the
distortion of the output is compared against the number of clusters. A distortion
could be defined in the form of aggregate distance, inverse likelihood, and etc.
In essence, distortion is inversely related to the performance of the clustering
algorithm. It should be noted that it is possible for distortion to reach a value of
0 when the number of clusters is equal to the size of the data set, however this
is not practical in real life. Thus, the number of clusters is heuristically chosen
when an increase in number of clusters does not result in a significant decrease in
distortion. An example of the elbow method is shown in Figure 2.22
The Silhouette Method
This provides a more analytical method to determine the suitable number of
clusters. This method basically measures how well a point is assigned to a cluster
by measuring its similarity to its cluster against the dissimilarity against other
clusters. The Silhouette index s is governed by the following equation:
s(i) =
b(i)− a(i)
max{a(i), b(i)} (2.53)
a(i) is the average distance between ith data element to all the other elements that
belong to the same cluster of data element i. b(i) is the smallest average distance
between data element i to all the other clusters that data element i is a not a
member of. It can be observed that s(i) is a number between −1 and 1, if s(i)
is equal to 1, then it is theoretically perfectly clustered, and the reverse is also
true at the other extreme value −1. By taking the average of s(i) of the entire
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Figure 2.22: Illustration of elbow method [34]
dataset, it is then possible to obtain an indication of how well the clustering is
performed. If an inappropriate number of clusters are chosen then it is possible
that certain groups of datums may have a low Silhouette index in comparison to
others, therefore the number of clusters should then be altered.
2.5 Current BBU-RRH Switching Schemes
Based on the C-RAN model described in Section 2.14, a user can only get access to
the network if he is connected to one of the RRHs that are associated with a BBU
within the BBU pool, it is then obvious that this access problem can essentially be
modelled as two separate components. One component is the association between
users and RRH, while the other is the association between RRHs and BBUs within
the BBU pool. It should be noted that RRHs that are associated with a BBU may
need be switched over to other BBUs when there is insufficient capacity at the
original BBU, therefore a switching algorithm needs to be developed to perform
this task efficiently. This section only gives an overview of some of the BBU-RRH
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switching schemes available at the time of writing as the association or switching
between users and RRHs is not of interest in this study.
2.5.1 Semi-Static and Adaptive Switching Schemes
Namba et al. have proposed a semi-static and an adaptive algorithm in [35] and
this work is considered as the basis of many other switching algorithms. In addition
to the algorithms they have contributed, they also outlined two widely adopted
principals in the switching algorithm design. The principals introduced are as
follows:
 BBU reduction: The number of active BBUs in the BBU pool should be as
few as possible after the switching process
 BBU aggregation: Neighbouring RRHs should be assigned to the same BBU
if possible, as this will facilitate the Coordinated Multi-Point transmission
or reception (CoMP).
Furthermore, the author also abstracted the resource available at a certain BBU
to a number between 0 and 1, where 0 denotes inactivity or fully empty and 1
denotes fully utilised. The author also established two thresholds on the capacity
of a BBU, namely upper threshold and lower threshold. If the BBU is operating
above the upper threshold then a congestion occurs, and if the BBU is operating
below the lower threshold then the BBU is under-utilised and should be shut down.
Semi-Static Switching Scheme
This algorithm associates and switches based on the peak traffic load of all RRHs
in a relatively long time interval (24 hours in their simulation). This algorithm
will iterate over every RRH and attempt to assign all RRHs to their neighbours’
BBUs if the destination BBU is able to accommodate the incoming RRH and
operate under the pre-defined upper threshold. The pseudo code of the algorithm
is shown in Algorithm 1.
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RRHi: i
th RRH (1 ≤ i ≤ I)
BBUj: j
th BBU (1 ≤ j ≤ J)
R(RRHi), R(BBUj) : Required resource of RRHi or used resources in BBUj
j = 0
for i = 0; i ≤ I; i++ do
if RRHi is not associated with a BBU then
insert queue(RRHi) //Insert RRHi in Queue
end
while Queue is not empty do
RRHt = search RRH(); //Find RRH with the most required
resource in queue
if R(BBUj) +R(RRHt) ≤ UpperLimit then
BBU assignment(RRHt, BBUj); // RRHt is assigned to BBUj
R(BBUj)+ = R(RRHt); //update resources of BBUj;
insert que(neighbour RRHs of RRHt); // insert unassociated
neighbours of RRHt
end
remove queue(RRHt); //Remove RRHt from the queue
end
j++;
end
Algorithm 1: Semi-Static Switching Algorithm [35]
Adaptive Switching Scheme
The authors have used a much shorter switching time interval for this algorithm
(1 hour in their simulation), and a switch will occur at every time interval if the
BBU usage is above its upper threshold (Case A) or below its lower threshold
(Case B). For both cases, the algorithm will attempt to switch RRHs, which have
either most neighbour or least traffic load, to other BBUs so that congested BBU
can operate below upper threshold and under-utilised BBUs can be shut down.
The RRH is switched to BBUs with sufficient capacity in the following order of
preference:
 BBUs with most neighbours of the switching RRH
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 Active BBUs with sufficient capacity
 Inactive BBUs
The overview of this process can be represented in Figure 2.23 and Figure 2.24.
Figure 2.23: Adaptive switching scheme overview [35]
Results & Discussion
The paper [35] has simulated the performance of these two algorithms according to
the parameters in Figure 2.25. It should be noted that the traffic profile used is the
same as the one shown in Figure 2.5 The results have shown that they BBU usage
is significantly reduced in comparison to the traditional cell deployment which
would require 100 BBU to function. Semi-static algorithm reduces the BBU usage
by 26% while adaptive scheme reduces the usage by 47%. The simulation result
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Figure 2.24: BBU-RRH switching logic for case A [35]
is shown in Figure 2.26. Based on the results given, the advantages of the two
algorithms can be listed as follows:
 Semi-static algorithm achieves moderate BBU reduction while adaptive
algorithm reduces the BBU usage significantly
 Both algorithms adhere to the BBU aggregation principal when possible
 Semi-static algorithm has a low complexity in theory
 Adaptive algorithm can achieve BBU reduction close to optimum level at
40
Chapter 2 2.5. Current BBU-RRH Switching Schemes
Figure 2.25: Simulation parameters [35]
Figure 2.26: Simulation results for an office area [35]
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certain time instants
Despite the advantages mentioned above, these algorithms also have a few
shortcomings listed below:
 Semi-static algorithm has a long switching time interval, and it allocates
according to the peak traffic in the traffic profile, which makes it relatively
inefficient.
 Both algorithms do not consider the continuous nature of traffic generation
as they work with snapshots of networks on a hourly or 24-hourly basis. It is
possible that, especially in the adaptive scheme case, the resource allocated
may not be sufficient very shortly after the allocation during the period of
rising traffic, and also the resource allocated may become inefficient during
the period of falling traffic.
2.5.2 Optimisation Approaches
Different from the above mentioned heuristic methods, some authors have taken
an optimisation approach to this problem. In these work, the authors identified
parameters that they would like to maximise against some of the physical
constraints, and the optimisation framework is usually established based on
different angles of the problem. Chen et al [36] have proposed an optimisation
framework that aims to select a maximum number of BBUs that need to be
switched to a minimum number of BBUs if the BBU is operating above the upper
threshold. Ha et al [37] has proposed an optimisation framework to minimise
the total transmission power in C-RAN. Guo et al [38] has proposed another
optimisation framework that jointly minimises the total energy consumption and
number of active BBUs within C-RAN.
Evaluation
The simulation of these algorithms have all shown that they are able to achieve
their objectives under certain constraints. However, not all results of interest
are shown in the papers, for example, [36] and [37] do not show the level of
BBU reduction of the algorithms. It should also be noted that these switching
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schemes all demonstrate some sort of trade-off amongst their parameters and
complexity. As these algorithms all work with snapshots of network without
taking into consideration of the continuous nature of call arrival and traffic.
It is possible that these complex algorithms may need to be performed many
times due to reasons mentioned in Section 2.5.1. This would then increase the
difficulty of implementation as these tasks may need to be finished within a short
time interval. Furthermore, frequent switching could incur high signalling cost
within the network. Thus it is argued that these algorithms may need additional
mechanism to reduce the complexity and become more traffic aware.
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Dataset
An open big telecommunication dataset released by the Telecom Italia [39] is
studied to obtain more practical insight on the traffic profiles of base stations
within a city. This section gives an overview of the compositions of this dataset.
3.1 Master Dataset Overview
This dataset includes the Call Detail Records (CDR) of different areas in the
vicinity of Milan, Italy, and these CDRs record the traffic generated by SMS, voice
and data from November 2013 to December 2013 (22 holidays and 40 workdays).
This dataset divides the area of interest into 1000 equal squares and each square
has a dimension of 235 metres by 235 metres. Figure 3.1 shows how the area of
interest is divided, and Figure 3.2 shows the area of interest in the map.
This dataset contains the following fields:
 Cell ID: The ID number ranging from 1 to 10000 shown in Figure 3.1.
 Time Stamp: The amount of time elapsed in milliseconds since 1 January,
1970 at UTC. The granularity of the time record is 10 minutes in the dataset.
 Country Code: The country code of Italy
 SMS Reception: The SMS reception activity within the square during the
time interval, and the country code of the sender is also recorded
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Figure 3.1: Area division of the dataset
 SMS Sending: The SMS sending activity within the square during the time
interval, and the country code of the recipient is also recorded
 Call Reception:The call reception activity within the square during the time
interval, and the country code of the caller is also recorded
 Outgoing Call:The Outgoing call within the square during the time interval,
and the country code of the callee is also recorded
 Internet Traffic: The record of traffic usage within the square during the
time interval, each CDR is generated if (a) A user initiates a connection or
(b) A user ends a connection or (c) 15 minutes have elapsed since last CDR
or 5MB is used since the last CDR
To simplify the model, only internet traffic is used in the studies as it consumes
significantly more data in comparison to other services. It should also be noted
that all values in the dataset are scaled to avoid possible privacy breach. The
scaling factor is estimated to be proportional to 1000000 according to [40]
3.2 Derived Base Station Dataset
Based on the methods and dataset provided by the author in [40], it is possible to
approximate geographical locations and traffic volume of each base station within
the area of interest based on the open big dataset. The geographical locations of
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Figure 3.2: The area of interest shown in map
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Figure 3.3: The geographical distribution of base stations
the base stations are represented in Figure 3.3. This area is estimated to have
2554 base stations in total, and the traffic of each base station is recorded on an
hourly basis. This results in 62 matrices of the dimensionality of 2554X24, where
each matrix represents the traffic for all base stations in one day. A snapshot of
the given dataset is given in Figure 3.4.
Figure 3.4: Snapshot of the derived base station dataset
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Clustering
Before BBU-RRH switching schemes can be developed, it is essential to identify
the RRHs or base stations that will be associated with a specific BBU pool in a
real life scenario, and this problem is usually overlooked or out of scope for many
BBU-RRH switching schemes. This section aims to provide a solution to cluster
the base stations shown in Figure 3.3 according to the geographical locations of
base stations, so that the aggregate distance of all base stations to the centroid
is minimised. K-means and EM methods are investigated and compared in this
section. This work is published by the author in [41].
4.1 K-means Problem Formulation
All base stations of interest are denoted by a set B that contains b base stations,
where b = 2554 in this case. The k centroids of the clusters are denoted by set K:
B = {B1, B2, B3 . . . Bb} (4.1)
K = {K1, K2, K3 . . . Kk} (4.2)
Each element in B contains (x, y) components which represent the longitude and
latitude of the base station. The objective of this problem is then to find locations
of k centroids so that the aggregate Euclidean distances of its members to their
centroids are minimised:
e(K) =
k∑
m=1
∑
B∈Km
||B −Km||2 (4.3)
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minimize
K
e(K)
The algorithm of K-means is described in section 2.4.2.
4.2 EM Problem Formulations
All base stations are also denoted as B shown in Equation 4.1. Gaussian Mixture
model is used for the EM method, and all relevant parameters and algorithms
can be found in Section 2.4.1. It should be noted that EM method only produces
soft membership as each member has a probability to belong to a certain Gaussian
source, thus the members are hard assigned to the Gaussian source with the highest
probability so that the results can be compared to K-means algorithm.
4.3 Elbow Method
As mentioned in literature review, one of the challenges of these methods is to
determine a suitable number of centroids or clusters. Elbow method is used in this
work to address this challenge. Distortion d, which is defined as the ratio between
error e and number of clusters k is used as the evaluation metric:
d =
e
k
(4.4)
Figure 4.1 shows an exponentially decaying function for the ratio between d and
k for K-means clustering, which means after around 20 clusters, the performance
no longer significantly improves by increasing the number of clusters. 20 clusters
are also used for EM for comparison purposes.
4.4 Baseline Method
The baseline method or arbitrary grouping essentially divides the area of interest
into 20 equal height rectangles, and the geometric median of the rectangle is the
centroid. This method is only shown to juxtapose how much clustering methods
can improve.
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Figure 4.1: Distortion VS number of clusters for K-means
4.5 Global Minima Approximation
It is known that the clustering methods under investigation do not necessarily
produce solutions that are deemed as global optimal. Some of popular heuristic
methods to solve this problem include Monte Carlo initialisation, multiple starts
and etc. This work proposes to establish a threshold value based on the number
of iterations and previous results of the algorithm, and the global minima is
approximated by comparing the obtained result to this threshold value. The
threshold value is described as in Equation 4.5 [41] :
eˆ(k, α, n, z) = (1− nα
z
)
∑t=k−1
i=2 β(i)− β(i− 1)
t− 1 + β(k − 1),
β(i) ≤ β(i− 1)
(4.5)
β is the result obtained for a given k value, eˆ denotes the threshold that
should be compared to, α
z
is a normalised constant, n is the number of times
the algorithm has already been executed and α = 0.01, and this is the learning
rate that determines how fast the threshold is relaxed. If the clustering algorithm
is able find e less than or equal to eˆ for a given number of clusters then the solution
should be recorded, and the algorithm will move onto the next k value.
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This global minima approximation method hypothesis that β will decrease at
a rate of the rolling average of all previous gradients of β where positive gradients
are ignored. Then it will continue to increase the threshold value eˆ until either an
acceptable solution is found or it has reached 100 iterations. The result with the
smallest e is then recorded if it has been executed for 100 times.
4.6 Results & Discussion
This section will present and evaluate the results of both K-means method and
EM method. Figure 4.2 is the visualisation of the clustering results of K-means
algorithm when k = 20. Figure 4.3 is the visualisation of the EM clustering with
GMM model when there are 20 Gaussian sources.
Figure 4.2: Visualisation of K-means clustering
It can be observed in Figure 4.2 and Figure 4.3 that both methods have achieved
visually reasonable clustering results based on the geographical locations of the
base stations. Therefore it is difficult to determine the more suitable method
based on the visualisation. Thus, the aggregate distances of the members to its
centroids of the two methods are compared with the baseline to determine the
most suitable method for this study. As discussed previously, both methods are
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Figure 4.3: Visualisation of EM clustering with Gaussian Mixture Model
non-deterministic and highly dependent on the initialisation of the centroids, thus
each algorithm is run for 50 times and the average of the performance is recorded.
Figure 4.4 shows the performance of different clustering methods investigated
in the studies. It can be clearly observed that both EM and K-means methods
outperformed the baseline method by a significant margin. It is evident that K-
means slightly outperformed EM when no approximation is done, however the
K-means solution is not exactly ideal as e is occasionally increased despite the
increase in the number of clusters. Thus, the approximation is applied to K-means
and it can be observed that this technique clearly enhances the performance of the
clustering algorithm at the cost of computation complexity. The reason why K-
means outperforms EM method is that K-means method is more biased towards
a circular cluster while EM method is more biased towards an ecliptic cluster.
Furthermore, Euclidean distance is a clustering metric in K-means while it is not
the case for EM method, and all these features of K-means enable it to outperform
EM in geographical location clustering. Each cluster is assumed to be served by
one BBU pool and each base station can be viewed as a RRH in the context of
study. K-means method is therefore the method of choice in this study.
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Figure 4.4: Aggregate distance of different methods
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Traffic Profile
This section gives an analysis of the traffic profiles of RRHs within a BBU pool,
and the traffic profiles of RRHs are predicted using deep recurrent neural network
models.
5.1 Traffic Profile Analysis
Based on the results obtained in Section 4, each cluster is assumed to be served by
one BBU pool. Figure 2.5 shows the typical traffic profiles of two types of areas,
however traffic profiles in real life is a lot more diverse and detailed analysis of
traffic profiles of RRHs are then required to facilitate traffic profile prediction.
5.1.1 Traffic Profiles in a BBU pool
According to the clustering results, the number of RRHs within a cluster ranges
from 31 to 329 base stations or RRHs depending on the locations of the cluster.
Due to the large number of clusters and large number of base stations within a
cluster, it is not possible to show the traffic profiles of all base stations within all
cluster. Thus, selected few traffic profiles of clusters with most, median, and least
number of RRHs are studied.
Figure 5.1, 5.2, 5.3 show the the traffic profiles of 6 randomly selected RRHs
within the cluster. It can be clearly observed that there are traffic profiles of
different nature and magnitude within a BBU pool and each one has some form
of seasonality, however the seasonality is highly complex and non-linear. This
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Figure 5.1: Traffic Profiles of 6 RRHs within cluster that has 329 RRHs
Figure 5.2: Traffic Profiles of 6 RRHs within cluster of that has 76 RRHs
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Figure 5.3: Traffic Profiles of 6 RRHs within cluster of that has 31 RRHs
irregularity or complexity could be attribute to the complex temporal relationship
of this data, for example, the day of the week can play a role in the number of
traffic generated at a certain time instant. Furthermore, such temporal features
are neither obvious nor easy to engineer, therefore a deep learning model is highly
motivated for predicting such time series.
5.1.2 Traffic Profiles of BBU pools
It can be observed that RRHs within a BBU pool have traffic of various magnitude
and nature, and it was previously hypothesised that by aggregating RRHs’ traffic
profiles, the overall traffic profile will become smoother and more predictable,
and this section serves to confirm such hypothesis. Figure 5.4, 5.5, and 5.6
show the aggregated traffic profiles of the clusters of study, it can be inferred
that aggregation of traffic profiles indeed make the pattern more observable and
predictable, therefore it is hypothesised that the prediction accuracy can then be
enhanced.
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Figure 5.4: Aggregated Traffic Profiles of RRHs within cluster that has 329 RRHs
Figure 5.5: Aggregated Traffic Profiles of RRHs within cluster that has 76 RRHs
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Figure 5.6: Aggregated Traffic Profiles of RRHs within cluster that has 31 RRHs
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5.2 Traffic Profile Prediction
This section shows the prediction accuracy of the traffic profiles of RRHs and BBU
pools using deep recurrent neural networks. The hyper parameters of the neural
networks are determined through experimentation and various activation functions
are experimented to find the optimal one. In order to further improve the usability
of the dataset, the days are divided into workdays and holidays as some of them
exhibit traffic profiles of different nature for a given RRH or BBU pool.
5.2.1 BBU Pool Traffic Prediction
The hyper parameters of the deep recurrent neural network is shown in Table I. The
Table I: Neural Network Hyper Parameters
Parameters Value
RNN Models LSTM,GRU
Training Set 70%
Validation Set 15%
Test Set 15%
Initial Learning Rate 0.001
Architecture 1X50X50X1
Gradient Descent Technique Adam Optimiser
Activation Functions RELU, Tanh,
Iterations 100
neural network has 1 input and 1 output, and there are two hidden layers which
have 50 neurons each, and the number of iteration model attempts at learning
is 100. Figure 5.7 demonstrate a few examples of the effectiveness of the RNN
models for some BBU pool traffic profiles, and similar trends are observed for
traffic profiles of other BBU pools. The orange section denotes the how well the
model works against the training set while the green part shows how well the
model works against the validation and testing sets. It can be seen that this RNN
model is successful in identifying and neglecting the abnormalities occurred during
the day and the results suggest that this deep learning model is plausible with a
good prediction accuracy. In addition to the visualisation, the suitability of this
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Figure 5.7: Training and Testing Visualisation
model is also analysed against metrics such as Root Mean Square (RMSE) and
Symmetric Mean Absolute Percent Error (SMAPE) of the validating and testing
sets as in Figure 5.8 and Figure 5.9.
It can be observed from Figure 5.8 and Figure 5.9 that the optimal combination
of activation functions and RNN model depends on the type of days as well as the
type of region, therefore it could be argued that each RNN model should be tailored
for the BBU pool to achieve optimal performance. RMSE errors are measured in
the units of scaled traffic in this case, thus SMAPE metric is used to allow some
interpretation on these results. Figure 5.10 and Figure 5.11 shows the percentage
error of SMAPE metric. It can be observed that SMAPE rescales the magnitude
of the error of RMSE due to normalisation, and it is also evident that most of
these combinations produce accurate predictions as the percentage error is small
in general.
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Figure 5.8: RMSE for holiday traffic of BBU pools
Figure 5.9: RMSE for workday traffic of BBU pools
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Figure 5.10: SMAPE for holiday traffic of BBU pools
Figure 5.11: SMAPE for workday traffic of BBU pools
5.2.2 RRH Traffic Prediction
Due to the large number of RRHs, only a selected few RRHs’ traffic profiles are
presented in this section. The relevant hyper-parameters are the same as in Table I.
The accuracy of the prediction of the training, validation and testing sets are shown
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in Figure 5.12. It can be observed in Figure 5.12 that a reasonable accuracy is
Figure 5.12: Training and testing visualisation
achieved for the prediction task despite the highly complex nature of the data. The
SMAPE and RMSE metrics are also used to evaluate the prediction accuracy of
the selected RRHs, and visualisation of these metrics can be found in Figure 5.13,
and 5.14, it can be observed that certain combinations outperform others for
the chosen RRH, however further investigation is needed to validate if such trend
extends to all RRHs. However, it should also be kept in mind that each RRH can
have its own type of recurrent neural network models, therefore it is not of great
interest to show such fine tuning.
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Figure 5.13: RMSE for arbitrary RRHs
Figure 5.14: SMAPE for arbitrary RRHs
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Switching Algorithm
This section proposes a traffic-aware BBU-RRH switching algorithm that is able to
reduce the switching complexity while improving the QoS provision. The existing
algorithm that serves as a comparison baseline is described in Section 2.5.1. The
proposed algorithm is designed and published by the author in [42].
6.1 Motivation
As suggested in literature review, existing switching algorithms may have achieved
significant BBU usage reduction, but almost all of them may encounter the problem
of high switching complexity. This high switching complexity is attribute to the
philosophy of their resource allocation schemes. These algorithms only allocate
resource at a fixed time interval or when there is insufficient capacity at a certain
BBU within the pool. It can be observed in previously studied traffic profiles
that traffic increases at a fast rate during certain certain time intervals (e.g.
start of work hours), and resource allocation performed during that time period
may become inadequate shortly. The same idea can be applied to the period of
time when traffic decreases, because the resource allocation performed then will
become inefficient in a short time. It is therefore reasonable to propose a switching
algorithm that is able to perform resource allocation with the knowledge of the
traffic profile. This will allow the resource allocation to be more conservative
during rising traffic period and more aggressive during decreasing traffic period.
Eventually, this algorithm can achieve low switching complexity as well as close-
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to-optimum BBU usage without compromising on the QoS provision.
6.2 System Modelling & Assumptions
In C-RAN, every RRH is logically connected to every BBU within the BBU pool,
which means the RRH can be dynamically switched over to another BBU within
the pool if necessary.
6.2.1 RRHs’ Arrangement and Traffic Profiles
The arrangement of RRHs follows a conventional hexagonal cell approach, and
the typical traffic profiles of office and residence, described in Figure 2.5, are used
for simulation purposes. A visual illustration is found in Figure 6.1. A set which
contains all RRHs is denoted as R.
6.2.2 BBU Modelling
Each BBU within the BBU pool is modelled as a container that has a maximum
capacity of 1. Each BBU has 4 thresholds, and these thresholds are named as
upper threshold, soft upper threshold, lower threshold, and soft lower threshold.
The soft thresholds indicate how conservative the algorithm is when a BBU-
RRH association or resource allocation is required, and these soft thresholds are
dynamically updated. If the usage of a BBU is above soft upper threshold, then
the algorithm starts to oﬄoad some of its RRHs to other BBUs. If the usage of a
BBU is below soft lower threshold, then the algorithm will try to shut down this
BBU by oﬄoading all its RRHs to other BBUs. The BBU capacity model is shown
in Figure 6.2.
In order for a BBU to be aware of the traffic profiles, the traffic of the ith RRH
within the BBU is denoted by the following equations:
Cirrh = C
i
used + C
i
trend + βi
4C =
∑
Citrend
Where:
 Cirrh is the amount of resource required by the i
th RRH.
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Figure 6.1: Arrangement and Traffic Profiles of RRHs
 Ciused is the amount of resource a BBU actually needs to accommodate the
ith RRH.
 Citrend is the predicted increase or declination of traffic of the BBU associated
with ith RRH.
 βi is the amount of resource reserved for uncertainty in the traffic profile of
the ith RRH in a BBU.
 4C is the sum of trends of all RRHs within the associated BBU.
The soft upper and lower thresholds of a BBU are updated according to the
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Figure 6.2: BBU Capacity Model
following rules:
Tsu = Tu −
∑
Citrend − β¯
Tsl = Tl −
∑
Citrend
Where:
 Tsu is the soft upper threshold.
 Tu is the upper threshold.
 β¯ is the mean of resource reserved for uncertainty of all RRHs within the
BBU.
 Tsl is the soft lower threshold
 Tl is the lower threshold
Furthermore, soft lower threshold cannot be less than lower threshold and the soft
upper threshold cannot be more than upper threshold. A set which contains all
BBUs in the pool is denoted by B.
6.2.3 Fronthaul Link
The Fronthaul link is assumed to be a high throughput fiber optical network with
low latency, and this link is capable of handling the traffic between BBU pools
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and RRHs.
6.2.4 Assumptions
The following assumptions are made when simulating the algorithm:
1. The change of traffic is linear within one hour.
2. The BBU is in congestion state if the load is more than its upper threshold,
and this will result in poor QoS.
3. The BBU will is in a failure state if the load is more than its physical capacity,
and this will result in inadequate service provision.
4. Accommodating neighbouring RRHs within the same BBU will enhance the
Coordinated Multipoint (CoMP) technology. [35]
6.3 Problem Formulation
This traffic profile aware switching algorithm that will attempt to switch the RRHs
to its neighbours’ BBU if the current one has too much load , otherwise this RRH
will be switched to other suitable BBU. RRHs in under-utilised BBUs will be
switched or oﬄoaded to other BBUs to decrease the number of active BBUs.
After executing this algorithm, the BBUs will have the following states:
 The soft upper threshold is less than the upper threshold.
 The soft lower threshold is greater than the lower threshold.
 The aggregate usage of all RRHs within a BBU is between the soft upper
threshold and soft lower threshold.
 The trend within a BBU is as close to 0 as possible.
6.4 Basic Idea
The prior knowledge of RRHs’ traffic profiles are used to alter the amount of load
a BBU accepts, and the switching is done according to the following principals
introduced in [35].
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1. A switch is required if the BBU is operating above its soft upper threshold
or below the soft lower threshold.
2. If a switch is required, the algorithm should try to switch RRHs to their
neighbouring RRHs’ BBU when possible.
3. when it is not possible to switch the RRH to its neighbour’s BBU, then it
should switch other BBUs that will result in a minimum number of BBUs
4. If the load in a BBU is altered in any way, the soft thresholds should be
adjusted or updated for the BBU.
6.5 Traffic-Aware BBU-RRH Switching
Algorithm with Dynamic Thresholds
This section provides an overview of the proposed algorithm, and this algorithm
can be classified into the following phases:
1. Learning Phase: In this phase, the past traffic profiles are studied and
analysed via machine learning techniques, so that an accurate traffic profile
prediction can be obtained for each RRH.
2. Switching phase: In this phase, the algorithm will attempt to oﬄoad RRHs
for BBUs that operate above their soft upper threshold, and shut down
under-utilised BBUs that operate below their soft lower thresholds.
3. Readdress phase: This phase occurs when there are BBUs with positive 4C
and negative 4C within the BBU pool. The algorithm then tries to switch
the RRHs between BBUs with positive 4C and negative4C, in order for
the 4C to be as close to 0 as possible for each BBU in the BBU pool.
6.5.1 Learning Phase
A window period M is needed for learning phase, M determines how many days
of past traffic profiles are relevant, e.g., when M is 5, it means that the traffic
profiles of the past 5 days are relevant. By applying machine learning techniques
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demonstrated in previous sections, a predicted hourly traffic profile that is similar
to Figure 2.5 can be established. In addition to the predicted traffic profile, it is
also important to determine the standard deviation of the traffic load of each hour
to enhance the effectiveness of the algorithm. These information can be collected
into the following sets:
P i = {P i0, P i2 . . . P i23}, RRHi ∈ R
Di = {Di0, Di1 . . . Di23}, RRHi ∈ R
Where P i is the volume of traffic of the ith RRH at every hour, and Di denotes
the standard deviation of traffic load of the ith RRH at each hour.
6.5.2 Switching phase
There are two types of switching mode in the switching phase, namely oﬄoad and
shut-down. The details of these two modes are as follows.
Oﬄoading
In the case of oﬄoading, the BBU will continue switching RRH with the least
traffic to other BBUs until the usage of BBU is no longer more than its soft upper
threshold. The destination BBU is chosen in following order of preference:
 Neighbouring RRHs’ BBUs which can accommodate the load of the RRH
being oﬄoaded.
 Active BBUs which can accommodate the load of the RRH being oﬄoaded.
 Unused BBUs.
The above idea can be represented in Figure 6.3.
Shut-Down Logic
The algorithm attempts to shut down BBUs whose usage of is less than its
soft lower threshold. The algorithm oﬄoads the RRHs to other BBUs with the
following order of preference:
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Figure 6.3: Oﬄoad Logic
 Neighbouring RRHs’ BBUs which can accommodate the load of the RRH
being oﬄoaded.
 Active BBUs which can accommodate the load of the RRH being oﬄoaded.
After the switching phase, all BBUs’ usage should be between soft upper and soft
lower thresholds, and this should reduce the probability of BBU having insufficient
capacity or inefficient usage until the next resource allocation interval, a flow chart
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of the shut-down logic can be found in Figure 6.4.
Figure 6.4: Shut-down Logic
6.5.3 Redress Phase
During this phase, the algorithm will attempt to swap the RRHs of different BBUs
in order to keep the value of 4C as close to 0 as possible. After redressing
phase, the rate of utilisation of each BBU is effectively improved as less resource
is occupied due to uncertainty. Let all active BBUs be classified as the following
sets:
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B+ = {B1+, B2+, . . . Bm+}, B+ ∈ B
B− = {B1−, B2−, . . . , Bn−}, B− ∈ B
Where B+ is a set of active BBUs whose4C value is larger than 0, and B− is a
set of active BBUs whose4C value is less than 0. During this phase, the algorithm
will iterate over the set whose sum of all 4C of BBUs is larger, and then keep
oﬄoading RRHs with least |Ctrend| to BBU that has most unused capacity in the
other set. This is repeated until one set is empty. It should be noted that it
may not be possible to oﬄoad RRHs to BBUs in the other set due to insufficient
capacity. Therefore a trading algorithm, shown in Figure 6.5, is introduced to
facilitate the redress phase. The complete logic flow of redress phase is shown
in Figure 6.6. Oﬄoading is given preference over this phase as they pose less
complexity.
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Figure 6.5: Trading Logic
6.5.4 Overview of Algorithm
This section shows how different phases or parts of the algorithm relate to each
other. This algorithm is run after every resource allocation interval is elapsed or
when the usage is more than soft upper threshold or less than soft lower threshold.
These ideas can be represented in Figure 6.7.
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Figure 6.6: Readdress Logic
76
Chapter 66.5. Traffic-Aware BBU-RRH Switching Algorithm with Dynamic Thresholds
Figure 6.7: Overview of all phases
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6.6 Simulation Results
This section shows and compare the simulation results of the proposed algorithm to
the baseline algorithm [35] which does not consider traffic profiles in the switching
process.
6.6.1 Simulation Parameters
The following parameters are used during the simulation process:
Parameters Value
Re-allocation Interval 60 minutes
Ctrend Considered 60 minutes
Number of RRHs 10 X 10
Traffic Profiles Office and residence shown in Figure 2.5
Simulation Duration 24 hours
Upper Limit 0.9
Lower Limit 0.5
Standard Deviation of Traffic Profiles Randomly generated, at most 20%
6.6.2 Simulation & Results
This section presents results of the proposed algorithm on BBU usage reduction,
QoS and switching complexity. The results of 3 cases of this algorithm is shown
to demonstrate the effectiveness. The algorithm that the proposed algorithm
compared to is discussed in [35].
Case 1
In this case, the algorithm is simulated for the duration of one day. This allows the
interpretation on the logic behind the decision making process of the algorithm.
It should be noted that 100 BBUs would be required in a traditional architecture,
which is significantly more than the C-RAN counterpart. The performance of this
algorithm is shown in Figure 6.8.
78
Chapter 6 6.6. Simulation Results
Figure 6.8: Algorithm Performance VS Optimum
It can be observed in Figure 6.8 that both performs close to optimum level of
BBU usage reduction. It may seem that the proposed algorithm is less efficient
between 7 to 10 AM as the proposed algorithm requires more BBUs to operate.
This however is not true in reality, the traffic between these hours rise at a very
fast rate. If the resource allocation does not take this into consideration, then it
is almost inevitable for BBUs to run into capacity problems, such as congestion
or failure. Furthermore, if the compared algorithm reallocates the resource every
time a capacity problem occurs, then this will generate additional switching traffic
(Control traffic) that could further aggravate the problem. If the algorithm
reallocates the resource whenever BBU runs into capacity problem, it still has
no guarantee that the new solution can remain effective for a long enough period
because the compared algorithm does not take future traffic into consideration.
This could then impose a very high switching complexity if such resource allocation
changes are made rapidly. It should also be noted that the proposed algorithm
outperforms its counterpart when the traffic is decreasing, and this is attributed
to the more aggressive shut-down strategy that is enabled by traffic-awareness.
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Figure 6.9 shows the number of occurrence of congestion state or failure state if no
resource allocation is done between the hour interval. The BBU is in congestion
if its usage is more than upper threshold, and it is in failure state if its demand is
more than the physical capacity limit.
Figure 6.9: Comparison of BBU States
It can be observed from Figure 6.9 that the proposed algorithm has reduced
the number of occurrence of congestion and failure as the result of its traffic-
awareness. The proposed algorithm also operates at a high efficiency of 83.4%
shown in Figure 6.10
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Figure 6.10: Average number of BBUs used by Algorithms within a Day
Case 2
This section presents results of 100 simulation iterations, the performance and
comparison is shown in Figure 6.11. The results are similar to that of a single run.
Figure 6.12 shows that the proposed algorithm has an efficiency of 83.3%
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Figure 6.11: Comparison of BBU States for Multiple Runs of Simulation
Figure 6.12: Average number of BBUs used by Algorithms within a Day for
Multiple Runs of Simulation
82
Chapter 6 6.6. Simulation Results
Case 3
Both algorithms are simulated for 100 times and the granularity of the simulation
is now changed to 1 minute, which means the states are monitored per minute.
The average number of switches is shown in Figure 6.13. It can be observed that
the proposed algorithm has reduced the average number of switches in comparison
to that of [35].
Figure 6.13: Average number of switches by Algorithms within a Day for Multiple
Runs of Simulation
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Conclusion
This work has investigated three inter-related problems, namely base station
geographical clustering, traffic profile prediction, and BBU-RRH switching
algorithm. A comprehensive approach for BBU-RRH switching process can be
realised by combining these three components.
The results of the clustering have shown that K-means is indeed a suitable
method for such geographical location clustering task, and the proposed
modification is able to reduce its error and therefore enhance its performance.
The traffic profile section has demonstrated the effectiveness of recurrent neural
network on both BBU pool and RRH traffic profile predictions. It is realised
that different BBU pools and RRHs may need different combinations of activation
functions and models to achieve an optimal performance. The proposed BBU-RRH
switching algorithm is able to reduce the number of active BBUs close to optimum
level. The result have also shown that the complexity of the proposed algorithm
is reduced compared to others while the QoS provision is also improved.
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Future Work
In order to further improve the this work, the following is recommended for further
research.
8.1 Integrate with 5G
5G standards are not yet finalised and commercialised at the time of writing, the
algorithms may need further investigation to be fully compatible to 5G mobile
networks.
8.2 More Detailed Dataset
The dataset used even though is meaningful and suitable for this work. It however
can improve this work further by including more details such as the coverage of
RRHs, power rating, etc.
8.3 Weights in Clustering
The clustering section in this work considers aggregate distance as the only
parameter, it could be more meaningful if other parameters such as traffic of each
RRH are included in the process.
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8.4 Multi-homing RRHs
In this work, each RRH only belongs to one BBU, however it is also possible for
RRH to belong to multiple BBU in the future. This could inspire different and
more efficient switching schemes.
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