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Abstract
In this study, transformation operator, some properties of kernel, properties of spectral characteristics and
also uniquiness theorems for the inverse problems are studied for a class of Sturm–Liouville differential
operators which have discontinuity conditions inside a finite interval.
 2005 Elsevier Inc. All rights reserved.
Keywords: Transformation operator; Kernel; Integral equation
1. Introduction
We consider the boundary value problem L for the equation:
y := −y′′ + q(x)y = λy, λ = k2 (1)
on the interval 0 < x < π with the boundary conditions
U(y) := y′(0) = 0, V (y) := y(π) = 0 (2)
and with the jump conditions
y(d + 0) = ay(d − 0), y′(d + 0) = a−1y′(d − 0), (3)
where λ is the spectral parameter; q(x) and a are real; d ∈ (π2 ,π), a > 0, a = 1, q(x) ∈ L2(0,π).
Boundary value problems with discontinuities inside the interval often appear in mathe-
matics, mechanics, physics, geophysics and other branches of natural properties. The inverse
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164 R.Kh. Amirov / J. Math. Anal. Appl. 317 (2006) 163–176problem of reconstructing the material properties of a medium from data collected outside
of the medium is of central importance in disciplines ranging from engineering to the geo-
sciences.
For example, discontinuous inverse problems appear in electronics for constructing para-
meters of heterogeneous electronic lines with desirable technical characteristics [1,2]. After
reducing the corresponding mathematical model we come to the boundary value problem L
where q(x) must be constructed from the given spectral information which describes desir-
able amplitude and phase characteristics. Spectral information can be used to reconstruct the
permittivity and conductivity profiles of a one-dimensional discontinuous medium [3,4]. Bound-
ary value problems with discontinuities in an interior point also appear in geophysical models
for oscillations of the Earth [5,6]. Here, the main discontinuity is cased by reflection of the
shear waves at the base of the crust. Further, it is known that inverse spectral problems play
an important role for investigating some nonlinear evolution equations of mathematical physics.
Discontinuous inverse problems help to study the blow-up behaviour of solutions for such non-
linear equations. We also note that inverse problems considered here appear in mathematics for
investigating spectral properties of some classes of differential, integrodifferential and integral
operators.
Direct and inverse spectral problems for differential operators without discontinuities have
been thoroughly studied (see [7–13] and the references therein). The presence of discontinuities
produces essential qualitative modifications in the investigation of the operators. Some aspects of
direct and inverse problems for discontinuous boundary value problems in various formulations
have been considered in [4,14–19,27] and other works. In particular, it was shown in [14] that if
q(x) is known a priori on [0, π2 ], then q(x) is uniquely determined on [π2 ,π] by the eigenvalues.
In [4] the discontinuous inverse problem is considered on the half-line. Boundary value prob-
lems with singularities have been studied in [20–22], for further discussion see the references
therein.
2. Representation for the solution
Let us denote a solution of Eq. (1) by e◦(x,λ) in the case q(x) ≡ 0 satisfying the initial
conditions e◦(x,λ) = 1, e′◦(x,λ) = ik and the jump conditions (3).
It is obvious that function e◦(x,λ) is written as
e◦(x,λ) =
{
eikx, 0 < x < d,
a+eikx + a−eik(2d−x), d < x < π, (4)
where a± = 12 (a ± 1a ).
Let us prove that representation
e(x,λ) = e◦(x,λ) +
x∫
−x
K(x, t)eikt dt (5)
is true. For this, let
e(x,λ) =
{
e1(x,λ), 0 < x < d,
e2(x,λ), d < x < π.
(6)
Then it is clearly shown that integral equation for the solution e(x,λ) is of the following type:
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k
x∫
0
sin k(x − t)q(t)e1(x,λ) dt,
e2(x,λ) = a+eikx + a−eik(2d−x)
+ 1
k
d∫
0
[
a+ sin k(x − t) − a− sink(x + t − 2d)]q(t)e1(t, λ) dt
+ 1
k
x∫
d
sink(x − t)q(t)e2(t, λ) dt. (7)
In order to be solution of Eq. (7) of the function which has representation (5), the equality
x∫
−x
K(x, t)eikt dt
= 1
k
d∫
0
[
a+ sin k(x − t) − a− sin k(x + t − 2d)]q(t)eikt dt
+ 1
k
d∫
0
[
a+ sink(x − t) − a− sin k(x + t − 2d)]q(t)
t∫
−t
K(t, s)eiks ds dt
+ 1
k
x∫
d
sin k(x − t)q(t)[a+eikt + a−eik(2d−t)]dt
+ 1
k
x∫
d
sin k(x − t)q(t)
t∫
−t
K(t, s)eiks ds dt
must be satisfied. Denote that
I1 = a
+
k
d∫
0
sin k(x − t)q(t)eikt dt = a
+
2
2d−x∫
−x
{ (x+t)/2∫
0
q(s) ds
}
eikt dt,
I2 = −a
−
k
d∫
0
sin k(x + t − 2d)q(t)eikt dt = −a
−
2
x∫
x−2d
( d∫
d−(x−t)/2
q(s) ds
)
eikt dt,
I3 = a
+
k
x∫
d
sin k(x − t)q(t)eikt dt = a
+
2
x∫
2d−x
( (x+t)/2∫
d
q(s) ds
)
eikt dt,
I4 = a
−
k
x∫
sin k(x + t)q(t)eik(2d−t) dt = a
−
2
x∫ ( d+(x+t)/2∫
q(s) ds
)
eikt dt,d 2d−x d
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+
k
d∫
0
sin k(x − t)q(t)
t∫
−t
K(t, s)eiks ds dt
= a
+
2
x∫
−x
( d∫
0
q(s)
t+x−s∫
t−x+s
K(t, ξ) dξ ds
)
eikt dt,
I6 = −a
−
k
d∫
0
sin k(x + t − 2d)q(t)
t∫
−t
K(t, s)eiks ds dt
= −a
−
2
x∫
−x
( d∫
0
q(s)
s+x+t−2d∫
t−s−x+2d
K(t, ξ) dξ ds
)
eikt dt,
I7 = 1
k
x∫
d
sink(x − t)q(t)
t∫
−t
K(t, s)eiks ds dt
= 1
2
x∫
−x
( x∫
d
q(s)
t+x−s∫
t−x+s
K(s, ξ) dξ ds
)
eikt dt,
x∫
−x
K(x, t)eikt dt
= a
+
2
[ 2d−x∫
−x
( (x+t)/2∫
s−x+t
q(s) ds
)
eikt dt +
x∫
2d−x
( (x+t)/2∫
d
q(s) ds
)
eikt dt
]
+ a
−
2
[ x∫
2d−x
( d+(x+t)/2∫
d
q(s) ds
)
eikt dt −
x∫
x−2d
( d∫
d−(x−t)/2
q(s) ds
)
eikt dt
]
+ a
+
2
x∫
−x
( d∫
0
q(s)
t+x−s∫
t−x+s
K(s, ξ) dξ ds
)
eikt dt
− a
−
2
x∫
−x
( d∫
0
q(s)
t+x+s−2d∫
t−x−s+2d
K(s, ξ) dξ ds
)
eikt dt
+ 1
2
x∫
−x
( x∫
d
q(s)
t+x−s∫
t−x+s
K(s, ξ) dξ ds
)
eikt dt.
We get the following integral equations from the last equality:
(1) for d < x < 2d , −x < t < 2d − x,
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+
2
(x+t)/2∫
−x
q(s) ds − a
−
2
d∫
d−(x−t)/2
q(s) ds + a
+
2
d∫
0
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds
− a
−
2
d∫
0
q(s)
x+t+s−2d∫
t−x−s+2d
K(s, ξ) dξ ds + 1
2
x∫
d
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds;
(2) for x > 2d , −x < t < 2d − x,
K(x, t) = a
+
2
(x+t)/2∫
0
q(s) ds + a
−
2
d+(x−t)/2∫
d
q(s) ds + a
+
2
d∫
0
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds
− a
−
2
d∫
0
q(s)
x+t+s−2d∫
t−x−s+2d
K(s, ξ) dξ ds + 1
2
x∫
d
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds;
(3) for d < x < 2d , x − 2d < t < 2d − x,
K(x, t) = a
+
2
(x+t)/2∫
0
q(s) ds − a
−
2
d∫
d−(x−t)/2
q(s) ds + a
+
2
d∫
0
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds
− a
−
2
d∫
0
q(s)
x+t+s−2d∫
t−x−s+2d
K(s, ξ) dξ ds + 1
2
x∫
d
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds;
(4) for x > 2d , 2d − x < t < x − 2d ,
K(x, t) = a
+
2
(x+t)/2∫
d
q(s) ds + a
−
2
d+(x−t)/2∫
d
q(s) ds + a
+
2
d∫
0
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds
− a
−
2
d∫
0
q(s)
x+t+s−2d∫
t−x−s+2d
K(s, ξ) dξ ds + 1
2
x∫
d
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds;
(5) for x > 2d , 2d − x < t < x,
K(x, t) = a
−
2
[ d+(x+t)/2∫
d
q(s) ds −
d∫
d−(x−t)/2
q(s) ds
]
+ a
+
2
d∫
0
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds
− a
−
2
d∫
0
q(s)
x+t+s−2d∫
t−x−s+2d
K(s, ξ) dξ ds + 1
2
x∫
d
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds;
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K(x, t) = a
+
2
[ (x+t)/2∫
d
q(s) ds +
(x+t)/2∫
0
q(s) ds
]
− a
−
2
d∫
d−(x−t)/2
q(s) ds
+ a
+
2
d∫
0
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds − a
−
2
d∫
0
q(s)
x+t+s−2d∫
t−x−s+2d
K(s, ξ) dξ ds
+ 1
2
x∫
d
q(s)
x+t−s∫
t−x+s
K(s, ξ) dξ ds.
It is shown by the successive approximations method that (see [9]) the following theorem is true.
Theorem 1. Let
∫ π
0 |q(t)|dt < +∞. Then each solution satisfying the initial conditions
e(0, λ) = 1, e′(0, λ) = ik and the jump conditions (3) has the form
e(x,λ) = e◦(x,λ) +
x∫
−x
K(x, t)eikt dt
and also
∫ x
−x |K(x, t)|dt  ecσ1(x) − 1 where σ1(x) =
∫ x
0 (x − t)|q(t)|dt , c = a+ + |a−| + 1.
If the function q(x) is differentiable then the kernel K(x, t) satisfies the following properties:
K˜xx(x, t) − q(x)K˜(x, t) = K˜tt (x, t), K˜(x, x) = a
+
2
x∫
0
q(t) dt,
K˜(x,2d − x + 0) − K˜(x,2d − x − 0) = a
−
2
x∫
0
q(t) dt,
K˜(x,−x) = 0 where K˜ = K(x, t) + K(x,−t).
Remark. It is shown easily that if q(x) ∈ L2[0,π] then Kx(x, ·) ∈ L2[0,π] and Kt(x, ·) ∈
L2[0,π].
3. Properties of the spectrum
In this section, properties of spectrum of problem L will be learned. Let us denote problem L
as L◦ in the case of q(x) ≡ 0.
It is easily shown that solution ϕ◦(x, k) satisfying the initial conditions ϕ◦(0, k) = 1,
ϕ′◦(0, k) = 0 and the jump conditions (3) is shown as
ϕ◦(x, k) =
{
coskx, 0 < x < d,
a+ coskx + a− cosk(2d − x), d < x < π.
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L◦ is the form
∆◦(k) ≡ a+ coskπ + a− cosk(2d − π) = 0. (8)
Roots k◦n of this equation are eigenvalues of problem L◦.
Lemma 1. inf |k◦n − k◦m| = β > 0, i.e., roots of characteristic equation ∆◦(k) = 0 are separate.
Proof. Let us assume that sequence {k◦n} has two subsequences {k◦np } and {kˆ◦np } such that k◦np =
kˆ◦np , k
◦
np
and kˆ◦np → ∞ as p → ∞ and limp→∞ |k◦np − kˆ◦np | = 0.
If we use orthogonality of eigenfunctions ϕ◦(x, k◦np ) and ϕ◦(x, kˆ
◦
np
) of problem L◦ in space
L2(0,π),
0 =
π∫
0
ϕ◦
(
x, k◦np
)
ϕ◦
(
x, kˆ◦np
)
dx
=
π∫
0
ϕ◦
(
x, k◦np
)
ϕ◦
(
x, k◦np
)
dx +
π∫
0
ϕ◦
(
x, k◦np
)[
ϕ◦
(
x, kˆ◦np
)− ϕ◦(x, k◦np)]dx

d∫
0
ϕ◦
(
x, k◦np
)
ϕ◦
(
x, k◦np
)
dx +
π∫
0
ϕ◦
(
x, k◦np
)[
ϕ◦
(
x, kˆ◦np
)− ϕ◦(x, k◦np)]dx
=
d∫
0
cos2 k◦npx dx +
π∫
0
ϕ◦
(
x, k◦np
)[
ϕ◦
(
x, kˆ◦np
)− ϕ◦(x, k◦np)]dx
= d
2
+ sink
◦
np
d
2k◦np
+
π∫
0
ϕ◦
(
x, k◦np
)[
ϕ◦
(
x, kˆ◦np
)− ϕ◦(x, k◦np)]dx.
From representing of function ϕ◦(x, k), we get that limp→∞ |ϕ◦(x, kˆ◦np ) − ϕ◦(x, k◦np )| = 0,
i.e., as p → ∞ |ϕ◦(x, kˆ◦np ) − ϕ◦(x, k◦np )| uniformly converges to zero with respect to x in the
interval [0,π]. For this reason, if we pass through the limit as p → ∞ then inequality d2  0 is
obtained.
This contradiction gives to proof of Lemma 1. 
We denote characteristic function, eigenvalues sequence and normalizing constants sequence
by ∆(k), {kn} and {αn}, respectively. Let the function ϕ(x, k) be the solution of Eq. (1) that
satisfies the initial conditions ϕ(0, k) = 1, ϕ′(0, k) = 0 and the jump condition (3). Then by
virtue of the solutions e(x, k) and e◦(x, k):
ϕ(x, k) = 1
2
[
e(x, k) + e(x, k) ], ϕ◦(x, k) = 12
[
e◦(x, k) + e◦(x, k)
]
are written.
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ϕ(x, k) = ϕ◦(x, k) +
x∫
0
K˜(x, t) coskt dt (9)
is gotten.
Therefore characteristic function of the problem L is obtained as
∆(k) = ∆◦(k) +
π∫
0
K˜(x, t) cos kt dt. (10)
Lemma 2. Eigenvalues of the problem L are simple that is ∆˙(kn) = 0.
Proof. Let the function ψ(x, k) be the solution of Eq. (1) that satisfies the initial conditions
ψ(π, k) = 0, ψ ′(π, k) = 1 and the jump condition (3).
Since
−ψ ′′(x, k) + q(x)ψ(x, k) = kψ(x, k), ϕ′′(x, kn) + q(x)ϕ(x, kn) = knϕ(x, kn),
if first equation is multiplied by ϕ, second equation is multiplied by ψ and substracting them
side by side and finally integrating over the interval [0,π], the equality
(
ϕ′(x, kn)ψ(x, k) − ψ ′(x, k)ϕ(x, kn)
)(∣∣d
0 +
∣∣π
d
)= (k − kn)
π∫
0
ψ(x, k)ϕ(x, kn) dx
is taken.
If jump conditions (3) and αn =
∫ π
0 ϕ
2(x, kn) dx are considered then
π∫
0
ψ(x, kn)ϕ(x, kn) dx = −∆˙(kn) as k → kn is obtained.
For all x ∈ [0,π], we get from existing of constants βn which satisfy the equality ψ(x, kn) =
βnϕ(x, kn) that
αnβn = −∆˙(kn). (11)
It is obvious that ∆˙(kn) = 0. So lemma is proved. 
Lemma 3. Eigenvalues of problem L have the following asymptotic behaviour
kn = k◦n +
dn
k◦n
+ δn
k◦n
, (12)
where δn ∈ 2 and
dn = a
+ sin k◦nπ − a− sin k◦n(2d − π)
2∆˙◦(k◦n)k◦n
π∫
0
q(t) dt,
is a bounded sequence.
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. . . , δ > 0} where δ is sufficiently small positive number (δ  β2 ).
As shown in [23] that for k ∈ G¯δ , |∆◦(k)| Cδe|Im k|π .
On the other hand [9, Lemma 1.3.1], since
lim|k|→∞ e
−|Im k|π (∆(k) − ∆◦(k))= lim|k|→∞ e−|Im k|π
π∫
0
K˜(π, t) sin kt dt = 0,
for sufficiently large values of n and k ∈ Gn, we get∣∣∆(k) − ∆◦(k)∣∣< Cδ2 e|Imk|π .
Thus, for k ∈ Gn, |∆◦(k)|  Cδe|Im k|π > Cδ2 e|Im k|π > |∆(k) − ∆◦(k)| such that n is suffi-
ciently large natural number.
It follows from that for sufficiently large values of n, functions ∆◦(k) and ∆◦(k) +
{∆(k)−∆◦(k)} = ∆(k) have the same number of zeros counting multiplicities inside contour Gn
according to Rouche’s theorem. That is, they have the (n + 1) number of zeros: k0, k1, . . . , kn.
Analogously, it is shown by Rouche’s theorem that for sufficiently large values of n, function
∆(k) has a unique of zero inside each circle |k − k◦n| < δ.
Since δ is sufficiently small number, representing of kn = k◦n + εn is acquired where
limn→∞ εn = 0.
Since numbers kn are zeros of characteristic function ∆(k),
∆(kn) = ∆◦
(
k◦n + εn
)+
π∫
0
K˜(π, t) cos
(
k◦n + εn
)
t dt = 0.
On the other hand,
∆◦(k) = a+ coskπ + a− cosk(2d − π), ∆◦
(
k◦n + εn
)= ∆˙◦(k◦n)εn + o(εn).
In that case the equality
εn∆˙◦
(
k◦n
)+
π∫
0
K˜(π, t) cos
(
k◦n + εn
)
t dt = 0 (13)
is obtained.
Since function ∆◦(k) is type of “sine” [24, p. 119], the number γδ > 0 exists such that for
all n, |∆˙◦(k◦n)| γδ > 0.
If the study [25] (see also [26]) is used then we get that k◦n = n + hn where supn |hn|M .
For this reason, when we apply certain methods [9, p. 67] in equality (13), we gain that εn ∈ 2.
If we use the expression of εn then
εn = 1
∆˙◦(k◦n) + o(1)
π∫
0
K˜(π, t) cos
(
k◦n + εn
)
t dt
= 1
∆˙◦(k◦) + o(1)
[
K˜(π,π)
sin(k◦n + εn)π
k◦ + εn − K˜(π, t)
sin(k◦n + εn)t
k◦ + εn
∣∣∣∣
2d−π+0n n n t=2d−π−0
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k◦n + εn
π∫
0
K˜ ′t (π, t) sin
(
k◦n + εn
)
t dt
]
.
Since
K˜(π,π) = a
+
2
π∫
0
q(t) dt, K˜(π,2d − π + 0) − K˜(π,2d − π − 0) = a
−
2
π∫
0
q(t) dt,
π∫
0
K˜ ′t (π, t) sin
(
k◦n + εn
)
t dt ∈ 2,
it is obtained that
εn = a
+ sin k◦nπ − a− sin k◦n(2d − π)
2∆˙◦(k◦n)k◦n
π∫
0
q(t) dt + δ˜n
k◦n
, δ˜n ∈ 2.
So for the eigenvalues kn of the problem L, asymptotic formula (12) is true. Therefore
Lemma 3 is proved. 
Lemma 4. Normalizing numbers of problem L have the asymptotic behaviour αn = α◦n + δn
where δn ∈ 2.
Proof. Since
∆(k) = ∆◦(k) +
π∫
0
K˜(π, t) coskt dt, ∆˙(kn) = ∆˙◦(kn) −
π∫
0
tK˜(π, t) cosknt dt,
it is clear that
∆˙◦(kn) = ∆˙◦
(
k◦n + εn
)= ∆˙◦(k◦n)+ O(εn), cosknt = cosk◦nt + O(εnt),
where εn ∈ 2. Then
αnβn = −∆˙(kn)
= −∆˙◦
(
k◦n
)+
π∫
0
tK˜(π, t) cosk◦nt dt + O(εnt)
π∫
0
tK˜(π, t) cosk◦nt dt + O(εn).
Since εn ∈ 2, K˜(π, ·) ∈ L2(0,π) and k◦n = n + hn,
δ◦n =
π∫
0
tK˜(π, t) cosk◦nt dt + O(εnt)
π∫
0
tK˜(π, t) cosk◦nt dt + O(εn) ∈ 2,
αnβn = α◦nβ◦n + δn where δn ∈ 2. 
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Let Φ(x,λ) be the solution of (1) under the conditions U(Φ) = 1, V (Φ) = 0 and under the
jump conditions (3). We set M(λ) := Φ(0, λ). The functions Φ(x,λ) and M(λ) are called the
Weyl solution and Weyl function for the boundary value problem L, respectively.
Denote
M(λ) = − δ(λ)
∆(λ)
, (14)
where δ(λ) := ψ(0, λ). Clearly:
Φ(x,λ) = S(x,λ) + M(λ)ϕ(x,λ). (15)
Weyl solution and Weyl function are meromorphic functions of a parameter λ with poles on the
spectrum of the problem L.
It follows from (14) and (15) that
Φ(x,λ) = −ψ(x,λ)
∆(λ)
, (16)
where
ψ(x,λ) = ψ(0, λ)ϕ(x,λ) − ∆(λ)S(x,λ). (17)
ψ(x,λ) which is a solution of Eq. (1) is entire function of λ and satisfying the conditions
ψ(π,λ) = 0, ψ ′(π,λ) = −1 and under the jump conditions (3). Note that, by virtue of equalities
〈ϕ(x,λ), S(x,λ)〉 ≡ 1, (15) and (16) we have〈
Φ(x,λ),ϕ(x,λ)
〉≡ 1, 〈ϕ(x,λ),ψ(x,λ)〉≡ −∆(λ)
for x < d and x > d .
In the present section, we investigate the inverse problem of the reconstruction of a boundary-
value problem L of the form (1)–(4) from its spectral characteristics. We consider three state-
ments of the inverse problem of the reconstruction of the boundary-value problem L from the
Weyl function, from the spectral data {λn,αn}n0 and from two spectra {λn,µn}n0. These in-
verse problems are generalizations of the well-known inverse problems for the Sturm–Liouville
operator (see, [8,9]).
Let us formulate a theorem on the uniqueness of a solution of the inverse problem with the
use of the Weyl function. For this purpose, parallel with L, we consider the boundary-value
problem L˜ of the same form but with different coefficients q˜(x), a˜, d˜ . It is assumed in what
follows that if a certain symbol α denotes an object related to the problem L, then α˜ denotes the
corresponding object related to the problem L˜.
Theorem 2. If M(λ) = M˜(λ), then L = L˜. Thus, the boundary-value problem L is uniquely
defined by the Weyl function.
Proof. Since
ψ(υ)(x,λ) = O(|k|υ−1 exp(|Im k|(π − x))),∣∣∆(k)∣∣ Cδ|k| exp(|Im k|π), k ∈ G¯δ, υ = 0,1, (18)
then it follows from (18) and (16) that∣∣Φ(υ)(x,λ)∣∣ Cδ|k|υ−1 exp(−|Imk|x), k ∈ Gδ. (19)
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Pj1(x,λ) = ϕ(j−1)(x, λ)Φ˜ ′(x,λ) − Φ(j−1)(x, λ)ϕ˜′(x,λ),
Pj2(x,λ) = Φ(j−1)(x, λ)ϕ˜(x,λ) − ϕ(j−1)(x, λ)Φ˜(x,λ),
(20)
then {
ϕ(x,λ) = P11(x,λ)ϕ˜(x,λ) + P12(x,λ)ϕ˜′(x,λ),
Φ(x,λ) = P11(x,λ)Φ˜(x,λ) + P12(x,λ)Φ˜ ′(x,λ). (21)
According to (16) and (20), for each fixed x, the functions Pjk(x,λ) are meromorphic in k
with poles in the points kn and k˜n. Denote G◦δ = Gδ ∩ G˜δ . By virtue of ϕ(υ)(x,λ) =
O(|k|υ exp(|Im k|x)), (19) and (20) we get∣∣P12(x,λ)∣∣Cδ|k|−1, ∣∣P11(x,λ)∣∣ Cδ, k ∈ G◦δ . (22)
It follows from (16) and (20) that if M(λ) ≡ M˜(λ), then for each fixed x, the functions P1k(x,λ)
are entire in k. Together with (22) this yields P12(x,λ) ≡ 0, P11(x,λ) ≡ A(x). Using (21) we
derive
ϕ(x,λ) ≡ A(x)ϕ˜(x,λ), Φ(x,λ) ≡ A(x)Φ˜(x,λ). (23)
It follows from (4), (5) and (9) that for |k| → ∞, arg k ∈ [ε,π − ε], ε > 0, ϕ(x,λ) =
b
2 exp(−ikx)(1 +O( 1k )), where b = 1 for x < d and b = a+ for x > d . Similarly, one can calcu-
late
Φ(x,λ) = (ikb)−1 exp(ikx)
(
1 + O
(
1
k
))
.
Together with 〈Φ(x,λ),ϕ(x,λ)〉 ≡ 1 and (19) this gives a+ = a˜+, A(x) ≡ 1, i.e., ϕ(x,λ) ≡
ϕ˜(x, λ), Φ(x,λ) ≡ Φ˜(x,λ) for all x and λ. Consequently, L = L˜. 
Theorem 3. If k = k˜n, αn = α˜n, n  0 then L = L˜. Thus, the specification of the spectral data
{kn,αn}n0 uniquely determines the operator.
Proof. It follows from (10) that the Weyl function M(λ) is meromorphic with poles kn. Us-
ing (10), (11) and βn = ψ(0, kn) = 1ϕ(π,kn) we calculate
Resk=kn M(λ) =
δ(kn)
∆˙(kn)
= βn
∆˙(kn)
= αn. (24)
Since the Weyl function M(λ) is regular for x ∈ Γn, we get by Cauchy’s theorem that
M(λ) = 1
2πi
∫
Γn
M(µ)
µ − λ dµ, k ∈ intΓn.
Further, since δ(k) = ψ(0, k), estimate (18) gives
δ(k) = O(exp(|Im k|π)). (25)
Using (14), (18) and (25) we obtain∣∣M(λ)∣∣ Cδ|k|−1, k ∈ Gδ. (26)
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M(λ) = lim
n→∞
1
2πi
∫
Γn1
M(µ)
µ − λ dµ,
where Γn1 = {k: |k| = |k◦n|, n = 0,1, . . .}.
Calculating this integral by the residue theorem and taking (24) in to account we arrive at
M(λ) =
∞∑
n=0
1
αn(λ − kn) . (27)
Under the hypothesis of the theorem we get, in view of (27), that M(λ) ≡ M˜(λ) and conse-
quently by Theorem 2, L = L˜. 
Theorem 4. If kn = k˜n, µn = µ˜n, n 0, then q(x) = q˜(x), i.e., on (0,π), d = d˜ , a = a˜.
Proof. It follows from (10) that the function ∆(k) is entire in k of order 1/2, and consequently
∆(k) is uniquely determined up to a multiplicative constant by its zeros:
∆(k) = C
∞∏
n=0
(
1 − k
kn
)
. (28)
According to (8),
∆◦(k) = C◦k
∞∏
n=1
(
1 − k
k◦n
)
, C◦ = πa+ − (2d − π)a−,
then
∆(k)
∆◦(k)
= C k◦ − k
k◦C◦k
∞∏
n=1
k◦n
kn
∞∏
n=1
(
1 + kn − k
◦
n
k◦n − k
)
.
Taking k → −∞, we get
C = −k◦C◦
∞∏
n=1
kn
k◦n
.
Substituting in to (28) we arrive at
∆(k) = C◦(k − k◦)
∞∏
n=1
kn − k
k◦n
. (29)
It follows from (29) that the specification of the spectrum {kn}n0 uniquely determines the
characteristic function ∆(k). Analogously, the function δ(k) is uniquely determined by its zeros
{µn}n0. Let now kn = k˜n, µn = µ˜n, n 0. Then ∆(k) ≡ ∆˜(k), δ(k) ≡ δ˜(k) and consequently
by (14), M(x) ≡ M˜(x). From this, in view of Theorem 2, we obtain q(x) = q˜(x) on (0,π),
d = d˜ , a = a˜. 
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