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1. INTR~DUC-~~~N 
The parabolic system of equations 
u,(x, 1) = Au(x, t) + (1 - UZ - v’) U(X, t) 
u,(x, c) = Au(x, 1) + (1 - U2 - G2) u(x, c) 
forxER, t>O (1) 
arises in the theory of superconductivity of liquids proposed by Abrahams 
and Tsuneto in [ 11. System (1) has also been briefly treated as an example 
by Chueh, Conley and Smaller in (61. 
Throughout this paper we shall assume that D is a bounded domain in R” 
(n = 1,2 or 3) with smooth boundary X!. A denotes the Laplacian; all the 
results of the paper which hold for n > 1 also hold when A is replaced by 
any second-order symmetric elliptic differential expression with positive 
spectrum. 
Because of the very symmetric nature of (l), it is reasonable to expect 
solutions of (1) to have nice properties. We show in this paper that this is in 
fact the case. In Section 2 we give a complete description of steady state 
solutions of (1) satisfying Dirichlet or Neumann boundary conditions; we 
show that often all steady states are of the form u = u, t‘ = au for some 
constant a where u is the solution of a single differential equation. It is 
possible, using standard techniques for scalar nonlinear boundary value 
problems, to obtain lots of information about the solutions of this single 
equation and so about solutions of (1). 
In [6 1 it is shown that all solutions of (1) are attracted towards the set 
{(u, v): u* + v* < 1). In Section 3 we show that (1) has a Lyapunov function 
and use this fact and the standard theory of w-limit sets to prove that any 
solution of (1) tends, as t + 03, towards the family of all steady state 
solutions of (1). Often, in the case of scalar equations, it can be shown that 
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steady-state solutions are isolated and usually it is straightforward to deduce 
that every trajectory tends to a steady-state solution. As is shown in Section 
2, however, continua of steady state solutions exist for Eq. (1). Hence the 
question arises as to whether trajectories of (1) tend to single steady state 
solutions rather than simply approaching a continuum of steady state 
solutions. We show by using invariant region arguments that in certain cases 
trajectories of (1) do approach single steady state solutions. 
2. STEADY STATE SOLUTIONS 
We consider the elliptic system 
--du(x) = (1 - uz - 0’) U(x) 
for x E .C! 
--Au(x) = (1 - u* -u’) u(x) 
with boundary conditions 
u(x) = u(x) = 0 forxEXI (3) 
$(x)=$(x)=0 for x E t4L& 
where a/an denotes the derivative in the direction of the normal at x E XI. 
We shall determine the family of all functions (u, U) satisfy (2) and (3) or (2) 
and (4). It is easy to see from the symmetry of (2) that, if (u, V) is a solution 
of (2), then so are (u, -v), (-U, v) and (-U, -v). 
First we establish simple a priori bounds for all solutions of the above 
systems. 
THEOREM 2.1. If (u, u) is a soluEion of (2) and (3) or of (2) and (it), 
then (u* 4 u’)(x) < 1 for all x E R. 
ProoJ Suppose that (u,v> satisfies (2) and (4j, and that S = {x E D: 
(u’ + v”)(x) < I} is non-empty. Then, for all x E Q, 
d(u* + v”)(x) = 2(24(x) Au(x) + 1 grad u(x)\’ 
+ v(x) dv(x) + /grad a(x)12) 
= 2(lgrad us” + /grad v(x)~‘) 
- q[u(x)]* + [u(x)12)(1 - [u(x)]'- ~u(xj]') 
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and so d(u2 + v’)(x) > 0 for x E S. Hence u2 + ZI’ must attain its maximum 
on S at a point x0 E as. Since S is non empty, (24’ + 21*)(x0) > 1. If 
x0 E as\aa, we would have (u’+ v2)(x,)= 1 and so x,, E X2 and 
dist(x,, aS\an) > 0. Thus x,, is a boundary point of S with the interior 
sphere property and &(x,)/an = 0. Hence by the strong maximum principle 
(u’ + V’)(X) E (u’ + u’)(x,) > 1 for all x E S. Since u and u are continuous, 
it follows that S = Q. 
Hence u satisfies 
-h(x) - ku(x) = 0 for x E Q, 
au 
z (x> = 0 for x E an, 
where k < 0 is a constant. Therefore we must have u = 0 and similarly v = 0. 
Thus we have obtained a contradiction. 
Hence S must be an empty set and so (u’ + U’)(X) < 1 for all x E 0. If 
(u, U) satisfies (2) and (3), then the result follows from a similar but simpler 
argument. 
It is easy to see that (u, au) satisfies (2) if u satisfies the scalar equation 
-Au(x) = (1 - (1 + a’) U’) u(x) for x E R. (5) 
The next theorem shows the surprising fact that often all solutions of (2) are 
generated in this way. 
THEOREM 2.2. Let (u, v) satisfy (2) and (3) or (2) and (4) and be such 
that neither u nor v is identically zero. Suppose either that u (or v) does not 
change sign on R or that n = 1. Then there exists a E R such that v = au 
and u satisfies (5). 
Proox Let (u, U) satisfy (2) and (3); a similar argument holds in the case 
of Neumann boundary conditions. 
Let q(x) = 1 - (u’ + v’)(x). Then u and o are eigenfunctions 
corresponding to the eigenvalue 0 of the linear eigenvalue problem 
dw(x) - 4(x) w(x) = w(x) 
w(x) = 0 
for x E D, 
for x E an. (6) 
It is well known that (6) has an infinite sequence of eigenvalues y1 < y2 < ..a, 
that y1 is a simple eigenvalue whose corresponding eigenfunction 0 is positive 
on R and that the eigenfunctions corresponding to distinct eigenvalues are 
orthogonal. 
Suppose u does not change sign on 8. If y, # 0, we must have 
j, U(X) 4(x) dx = 0 which is impossible. Hence yr’= 0 and so u and v are 
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eigenfunctions corresponding to the simple eigenvalue 0. Thus there exists 
a E R such that z) = au and so u satisfies (5). 
If n = 1, then u and u are eigenfunctions corresponding to the eigenvaiue 0 
of a Sturm-Liouville problem. Since all eigenvalues of Sturm-Liouville 
problems are simple, the conclusion follows as above. 
COROLLARY 2.3. Suppose n = 1. Then (u, U) is a solu&ion of (2) and (3) 
or (2) and (4) if and only if (u, v) is of one of the following farms: 
(i) (.u, au) where u satisfies (5) and the appropriate boundary 
condition; 
(ii) (0, u,,) or (uO, 0) where u0 satisfies (5) when a = 0 and the 
appropriate boundary condition. 
A similar corollary holds when n > 1 for solutions which do not change 
sign in R. Thus when n > 1 we can describe all solutions of (2) and (3) or 
(2) and (4) provided that we can show that all solutions are of constant sign. 
The next theorem gives a simple sufficient condition for this to be the case in 
terms of the eigenvalues of the linear problems 
-Au(x) = h.4(x) 
u(x) = 0 
for x E s1, 
for x E cYR 
and 
-Au(x) =/m(x) forxER, 
au 
z (xl = 0 for x E X?. 
We shall denote the eigenvalues of (7) and (8) by A, < A, < ;1, < ... and 
PI (&Gru3’..9 respectively. Then 1, > 0 and y, = 0. 
THEOREM 2.4. Suppose (u, v) is a solution of (2) and (3) (resp. (2) and 
(4)). IfA, > 1 (resp. pu, > I), then u and v do not change sign on D. 
ProoJ Suppose pL12 > 1 and (u, v) satisfies (2) and (4). Suppose ok is not 
identically zero; a similar proof holds if v is not identically zero. Let q(x) = 
1 - [u(x)]’ - [v(x)]“. Th en u is an eigenfunction corresponding to the eigen- 
value 0 of 
-dw(x) - q(x) w(x) = yw(x) for x E R. 
aw 0 an= for x E an. 
(9f 
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Since by Theorem 2.1 we have 0 < q(x) < 1, (9) has eigenvalues yr < y2 < . . . 
where y1 < 0 (and y1 = 0 only if q(x) G 0) and y2 > ,u, - 1 > 0. Since 0 is an 
eigenvalue of (9) we must have y1 = 0 and so q(x) = 0. Hence u must be a 
constant function and the proof is complete. 
A similar but simpler proof can be given in the case where (u, v) satisfies 
(2) and (3). 
We now investigate Eq. (5) for fixed (r > 0 with Dirichlet boundary 
conditions. We do so by considering the more general bifurcation problem 
-Au(x) = A(1 - (1 + a’) 24’) U(X) 
u(x) = 0 
forxEQ, 
for x E aR 
(10) 
with bifurcation parameter 1. Solutions of (5), of course, are solutions of 
(10) when J = 1. Equation (10) has the zero solution for all values of L and 
possible bifurcation points are the eigenvalues 1, ( 1, < 1, < . . . of the linear 
problem (7). It is well known that d, > 0 is a simple eigenvalue and so is a 
bifurcation point. Moreover, Rabinowitz has shown in [ 121 that there exists 
a continuum of solutions C, of (10) bifurcating from 1, such that, if 
(ii, u) E C,, then u has no zeros in Q; moreover, C, joins (1,) 0) to co in 
R x C’(Q). The next three lemmas provide the information we need about 
the extent of Cr. 
LEMMA 2.5. If 0 < A< A,, then (10) has only the trivial solution. 
ProoJ: Suppose (A, U) is a solution of (10) and 0 < ), < A,. Then 
j -Llu(x)u(x)dx=/l j” [u(x)]‘dx-1(1 +a2)j [U(X)]“dX. 
R -0 a 
Now, by the spectral theorem, 
j -Llu(x)u(x)dx>I,j [u(x)12dx 
0 D 
and so it follows that 
(&-n)j 
R 
[U(X)]‘dX<-d(1 +c?) j [U(X)]“&. 
R 
Hence u(x) 3 0. 
LEMMA 2.6. Suppose A. > 0 and (A, u) is a solution of (10). Then lu(x)l < 
(1 + a*)-“*fir x E 0. 
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Proof. Let R, = {x E s2: U(X) > (1 + a*)-“*j. Then k(x) > 0 for x E J2, 
and ~(x)=(1+a~)-~‘* for xEX?,. Hence, by the maximum principle, 
u(x) < (1 + CX*)-~‘* for x E 8, and so 0, is empty. Thus u(x) < (1 + OL*)-“~ 
for x E 0. A similar argument shows that U(X) > -(l + a2)-1’z for x E 0 
and so 1 u(x)1 < (1 + a2)-“2 for x E Q. 
LEMMA 2.7. {n:(a,U)EC1}=[al,a3]. 
Proof: Let P = {,I: (,I, U) E C,}. Then P is a connected set (i.e., a real 
interval) containing A,. By Lemma 2.5, if i, < 1,) then ), @ P. Suppose there 
exists & > ,I, such that & G$ P. Then P c [,I,,, ii,, j. It follows from Lemma 
2.6 by using standard bootstrapping arguments that the C’(f2) norm of zd is 
uniformly bounded for all (I, U) E Cr. This is impossible as C, must join 
(E., 0) to co in R x C’(Q). Hence II f P for all A > 1, and the proof is com- 
plete. 
The following result on the existence of solutions of (5) is an immediate 
consequence of the above lemmas. 
THEOREM 2.8.. If,?, < 1, then 
-h(x) = (1 - (1 + c?) U’) u(x) firXER, 
u(x) = 0 fOrXEi2-2 
(111 
has at least two solutions AU where u is positive on R. 
We now prove the uniqueness of positive solutions of (11). In order to do 
so we use standard upper and lower solution techniques (see, e.g., Amann 
[2]) and a simple uniqueness argument due to Cohen and Laetsch 171. 
THEOREM 2.9. Let a > 0 and 1, ( 1. Then there exists a unique solution 
u(x, a) of (11) which is positive on Q. Moreover, f a = tan 8 where 
6E [0,7c/2), u(x,a)= u(x,O)cos 6. 
Proof. Let U&C, a) = (1 + a*)--li2. Clearly ug is an upper solution of (11) 
and by Theorem 2.8 and Lemma 2.6 there exists a positive (lower) solution 
w such that w(x) < uO(x, a) for all x E 0. Hence by Amann [2] there exists a 
maximal positive solution u(x, a) < (1 + a’)-“’ for x E 51. 
Let v be any solution of (11) such that v(x) > 0 for all x E G!. Since 
u(x, a) is maximal, v(x) Q 24(x, a) for x E R. If f(p) = (1 - (1 + a’)p*)p, 
p + p-If(p) is a strictly decreasing function for 0 < p < (1 + a’)- V2 and so 
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0 = - u(x, a) Au(x) dx - 
J 
du(x, a) u(x) dx 
R I n 
= I (f(@, a)) dx) - 4~ a)f(dx>)) dxR 
= I 4x, a) u(x)[f(u(x, a>>(u(x, a>>- l 
:f WN(uo)‘l dx. 
Hence we must have v(x) = U(X, a) for all x E R. 
It is easy to check that U(X, a) set 13 is a positive solution of (10) with 
a = 0. Hence, as positive solutions are unique, u(x, a) set 19 = u(x, 0) and the 
proof is complete. 
When n = 1, (11) becomes an autonomous ordinary differential equation 
and more detailed information can be given about the solutions. In [5] 
Chafee and Infante have studied a class of autonomous O.D.E.‘s which 
includes (11). They prove the following theorem by using phase plane 
techniques. 
THEOREM 2.10. Suppose n = 1. If 1 < A,, then (11) has only the zero 
solution. If 1, < 1 < ;Ik+ i (k = 1,2,...), then (11) has precisely (2k + 1) 
solutions, viz., the zero solution and *u, (p = l,..., k) where up has exactly 
(p - 1) zeros in 0. 
The following theorem which gives a fairly full description of the solutions 
of the elliptic system (2) and (3) is an easy consequence of the above results. 
THEOREM 2.11. (i) If A, > 1, (2) and (3) have only the zero solution. 
(ii) If& < 1 and (u, v) is a solution of(2) and (3) such that u(x) > 0 
for x E Q, then there exists a > 0 such that u(x) = u(x, a) and 
v(x) = au(x, a) where u(x, a) is the unique maximal positive solution of (11); 
an analogous result holds tf u(x) = 0 and v(x) > 0 for x E R. 
(iii) If A., < 1 < A, and (u, v) is a solution of (2) and (3) such that u 
and v are non-trivial functions, then there exists a > 0 such that 
u(x) = u(x, a) and u(x) = au(x, a); analogous results hold if u or u is the 
zero function. 
(iv) Suppose n = 1. If (u, v) is a soZution of (2) and (3), then u and u 
are linearly dependent and u is a solution of (11) If A, < 1 < A,, 1, then (11) 
has exactly 2k non-trivial solutions. 
In particular the above theorem shows that (2) and (3) have non-trivial 
solutions if and only if the domain 0 is sufficiently large. 
We now give a similar result for the Neumann problem (2) and (4). 
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THEOREM 2.12. (i) (2) and (4) haoe the constant non-negative 
solutions ((0, o)} u {(0, I)} u {((l + GL’)-~‘~, a(1 + a2)-@): a>, 0); these 
constant solutions are the orzly non-negative solutions of (2) and (4). 
(ii) If p, > 1, the only solutions qf (2) and (4) are the constant 
solutions. 
(iii) Suppose n = 1. If (u, v) is a solution of (2) and (4), then u and v 
are linearly dependent and u is a solution of 
-d’(x) = (1 - (1 + a’) U’) U(X) forxE R, 
$x)=0 
If iuk( 1 <Pkf,V then (12) has exactly 2k non-zero solutions, viz., 
f(1 + c?)-l’2, +z41,..., fu,-, where ub has exactly (p - 1) zeros in ~2. 
Proof: (i) Suppose (u, v) is a solution of (2) and (4) such that U, u 2 0. 
If u = u = 0, there is nothing to prove. Assume without loss of generality that 
u is non-zero. Then by Theorem 2.2, u satisfies (12) for some a > 0. Clearly 
(12) always has the solutions u(x) = 0 and U(X) = (1 + a2)-42. Arguments 
similar to those used in Theorem 2.1 and Lemma 2.6 show that any solution 
w of (12) satisfies the a priori bound / w(x)1 < (1 + a2)-1/2. Thus the constant 
solution (I + CX*)-~” is the maximal positive solution of (12). Hence the 
uniqueness argument used in Theorem 2.9 shows that (1 + a*)-“’ is the 
unique non-zero non-negative solution of (12). Therefore we must have that 
u(xj = (1 t a2)-1/‘2 for x E 8. 
(ii) Let ,D* > 1 and (.u, U) be a solution of (2) and (4). In the proof of 
Theorem 2.4 we showed that u must be a constant function and so the result 
is immediate. 
(iii) The linear dependence of u and v follows from Theorem 2.2. The 
precise description of the solutions of (I 1) in this case follows from results 
obtained by Chafee in 141. 
3. THE PARABOLIC SYSTEM 
We now consider the parabolic system 
z&(x, t) = du(x, t) + (1 - 22 - v”) u(x, t) 
v,(x, 5) = dv(x, t) + (1 - u* - v”) v(x, t) 
forxEJ2, t>O (13) 
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with initial conditions 
and boundary conditions 
or 
u(x, t) = 0 = u(x, t) forxE%& t>O (15) 
2 (x, t) = 0 = g (x, t) forxEa0, t>O. 
First, we use semigroup techniques to show that solutions of the above 
systems exist locally for sufficiently small t. The results we use can be found 
in Henry [lo]. We shall require the spaces of continuous functions C(Q), 
C’(Q) ,... with norms ]I ]l0, 1) I( ,,..., of Hdlder continuous functions C’(D), 
C”“(Q>,... with norms II lip, II lll+w, of Lebesgue and Sobolev spaces L,(Q), 
fG&%.. with norms II llo,p3 II kp. As usual E/&#2) denotes the closure of 
C:(a) in H,&2), We shall also require the Cartesian product of spaces, If 
X and Y are Hilbert spaces with inner products ( , ), and ( , )?, then X x Y 
is a Hilbert space with inner product ((xl y,), (x2 y2)) = (x, , x*)X + (y, , y?),, . 
We now show how the parabolic system (13), (14), (15) may be written as 
an operator equation so that semigroup theory may be used. Let 
A: [E&(Q) n H2,2(fi)]2 --f [L,(Q)]2 be defined by A(u, u) = (-Au, --Au). 
Then A is a densely defined, positive, self-adjoint operator on [L,(J~)]’ and 
A-’ is a compact operator. The operator A” can be defined for 0 < a < 1. If 
we denote D(A”), the domain of A”, by X”, then X” with the graph norm 
corresponding to A” is a Banach space. In particular, X1/* = [@,,(Q)]‘. 
Letf: [fl,,(fi)]‘+ [L2(Q)12 be defined by 
j-(24, u) = ((1 - U? - z?) u, (1 -u* -z?) 0). 
Since n = 1, 2 or 3, it is easy to see that f is well defined and it is 
straightforward to check that f is locally Liptschitz continuous on D(A1’2) = 
[H!,,(Q)l*- 
We replace the system (13), (14), (15) by the operator equation 
$lu +f(u) for t > 0, 
u(0) = ug . 
(17) 
A solution of (17) is a continuous function U: [0, tl] --t [L2(0)]’ such that 
40) = uo 3 u(t) E D(A), au(t)/& exists, t +f(u(t)) is locally Holder 
continuous and the differential equation (17) is satisfied on (0, tl). 
It follows from results in Henry [lo] that, if no E D(A”*), there exists 
T > 0 such that (17) has a unique solution on (0, r). Standard regularity 
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arguments how that any solution of (17) is a classical solution of (13), (14) 
(15). 
Next, by using arguments involving invariant regions we shall show that 
solutions of (13), (14), (15) exist for all t > 0. We shall make use of results 
in. Bebernes, Chueh, and Fulles f3]. 
A subset B of R2 is called a positively invariant region for (13), (14), (15) 
if (u,(x), uO(x)) E B for all x E R implies that the solution 
(u(x, t), U(X, t)) E B for all x E R and all t for which the solution exists. 
Because the diffusion coefficients in (13) are equal and u and u satisfy the 
same boundary condition, the results of [3] show that B is a positively 
invariant region for (13), (14), (15) if B is a convex subset of R2 such that at 
all points (u, v) on the boundary of B the vector field f(u, ~1) = 
((1 - u2 - D’) U, (1 - u2 - v’) V) is pointing into B or is tangential to %B, 
Clearly all points on the circumference of the unit circle are zeros off and 
the vector field consists of radial lines through the origin which are directed 
outwards (resp. inwards) at points inside (resp. outside) the unit circle. It is 
easy to see that the following are invariant regions for (13), (14)? (15): 
(a) circles, centre the origin with radii 21; 
(b) sectors of circles in (a), subtending an angle <a~, 
CC> each of the four quadrants in the u a ~5 plane. 
We now indicate how the proof of the global existence of solutions of 
(13), (14), (15) may be completed. Suppose (uO, vO) E D(A), Then, by a 
Sobolev embedding theorem, U, and L’~ are uniformly bounded and so there 
exists a ball B c R2 such that (u,(x), D,,(X)) E B for all x E Q. It can be 
shown that there exists an interval [0, t,], where t, depends only on B, such 
that any solution of (13), (14), (15) with initial data in B exists for t < f,. 
But, since B is an invariant region, (u(x, to), V(X, to)) E B for all x E 62 and 
so, arguing as before, it can be shown that the solution exists on [0,2&l. The 
interval of existence can be made arbitrarily large by sufficient repetitions of 
the above argument. Hence the proof is complete for the case where 
(Mu, VJ E D(A). If (u*, uO) E [q,,(L2)]‘, then there exists a solution ef (13), 
(14), (15) on some interval [0, tl]. But (u(., tl), u(., t,))ED(A) and the 
global existence of a solution follows as before. 
If (uo, JJO) E IJT,2W127 we shall denote the corresponding solution of 
(13), (14), (15) by (u(x, t), U(X, 1)). If we define s(t): [@,,@)I2 -+ [@,,(n)]” 
by 
then the above uniqueness and existence results show that the family of maps 
{S(t): t > 0) is a dynamical system. 
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We now investigate the asymptotic behaviour of solutions of (13), (14), 
(15). We shall first show that as t -+ co any solution of (13), (14), (15) 
approaches the family of all steady state solutions. This is possible because 
(I3), (14), (15) P ossesses a Lyapunov function and the desired result can be 
deduced by using standard arguments involving u-limit sets. First we recall 
some relevant definitions and results. 
Let C be a complete metric space and let {T(t): t > 0} be a dynamical 
system on C. 
If U, E C, the w-limit set of u,,, denoted by w(uJ, is defined to be the set 
{u E C: there exists t, + co such that lim,+, T(t,J U, = u). 
We shall require the following result which can be found on Henry [lo]. 
THEOREM 3.1. Suppose u0 E C and {T(t) ZQ,: t > 0} lies in a compact 
subset of C. Then a@,,) is a non-empty, compact, invariant, connected set. 
Moreover, lim,, dist(T(t) u,, cu(u,)) = 0. 
A continuous function V: C + R is defined to be a Lyapunov function for 
{T(t): t > 0) if 
P(u) = f’y+ sup + f V(T(t) u) - Y(u)} < 0 
for all u E C. 
We now show that a Lyapunov function exists for the dynamical system 
associated with (13), (14), (15). Let Ir: [$‘&2)]2+R be defined by 
v(u, u) = j- 
cl 
[f Ivu 1’ + 1 Jvv I2 - $(u’ + v’) ;t +(u” + v4) + u’v’] dx. 
Standard arguments how that if S(t)(u,, vJ = (u(x, t), V(X, t)), then 
ww(%~ VIA) - V(t)(u*, 43)) 
=- 
II 
*’ - (u; + u;) dx dt 
t a 
(18) 
for all t > t > 0. 
The existence of the Lyapunov function V enables us to prove the 
following result: 
THEOREM 3.2. Let (uO, v,J E [fl,,@2)]‘. Then u(uO, uO) is nonempty 
and all points ofw(u,,, uO) are steady state solutions of (13), (14), (15), i.e., 
solutions of (2) and (3). 
ProoJ: It is clear from (18) that t -9 V@(t) (u,, uJ) is a non-increasing 
function. If g: R2 -+ R such that g(u, v) = b(u” + v”) + u2v2 - f(u’ + v’), it is 
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easy to check that g(u, V) > - 6 for all (u, V) E R*. Hence V(u, V) > - $~@2) 
for all (u, 0) E [fC,2(Q)]2, where m denotes Lebesgue measure. Therefore 
t -+ V(S(t)(u ;, u,,)) is bounded below and so lim,,, V@(t)(uO, II@)) exists. 
k(u, u) = $(24” + u”) + u2uz - (u” 4 u”), 
k(ulf U) 2:: zrRall (~~~~E R!%ence for all (u, V) E [fl,,(Q)]“, 
Hence 
and so {S(t)(u,, v,,): E > 01 is a bounded set in [I.,]‘. Since A has 
compact resolvent, it now follows by Henry [lo, Theorem 3.3.61 that 
{S(t)(u,, uO): t >, O} is a compact set in [@&I)]‘. Hence w(uO, vO) is non- 
empty. 
Let (u, tl) E w(uO, vO). There exists a sequence t, -+ oc, such that 
lim n-m S(t,)(u,, q,) = (u, uj. Hence for some a E R 
T/(24, u) = $t~ V(S(t,))(u, 21) = $I V(S(tj(u, 21)) = a. 
Hence V(u, t.) = a for all (u, V) E o(u,, vO). 
Let (u, , vl) E w(uO, u,,). We shall show that (u, , v,) is a steady state 
solution of (13), (15). Since o(u,, 21~) is invariant, S(r)(u,, u, j E 0(2(,, v,) 
for all t > 0 and so V(S(t)(u,, ~~))=a. Hence, by (lg), 5’(t)(u,, v,) is 
independent of t and so S(t)(u,, ZJ,) = (ul, 0,) for all t >, 0. Thus (u,, 0,) is a 
steady state solution of (13), (15). 
Thus, if E = {(u, U) E [I,,]‘: ( u, u is a solution of (2), (3)}, the two ) 
previous theorems imply the following result. 
THEOREM 3.3. Let (u,,, 0,) E [@,2(Q)]2. Then lim,,, dist{S(t)(z/,, ?I@), 
E) = 0, i.e., the solution of (13), (14), (16) approaches the set of all steady 
state solutions as t + CL). 
A result analogous to Theorem 3.3 can be proved for the Neumann 
problem (13), (14), (16) by using almost exactly the same arguments. It is 
necessary only to redefine A: D(A) -+ [L,($2)]* by A(u, V) = (-d#, --AD), 
where D(A) = {(u, U) E [EI&~)]~: &q’i?n = au/i% = 0 on XI}. Then .d is 
again a densely defined non-negative self-adjoint operator on [L2(0)]’ but 
now D(Ali2) = [H,,2(.Q)]2. Th e result for the Neumann problem can now be 
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proved exactly as for the Dirichlet problem if we replace [fl,,(Q)]’ by 
K2G912* 
For the Dirichlet problem (13), (14), (15) the results of Section 2 show 
that, if R is so small that II, > 1, then there is a unique steady state solution, 
viz., the zero solution. Hence Theorem 3.3 shows that every solution of (13), 
(14), (15) must approach 0 in [@&2)]‘. The next theorem shows that if 
1, < 1, then no data with a component of constant sign lies on the stable 
manifold of the zero solution. 
THEOREM 3.4. Suppose A, < 1. Let (uO v,,) E [@,,(.f2)]* such that u, > 0 
but u0 is not identically zero. Then S(t)(u,, v,J does not tend to zero in 
[H;,2(Q)]2 as t-t co. 
ProoJ Suppose that lim,, S(t)(u,, vO) = 0 in [#,2(0)]2. Then, 
if S(t)@, , q,)(x) = (u(x, t), u(x, t)), lim,, II u(x, t>llo,6 = 0 and 
lim,, /I v(x, t)ll,,, = 0. Hence, if g(x, t) = (1 - u2 - v2) u(x, t), 
lim,, 1) g(x, t)ll,,, = 0. Therefore u is a solution of the scalar equation 
24,(x, t) - du(x, t) = g(x, t) for x E 0, t > 0, 
u(x) = 0 for x E c?R, 
where In I dx, t)12 dx + 0 as t -+ co. It follows by Lemma 3.1 in Kahane [ 1 l] 
that sup / u(x, t)l + 0 as t + co; u has similar asymptotic behaviour. 
Let 4(x, t) = 1 - [u(x, t)]’ - [0(x, t)]‘. Then u satisfies the scalar equation 
2$(X, t) - du(x, t) - q(x, t) u(x, t) = 0 for x E Q, t> 0, 
24(x, t) = 0 for x E 852, t > 0, 
u(x, 0) = z&) forx E 52. 
Since u,(x) > 0 for x E Q and u,,(x) & 0, it follows from the maximum prin- 
ciple for parabolic equations that, if t > 0, u(x, t) > 0 for x E B and 
&4(x, t)/an < 0 for x E X?. 
Since ,I, < 1 and q+ 1, there exists t, > 0 such that q(x, t) > A, for x E D 
and t > t,. Let Q be a positive eigenfunction satisfying 
-4(x) = &4(x> for x E 0, 
4(x) = 0 for x E aa 
such that I(x) < u(x, to) for all x E Q. Let w satisfy 
Wt(X, t) - Llw(x, t) - q(x, t) w(x, t) = 0 for x E Q, t>tt,, 
w(x, t) = 0 forxEX& t>t,, 
J45 to> = 9(x> for x E R. 
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By the comparison principle for parabolic equations u(x, tj > W(X, t) for 
x E J2 and t > f,, Moreover, as 
-4(x) - q(x, 0 !a) < -4(x) - 114(x) = 0 for t > t, 
it also follows from the comparison principle that w(x, t) > 4(x) for x E on, 
t > to. Hence w(x, t) > g(x) for x E L!, t > t, and so lim,,, u(x, t) # 0. This 
is a contradiction and so the proof is complete. 
Any solution of (13), (14), (15) corresponding to initial data (u, + t10 j 
where 2~~ > 0 and U, not identically zero must take values in the invariant 
region B = {(u, v): u > 0) and must approach the set of all equilibrium 
solutions with no negative u component. We showed in Section 2 that if 
il I < 1, all such non-zero steady state solutions lie on the continuum 
P = ((u(x, a), au(x, a)): a E W} u {O, u(x, 0)}, where U(X, o) is the unique 
positive solution of (11). We now show that such solutions of (13), (14), 
(15) do not merely approach the family of all steady state solutions but 
actually converge to steady state solution. 
THEOREM 3.5. Suppose Al, uO, v0 are as in Theorem 3-4. Then (0,O) 
does not lie in the w-limit set of (u,,, vO). 
Proof. By Theorem 3.4, w(uO, vO)# {(0, O)}. Clearly w(&,, vOj is 
contained PU ((0, 0)} and dist{(O, 0), P} > 0. Since w(uO, vO) is connected, 
it is impossible that (0,O) E w(u,, v,). 
THEOREM 3.6. Suppose Al, uO, v, are as in Theorem 3.4. Then lhere 
exists (u, v) E P such that Iim,, s(t)(u,, vJ = (u, u)~ 
Proof. We have shown above by using invariant region arguments that 
{S(~)(U@, tzoj: t> 1) is uniformly bounded in C”(Q)‘. It can be shown that 
this implies that {s(t)( uo, v,,): t > l} is uniformly bounded in C’+N(Qj for 
some ,u, 0 < fl < 1. The proof of this fact involves fairly lengthy 
bootstrapping arguments and may be found in the Appendix. 
Since {S(fj(u,, vo): t > 11 is uniformly bounded in C’+“(Q), there exists a 
sequence t, -+ co such that lim,+, S(t,)(u,, vo) = (u, v) in C’(Q). Clearly 
(u, v) lies in w(uo, v,) and so (u, v) # (0,O). Hence (14, vj must be a non-zero 
steady state solution with non-negative u component and so (21, vj E P, 
Suppose (24, v) = (u(., a), a~(., a)) for some a E R; a similar argument is 
possible when (u, v) = (0, U(X, 0)). Then, if s(t)(m,, vO) - (EC(., t), v(., t)‘), 
u(., t,J and v(., 1,) converge to u(., a) and au(a, a} respectively in C’((Js). 
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We now show that lim,, S(t)(u,, uJ = (u(., a), au(m, a)). Suppose that 
for some p > 0, (u(.,/3),@(~, /I)) is in w(u,, uO). Let 
S, = 
I 
(u, u) E R*: u > 0, u2 + v* < 2, 
$ E [a--,a+&] U{(O,O)}, 
I 
where E < /I - a. Then the sector S, is a positively invariant set for (13), 
(14), (15) and (u(x,P),Pu(x,P)) 6Z S, f or all x E 0. We shall show that for 
sufficiently large n (24(x, t,), 0(x, t,)) is in S, for all x E a. 
Since {S(t)(u,, q,): t > 1) is uniformly bounded, there exists a constant K 
such that /u(x, f,J, Iv(x, t,J <K for all x E R and all IZ. Let l-7, = 
{x E 6: dist(x, 80) ( 6). If 6 is sufficiently small, for any x E U,, there 
exists a point b(x) E %J such that the normal to 80 at b(x) passes through x 
and the line joining x to b(x) has length less than 6. There exists k, > 0 such 
that au(x, a)/& 2 3k, for all x E 80. Hence, if we choose 6 sufficiently 
small, we have 
z u@(x) + s(x - b(x)), a) > 2k, 
for all x E U, and 0 < s ,< 1. For this value of 6, there exists k, > 0 such that 
u(x, a) > 2k, for all x E o/U,. Therefore, as u(+, t,) converges to a(., a) in 
C’(Q), there exists a positive integer N, such that, whenever n > N,, 
$ G(x) + stx - b(x)), tn) > k, 
for all x E U, and 0 ,< s < 1 and u(x, tn) > k, for all x E Ll/U,. Moreover, 
there exists an integer N, such that 
1 u(x, tn) - u(x, a)1 ,I v(x, t,) - au(x, a)1 < ck:/K 
for x E R and 
; u@(x) + s(x - b(x)), fn) 
-a$u(b(x)+s(x-b(x)),tn) <k,~ 
for x E U, whenever n > N2. 
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Suppose n > max{N,, N2}. If x E Q/U,, 
I+, 4Jl4x, tn> - a I 
= I46 t,>/u(x, tn)- au(x, a)/@, a)\ 
< [4x, 4J 0, a)]-’ {14x, t,(lu(x, a) - u(x, t )f 
+ IO& t,)l Iu(x, tn> - a@, a?1 1 
< 2K&k;/2Kk; = E. 
If XE u,, 
I+ t,)lu(x, tn> - a 1 
= - u@(x) + s(x - b(x)), tJ 
- a $ u@(x) + s(x - b(x)), tn) 
. IJ 
Id 
Y- - u@(x) + s{x - b(x)), t,J ds 
o ds 
< k, ElkI = E. 
Hence, if n > maxiN,, N,}, u(x, t,J/~(x, t,J lies ia [a -F, a f E] for all 
x E C!. Therefore it is clear that by choosing n suffkiently large we can 
ensure that u(x, t,)/u(x, tn) lies in S, for all x E Q. Since S, is positive 
invariant, it follows that (u(x, t), 2)(x, t)) lies in S, for all x E ~2 and t > t,. 
Hence (UC-, P>, Pu(-, PI) cannot lie in S, because of our choice of E. Thus 
a(~,,, uo) = {u(., a), au(., a)} and so lim,_, S(t)(u,, v,) = (a(., a), au(., a)). 
It is straightforward to establish results about solutions of (13), (14) and 
(15) with initial data (uo, uo) analogous to Theorems 3.4, 3.5 and 3.6 in the 
cases where u. < 0, u. > 0 and u. < 0. It is also possible to prove that all 
trajectories and not only those starting from initial data with one component 
of constant sign converge to steady state solutions provided that all steady 
state solutions are of constant sign on R. The following theorem is a conse- 
quence of Theorems 2.2 and 2.4 and arguments similar to those used in 
Theorem 3.5 and 3.6. 
THEOREM 3.7. Suppose A, < 1. Then for any (u,,v,)E [H:,,(Q)]', 
S(t)(u,, u,) converges to a steady state solution as t -+ crj. 
We now consider (13), (14), (16), i.e., the system of equations with 
Neumann boundary conditions. We first restablish the following rescilt which 
is analogous to Theorem 3.4. 
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THEOREM 3.8. Let (u,, u,,) E [H,,,(.C?)]2 such that u,, > 0 but u0 is not 
identically zero. Then S(t)(u,, z)J does not tend to zero in [H&2)]* as 
t-, co. 
ProoJ: Let S(t)(u,, 2)J = (u(., t), u(.? t)). Suppose lim,,, S(t)(u,, uO) = 
(0,O) in [H,,,(0)]‘. We first show that S(t)(u,, u,,) converges uniformly to 
yero on Q. If this were not so, there would exist a number 6 > 0 and a 
sequence t, + co such that ]lu(., t,)((, + I]u(., t,J,, > 6 for all n. It can be 
proved that (see Appendix) {S(t)(u,, v,,): t > I} is bounded in C2’U(Q) and 
so there exists a subsequence of {tn} which we again denote by { tn} such that 
{,S’(t,)(u,, u,J} converges uniformly on 0. This subsequence, however, 
converges to (0,O) in [IY,,,(Q)]’ and so must converge uniformly to (0,O) 
which is a contradiction. Hence S(t)(u,, u,) converges uniformly to (0,O) on 
I2 as t-t co. 
Let 4(x, t) = 1 - [u(x, t)] 2 - [v(x, t)]*. Then u satisfies 
24,(x, t) - du(x, t) - 4(x, t) 24(x, t) = 0 forxER, t> 0, 
E (x, t) = 0 forxEXI, t>O, 
4% 0) > 0 forxE8. 
Since u(x, 0) f 0, it follows from the maximum principle that u(x, t) > 0 for 
all x E d and t > 0. 
We can find t, > 0, c > 0 such that q(x, to) > 0 and U(X, to) > c for all 
x E d Then, if w(x) E c we have 
u,-du-q(.u,t)u~tu,--dw--(x,t)w forxER, tat,, 
U(& to) > w(x, to) for x E 0. 
Hence by the comparison principle u(x, t) > c for all x and t > I,. Hence 
lim,, u( ., t) f 0 in H,,2(Q) and so we have a contradiction. This completes 
the proof. 
The following result can now be proved in the same way as Theorem 3.5. 
THEOREM 3.9. If u,,, u0 are as in Theorem 3.8, then (0,O) & w(uO, u,,). 
Finally we give results analogous to Theorems 3.6 and 3.7 which ensure 
that every solution of (13), (14), (16) converges to a constant steady state 
solution. 
THEOREM 3.10. If u,,, v, are as in Theorem 3.8, then 
lim,, S(t)(u,, v,) = (0, 1) or there exists UER such that 
lim,, S(t)(u,, uo) = (l/( 1 + cz2)“*, a/( 1 + cL2)“2). 
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Proof. Since {(u, u): u > 0) is a positively invariant region, w(uO, vOj is a 
non-empty subset of the family of non-zero steady state solutions with non- 
negative u component. Hence, by Theorem 2.12, o(u,, uO) is contained in the 
set of constant solutions {(0, l)} U {((l + 01*)-r”, a(1 + Q~)-~‘~): a E R}. 
Suppose there exists a E R and a sequence t, -+ co such that 
lim,,, S(t,)(u,, v,) = (( 1 + a2)-1’2, a(1 -t a*)-l’*); the case when the 
trajectory is frequently close to (0, 1) can be discussed in a similar manner. 
Since {S(t)(u,, u,j: t> I) is uniformly bounded in C’+‘+?), there exists a 
subsequence which we again denote by it,) such that S(f,)(u,, v,) is 
uniformly convergent o ((1 + a’)-l”, a(1 + a2)-1’2) on 0. 
Consider any other steady state solution (( 1 + p’)-l!*, p( 1 + p”)-“‘j. Let 
s>Obesosmallthatla-pi>sandlet 
S, = 
I 
(u, v) E R*: u > 0, u2 + u2 < 2, 
$ E [a - E, a + E] 1 U {(O, Q)}. 
Then S, is a positively invariant region which does not contain ((I + p2)-v2, 
p(1 +p-“2). S’ mce S(t,j(u,, VJ converges uniformly to (( 1 + [x2)-“‘, 
a( 1 + a*)- I’*) on LI, for sufficiently large n S(t,)(u,, z)J(x) is in S, for all 
x E f2. Hence S(t)(u,, VJ is in S, for all sufficiently large t and so 
((I +p’)-v2,p(1 +p’)y) does not lie in o(u,, u,). Thus cu(u,, v,,) = 
{((l + a2)-“‘, a(1 + a’)-“*)} and so 
a(1 + a’)-*“). 
Em,, S(t)(u,, uO) = ((1 + az)-1’2, 
Results analogous to Theorem 3.8, 3.9 and 3.10 can be established when 
u0 < 0 and v0 < 0. Moreover, similar arguments lead to the following results. 
THEOREM 3.11. Suppose p2 < 1. Then, if (u,, %J E [f&,,(q127 
S(t)(u,, vO) converges to a constant steady state solution. 
APPENDIX 
We shall now show how uniform, time-independent estimates for 
derivatives can be obtained from uniform, time-independent estimates for 
solutions of 
Uf, = h.4j +“&(z$ ,..., u,) l<i<m, 
2$(x, 0) = Z.&x), 
hq+k$$=O for x E iX2, (‘41) 
105.'4012-7 
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where either h s 1, k s 0, or h E 1, k zs 0. We shall begin with a discussion 
of the scalar equation 
24, = Au -t g(x, t, u), 
u(x, 0) = uO(x), 
al.4 
hu+k%=O for x E 3s. (4 
bl,,E = sup 
1 
I45 9 fl) - u(x2, t2l 
([x,-X,12+(tl-f*()=‘2~ 
(xi,ti)EE,i=l,2 9 
t 
lul z+uJz = ) UIO,E f C I UXilO,E + C I ‘XiXjlOvE 
i i,j 
+ I ‘1IO.E + [UllfY,E + C iUXiXjlCZ7E’ ii 
THEOREM Al. Suppose that K > 0 is such that 1 u(x,. t)l < K for (x, t) E 
flXR+, where u is the solution of (2), and that there exists M = M(g, K) 
such that 
sup{~g(x,t,u)~:~s~~K,(x,t)ERXR+}<M. 
Finally, suppose that g is continuous, and that g(x, t, 0) = 0 if h = 1. Then 
there exists a constant L > 0 depending only on 0, K, M, and a, such that 
[u],,~ < L, where E = D X [2, co]. 
ProoJ We have that u(x, t + n) = a”(~, t) + b”(x, t), where an and b” are 
solutions of 
a: = Aa” forxEQ and t>O, 
a”(~, 0) = u(x, n) for x E 52, 
ha”+kg=O forxEX& 
b; = Ab” + g(x, t, u) forxEJ2 and t>O, 
b”(x, 0) = 0 forxEL!, 
hb”+ kg=0 for x E L3.0. 
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The estimate 
where K, depends only on K and I2, can be obtained by expanding a” in the 
eigenfunctions of -A, applying the Laplacian j times, and by invoking the 
boundary estimates of Agmon, Douglis, and Nirenberg; see [9] for details. 
By Soboiev’s theorem, we therefore have that ]]a”(t)]]z < K,(l t t-j), where 
K, depends only on 52 and K,, provided that j > 1 t n/4. From this last 
estimate and the differential equation satisfied by an, we obtain \ja:(t& < 
K,(l + t-j). Hence, there exists K, such that [u~],,~~ < K,, where 
E, = R x [f, 21 and K, depends only on K, and E,. A similar estimate can 
be obtained for b” by applying [8, Theorem 4, p. 1911 if h = 1, and [S, 
Theorem 4’, p. 2131 if k = 1; in particular, in both cases we obtain a 
constant &U, > 0 which depends only on E, = [0,2] x 0, M, and a, such that 
IbL, < K,. We therefore have that [u],,~,~ < [aA]a,E1 + [bn],,EO < 
K, + K, = L, where E, = [n t 4, n t 21. This finishes the proof since the 
intervals E, overlap and L is independent of n. 
THEOREM A2. Suppose that (Ui(X, t)l < K fir (x, t) E R x R + : 
1 < i Q m, and that fi is of class C’ on IJ = ny! 1 [-K, K], I< i < m, where 
u = (Ul )...) u,) is the solution of (1). Finally, suppose thutf’(W) = 0 ifui = 0. 
Then there exists N > 0 depending only on a, a, K, and df;:, such that 
IUilZ+n,E < N, where E = l2 x [2, a]. 
ProoJ We express ui(x, n + t) as a” + b”, as in the proof of Theorem Al. 
As in the proof of the previous theorem, it is easily seen that there exists 
N, > 0 such that ]an]2+a,E, <N,, where N, depends only on K, S2, a, and 
E, = D x [$, 21. Moreover, if we let g(x, t, ui) =fi(u, ,...: u,J, then we may 
view ui as the solution of (2) with u”(x) = up(x); since uI and g satisfy the 
hypotheses of Theorem AI, we obtain L > 0 depending only on 52, K, 34, a% 
such that [u~]~,~ < L, 1 ,< i ,< m. Thus there exists L, > 0 depending only on 
L, E, = ~2 x [0,2] and dfi in CJ such that [g(x, t + n, uI(x, tt n)]a,Eo C. L,. 
We can now apply the (2 + a) Schauder estimates to the equation satisfied 
by b” to obtain [bn]Z+,,,Eo ( L,, where L, > 0 depends only on L r, E,, and 
a. Combining the (2 + a) estimates for a” and b”, we obtain j tai]t+a E < . n 
N, + L, = N, where E, is as above. This completes the proof. 
We remark that if R and fi are of class P, we can repeat this argument 
to obtain uniform time-independent bounds on derivatives of ui of arbitrarily 
large order. 
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