We prove that all the zeros of a certain family of meromorphic functions are on the critical line Re(s) = 1/2 and are simple (except for possibly s = 1/2), by relating the zeros to the discrete spectrum of unbounded selfadjoint operators. For example, for h(s) a meromorphic function with no zeros in Re(s) > 1/2 with h(s) real-valued on R, and
Our goal is to show the following result. Theorem 1. Let h(s) be a meromorphic function with no zeros in Re(s) > 1/2 (except for at most finitely many zeros σ i in (1/2, ∞) with the largest at s = σ n ) so that h(s) is R-valued on R and h(1−s) h(s)
≪ |s| 1−ǫ in Re(s) > 1/2. Except for simultaneous zeros of h(s) and h(1 − s) (if any), the only zeros of h(s) ± h(1 − s) are on the critical line (or possibly in [−σ n , σ n ]). All of these zeros are simple (except for possibly s = 1/2).
This result has been established in a variety of forms for various functions h by LagariasSuzuki [10] [11], Ki [9] , McPhedran-Poulton [13] , Velásquez Castañón [18] , Hejhal [6] , and Taylor [17] . We will use more general methods, following a direction vaguely reminiscent of de Branges [3] and expanded upon by Kaltenbäck and Woracek [8] . P.R. Taylor's case included h(s) = ξ(s − 1/2) where ξ(s) is the completed Riemann zeta function [17] . The Lax-Phillips-ColinDeVerdière-Hejhal-Müller [14] base example was h(s) = ξ(2s − 1), equivalent to Taylor's case. Lagarias-Suzuki [11] , Hejhal [6] and Müller [14] , also treated the case h(s) = ξ(2s)y s to show that all the zeros of the constant term of the Eisenstein series are on the critical line. Similarly, our result can be applied to h(s) = ξ k (s) the completed zeta-function of a number field k and many self-dual automorphic L-functions.
The Lax-Phillips 1976 automorphic example arguably suggests the corresponding result for constant terms of other Eisenstein series on reductive groups and Müller's work is an extension of Lax-Phillips [12] . Note that such results as ours apply to contrived things related to Epstein zeta functions which are known (see Potter-Titchmarsh [15] , Stark [16] , Voronin [20] , et al) to have many off-line zeros. As such, this approach cannot possibly prove that the zeros of ζ(s) are on-line, though Taylor's paper suggests that some have hoped otherwise.
Proof of the Theorem
We will consider a Hilbert space and an unbounded multiplication operator as follows. Let S = {σ i } n i=0 be a set containing the poles of c s =
and let T : H → H be the operator obtained by multiplication by s(s − 1) on 1/2 + iR and on S. Note that T is an unbounded symmetric operator. Let θ ± (s) = 1 ± c s for s ∈ 1/2 + iR and θ ± (σ i ) = √ ±R i where R i = Res s=σ i c s for σ i ∈ S. Notice that typically θ ± / ∈ H and we assume that this is the case.
Let H
1 be the completion of the test functions with respect to the Sobolev-like norm
be the domain of T and define T θ ± = T | kerθ ± on H 1 . Let T θ ± be the Friedrichs extension of T θ ± . Recall that the Friedrichs extension is a self-adjoint extension of a densely-defined symmetric operator. As explained in Section 3, for u w ∈ H 1 ,
Assuming 1 ± c w = 0, we will find u w ∈ H 1 such that (T − λ w )u w = θ ± and θ ± u w = 0, thus giving
for s ∈ 1/2 + iR and
The pointwise meromorphic continuation of the function-valued function w → u w is visibly in L 2 for Re(w) > 1/2 or Re(w) < 1/2.
Lemma 2. u w ∈ L 2 for Re(w) = 1/2 if and only if θ ± (w) = 0.
Re(w) < 1/2. For Re(w) = 1/2 and Re(s) = 1/2,
The first term c s ∓ c w λ s − λ w ∈ L 2 for Re(s) = 1/2 and Re(w) = 1/2. In this case, if θ ± (w) = 0 then the second term 1 ± c w λ s − λ w vanishes and u w ∈ L 2 . On the other hand, if 1 ± c w = 0, then
for Re(w) = 1/2 if and only if θ ± (w) = 0.
To complete the main part of the proof of Theorem 1, it remains to show the boundary condition θ ± (u w ) = 0 is satisfied whenever θ ± (w) = 0:
Proof. Consider first the case Re(w) > 1/2.
Employing the notation
By design
by a change of variables s → s − 1.
For each of these integrals (with corresponding function g(s)), to compute 
For Re(w) < 1/2 and θ ± (w) = 0, multiplying through by
. Thus θ ± (1 − w) = 0 for Re(1 − w) > 1/2 and so by the argument above θ ± (u 1−w ) = 0.
For Re(w o ) = 1/2 (w o = 1/2) and θ ± (w o ) = 0,
The function
is meromorphic in w. As above, we can evaluate it for Re(w) > 1/2 for residues to get that
Thus for θ ± (w o ) = 0, unless also h(w o ) = 0 = h(1 − w o ), λ wo is an eigenvalue for the Friedrichs extension T θ ± . This extension is self-adjoint and non-positive, so Re(w o ) = 1/2 (or w o ∈ [−σ n , σ n ]). For proof of this characterization of the Friedrichs extension see Section 3. This finishes the proof of the main part of Theorem 1. Proof. Suppose w o is a zero of θ ± (w) = 1 ± c w . To show that w o is simple, we want to show
Simple Zeros
from the proof of Lemma 3 and so
To see that this is in fact non-vanishing, recall that on Re(s) = 1/2,
Taking the derivative in w, the first and last terms cancel one another, giving
) which is not zero except at w o = 1/2.
Appendix: Friedrichs Extensions
For the convenience of the reader, we will include some facts about Friedrichs extensions. These are not new results but may be useful background for understanding our results.
A symmetric, densely-defined operator S on a Hilbert space V is semi-bounded when Sv, v ≥ c · v, v or Sv, v ≤ c · v, v for some real constant c. We can construct the Friedrichs extension of a densely-defined, symmetric semi-bounded operator S as follows:
Without loss of generality, consider a densely-defined, symmetric operator S with dense domain D S and Sv, v ≥ v, v for all v ∈ D S . (Any semi-bounded operator can be exhib-ited this way by multiplying by a constant and/or adding or subtracting a constant.)
Define an inner product , 1 on D S by v, w 1 := Sv, w for v, w ∈ D S and let V 1 be the completion of D S with respect to the metric induced by , 1 . Since v, v 1 ≥ v, v , the inclusion map D S ֒→ V extends to a continuous map
For w ∈ V , the functional v → v, w is a continuous linear functional on V 1 with norm
|v| · |w| ≤ sup
By the Riesz-Fréchet Theorem on V 1 , there is a w ′ ∈ V 1 so that v, w
1 and w ∈ V with norm bounded by the norm of v → v, w ; explicitly, |w
The densely-defined inverse of A will be a self-adjoint extension S, the Friedrichs extension of S. The Friedrichs extension S is self-adjoint and an extension of S. This result is due to Friedrichs [5] and is also on p.103 of vonNeumann's 1929 paper [19] .
Theorem 5. S is self-adjoint and an extension of S.
This construction serves as a proof for the following theorem of Friedrichs [5] . 
Given this small adaptation, there is an alternate characterization of the Friedrichs extension. To give it, define a continuous, complex-linear map S # : for v ∈ X and w ∈ V 1 . This T = A −1 = S.
Extensions of Restrictions
Using the latter characterization of the Friedrichs extension we can see how the construction of the extension behaves for restricted operators. Assume that S and the related terms are as above. Let ker θ be the kernel of θ on V 1 . Given S as above, define T = S| D S ∩ker θ then D T = D S ∩ ker θ. The dual
The Friedrichs extension makes the following diagram commute.
