In this paper we examine the transferability of airborne laser scanning (ALS) based models for 21 individual tree detection (ITD) from one ALS inventory area (A1) to two other areas (A2 and 22 A3). All areas were located in eastern Finland < 100 km from each other and were scanned using 23 different ALS devices and parameters. The tree attributes of interest were diameter at breast 24 height (Dbh), height (H), crown base height (Cbh), stem volume (V) and theoretical sawlog 25 volume (Vlog) of Scots pines with Dbh ≥ 16 cm. All trees were first segmented from the canopy 26 height models, and various ALS metrics were derived for each segment. Then only the segments 27 covering correctly detected pines were chosen for further inspection. The tree attributes were 28 predicted using the k-nearest neighbor (k-nn) imputation. The results showed that the relative 29 root mean square errors increased for each attribute after the transfers: Dbh 13.5% (A1) to 14.8% 30 (A2) / 18.1% (A3), H 3.2% to 5.9% / 6.2%, Cbh 13.3% to 15.3% / 18.3%, V 29.3% to 35.4% / 31 39.1% and Vlog 38.2% to 54.4% / 51.8%. The observed values indicate that it may be possible to 32 employ ALS based tree level k-nn models over different inventory areas without excessive 33 reduction in accuracy, assuming that the tree species is known to be similar. 34 35 Keywords: airborne laser scanning, individual tree detection, k-nearest neighbor, k-nn, 36 transferability 37 38 39 40 41 Page 2 of 37 https://mc06.manuscriptcentral.com/cjfr-pubs Canadian Journal of Forest Research 48 aboveground biomass (Kankare et al. 2013) and aboveground carbon density (Coomes et al. 49 2017).
Airborne laser scanning (ALS) has proved to be very useful in forest inventories (e.g. Vauhkonen 44 et al. 2014a). The two main approaches for deriving forest information from ALS data are the 45 area based approach (ABA) and individual tree detection (ITD) . Compared to ITD, several 46 studies have shown ABA provides more accurate plot and stand level statistics of forest attributes, such as total volume (Peuhkurinen et al. 2011) , basal area (Lindberg & Hollaus 2012) , based on intensity values can differ considerably between different areas. By normalizing the 90 intensity values, it is possible to decrease the effects of varying target-to-sensor distances (e.g. 91 caused by scanning angle and presence/absence of hills) and to improve the fusion of two or 92 more ALS datasets from the same area (Korpela et al. 2010) . Korpela et al. (2010) also noticed 93 that intensity metrics could potentially be used to recognize some broadleaved deciduous tree 94 species directly from the ALS data. 95 The transferability of ALS based models has been studied previously, but so far, the focus has 96 been on stand level ABA applications. Nilsson et al. (2016) 
MATERIAL AND METHODS

139
The data used in this study consisted of three different inventory areas in eastern Finland. The 140 data from the Liperi inventory area (hereafter A1) was used as training data, whereas datasets 141 from Kiihtelysvaara (A2) and Koli (A3) inventories were used for validation. The shortest 142 Euclidian distance between plots in A1 and A2 was approximately 50 km, and the distance 143 between plots in A1 and A3 was 62 km (Figure 1 ). All areas contain a mixture of forests with 144 different soils, dominant species, age classes and management histories. The average size of a 145 stand is about two hectares in all areas, and maximum tree height in old growth forests is about 146 30 m depending on the site.
147
In A1 and A2, the forests are privately owned and managed more or less intensively depending 148 on the owner. In A3, the field plots were located in the conservation area of the Koli National 149 Park extension that was established in 1991. Since the ALS and field data for A3 were collected 150 in 2005-2006, no silvicultural operations were carried out in the last 14 years.
151
In addition, some regional differences are evident in other site characteristics (see Table 1 ). In all 152 areas, most of the plots were located on mineral soils and the site type was mostly moderate or 153 poor, although, 3, 12 and 0 plots were located on fertile sites (Oxalis-Myrtillus type as defined by In A1, the field data was collected in summer 2017 from 47 plots, all of which had at least five 160 pines with Dbh ≥ 16 cm. From these square 30 x 30 m plots, Dbh, Cbh and H of every tree with 161 Dbh > 5 cm was measured. The Cbh was defined as the height of the start of the lowest living 162 branch in the living crown. Diameter at the height of 6 m (D6) was also measured from Scots 163 pines with Dbh ≥ 16 cm. Prior to the field measurements, canopy height models (CHM) were 164 created for each plot and the location of every detected tree (laser tree) was determined.
165
Therefore, during the field measurements it was only necessary to locate the non-detected 166 (omission) trees: This was done by taking the distance and magnetic bearing to at least three 167 correctly detected trees within a range of 2-10 m (Korpela et al. 2007 ).
168
A2 field data consisted of 66 plots measured in 2010 using a similar procedure as in A1. Plot The volumes for the sawlog-sized pines, which are of primary interest in this study, were 175 estimated by the model described in Laasasenaho (1982) that employs Dbh, D6 and H. In All the inventory areas were scanned with different devices and scanning parameters (see Table   181 2). However, all the data were acquired in June or July during the leaf-on period of the deciduous 182 trees. Optech Titan provides multispectral ALS data, although only data from the channel with a 183 wavelength of 1064 nm was used in this study.
185
Canopy height models 186 We extracted the ALS data for plots using 5 m buffers to avoid edge effects in tree segmentation.
187
A canopy height model (CHM) was computed for each plot from partial CHMs that were 188 interpolated from triangulated irregular networks (TINs) computed from the ground echoes and 189 the echoes above 2, 5, 10, 15, 20 and 25 m height thresholds. Partial CHMs with larger threshold 190 values had empty pixels between crowns, while the lowest partial CHM represent the ground.
191
When these layers were stacked bottom up, no empty pixels remained in the final CHM as the 192 partial CHMs prevented the formation of falsely connected canopies above possibly empty 193 pixels. The step-by-step process is described by Isenburg (2014) and Khosravipour et al. (2014) . 194 We used the following parameters: pixel size (stepsize) 0.333 m, diameter of the disc (sub-circle) were detected by searching local maxima (=treetops) from the CHM using the rLiDAR function 203 FindTreesCHM. The crowns were then segmented using the local maxima and the rLiDAR 204 function ForestCAS, which implements tree boundary delineation from the CHM. 205 Since our main interest was in sawlog-sized pines, the segmentation function was limited to 206 detect only trees > 8 m. Also, the expected maximum crown radius was fixed at 3.6 m, which was 207 the maximum crown radius of pine trees observed in the earlier study by Korhonen et al. (2013) .
208
In addition, we only allowed pixels with a height at least half of the height of the tree to be 209 included in the segments (exclusion-parameter). In the training data, the ratio between the crown 210 base height and the tree height was approximately 2:3, which supported the increase of the 211 exclusion-parameter from the default value (0.3 to 0.5). The segmentation was executed with the 212 same parameters on each plot.
213
The field-measured trees were linked to the segment they intersected, by using the known areas 214 and shapes of the segments, and the known xy-locations of the trees. The tree list was reduced to 215 reject falsely detected trees in instances where many of the field-measured trees were located relative intensities. The RMSE values decreased when two relative intensity metrics were added 274 into the combination of predictors. Eventually, two combinations were accepted into the study: 275 the "H-model", which included five height based metrics, and the "I-model", which included the 276 same five height based metrics and two relative intensity metrics (Table 6) .
278
Accuracy assessment 279 The accuracy assessment was made at the tree level using the relative RMSE (Eq. 1) and relative 280 BIAS values (Eq. 2).
281
(1) where n is the number of trees in the dataset, x i is the predicted value, y i is the observed value and 286 is the measured mean in the dataset. Leave-one-out cross validation was used with the training 287 data.
D r a f t the BIAS% was negative with the H-model and positive with the I-model. BIAS% values were 297 the worst in A3. In A2, the imputation clearly overestimated Dbh at low observed values and 298 there was a tendency to underestimation when observed values were > 25 cm (Fig. 2) . In A3, 299 more points were located above the xy-line.
300
In regard to tree height predictions, the difference between the RMSE% values of the models was 301 negligible in the training data (3.17% vs 3.20% Skewness of intensities (only in I-model) * The letter at the end of metric describes the level and the echo type of the echoes used in calculations: f = first echoes at tree level, l = last echoes at tree level, p = all echoes at plot level.
D r a f t 7 Table 7 . Root mean square error (RMSE%) and BIAS% values associated with the H and I models in the inventory areas (A1-A3). Training data (A1) was leave-one-out cross validated. Dbh = diameter at breast height, H = height, Cbh = crown base height, V = stem volume and Vlog = theoretical sawlog volume.
A1
A2 A3 D r a f t Figure 1 . The location of the airborne laser scanning (ALS) inventory areas (A1-A3). The field plots of A1 were located max. 20 km away from the point presented, whereas all the plots in A2 and A3 were located in compact clusters less than 3 km away from the points presented. Page 37 of 37 https://mc06.manuscriptcentral.com/cjfr-pubs
