Abstract
Introduction

29
Surface water-groundwater interfaces have recently received growing research interest pathways between surface water and groundwater. The hyporheic zone is an appreciated 35 habitat for hyporheos, microorganisms and bacteria occupying the space below and along the 36 river channel (Boulton et al., 1998) . Besides having negative impacts on the ecosystem of the 37 zone itself, with changes in hyporheic water composition (Calles et al., 2007; Siergieiev et al., 38 2014c), alteration of the hyporheic functionality due to surface water-aquifer disconnection 39 can also severely modify neighbouring ecosystems. As a result, riparian zones and adjacent 40 wetlands may experience changes in groundwater table, water and nutrient fluxes. 41 Furthermore, restricted hyporheic exchange limits mobilisation of solutes from the riparian 1 zone and their fluxes into the river during key hydrological events as a result of river-aquifer 2 disconnection (Burt and Pinay, 2005) , which can in turn affect surface water quality (Valett et 3 al., 1996) . 4 A large number of rivers worldwide are obstructed by dams (Nilsson et al., 2005) and are 5 therefore subject to artificial discharge fluctuations. These fluctuations stress hyporheic 6 exchange flows, which often results in degradation of the river-aquifer continuum. A major 7 impact is the alteration of river sediment transport and, subsequently, increased colmation of 8 the riverbed (Brunke and Gonser, 1997; Blaschke et al., 2003) , which deteriorates river-9 aquifer hydraulic connectivity (Burt and Pinay, 2005) and controls functional changes in the 10 hyporheic zone (Siergieiev et al., 2014c) . In addition, inundation of the river banks by 11 construction of reservoirs changes the shape of the river-aquifer interface, successively 12 affecting the hyporheic exchange (Doble et al., 2012a) .
13
Therefore, it is necessary to understand the hydrogeological functioning of this interface 14 under artificial conditions, such as hydropower regulated rivers, in order to incorporate this 15 knowledge into water resource management and thereby improve the functional behaviour of 16 the hyporheic zone by optimising river discharge strategies (e.g. Hanrahan, 2008 ).
17
The hyporheic zone size, bank storage volume and bank fluxes vary with river stage 18 fluctuations (amplitude, duration) and river bank conditions (slope, hydraulic conductivity). hydrology. The dynamics of bank storage were later estimated using analytical models (e.g. 22 Cooper and Rorabaugh, 1963) based on the following simplifications: single flood wave, 23 homogeneous aquifer and a fully penetrating vertical river bank. During base flow conditions,
24
hydrological river-aquifer interactions can be described by precipitation-runoff models 25 (Butturini et al., 2002) . However, these often neglect the distributed effects of e.g. unsaturated 26 zone processes or topography, resulting in residual unexplained variability in bank storage. 
33
Inclusion of the unsaturated zone in bank storage simulations decreased the modelled storage 34 and improved the return flows (Doble et al., 2012b) . Furthermore, models that consider 35 vertical river banks for sloping banks under-estimate bank storage (Doble et al., 2012a ).
36
Understanding of bank storage processes can improve hyporheic ecotone and river-aquifer For several seasons, hyporheic exchange was studied in the hydropower regulated Lule River, 40 Northern Sweden (Siergieiev et al., 2014a; Siergieiev et al., 2014c) . Low hydraulic 41 4 conductivity of the riverbed and daily varying river discharge have resulted in depleted 1 hyporheic exchange flows across the river-aquifer interface (Siergieiev et al., 2014a ). The aim of this study was therefore to provide a set of scenarios with variable river discharge 9 schemes (wave duration and amplitude), riverbed slope and riverbed hydraulic conductivity, 10 in order to investigate the effects of these parameters on fluxes across the river-aquifer 11 interface, bank storage volume, fill/return time ratio and residence time. A realistic case study 12 was used to setup a conceptual and a numerical model and justify the use of the method for 26 The measurement profile orthogonal to the river included an observation station in the river 27 and two groundwater wells ( 39 5 The soil was visually inspected during installation of groundwater wells. Samples were 1 collected at 0.3 m interval and sieving analysis was performed on three samples from each of 2 the two locations. Unsaturated flow parameters were estimated on these six selected samples 3 using pressure pot experiments to obtain water-holding characteristics (Ehlert, 2014) . To 4 assess saturated hydraulic conductivity, repeatable slug tests (three in each well) using both 5 falling and rising hydraulic head were carried out in the wells, while a direct push piezometer 6 (two repeatable tests at two locations; 1 and 2.5 m from the shoreline) using a falling head 
Site description
Data collection
Conceptual model
11
The data collected at the site did not allow development of a highly distributed model.
12
Parameter values obtained in the field and in the laboratory were therefore averaged for the 
26
The following assumptions were used in the model:
27
-Two-dimensional model space 
Model calibration 6
The model was sequentially calibrated against measurements in L5 and L25 collected during 7
June-October 2012. First, only hydraulic conductivity, specific storage and porosity were 8 calibrated, followed by unsaturated van Genuchten parameters and maximum and residual saturation. Finally, all parameters were calibrated together. To track improvement of the fit 10 between modelled and observed hydraulic head, the regression coefficient (R 2 ), Nash-
11
Sutcliffe index (NS) and root mean square error (RMSE) were calculated for each calibration 12 run.
13
The conceptual understanding of hydrogeological processes is often erroneous in terms of 14 boundary and initial conditions (Bredehoeft, 2005) . While the initial state of models is often 15 calibrated, the importance of other conceptualisation aspects seems to be rarely verified, even keeping the recharge at 50% of annual precipitation. Afterwards, the recharge rate was 21 changed from the assumed 50% to 30% and 70%, keeping the distance from the river to the 
Modelling scenarios
24
Based on the calibrated model domain, the effect of multiple hydrogeological parameters on 25 hyporheic exchange was evaluated, varying one parameter at a time. Artificial river stage 
where h is the hydraulic head (m), t is time (h), t' is the duration of the stage oscillation (h), h 0
30
is the head at t = 0, and h max is the maximum head (at t = t'/2). All scenarios used a single 31 wave event and were terminated after steady-state conditions were reached.
32
The sensitivity of the model to various scenarios was evaluated using the flux across the river- respectively, for well L25 (data not shown). The highest and lowest recharge rates over-and under-estimated the observed data, 30 respectively. Therefore, the recharge rate taken as 50% of precipitation was the most suitable 
Scenarios
37
The simulated scenarios of varying river bank slope, clogging layer hydraulic conductivity 38 and input wave amplitude and duration were compared based on their effect on the resulting 39 exchange fluxes, bank storage and residence time. 
14
1 for a 168-h wave (Fig. 6d ). 
Bank storage
16
The effects of bank slope, hydraulic conductivity of the clogging layer and input wave 17 amplitude and duration on bank storage volume were plotted as a function of time (Fig. 7) .
18
Bank storage increased with lower bank slope (Fig. 7a) . For example, an almost five-fold 19 increase in bank slope from approx. 10° to 45° reduced bank storage by less than 50%.
20
Meanwhile, a decrease in bank slope from 10° to 5° doubled bank storage (Fig. 7b) , indicating 21 the importance of small slope for river-aquifer exchange. Overall, the bank storage for 5° was (Fig. 7c) , which were the most common 27 amplitudes at the observation site (Fig. 3 ). An approximately 60% rise in wave amplitude 
Residence time
33
The timing of bank storage (residence time and return/fill ratio) was examined under different 34 modelling scenarios (Fig. 8) . The residence time and return/fill time ratio decreased with 35 increasing bank slope (Fig. 8a) . The return time always exceeded the fill time except for the 36 slopes above 30°, which indicated t R /t F = 1. Increased hydraulic conductivity of the river-
37
aquifer interface increased the return time, which positively affected the overall residence 38 time of river water in the subsurface (Fig. 8b) . Nonetheless, the residence time was highest 39 (6.5 h) for the scenario with hydraulic conductivity of the interface of 0.1 m d -1 , marginally 40 exceeding the scenario with the highest hydraulic conductivity (6 h). Return time increased 41 with rising wave amplitude, as did the residence time, ranging from 0 h for the smallest wave 1 to 9.6 h for the largest (Fig. 8c) . The ratio between the change in residence time and the 2 change in amplitude varied between 0.3 and 0.5 and was higher at lower amplitudes. The 3 return time of bank storage was longer than the fill time for the waves with duration below 24 4 h and decreased with wave duration (Fig. 8d) . The return/fill time ratio decreased by almost 5 two-thirds from the shortest wave duration (1.7) to the longest (0.6), whereas the residence 6 time increased by more than one order of magnitude from the shortest wave to the longest 7 (from 4.8 to 96 h). 
Conceptual and numerical models and calibration
10
The model calibration resulted in hydraulic conductivity one order of magnitude higher than conductivity of the river-aquifer interface (Fig. 7b) . Therefore, in rivers with clear interstices, 8 flat river banks contribute greatly to an increase in bank storage and hyporheic exchange, as 9 demonstrated by the simulations, whereas this effect is hampered in rivers with a clogged 10 riverbed.
11
River wave duration and amplitude were positively related to bank storage ( Fig. 7c; d) , but 12 only amplitude positively affected exchange flux (Fig. 6c) . As opposed to bank storage,
13
exchange flux is more dependent on soil properties than on input wave configuration. This is 14 supported by the fact that the peak exchange flux decreased with the prolonged wave duration
15
( Fig. 6d) , due to smaller hydraulic gradients at the river-aquifer interface, whereas the 16 maximum bank storage increased (Fig. 7d ).
17
A linear relationship between maximum bank storage and the product of wave amplitude and 18 period has been reported previously by Todd (1955) . However, this was only valid for a fully (Fig. 9 ). This indicates that there is an optimal wave 23 configuration (duration and amplitude) for every specific set of hydrogeological conditions 24 that accounts for the highest bank storage and can potentially improve hyporheic exchange 25 and minimise energy losses in hydropower regulated rivers.
26
The hysteresis patterns observed for the t R /t F ratio for different modelling scenarios illustrate 27 that the process of filling the pores of an aquifer is different from that of draining them and 28 depends on hydraulic gradient and river-aquifer contact area (Fig. 8) . The former is a function 29 of the river wave configuration, while the latter depends on the river bank slope. The Hyporheic exchange at the observation site was mainly characterised by hindered water flow 7 across the river-aquifer interface and had residence time sufficient to establish suboxic 8 conditions in the subsurface due to a number of reasons. The observed hydrograph for the 9 Lule River was mainly dominated by short-term regulation with daily discharge peaks during exchange. This is explained by a steep hydraulic gradient across the river-aquifer interface 25 and thus increased exchange flows due to a rapid rise in river discharge. To provide stable 
34
It is not only the hyporheic zone intimately connected to the river that can be affected by alterations in groundwater quality, with further potential impacts on riparian soils. 
Limitations
11
The assumptions made in this modelling study resulted in the following limitations:  In order to avoid over-parameterisation of the model and to limit the effect of sparse 1 information availability regarding regional groundwater gradients, precipitation and 2 evapotranspiration were approximated using a constant recharge flux term.
3
 The hydraulic effects of the river flow were not included in the model. Figure 5 . Hydraulic head at observation wells L5 (above) and L25 and the river (below) 2 compared with the simulated results using calibrated parameters (see Table 1 ). 
