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Abstract 
Military intelligence analysts use automated tools to exploit physics-based sensor data to construct a spatio-temporal picture of 
adversary entities, networks, and behaviors on the battlefield. Traditionally, tools did not exploit human generated, textual 
reports, leaving analysts to manually map dots on the map into meaningful entities using background knowledge about adversary 
equipment, organization, and activity. Current off-the-shelf text extraction techniques underperform on tactical reports due to
unique characteristics of the text. Tactical reports typically feature short sentences with simple grammar, but also tend to include
jargon and abbreviations, do not follow grammatical rules, and are likely to have spelling errors. Likewise, named entity 
recognizers have low recall, because few of the names in reports appear in standard dictionaries. We have developed an entity 
extraction capability tailored to these challenges, and to the specific needs of analysts, as part of a comprehensive exploitation 
and fusion system. With fewer cues from syntax, our approach uses semantic constraints to disambiguate syntactic patterns, 
implemented by a hybrid system that post-processes the output from a standard Natural Language Processing (NLP) engine with 
our custom semantic pattern analysis. Additional functionality extracts military time and location formats – essential elements
that enable downstream fusion of extracted entities with sensor information resulting in a compact and meaningful representation
of the battlefield situation. 
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1. Introduction 
The capability described in this paper, Entity Extraction (EE), is a component of a larger multi-component, all- 
source, real-time intelligence fusion exploitation system being developed under the DARPA Insight program. 
Insight supports intelligence analysts in both maneuver warfare and security operations, where analysts focus more 
on regular, organized enemy forces for the former and irregular groups, key individuals, and leaders for the latter. 
EE ingests textual reports and outputs a set of the entities observed, relevant relations found in the report between 
two or more of these entities, and/or relevant events in which these entities participated. EE output contributes to 
enhanced battlefield awareness. For example, a textual report may enable an intelligence analyst to increase his or 
her confidence in the hypothesis that an anonymous track (e.g., 25 vehicles moving SW) represents the movement of 
a known adversary unit, given the additional information and prior knowledge of the unit.  Extracted events, such as 
a report about an improvised explosive device (IED) help characterize and localize threats. 
 Key challenges in developing EE include domain-specific names, naming conventions, and expressions, frequent 
use of acronyms and abbreviations, ungrammatical sentences, and lack of punctuation.   In this paper, we describe 
our approach to address these challenges, including semantic analysis and augmenting a generic dictionary with 
mission-specific information. 
2. Entity and Relationship Extraction 
Research on Named Entity Recognition and Classification has been active since the early 1990s [1].    It has 
gained maturity over the years, from heuristics and handcrafted rules [2] to machine learning approaches widely 
adopted today.   Machine learning methods range from supervised [3][4], semi-supervised [5][6] and unsupervised 
[7][8][9]. In this paper, we are not presenting a completely new algorithm for Named Entity Recognition.  We 
describe a system that applies a state-of-the-art Natural Language Processing (NLP) engine and contextually tailored 
dictionaries, and applies semantic analysis in the form of heuristic patterns to enhance extraction performance on 
military reports. 
Events and relationships between entities in the event contain the information most useful to the analyst. Thus, 
we base our approach on a solution focused on this subarea of NLP.  The Lockheed Martin-developed Integrated 
Conflict Early Warning System (ICEWS) [10][11] includes Jabari, a solution to extracting and categorizing events 
and actors from news feeds. Jabari is a rule-based event coding system based on Text Annotation By Augmented 
Replacement Instructions (TABARI), an event coder developed at the University of Kansas. For the DARPA 
ICEWS program, Lockheed Martin improved Jabari by adding some natural language concepts, noun co-referencing 
and pronoun dereferencing, and tailored it to recognize triples that represent “who” did “what” to “whom”. For 
Insight, we further enhanced our existing Jabari tool and added pre-processing functions. 
There are two main approaches to event coding, statistical and rule-based.  Both methods have advantages and 
disadvantages.   A statistical method may have some advantage in accuracy; however, it needs labeled training data, 
which are labor intensive to generate, and for any change, it needs to go through retraining of the whole system.  In 
this paper, we describe use of our rule-based event extraction engine called Jabari that we have tailored to extract 
events and relationships from tactical reports, to compensate for the errors and misses caused by the ungrammatical 
sentence structure of reports. 
3. Extracting Entities and Relationship in Tactical Reports 
Intelligence analysts are interested in a specific set of entities.  This includes person, place, etc., that are generally 
referred to as Named Entities in NLP research. Also, an event and the parties that are involved in the event are of 
interest.  In tactical usage, one or more events are reported via a short tactical message. An event entity may appear 
as a named entity, for example, “An attack is intensifying at Someloc”, where the noun “attack” specifies the event.  
Frequently, an event entity needs to be extracted as an action (or verb), instead of a noun or a pronoun, for example, 
“Badwolf is attacking Ridinghood at Someloc”.  In the second example, the “attacking” relationship between the 
named entities that are involved in the event needs to be extracted in addition to the unit and location entities.  In this 
section, we discuss the approaches to extracting the named entities, the events that are inferred from the actions 
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reported, and the relationships between the entities that are involved in an event.   The Named Entity extraction is 
performed by a generic NLP engine paired with a precision enhancing post-processing module.  The events are 
extracted using Jabari which will be further discussed in Section 3.2. 
3.1. Named Entity Extraction 
We use a state-of-the-art NLP engine for Named Entity Extraction and parse tree generation: the General 
Architecture for Text Engineering (GATE) [12], and its information extraction system ANNIE (A Nearly-New 
Information Extraction System).  As with most Named Entity recognition systems, it is focused on generic genres 
and domains encountered in daily life.  It works best on reasonably well-written text.  Porting such a system to a 
new domain or textual genre remains challenging.  One report [13] on experimenting with the MUC-6 (Sixth 
Message Understanding Conference) newswire collection and a corpus of manual translations of phone 
conversations and technical emails showed a drop in performance for every system tested (some drop by 20%-40%).   
Tactical reports are generally short and concise.  However, the conciseness is a product of mutual understanding, 
shared knowledge and shared context, among the parties involved. Tactical reports normally do not follow 
grammatical rules, and are inundated with acronyms and military jargon, which are the factors that break the 
performance of most Named Entity Recognition systems.  
Applying GATE/ANNIE directly to the tactical reports generates many “named entities” that include entities of 
real interest, named entities of no importance to analysts, as well as the false positives.  For example, comparing 
extraction results against expert-generated ground truth for 30 sample reports, GATE/ANNIE extracted 700 entities, 
of which 123 were exact matches against the dictionary, 567 potential entities were extracted due to their syntactic 
role in a sentence and, for some, a partial match to the dictionary. Only 104 of these 567 extra entities are true 
positives and 463 would lead to false positives unless filtered by Jabari. 
During a military operation, the situation changes quickly and frequently, thus, it is important to quickly provide 
information to the analysts through automated report analysis. However, it is of equal importance to not burden them 
with false positives and information they do not care about. As a result, we further process the outputs from 
GATE/ANNIE to enhance the system performance.  This will be discussed in Section 3.3. 
3.2. Event Extraction 
To extract events and to improve precision of entity extraction, EE post-processes GATE/ANNIE results using 
our Jabari semantic, rule-based extraction engine. Jabari employs a set of dictionaries, including noun and verb 
dictionaries, to guide information extraction. The noun dictionaries can be further refined to actor dictionaries and 
agent dictionaries. Agents simplify the actor dictionaries by specifying the roles that can be the same for many 
actors.  For example “Barack Obama” would be an actor, while “President” would be an agent.  Each entry of the 
noun dictionary has two elements, a name and a code.  The code can be used to define the type of entity of the term.  
For example, 
 NEW_JERSEY_  [PLA_NJ] 
The “_” represent whitespace and the code between brackets [PLA] denotes it is a place.  Codes can optionally be 
expanded to allow finer grained definition of entity types, which provides semantic disambiguation for downstream 
analysis.  For example, 
 CHERRY_HILL_ [PLA_NJ_CHERRY_HILL] 
 NEW_JERSEY_  [PLA_NJ] 
 THE_GARDEN_STATE_  [PLA_NJ] 
Special codes can also be defined, e.g., to enable the system to ignore terms that are of no interest or denote 
actors simply as nouns, not as sources or targets of an event. 
The verb dictionary defines semantic patterns to be matched to extract specific types of events. Jabari generates 
an event triple in the form of source, action and target. An example of patterns defined for the verb “attack” follows 
ATTACK [003] 
- $ * {ACROSS_ | IN_} + [004] 
- $ * AGAINST + [003] 
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Where “*” denotes the verb, $ denotes a source, “+” denotes a target.  In the [] is the event code associated with 
the specific pattern.  In this example, the first covers “<source> attack across/in <target>”.  To address the relatively 
high false positive rate of entity extraction, we extended our Jabari engine to accept semantic type constraints on the 
source and target of an event. For example, a target may be constrained to only match a person or organization. 
Using this constraint, false alarms are reduced for both event extraction and for entity extraction. The benefit to 
entity extraction is that Jabari extracts only entities that match the type constraint when they are not in the dictionary 
but participate in an event. 
Jabari event extraction operates on each sentence. It uses OpenNLP to produce a parse tree and tokenize the 
sentence. It then uses pattern matching to identify potential actors, agents and verbs based on the dictionaries. Jabari 
tries to match the available verb patterns to the verb phrase found in the sentence, using the parse tree’s Part-of-
Speech analysis as a guide. On a match, the parse tree is then used to isolate the Source and Target of the event.  
Figure 1 shows an example sentence that was processed into a parse tree.  This sentence is in Passive Voice, as 
indicated by the words in Purple.  The correct Target is “Bananan”, correct Source is “Mangovia”, and other Actors 
are “Papayan” and “Mangovia”.  The Jabari rule for this sentence is associated with the main verb “ARREST”.  
Jabari also recognizes passive voice.  
Papayan sources say that several members of a Bananan insurgency against Mangovia were suddenly arrested in Mangovia 
JJ NNP IN VBN RB VBD NNP IN JJ NN DT INNNS JJ IN VBP NNS 
NP VP 
SBAR 
S
NP 
NP 
NP NP 
NP 
NP 
PP 
PP 
VP 
VP 
S
ADVP 
PP 
Figure 1 Example of a sentence and its parse tree. Parts of speech tags used are defined by the Penn Treebank project. S: sentence, NP: noun 
phrase, VP: verb phrase, PP: prepositional phrase, ADVP: adverb phrase, SBAR: clause introduced by a subordinating conjunction, JJ: adjective, 
NNS: noun, plural, VBP: verb, non-3rd person singular present, IN: preposition or subordinating conjunction, DT: determiner, NN: noun, singular 
or mass, NNP: proper noun, singular, VBD, verb, past tense, RB: adverb, VBN: verb, past participle.   
Jabari performs pattern matching between the results from the parse tree and the verb patterns defined in the verb 
dictionary.  It requires a 100% pattern match to extract an event described by the text.  A slight variation would 
cause Jabari to miss an event.  We have conducted research to mitigate the brittleness with semantic vectors [14]. 
We developed a generic dictionary of entity types, relations, and events, but EE performance improves when a 
mission-specific entity dictionary is added, which names known people, places, and units that are likely to be 
encountered in the area of operation. The dictionary includes synonyms and common abbreviations. It uses patterns, 
e.g., for numbered units, such as the “201st Bde” it specifies the (<number>, “Bde”) pattern to reduce dictionary 
maintenance effort. Relation and event dictionaries apply more generally and require less specialization. 
3.3. Extracting Entities & Relationships from Tactical Reports 
As discussed earlier, GATE/ANNIE has been proven to achieve a reasonable performance on recognizing named 
entities.  However, the quantity of false positives and named entities that are less important to the current mission is 
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a problem for a tactical system. EE works with the named entities that GATE/ANNIE extracts, further processing 
them to limit the number of false positive it creates, and uses them to direct the identification of agents/actors and 
perform pattern matching.  The named entities pass the entity test if they satisfy one of the following rules. 
x It matches with an entry in the noun dictionaries, e.g., “IED” matches with “IED” in the dictionary 
x It partially matches with an entry in the noun dictionaries, e.g., the named entity “IED explosion” partially 
matches with “IED” 
xGATE/ANNIE identifies it as a person or a place 
x It does not match with anything in the noun dictionary, however, the sentence it comes from matches a verb 
pattern we are interested in.  For example, “John Doe has been selling narcotics.”  ”NARCOTICS” may 
not be in the noun dictionary, but “SELLING” may be something that we are interested in, and 
therefore, there is a verb rule for it,  so “narcotics” would be considered to be an entity of interest. 
With the above rules, we reduced the false positives GATE/ANNIE creates with the tradeoff that an entity of 
interest can be filtered if it does not satisfy the above rules. The incidence of eliminating a true positive due to this 
rule is very rare. For the 30 document set mentioned above, Jabari incorrectly eliminated only four true positives 
while correctly filtering out 412 false positives. 
Fortunately, operational orders and Intelligence Preparation of the Battlefield (IPB) documents identify most of 
the entities of interest for a mission.  The set of events of interest is also bounded by the type of mission. Analysts 
start battle preparation before the actual mission starts. Their preparation includes identifying important people, 
places, organizations, etc., which are instantiated as objects in the intelligence system database. EE automatically 
converts the names of these analyst-generated entity objects into Jabari dictionary entries.  This not only enhances 
the recall of entity extraction, but also adds context awareness in the system to tailor it to the specific mission at 
hand.  EE also supports run-time dictionary updates.  Therefore, any new entities created by an analyst are 
automatically added to the system and added to the dictionaries during system runtime. To further increase recall, 
named entities recognized by GATE/ANNIE are put into a special dictionary. Figure 2 shows a diagram of how 
GATE/ANNIE and Jabari interface with each other. 
Figure 2 Entities and Relationship Extraction Diagram  
EE collects any entities recognized by GATE/ANNIE in a temporary, input-specific dictionary. Jabari includes an 
efficient method for using multiple dictionaries, where the most recent definition overrides previously encountered 
ones in the rare cases of conflict. GATE/ANNIE provides co-reference across sentences, so that Jabari can analyze 
one sentence at a time. However, because reports frequently miss punctuation, we had to add a custom sentence 
splitter. The Dictionary Augmentation function collects the mission-specific entity names made available by human 
analysts before the mission. We also developed a domain-specific, but mission-neutral dictionary for entity names 
that are commonly used. One special case consists of names that consist of a number and a unit type. These are 
defined as regular expressions for brevity.   
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4. Evaluations 
Evaluating information extraction results is a challenge problem itself due to the subjectivity involved in the 
process.  It is impossible to generate a ground truth that includes all “useful” entities and relationships since what is 
“useful” is highly subjective.  Different people have different opinions on which relationship and entities should be 
extracted.  Comparatively, entity extraction is easier to evaluate than relationships.  Based on the operational order 
and intelligence preparation documents, we asked the analysts to generate a set of entities on a set of documents.  
We then compare the machine-generated entities.  To evaluate the events or relations, we needed to find a way to 
restrict the information to be extracted.  Therefore, we introduced some template-based “questions” to define the 
information to be extracted (Section 4.2). 
4.1. Evaluating Extracted Entities 
Analysts identified 30 text documents of various types, including intelligence reports and tactical messages and 
determined the set of entities of interest to be extracted, which serve as ground truth. Ground truth includes the name 
of the entity as a text string and the type of the entity.  Analysts identified a set of entities that were of interest from 
relevant IPB documents, which served to augment the EE dictionary as described above.  EE processed the 30 
documents fully automatically. The results are shown in Table 1.  The analysts identified 261 ground truth entities to 
be extracted from the 30 documents.  EE extracted 278 entities, out of which 206 matched the 261, i.e., were true 
positives.  21 additional entities were extracted correctly, but EE provided the wrong entity type. For example, EE 
identified a few entities as GROUP while the ground truth calls for ORGANIZATION. We count these cases among 
the true positives to arrive at the precision percentage. EE missed 34 entities resulting in 87% recall. 
EE recognizes military formats for time, such as Date Time Group (DTG), and location, such as Military Grid 
Reference System (MGRS), with 100% recall and precision unless the format contains errors, such as an odd 
number of digits in the MGRS format.  
Entities Counts Percentage 
Ground Truth Entities (GTEs) 261  
All Entities Extracted by EE 278  
- correct name and type 206 78.9% of GTEs 
- correct name but incorrect type 21 8% of GTEs 
- false positives 51 18% of extracted 
Missed Entities (False negatives) 34 13.0% of GTEs 
Precision (including type mismatch)  81.65% 
Recall (including type mismatch)  87%
Table 1 Entity Extraction Results Evaluated on 30 Tactical Documents. Note that partial matches (EE-extracted: “IED” vs. Ground truth: “EFP-
type IED”) are counted as misses in this table. 
We tracked EE performance increases as we enhanced our algorithms and our dictionaries. We used the same 176 
Tactical Reports (TACREPs) and created an automated test and evaluation script that scores the results of repeated 
runs without human intervention.  The first three improvements from January to February are due to improved 
extraction of names of numbered units, capabilities that exploit the structure of reports to recognize and ignore 
report headers, and improved sentence splitting tailored to the non-grammatical use of punctuation. We also 
enhanced the interaction between GATE-ANNIE and Jabari patterns, e.g., restricting entity matches to specific 
entity types. The forth improvement in March is mostly due to the addition of the mission-specific dictionary. The 
cumulative bar chart in Figure 3 shows recall improvement against the 100% ground truth target.  The blue area of 
the bar refers the proportion of entities extracted that match ground truth perfectly. The red band indicates entities 
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that are correct but not exact; for example, when EE extracts “IED”, but the correct entity is more precisely “EFP-
type IED”, then we categorize it as a partial match. (Note that the 30-document evaluation described above counts 
partial matches as misses.) The green band indicates the proportion of entities that are correctly extracted but are 
assigned the wrong entity type. The shrinking purple band corresponds to the remaining entities that EE failed to 
extract. Overall useful recall increased from about 50% to 86.5%. 
Figure 3 EE recall performance has improved significantly to provide analyst benefits, such as time savings, consistent indexing, association with 
tracks, and pedigree tracking. 
4.2. Evaluating Extracted Relationships 
The goal of the following relationship evaluation is to illustrate that the information extracted by EE can be used 
to correctly answer a set of questions an analyst might reasonably ask. Example questions were: 
xList locations of PERSON 
xList facts about EVENT in LOCATION 
xList facts about EVENT involving PERSON OR ORGANIZATION 
xFind the Leader of ORGANIZATION 
xFind people involved in ORGANIZATION 
xDescribe a relationship between PERSON and PERSON 
For this evaluation, EE needed to identify the sentence(s), which contained a relationship that answers the 
question.  For example, EE needed to identify the sentences that answers the question of “list the locations of a 
specific person” in order to be scored for answering the specific question. The evaluation was performed on a set of 
tactical reports and messages, and achieved a precision of 85.5% and recall of 54.8%. 
5. Conclusions and Future Work 
In this paper, we described the Entity Extraction component in an all-source real-time intelligence fusion 
exploitation system that ingests textual reports and produces a set of entities and relationships, contributing to 
enhanced battlefield awareness.  EE is built upon an event extraction system that combines a semantic, rule-based 
event coder engine with a standard NLP engine.  We utilized the GATE/ANNIE open source named entity 
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recognition engine to recognize candidate named entities.  We then processed the candidate named entities with our 
Jabari event coder to eliminate the named entities that do not make sense in a semantic pattern or are irrelevant to 
the interests of the analysts.  Our Jabari event coder also extracts events from the texts and builds relationships 
between the entities involved in the extracted events.   We developed a method to rapidly augment a generic 
dictionary of entity types, relations, and events with a mission-specific entity dictionary.  Semantic processing 
against patterns by our Jabari event coder increased precision. Our context aware dictionary augmentation method 
significantly enhanced recall.  In general, statistical based algorithms might be expected to yield better performance, 
but at a high training cost and slow turn-around for new applications.  In contrast, rapid, just-in-time augmentation 
of the dictionaries alleviates the problem of initial, relatively low recall with our rule-based system.  However, it 
does not solve the brittleness of such a system.  A hybrid approach (injecting statistical machine learning method 
into the rule-based system) shows promises [14].  
Our work on dictionary augmentation has been focused mainly on nouns.  Adding to the verb dictionary is more 
complicated than to the noun dictionary, because of its custom rule syntax and because of potential conflicts among 
rules.  In the future, we will explore user-friendly methods to augment verb dictionary that hide this complexity.  
Spelling errors happen in tactical messages just like in all written documents.  However, a generic automatic spell 
checker is likely to distort the original message due to the many acronyms and abbreviations.  We have found that 
the most efficient way is to incorporate corrections for common misspellings into the dictionaries.  Future research 
will include learning common misspellings by generalizing usage-specific misspelling patterns. 
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