The multifocal visual evoked potential (mfVEP) is largely generated in V1. To relate the electrical activity recorded from humans to recordings from single cells in nonhuman primate ( Albrecht, 1997) . A second purpose was to fully articulate the assumptions of this model to better understand the implications of this comparison. Finally, as the third purpose, one of these assumptions was tested. Monocular mfVEPs were obtained from normal subjects with a contrast-reversing dartboard pattern. The display contained 16 sectors each with a checkerboard. Both the sectors and the checks were scaled approximately for cortical magnification. In Experiment 1, there were 64 checks per sector. The contrastYresponse functions were fitted well up to 40% contrast by the theoretical population curve for V1 neurons; there was a systematic deviation for higher contrasts. The model, as articulated here, predicts that the contrastYresponse function should be the same and independent of the size of the elements in the display. Varying the size of the elements by varying the viewing distance in Experiment 2 produced similar results to those in Experiment 1. In Experiment 3, the viewing distance and sector size were held constant, but the size of the elements (and therefore the number of checks per sector) was varied. Changing check size by a factor of 16 had relatively little effect on the contrastYresponse function. In general, the mfVEP results were consistent with the model based upon the V1 neuron population. However, two aspects of the results require further exploration. First, there was a systematic deviation from the model's contrastYresponse function for higher contrasts. This deviation suggests that one or more of the model's assumptions may be violated. Second, the latency of the mfVEP changed far less than expected based upon single-cell data.
Introduction
Over the last 40 years or so, a wealth of information has been accumulating about the cellular function of the primary (V1) visual cortex in nonhuman primates. For example, recordings have been made from thousands of V1 cells. It would be of considerable interest if the electrical activity recorded from the human scalp could be related systematically to these recordings. The obvious candidate for such comparisons is the visual evoked potential (VEP), a gross electrical potential generated by the cells in the occipital cortex.
Although the VEP is easily recorded with scalp electrodes, it is not a good choice for this comparison for two reasons.
First, it is typically recorded in response to a relatively large stimulus. The response is therefore generated in wide regions of cortex and the waveform of the response complicated by the twists and turns of cortical folding. Second, the VEP has multiple sources, including those in regions beyond V1 (for a recent review, see Di Russo et al., 2005) . These problems make the conventional VEP a poor choice for a comparison to single-cell activity.
A relatively new VEP method, the multifocal visual evoked potential (mfVEP) technique (Baseler, Sutter, Klein, & Carney, 1994 ; for a review, see Hood & Greenstein, 2003) circumvents these problems. With the mfVEP technique, many (typically 16Y60) spatially local VEP responses can be recorded simultaneously, providing spatially localized measures of cortical activity. Further, three lines of evidence argue that the mfVEP is generated largely in V1. First, as originally pointed out by Baseler et al. (1994) , the mfVEP waveforms reverse polarity as one crosses the horizontal meridian (see also Hood & Greenstein, 2003; Klistorner, Graham, Grigg, & Billson, 1998) . Only potentials generated from inside the calcarine fissure should behave this way. The mfVEP from the upper visual field is reversed in polarity as compared with the lower one, whereas the conventional VEP recorded with the same electrode positions and same subjects can show the same polarity for upper and lower field stimulation (Fortune & Hood, 2003) . Fortune and Hood (2003) showed that this difference was due to the fast sequence of mfVEP stimulation, which they speculated produces a response with a smaller extrastriate contribution than in the case of the conventional VEP. Second, dipole analysis suggests that most of the mfVEP signal is generated in V1 (Slotnick, Klein, Carney, Sutter, & Dastmalchi, 1999) . Third, using an application of principal component analysis, Zhang and Hood (2004) provided evidence that the first principal component of the mfVEP was generated within the calcarine fissure and thus within V1.
One purpose of the current study was to record contrastY response functions for the mfVEP and to compare them to predictions based upon V1 single-cell activity. A predicted contrastYresponse function for V1 can be found in Heeger, Huk, Geisler, and Albrecht (2000) , who fitted it to human fMRI BOLD contrastYresponse data (Boynton, Demb, Glover, & Heeger, 1999) . This predicted function was based upon the analysis of contrastYresponse functions recorded from 333 V1 neurons in monkeys by Albrecht (1995) , Albrecht, Geisler, Frazor, and Crane (2002) , Albrecht and Hamilton (1982) , and Geisler and Albrecht (1997) . Although the predicted V1 function from Heeger et al. provides us with a powerful tool for relating V1 activity to mfVEP response functions, the assumptions underlying this predicted curve need to be specified. In their brief report in Nature Neuroscience, these assumptions were not delineated. A second purpose of this study was to fully articulate these assumptions. Finally, as the third purpose here, we test one of the key assumptions.
Methods: Experiments 1 and 2 Stimuli
The visual stimulus was designed and displayed using VERIS Software (EDI, San Mateo, CA). The display consisted of 16 sectors ( Figure 1A) , 6 in the outer ring, 6 in the middle ring, and 4 in the inner ring. It was viewed with the natural pupil. Each sector consisted of 64 checks, 32 at a higher luminance and 32 at a lower luminance. As Figure 1A indicates, the size of the checks increased as their distance from fixation increased. The scaling of the mfVEP display by Baseler et al. (1994) was designed to approximately correspond to the change in cortical magnification. During testing, each sector changed according to a pseudorandom reversal sequence in which the checks within the sector had a 50Y50 chance of all remaining the same in luminance or switching to the other luminance every 13.3 ms (75 Hz frame rate). Technically, the pattern reversal stimuli were driven by a binary m-sequence. It should be noted that other multifocal modes of stimulation have been employed (James, 2003; Klistorner, Crewther, & Crewther, 1997; Maddess, James, & Bowman, 2005) . For more details about the mfVEP, our procedures, or both, see Hood & Greenstein (2003) .
Experiment 1
The visual stimulus was placed at an effective distance of 32 cm in front of the subject and was 46 deg in diameter ( Figure 1A ). Five contrast levels, 6.25%, 12.5%, 25%, 50%, and 99%, were presented first in order of increasing contrast, then in order of decreasing contrast, so that two recordings were obtained for each contrast level in a single session. Each recording was obtained in eight segments, each 30 s in length, with short breaks between segments. The contrast was the same for all eight segments. For all subjects, this session was repeated on three separate days.
Experiment 2
The display, the same as in Experiment 1, was viewed at three different distances, 16, 32, and 128 cm (see Figure 1B) . The 32-cm distance was included to replicate Experiment 1. Six contrast levels were used: 8.7%, 16.8%, 35.6%, 70.3%, 89.9%, and 99.6%. As in Experiment 1, within a session, the contrast levels were presented first in order of increasing contrast, then in order of decreasing contrast, so that each contrast level was displayed twice. As in Experiment 1, each recording consisted of eight 30-s segments and each session was repeated on three separate days.
Subjects and recording
Three individuals, between 20 and 21 years, participated. All three had normal vision with 20/20 corrected acuity. All three participated in Experiment 1, whereas two of the subjects (S1 and S2) participated in Experiment 2. Procedures followed the tenets of the Declaration of Helsinki, and the protocol was approved by the Committee of the Institutional Board of Research of Columbia University.
The mfVEPs were recorded with gold cup electrodes placed at the inion, 4 cm above the inion, and 1 cm above and 4 cm to both the right and left of the inion (see Figure 3B in Hood & Greenstein, 2003) . The forehead was used as the common ground. Differential recording was obtained with three channels using the inion as the reference, and three additional ''channels'' were derived offline. The continuous VEP record was amplified with the high-and lowfrequency cutoffs set at 3 and 100 Hz (Grass PreAmplifier P511J, Quincy, MA).
A special purpose software, written in MATLAB (Mathworks Inc., MA), took as its input the 16 mfVEP records (the first slice of the second-order kernels for the 16 sectors of the display) from all three channels as derived by the VERIS software. The software filtered the records (low-pass cutoff at 35 Hz), displayed the results in the form of trace arrays (Figure 2 ), and performed quantitative analyses. Further, by taking the difference between pairs of channels, three additional ''derived'' channels were obtained, resulting in effectively six channels of recording. Except where noted, analyses were performed on the ''best'' responses, those with the largest signal-to-noise ratio (SNR), from the six ''channels'' as previously described (Hood & Greenstein, 2003; Hood, Greenstein, et al., 2002; .
Measurements of amplitude and timing
A typical measure of VEP amplitude is the root mean square (RMS) of the records taken over a particular time window. The amplitude plotted for Experiments 1 and 2 is the RMS calculated for the interval from 45 to 150 ms. Because the waveforms for the different contrast conditions were very similar (see Figure 6 ), varying this interval had little effect on the outcome.
The timing of the responses was measured for the two subjects (S1 and S2) and the condition, Experiments 1 and 2 (32 cm), for which we had the most data. To measure the relative latency, the responses from each of the 16 locations of each of the subjects were analyzed in the following way. First, the responses from the midline channel (i.e., between the inion and inion plus 4 cm) for the individual runs were averaged for each sector. The best channel was not used in this analysis because the waveform tends to vary with channel and this could confound our latency measure. Second, for each subject at each contrast, the 16 responses (one for each of the 16 sectors) were squared and summed, and the average summed curve was obtained (squaring the responses allows the responses from upper and lower fields, which tend to be reversed in polarity, to be summed; Meigen & Kraemer, 2005) . Records with little or no response were excluded from the analysis. In particular, based upon our experience with measurement of latency, only responses with SNR values greater than 1.7 were included in the sum . Third, the first peak (around 70 ms) was easily identified and its latency was measured.
Results: Experiments 1 and 2 Experiment 1 Figure 2 shows the individual mfVEP ''best'' responses recorded in one session from one individual. The responses to a contrast of 99% (blue) are clearly larger than those to a contrast of 6.25% (red). Figure 3A shows the mfVEP (RMS) amplitude versus contrast (contrastYresponse functions) for the three sessions of the same subject. For this analysis, the RMS amplitudes of the 16 mfVEP responses (one per sector) were averaged. In Figure 3B , the same data are normalized by dividing by the value at 25%. Although Figure 3A indicates that there is variability in amplitude from session to session, Figure 3B suggests that the shape of the curve remains approximately the same. Figure 4A shows the average response curve for each subject, and Figure 4B shows the same data normalized to the value at 25% contrast. Although the overall amplitude varies among the subjects ( Figure 4A ), there is excellent agreement in the shape of the curves up to, and including, the 50% contrast point ( Figure 4B ). On average, the curves appear to reach a maximum by about 50% contrast. If the waveform of the responses differed substantially as a function of contrast, then the window of analysis used to calculate the RMS amplitude could affect the shape of the contrastYresponse function. Figure 5 shows all the responses (red) from three locations for one of the subjects (S1). The three sectors, one from each ring, were chosen based upon the size (SNR) of the response. The black response in each row is the average of the responses (red) in that row for all contrasts scaled in amplitude by a multiplicative constant. This scaled template provides a reasonable fit to all responses. To a first approximation, the waveform for a given sector is the same at all contrasts.
Although, to a first approximation, the waveforms are similar for different contrasts, there are subtle differences. Notice in Figure 5 that there is a tendency for the responses at the lower contrasts to be slightly slower, and perhaps slightly broader, than the responses at high contrasts. As described in the Methods section, we measured the latency. The filled symbols in Figure 6 show the relative latency for S1 and S2 as a function of contrast. Latency, expressed Figure 5 . Sample mf VEP responses (red) from one subject (S1) and three locations, one from each of the three rings in the display. The black curve in each row is a template formed by averaging all the responses in that row, which were then scaled to fit each response. relative to the value at full contrast, decreased as contrast increased, but only by about 4 ms. (Note that there is no point for S2 at the lowest contrast because only 2 of the 16 locations meet the SNR criterion for our latency measure.) The open symbols show the results for a comparable condition in Experiment 2. Figure 7A shows the average RMS amplitude of the two subjects for the three distances. As in Figures 3 and 4 Figure 7B shows the data from Figure 7A normalized at the amplitude for 36% contrast. (Note that there were no data points for 36% in Experiment 1 so that these data were normalized to fall between the 17% and 36% points for the other conditions.) To a first approximation, the data for all conditions and both experiments fall along a common curve. The solid red curve is the predicted V1 function to be discussed in the next section along with panel C of Figure 7. A model of the contrast-response function of V1 neurons
Experiment 2

The model
The red curve in Figure 7B , supplied by Bill Geisler (personal communication), is based upon the contrastY response data from 333 V1 neurons of the monkey (macaque) recorded by Albrecht (1995) , Albrecht et al. (2002) , Albrecht and Hamilton (1982) , and Geisler and Albrecht (1997) . This theoretical curve provides a prediction of the average firing rate of V1 neurons (see caption to Figure 2 in Heeger et al., 2000) . This curve is the same as the one published in Figure 2 of Heeger et al. (2000) , which was reproduced here as Figure 8 . Heeger et al. fitted this curve to the contrastYresponse data (filled symbols in Figure 8 ) from a human fMRI study (Boynton et al., 1999) . To fit these data, they vertically scaled the V1 curve by a multiplicative constant (Heeger et al., 2000) . As the stimulus conditions in the fMRI study and our mfVEP study differ from those in the single-unit studies, the comparison based upon only a vertical scaling needs justification. More generally, underlying comparisons such as those in Figures 7B and 8 , there must be a model or a set of assumptions. What follows is our attempt to make the assumptions relating V1 physiology to mfVEP responses explicit. Something close to this model is implicit in the analysis of Heeger et al. There are five assumptions: 1. The same equation,
provides a reasonable fit to the contrastYresponse function of all cells (e.g., Albrecht & Hamilton, 1982; Geisler & Albrecht, 1997) , where R is the response of the cell and C is the contrast of the stimulus. C 50 , n, and R max are constants where n is the exponent and determines the slope of the initial portion of the curve, C 50 is the contrast producing one-half maximum response, and R max is the maximum response. Assumption 1 allows for the characterization of the individual contrastY response functions for the 333 cells so that they can be readily averaged. Support for this assumption can be found in Albrecht and Hamilton (1982) , although in that study and in the work of others (e.g., Sclar, Maunsell, & Lennie, 1990 ), a range of shapes of the contrastYresponse function can be found.
2. The values of C 50 and n are constant for each cell. Stimulating a cell with a nonpreferred stimulus, to a first approximation, only changes R max . Assumption 2 asserts that varying the stimulus will affect only parameter R max (for an example, see Figure 7 in Albrecht & Hamilton, 1982) . In general, the evidence suggests that saturation is determined by the contrast of the stimulus and not by the amplitude of the responses (for reviews, see Albrecht, 1995; Albrecht et al., 2002; Carandini, Heeger, & Movshon, 1997; Geisler & Albrecht, 1997) .
3. For a range of preferred spatial (and temporal) frequencies, the parameters n, R max , and C 50 are approximately independent of preferred spatial (and temporal) frequency. Changing the spatial or temporal characteristic of the stimulus will change the population of V1 cells dominating the response. According to Assumption 3, a change in the population of cells dominating the response will not change the predicted function. For example, if the cells preferring high spatial frequencies had, on average, larger values of C 50 , then a change in the stimulus would yield a different theoretical curve. There is evidence that C 50 is approximately the same for different preferred spatial frequencies (see Figure 6 in Albrecht & Hamilton, 1982) , although as discussed below, these data show a small increase in C 50 with increases in preferred frequency.
4. The contrastYresponse function is set shortly after the onset of a stimulus. Further, prolonged stimulation will not change this function. This assumption is needed because the stimuli in the monkey experiments are brief, whereas those in the mfVEP are prolonged. Albrecht et al. (2002) provide evidence that the function is set within 10 ms of the onset of a stimulus. However, the possible effects of prolonged stimulation, such as those used in the mfVEP experiments, are less clear and will be discussed below.
5. The mfVEP is proportional to the sum of the responses of the V1 neurons. An assumption is needed to link the mfVEP response to the theoretical V1 function. Heeger et al. (2000) used the agreement in Figure 8 between the BOLD signal of the fMRI and the V1 function to argue that the BOLD signal is a linear function of the neural activity.
The fit to the mfVEP data
The red curve in Figure 7B shows the fit of the V1 theoretical function. This function was fitted to the mfVEP data by normalizing (vertically scaling the curve by a multiplicative constant) to the mfVEP data from Experiment 1 at 25% contrast. The fit below 40% contrast is good. However, the data fall below the theoretical curve between 40% and 70% contrast. The theoretical curve does not extend beyond 70% contrast, as the monkey cells, in general, were not tested beyond this value.
The question naturally arises as to how sensitive the data are in distinguishing this curve from one with a different value of C 50 . Figure 7C shows the effect of making C 50 twice as large (blue curve) or twice as small (green curve). Roughly speaking, the data cannot distinguish between C 50 values within a factor of T2.
A test of Assumption 3
The visual system is less sensitive to high or very low spatial frequencies than it is to intermediate spatial frequencies. According to Assumption 3, these differences are due at the cellular level to only a change in R max ; the value of C 50 is independent of the preferred spatial frequency. However, there is evidence that the value of C 50 may increase with increases in preferred spatial frequency. First, there is a suggestion in the monkey data that the value of C 50 increases with increased spatial frequency (see Figure 6 in Albrecht & Hamilton, 1982) . The value of C 50 increased from about 19% contrast for cells with preferred frequencies below 1 cycle/deg to about 26% for cells with preferred frequencies above 10.7 cycles/deg. In addition, the contrastY response functions for the human BOLD fMRI signals showed a considerably higher value of the equivalent to C 50 with a 2 cycle/deg plaid as compared with the 0.5 cycle/deg stimulus (Boynton et al., 1999) , although the monkey data show relatively little change over this range.
The size (and spatial frequency content) of the stimuli was varied in Experiment 2. However, whereas these data supply one test of Assumption 3, the size of the individual sector and the total region of the retina stimulated were also varied. In Experiment 3, the viewing distance (retinal image) and sector size were held constant, but the size of the elements (and therefore, the number of checks per sector) was varied.
Experiment 3 Methods
Three subjects participated in this experiment, S1 and S2 from Experiments 1 and 2 and a third subject, S4, who was 19 years old. The display, as in Experiments 1 and 2, had 16 sectors and was viewed at 64 cm. In Experiments 1 and 2, each sector had 64 checks and the display was viewed at 32 cm (Experiment 1) or at one of three distances (16, 32, or 64 cm) in Experiment 2. In Experiment 3, the check size was varied by changing the number of checks in each sector. In particular, the checkerboard in each sector was either 2 Â 2 (4 checks), 4 Â 4 (16 checks), or 8 Â 8 (64 checks), as shown in Figure 9 . Six contrast levels were used: 8%, 16%, 32%, 50%, 70%, and 100%. For each of the three displays, four sessions per subject were run. Within each session, each of the six contrast conditions was run twice in a random order. With the exception of the correction applied to the RMS amplitudes, all other conditions were as described above in the Methods section for Experiments 1 and 2. The RMS amplitude of the record contains both noise and signal. As long as the noise is relatively small, the RMS amplitude is a reasonable measure of signal amplitude. However, in Experiment 3, the responses to the 2 Â 2 stimulus were relatively small, especially at low contrasts. To get an estimate of the RMS amplitude of the signal, we subtracted the RMS of a (noise) window between 325 and 430 ms from the RMS of the signal window. We have previously shown that the noise window contains little or no signal . This ''corrected RMS amplitude'' provides a measure of the signal as long as the noise is random and there is no correlation between the noise in the signal window and the noise in the noise window. (A similar correction had relatively little effect on the data from Experiments 1 and 2).
Results
The data points in Figure 10A show the average RMS amplitude for S1 for the four runs; the smooth theoretical curves will be described below. In general, the 8 Â 8 check display produces the largest response, whereas the 2 Â 2 check display the smallest. Figure 10B shows the same data after the correction for noise as described in the Methods section. To obtain a qualitative comparison of the shape of these curves, they are shown normalized to their maximum value in Figure 11A . The normalized corrected amplitudes for the other two subjects are shown in the other panels of Figure 11 . We were particularly interested here in whether the curves appeared to be displaced relative to each other along the X-axis. The curves were normalized at their maximum values because, according to the model, only R max should change; there should be no change in C 50 and no displacement along the X-axis. Although the largest checks (blue squares) appear to fall to the right for two of the Ss, this trend is not found for the third. In general, there is no consistent trend for all three Ss.
To obtain a quantitative measure of the lateral placement of these data, Equation 1 was fitted to the data. Because we were interested in possible differences in C 50 , n was held constant for each subject and only C 50 and R max were allowed to vary. The solid curves in both panels of Figure 10 show the fit. Table 1 contains the C 50 values for the corrected data, the data shown in Figures 10B and 11 . The fits were good with a goodness-of-fit statistic between 0.93 and 1.00. (The goodness-of-fit statistic was calculated as 
, where x i is the ith data point, m i is the predicted value at that point, and 2 is the mean of the data points.) In agreement with the qualitative appearance of Figure 11 , there are only small, statistically nonsignificant differences in the computed C 50 values for the three conditions, whether the corrected (Table 1) or uncorrected (Table 2 ) amplitudes are used.
Discussion
This study had three purposes: first, to compare the contrastYresponse functions for human mfVEPs to a model of V1 activity (Heeger et al., 2000) ; second, to articulate the assumptions of this model to better understand the implications of this comparison; and third, to test one of the key assumptions of the model.
The model does a reasonable job of describing the data up to a contrast of about 40%. However, above 40% the response of the model continues to increase, although, in general, the mfVEP data reach a maximum and remain relatively constant. The assumptions delineated above provide a basis for discussing this discrepancy between model and data.
Spatial frequency of the stimulus
According to the model, only the parameter R max should be affected by manipulations of the spatial characteristics of the stimulus. Because we had reasons to believe that the parameter C 50 varies with the size of the checks, this variable was manipulated in Experiments 2 and 3. For the range of check sizes used here, the variation in C 50 was modest.
As mentioned above, the single-cell data from the monkey show only a small, nonsignificant increase (19Y26% contrast or less than a factor of 1.4) in C 50 , as the preferred frequency of the cell increased from less than 1 cycle/deg to greater than 10.7 cycles/deg. On the other hand, in their human fMRI study, Boynton et al. (1999) concluded that C 50 differed for their two conditions, 0.5 and 2.0 cycles/deg (plaid/ checkerboard composed of orthogonal sine wave gratings). In particular, C 50 was larger for 2.0 cycles/deg by a factor of 3.2 and 1.7 for their two subjects when the fMRI and behavioral data were simultaneously fitted (Figures 3 and 4 in Boynton et al., 1999) and by an even larger factor when the fMRI data were fitted alone.
Due to the scaling of the mfVEP checkerboard pattern (see Figure 1) , it is hard to make a quantitative comparison between our results and either the monkey V1 recordings or the human fMRI data. However, we can say that in Experiment 3, as in the Boynton et al. (1999) fMRI study, the range of check sizes varied by a factor of 4. Further, the stimulus in the Boynton et al. study was an annulus with an inner radius of 5 deg and an outer radius of 7 deg. At about 6 deg from the center of our display, the check size ranged from 0.3 cycles/deg (2 Â 2) to 1.3 cycles/deg (8 Â 8) in the general range of their study. Of course, the check sizes are larger in the outer part of the mfVEP display and considerably smaller in the center of the display, making a direct comparison to their stimulus impossible. In any case, what we can say at this point is that if the spatial frequency content of the stimulus affects the contrastYresponse function for the mfVEP data, the effects are relatively subtle for our conditions. To further test the effects of spatial frequency, as well as for ease of comparison to the single-cell data, we need to present sine wave stimuli in a multifocal paradigm. This will require specially designed multifocal software, which we are developing.
Other factors and possible violation of the model's assumptions
The relative modest effect of check size suggests that other factors must be involved in the discrepancy between the model and mfVEP results at higher contrast levels. Here, we consider five of the more obvious factors that may lead to a violation of one or more of the assumptions of the model. First, in the monkey experiments upon which the model's prediction was based, the stimulus was approximately 2 s in duration with 15-s breaks between presentations. For multifocal stimuli, reversals occurred on average at a rate of 37.5 Hz (one half of the frame rate of 75 Hz) for a period of 30 s followed by a brief break before the next stimulus. It is well known that V1 neurons decrease in responsiveness with prolonged stimulation (e.g., Albrecht, Farrar, & Hamilton, 1984; Movshon & Lennie, 1979; Sclar, Lennie, & DePriest, 1989) . Although Albrecht et al. (2002) showed that the characteristic of the response function were set within 10 ms of the stimulus onset, they were also careful to distinguish between this fast-contrast gain control and a slow-contrast gain control. Unlike the fast type of gain control, the slow type does depend upon whether the stimulus is optimal or not. That is, Assumptions 2 and 4 are violated. Thus, mfVEPs to repetitive stimulation, especially at the higher contrasts, may be attenuated by slow gain changes. Relevant here is the work of Maddess et al. (2005) , who measured contrastYresponse functions for multifocal flashes with different temporal densities. These functions were well fitted by a power function with an exponent that varied with flash density. In fact, the response to stimuli with the lower flash density (1.3/s) continued to increase for contrasts above 40%. This finding suggests that, perhaps, Assumption 4 is violated and that the high-contrast, rapid mfVEP stimulus employed here is inducing a slow gain change. A recent fMRI study (Gardner et al., 2005) suggests that slow gain changes can affect the BOLD signal as well. Second, the recordings in the monkey experiments were made largely within 5 deg of the fovea (Albrecht & Geisler, personal communication) , whereas our display was considerably larger. Our mfVEP data within the central 5 deg were too variable to allow us to test the effects of eccentricity. Although there is no evidence that the contrastYresponse function of cortical neurons vary with eccentricity in ways that would explain our data, future mfVEP experiments will focus on the central region.
A third, and related, point concerns the region of cortex generating the mfVEPs measured with our particular temporal and spatial pattern of stimulation. Recently, Hall et al., (2005) presented magnetoencephalography (MEG) evidence that the contrastYresponse (MEG) function of the striate and extrastriate visual cortices differed. The function for the extrastriate more closely resembled our mfVEP results, whereas that for the striate cortex more closely resembled the V1 model. However, their stimuli were presented in a single quadrant and had very different temporal and spatial distributions. In any case, recall that our mfVEPs appear to be coming mainly, if not entirely, from V1. The arguments in favor of this conclusion are presented in the Introduction section. In addition, we have shown that the first component of a principal component analysis (PCA) is generated in the striate cortex. A reanalysis of the data using PCA produced essentially identical results to the RMS analysis used here. In short, the evidence argues that we are studying striate (V1) activity.
Fourth, the amplitude of the mfVEP may not be linearly related to underlying spike activity. Assumption 5 states that the mfVEP is proportional to the sum of the responses of the V1 neurons. This is equivalent to the assumption in Heeger et al. (2000) that the fMRI signal is proportional to the sum of V1 neurons. In fact, it is generally accepted that VEP responses are largely generated, not by spiking activity, but by synaptic activity, the interplay of EPSP and IPSP activity on pyramidal cells, and the resulting local field potentials (e.g., Schroeder, Tenke, & Givre, 1992) . However, the current evidence from V1 suggests that the BOLD signal of the fMRI is also more closely related to synaptic activity and local field potentials than to spiking activity (Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001; Logothetis & Wandell, 2004) . (Although for human auditory cortex, Mukamel et al., 2005 , found that spiking activity was well correlated with BOLD signals and that this correlation was at least as high as for the local field potentials.) Thus, for similar reasons, neither the VEP nor the fMRI activity may be linearly related to spiking activity. That is, Assumption 5 may be violated for both the mfVEP and fMRI comparison to the model. The degree to which this violation affects the comparisons remains an open question. Although local field potentials and spiking activity are highly correlated (e.g., Logothetis et al., 2001; Mukamel et al., 2005) , it is clear that they do not reflect the same aspects of V1 activity (Henrie & Shapley, 2005; Logothetis et al., 2001) .
Fifth, to the extent that either the mfVEP or fMRI are dependant on local slow potentials, they will depend upon both excitatory and inhibitory potentials. Further, given that the mfVEP is due to an interplay of positive and negative components, perhaps the response to higher contrasts contains different underlying components than does the response to lower contrasts. This could explain why high-contrast mfVEP responses deviate from the predictions of the model. However, the similarity of the waveforms (Figure 6 ) suggests similar underlying components at all contrasts.
In any case, assuming for now that a linear relationship exists between spiking activity and the fMRI signal, as proposed by Heeger et al. (2000) , then the comparison of fMRI results to the mfVEP recordings become relevant to the hypothesis linking the mfVEP amplitude to neural activity. Figure 12 shows the data from Experiments 1 and 2 and the theoretical function (red) from Figure 8 . Recall that the fMRI data from Boynton et al. (1999) presented in Heeger et al. fall along the red curve (see Figure 8) . Thus, there is a discrepancy between their fMRI data and our mfVEP data at higher contrasts. However, their fMRI data Figure 12 . The relative RMS amplitudes from Experiments 1 and 2 (from Figure 7) shown with the theoretical curve (red) as in Figure 7 and the results (blue) from a fMRI experiment that used a similar display.
were obtained with a stimulus quite different from the mfVEP display used here. When our mfVEP results are compared to recent fMRI data obtained with a multifocal stimulus (Zhang, Hood, Ferrera, & Hirsch, 2005) , similar to that used here, the fMRI results (blue curve) more closely approximate the mfVEP data. Although the mfVEP and fMRI experiments need repeating with identical stimuli, now there is no reason to believe that the function relating mfVEP to neural activity is necessarily different than the function relating fMRI BOLD signal to neural activity, although each may differ from the model for the reasons delineated above.
Latency and the model
Perhaps the most surprising aspect of our data is the relatively small change in latency seen with variations in contrast. The latency of the mfVEP changed by less than 5 ms (see Figure 6 ) with an increase in contrast. Baseler and Sutter (1997) also measured latency of mfVEP as a function of contrast. It is not easy to directly compare our results to their data as they did not report the latency of the mfVEP records per se. Rather, they measured the latency of two components extracted from the mfVEP using a complex algorithm. In any case, they also reported a modest increase in latency (about 10 ms) between 4%, the lowest contrast used, and 13% contrast with little change for higher contrasts.
The relatively modest change in latency for the mfVEP is in contrast to the latency changes, on the order of 40 ms, reported for primate V1 cells. For example, Albrecht (1995) reported a mean decrease in latency of 49.4 ms (n = 19) between threshold contrasts and 90% contrast or about 37 ms for the range from 5% to 90% contrast. In agreement, Gawne, Kjaer, and Richmond (1996) found a mean increase of 39.4 T 2.3 ms (n = 37) in latency between their lowest contrast, 5%, and higher contrasts. Other studies report comparable changes (e.g., Albrecht et al., 2002; Carandini & Heeger, 1994; Carandini, Heeger, & Movshon, 1997) . Whereas Albrecht's data show an increase of greater than 25 ms from 12.5% to 100% contrast, our data show an increase of less than 4Y5 ms over this range.
We do not know why the single-cell data differ from the mfVEP data. However, we can offer three possible reasons for the difference. First, as mentioned above, the mfVEP is the sum of negative and positive contributions; hence, it is possible that a shift in the relative weighting of different component may give a false impression of latency. However, again, the striking similarity of waveform across contrasts argues against this possibility. The second possibility is based upon the observation that LGN cells appear to show smaller changes in latency as a function of contrast as compared with cortical cells. For example, Albrecht (1995) calculated that the decrease in latency (phase advance) with increased contrast of LGN X cells (Y cells) was smaller by a factor of 2.0 (1.5) as compared with the decrease in V1 cells. Because of these findings, it has been suggested to us that the mfVEP may reflect the LGN input to V1 neurons (Tony Movshon, personal communication). Although we cannot rule this out, subcortical (LGN) contributions to the conventional VEP are very small and appear very early in the time course (Schroeder et al., 1992) . We would expect the same to be true for the mfVEP. Third, perhaps, cells whose responses are near their maximum amplitude and minimum latency dominate the mfVEP. V1 cells have a range of semisaturation values for latency, and these values are correlated with the semisaturation values for amplitude (Albrecht, 1995) . To test this notion, we need a formal model for latency similar to the one provided for amplitude in Heeger et al. (2000) .
Conclusion
The mfVEP contrastYresponse function is in general agreement with a model based upon the V1 neuron population. Consistent with this model, we found little change in the shape of the contrastYresponse function with change in the size of the elements of the stimulus. However, two aspects of the results require further exploration. First, there is the systematic deviation at higher contrasts between the model's predictions and the observed contrastYresponse function. This deviation suggests that one or more of the model's assumptions may be violated. Second, the latency of the mfVEP changed far less than expected based upon single-cell data.
