Using operator algebra, we extend the series for the activity density in a one-dimensional stochastic sandpile with fixed particle density p, the first terms of which were obtained via perturbation theory [R. Dickman and R. Vidigal, J. Phys. A 35, 7269 (2002)]. The expansion is in powers of the time; the coefficients are polynomials in p. We devise an algorithm for evaluating expectations of operator products and extend the series to O(t 12 ). Constructing Padé approximants to a suitably transformed series, we obtain predictions for the activity that compare well against simulations, in the supercritical regime.
I. INTRODUCTION
Sandpiles with a strictly conserved particle density (so-called fixed-energy sandpiles or FES [1] ), exhibit absorbing-state phase transitions [2] [3] [4] , and have recently attracted much interest. Until now, most quantitative results for FES have been based on simulations [5] [6] [7] [8] , an important exception being the solution by Priezzhev et al. [9] of a directed, fixed-energy version of the Maslov-Zhang model [10] , via the Bethe ansatz. It is therefore of great interest to develop theoretical approaches for FES.
This paper is one of a series analyzing a stochastic sandpile using operator methods. In an earlier work [11] a path-integral representation was developed and an expansion derived for the order parameter (activity density) in powers of time. While the path-integral formalism reveals interesting features of the model, and may be applied in any number of dimensions, the complexity of the diagrammatic expansion limits the number of terms that can be obtained. (In Ref. [11] terms up to O(t 5 ) are reported.) In this paper we employ a different approach, which permits us to extend the series for the one-dimensional case considerably. After casting the master equation for the sandpile in terms of an operator formalism, we analyze the direct expansion of its (formal) solution, leading to an algorithm for generating the series coefficients.
We consider Manna's stochastic sandpile in its fixed-energy (particle-conserving) version [7, [11] [12] [13] . The configuration is specified by the occupation number n i at each site; sites with n ≥ 2 are said to be active, and have a positive rate of toppling. When a site topples, it loses exactly two particles ("grains of sand"), which move randomly and independently to nearest-neighbor (NN) sites. In this work, as in Ref. [11] , we adopt a toppling rate of n(n−1) at a site having n particles, which leads us to define the order parameter as ρ =< n(n − 1) >. While this choice of rate represents a slight departure from the usual definition (in which all active sites have the same toppling rate), it leads to a much simpler evolution operator, and should yield the same scaling properties [11] . Preliminary simulation results [14] indicate that in one dimension the model exhibits a continuous phase transition at p c = 0.9493.
In the following section we define the model and review the operator formalism introduced in Ref. [11] . This is followed in Sec. III by an analysis leading to an expansion in terms of so-called reduced commutators. Implementation of the expansion in a computational algorithm is described in Sec. IV. Then in Sec. V we report numerical results of the series analysis. A summary and discussion is provided in Sec. VI.
II. MODEL
As discussed in Ref. [11] , the master equation for this model may be written in the form
where
is the probability distribution, and the evolution operator takes the form,
Here a i and π i are, respectively, annihilation and creation operators associated with site i, defined via
The formal solution of the master equation is |Ψ(t) = e tL |Ψ(0) ; that for the activity density is:
Here we have introduced the notation:
for the projection onto all possible states; thus normalization reads: |Ψ = 1. We consider a uniform Poisson-product initial distribution. Letting p n = e −p p n /n!, and using |P i = n i p n i |n i to denote a Poisson distribution at site i, we have,
We shall expand equation (3) for the activity density in powers of t.
III. OPERATOR ALGEBRA
To begin we note some basic properties of operators a j , π j and L j :
The second relation expresses the fact that the creation operator conserves the normalization of any state, while the third shows that L i conserves probability, as it must.
The coefficient of t n /n! in the expansion of the activity is:
where the sum is over all sequences S of sites s 0 ≡ 0, s 1 , , , s n with |s 1 | ≤ 1, and s j+1 ∈ {s j,min − 1, ..., s j,max + 1}, for j ≥ 1, where s j,min = min{s 0 , ...s j }, and s j,max is the maximum of this set. The restriction on sequences follows from equations (8) and (10); if the condition were violated, it would be possible to move one of the L j to the left of all other operators, yielding a result of zero.
Deriving the series involves two tasks: (1) generating the sequences consistent with the above restrictions; (2) evaluating |a
The sequences are generated using a tree structure, in which the choice of node s 1 represents the first generation, s 2 the second, etc. Each time we reach the n-th node, we have a sequence whose contribution ρ S must be evaluated. Then we return to the node in the n−1-st generation, and explore all further possible nodes in the n-th generation. When these have been exhausted, we drop back to the node in the n−2-nd generation, and so on. This is the usual recursive procedure for exploring a tree.
Our strategy for evaluating ρ S is to commute each L j to the left of a 2 0 . The first step replaces a 2 0 L s 1 by its commutator, due to equation (8) . If we write this commutator in normal order, that is, with all creation operators π j to the left of all creation operators, then the π's may be replaced by 1, by equation (7). Thus,
where the subscript R denotes a reduced commutator, that is, the commutator in normal order, with all π's replaced by unity. Evidently [a 2 0 , L j ] R involves only annihilation operators. The two nontrivial expressions of this kind are:
and
In the computational algorithm, given s 1 , we construct and store
, and so on. Each of the F (j) is a linear combination of products of annihilation operators. When we reach the n-th generation, we have
Evaluating the expectation of each term in F (n) is trivial, because
where M = j m j is the number of annihilation operators, irrespective of which sites are involved.
It remains to find a general expression for the reduced commutator [
is a linear combination of products of annihilation operators, and recalling that a i and L k commute if |i−k| > 1, we see that the problem reduces to evaluating
(Commutators involving L j with j = 0 are obtained using translation invariance.) It is straightforward to evaluate C(p, q, r) using the following identities. First we note that
as is readily shown by induction. Using this it is simple to show
Finally, we may use equation (18) to show that for i = j,
Applying these relations one readily finds:
Using this result, we can evaluate the series in a computer algorithm.
IV. COMPUTATIONAL ALGORITHM
Let us discuss some details of the computer algorithm used to generate the series for the activity. We employ a recursive procedure to generate the functions F at order n + 1 on the basis of those at order n. The first-order F functions are [see equations (13) and (14)],
Note that F represents the contributions due to both s 1 = 1 and s 1 = −1, which are equal, due to reflection symmetry. According to equations (11) and (16), the coefficient of t in the series is therefore given by
Using the reduced commutator, equation (22), the functions F (2) are then generated. The results are
It is apparent that F
in the analysis at third order. We proceed in a similar manner to generate the expressions at higher orders.
All operations in the program are performed using integer arithmetic, so that the rational coefficients of the monomials in the functions F are obtained exactly, without roundoff error. The number of functions F Applying the computational algorithm described above, we evaluated the first twelve terms in the activity series. These calculations require about thirteen days cpu time on a Athlon K7 1800 MHz computer. The memory requirements are quite low, since only one F function is processed at a time. The resulting functions are stored on the disk if the next order is to be calculated. To extend the calculations to thirteenth order would demand an additional cpu-time-consuming modification of the program, since at this order it becomes necessary to handle integers larger than can be represented using eight bytes.
It is convenient to write the expansion in the form:
The series coefficients b n,m are listed in Table I . In Ref. [11] it was shown that at each order n, b n,0 = 1, and that m ≤ n−1, with
The coefficients reported in Table I satisfy this relation at each order, and agree with those derived (for n ≤ 5) using the path-integral formalism [11] .
V. ANALYSIS OF SERIES
The coefficients b n,m /n! in the time series, equation (27), grow rapidly with n. The quantities
generally appear to approach a constant as n increases, for fixed m/n. This behavior however does not apply for m = 0, (since b n,0 = 1), or for m = n − 1, since equation (28) implies that b n,n−1 grows more slowly than n!. To see if the f n,m follow a systematic trend we plot these quantities versus q ≡ (m − 1)/(n − 2). As shown in figure 1 , the data for various n appear to approach a common function, away from the limits q = 0 and q = 1. The maximum of f n (q) appears to fall at or slightly above q = 1/2. Analysis of f n (1/2) suggests that it approaches a limit of about 1.86 (14) (figures in parenthese denote uncertainties), but the present data are insufficient to permit a detailed analysis of the asymptotic growth of the series coefficients.
We also examined the behavior of the coefficients in the time series for specific, fixed values of the particle density p. Let
For p = 1 (slightly above the critical value of 0.9493), c n is simply the sum of all coefficients at order n, divided by n!. In this case c n ≃ λ n with λ ≃ 7; thus the radius of convergence, 1/λ, is rather small. A plot (figure 2) of ln c n versus n (for p = 1) shows that c n grows roughly exponentially with n. In fact, the quantity
appears to be nearly constant for n = 8 -12 (see the inset of figure 2 ). While this observation (and similar findings for other values of p) indicates a certain regularity in the expansion coefficients, we were not able to generate any useful extension of the series by means of this property.
We turn now to an analysis of the series for ρ(t). Given the small radius of convergence, we transform the the expansion variable t to a more suitable one, and construct Padé approximants to the transformed series in order to obtain predictions for t ∼ 1 or larger. We have examined many transformations, for example
Each transformation maps the interval t ≥ 0 to [0, 1], and can be expanded as a power series in t about t = 0, with the lowest-order term ∝ t. Each is readily inverted permitting one to express the time t in powers of the new variable. The slow convergence associated with the power-law or logarithmic forms in the last four expressions is motivated by the numerical finding of slow relaxation in the sandpile model, even far from the critical point [15] . We analyze the transformed series for ρ (or for ln ρ) using Padé approximants [16] [17] [18] . The degree of success depends greatly on the range of p under consideration. (Each transformation includes a free parameter b, which can be adjusted to optimize the regularity of the result, or to obtain consistency between different approximants. In practice, the results do not exhibit much sensitivity to the choice of this parameter.)
For small values of p we find the exponential transformation, equation (33), the most effective. Figure 3 compares the series prediction for p = 0.5 (obtained using the [6, 6] approximant to the series for ρ(y), with parameter b = 0.45) against the result of a Monte Carlo simulation. It is evident that the series prediction is only reliable for t ≤ 2. The transformation and Padé analysis does at least extend the range of utility considerably, the apparent radius of convergence of the original series in t being about 0.2 in this case.
For larger values of p the transformation defined in equation (35), using γ in the range of 1/4 to 3/4 and b = 5 -10, is the most useful of those studied. In figure 4 we compare the [6, 6] approximant (obtained using γ = 1/2 and b = 10) with simulation data, for p = 1. The situation is no better than for p = 1/2: the series prediction already starts to depart noticeably for the simulation result at t = 2. Of course, it is not surprising that the series analysis is least reliable near the critical point, where relaxation is slowest. Given the divergence from the simulation result already at rather short times, it is clear that the series cannot yield meaningful estimates for the asymptotic (t → ∞) activity density for p ≤ 1.
Remarkably, the reliability of the series improves dramatically at larger values of the particle density p. Series and simulation results for ρ(t) at p = 2 are compared in figure 5 ; the two agree to within numerical uncertainty. (The series prediction is generated as for p = 1, but using b = 5 in this case.) The good agreement, moreover, persists at long times, motivating a study of ρ ∞ ≡ lim t→∞ ρ(t), corresponding to the transformed series with z = 1 in equation (35). (We again use the [6, 6] approximant to the series; the [4, 4] and [5, 5] approximants yield similar results while off-diagonal approximants are somewhat poorer.) The series prediction for ρ ∞ is compared with simulation in figure 6 ; excellent agreement is found for p ≥ 2, the relative error being ≤ 0.2%. In summary, the present series seems quite reliable in the supercritical regime, both at short and at asymptotically long times, whereas its utility in the critical and subcritical regime is restricted to rather short times.
VI. DISCUSSION
We develop an algebraic method leading to a time series for the activity density of the stochastic sandpile model introduced in [11] . Determination of the series coefficients depends on evaluation of certain commutators, an algebraic task readily codified in a computational algorithm. We extend the series for the one-dimensional case to twelve terms.
Analysis of the series yields disappointing results for the subcritical and critical regimes, but very good predictions in the supercritical region, as judged by comparison with Monte Carlo simulation. At first glance this is surprising, since in the subcritical regime the stationary state is inactive and might be regarded as trivial. Relaxation to this inactive state (and to the active state at or near the critical point p c ) is however nontrivial, characterized by stretched exponential, power-law, or other slowly-converging forms [15] . It appears to be very difficult to capture such behavior in the kind of temporal series developed here, which employs a Poissonian initial distribution. The reason is that for smaller values of the particle density (p < 2, say), the one-site stationary occupation distribution P (n) is far from Poissonian. As p increases, the second factorial moment n(n − 1) = ρ approaches p 2 , as expected for a Poisson distribution. Figure 7 shows that the stationary one-site distribution observed in simulations approaches the corresponding Poisson distribution with the same density p. (Even for p = 8 there are significant differences between the distributions; but analysis of the third and fourth factorial moments suggests convergence to a Poisson distribution as p → ∞.)
An important open question is whether simply increasing the number of terms would permit one to analyze the small-p regime. The present results suggest that even with 20 or 30 terms this region would remain inaccessible. It appears to be more promising to approach the critical region from above, since for larger particle densities we find good agreement with numerical results. We leave such an investigation, using an extended series and/or improved analysis, as a subject for future work. Figure 1 . Function f n (q) as defined in text, for n = 7 (⋄); n = 8 (♦); n = 9 (•); n = 10 (•); n = 11 (2) ; n = 12 ( ). 
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