We consider the singular limit of a bistable reaction diffusion equation in the case when the velocity of the traveling wave solution depends on the space variable and converges to a discontinuous function. We show that the family of solutions converges to the stable equilibria off a front propagating with a discontinuous velocity. The convergence is global in time by applying the weak geometric flow uniquely defined through the theory of viscosity solutions and the level-set equation.
Introduction
Many phenomena in physics, chemistry, biology etc. give rise to moving interfaces. In mathematics these are sometimes modeled by reaction diffusion equations whose solution, often an order parameter, is expected to approach for large times the equilibria of the system. When there is more than one equilibrium, interfaces separate regions where the parameter tends to the different equilibria, called phases for instance in phase transition models. In this paper we want to study globally in time, as ε ↓ 0, the asymptotic behavior of the following reaction diffusion equation
when f ε : R × R n −→ R is of bistable type, with structure conditions modelled on the following main example f ε (q, x) := 2 q − c ε (x) 2 (q 2 − 1) (1.2) with −1 < c ε (x)/2 < 1. It is known in the literature and proved by Barles-Soner-Souganidis [4] , that if the bounded family of smooth functions {c ε } ε>0 ⊂ C 1,1 (R n ), which are the velocities of the traveling wave solutions of (1.1), converges locally uniformly to some continuous function α : R n → R and the initial condition g represents a sharp interface across the unstable equilibrium, then the asymptotics is governed by the following geometric Hamilton-Jacobi equation u t (x, t) + α(x)|Du(x, t)| = 0, R n × (0, +∞) u(x, 0) = u o (x).
(1.3)
Here the initial condition u o ∈ C(R n ) is chosen in such a way that the initial front Γ o = {x ∈ R n : u o (x) = 0} = {x ∈ R n : g(x) = ). Indeed one proves that the convergence occurs locally uniformly off the moving front determined by (1.3) to the stable equilibria of the reaction diffusion equation, namely
where u is the solution of (1.3). We recall that, in order to solve (1.3) globally in time, solutions are meant as viscosity solutions, see Crandall-Ishii-Lions [10] . It turns out that (1.3) has a unique continuous solution u ∈ C(R n × [0, +∞)) for any u o ∈ C(R n ). Such equation is called geometric since by homogeneity of the operator with respect to the first derivatives of u, one proves that if u solves the pde in (1.3) and ψ : R → R is smooth and increasing, then also ψ(u) solves the same equation. As a consequence, it is easy to see that if u {x : u 1 (x, t) = 0} = Γ t = {x : u 2 (x, t) = 0}, for all t > 0.
One can therefore define the family of closed sets (Γ t ) t to be the geometric flow of the front or interface Γ o with normal velocity −α. In a previous paper [12] , we proved that the problem (1.3) is well posed, and a comparison principle holds in the sense of viscosity solutions as defined by Ishii [18] (that we recall below) also when α has constant sign and it is piecewise continuous across an hypersurface, see also Camilli [6] . In the present paper we will apply these results to (1.1) allowing the sequence c ε to only converge off an hypersurface. The novelty of our study is that in our case the norms of the gradients Dc ε ∞ , D 2 c ε ∞ may blow up as ε → 0, see (3.2), (3.5) below. Nonetheless we can still determine the asymptotic behavior of (1.1) for a general initial condition. We will show that the family u ε converges to the stable equilibria of (1.1) off the evolving interface which moves with normal velocity −α, now discontinuous in space, and it is determined by the geometric equation (1.3), once we initialize it by setting, in the case (1.2),
where α * , α * indicate the lower and upper semicontinuous envelopes of α, respectively. We notice that Γ o may contain relatively open subsets of the hypersurface of discontinuity of α where
. In geometric optics, discontinuous coefficients α in the propagation equation (1.3) arise in the refraction phenomenon and 1/α is then the discontinuous refraction index. This makes our study interesting for the applications.
In order to prove the convergence of the solutions of (1.1), we apply the general geometric approach in Barles-Souganidis [5] to study singular limits giving rise to moving interfaces. Their approach has already been used to describe geometric flows also in KPP-type systems, equations with oscillating coefficients, nonlocal terms or appearing in the study of interacting particle systems, see also Souganidis [22] . We show that it can be adapted also in our case. The approach in [5] is based on an equivalent definition of weak geometric flow through the local comparison with smooth evolutions, as we recall below. This fact allows to apply more directly the formal arguments, where the smoothness of the interface and of the solution of the geometric equation is assumed, in order to derive the asymptotics. In our discussion, we are going to follow the approach of [5] , as revisited by , where they study problems in bounded domains with a Neumann boundary condition. We will often adapt to our problem a combination of the arguments of these two papers. To implement a general initial condition, we also need to follow some ideas of Chen [7] in order to show that an interface initializes in short time. We recall here also the work by Da Lio, Kim, Slepev [11] , where they study the asymptotics of a reaction diffusion equation with a nonlocal term, with a scaling different than ours, in a bounded domain with a nonlinear oblique derivative boundary condition. As we mentioned, the general approach in [5, 3] does not apply directly in our case, and to cope with the discontinuous velocity of the front we also need to use an equivalent definition of solution of (1.3) by using one sided continuous approximations of the velocity, an idea already used in [11] . We will also show that, when α in (1.3) has a sign and the initial front has empty interior, then the no interior condition persists for all times, thus avoiding a possible unpleasant feature of the weak evolution.
We can also consider a different scaling in the reaction diffusion equation, namely
rather than (1.1). In this case, if c ε /ε → α, with α piecewise continuous across an hypersurface, and we can prove that equation (1.4) as ε → 0 gives rise to an interface moving with normal velocity K − α, where K indicates the mean curvature of the interface. Thus the front moves according to the geometric equation
where F : R n × S n → R is defined as
We can prove the convergence of the family (u ε ) ε>0 also in this case, provided (1.5) satisfies a comparison principle. At the present time, as far as we know, a general comparison principle for (1.5) when α is piecewise continuous does not yet appear in the literature. We proved however a positive result in bounded domains in [13] . We finally recall that the so called level set method for geometric flows was proposed by Osher-Sethian [20] for numerical computations of geometric flows. Equations (1.3), (1.5) are main examples of their theory. The rigorous theory of weak front evolution started with the work by Evans-Spruck [15] for the mean curvature flow and by Chen-Giga-Goto [9] for more general geometric flows. For the mathematical analysis of the level set method via viscosity solutions, the reader is referred to the book by Giga [17] , where the approach is discussed in detail. Among others, one of the most striking applications of the theory of weak front propagation is the fact that it allows to rigorously determine the asymptotics of reaction diffusion equations and sytems which model phase transitions. In this regard equation (1.4) (with x−independent nonlinearity f ) was proposed by Allen-Cahn [1] as a phase transition model for a moving interface with normal velocity being the mean curvature of the front. The first study of the Allen-Cahn equation with a formal asymptotics is by Keller-Rubinstein-Sternberg [19] and the first rigorous and global in time proof of the asymptotics is due to Evans-Soner-Souganidis [14] . An application of the level set method to study the asymptotics of a reaction diffusion system appears in Soravia-Souganidis [21] .
As a general notation, in the paper we denote by B(x, r), B(x, r] the open and closed balls in R n with center x and radius r ≥ 0, respectively.
Definitions and basic properties
In this section we consider a measurable function α : R n → [ρ, +∞), ρ > 0, which is bounded and piecewise continuous across a given oriented, closed, Lipschitz hypersurfaceΓ ⊂ R n as follows. We are given two bounded and locally Lipschitz continuous functions n 1 , n 2 : R n −→ [ρ, +∞) such that n 1 (x) < n 2 (x), for all x ∈ R n . If we denote withd a signed distance function fromΓ, then we consider α such that
We first briefly recall the basic ideas and results of the level-set approach, for the details see [4, 22, 17] and the references therein.
Let E be the collection of all the triples
Given α as above, in order to define the weak motion or geometric flow of
by normal velocity −α we start by considering the viscosity solution u ∈ C(R n × [0, +∞)) of the Cauchy problem (1.3) . All of what we are stating below in this section would also hold true for the other interesting geometric equation (1.5) , in the case of a geometric flow with normal velocity K − α, provided it satisfies a comparison principle. This problem is not completely solved in the literature although we solve it in bounded domains in [13] .
We recall that, following Ishii [18] , a locally bounded viscosity solution u : R n ×(0, +∞) → R of the pde in (1.3) is defined by checking the two differential inequalities
in the viscosity sense, see [10] . Here α * (x) = lim r→0 + sup B(x,r) α(x) is the upper semicontinuous envelope, and the lower semicontinuous envelope α * is defined accordingly. For instance, whenever ϕ ∈ C 1 (R n × (0, +∞)) and u * − ϕ has a local maximum point at (x o , t o ), then
A locally bounded function u : R n × [0, +∞) will be a (discontinuous) solution of (1.3) if it is moreover continuous at the points of {(x, 0) :
. It is known that, for every u o ∈ C(R n ) there exists a unique solution u ∈ C(R n × [0, +∞)) of (1.3). For this fact the reader can consult the standard theory in [10] when α is continuous, or [6, 12] and the references therein for a discontinuous α. If for t > 0, we define the triple
we have that (Γ t , D 
One of the interesting facts of weak geometric flows in the level set approach is that even if we start out with a smooth initial hypersurface Γ o , at some later time t > 0, the front Γ t may develop interior points. We say below that the no-interior condition holds for the set {u = 0} if
The importance of the no-interior condition is clear in the following result; for a more precise discussion about condition (2.2) see [4] . To explain it we need to recall the concept of half relaxed limits of a locally bounded family of functions u ε : R n × (0, +∞) → R. These are defined as
are viscosity solutions of (1.3) (respectively the maximal subsolution and the minimal supersolution) associated respectively with the discontinuous initial data
(ii) Suppose that Γ o has an empty interior; then the Cauchy problem (1.3) associated with the initial data
has a unique discontinuous solution if and only if the nointerior condition (2.2) holds, and this solution is given by the function
Proof. We sketch this proof for the reader's convenience since even for α piecewise continuous it does not change much from the one in [4, 22] , given for a continuous α. (i) The first statement of the theorem follows from the stability of viscosity solutions which holds for discontinuous equations as well, see [12] . To prove that the function χ(x, t) is a solution of (1.3) associated with the initial datum
. Since for every ǫ > 0 the function ψ ǫ is strictly increasing we also have that every
) is a continuous viscosity solution of (1.3) associated with the initial datum ψ ǫ (u o ). Moreover we can easily see that χ
ǫ (x, t) and hence, by the stability property of viscosity sub/super-solutions, χ is a discontinuous viscosity solution of (1.3-i).
(ii) If Γ o has empty interior and the set {u = 0} doesn't satisfy (2.2), by the first part of the proof we have that χ and χ have different semicontinuous envelopes and are both solutions of the Cauchy problem. To prove the opposite implication, assume on the contrary that condition (2.2) holds and let χ as in (2.3). Then χ * = χ, χ * = χ and so, by (i), χ is a solution of (1.3-i). If w is a discontinuous solution of (1.3) with discontinuous initial condition
, then by comparison principle, see [12] ,
Consider now a family of increasing smooth functions ψ n : R → R such that −1 ≤ ψ n ≤ 1, ψ n (r) = 1 if r ≥ 0 and inf n ψ n = −1 in (−∞, 0). By the comparison principle, we obtain that for all n, w ≤ w * ≤ ψ n (u) for all n, where u is the solution of (1. 
Remark 2.2. In the above statement, uniqueness of discontinuous solutions is meant in the sense that u, w are locally bounded, u(x, 0) = w(x, 0) = w o (x), they are continuous on {(x, 0) :
Now we can give the definition of generalized super-and subflow with prescribed normal discontinuous velocity following [3] , (see also [5] ).
n is called a generalized superflow (resp. subflow) with normal velocity −α(x) if, for any x 0 ∈ R n , t ∈ (0, T ), r > 0, h > 0 so that t + h < T and for any smooth function φ :
then we have The role of the super-subflows in the level set approach is described by the following statement.
is a generalized superflow with normal velocity −α if and only if the function χ = 1 Ω − 1 Ω c is a viscosity supersolution of (1.3-i)
(ii) Let (F t ) t∈(0,T ) be a family of closed subsets of R n such that the set F :
is a generalized subflow with normal velocity −α if and only if the function χ = 1 F − 1 F c is a viscosity subsolution of (1.3-i)
Proof. The argument of the proof follows with slight changes the one given in [3] , although α is discontinuous, and we omit it.
We now give a result that explicitly points out the connection between the level-set approach and the definition of generalized flow given here.
Corollary 2.6. Assume to have two families of open subsets of
c ) t∈(0,T ) are respectively super-and subflows with normal velocity −α and also
and note that they are lower and upper semicontinuous respectively. Extend w, w by semicontinuity at t = 0 and finally define
Suppose moreover that there exists
Similarly for the second part of the statement.
Asymptotics of reaction-diffusion equations
We now list the main assumptions for our problem that will hold for the rest of the paper except Section 5. Most of them are technical conditions stated in the way we will need them. In the case that the nonlinearity is as in (1.2), they will follow easily from a few regularity hypotheses on the family {c ε } ε>0 . For the data of the Cauchy problem (1.1), we suppose that g ∈ C(R n ), −1 ≤ g ≤ 1 while f ε ∈ C 2 (R × R n ), satisfies the following properties, where γ, ρ ∈ (0, 1):
and also, for some k ∈ [0, We also assume on f that: for every compact K 1 ⊂ R n and m 1 > sup x∈K 1 m(x), m 2 < inf x∈K 1 m, there are two functions
2) with zeroes in {−1, m 1 , 1}, {−1, m 2 , 1} respectively, and
3)
The typical example for the function f ε is
It satisfies all the assumptions listed above with m 5) and in (3.3) we can choose f (q) := 2(q − m 1 )(q 2 − 1), f (q) := 2(q − m 2 )(q 2 − 1). Thanks to these properties of f ε , as proven by Aronsson-Weinberger [2] and Fife-McLeod [16] , for all x ∈ R n there is a unique pair (q ε (·), c ε (x)), solution of the traveling wave equation 6) subject to the following conditions
and we have that q ε r > 0. We will further assume that the pair (q ε (·), c ε (x)) satisfies a series of properties. There are a, b > 0 such that
and moreover
For instance in the case (3.4), as well known, easy explicit calculations are possible, the traveling wave equation admits as unique solution the function
where
and the velocity of the traveling wave is precisely c ε (x) of (3.4).
Some simple computations, using the properties of c ε , show that for each ε > 0, (3.7), (3.8), (3.9) are satisfied for each ε > 0.
We also notice that there exists aδ such that, for all δ ∈ [−δ,δ] the function f ε,δ = f ε + δ satisfies similar properties to those of f ε , (3.1) (3.2) and (3.3), and it has exactly three zeroes in m 
and such that q ε,δ r > 0. The pair moreover satisfies the corresponding of (3.7), (3.8), (3.9) and we will also suppose that there is a constant M > 0 independent of ε such that
In the case (3.4), one can explicitly compute
and therefore the estimate (3.11) is an easy consequence of an uniform estimate of the derivative |f ε q (q, x)| ≥ γ > 0, for all x ∈ R n and q in a neighborhood of the three zeroes, which follows from (3.1).
Now for the asymptotics of the velocity of the traveling waves, we suppose that there is a smooth hypersurfaceΓ that satisfies
ε −→ α, locally uniformly offΓ, (3.12) where the functions α, n 1 , n 2 are assumed as in (2.1). Again in the case (3.4), we can explicitly choose a family of velocities c ε satisfying the assumptions above, as for instance if
whered ∈ C 2 (R n ) and coincides with a signed distance function fromΓ in a tubular neighborhood and observe that m = α * 2 and m = α * 2 . Remark 3.1. It is clear that the case (3.4) is cleaner and we only need (2.1), (3.5) and (3.12) in order to have the whole set of assumptions satisfied. Many technical assumptions may thus be avoided, in particular due to the direct relationship between the unstable equilibrium and the velocity of the approximating front provided explicitly by the traveling waves.
The abstract method
To study the asymptotics of the solutions of singular perturbation problems for semilinear reactiondiffusion equations in R n we follow the method explained in [5] and in [3] and briefly recall their general idea.
In our asymptotic problem we are given a family u ǫ : R n × [0, T ) → R of bounded regular functions, −1 ≤ u ε ≤ 1, the solutions of the Cauchy problem (1.1), for any small parameter ǫ > 0. Our aim is to show that there exists a generalized flow
n with a discontinuous normal velocity determined by the data of the problem such that, as ǫ → 0,
where ±1 ∈ R are the stable equilibria of the system. We introduce two open sets 14) and define the families (Ω by
for all t ∈ (0, T ). Obviously Ω 1 and Ω 2 are open and disjoint subsets of R n × (0, T ) and so the two step functions χ and χ, defined as
are respectively lower and upper semicontinuous on R n ×(0, T ). Also notice that
Finally we extend χ, χ by lower and upper semicontinuity to the whole of R n × [0, T ]. For simplicity of notation we still call χ and χ these extensions. To analyze the asymptotics for our functions u ǫ we follow three steps. 1. Initialization: we define the traces Ω 
2. Propagation: we show that (Ω 
The asymptotic problem
The front associated with the asymptotics of (1.1) evolves according to the geometric pde (1.3-i) as we claim in the following theorem. 
locally uniformly as ε → 0, where u is the unique viscosity solution of .2) for the set {u = 0} holds, then, as ε → 0,
locally uniformly. , therefore even in that case it is preferable to have a set of discontinuities of α with empty interior.
Proof. The proof will take up the rest of the section and will be divided into a series of statements. Following the abstract method described in the previous section we define two families of open sets of R n , (Ω .17). We recall that by maximum principle −1 ≤ u ε ≤ 1. First step: initialization. We want to show that,
Since the proofs of these two inclusions are similar we only show the first one. Considerx ∈ {d o > 0}, then we have that g(x) > m(x) and so, by the continuity of g, upper semicontinuity and definition of m, we can find an r, σ > 0 such that
for all x ∈ B(x, r) and ε sufficiently small. This means that
Now we introduce the function Φ :
with C > 0 a constant that will be chosen later. We denote by d(·, t) the signed distance to the set {Φ(·, t) = 0} defined in such a way to have the same sign of Φ. Explicitly d(x, t) = (r 2 − Ct) + − |x −x|. Note in particular that d(x, 0) ≥ β(> 0) if and only if x ∈ B(x, r − β].
To prove the first step we need the two following lemmas.
Lemma 3.4. Under the assumptions of Theorem 3.2 we have that for any β > 0 there exist τ = τ (β) > 0 andε =ε(β) such that, for all 0 < ε ≤ε, we have
where t ε = τ ε and d(x, t) = (r 2 − Ct) + − |x −x|.
Lemma 3.5. There existh =h(r,x) > 0,β =β(r,x) independent of ε such that if β ≤β and ε ≤ε(β), then there is a subsolution ω ε,β of (1.
Before proving Lemmas 3.4 and 3.5 we give the short conclusion of the first step which follows [3] . To do this, we first notice that, combining these two Lemmas, we get the existence of a viscosity subsolution ω ε,β of (1.
and so, by the maximum principle,
Therefore, using the second part of Lemma 3.5, we get that for all (x, s) ∈ B(x, r)
Since β is arbitrary and does not depend onh we can send it to zero in order to obtain that, for
s by definition. Moreover, by definition of d, it follows that there existη < r,t <h so that B(x,η) ⊂ {d(·, t) > 0} for any 0 < t <t. This implies that B(x,η) ⊂ Ω 1 t for any 0 < t <t and therefore χ(x, 0) = 1 andx ∈ Ω 1 0 .
Proof of Lemma 3.4. For the proof of this lemma we follow the ideas of Chen [7, 8] , based on the fact that for ε small in the reaction diffusion equation the diffusion term is negligible for short time, and of Barles-Da Lio [3] . The lemma is a local short time generation of the interface. The corresponding proof in [7] is more precise since there the time needed to generate the interface is precisely determined. Let β > 0 be fixed. Due to the maximum principle we just need to show that
It is then simple to see, by the properties of ordinary differential equations, that χ satisfies the following properties
and there exists
(Regarding the proof of the estimate in (χ2), which is independent of ε and x, we just notice that we can choose a cubic-like function f as in (3.3) with
for all x ∈ B(x, r), q ∈ [−1, 1], and ε sufficiently small.) Moreover, since for any C > 1 we have that χ(τ, ξ, x) ∈ [−C, C] for all ξ ∈ [−C, C], τ ≥ 0, x ∈ R n , it also holds that for any C > 1, τ > 0 there exists a constant M C,τ > 0 such that
for any ξ ∈ [−C, C], x ∈ R n , i ∈ {1, 2, · · · , n} and ε small enough. 2. Let ψ be a nondecreasing smooth function in R such that
for K a constant to be decided later. Thanks to a computation similar to those in [5] one can prove that, if K is large enough, u ε is a subsolution of (1.
, with τ o as in (χ2).
In fact, since χ satisfies (3.21) and ψ ′ has compact support, we obtain
Now we want to use properties (χ1) and (χ3) in order to get an estimate for the terms |χ ξξ |,
Therefore combining the last inequality with (3.19) we get
Thus, by the maximum principle,
Now if we evaluate the last inequality for x ∈ {d(·, 0) ≥ β ∧ σ/2} and t = t ε = τ o ε, we get
. Therefore by (χ2) and we obtain
for all x ∈ {d(·, 0) ≥ β}.
Proof of Lemma 3.5. The proof follows with some modifications the ideas in [3] and [5] . First of all we consider the smooth function Φ defined in (3.20) where now C is fixed and satisfies
Since DΦ(x, t) = 0 if Φ(x, t) = 0, there exist γ,h > 0 such thath < r 2 /C, d is smooth in the set Q γ,h = {(x, t) : |(d(x, t))| ≤ γ, |x −x| ≥ γ, 0 ≤ t ≤h}, and DΦ(x, t) = 0 in Q γ,h . Now we construct a subsolution by steps.
1. We first define a smooth function v ε in Q γ,h as
with δ ∈ [0,δ] to be chosen later. Using the definition of d, the assumption (3.23) on C and the properties (3.9) satisfied by q ε,δ we can see that in Q γ,h ,
for ε and |δ| small enough. Since for any
here and below the L ∞ norm of the derivatives of f ε are taken for its first argument q in the compact set [−1 −δ, 1 +δ]. To prove that v ε is a subsolution of (1.1-i) it remains to see that the right hand side of the last inequality above is non positive. For the right bracket we compute
when δ > 0 is fixed and ε is small enough. For the left bracket, we combine (3.1) and (3.11) ,
n . This means that we may suppose that there exists anr > 0 such that
, for any |r| ≥r, and we can choose β small enough, independent of ε, δ, in order to get
Thus we consider two cases. If |d(x, t) − 2β| ≥ εr, we have that
for ε small enough. If, on the other hand, |d(x, t) − 2β| < εr and we denote with K a strictly positive constant (which depends onr) so that q ε,δ r (r, x) ≥ K > 0 for any |r| ≤r, x ∈ R n , we get that, for β small compared to K,
By a similar reasoning to that of Lemma 4.4 in [5] one easily proves thatv ε is a continuous viscosity subsolution of (1. 
for all ε > 0. We start assuming that for every continuous function c ε , χ is a viscosity supersolution of (3.25). The conclusion follows from the stability of viscosity supersolutions and the fact that α ⋆ = lim sup * ε→0 + c ε . Therefore χ is a supersolution also of (1.3-i). Since c ε ≥ α * , the other implication is trivial.
(ii) The proof concerning the subflow is similar and we omit it.
Next we want to show that (Ω 1 t ) t∈(0,T ) is a superflow with normal velocity −c, for any c ∈ F. Proposition 3.7. Let c ∈ F be fixed and let
Proof. Using the assumptions and the definition of (Ω 1 t ) t∈(0,T ) we need to prove that for all x ∈ B(x 0 , r), s ∈ (t, t + h) such that φ(x, s) > 0, then we have
for (y, τ ) in a neighborhood of (x, s). By (i), letC > 0 be such that
The proof proceeds like the one of the first step with the difference that here we have to construct a subsolution of (1.1-i) only in the ball B(x 0 , r) and not in the whole space R n . We will need to use an extra boundary condition coming from (iv). In fact to prove this result it is enough to prove the following lemma which plays the role of Lemma 3.5 in the first step. We denote below with d(·, s) the signed distance function to the set {φ(·, s) = 0} which has the same sign of φ.
Lemma 3.8. Let the assumptions of Proposition 3.7 hold true. There existsβ small enough such that, if β ≤β and ε ≤ε(β) then there is a viscosity subsolution ω ε,β of (1.
If we assume for the moment that Lemma 3.8 holds true then we can prove Proposition 3.7 as a direct consequence (see also [3] ). In fact, if d(x, t) ≥ β > 0, then also φ(x, t) > 0 and so, by property (iii) of φ, x ∈ Ω equation and (3.11), we can see that for (x, t) ∈ Q γ , Here C is the set of all measurable functions m : [0, +∞) → A := {a ∈ R n : |a| ≤ 1} (controls) and τ x,t (m) satisfies t(τ x,t (m)) = 0, i.e. s ; x, m) ) .
In order to prove that {(x, t) : u(x, t) = 0} has empty interior we also suppose on the initial condition that
Theorem 4.1. Assume that α and u 0 satisfy all the assumptions above and (4.2) holds. Then the zero level set {(x, t) : u(x, t) = 0} satisfies the no-interior condition in (2.2).
Proof. For all (x,t) ∈ R n × (0, +∞) define the (bounded) set of reachable points from (x,t) as We have that τx ,t (m) ≥ ρt ≥ |x −x| and x(τx ,t (m);x,m) = x(|x −x|;x,m) = x, i.e. x ∈ Rx ,t . Using this inclusion and concatenation of control functions, one can then easily show that for every h ∈ (0,t) Next we claim that if u(x,t) = 0 then u(x,t − h) > 0 for every h > 0, thus (x,t) / ∈ Int{(x, t) : u(x, t) = 0}. Indeed suppose that u(x,t) = 0 and h > 0. By (4.3) and the representation formula (4.1) for u we have that u(x,t − h) = inf{u 0 (y) : y ∈ Rx ,t−h } ≥ u(x,t) = 0. Assume by contradiction that u(x,t − h) = 0, i.e. there existsŷ ∈ Rx ,t−h such that u 0 (ŷ) = 0. Let r > 0 be such that B(ŷ, r) ⊆ • Rx ,t ; by (4.2) we have that there exists y 1 ∈ B(ŷ, r) such that u 0 (y 1 ) < 0. Again, this means that u(x,t) = inf y∈Rx ,t u 0 (y) ≤ u 0 (y 1 ) < 0, and we get a contradiction since u(x,t) = 0.
Assuming the claim, our Theorem immediately follows since we have that, for any (x,t) ∈ R n × (0, +∞), h > 0 sufficiently small, if u(x,t) = 0, then u(x,t − h) > 0 and u(x,t + h) < 0. We define the function Φ : R n × [0, T ] → R, and the signed distance function d to to {x : Φ(x, t) = 0} as in (3.20) . Now we state the analogous of Lemma 3.4 and of Lemma 3.5
Lemma 5.3. Under the same assumptions of Theorem 5.1 we have that for any β > 0 there exist τ = τ (β) > 0 andε =ε(β) such that, for all 0 < ε ≤ε, we have u ε (x, t ε ) ≥ (1 − βε)1 {d(·,0)≥β} (x) − 1 {d(·,0)<β} (x), x ∈ R n , where t ε = τ ε 2 | lg ε| and d(x, t) = (r 2 − Ct) + − |x −x|.
