In a recent paper, the authors introduced a method to estimate optical parameters of thin films using transmission data. The associated model assumes that the film is deposited on a completely transparent substrate. It has been observed, however, that small absorption of substrates affect in a nonnegligible way the transmitted energy. The question arises of the reliability of the estimation method to retrieve optical parameters in the presence of substrates of different thicknesses and absorption degrees. In this paper, transmission spectra of thin films deposited on non-transparent substrates are generated and, as a first approximation, the method based on transparent substrates is used to estimate the optical parameters. As expected, the method is good when the absorption of the substrate is very small, but fails when one deals with less transparent substrates. To overcome this drawback, an iterative procedure is introduced, that allows one to approximate the transmittance with transparent substrate, given the transmittance with absorbent substrate. The updated method turns out to be almost as efficient in the case of absorbent substrates as it was in the case of transparent ones.
Introduction
In a recent paper [1] we introduced a pointwise unconstrained minimization method (PUMA) for estimating the thickness and the optical constants of thin films using transmission data. We used a transformation of a box-constrained optimization problem that came, after a suitable change of variables, from a convex-constrained optimization problem defined in [4, 5] . For solving the optimization problems we used spectral projected gradient techniques [2, 3] . In [13] applications to the estimation of parameters of real synthesized films are shown. This method assumes that the transmittance of a thin film deposited on a thick substrate obeys a model given in [14] (formula A1). See, also, [7, 12] . In this model, the transmittance is a function of the wavelength λ, the refractive index of the substrate s, the thickness of the film d, the refractive index of the film n(λ) and the attenuation coefficient of the film κ(λ). The inverse problem addressed in [1] consists of recovering the above parameters using transmission data.
The formulation [14] for computing transmissions does not use the thickness of the substrate and assumes that the substrate is transparent. However, real substrates are not completely transparent and it has been observed that this affects in a nonnegligible way the amounts of transmitted and reflected energy.
Practical measurements are also affected by the fact that pure waves of a single wavelength are not observed but transmission takes place with respect to a beam of waves of different length, according to a slit of the order of 1 nanometer.
The question addressed in this paper is: How do the thickness and absorption of the substrate and the size of the slit affect the estimates produced by PUMA? To answer this question we simulated the transmission through the 5 films considered in [1] with different conditions of substrate thickness and absorption and different slits. In this way, for each film we obtain 8 different spectra. We use these data to estimate thickness, refraction and absorption of the film using PUMA. The evaluation of results lead us to introduce an iterative procedure that eliminates the influence of the substrate absorption producing an estimation of the transmittance with transparent substrate using, as input, the transmittance with absorbent substrate. This paper is organized as follows. In Section 2 we describe the way in which we did the simulations. In Section 3 we show the results of these simulations and we compare the spectra obtained under different conditions of the substrate and the slit. In Section 4 we apply the method [1] to the estimation of thickness, film refraction and absorption using all the spectra generated in the simulations. In Section 5 we introduce the iterative procedure that eliminates substrate absorption and we apply it to the films generated before. Conclusions are given in Section 6.
The real part n ν is the refraction coefficient and κ ν is called the attenuation coefficient. We assume that the first and the last (semi-infinite) layers are transparent, so thatñ 0 = n 0 andñ m−1 = n m−1 . Usually, the first layer is air, so thatñ 0 = n 0 = 1. In our application, n m−1 = 1 too. The interfaces between layers (assumed to be perfectly horizontal) are given by x = L 1 , . . . , x = L m−1 . In the first semi-infinite transparent layer (x < L 1 ), an incident wave is defined, given by
where t represents time. This wave generates transmitted and reflected waves in all the layers. (In the last layer the reflected wave is null.)
In layer ν, for ν = 0, 1, . . . , m − 1, the transmitted and reflected waves are given by
. The first can be interpreted as a summation of infinitely many "transmitted small waves" and the second as a summation of "reflected small waves". The coefficient k is related to the wavelength λ by
Moreover,
Since there are no reflected waves in the last semi-infinite layer, we have that E
Using the continuity of the waves and their derivatives with respect to x at the interfaces L 1 , . . . , L m−1 , we get, for ν = 1, 2, . . . , m − 1:
So, using k ν = kñ ν /ñ 0 , we obtain:
Therefore,
Finally, define
According to (1) , the transmitted wave in the final layer is
For energy computations, since |exp(ik m−1 L m−1 )| = 1, the presence of this factor in the computation of t 0,m−1 is irrelevant. The transmitted energy from layer n 0 to layer n m−1 is defined by Transmitted energy = n m−1 |E
and the reflected energy in layer n 0 is:
Consequently, the transmittance T (λ) and the reflectance R(λ) are:
and
In many real situations the transmission of a pure wave of a definite wavelength cannot be measured. Instead, we measure an average of transmissions generated by a beam of waves that pass through a small slit. So, instead of T (λ) we may take the view that we observe the integral Average slit transmitance = 1 2∆λ
where ∆λ measures the half-ize of the slit.
If the last finite layer (called substrate from here on) is transparent, and we think T (λ) as depending only on the thickness of this layer, we obtain a periodic function with period λ/(2n m−2 ). This period is, usually, much less than the typical substrate thicknesses considered in applications. In many cases the period is far less than the measuring error of the thickness of the substrate. Therefore, a reasonable approximation of the observed transmission is the average of transmissions over that period. This gives:
Clearly, this integral does not depend on L m−1 . The integral (3) (for m = 4) can be computed analytically. See [9] (pp. 22-23). Swanepoel [14] (citing [12] and [7] ) gave a practical organization of the calculation of this integral in the 4-layer case, where all except the second layer (the film) are transparent. Assume that the first layer is air, the second is a thin absorbing film, the third is a transparent substrate and the fourth is, again, air. We call d the thickness of the film, κ its attenuation coefficient, n its refraction coefficient, s the refraction coefficient of the substrate and λ the wavelength. In this case, (3) reduces to the following calculations:
where
3 Direct problem and simulations with general substrate
We want to simulate the spectral response (transmittance) of a film with the following characteristics:
• Thickness: d
• Refractive index: n(λ)
• Attenuation coefficient: κ(λ).
• The film is deposited on a substrate given by:
According to (2) we have:
For simulating the effect of a slit of size ∆ and the variations of the substrate thickness, we compute:
The integral (10) must be computed numerically. To ensure high precision we performed several experiments that lead us to a conservative choice of 1000 points for the integration with respect to the slit and 2000 points for integrating with respect to the substrate thickness. Therefore, for a given slit, substrate thickness and substrate attenuation, we have a spectral response that can be compared with the one obtained using the hypothesis of transparent substrate.
We simulated, using (10), the spectral responses of the five films considered in [1] . We also simulated the transmittance using (4), which corresponds to a transparent substrate and is the model used for the recovering procedure PUMA [1] .
The five films considered are described below. The transmissions of these films have been computed using the algorithm given in Section 2 under the following conditions:
Case 1: Thin substrate (thin), Small slit (slit), Small attenuation (att). Case 9: Transparent substrate (computed using (4)).
In the classification above, the quantitative specification of the experiment conditions are:
• Thin substrate (thin): 0.2 millimeters.
• Thick substrate (THICK): 2 millimeters.
• Small slit (slit): 0.5 nanometers.
• Large slit (SLIT): 2 nanometers.
• Small attenuation (att): Constant attenuation coefficient equal to 10 −7 .
• Large attenuation (ATT): Linearly decreasing attenuation coefficient being 10 −5 at λ = 500 nanometers, and 10 −7 for λ ≥ 2000 nanometers.
Each film is now associated with 9 simulated spectra. We compare these spectra using two tables. In the first table (Features), we give:
• #max: The number of local maxima (excluding extrema of the interval in λ) of the transmittance.
• #min: The number of local minima (excluding extrema of the interval in λ) of the transmittance.
• argmax: The wavelength for which the global maximum of the transmittance occurs.
• max: Global maximum of the transmittance.
• argmin: The wavelength for which the global minimum of the transmittance occurs.
• min: Global minimum of the transmittance.
• average: Average transmittance over the whole spectrum considered. Table 2 : Film B -Features
In Table 6 we display the distances between each spectrum and the spectrum defined by Case 9. The distance between two spectra is defined as the average value, with respect Tables 1-6 suggest that, as expected, the transmittances corresponding to Cases 1 and 3 are more similar to the transmittance generated assuming a transparent substrate. On the other hand, the characteristics of the transmittances generated with large and small slit seem to be very similar. To confirm this, we show, in Table 7 , the distances between the cases (·, slit, ·) and (·, SLIT, ·) for each one of the films considered.
As can be seen in Table 7 , the differences of transmissions for different slits are far below the usual measuring errors due to other factors. This seems to indicate that in models that simulate this physical phenomenon the influence of the slit can be disregarded. It must be noted, however, that this happens because one is considering averages with respect to thickness, which have the property of simulating the perturbations due to the slit and, perhaps, other perturbations such as the ones associated of slight deviation from the normal of the incident light. 
Estimation of film thickness and optical constants
In this section, we use PUMA to estimate thickness and optical parameters (attenuation and refraction) of the films generated in the previous section. We proceed exactly in the way described in our paper [1] . As a result, we obtain the estimations of thickness given in Table 8 . In all the cases, we used 100 points for our estimation. This seems to be the minimum number of points that allows one to get reliable results. Table 8 , as well as the observation of the estimates of n(λ) and κ(λ) so far obtained, confirms our suspicion that thick and absorbent substrates seriously affect the estimates produced by PUMA. In general, in the cases (THICK, ·, ATT) we obtained poor estimates of the thickness and the optical parameters. On the other hand, with thin and nearly transparent substrates, the estimates are, in general, similar to the ones reported in [1] , where the data were generated using [14] . An exception worth mentioning is Film C, where even in the cases (thin, ·, att) the estimates were not good. However, looking at Figure 7 of [1] we see that even when the data were generated using the transparent-substrate assumption, it was difficult to distinguish the quadratic errors for thicknesses between 97 and 105 nm. Therefore, we are in the presence of an essential underdetermination of the film thickness in this case. Table 8 : Thickness estimation using PUMA
An iterative scheme that eliminates substrate absorption
The experiments of the previous section motivated us to introduce an iterative algorithm that eliminates the substrate absorption. Because of the good behavior of the algorithm based on the transparent model [1] we want to use this algorithm as a subroutine for the general procedure. In principle, we want to approximate the integral (10). However, since numerical evidence shows that the effect of the slit is not relevant (when we take into account the thickness indetermination!) we can replace (10) by the single integral
In [9] , pp. 22-23, it has been proved that, when κ S (λ) = 0, this integral is
where T 1 (λ) is the transmittance from the first layer to the substrate, T 2 (λ) is the transmittance from the substrate to the last semi-infinite layer, R 1 (λ) is the reflectance on the backside of the film corresponding to a wavelength λ/s(λ) and R 2 (λ) is the reflectance on the backside of the substrate. Therefore,
It can be proved that the formulae A1 of [14] exactly represent the expression (12) . Knowing I(λ), T 1 (λ), T 2 (λ) and R 2 (λ) (12)- (15), R 1 (λ) can be computed as
A good approximation for (11) has been given by Cisneros [6] (see, also, Chapter 11 of [8] ). In principle, it is possible to adapt the philosophy of [1] to the model given by formulae A1-A10 of [6] . In this case the whole automatic differentiation procedure would be redone, the objective function would be changed and the nice properties associated with formula A1 of [14] might be lost.
Therefore, we preferred to introduce a different procedure that allows us to use PUMA exactly in the way it is coded, in an iterative way. The idea is to eliminate the influence of the substrate absorption from the data by means of a sequence of simple steps that involve a few applications of PUMA.
Let us define T 1 (λ), T 2 (λ), R 1 (λ), R 2 (λ) as in (12)-(16). Then, in the general case, a good approximation for (11) is
Assume that κ S (λ) (and, hence, θ(λ)) is known. Assume that the measured transmittance function is T obs (λ). Our procedure begins by using PUMA to estimate d, κ(λ) and n(λ). Using these estimations we compute, for all λ in the grid, values a(λ), b(λ) such that
in a way that will be specified below. Using these a(λ) and b(λ) we compute, for all λ in the grid,
The function T (λ) is a first approximation to the transmittance with elimination of the substrate absorption. Then the procedure restarts using T (λ) as "observed transmittances". The algorithmic description of this procedure is given below.
Algorithm 1:
Assume that the observed transmittances T obs (λ) are given for all λ ∈ G (the grid). Set the first approximation T 0 (λ) = T obs (λ). Suppose that θ(λ) is known for all λ ∈ G. Set k ← 0.
Step 1. Estimate d, κ(λ), n(λ)
Use PUMA to estimate d, κ(λ), n(λ) using T k (λ) as "observed transmittances".
Step 2. Define a new transmittance without substrate absorption
Step 2.1.
Compute T (λ) using formulae (5)- (10) (A1 of [14] ). Using d, κ(λ) and n(λ) obtained in the previous step, compute
Step 2.2. Compute approximations of a(λ) and b(λ) For all λ ∈ G, computeã k (λ),b k (λ) as the solution a(λ), b(λ) of:
Step 2.3. Compute an approximation of the transmittance without substrate absorption For all λ ∈ G, compute
Step 3. Stop or begin a new iteration.
If the distance between T k+1 (λ) and T k (λ) is very small, stop. Else, set k → k + 1 and go to Step 1.
Clearly, when the stopping criterion, say
is satisfied, then, by (23) and (25), the obtained optical parameters d, n(λ), κ(λ) satisfy approximately
and the phenomenological constraints of [1] . Therefore, they can be accepted as solutions of the estimation problem. Table 9 shows the distance between the transmittances computed using Algorithm 1 and the transmittances without substrate absorption, and Table 10 shows the estimated thicknesses using these transmittances. Table 10 : Thickness estimation using Algorithm 1
Conclusions
We have simulated the transmittance of the 5 films analyzed in [1] with different conditions of substrate thickness and absorption. We have verified that, in the case with large absorption and thickness in the substrate, the theoretical transmittance differs significantly from the transmittance of the film deposited on a completely transparent substrate. This is shown in Table 6 of this paper. Moreover, these differences have an important influence on the estimation of thickness, absorption and refraction of the film. The good news is that the slit has almost no influence, so it may be disregarded when one deals with this type of phenomenon. The reason is that the formulae for measured transmittances (without the slit) are averages over the substrate thicknesses and this average tends to simulate, also, the influence of the slit. The elimination of the slit as an influential factor is important because, with the slit, the transmittance can be computed only using expensive numerical integration procedures. In order to eliminate, as much as possible, the absorption of the substrate, we have introduced an iterative process, based on a fixed point projection idea, which, in the limit, produces the transmittance on a transparent substrate given the observed transmittance. Applying this process we obtained new "transmittances on transparent substrates" which are compared with the theoretical transmittances with transparent substrate in Table 9 .
Here we can observe that the new transmittances are much closer to the transparentsubstrate ones than the transmittances given by "observations". So, the "filtered" transmittances can be used to estimate the optical parameters of the film. In all cases, the application of PUMA to the filtered transmittances is much more successful than its application to the observed ones. In this paper we assumed that the absorption coefficient of the substrate is known. In future works we plan to estimate this coefficient within the optimization procedure. Moreover, it would be interesting to apply the philosophy of PUMA directly to approximations of the transmittance on non-transparent substrates, like the one introduced in [6] .
The most important challenge that is being addressed now is the estimation of optical constants in cases where the constraints do not need to be satisfied exactly. A scheme based on "soft" and "hard" constraints allows one to use nonlinear programming techniques based on the inexact restoration philosophy [10, 11] .
