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RÉSUMÉ 
Les récentes avancées des technologies cl séquençage des biomolécules ont contri-
bué à la génération de quanti tés colossales cl s' quences et de donn ' es biologiques. 
La classification cl ces séqu ne s est importante dans les différentes analyses de sé-
qu ne s telles que l'ident ification des éléments génomiques, la prédiction de leurs 
caractéristiques et fonctions, et l'inférence de leurs relations phylogénétiques t 
taxonomiques . Les méthodes de classification assignent une nouvelle séquence à 
un n emble de séquences de référ ne qui partagent cl s propriétés et cl s traits 
similaire . Ces méthodes apparti nn nt à plusi urs catégories d 'approche qui ont 
basées sur l 'alignem nt cl équences ou la phylogénie, ou ind 'p ndantes de l'ali-
gnem nt de séquences. Plusieurs méthodes de classification sont général ment 
sp 'cifiqu s à un type d 'organisme et ne sont pas adapt , s à un volurn ' norme 
de séquences . Dans ce mémoire, nous abordons deux problématiques de classifica-
t ion des séquences nucléotidiques, la classification des séquences virales en rangs 
taxonomiques et l'id ntification cl s rnicroAR s à partir d 'un lot de séquences 
de petits AR s. ous avons développé des méthodes de classification int 'gra-
tive , indépendantes de l 'alignement de s'quences et basées sur l 'apprentis age 
automatique. Ces nouvelles méthodes sont génériques, adaptées à plusieurs types 
d'organismes, et peuvent traiter des grand s quantit's cl donn'es cl nature hét'-
rogèn . Les méthodes développées sont efficaces, rapides t ont cl s performances 
comparables à celles cl s rn ' th odes existantes. Finalement, elles sont implémentées 
dans des plateformes web publiques facilitant la réut ilisation et la reproductibilité 
des expériences de classification par la communauté. 
M ots clés : Classification des séquences nucléotidiques, apprentissag automa-
tiqu , prédiction, classification des s , qu ne s virales, id nt ification cl s rnicroARI s, 
plat formes intégratives. 

I TRODUCTION 
Dans le domaine de la bioinformatique, on conçoit des algorithmes et cl s pro-
grammes info rmatiques et statistiques pour la gestion, le trait ment, l'analyse 
ct la modélisation des données afin de résoudre des problèmes en sciences de 
la vie tels que la biologie, l'agronomie et la méd cin . La bioinformatique est 
multi-disciplinaire qui implique la biologi , l 'informatique, les statistiques t les 
mathématiques. Les données biologiques sont cons t i t u ' es, de façon générale mais 
non xhaustive, des séquences, cl s structur s, des fonctions et cl s interactions des 
biomolécul s. 
L 'analys de séquences biologiqu s est 1 une des pratiques pionnières de la bio-
informatique. Elle perm t l'inf 'rence d 'homologie, l'annotation fonctionnelle et 
structurell ainsi l'identification cl s variations t marqu urs génétiques. L s ap-
proches d 'analyse de équences biologiques ont vu le jour avec la génération des 
premiers fragments de séquenc s cl s protéin s t cl s acides nucléiqu s dans les 
années 1960 et 1970. Initialem nt, ces approch s 'tai nt basées .sur l'algorith-
mique du texte (domaine de l'informatique qui traite les chain es de caractères). 
Cela inclut 1 alignement, la comparaison et 1 regroupement des séquences, le cal-
cul de distanc entr cl ux séqu nees, la recherche des motifs et l'assemblage des 
sous-séquences, etc . Durant les deux déc nnie suivantes (1980 - 1990), les sé-
quences biologique de différente espèces ont devenues plus abondante grâce à 
la maîtris t à l'automati ation des techniques de séquençage de première géné-
ration. D nouvelles rn' thodes ont été développées pour analyser ces séquences 
et de nouv aux concepts ont été introduits tels qu la modélisation probabiliste 
(chaînes de Markov) cl s s' qu ne s et des familles de gènes . Des méthodes issues 
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de 1' apprentissage automatique (machine learning) , telles que les réseaux de neu-
rones artificiels ( ANN), les séparateurs à vaste marge ( S VM) et les mod ' 1 s cl 
Markov cachées (HMM) , ont été utilisées dans le but d 'identifier et classer les 
séquences. Également , des approches avancées ont été développées pour les mo-
dèles d 'évolution de l'ADN ainsi pour la construction phylogénétique (telles que le 
maximum de vraisemblance et l'inférence bayésienne). Dans 1 s années 2000, 1 dé-
veloppement de nouvelles technologies de biologie mol' culaire, particulièrement le 
séquençage à haut débit , a facilité le séquençage des t ranscriptom set cl s génomes 
des milliers d 'espèces (animales, végétales et microbienn s). Ces technologies gé-
nèrent des quant ités massives cl données biologiques (de l'ordre de t éraoctets). 
L'adaptation des méthodes d 'analyses existantes et le développement des tech-
niques modernes sont devenus nécessaires afin de manipuler, traiter et interpréter 
un volume important de données génomiques de nat ur complexe et hét ' rog ' n . 
Plusieurs m'thodes d'apprentissag automatique (supervisées et non supervisées) 
sont appliqu' es de plus en plus dans l 'analyse de séquences biologiques en raison 
de leur rapidité, la possibilité de leur interprétation, leur adaptation et extension, 
et la disponibilité de leurs implémentations informatiqu s. 
Le présent mémoire s' intéress à la classification de séquences biologiques , l'un 
des domaines importants de l'analyse de séquences. La classification de séquenc s 
assigne une nouvelle séquence à un ensemble de séquences connues partageant des 
propriétés, des caractéristiques, cl s traits ou des fonctions similaires. Elle sert à 
prédire des gènes codants et non codants, à annoter cl s 'léments et des régions 
génomiques ainsi à identifi r cl s nouvell s souches et spèces. Les expéri ne s de 
la classification traitent cl s clonn' s gén' tiques , génomiques et métagénomiques . 
Les approches de classification peuvent être dédiées (spécifiques) à un élément gé-
nétique (promoteurs des gènes, it s d '' pissage, une famille de gènes petits AR s, 
etc .) , un typ de t issu (h'patique, n rveux , etc.), un maladie, un dysfon tionn -
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ment (cancers, diabète , etc.), un spèce ou un rang taxonomique (Homo sapiens, 
Arabidopsis, plantes , retrovirus, etc.) . Cependant, il existe des approch s géné-
riques (universelles) conçues pour la classification des séquences dans plusieurs 
types de problèmes (classification d s gènes codants, des viromes ou des données 
métagénomiques, etc.). Dans les approches algori~hmiqu s de la classification de 
séquences, il existe deux catégories de méthodes. 1) La première catégorie regroupe 
des méthodes basées sur un alignement de séquences, comme la recherche par simi-
larité, les comparaisons par paire et les inférences phylogén ' tiques. 2) La deuxième 
cat 'go rie est indépendante de l'alignement de séquences ( alignment-free ). Ces mé-
thodes t ransforment les séquences ou leurs relations en des vecteurs. Les vecteurs 
sont ensuite ut ilisés pour entraîner un modèle statistique ou d'apprentissage auto-
matique. Sous une autr perspective, les approches de classification peuvent être 
individuelles utilisant une seule méthode de classification, comme lles p uvent 
être intégratives combinant plusieurs méthodes et algorithmes de classification. 
Les travaux de recherche décrits dans ce mémoire port nt sur ces différents as-
pects de la classification de séquences en mettant l'accent sur les méthodes basées 
sur l'apprentissage automatique (les autres méthodes sont aussi utilisées ou éva-
lu 'es). Le mémoire inclut un chapitre d'introduction au contexte et des notions 
abordées (en biologie et en apprentissage automatique), trois principaux chapitres 
ainsi qu'une conclusion. Les trois principaux chapitres sont présentés sous forme 
d 'articles scient ifiques acceptés ou publiés dans des journaux avec comités de lec-
tur . 
Article 1 (chapitre 2) : 
Remita M.A. , Hal.ioui A. , Diouara A.A.M., Daigle B., Kiani G. and Diallo 
A.B. A machine learning approach for viral genome classification. Accepté 
le 15 mars 2017 à BMC Bioinformatics . 
L'articl présente une nouv 11 méthode ainsi une plateform g'nérique 
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pour la classification des séquences virales . C tte méthode est indép n-
dante de l 'alignement , inspirée d 'une technique de biologie mol' culaire et 
est basée sur d s algorithmes d 'apprentissage supervisé. 
J'ai une contribution majeure dans ce projet. La conception de l 'approche 
est fa ite avec Ahmed Halioui sous la supervision de Abdoulaye Baniré Diallo. 
J 'ai développé et implémenté la méthode (programme principal), la plate-
form e web {back-end et front- end) et la base de données . J'ai construit les 
jeux de donn ées et réalisé les simulations et les expériences de classifica-
tion. Les coauteurs ont participé dans les différentes étapes du projet . 
Article 2 ( chapitr 3) : 
Agharbaoui Z. , Leclercq M. , Remita M.A. , Badawi M.A , Lord E. , Houde 
M. , Danyluk J., Diallo A.B. and Sarhan F. (2015). An integrative approach 
to identify hexaploid wheat miRN Aome associated with development and 
tolerance to abiotic stress. BMC Genomics , 16( 1) , 339. 
L'articl décrit une approche intégrat ive pour la classification des microAR s 
appliquée au génom du blé. Cette approche, conçu pour la prédiction des 
microAR s d s plantes, combin plusieurs étapes de t raitement de donn' es 
et de multiples algorithmes de prédiction. 
J'ai une contribution principale, avec Mickael Lecler-cq, dans l 'aspect bioin-
formatique du projet sous la super-vision de Abdoulaye Baniré Diallo. J'ai 
participé à la conception et le développement de l 'appr-oche bioinfor-matique, 
l 'intégr-ation des donnée , la génémtion et l 'agrégation des résultats, leur 
analyse et. leuT interpr-étation. 
Articl 3 (chapitre 4) : 
Remit a M.A., Lord E. , Agharbaoui Z. , Lecl rcq M., Badawi M.A , Sarhan 
F. and Diallo A.B. (2016) A novel comprehensive wheat miRNA database, 
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including related bioinformatics software. Current Plant Biology, 7, 31-
33. 
L'article présente une plateforme web implémentant des méthodes utilisées 
dans la prédiction des microAR s. La plateforme offre aussi une ressource 
de données de microARNs associées à différentes conditions de développe-
ment du blé. 
J 'ai conçu et réalisé, conjointement avec Etienne Lord, la plateforme et la 
base de données WMP sous la direction de Abdoulaye Baniré Diallo. 

CHAPITRE I 
NOTIO S DE BIOLOGIE ET D'APPRE TISSAGE AUTOMATIQUE 
1.1 Notions de biologie 
1.1.1 Acide nucléique 
Un acid nucléique est une macromolécule (polymère) constituée d'un empilement 
de plusieurs monomères appelés nucléotides. Chaque nucléotide est composé de 
trois éléments : un sucre à 5 carbones (pentose), un groupe phosphate et une base 
nucléique. Les bases nucléiques sont des molécul s organiques azoté s au nombre 
de cinq principalement, qui sont l'adénine (A), la cytosine (C), la guanine (G), 
la thymine (T) et l'uracile (U) . Il existe deux types d 'acides nucléiques : l'acide 
désoxyribonucléique (AD ) et l 'acide ribonucléique (ARN). L'AD héberge le 
génome, l'ensemble de l'information génétique d'un organisme. Il contient des 
gèn s codants (transcrits en AR messagers) , des gènes non codants (transcrits en 
AR non codants ou éléments transposables) et des régions non transcrites. Il est 
formé de deux brins antiparallèles (orientés en sens opposé) et enroulés l'un autour 
de l 'autre (en double hélice). Les ARNs sont divisés en deux catégories : ARNs 
codants et AR s non codants . L'AR codant est appelé ARN messager (AR rn) , 
une copie simple brin de l 'ADN qui sera traduite en protéine. Les AR s non 
codants s'impliquent dans différents mécanismes cellulaires t els que la traduction 
protéique (AR ribosomique (AR r) et ARN d transf rt (AR t)), la cataly e 
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des réaction chimique (Ribozyme) et la régulation de l 'expression génique (AR 
interférent (AR i)). 
1.1.2 microARN 
Un d s types des AR i st le microARN (miAR ). C'est un petit simple brin 
d'AR d'une taille de 18 à 25 nucléotides. Les miARNs sont des régulateurs 
post-transcriptionnels de l'expression des gènes et sont impliqués dans plusieurs 
fonctions physiologiques et voies métaboliques (développement , croissance, stress 
biotique et abiotique, cancer et a po ptose). Chaque mi AR est issu d 'une séquenc , 
d'une centaine de nucléotides appelée pré-miARN , qui se repli en épingle à che-
veux (structure tig -boucle) comprenant une complémentarité imparfaite (boucle 
et hernies) et formant un duplexe miARN 5p- miAR 3p (figure 1.1). Les gènes 
codant les miARNs se localisent dans plusieurs régions du g'nome et peuvent for-
mer des clusters de miAR s. On les trouve chez les animaux, les plantes et l s 
virus où leurs biogenèses et mécanismes de ciblage des gènes sont différents. Les 
miAR s peuvent êtr conservés entr plusi urs espèces du même règne comme ils 
peuvent être spécifique pour un clade ou une espèce (miAR j une). 
1.1. 3 Peptides et protéines 
Les p ptid s t les prot'in s sont d s polym ' res linéaires composés d'acides ami-
né . La différence ntre les deux réside dans le nombre d 'acides aminé . Les 
protéines sont plus grandes que les peptides. Ces macromol' cules sont g' n'ra-
lement i sues de la traduction d'AR m effectuée par les ribosomes. Ces derniers 
assemblent les résidus d 'acides aminés selon un ordre défini par une succession de 
codons (triplets de nu cl' otides) portés sur l' ARN rn et traduits en acides aminés 
par d s ARNts selon le code génétique. Vingt-deux acides aminés, dits protéino-









Figure 1.1: Structure secondair d'un précurseur de miAR . Source Leclercq 
et al. (2013) 
amin ' s dans la protéine constit ue sa structure primaire. 
1.1.4 Enzyme de restriction 
Un nzyme de restriction est une protéine endonucléase qui coupe l'AD dans 
une région spécifique appelée site de restriction ( 4 à paires de bases). Il existe 
de centaines d'enzymes de restrictions classifié s principalement en trois groupes 
(d'autr s group s existent) selon leurs compositions, l urs besoins en cofacteurs 
enzymatiques, les sites de r strictions qu'elles reconnaissent et la position du cli-
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vage. Les enzymes de type I t III coupent un fragment d 'AD en un endroit 
distant du site de restriction , cependant les enzym s d type II coupent le frag-
ment en endroit spécifique du site. Ces enzymes sont exprimées par des bactéries et 
sont impliquées dans un syst ' me de défense contre les virus (bactériophages). Ce 
système est appelé système de restriction/ modification associant deux enzymes 
reconnaissant le même site de restriction, une enzyme qui clive le fragment du 
virus et l'autre qui méthyle l fragment de la bactéri mpêchant sa coupure. 
Grâce à leurs propriétés , l s nzym s de restriction sont utilisées dans les labora-
toires de biologie moléculaire et g'nie génétique. Plusieurs techniques de biologie 
moléculair s basent sur ces enzymes tels que le clonage moléculaire et le poly-
morphisme de longueur des fragm nts de restriction (restriction fragm ent length 
polymorphism, RFLP) . La technique RFLP est ut ilisée dans la discrimination des 
séquences d 'AD homologues. 
1.1.5 Virus 
Les virus sont de agents biologiques infectant les c llules d 'aut res organismes pour 
se répliquer. Les virus dans leur forme extra-cellulair ont des particules (appelées 
virions) constit uées d 'un g'nom (acide nucléique) entouré par une capsid cl 
protéines. Les virus sont des ent ités ubiquitaires et abondantes. Il est stim' qu 'il 
existe 1031 virus sur la terre, la majorité des virus ont d s bactériophages (virus 
infectant les bactéries) (Breit bart et Rohwer , 2005) . Ils mont rent aussi une grande 
diversité (milliers de génotypes). Leurs génomes p uv nt Atre de l'AD ou l'AR ; 
simple ou doubl brin ; linéair , circulair , partiellement circulaire ou segmenté · 
de polarité positiv , négativ ou ambis ns. 
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1.1. 6 Séquençage 
Le séquençage est le processus de détermination de la structure primaire d 'une 
biomolécul c'est-à-dire l 'ordre linéaire de ses composants (les nucléotides pour 
les acides nucléiques et les acides aminés pour les protéines). Le résultats du 
séquençage est une séquence de symb oles appartenant un alphabet spécifique à 
chaque type de biomolécule. Les s' quences issues du séquençage peuvent être 
manipulées et analysées par des méthodes informatiques et statistiques. 
1.2 Données ut ilisées en apprent issage aut omatique 
Dans un problème d 'apprentissage automatique, les données sont représentées 
sous la forme d'objets et d'attributs. Un jeu de données est constit ué par un 
ensemble d 'obj ets. Les obj ets sont nommés aussi exemples) instances) enregistre-
m ents) observations) vecteurs) en tités, etc. De l'aut re coté, les caractéristiques et 
les propriétés des obj et s sont décrites par un ensemble d 'attributs . Les attributs 
sont connus aussi par les noms dim ensions) champs1 f eatures et variables. Pour 
analyser des données, plusieurs 'tapes sont nécessaires dont la descript ion statis-
tique, le prétraitement, la classification et l'interprétation . Les sous- sections qui 
suivent décriv nt les deux premières étapes. 
1.2.1 Types d 'attributs 
Les attributs s distinguent en deux catégories : qualitatifs (catégoriels) et quan-
titatifs . Les attributs qualitatifs ont des valeurs réparties en différentes catégories 
dont les caractérist iques sont discrets . Par ailleurs, les attributs quantitatifs sont 
des nombres r présentant des comptages et des mesures. Les attributs quantita-
t ifs discrets ont des valeurs fi ni es ou d' nombrables cont rairement aux attributs 
continus. Un aut re manière d distinguer les types d 'attributs est l'ut ilisation 
d s propriétés des nombres. Ces propriétés sont : la distinction (=et =rf ), l 'ordr 
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( <,~,>et~) , l'addit ion (+ et -) et la mult iplication(* et/). Le tableau 1.1 
décrit les types d 'attributs selon ces propriétés ainsi les op ' rations statistiques 
valides pour ces attributs. 
1.2 .2 Descript ion statistiqu des données 
Des mesures statistiques simples peuvent être appliquées pour avoir une vue d 'en-
semble des j ux de données et décrire leurs différentes car act ' ristiqu s. Supposons 
qu 'on a N objets x1, x2, ... ,xi, ... , XN décrits par un attribut X. On peut calcu-
ler pour chaque valeur xi une fréquence qui est le nombre d 'obj ets qui ont la 
valeur xi dans l'at t ribut X divisé par le nombre d 'obj ets N. Aussi, des mesures 
d t ndance cent rale et de dispersion p uv nt être calcul' es sur l'ensemble des 
donn 'es. 
1.2 .2.1 Mesures de tendance cent rale 
Une mesure de tendance cent rale (ou la posit ion) est une valeur qui pointe sur le 
cent re ou le milieu d 'un jeu de donné s. Les mesures principal s de posit ion ont : 
Le mode e t la valeur xi la plus fr ' qu nte. Il peut êt re calculé pour des 
attributs catégoriels et numériqu s . Une variable peut avoir un seul mode 
(variable unimodal ) comme plusieurs (variable plurimodal ) . 
La moyenne arithmétique (x ) st la mesure la plus ut ilisée pour d 'cr ire 
la posit ion d 'un ns mble de valeurs. Elle peut êtr simple, calculée comm 
suit : 
(1. 1) 
Elle peut ~tr une moyenne pondérée en associant chaque valeur X i à un 










































































































































































































































































































































































































































































































































Une moyenne arithmétique peut être biaisée par des valeurs extrêm s. Ce 
biais peut être retiré en calculant une moyenne sans les valeurs extr'mes 
(moyenne tronquée). 
La médiane d 'un ensemble d valeurs t ri' es est la valeur du milieu. la 
médiane sépare l'ensemble en deux moitiés égales, une moit ié avec des 
valeurs inférieures à la médiane et l'autre avec des valeurs supérieures . 
Cette mesure est plus descript ive de la tendance cent rale que la moyenne 
dans l ca d 'une distribut ion asym 'trique des valeurs ou la pr'sence de 
valeurs extrêmes . Elle est calculé pour les variables num ' riques mais peut 
être adaptée pour des variables ordinales. 
Le mode, la moyenne et la médiane ont la même val ur dans une distribut ion de 
données symétrique (figure 1.2a). Généralement les données ne sont pas symé-
t riques. Elles présentent soit une distribution asymétrique positive où le mode est 
inférieur à la médian et la moyenne (figure 1.2b) ou négative où le mode est plus 




(a) Symmetri c data 
Mode Mean Mean Mode 
1 : 
1: 
(c) Negative ly skewed data 
Figure 1.2: Symétrie cont r asym ' t ir posit ive et négativ . Source : Han et al. 
(2011) 
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1.2.2.2 Mesures de dispersion 
Les mesures de dispersion sont un moyen important pour la description des don-
nées. Elles représent nt la variation et l 'ét endue des valeurs d 'un attribut ou 
d 'une variable. Elles indiquent si les valeurs sont largement 'talées ou relative-
ment concentrées aut our d 'une autre valeur t elle que la moyenne. Finalement , ces 
mesur s sont ut iles pour identifier les valeurs aberrantes ( outliers). Les mesures 
les plus ut ilisées sont : 
- L'étendue d 'un ensemble de val urs est la diff ' rence entre la valeur maxi-
male et la val ur minimal . 
Les quantiles sont des valeurs d 'un ensemble de données ordonné qui le 
part it ionnent en sous-ensembles consécut ifs et de tailles égales. Le k em e 
q - quanti le st la valeur x t el que k / q des données ont une valeur in-
férieur à x et ( q - k) / q des données ont une valeur supérieure à x , où 
0 < k < q. Les 100-quant iles , connus par centiles , part it ionnent les don-
nées en 100 sous-ensembles. Les 4-quant iles sont les t rois valeurs ( Q1 , Q2 
et Q3 ) qui part it ionnent les données en quatre parts égales. Ils sont connus 
par le nom quartiles . La médiane est un cas part iculier des quantiles (2-
quant ile) t elle correspond à Q2 et à Xso% pour les quart iles et les cent iles 
respectivement . 
l'écart interquartile est l'étendue ent r le premier quart ile et le t roisième 
quart ile (Q3 - Q1 ). Cette mesure est, généralement, plus robuste aux valeurs 
ext rêmes que l'étendue décrite auparavant . 
La variance et l'écart type sont des mesures importantes de la dispersion 
t la variation de valeurs autour de la moyenn . L'écart type (a) , qui est 
la racine carrée de la variance, représente la déviation moyenne d s valeurs 
par rapport à la moyenne. Il a une faible valeur si l 'ensemble des données est 
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concent ré sur la moyenne, et une valeur élevée si les donn ' es sont réparties 
sur un grand nombr d valeurs. La formule d la varianc st donnée par 
l'équation 1.2.2.2 . 
(1.3) 
L'écart type est t oujours positif et il est riul si toutes les donn ' es ont la 
même valeur. Il a la même uni té que les données originales . La variance et 
l'' cart type sont sensibles aux valeurs aberrantes parce qu 'ils sont calculés 
en utilisant la moyenne. 
1.2.3 Prétraitement des données 
Les grand s masses de données cont i nnent généralement du bruit, des inconsis-
tances, des val urs manquant s t des duplications. C la peut êtr dû aux erreurs 
et limitations de mesures et aux origines multiples et hétérogènes d s données. Les 
données de mauvaise qualité ne sont pas propic s pour la r' alisation d 'analyses et 
modélisations pertinentes. Uétap d prétraitement des donn ' consiste en plu-
sieurs techniqu qui visent à réduire ou éliminer ces imperfections. C techniques 
sont : l'intégration, le net toyage, la réduction de la dimension, la t ransformation 
et la discrétisation (Han et al. , 2011 ; Tan et al., 2006 ; Witten et al. , 2011) . 
1.2 .3.1 Int , gration 
Les technique d 'appr nt issage automatique peuvent ut iliser des jeux d données 
issus de plusieurs sources. La combinaison d plusieurs jeux de données peut in-
t roduire des inconsist ances (par exemple le conflit de valeurs pour un attribut 
avec différents unités d m ur s) , des redondan es (un attribut peut exister sou 
différents noms ou peut être déduit à partir d 'un autre) et d s duplications d 'enre-
gist rements . L'ét ape d 'intégration doit fournir des solutions t ls que la résolution 
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de l'hétérogénéité sémantiqu , analyse de corrélation et la détection d s duplica-
t ions. 
1.2.3.2 ettoyage 
Le nettoyage des données comporte le t raitement des données incomplètes. P lu-
sieurs méthodes peuvent êtr ut ilisées pour t rait r les valeurs manquantes. La 
plus simple est l 'éliminat ion des enregistrements cont nant ces vides ou l ut ilisa-
t ion d 'une const ante globale pour remplir les vid s. Une aut re méthode est de 
r mplacer les valeurs manquantes par la moyenne ou la médiane d tout s les va-
l urs de l attribut ou des valeur appartenant à la rn Ame classe. Des méthod s plus 
sophistiquées est iment la valeur la plus probable par régression, inférence bayé-
sienne ou arbre de décision. L'ét ape de net t oyag peut aussi élimin r les données 
bruit ' s t valeurs aberrantes. Leur détection s'eff ctu par le cal ul de l 'écart in-
terquart ile ou par d s méthodes d groupement des données par classe ( binning) , 
r ' gression et clustering. 
1.2.3.3 Réduction de la dimension 
L'obj ectif de la réduction d dimension est l' o bt ntion d,'une repr 'sentation ré-
duite du jeu de données t out en minimisant la perte d 'information et conservant 
l'intégrité des données. L'analyse d un ensemble de donnée réduit st plus perfor-
mante, compréhensibl et rapide. Les méthodes d réduction cherch nt à découvrir 
les attribut s non p rtin nts t la corr ' lation entre les attribut s. Il existe deux ap-
proches pour la réduction de dimension : la sélection d 'at t ributs (feature selection ) 
qui ' limine les attributs non pert inents et corrél' s t la redescript ion d 'attributs en 
appliquant des t ransformations ( xemple : analyse n composantes prin ci pales). 
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1.2.3.4 Transformation et discrétisation 
Les méthodes de t ransformation convertissent les valeurs des attributs afin d 'amé-
liorer la performance d 'algorithmes de classification tels que c ux basés sur une 
distanc . La transformation peut se faire avec une fonction mathématique simple 
(puissance, racine carrée, logarithme décimal, inverse, etc.) ou par la standardisa-
tion ( c ntrer-réduir ) . Cette dernière procure un poids égal t une caractéristique 
particulière pour l'ensemble d 'attributs . La standardisation peut s'effectuer par 
une méthode min-max qui remet à l 'échelle les valeurs d 'un attribut A dans un 
nouvel intervalle spécifié [new _ minA , n ew _ max A] : 
v · - minA v~= t . (new _ maxA- new _ minA) +new _ minA (1.4) 
maxA - m 'mA 
Une autre méthode est la standardisation z-score s lon la formul 
(1.5) 
où f LA et o-A sont la moy nne et l'écart type de la variable A respectivement. La 
nouvelle variable aura une moyenne égale à 0 et un écart type égale à 1. 
Plusieurs algorithmes d 'apprentis age nep uvent pas t raiter les val ur continues. 
Ainsi, il est nécessair de transformer les attributs numériqu s continues en at-
tributs numériques discr ts ou ordinaux (ce princip s nomme la discrétisation). 
Les t chniques de discrétisation incluent le binning, le clustering, l analyse d 'his-
togrammes, les arbre de décision t l'analyse de corr'lation. 
1.3 Apprentissage automatique 
L 'apprent i sage automatique (machine learning en anglais) s'intéresse à la concep-
tion l d 'v loppement t l'application d'algorithmes qui apprennent et évoluent 
avec des xpériences (Mitchell , 1997) pour découvrir des connaissances (interpréta-
tion t description) ou faire des décisions (prédictions). Les expériences, appelées 
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concepts, ont un ensemble d ' xemples car act' risés par des attributs. Ces algo-
rithmes d 'apprentissage produisent des modèles (descriptions du concept) qui dé-
crivent les relations qui xistent entre l' nsemble d 'attributs. Ces modèles peuvent 
être exploités et appliqués sur des exemples futurs. 
L s approches d 'apprentissage automatique se divisent en trois catégories selon le 
type de la décision produite. La premi 're catégorie est la classification. C'est la 
tâche d 'assigner des objets inconnus à des catégories (classes ou étiquettes) prédé-
finies en utilisant un modèl~ con t ruit à partir d'un ensembl d'exemples connus 
et étiquetés. La deuxième catégorie est la prédiction numérique. Contraire-
ment à la classification où la décision est catégorielle (discrète et non ordonnée), 
la prédiction numérique produit une décision numérique continue. Elle p ut se 
faire par des méthodes d'analyse de r' gression . La classification et la prédiction 
numérique sont des approches dites supervisées à cause de la connaissance préa-
lable des classes des exemples. En outre, il y a l'apprentissage non supervisé où 
les objets ne sont pas étiquetés. Ça correspond à la t roisième catégories qui est le 
clustering (catégorisation). Son objectif est de découvrir les regroupements et les 
partitions naturels d'un ensemble d 'obj ets. En analysant la forme , la taille et la 
densité d s groupes, les algorithmes cherchent à maximiser les similarités entre les 
objets du même groupe et à minimiser les similarités entre les objets d s groupes 
différents . 
Les sous-sections suivantes détaillent quelques approches principales d'apprentis-
sage supervisé et non supervisé qui ont été ut ilisées ou évaluées dans les études 
d'cri tes dans ce mémoire. 
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1.3.1 Approches supervisées 
1.3.1.1 Apprentissage par arbres de décision 
L'apprentissage basé sur des arbres de décision utilise une structure d 'arbre intui-
tive qui facilite la description et l'interprétation du modèl _ d 'apprentissage (figure 
1.3). Dans cette structure, chaqu nœud interne correspond à un test sur un at-
tribut, chaque branche représente le résultat du test et chaque feuille contient une 
classe (chaque classe peut correspondre plusieurs feuilles). 
La classification des obj ets se fait par une séquence de t ests successifs sur les 
attributs qui les décrivent . Il existe un nombre exponent i l d 'arbres de décision 
construits à partir d 'un nsemble d 'attributs. L'algorithme Hunt (Hunt et al. , 
1966) adopte une stratégie récursiv basée sur le principe diviser-pour-régner pour 
construire un arbre optimal (voir algorithme 1). Cet algorithme est à la base d 'un 
ensemble d 'algorithmes d'arbres de d' cision célèbres tels qu ID3 (Quinlan, 1979) , 
C4.5 (Quinlan, 1993) et CART (Breiman et al. , 1984). 
Algorithme 1 : Construction d 'un arbr de décision (Cornuéjols 
Procédure Construire-arbre ( nœud X) 
début 
si Tous les objets de X appartiennent à la m êm e classe alors 
Créer un feuill portant le nom de cette class 
sinon 
S ' l ctionner l meilleur attribut pour cr ' r un nœud 
Le test associé à e nœud sépar X n d ux parties notées X 9 et Xd 
Construire-arbre (nœud X 9 ) 
Construire - arbre (nœud Xd) 





Pamplemousse Citron Cerise Raisin Niveau 3 
Figure 1.3: Un exemple d 'arbre de décision. Adaptée de Duda et al. (2001) . 
tionner un groupe (nœud) en sous-ensembles purs (un groupe pur cont ient des 
objets appartenant à la même classe) . Il existe plusieurs mesures pour classer et 
sélectionner le meilleur attribut , parmi eux le gain d 1informa tion (ut ilisé par ID3) 
et l' indice de Gini (ut ilisé par CART) . Supposons qu 'on a un nœud N contenant 
un ensemble d 'obj et s D étiquetés par m classes, c i (pour i = 1, ... , m ). Ci,D est 
l 'ensemble d 'objet s de la classe Ci dans D . La probabilité qu 'un objet de classe 
ci appartient à D (Pi) est estimée par ICi,ni / IDI . 
Le gain d 'information pour un attribut A est donné par la formule 1.6. 
( ) """""' IDvl · Gain(D , A) = E ntropie D - ~ TDf x E ntropze(Dv), 
vEval eur ( A ) 
(1.6) 
où Dv est le sous ensemble de D qui contient la valeur v de l'attribut A et 
E ntropie(D ) est l'entropie de Shannon (quant ité d 'information) calculée par la 
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formule 1. 7 (Co ver et Thomas, 2006). 
m 
Entropie( D ) = - L Pilog2(Pi)· 
i=l 
(1. 7) 
L'attribut A avec le gain le plus grand est choisi pour diviser le nœud N. L'al-
gorithme C4.5 utilise une version modifiée de gain d 'information appelée ratio du 
gain d 1information. 
L indice de Gini mesure l impureté d un ensemble d objet . Si on divise l'ensemble 
D du nœud N en v sous-ensembl s {D1 D2 , ... , Dv} selon les valeurs de l'attribut 
A , l 'indice d Gini de A sera : 
Gini(A) = t ll~ll x Gini (Dv), 
t = l 
(1.8) 
où Gini(Dv) st l'indice de Gini du ous-ensemble Dv donn ' par la formule : 
m 
Gini(Dv) = 1 - L Pt· (1.9) 
i= l 
L'attribut qui maximise la réduction d 'impuret' (qui a l'indice de Gini le plus 
petit) sera ' 1 ctionné pour la divi ion. 
1.3.1.2 Approch s bayésiennes 
Les appro h bayésiennes calculent les probabilités d appartenance d 'un objet 
donné à une classe particulière. Ell s se basent sur le t héorème d e B ayes qui a 
la formule suivante : 
P(YIX) = P(XIY)P(Y) 
P (X) (1.10) 
X et Y sont deux variable aléatoire . P (YIX) est la probabilité a posteriori de Y 
sachant X. P(Y) et P(X ) sont l probabilité a priori d Y et X respectiv m nt . 
P(XIY) est la probabilité a posteriori de X sachant Y. 
Le théorème de Bayes peut être utilis, pour résoudre de problèmes d classifica-
tion. Si un obj t X (décrit par un n mble de d attribut ) t une classe variable 
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Y ont une relation non déterministe ils seront considérés comme deux variables 
aléatoires. À part ir des données d 'apprent issage, on peut estimer les probabilités a 
posteriori P(YIX) de chaque couple X et Y . La connaissance de ces probabilités 
permet la classification d 'un nouv 1 obj et X' par l 'identification de la classe Y' 
qui maximise la probabilité a posteriori P(Y'IX') (Tan et al. , 2006) . 
La classifi cation bayésienne naïve suppose que les attributs sont condit ionnelle-
ment indépendants ét ant donnée une classe y . L'indépendance des at t ributs est 
exprimée par la formule : 
d 
P(XIY =y)= II P(Xi iY = y), (1.11 ) i=l 
Pour classifier un objet, on calcule la probabilité a posteriori de chaque classe Y 
selon : 
P (YIX) = P(Y) rr:=1 P (X i iY) 
P(X) (1.12) 
Étant donnée la probabilité a priori P(X) est constant pour toute les classes Y , 
le prédicteur choisit la classe qui maximise le terme rr:=l P (Xi iY) (Tan et al., 
2006). 
Cont rairement à l 'approche naïve, les réseaux bayésiens relâchent l 'hypothèse 
d 'indépendance entre les variables et permettent des dépendances ent re les sous-
ensembles de variables. Ils représentent les relations probabilistes ent re les va-
riables par un modèle graphique. Un réseau bayésien ent rainé sur un ensemble 
de variables aléatoires est constit ué par un graphe orienté acyclique et des tables 
de probabilités condit ionnelles . Les sommets du graphe représentent des variables 
et les arêtes décrivent les relations de dépendance ent re deux sommets (parent 
et descendant). Chaque sommet est associé à une table de probabilité condit ion-
nelle qui spécifie la distribution condit ionnelle du sommet sachant ses parents. Le 
réseau bayésien respecte la propriété de l'indépendance conditionnelle où chaque 
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sommet est conditionnellement indépendant de ses non-descendants étant donnés 
ses parents (Duda et al. , 2001; Tan et al. , 2006; Han et al. , 2011). 
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Figure 1.4: Réseau bayésien. Source : Duda et al. (2001). 
1.3.1.3 Séparateurs à vaste marge 
Les séparateurs à va te marge sont connus aus i par le nom machines à vecteurs 
de suppor-t ou en anglais suppor-t vector- machine (SVM). Dan un problème de 
classification binaire, ces approches séparent les exemples (objets) en deux classes 
par un hyperplan en utilisant des exemples essentiels appelés vecteur-s de support 
et de marge définie par ce dernier (figure 1. 5) (Bo er t al., 1992). Il existe un 
nombre infini d 'hyperplans éparateurs qui ont un taux d'erreur de classification 
d' xemples d'entraînement nul. Néanmoins, ce hyp rplans n garantissent pas 
une performanc égale avec des exemples inconnus. Pour c la , 1 s SVM cherchent 
à trouver l'hyperplan qui minimise le risque empirique de ela sification (le nombre 
d 'exemple de t st mal las és) . Selon un princip d statistique d'apprentissag 
(Vapnik et Chervonenkis, 1971), Boser et al. (1992) ont montré que l'hyperplan 
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Figure 1. 5: Séparations linéaires des données (Han et al. , 2011 ). 
Supposons qu 'on a un ensemble deN objets notés par (x i , Yi) (i = 1, 2, .. . , N) où Xi 
est l'ensemble d 'attributs du i èm e exemple associé avec la classe Yi et Yi E { - 1, 1}. 
Selon la propriété de séparabilit' linéaire des exemples, Il existe deux typ s de 
SVM: 
SVM linéaires appliqués sur les données linéairement séparables . L 'hyper-
plan séparateur est décrit par l 'équation linéair suivante : 
w · x + b = 0, (1.13) 
où w est un v cteur d poids (même taille qu x ) t b est un co ffi cient. 
À partir de l'équation 1.13, on peut déduire la classe de chaque exemple z 
selon le signe du terme w · z + b, s'il est positif y = 1 (z se trouve en haut 
du s ' parateur), sinon y = - 1 ( z en bas du séparateur) . 
La marge de l 'hyperplan séparateur est la distance ent re deux hyperplans 
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parallèles définis par les équations 1.14 et 1.15 . 
w ·x + b = 1, 
w·x +b = - 1. 
(1.14) 
(1.15) 
Par soustract ion de l'équation 1.15 de 1.14, on peut calculer la dist ance 
entr ces deux hyperplans , qui est : 
(1.16) 
où llwll st la norme du vecteur d s poids w. 
La r ch rche de la marge maximale revient à : (1) l 'estimat ion des para-
mètres w et b du séparateur à partir des données d 'ent rainem nt selon c s 
deux conditions : 
w · xi + b ~ 1 si Yi = 1 t 
w · xi + b ~ - 1 si Yi = - 1 
qui p uvent être résum' es par : 
Yi(w ·Xi + b) ~ 1, i = 1, 2, .. . , N. 
et de (2) la minimisation de la fonction objective : 






La minimisation de la fonction quadratiqu (1.20) sous la cont rainte linéaire 
(1.19) st un problème d'optimisation quadratiqu convexe. Ce probl ' rn 
peut être r 'solu par la réécrit ure de la fonction et d la cont rainte en une 
fonction lagTangienne primair : 
(1. 21) 
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où Œi sont des coefficients positifs appelés multiplicateurs de Lagrange, puis 
sa transformation n une formulation duale (avec les conditions de Kuhn-
Tucker) qui implique seulement les multiplicateurs de Lagrange et les don-
nées d 'entrainement : 
N 1 
LD = L Œi - 2 L ŒiŒj Y i Y j Xi. Xj. (1.22) 
i = l i,j 
La résolut ion du problème dual peut s 'effectuer par des t echniques d 'opti-
misation quadratique. 
Dans l'étape de test, la classe Yz d 'un exemple inconnu z est donnée par 
une fonction basée sur la formulation lagrangienne : 
N 
f(z) = signe(w · z + b) = signe ( ~ C<; y ;x; · z + b) . (1.23) 
Si f ( z) est positive, Yz = 1, sinon Yz = -1 (Tan et al., 2006 ; Cornuéj ols et 
Miclet , 2010 ; Han et al., 2011). 
SVM non linéaires pour les données non séparables linéairement . Ce sont 
une ext ension des SVM linéaires. Ils transforment l'espace des données ori-
ginales en un espace de redescription de dimension supérieure (en utilisant 
une fonction de mappage <l?(x)) afin de trouv r un hyperplan séparateur 
linéaire dans le nouvel espace. L'équation duale 1.22 devient : 
N 1 
LD = L Œi - 2 L ŒiŒ] Y iY j <l?(xi) · <I> (xj) . (1.24) 
i = l i,j 
Le produit scalaire <I> (xi) · <I>(xj ) correspond à une mesure de similarit ' 
ent r les deux vecteurs dans l'espace de redescription. Ce produit peut être 
remplacé par un fonction ·de similarité K (xi ,xj) , appelée fonction de 
noyau et qui se fait dans l'espace original. Parmi les fonctions de noyau 
admissibles, les SVM non linéaires utilisent des fonctions polynomiales, 
des fonctions gaussiennes à base radiale (radial basis function, RBF) t 
d s fonctions sigmoïdes (Han et al., 2011 ; Tan et al., 2006) . 
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1.3.1.4 Les k plus proches voisins 
La méthode des k plus proches voisins (k-nearest n eighbor ou KNN en anglais) 
appartient à la famille des approches d 'apprentissage qui se base sur les exemples . 
Contrairement aux approches vues précédemment (arbres de décision, bayésiens, 
etc. ), celles-là ne construisent pas un modèle ou une hypothèse d 'entraînement. 
Elles conservent les obj ets d 'entrain ment pour les ut iliser ultérieurement dans la 
classification des obj ets inconnus. La classification d 'un objet donné par la m ' -
t hode des k plus proches voisins s ' ff ctue par la rech rchc ct la comparaison avec 
les k objets d 'ent raînement proches (similaires) à lui. La proximité entre les obj ts 
est définie par une distance telle que la distance euclidienne. La distance eucli-
dienne entre deux objets xl et x2 décrits respectivement par les deux ensembles 
d 'attributs (xu , X12, ... , X ln) et (x21 , X22 ... , X2n) est : 
n 
dist(X 1, X2) = 2.::)xli - X2i) 2. (1.25) 
i=l 
D 'autres types de distances peuvent être appliqu 's t ls qu la distan de Ham-
ming pour les valeurs discrètes. Une fois que la liste des objets proches est dét r-
minée, l 'objet inconnu est assigné à la classe majoritaire de la liste. 
1.3 .1.5 Approches ensemblistes 
Ces approches tendent à améliorer la performance de la clas ification par une 
combinaison de plusieurs modèles de base ayant des performances faibles sur un 
jeu d 'entraînement . La prédiction finale d 'un exemple de test est constit uée par 
le vote majoritaire de ces modèles de base. Néanmoins il faut que l s modèles de 
ba es soient indépendant de l'un de l'autre t aient un comport ment différent 
de l'aléatoire (taux d 'erreur inf'rieur à 0.5) pour que leur combinai on ai une 
meilleur performance qu 'un modèle de base. Si Ei est l taux d ' rr ur du modèle 
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i, le taux d 'erreur de l'ensemble des modèles de base est : 




On trouve dans la littérature plusieurs méthodes pour la construction d 'un mo-
dèle ensembliste (Tan et al., 2006 ; Witten et al. , 2011). Ces méthodes peuvent 
manipuler les jeux de données, les attributs, les classes et j ou les algorithmes d 'en-
t raînement . 
Génération de plusieurs jeux d 'entrainement par une série d'échantil lon-
nages du jeu de données initial. Les échantillonnages se font selon une 
distribution donnée et ont la même taille. Les modèles de base sont en-
trainés avec ces nouv ·aux jeux de données afin de constituer le modèle 
ensembliste. L'algorithme Bagging (de bootstrap aggregating) est basé sur 
cette méthode. Chaqu échantillonnage ( bootstrap) se fait avec remise, par 
conséquent des ex mples p uvent être présents plusieurs fois dans le même 
bootstrap comme ils peuvent ne pas y apparaît re. L'algorithme Boosting 
et sa variante AdaBoost (de Adaptive Boosting) attribuent des poids aux 
exemples dans chaque bootstrap. Init ialement, tous les exemples du pre-
mier bootstrap ont le même poids. Un modèle de base est entraîné sur ce 
jeu de données et les poids des exemples seront mis à jour (augmentés si 
les exemples sont mal classifiés sinon réduits) . Cette étape est répét'e plu-
sieurs fois en sélectionnant des exemples qui ont un poids plus élevé (se 
concentrant sur les cas difficiles à classifier). 
Sélection aléatoire d'un sous ensemble d'attributs pendant la génération des 
jeux d'entrainement. L'algorithme Random forest est une combinaison 
de ce principe avec l 'algorithme bagging en utilisant d s arbres de décision 
comme modèles de base. Dans chaque itération, Random forest entraîne 
un arbre sur un bootstrap (échantillonnage aléatoire avec remise) en sél c-
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tionnant d 'une manière aléatoire un ensemble d 'attributs pour la division 
des nœuds de l 'arbre. 
Transformation du j eu de données multi-classe en un pmblèm e de classi-
fi cation binaire par partitionnem ent aléatoire de l 1ensemble des classes en 
deux sous-ensembles disjoints correspondant à deux classes. Les classes des 
exemples appartenant à chaque sous nsembl sont réétiquetées . La t rans-
format ion st répétée plusieurs fois avec une construction d 'un modèle de 
base bi-classe . Un system de vot est util~sé pour déterminer la classe d 'un 
exempl de t est à part ir des prédictions des modèles de base. 
Manipulation des algorithmes d 1apprentissage. Le modèle final peut être 
homogène ou hétérogèn . Un modèl nsemblist est homogène quand tous 
ces mod ' l s de base appart iennent à la mêm classe d 'algorithmes (arbre 
de d ' cision ou SVM, etc.). Les modèl s de bas sont entrainés $Ur le même 
jeu de données par contre paramétrés différemment. P ar exemple attribuer 
des poids diff ' rents dans chaque itération ou choisir un at t ribu t parmi 
un t op-k pour la division des nœuds dans un arbre au lieu de chercher le 
meill ur attribut. Les modèles hétérog'n s combinent plusi urs algorithmes 
d types différents (par exemple un arbr de décision , un bayésien et un 
KNN). Cette approche est appel' Stacked generalization ou Stacking. 
Au lieu d 'utiliser le concept de vote pour la classification , le stacking ut ilise 
un méta-modèle qui apprend quels modèles de base classifient correctem nt 
les données. 
1.3.2 Approches non supervisé s 
1.3.2.1 K -moyennes et k-médoïdes 
Les algorithmes des k-moyennes (k-m eans) et k-m ' doïdes cherchent à trouver une 
partition de k groupe exclu ives qui optimise un. critère de partitionnement (fi-
31 
gure 1.6). Chaque groupe ( cluster) sera représenté par son cent r (soit la moy nne 
du groupe, n faisant pas obligatoirement part ie de l'ensemble dans le cas de k-
moyennes, soit un point médian du groupe, appartenant à l 'ensemble des données 
dans le cas de k-médoïdes) . Ces approches tendent à minimiser la distance (ex-
primée par l'erreur quadratique ) ent re chaque obj et et le cent re de son groupe 
afin de maximis r la similarité des obj et s à l 'intérieur d 'un cluster. Cela revient à 
minimiser la fonction obj ective somme des erreurs quadratiques de t ous les obj ets 
avec leurs cent res ; sa formule est : 
k 
E = L L dist (p, ci) 2 , (1.27) 
i=l pECi 
<?ù k est le nombre de groupes, p est un objet , ci est le cent re du cluster Ci et 
dist( x, y) est la dist ance ent re les deux points x et y qui peut être calculée par la 
formule 1.25 (Han et al., 2011). Ce problème d 'optimisation est NP-difficile même 
pour k = 2 (J ain , 2010). 
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Figure 1.6: Part itionnement d 'un ensemble d 'obj ets par la méthode k-moyennes . 
Source : Han et al. (2011 ). 
1.3.2.2 Regroupement hiérarchique 
Les méthodes de regroupement hiérarchique produisent une hiérarchi de part i-
tions ( cont rair ment aux méthod s d partit ionn ment qui produisent des part i-
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tions disjointes à un seul niveau) . Cette hiérarchie peut être représentée par un 
arbre appelé dendrogrammc, par un diagramm de Vcnn ou textuellem nt (fi-
gure 1. 7). Han et al. ( 2011) di vise les méthod s hiérarchiques en trois catégories : 
méthodes algorithmiques, méthodes probabilistes et méthodes bayésiennes. Les 
rn' th odes algorithmiques considèrent l'ensemble des objets comme déterministe 
et génèrent les partitions s lon une distance déterministe entre les objets. Cepen-
dant , les méthodes probabilistes utilisent des modèles probabilistes pour calculer 
la distanc ntre les objets et la qualité de clusters. Les m'thod bayésiennes cal-
culent une distribution de l' ns mble des partitions possibles. Historiquement , les 
méthodes algorithmiques sont les plus ut ilisées . Elles comprennent deux approches 
basiques : une approche asc ndante (aggloméra ti ve) et une approche d scendante. 
À l'initialisation, l'approche ascendante considère les objets comme des clusters 
individuels puis, à chaque étape, elle fusionne les deux paires de clusters les plus 
proches. L autre approche commence par l'ensemble des objets comm un seul 
cluster puis, à chaque itération, ell sél ctionne et divise un clust r jusqu 'à ce que 
les clusters contiennent un seul objet. 
1.3.2.3 Algorithmes bas' s sur la densité 
Les algorithmes basés sur la densité définissent un cluster comme une région 
de grande densité d 'objets entourée par une région de faible d nsit'. DBSCAN 
(Density-Based Spatial Clustering of Applications with Noise (Ester et al. , 1996)) 
est le plus connu parmi ces algorit hmes . Les objets dans l s régions de faible den-
sité sont considér 's comme du bruit et seront éliminés. La densité pour un objet 
donné est calculée par l nombr d 'objets qui tomb nt dan un rayon Eps à partir 
de cet objet. Afin de dét rminer si le voisinage est dense ou non, l'algorithme uti-
lis un autre paramètre M inPts qui pécifie le eu il d densité de région . Cette 
approche de densité permet d classifier chaque obj t comme 1) un objet central 
qui exist à l'intérieur d 'un r 'gion dense 2) un obj t d bordure qui est très 
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Figure 1. 7: Représentations graphiques des résultats d 'algorithmes hiérarchiques. 
Adaptée de Duda et al. (2001). 
proche d 'une ou plusieurs régions denses ou 3) un objet bruit qui existe dans une 
région de faible densité. Un cluster est constit ué par l'ensemble des objets centraux 
qui se trouvent mutuellement dans les voisinages et par leurs objets de bordure. 
Les approches basées sur la densité sont ut ilisées pour extraire des clusters irré-
guliers , arbitraires ou ent relacés; à l'opposé des approches de partitionnement et 
hiérarchiques qui sont conçues pour trouver des clusters de formes .sphériques. 
1.3.3 Évaluation de l 'apprentissage 
Un modèle de classification est robuste s 'il peut classifier correctement un jeu de 
données indépendant des objets d 'entrainement. Cela se traduit par le pouvoir de 
généralisation du modèle. Usuellement , la performance d 'un modèle est évaluée 
par son taux d 'erreur sur un jeu de test. C'est la proport ion des exemples faus-
sement classifiés. A l'inverse, la proportion des exemples correctement classifiés 
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est le taux de bonne classification ou accuracy. Cependant , ces mesures consi-
dèrent chaque classe d 'importance égale, ce qui n 'est pas t oujours vrai dans les 
problèmes de classification. Dans les cas de déséquilibre de taille des classes ( class 
imbalance problem ) on peut se fier à des métriques plus adéquat es et fi ables pour 
mesurer l 'évaluation des modèles d 'apprent issage. 
1.3.3.1 Métriques d 'évaluation de la performance 
Supposons qu 'un jeu de données divisé par deux classes : une classe d 'intérêt et 
une classe négative étiquetées + et - respectivement . Les prédictions d 'un modèle 
t esté sur ce jeu de données peuvent être : 
Correctes pour la classe + (ensemble des vrais positifs) 
Correct es pour la classe - (ensemble des vrais négatifs) 
Fausses pour la classe - , prédites comme + (ensemble des faux positifs) 
Fausses pour la classe +, prédites comme - (ensemble des faux négatifs) 
Ces quatre ensembles sont agencés clans une matrice de confusion (tableau 1.2). 
Tableau 1.2: Matrice de confusion pour un problème de classification binaire 
Classes prédites 
+ - Total 
+ Vrais posit ifs (VP) Faux négatifs (F ) p 
Classes réelles - Faux positifs (FP) Vrais négatifs (V ) 
Total P ' N' P I N 
Si on généralise le problème à n classes ( C1 , C2 , ... , Cn) , les résultats de prédiction 
de la cl as e Ci ( 1 ::; i ::; n) seront : 
- VP de Ci est l'ensemble de tous les exemples Ci classés comme Ci, 
- v de ci est l 'ensemble de tous les exemples différents de ci classés comme 
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non Ci, 
- FP de Ci est l 'ensemble de tous les exemples différents de Ci classés comme 
- FN de Ci est l 'ensemble de tous les exemples Ci classés comme non Ci. 
À partir de la matrice de confusion, plusieurs métriques peuvent être calculées : 
1. Taux de vrais positifs (TVP) : proportion des xemples posit ifs cor-
rectement prédits. Il est appelé aussi sensibilité, nippel ou TP R (pour true 
positive rate). 
TV P = V P /(V P + F N) (1.28) 
2. Taux d e vrais n égatifs (TVN) : proportion des exemples n 'ga tifs cor-
rectement prédits. Il est connu aussi par la spécificité. 
TVN = VN/(VN +FP) (1.29) 
3. Taux d e faux positifs (TFP) : proportion des exemples négatifs incor-
rectement classés. On l'appelle aussi FP R (pour fals e positive rate). 
TFP=FP/(VN + FP) (1.30) 
4. Taux de faux n égatifs (TFN) : proportion des exemples positifs incor-
r ctement classées . 
TFN=FN/(VP+FN) (1.31) 
5. Précision : fract ion des exemples posit ifs correctement classés par rapport 
à tous les exemples classés positifs par le modèle. 
Précision= V P /(V P + F P) (1.32) 
6. F -mesure : moyenne harmoniqu du rappel et de la précision. 
2 x rappel x précision 
F- mesure= , 
rappel +precision (1.33) 
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1.3.3.2 Méthodes d 'estimation du risque réel 
- Utilisation d 'un échantillon d e t est (méthode holdout) : le jeu de 
données init ial est divisé en deux sous-ensembles disjoints. L'un des sous-
ensembles est ut ilisé pour l'entraînement d 'un modèle d 'apprent issage ( trai-
n ing set) et l'aut re est utilisé pour évaluer la performance du modèle (test 
set) . Le risque empirique est l'ensemble des erreurs commises sur le jeu 
d 'entraînement. Par cont re, la mesure des erreurs commises sur le jeu de 
t st est considérée comme une estimation du risque rée l. Une variante de 
cette méthode est le sous-échantillonnage aléatoire. La méthode hol-
dout est répétée k fois sur un jeu de données. Le taux d ' rr ur global est 
la moyenne des erreurs de chaque itération. 
- Va lidation croisée ( k-fold cross-validation) : cette méthode divise le 
jeu de données de taille d en k part itions disjointes et de tailles approxi-
mativement égales ( 2 ::; k ::; d). L'entraînement et le test sont réalisés k 
fois alternativement . Dans chaque itération , une part it ion st gardée pour 
le test et le reste d s k-1 partit ions est fusionné pour construire un modèle 
d 'apprent issage. Leave-one-out est un cas sp' cial de la validation croisée 
où k = d. Le taux d 'erreur global est la moyenn des rreurs de toutes les 
itérations. 
- Bootstrap : la m' t hod réalise un échant illonnage avec remise du jeu 
de données original. Si ce dernier cont ient d exempl s, un échant illon (ou 
bootstrap) de taille d cont iendrait 63 .2% des exempl s des donn' s ori-
ginales (comme un exemple peut apparaître plusieurs fois, sa probabilité 
d 'être sélectionnée est 1 - (1 - 1/ d)d et elle tend vers 1 - e- 1 = 0.632 quand 
d est assez grand). Le reste des x· mpl s non sélectionn 's (36.8%) form l 
j u de test . L'échantillonnage est r' pété k fois. Dans chaque itération i un 
modèle est ent raîné avec le bootstrap booti t testé sur le jeu de test testi 
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et sur la totalité du jeu original. La méthode .632 bootstrap calcule le 
taux de bonne classification ( accuracy) comme suit : 
1 k 
Accuracy = k L (0.632 x accuraCYtesti + 0.368 x accuracyoriginal) (1.34) 
i=l 
1.4 Apprentissage automatique et bioinformatique 
L'apprentissage automatique et la biologie ont une association étroite et com-
plexe. Les t ravaux pionniers d 'apprent issage automatique ont essayé de mimer des 
concepts de la biologie tels que les neurones (perceptrons et réseaux de neurones 
art ificiels (Rosenblatt, 1958; Rumelhart et al. , 1986)) et l 'évolution (algorithmes 
génétiques (Rolland, 1992)). La biologie a appliqué aussi des concepts d 'appren-
t issage automatique pour la modélisation de ses problématiques. Les premières 
applications des techniques d 'apprent issage automatique dans les sciences biomé-
dicales remontent aux années 1970 (figure 1.8) . Les premiers algorithmes utilisés 
étaient les réseaux de neurones artifici ls ( ANN) , les modèles de Markov cachés 
(HMM) et les arbres de décisions. Les autres algorithmes, tels que les SVM et 
Random Forest, ont commencé à être appliqués en bioinformatique seulement à 
la fin des années 1990 (figure 1. 8). 
L'apprentissage supervisé a été utilisé dans diff 'rents domaines de la bioinforma-
tique pour la classification des données biologiques et génomiques. Des algorithmes 
ont été conçus pour l 'id ntification ct la prédiction de nombreux él' ments associés 
aux gènes tels que les promoteurs (Bucher , 1990), les sites d 'épissages (Degroeve 
et al., 2002) , les sites d 'init iation à la t ranscription (Ohler et al., 2002) et les 
activateurs (Heintzman et al., 2007). D 'autres approches d 'annotation des gènes 
combinent des modèles entrainés pour prédire les types des régions des gènes 
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Figure 1.8: La rois ance de l 'utilisation des méthode d 'apprentissage supervi é 
dans les articles référencés dans PubMed. Source : J ensen et Bateman (2011) . 
Les approch d apprenti age upervisé ont été largem nt exploitées dans la pré-
diction cl no uv aux types cl ' ARN non coclants à partir d s données de équençag 
des AR s (RN A -seq). Différents outils, basés sur ces approches ont été propo-
sés pour la pr' di tion de miAR et leurs précurs urs dans plusieur e pèce . 
Par exemple, triplet-SVM (Xu t al., 2005) et MiRFinder (Huang et al. , 2007) 
entraînent de modèles SVM pour prédire les précur eur d miAR s. D 'autre 
outils impl ' m ntent des modèles bas's sur les HMM comme ProMiR ( am et al. , 
2005) , HHMMiR (Kaclri et al. , 2009) ct SSCprofiler (Oulas et al., 2009). De 
modèle probabilistes basés sur d approches bay' i nn ont été développ' 
pour l 'id ntification des équ ne mature de miAR (BayesMiR Afind (Y ou f 
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et al. , 2006), MatureBayes (Gkirtzou et al., 2010)). MiPred (Jiang et al., 2007), 
HuntMi (Gudys et al., 2013) utilisent Random forest pour prédire les précurseurs 
des miARNs et MiRdup (Leclercq et al., 2013) l'utilise pour valider les miAR s 
matur s. 
Les méthodes d'apprentissage automatique peuvent servir à faire du génotypage, 
de la classification fonctionnelle et de l'annotation de séquences. Ces méthodes 
sont spécifiques soit à une espèce soit à un groupe d'organismes donné. Particuliè-
rement chez les virus, il existe peu d méthodes de classification qui int 'grent des 
techniques d 'apprentissage automatique. SCUEAL (Pond et al. , 2009) , MuLDAS 
(Kim et al., 2010) et CO MET (Struck et al., 2014) sont des outils conçus pour la 
classification des virus VIH-1 ainsi d'autres virus (VHC). SCUEAL combine un 
modèle phylogénétique et un algorithme gén'tique alors que COMET est basé sur 
des modèles de Markov et des arbres de décision. Quant à MuLDAS, il entraine 
un modèle statistiqu basé sur l 'analyse discriminante linéaire. 
Plusieurs méthodes basées sur l'apprentissage automatique sont développées pour 
la classification des séquences bactériennes, métagénomiques et écologiques en 
rangs axonomiques. Elle sont compétitives avec des méthodes basées sur l'aligne-
ment de séquences (Altschul et al., 1990) et la phylog'nie (Matsen et al., 2010). 
Les deux outils Ribosomal Database Project Classifier (RDP) (Wang et al. , 2007) 
t Naive Bayes Classifier ( BC) (Rosen et al., 2011) implémentent un algorithme 
bayésien naïf pour entrainer leurs mod 'l s d classification. MgFC (MetaG no-
mie Fragment Classification) (Tzahor et al., 2009) et PhyloPythiaS (Pa t il et al., 
2011) utilisent les séparat urs à vaste marge (SVM). Les modèles de Markov 
d'ordre variable (ou des mod ' les interpolés, n anglais Interpolated Markov Mo-
dels (!MM)) ont été utilis 's initialement dans l'identification des gèn s dans des 
génomes microbi ns (GLIMMER (Salzberg et al., 1998)). Ces modèles sont aussi 
utilisés dans des outils pour la classificat ion métagénomique (PhymmBL (Brady 
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et Salzberg, 2009) , PHYSCIMM (Kelley et Salzberg, 2010)). TACOA (Diaz et al., 
2009) , conçu pour la classification cl s fragments génomiques environnementaux, 
utilise l'approche des plus proches voisins. 
Différents typ s de donné s biologiques non s' quent ielles sont analysés par cl s ap-
proches d 'apprentissage automatique. Les technologies des puces à AD (D A mi-
croarray) et de séquençage des ARNs (RNA-seq) gén 'r nt des quantités énormes 
de données d 'expressions de gènes. Les m 'thodes d 'analyse de l' xpression de gènes 
utilisent cl s approches d'apprentissage sup rvisé (réseaux de n uranes, bayésiens, 
SVM, Random forest, etc.), de clustering (k-moyennes, algorithmes basés sur la 
densité , etc.) ainsi de sélection d 'attributs (par exemple des méthodes de sélec-
t ion basées sur les SVM, la corrélation et l test cl x2 ) (Pirooznia et al., 2008). 
D 'autres domaines de la bioinformatique font appel aux techniques d 'apprentis-
sage automatique telles que la prédiction de la structure secondaire des AR s et 
protéines, la prédiction des sites de liaisons des facteurs de transcript ions, l'ana-
lyse de données de la chromatine t la classification fonctionnelle des gènes et des 
protéines (Tarca et al. , 2007; Libbrecht et Noble , 2015). 
1.5 La classification des séquences : motivation ct problématique 
Le nombre des séquences nucléotidiques g ' nérées et ent repos' s dans l s bases de 
données (privées et publiques) a connu une croissance expon nti ll (figur 1.9). 
Cela est dû à l'accessibilité et aux faibles coûts des nouvelles technologi s cl sé-
qu nçage. Ces séquenc s nu cl' otidiqu s sont de différent s tailles et correspondent 
aux séquences génomiques partielles t / ou complètes des milli rs d ' spèc s 'tu-
di' s sous différentes condit ions biologiques. 
Le séquençage des éléments et des marqu urs g' n 'tiques aide à l'élucidation et à 
la compr ' hension cl s différents m ' canismes et voies biologiques tels que la crois-













Figure 1.9: La croissance du nombre de séquences clans les 
bases de données GenBank et WGS 
http :/ / www.ncbi.nlm.nih.gov / genbank/ statistics 
de CBI. Source 
bactériennes) et abiotiques (froid, sécheresse, etc.). Aussi, la détermination de la 
composit ion génomique de chaque espèce est primordiale clans les études des pro-
cessus évolut ionnaires et des relations phylogénétiques. Par conséquent, les tâches 
d'identification de classification et de mise en contexte génomique, biologique et 
taxonomique de chaque nouvelle séquence sont indispensables clans les différents 
domaines de recherche n biologie (animaux, plante , microbiologie, etc.) . 
ou nou intéresson clans cc mémoire à deux problématiques de ela sification di -
t incts issue de deux projets majeurs et indépendants. Le premier projet consiste 
à la construction d 'un système automatique d 'annotation et de classification des 
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génomes viraux. Le deuxième proj et cherche à identifier des miAR s exprimés 
par le blé et impliqués dans le développement et la réponse aux stress abiotiques 
(froid , salinité et aluminium) de la plante. Les deux proj ets ont généré un nombre 
énorme de séquences nucléotidiques ainsi des données de différents types apparen-
tées à ces séquences t aux expériences. Les approches de clas ification abordées 
dans les deux proj ets sont différentes tenant compte de la divergence de leurs 
contextes et types d données. Cependant les d ux approches sont conçues pour 
résoudre un problème standard de classification qui peut être reformulé comme 
suit : 
Étant donné : 
Une séquence génomique Si (part ielle ou complète et nouvellement séquen-
cée, extraite d 'une séquence plus longue ou d 'une base de données) , 
Un ensemble de séquences de référence S étiquetées avec un ensemble de 
classes C , 
Identifier : 
- La classe Ca: de la séqu nee Si· 
Cette formulation est conforme à un problèm d 'apprentissage supervisé. Les 
classes des séquences peuvent être des éléments génétiques, des fonctions bio-
logiques , des caractéristiques, des traits , des rangs taxonomiques, etc . La classifi-
cation des séquences constitue un problème difficile ct non trivial. 
En fonction des cliffér ntes classes ou organismes étudiés, plusieurs méthodes d 'ap-
prentissage automatique ont été développées. Elles peuvent être associées à une 
espèces (1 'humain (Baumgartn r et al. , 2004) la drosophile ( 0 hl er et al., 2002) , le 
VIH (Struck et al. , 2014) , etc.) ou génériques (Pirooznia et al. , 2008; Patil et al. , 
2011 ). Selon la complexité des clonn' es, 1 s approches de classification peuvent 
être simples (Edgar, 2010) ou int ' grativ s combinant plusieurs méthodes clans 
un seul pipeline (de Oliveira et al., 2005) . Chaque étape elu pipeline traite les 
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donnée de sort ie des étapes précédentes afin de raffiner les résultats. Les mé-
thodes de classification qui se bas nt sur la similarité des séquences utilisent un 
alignement de séquences (Huson et al., 2007). Il exist e d 'autres méthodes, dites 
ab initia, qui ne dépendent pas de l'alignement de séquences. Elles utilisent des 
attribut calculés à partir des caractéristiq~es des séquences (par exemple la fré-
quences des motifs de taill fixe) pour faire entrain r un modèle d 'apprentissage 
automatique (Wang et al. , 2007) . Le choix des types d 'attributs est important 
pour la construction d 'un système discriminant. Généralement ces méthodes ont 
une .ffi cacité proches à celles d ,s méthodes basées sur l'alignement mais elles sont 
plus rapide et consomment moins de ressources . 
Au delà du développ ment des méthodes d 'apprent issage automatique, il est im-
portant n bioinformatique de fournir des services exploitant ces méthodes. Ainsi, 
plusieurs services dérivés des méthodes d 'apprentissag automatique existent pour 
résoudre plusieurs problématiqu s tels que COMET pour la classification du VIH-
1 (St ruck et al., 2014) et MiRdup pour l 'identification des miAR s (Leclercq et al. , 
2013). Afin de rendr ces m 'thodes réutilisables et r productibles, il st important 
de permettre l'accès à ces services via des logiciels libres et interfaces web. Dans 
les deux proj ets abordés, l'un des exig nees concerne l'accessibilité des services 
qui sont développés. 
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B ackground : Advances in cloning and sequencing technology are yielding a mas-
sive number of viral genom s. The classification and annotation of t hese genomes 
constitute important assets in the discovery of genomic variability, taxonomie 
characteristics and disease mechanisms. Exist ing classification methods are often 
designed for specifie well-studied family of viruses. Thus, the viral comparative 
g nomic studi s could ben fit from more gen rie, fast and accurate tools for clas-
sifying and typing newly sequenced strains of diverse virus famili s. 
R esults : Here, we int roduce a virus classification platform , CASTOR, based on 
machine learning methods. CASTOR is inspired by a well-known technique in mo-
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lecular biology : restriction fragment length polymorphism (RFLP). It simulates, 
in silico, the r striction digestion of genomic material by diff rent enzymes into 
fragments . It uses two rn trics to construct feature vectors for machin learning al-
gorithms in the classification st ep. We benchmark CASTOR for the classification 
of dist inct datasets of human papillomaviruses (HPV) , hep a titis B viruses (HBV) 
and human immunode.fici ney viruses type 1 (HIV-1). Results reveal true posit ive 
rates of 99%, 99% and 98% for HPV Alpha species, HBV genotyping and HIV -1 M 
subtyping, respectively. Furthermore, CASTOR shows a competitive p rformance 
compared to well-known HIV-1 specifie classifiers (REGA and COMET) on whole 
genomes and pol fragments. 
Conclusion : The performance of CASTOR, its genericity and robustness could 
permit to perform novel and accurate large scale virus studies. The CASTOR web 
platform provides an open access, collaborative and reproducibl machine learning 
classifiers. CASTOR can be accessed at ht tp: / j castor.bioinfo .uqam .ca. 
keyword : s quenc classification pr diction virus classification 
2.2 Background 
Genomic sequence classifi ation assigns a given sequence into its r lat d group of 
known sequ nees with similar propert i s, t rait s or charact rist ics. It is a funda-
mental practice in different research areas of microbiology yielding major chal-
lenges in comparative genomics . Accurate genomic sequence classification and 
typing could help to enhance the phylogenetics and functional studi s of viruses 
(Van B lkum et al., 2001 ). They also help in determining pathogenicity, deve-
loping vaccin s, studying epidemiology and drug resistanc (Van Belkum et al., 
2001 ; St ruck et al. , 2014) . Recent advances in DNA quencing and molecular 
biology t chniques provid an immense coll ct ion of genomic information . Such 
data volume raises challenges for genetic-based ela sification t chniqu s. Three 
main approaches have been designed and implemented to classify different types 
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of viruses based on their genomic equerree characteristics. The first is sequence 
alignment- based approach which is widely used, e.g. in similarity search methods 
(BLAST (Altschul et al. , 1997) , USEARCH (Edgar, 2010), etc.) and in pairwise 
distance based-methods (PASC (Bao et al. , 2014), DEmARC (Lauber et Gorba-
lenya, 2012) , etc .) . The second is phylog enetic- based approach. It is implemented 
in several tools, e. g. REGA (de Oliveira et al., 2005 ; Alcantara et al., 2009) and 
Pp lacer (Matsen et al., 2010). Th aim of t hese methods is to place an unknown 
sequence on an existing phylogen tic tree of a set of ref renee sequenc s. Each 
t ime a given sequenc<:, has to be clas ified, it is realigned with t h set of reference 
sequences. Then , either a new phylogenetic tree is inferred or the given sequence is 
placed in the existing tree. The t hird is alignment-free approach including methods 
based on nucleotide correlations (Liu et al. , 2008) and sequence composit ion (Yu 
et al., 2013; Struck et al. , 2014). It transforms s quences or their relationships to 
feature vectors and then constructs a phylogeny, a statistical model or a machine 
learning model (Vinga et Almeida, 2003 ; Bonham-Carter et al., 2013). These me-
thods ar reviewed in Vinga et Almeida (2003) , Mantaci et al. (2008) , Xing et al. 
(2010) and Bonham-Carter et al. (2013) . Restriction fragment lengt h polymor-
phism (RFLP), a molecular biology technique (Williams, 1989), is used to type 
different virus strains (Bernard et al., 1994; Nobre et al. , 2008; J anini et al., 1996; 
Mizokami et al., 1999; Nakao et al. , 1991). Several algorit hmic approaches have 
tackled t heoretical and experimental problems related to the restriction enzyme 
data .such as restriction mapping problem (see Pevzner , 2000 , chap. 2) , phylogeny 
estimation (Adams et Rothman , 1982; Templeton , 1983; Felsenstein , 1992) , S P 
genotyping (Chang et al. , 2010) and analysis of RFLP digitized gel images (Bajla 
et al. , 2005; Maramis et al., 2011). However, large scale computational sequence 
classification based on the RFLP technique is not yet covered in literature. Due 
to the genetic polymorphism in D A sequences, fragments result ing from enzyme 
digestions are different in terms of number and length betw en individuals or 
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types. A set of restriction enzymes grounds a fragment patt rn signature for each 
sequence. Therefore, similar sequences ought to have similar fragment patterns 
and thus similar restriction site distributions. This a priori knowledg could b 
used to build a machine learning model where sequences are represented by res-
t riction sit distributions as a feature vector and a class feature corresponding to a 
taxonomie level (genus, species, etc.). In this paper we int roduce CASTOR, a ma-
chine learning web platform, to classify and type sequences. CASTOR integrates 
a new alignment-free method based on the RFLP principle. Our in silico method 
is independent of the sequence structure or function and is also not organism-
specific. CASTOR is d signed to facilitate t h r use , sharing and reproducibility 
of sequence classification experirn nts. 
2.3 Methods 
2.3.1 Overview of the approach 
In this paper , we propos an in silico approach to identify and classify viral D A 
sequenc s based on their restriction enzyme sit s using sup rvis d machin lear-
ning techniqu s. Like other supervised learning approaches, t h · proposed one is 
divided into two main units (Fig. 2.1). The classifier construction unit builds and 
trains classification mo dels (or classifiers). It r quir a set of reference viral g no-
mie sequences, their classes and a list of restriction enzyme patterns. It starts by 
creating a training set including a group of feature vectors. Th latter is computed 
from t h distribution of th restriction sit patt rns on t h given DNA s qu nees 
and then refin d by feature election methods. A collection of 1 arning ela ifi r 
are t hen train d and evaluated using 10-fold cross-validation in ord r to choose the 
best cl as ifier . Th s co nd unit (prediction unit) is intended to predict the classes 
or annotations of given viral sequences. The inputs of this unit are a classifi r , a 
























































































































































































































train the classifier. 
2.3 .2 Restriction fragment pattern-based features 
Here, we propose a set of features simulating the outcome of the RFLP t echnique. 
From REBASE database (Roberts et al., 2015) , we extract ed a list of 172 type 
II restriction enzymes and t heir recognition sites. Type II family cleaves (cuts) 
D A sequences precisely on each occurrence of t he recognit ion site. Then , t he 
restriction digestion of D A sequences i computationally imulated . In order 
to build a t raining set, for a sequence s and enzyme z we compute two metrics 
representing the distribut ion of the digested fragments : the number of cuts of 
t he enzyme ( CUT ( s, z)) and the root mean square of digested fragment lengths 
( RM S ( s, z)) calculated as 
RMS (s, z ) = (2.1) 
where n is the number of fragments (CUT (s, z) + 1) and li is t he length of the ith 
fragment in linear genomes. For circular genomes n = CUT (s , z ). Ot her metrics 
could be easily computed from the fragment digestion to construct the feature 
vectors . 
2. 3.3 Feature selection methods 
The cle t ion of an optimal ub et of feature improves the learning efficiency 
and increases t he predictive performance. Feature selection techniques reduce t he 
learning et dimension by pruning irrelevant and redundant features. Two relevant 
methods of feature reduction are provided. The first method ( topAttributes) ranks 
the features according to t heir information gain (Ben-Bassat, 1982) and selects 
a subset of to p- k featur s. Information gain estimate the mutual information 
between a feature and t he target clas . The eco nd method (corre lation) uses t he 
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Spearman's rank correlation co fficient to construct a set of uncorrelated f atures . 
The correlation co fficient between two feature ranking vectors u and v of size n 
is computed as follows : 
(2.2) 
A two-tailed p-value is computed to t st the null hypothesis which states that 
two feature vectors are uncorr lated. In order to remove one of the two correlated 
features, two strategies could be used : discarding the feature with t he largest sum 
of absolute correlation coefficients or the one with the smallest information gain 
score. 
2.3.4 L arning and evaluation 
We explored three types of classifiers : (1) symbolic methods (C4.5 decision tree 
( J48) ( Quinlan , 1993) and random forests (RFT) (Breiman , 2001)) , (2) statistical 
methods (naive Bayes classifier ( BA) (Langley et al. , 1992; John et Langley, 
1995), support vector machine (SVM) (Cortes et Vapnik, 1995) and K-nearest 
n ighbors (IBK) (Cover et Hart, 1967; Aha et al., 1991)) and (3) ensemble methods 
(Adaboost (ADA) (Freund et Schapire, 1997) and Bagging (BAG) (Breiman, 1996) 
both combined with J48); see Table A.l for more details. A 10-fold cross-validation 
strategy is used to assess t he performance of the trained classifiers. Performance 
measures are weight d according to the number of instanc s and computed for 
t he overall classification. The p rformance measur s are : 
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TPR = TPj (TP + FN) , 
FPR = FP/ (FP + T N ), 
Precision= TP j (TP + FP) , 
F 
2 x TPR x Precision 
- m easure = . 





w he re T P , T N , F P , and F N ar t he number of t ru po si ti v , t rue negative, false 
positive and false negative predictions , respectively. T P R and F P R ar the true 
posit ive rat e and the false positiv rate, respectively. We used Weka dat a mining 
pro gram to perform the training and the evaluation (Hall et al., 2009). 
To include a negative class in t he t raining sets, two approaches could ·be used . 
First, provide manually construct d negative class from collect d relevant data. Se-
cond , build it with the provided negative class generator. This generator constructs 
altered sequences data from a sampling with replac ment of the positive set s -
quences. To alter the sampled sequ nees, we reshape the RFLP length distribut ion 
of t he t raining set by randomly shrinking, expanding or keeping unchanged the 
lengt h of the sampled sequences. Then , each sequence is randomly shuffled while 
preserving k-mer counts. 
2.3.5 Dat asets 
In t his study, we applied our approach to a wide range of viruses. We s l ct ed one 
dsDNA virus (human papillomavirus (HPV)), one dsD A-RT virus (h pa t itis B 
viru (HBV)) and one ssRNA-RT virus (human immunodeficiency virus type 1 
(HIV -1)). ( 1) HP Vs have a circular do1:1bl stranded D A genome of rv8000bp 
and belong to five g n ra (Alpha, Beta, Gamma, Mu and u). HPV b longing 
to a genus share over 53% id ntity of th ir complete genomes and ones in t h 
same sp cie level share over 62% of identity (Daigle et al. , 2015 ; B rnard et al., 
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2010) . We assessed the performance of HPV classification in the genus and species 
taxonomie levels. At the species lev 1, we selected only the Alpha HPV genus 
representing the most abundant and diverse genomes in databases. It is divided 
into thirteen species (Alpha 1-11 , Alpha 13-14). Unfortunately, sorne HPV genera 
(Mu and u) and Alpha HPV species (1, 5, 8, 11 and 13) were underrepresented 
and were therefore discarded. (2) HBV. genomes are smaller (3200bp) and are 
circular partly double stranded DNA. HBVs are classified into eight genotypes (A-
H) with at least 8% divergence among their genomic sequ nees (Schaefer, 2007) . 
We evaluated the performances of our method for the genotyping of HBV strains. 
HPV and HBV complete genome sequences were downloaded from the CBI 
RefS q database ( Coordinators, 2016). The taxonomie annotations were extracted 
from the TCBI Taxonomy database (Coordinators, 2016) . (3) HIV-1 genomes have 
two copies of positive-sense single-stranded R A with rv9700bp . Phylogenetically, 
HIV-1 strains are divided into four groups : M, N, 0 and P (Robertson et al., 
2000; Plantier et al., 2009). M group .strains are worldwide prevalent. They are 
categorized into pure subtypes (A-D, F-H, J and K) and recombinant forms (up 
to 70 CRFs and URFs). Genetic variations among subtypes are about 20-30% for 
env gene, 7-20% for gag gene and 10% for pol gene (Gao et al., 1998) . For HIV-
1 classification, we studied complete genome (CGs) and fragments covering pol 
gene from the position 2253 to 3554 with respect to HXB2 reference sequence and 
having a minimum size of 1Kbp (pol fragm nts) . HIV-1 sequences were extracted 
from the Los Alamos HIV sequence database (http: / j www.hiv.lanl.gov / ). For all 
the datasets, only complete, curated and well-annotated sequences were selected. 
Mor over, each class ought to have an adequate number of genomic sequences in 
order to have a representative genetic diversity. 
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2.3.6 Simulation studies 
Raw viral sequence datasets, described ab ove, were class-size imbalanced, i.e., the 
difference in the number of genome sequenc s belonging to each class was r latively 
large. Generally, epidemiological studies are conducted on host-specifie viruses 
(human, cattle, etc .) with the highest prevalence and pathogenicity (Muiioz et al., 
2003; Perz et al., 2006). This leads to more data for sorne groups of virus s over 
others . Usually, training standard classifiers on imbalanced datasets affects their 
performance (mainly sensitivity and specificity) and misleads the interpretation 
of their accuracy (Libbrecht et oble, 2015 ; Lin et Chen, 2013). Under-sampling 
majority class approach has been shown to perform well (Blagus et Lusa, 2010) 
and could b used wit h standard algorithms. Henc , from each previous dataset, 
we randomly performed under-sampling , without replacement , of the larger classes 
to have relatively the same sizes as the other classes. In order to identify the best 
parameters of t he d assifiers, we randomly sarnpled 10 datasets for each of t he HPV 
genera, HPV Alpha species , HBV genotypes, HIV-1 M subtypes CGs and HIV-1 
M subtypes pol fragments data. For each obtained sample, we performed a 10-fold 
cross-validation study with differ nt classifiers built as follows. We constructed all 
the combinations of t he two rn trics ( CUT and RM S) , the two featur selection 
methods ( topAttributes and correlation) and the seven learning algorit hms. This 
construction yielded 28 combinations * 10 datasets = 280 experiments for each 
virus clas ification. 
2.4 R sults and discussion 
The r sults section i divid d into four parts : first , we show how the RFLP 
ignatur ar sui table for viral classification; cond , we as es t h performance 
of s v ral competing classification algorithms on different virus datas ts; t hird , 
we compare the prediction made by CASTOR against widely used methods for 
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HIV-1 datasets , one of the most difficult to classify and fourth , we present the 
CASTOR web platform. 
2.4.1 Classification with RFLP signatures in virus families 
Figure 2.2 highlights the natural RFLP cuts in the collected HPV, HBV and HIV-
1 datasets. The second column of t he figure shows the rnultidimensional scaling 
(MDS) plot of the first two dimensions of distances between the feature vectors 
of t he genomes. The separation betw n th different HPV genera (Fig. 2.2a) 
could approximatively be drawn, which is partly the case for the HPV species. 
The Cohesion (Daigl et al., 2015) and Silhouette (Rousseeuw, 1987) indexes 
allow to measure t he compactness and separability of classes . Here, both indexes 
show mod rate values (between 0.2 and 0.8 for Cohesion index and -0.2 to 0.7 
for Silhouette index) indicating that the classes are not well distinct . Sever al 
instances could be mislabeled or share the same RFLP eut patterns with other 
classes. This results in low or negative values of Silhouette index in HPV Alpha 
3, 7 and HPV Gamma (Fig. 2.2a). With CASTOR, t he best HPV Alpha Species 
classification obtains a T PRof 0.992 and F PRof 0.002 in 10-fold cross-validation 
analyses of 118 instances (see Table 2.1). The power of RFLP cuts in classifica-
tion of viruses could be observed in HBV genotyp s heatmap (see Fig. 2.2b) . HBV 
highlights three genotypes (A, E and F) with Cohesion indexes for most instances 
ab ove O. 7 indicating very coherent classes. But B and C genotypes have values 
between 0.1 and 0.6. The Silhouette index plots show several instances of B, C, 
E and G genotypes that have an striking disagreement with their assigned classes 
(Silhouette index < - 0.1). Even with these constraints , CASTOR achieves the 
genotyping of 230 HBV instances with T PRof 0.996 and F PRof 0.001 according 
to a 10-fold cross-validation study ( e Table 2.1). The HIV-1 eut site patterns 
have more variability among pure subtypes and CRFs (Fig. 2.2c). Likely, t he 
MDS plot shows a moderate subtype clustering for the main HIV-1 subtypes. But 
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this clustering is not well separated compared to HPV and HBV. This variability 
among classes is refiected in low values of the Cohesion index (::; 0.4). All , sugges-
ting eit her variability, noise or mislabelling. For instance, > 30% of HIV-1 B and 
HIV-1 C instances tend to have RFLP eut patterns of other subtypes (negative 
Silhouette indexes). With CASTOR, the subtyping of HIV-1 group M within 18 
main subtypes was assessed for 597 instances with aT PRof 0.983 and F PRof 
0.001. 
Previously, it has been clearly shown that RFLP has a power for classification 
in several viruses such as HPV (Bernard et al. , 1994; obre et al., 2008), HBV 
(Mizokami et al. , 1999) and HIV ( J ani ni et al., 1996). But th se studies ar mostly 
limited to two to five classes. To the best of our knowledge, our study constit utes 
the first large scale and multi-class analyses of RFLP eut for classification. It 
provides the basis to xplore large and various types of classifications, in particular 
those based on machine learning methods. 
2.4.2 Machine learning classifier tuning and performance 
Th CASTOR platform r lies on machine learning rnethods for th classification of 
viruses bas d on RFLP signatures of nucl otide sequ nees. The platform is detai-
led in t he CASTOR web platform section. Three important parameters constit ute 
th kernel of each CASTOR classifier : a metric, a feature selection method and a 
learning algorithm. To assess th different combination of the models we p rfor-
med a 10-fold cross-validation of th 280 experiments associated to each of the five 
datasets (HPV g n ra, HPV Alpha sp ci s, HBV g notypes, HIV-1 M subtypes 
CGs and HIV-1 M subtypes pol fragments). From the overall results of the fiv 
virus clas ifications, it is not obvious to distingui h the best candidat b twe n 
CUT and RM S metrics. In the genotyping of HBV, CUT performs bett r than 
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Figure 2.2: Class cohesion of three virus datasets. The fo ur columns illustrate the 
separability and compactness of three virus complete genomes datasets based on 
172 restriction enzyme cuts . The first column shows h atmaps of CUT clustered by 
x-axis. The samples in the y-axis are grouped by studied classes followed by intra-
class clusterings. The second column shows MDS of the CUT distances between 
samples. The third and fourth column represent , respectively, the Cohesion and 
Silhouette indexes of the classes. (a) Classes in HPV are Alpha species , Beta and 
Gamma genera. (b) Classes in HBV are A-H genotypes (c) Classes in HIV-1 are 



































































































































































































































































































































































































































and species classifications RM S performs better than CUT (p-values 5.00E-03 
and 0.0293 , respectively ; Wilcoxon/ Kruskal-Wallis test) (Fig. 81). However the 
mean of weighted F-measures for both methods are in all cases~ 0.906 (with a mi-
nimum of 0.793 and a maximum of 0.996). The same analyses were performed on 
HIV-1 CGs and pol fragments. CUT performs slightly better than RM Sin both 
datasets when comparing the mean of weighted F-measures (p-values 0.0213 and 
0.0237 for CGs and pol fragments, respectively; Wilcoxon/ Kruskal-Wallis test). 
Due to the variability of HIV-1 , the mean of weighted F-measures falls to 0.857 in 
CGs and 0.793 in pol fragments (Fig. 81) . Renee for t he remaining of our study, 
we will fix the RFLP metric according to its performance on the corresponding 
datasets. 
Figure 82 presents the comparative analyses of the two feature selection methods 
(correlation and topAttribute) in t he 280 experiments for each dataset. The mean 
of weighted F-measures of the two feature selection methods are not statistically 
different in all datasets (based on the Wilcoxon/ Kruskal-Wallis test). In fact, the 
results of the two methods are correlated for the t hree viruses with the 8pearman's 
rank correlation coefficient ranging between 0.772 and 0.968 (see Fig. 84). In these 
simulations, the seven learning algorithms have various performances according to 
the different datasets. The algorithm J48 has the worst weighted F-measure. va-
lues (see Fig. 2.3) . However, its performance improves when combined with RFT 
or BAC algorithms. In general , 8VM performs better in four of five datasets with 
mean of weighted F-measures > 0.906 and ranks number one in HPV Alpha spe-
cies , HBV genotypes and HIV-1 subtypes classifications and four in HPV genera 
classification. It is followed by RFT, BA and IBK. However, RFT and NBA arc 
affected by a large variance (Fig. 2. 3). These rankings are clearly observable on 
Figure 83 and Figure 84 presenting respectively the correlations CUT / RM S and 









































































































































































































































































































































































































































































































































































































































































































































































































milar performance with CUT or RM S, aive Bayes surprisingly performs b t ter 
with CUT. 
2.4.3 Assessing the p rformance CASTOR on HIV-1 data 
2.4 .3.1 CASTOR exhibits high accuracy for differ nt HIV-1 classification 
Table 2.2 highlights CASTOR prediction accuracies on five CG and seven pol frag-
m nt HIV-1 classifications. For each dat aset, the best performing rnodel (clas-
sifi rs) have been id nt ified according to a 10-fold cross-validation analysis. The 
F-measure of t he be t classifier for t he HIV-1 groups M, , 0 and P indicates t hat 
all the sequences are corr ctly classified (for CGs and pol fragments) . For th pre-
diction of the main HIV-1 pur subtypes a w ll as CRFs F-measures are above 
0.971 (with F P R ::; 0.003) for both CGs and pol fragments when the pure sub-
types and CRFs are separate mod ls. When combining pure subtypes and CRFs, 
the F-measure still remains above 0.971 for CGs but it drops to 0.919 when the 
classes are balanced to 30 instances per class or 0.962 for 200 instances per class . 
It appears t hat the CASTOR mod ls are underperforming when we t ry to pr dict 
between pur subtyp sand CRFs (F-measures of 0.795 and 0.885 for CGs and pol 
fragments , res p ecti v el y) . 
2.4.3.2 Comparing COMET, REGA and CASTOR 
ext, we compared the performance of CASTOR against the most powerful and 
widely used HIV-1 specifie predictors namely COMET (Struck et al. , 2014) and 
REGA version 2.0 (cl Oliveira et al. 2005; Alcantara et al. 2009) (Figure 2.4) . 
These comparisons ar based on CG as well as pol fragm nt data. It is important 
to notice that t hese programs ar fixed and do not allow neither any change on 
the trainecl classes nor new t raining samples. Here the actual training of COMET 
















































































































































































































































































































































































































































































































































































































































































































































































To avoid under-represented classes, CASTOR was t rained on 18 classes for CGs 
and 28 classes for pol fragments (mo dels are available und er t he classifier IDs 
PMSHIV02 and PMSHIV03, respectively). We performed t hree comparisons (see 
Figure 2.4) . The first , named complete sampling, assesse t he performance of each 
method on 10 percent of randomly sampled Los Alamos HIV data. This sam-
pling permits to assess the performance of t he predictors to fi t realistic data with 
unknown classes . The second, named specifie subtypes, focuses , for each method, 
only on the corresponding trained subtypes. The t hird , named comm on subtypes, 
compares the performance of t he methods on the intersection of t he 3 trained 
subtypes. This strategy is used due to t he fact that t he t raining of COMET and 
REGA cannat be changed . Thus, it is diffi.cult to adapt or perform other classifi-
cation studies or larger benchmark analyses. Figure 4 shows that for CGs, REGA 
performs the best followed by CASTOR and for pol fragments COMET out per-
forms, followed again by CASTOR. In t he two types of data, when not performing 
the best , REGA or COMET performance drops drastically by more than 10% and 
ranks at t he third posit ion (Figure 2.4) . Meanwhile CASTOR ranks second in both 
two types of data. 
With CGs, CASTOR obtains a correct classification of 72.41% against the sam-
pling of Los Alamos HIV data when REGA obtains 76. 77%. But when testing 
prcdictors on their t raincd classes , t he pere ntage of correct classification drasti-
cally increases to 98.33% and 96.61% respectively for REGA and CASTOR. This 
result remains almost the same when comparing only t he common t rained classes 
among the t hree predictors (Figure 2.4). These common classes cover 75% and 
93% of the overall instances of t he sampling of CGs and pol fragments , respec-
t ively. The mean T P R of CASTOR is higher than 0.950 in t he case of either 
pure subtypes or CRFs. The T PR of REGA drops to 0. 835 when assessing CRFs 
































































































































































































































































































































































































































































































































































MET outperforms CASTOR and REGA in all comparisons. Applying t he t hree 
methods, COMET, REGA and CASTOR, on 10% random sampling of Los Ala-
mos HIV data, the percentages of correct classification were 91.74%, 72 .48% and 
86.64%, respectively. This result is confirmed when comparing only the common 
t rained classes where CO MET reaches 95.57% and CASTOR 89.51%. ote that 
REGA could not perform higher t han 76% and has a mean T P R of 0.953 for 
pure subtypes competing with COMET. In CRF instances, COMET and CAS-
TOR obtain almost an equal mean of T PR around 0.930 (Table 2. 4). REGA 
cannot perform wellin CRF classificat ion and has a mean of T P R equal to 0.570. 
CASTOR has higher F P R values compared to the two other programs in overall 
classifications. This fact is not surprising since REGA and COMET are sp cifi-
cally t uned to predict HIV data. Their predictions with lower scores tend to be 
discarded or ambiguous. For instance, CO MET has 32% of its CG predictions that 
are unassigned as well as 5% of its pol fragment predictions. Hence, these numbers 
are high r t han the false posit ive values of CASTOR, but t hey are not included 
in t he F P R computation. However , it will be interesting to include in CASTOR 
a threshold of inclusion of a given sequence into a class. This could help reducing 
t he F P R but it would r quire deeper analyses. It also should be associated to the 
open-set classification problem that is beyond t he scope of t his paper. 
Even though CASTOR is not a specifie HIV-1 classifier , it c.:ompet es with the most 
powerful methods in HIV-1. nlike COMET and REGA, CASTOR provid s an 
easy way of performing several types of classification (see Table 2.2). It also has 
no r striction on t he size of data and is t ime efficient . Hence, we completed t he 
analysis by performing a test on t he whole Los Alamos HIV dataset (without the 
training sequences of t h thre methods). For CGs (3 778 instances) , CASTOR 
completes t he test in 1min59s with an accuracy of 91.2%. While for t he pol frag-



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































shows that CASTOR takes 0.01s to process a sequence that is far mor efficient 
than the time results indicated in (Struck et al., 2014) for REGA (28s/ s quence), 
but 10-fold less efficient than COMET (0.001s/ s quence) (Struck et al., 2014). 
Furthermore, due to size issues, it is not possible to perform such large an·alyses 
in actual version of CO MET server. Overall , CASTOR highlights a good accuracy 
on the classification of the three studied viruses. However this accuracy is slightly 
lower t han sp cific virus predictors as shawn previously. But it exhibits more 
analysis capacity, p rmitting several and highly accurate set of classifications. As 
shawn in table 2.2 , this accuracy is higher than 90% for almost all studies except 
for comparing HIV-1 M pure subtypes vs CRFs. For less complex g nomes such as 
HPV and HBV, the mean of weight d F-measures is higher than 0.912. CASTOR 
will allow to increase the class representatives, to add or remove class s and also 
to benchmark sev ra1 types of classification . For virus s wit hout existing predic7 
tors, it could accurat ly caver the needs as it is for HPV, instead of r lying on the 
similarity sequ nee arch such as BLAST (Altschul et al. , 1997) or USEARCH 
(Edgar, 2010) . Sequence search is g n rally not r comm nded for subtyping since 
it will not allow the identification of novel forms, it cannat also aggregat common 
at tri butes of a class while pr dicting (St ruck et al. 2014; Edgar , 2010). 
2.4.4 CASTOR web platform 
CASTOR is availabl as a public web platform. It is composed of four main ap-
plications . (1) CA STOR-build allows users to creat e and train new classifiers 
from a set of labeled virus sequenc . It contains default parameters and advanced 
options letting user to customize th ela ifier parameter . It can be used also 
to update the parameters or input s quences of an already built classifi r. Th 
con tructed classifi rs can be sa v d in an exportabl fi l locally or pu blished to 
th community via CASTOR-database d scribed b low. (2) CA STOR-opt im ize 
constructs improved classifiers. Unlike CASTOR-build that allows us rs to d fine 
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metrics , algorithms and feature selection t echniques, it assesses all combinations 
of t he classification parameters and provides the best fitting classifier according to 
the input data. (3) CASTOR-predict is t he kernel application that allows users 
to annotate viral sequences according to a chosen classifier. Also, it serves as an 
evaluation module for classifiers wit h label d test sets. The results are provided 
with enriched graphies and p rformance measures ( 4) CASTOR-database is a 
public database of classifiers which allows t he community to share t heir exper-
tise and models. It facilitates experiment reproducibility and madel refinement. A 
characteristic viewer and a search engin of the published classifiers are also im-
plemented. Renee, from the interface of CASTOR-database, users can download , 
reuse, upda and comment the classifiers . To the best of our knowledge, CAS-
TOR constit utes the first RFLP-based prediction platform for t he clas ification 
of viral sequences. 
2. 5 Con cl us ion 
In this pap r , we have shawn t hat RFLP has a great performance in large sc ale 
sequence classification . We also provide CASTOR, t he first viral sequence clas-
sification platforrn based on RFLP. W daim that CASTOR can perforrn well 
for different types of viruses (Group I , Group VI and Group VII) with mean of 
weighted F-measures > 0.900 in most cases (see Table 2.1 ). In t he fut ur , we will 
attempt to increase t he performance by modelling the boundaries of t he classes 
and including an open-set approach to deal with instances from unknown classes. 
The CASTOR platform implements several metrics and classifiers , allowing ge-
neric and diverse analyses within the same environm nt. CASTOR allows t he 
storag of mod ls enabling reproducible experiments and open data access. Even 
though CASTOR is scaled for viruses, it can be used and extended easily for other 
types of organisms, including whole genome and part ial sequences . In the fut ure, 
more mad ls will be included , in part icular those specializ d in less studied or-
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ganisms and/ or without dedicated tools. In addition, scientists could add their 
tuned models helping CASTOR to enhance t he predictions. We will also optimize 
the platform to allow other types of classification such as functional, disease re-
lated and geographical classifications. Renee, CASTOR could quickly become a 
reference in comparative genomics fo cusing on various typ s of sequence classifi-
cation. 
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3.1 Abstract 
Background : Wheat is a major staple crop with broad adaptability to a wide 
range of environmental conditions. This adaptability involves several stress and de-
velopmentally responsive genes, in which microR As (miR A ) have emerged as 
important regula tory factors. However, the currently used approaches to identify 
miR As in this polyploid complex system focus on conserved and highly expressed 
miR As avoiding regularly t hose that are often lineage-specific, condit ion-specifie, 
or appeared recently in evolution. In addition many environm ntal and biological 
factors affecting miR A expression were not yet considered, result ing still in an 
incomplete repertoir of wh at miR As. 
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R esults : We developed a cons rvation-independent technique based on an inte-
grative approach that combin s machine learning, bioinformatic tools, biological 
insights of known miRNA expression profiles and universal criteria of plant miR-
Asto identify mi RN As with more confidence. The developed pipeline can poten-
tially identify nov 1 wheat miR A that share f atures common to several species 
or that are species specifie or clade specifie. It allowed th discovery of 199 miR A 
candidates associated with different abiotic stresses and developm ,nt stag ,s. W 
also highligh from the raw data 267 miR TAs cons rved with 43 miRBa fami-
lies. The predicted miR As ar highly a ociated with abiotic stress responses, 
tolerance and development. GO enrichm nt analysis showed th at they may play 
biological and physiological roles associated with cold , salt and aluminum (Al) 
through auxin signaling pathways regulation of gene expression ubiquitination 
transport, carbohydrates, gibberellins, lipid , glutathione and secondary metabo-
lism1 photosynthesis, as well as floral transition and fiowering. 
Conclusion : This approach provid s a broad repertoir of h xaploid wheat miR-
NAs associat d with abiotic tress responses , tolerance and development. Th e 
valuable resources of xpress d wh at miR As will help in elucidating the regula-
tory mechanisms involved in freezing and Al responses and· toleranc rn chanisms 
as well as for developm nt and fiowering. In the long term, it may h lp in breeding 
stress tolerant plants . 
Keywords : Abiot ic stress Development Deep sequencing MiRNA pr diction Ex-
pressed sequ nced tags Triticum aestivum. L Vernalization 
3.2 Background 
Abiotic str sses such as cold , drought , salt and aluminum (Al) limit plant growt h 
and d velopment causing reduction in crop yi ld and important conomic lo 
for farmers. To tolerate these tr s s plants have evolv da broad spectrum of me-
tabolic, physiological and developm ntally adaptation . Th se adapt ive changes 
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are under t he cont rol of dynamic networks of genetic regulatory mechanisms t hat 
involve a large number of stress responsiye genes. MicroRNAs (miRNAs), a major 
class of small non-coding R As, have emerged as key regulators of gene expression 
at the post-t ranscript ionallevel during plant growth and development (Carrington 
et Ambros, 2003; Jones-Rhoades et al. , 2006; Xing et al., 2011) . Several studies 
have shown that many miRNA families are involved in response to different abio-
t ic stresses in many species (Hsieh et al., 2009; Sun et al. , 2012; Tang et al., 
2012; Zeng et al., 2012). A large number of plant miRNAs and t heir targets have 
been ident ified in t he plant rnodel Arabidopsis thaliana and many other species. 
Recent results have shown that plant miR A genes are dispersed throughout t he 
genome (Rogers et Chen, 2013) wit hin protein coding genes (Rogers et Chen , 
2013; Rajagopalan et al., 2006) , int rons of protein coding and non-coding genes, 
and in intergenic regions (Sunkar et al., 2005; Szarzynska et al., 2009) . Moreover , 
miRNAs may be produced from repetit ive t ransposable elements (Piriyapongsa et 
Jordan , 2008; Lucas et Budak, 2012). To date, at t he bést of our knowledge, 2707 
wheat miRNA candidates were ident ified by both bioinformatics and experimental 
approaches, using wheat expressed sequence tags (EST) database, t he available 
genomic sequences of t he hexaploid wheat genome, its individual chromosome 
arms and its ancestors (Tang et al. , 2012; Lucas et Budak, 2012; Wei et al., 2009 ; 
Xin et al., 2011 ; Kantar · et al. , 2012; Ling et al., 2013; Wang et al., 2013 ; Han 
et al. , 2013; Kurtoglu et al. , 201 3; Meng et al., 2013; Pandey et al., 2013; Li et al., 
2013b; Deng et al. , 2014; Li et al., 2014; Sun et al., 2014; Han et al., 2014; Pandey 
et al., 2014; Yao et al. , 2007). Among t he wheat miRNA published sequences, 
237 are registered in miRBase, a database of experimental miRNAs (Kozomara 
et Griffiths-Jones, 2011 ), and 170 are registered in PMRD , a database of plant 
miR As ident ified using an in silico approach (Zhang et al., 2010). Alt hough t he 
wheat genome is completely sequenced , it is not yet possible to perform a t horough 
genome-wide study in t he hexaploid wheat T. aestivum since t he genome is not 
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completely assembled and annotated. This is caused by its large and complex ge-
nome containing a high p rcentage of DNA repeats (hexaploid genome AABBDD 
with approximately 1. 7 x 1010 bp wit h at least 80% of D A repeats) (Brenchley 
et al., 2012). In silico approaches for the prediction of miR As include screening 
genomic or EST data bases for ort hologous sequences of known miRN As and ana-
lyzing their pre-miR A hairpin structures. Although t hese approaches were suc-
cessful in ident ifying cons rved miR As in plants that have their genomes fully 
sequenced and annotated (Sunkar et al., 2005; Adai et al. 2005; Zhang et al., 
2005), they liminate the· pot ntial of searching for low abundance miR As that 
are often lin age-specifie (Fahlgren et al., 2010) or condition-specifie (Br akfield 
et al. , 2012) or that appeared r cently in evolut ion (young miRNAs) . The chal-
lenge is bigger using polyploid species wit h part ially sequenced and assembled 
genome such as t he hexaploid wheat having a high content of repetit ive D A. To 
t ackle t hi issue, one should dev lop conservation-independent techniques based 
on structur analyses and/ or expression pattern of dicer cleavage products among 
pre-miR As (Friedlander et al. 2008) . 
Most computational approach s labeled as miR A pr dictors are actually pre-
miR A pr dictors, in t he sense t hat they ident ify candidate genomic regions that 
may form pre-miR As but rarely tak into account the availability of candidate 
mature miR A evid nee within the pr -miRNA. Several tools such as miRDeep 
(Friedlander et al., 2008 2012), miRanalyzer (Rack nberg et al., 2009 , 2011 ) and 
MiRdup (Lecl rcq et al. 2013) were d veloped to predict miR As from raw reads 
data and shown to be accurate in most cases. Furt hermor , many factors that 
affect miR A expression including genotypes , tissu s, age , development stag , 
growt h condit ion (soil, hydroponic solut ion temperatur , humidity and photope-
riod), stress t r atment are rar ly consider d in previous wheat miR A ident ifi-
cation studies . All wheat reported miR As wer id nt ified in librari s produ ced 
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from seedlings or plants grown und r normal conditions (Wei et al., 2009; M ng 
et al. , 2013; Li et al., 2013b; Sun et al., 2014; Zhang et al., 2010) , or tissue ex-
pas d to h at (Xin et al. , 2011) or seedling (Pandey et al., 2014) and pollen 
mother cells from plants (Tang et al., 2012) xposed to cold stress (Tang et al., 
2012) , or drought (Kantar et al., 2012). Th y were identified from different geno-
types of winter or spring wheat in soil , or hydroponic solution and under different 
photoperiod conditions, or in fi ld conditions. Sine miRI A expr ssion is tissue 
pecific and regulated in response to plant d velopment and growth conditions, the 
miR A repertoire of hexaploid wheat is still incomplete. Although a large num-
ber of miRNAs associated with d velopm nt or sorne abiot ic tre ses in wheat 
w r previously identifi d , th ir functional div rsity in Al, freezing toleranc and 
floral transition in wint r wheat i still unknown. H nee , the id ntification of miR-
As associat d with tol ranc to abiotic stress and floral transition is a first step 
towards the elucidation of their role in wh at. 
To ensure an accurate identification of a large fraction of miR As associat d with 
different physiological conditions in both str ss sensitive and tolerant wh at, we 
conduct d the present study to : 1) id ntify miRNAs from diff rent t issues of 
plant from different genotype grown und r different tress conditions ( cold , salt 
and aluminum) and at different development stages (vegetative and reproduc-
tiv phases) ; 2) develop an integrative pipeline that combines bioinformatic tools, 
biological insights about known miR A xpression and dicer ligation patt rns 
according to the universal plant miRNA criteria (FriedHinder et al., 2008, 2012), 
miR A xpression profiles in d ep sequencing data (Meyers et al. , 2008) func-
tional classification and experim nt al approaches (Figure 3.1). The bioinformatic 
tool includ Mipred (Jiang et al., 2007) , HHMMiR (Kadri et al., 2009) MIR-
ch ck (Jones-Rhoades t Bartel 2004) and IVIiRdup*, a plant updated version of 
our machine learning MiRdup (Lecl rcq et al., 2013) which validates the position 
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of sequenced miRNAs in its corresponding folded pre-miRNA. Our integrative ap-
proach allows t he discovery and profil of 165 novel hexaploid wheat abiotic stress 
responsive candidate miRNAs including ones associated with cold (52 miR As) 
and Al (27 miR JAs) tolerance as well as 99 developmentally responsive miRN As 
with a high confidence level. It is the first study to report a large scale identi-
fication of hexaploid miRNom miR As from different t issues of sensit ive and 
tol rant genotypes under normal condit ions and short / long exposure to different 
abiotic stresses during v getative and/ or reproductive phas 
3.3 Results 
3.3.1 Ident ification of miR A candidates and t heir targets in hexaploid wheat 
Our miRNA discovery pipeline consists of more than twenty st ps divided in t hree 
main parts : producing and sequencing small R As, predicting miR As from deep 
sequencing data, classifying predicted miRNAs based on their expression profiles 
and Gene Ont ology (GO) of t heir target genes (Figure 3.1) . The sequencing of 
ten constructed librari s from three wheat genotypes grown under different abia-
t ic stress con di t i ons and development stages (Method B .1.1 ) yielded a total of 
89,105,096 redundant raw reads (66 ,400 ,401 distinct reads) with 56% of high se-
quence quality (Table B.4). Before mapping the raw reads, we coll cted 1.4 million 
wheat ESTs from several databases, clustered into 127,039 Uniref clusters yi lding 
to the best of our knowledge, the largest well-annotated EST databank in wheat 
(Method B.1.2). Aft r raw r ads adapter removal, a total of 56.4 million uniqu 
raw reads were mapped to our coll ct d EST database result ing of 5.4 million 
unique mapped s quences (Figure 3.1). V\Te identifi d 168 834 small R As and ex-
tracted 337,668 potent ial pr -miR A . Among th xtract d pr -miR A, 17,180 
and 39 ,144 potent ial hairpins satisfy t he minimal structural cri teria of miR As 
ass ss d by two w ll-known pre-miRNA predictors, MiPr d (Jiang et al. , 2007) 
• 
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Figure 3.1: Overview of the wheat miR A pipeline. Th e procedure is divid ed in thrce parts : 
produc ing a nd equenc in g s mall RNA librarie , the bioinfonnatic prediction of miRNAs a nd fun ction al a nalysis of the prcdicte d 
miRNAs . The c ustomized or deve lopcd s t e p s arc marked by s tars. Orange boxes s p ecify t he d a ta at b a nd aftcr cach given s tep . 
Fo r details see Expe rime ntal p roced ure. 
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and HHMMiR (Kadri et al. , 2009), respectively (Figure 3. 1). The lack of conside-
ration of the mature miR A localization in the hairpin , the expression profiles of 
reads throughout t he hairpin, and/ or other evidence of plant-miRNA characteris-
t ics represent major causes of overestimation of the number of candidate hairpins. 
We used a two-st p method of miR A ident ification wi thin its hairpin from the 
folded pre-miRNA using MiRdup* and expression profile filtering using Meyers et 
al. relaxed criteria (Meyers et al. , 2008) (Figure 3. 1) . In the first step , MiRdup* 
trained on experimentally validated miR As from different datasets ( all miRBase 
species , all plants and monocots only) localizes miR A posit ions in pre-miR As 
(Method B.l.4 and Table B.5). The use of MiRdup* reduced the number of pre-
miRNA hairpin candidates by 81% (Figures B.1 and B.2). In the second step, 
the expression profile filtering was based on mi RN A expression pattern using the 
abundance of the miR A candidates in each library and the distribut ion of reads 
mapped to a candidate pre-miR A according to Meyers et al. relaxed criteria 
(Meyers et al. , 2008). This allowed the elimination of the miRNA dicer-Like can-
didates and the reduction of miR A candidates by 84%. 
Overall , this method results in the identification of more candidate (Figures B. 1 
and B.2) compared to Meyers et al. (2008) and MIRcheck (Jones-Rhoades et Bar-
tel, 2004). Consequent ly, it yields pre-miR A candidates t hat have various ranges 
of econdary structures as shown in dotbracket notation (Data B.2 .1) . Taken t o-
gether, our approach ident ifies 199 unique miR A candidates associated wit h 361 
pre-miR As (Data B.2.1). It is important to notice that the majority of reads 
(95%) and the predicted miRNA (64%) have the highest quality value for th ir 
s qu nee (Table B.6). It i important to note that MiRdup* capture 95% of 
the miR As ident ified using MIRcheck with t he same criteria from Meyers et al. 
(2008) while 151 putative candidates ( containing validat d candidates) are exclu-
ded by MIRcheck (Figures B.2). In addit ion , our pipeline ident ified miRNAs that 
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have features t hat are species specifie, clade pecific or shared b tw en several 
spccics . Wc found that among the 199 idcnt ificd miR As, 147 were idcnt ified by 
MiRdup* t rained on all pecies of miRBase; only 49 w re commonly ident ified by 
MiRdup* t rained on the t hree datasets (all miRBase, all plants, monocot only). 
This suggests t hat t hese miR As share common features with all t he widely s pa-
rated plant lineages recorded in the data base miRBase. For inst ance, apMir _ 22246 
corr sponding to miR160 with perfect match in wheat and moss Physcomitre lla 
patens (ppt-miR160) i highly xpr ssed in our inv stigated condition indicating 
that this miRN A may play common biological functions in plants kingdom. While 
109 miRNAs were only ident ified by MiRdup* t rained on all plant and 92 miR As 
when t rained on only monocot. 
The number of ident ified miRNAs may b an ov restimation due to th redun-
dancy cr ated by similar but not ident ical ESTs in part due to the polyploid 
nature of wheat . In the latter scenario, two or more closely related ESTs (true 
homeologs or ESTs wi th SNP differences) could encode ident ical or closely rela-
ted miR As. Furthermore expressed isomiRNAs that share t he same properties 
with the real miR A in one library could be the dominant functional in another 
library. T h Figure B.3a highlights t hat t he majority (about 69%) of the pre-
dict d miR As are associated with one pre-miR A. Furthermore, most of t he 
pre-miR A candidat s (93%) harbour a unique miR A leading to an exclusive 
miR A/ pre-miR A a ociation (Figure B.3b). To characterize further the nature 
of t h pre-miR A candidat s we determined if they were associated with repeti-
t ive t ransposable elements and protein coding r gions. The results r veal d that 
20% of pr -miR As that correspond to 6. 5% of miRNA candidates overlap with 
t ranspo abl l ments (at -valu of 5E-5 with 80% ident ity) from TREP databa e 
(Tabl B.7a). In addit ion, 15% of ESTs corresponding to less than 5% of miR A 
candidates ov rlap partly with protein-coding r gions (at e-value of 1E-20 with 
82 
75% identity) from protein plant database (Table B.7b). 
Prediction of miRNA targets is an important step to elucidate miR TA function in 
regulating gene expression. Among t he identified candidates, 67% (133/ 199) were 
predicted to hav Uniref annotated target genes (Table B.8) . Unlike animal target 
genes, it is generally accepted that plant targets adopt a perfect seed match with 
the corresponding miR As, allowing more accuracy in t heir prediction. We found 
that 37 miRNA candidates are predicted to targ ta unique gene identified as Uni-
Ref (Figur B.3c). Alt hough the majority of miR A candidates seem to have more 
than two targets , detailed analysis r v als t hat in many cases the targets annota-
ted wit h different UniRefs have the same gene description (Table B.9) . To better 
explore the functional properti s of t h target genes, GO analy s wer p rformed 
(Figur B.3d) . W computed the enrichment of main GO Slim terms found wi-
thin these targets based on t h three GO categori s (Figures B.4a-B.6a). Table 3.1 
shows t he enriched GO Slim terms and relevant associated target genes in libraries. 
An extensive description of GO enrichm nt analysis is presented in A pp ndix B.3. 
Our r sults revealed that miR A candidate target regulators , cell metabolism 
and t ransport genes. The regulatory genes are enriched for many transcription fac-
tors and protein families (Table 3.1 and Table B.9). They ar involved in regulation 
of gene expression, signal transduction pathways and ubiquitin-mediated protein 
modifications (GO Slim Nucleus with P - value= 9.1e- 004, GO Slim DNA bin-
ding with P-valu from l.Oe- 003 to l.Oe- 005, GO Slim DNA m etabolic process 
with P -value = 5.5e- 004, GO Slim protein binding with P -value = 1.2e- 006). 
Cellular rn tabolism genes are involved in hormon , lipid and carbohydrates me-
tabolism (GO Slim catalytic activity with P - value = 3.4e - 006), amino acid 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.3.2 Characteristics of the miR A candidates 
Among the 199 predicted miRNAs , 30 have sequence homology with 76 published 
miR A in wheat (Figure 3.2a). In addition, we explored the potential of conserved 
miRBase families present in our raw data that could not b mapp d into the EST 
and found 267 miR As, corr sponding to 43 famili s from which 25 families are 
known in wheat (Lucas et Budak, 2012; W i et al., 2009 ; Xin et al., 2011 ; Kantar 
et al., 2012; Wang et al., 2013; Han et al. , 2013 ; Kurtoglu et al. , 2013 ; Meng 
et al., 2013; Pandey et al., 2013 ; Li et al., 2013b; Zhang et al., 2010 ; Dryanova 
et al., 2008; Jin et al., 2008; Yin et Shen, 2010) and 18 families have homology 
with many plant species (Figure 3.2b). It is important to notice that 13 families 
(58 miRNAs) have not yet been reported in pr vious wheat miRNA identification 
studies recorded in miRBase (Figure 3.2a). On can notice that the expression 
patt erns of predicted miRNAs are different b ,tween the 10 libraries (Figure 3.2c). 
The abundance of 160 miR As corr sponds at medium expr ssion (abundanc 
between 100- 999 reads) in at least one library and 39 miR As have high reacls 
abunclanc . MiR As wer also classified according to t h ir expr ssion proportion 
ov r t he total reads mapping to the corr sponding pr -miR As (Jeong et al., 
2011). Renee, one class woulcl correspond to typical miRNA when its expression 
represents more than 50% of the expressecl small R As mapping a given pre-
miR A (Tabl B.10 and Data B.2.2) (Cup rus et al. , 2011). Above 80% of t he 
predicted miR As in each library correspond to typical miR As (Table B.10) 
and they correspond to highly confid nt expressed miR As (Data B.2.2). 
The diversity of predicted miR A sequ nees is gr at r at 19 nt in length in allli-
braries (Figure B. 7a-d) while the cliversity of conserved miR As is grea ter at 21 nt 
(Figur B.7e) (unique sequences). For redundant miR TA sequenc s, a major p ak 
at 21 nt was observed for bot h predict d and conservecl miR As (Figure B.7a-e). 
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In addit ion , the majority of t he ident ified miR A expressed in t he different inves-
t igatecl condit ions are 19 or 21 nt long clepencling on the t issues , stresses, growth 
condit ions or genotypes (Figure 3.2d). These miRNAs were shawn to regulate 
at least 150 targets (60 unirefs) and at most 900 targets (335 unirefs) in all the 
explored con di t i ons (Figure 3. 2e) . 
3.3.3 Confirmation of predicted miR A candidates 
Selected miR A candidates were validated by northern blotting, a useful crite-
rion for authent icating miRNAs (Ambras et al. , 2003). For t his selection , miRNAs 
were ranked according to their expression level. Then, candidates were randomly 
chosen from either t he predicted only by MiRdup* (three tested cases) or predic-
ted by bath MiRdup* and MIRcheck (six tested cases) as well as low, medium 
and high expression. Their characteristics and their secondary structures are pre-
sentecl in Figure 3.3a and Table 3.2. These structures reveal the less stringent 
rules in MiRdup* concerning the symmetric and/ or asymmetric bulges in which 
the numb r of successive unpaired bases could range up to five nt in t he duplex 
such as in apMiR_ 16808 (Figure 3.3a). Their expression was confirmed under all 
t he investigated conditions (Figure 3. 3b and c). Many probes detect more than 
one mature miRNA product wit h distinct lengths in different li br aries, 19/ 21 nt 
for apMir_ 14769, 21 / 23 nt for apMir_20602, and apMir_ 22246 (Figure 3.3b and 
c). This indicates that the second detected miR A product may be a variant of 
each of these miRNA candidates. At least two of t hese miRNAs exhibit complex 
expression patterns in response to cold, vernalization, salt, Al, and in development 
(Figure 3. 3b). For instance, the larger miR A prad uct detected for apMir _ 14 769 
is preferent ially expressed in the Al-t reated library from pring wheat (1 8) . In ad-
dit ion, in sorne li br aries the expression level of the apMir _ 20602 and apMir _ 22246 
is much higher t han what may be expected from the low read numbers obtained 
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Figure 3.2: Overview of t he predicted miRNAs. a) Diag ra m of th int rscc tion b twee n miRN As 
p rcdictcd by the novel a pproach , co nse rvcd miRNAs idc nti fied by seque n ce ho m ology, a n d mi RNA · publi s hccl in the Jite rat ure; 
b) Evidence of consc r vccl plant miRN A fam ilies present in miRBase inclucling t h ose prc cli c t e d by o ur a pproach (tac, osa, bcli , 
hv u, ath a nd pte corresp ond rcspectivc ly to Triticum aestivu1n , OrtJza sativa, Brachypodium distachyon, H ordeum vulg are 
L . , A1-abidopsis th a liana and P optÛ'<S trichocarpa); c) The a bunda n c bins of ail pre di ctecl miRNAs in t h e 10 Jibra ri cs (L I-
LlO) p ro d u ccd fro m p lants grown und er differe nt investigated condit io ns. The a bu nd a n ce o f the icl e ntifi cd mi RN As r e p resents the 
number of reads sequc n ced in each li brary a n d classified o n 4 levels : Jow. 10- 99 reads; m edi um , 100- 999 reads; a n d high , 1000 a nd 
up ; d ) t h e le ngth distr ib u tio n o f miR NAs associated with miRNAs cl iffcrcntially exp rcssccl in different invcstigatccl compa ri so ns; 
e ) the number o f m iRJ'\A largelcd ge nes ( p rcse nt ed by EST id o r Un iRcf id) assoc ia t cd wilh miRNA s di ffcrcnli a lly ex p ress d in 
d ifferen t inves tigated com p ariso n s. WcvC I, wintcr whcat cultivar Clair (co ld tolera nt); ScvBo , s p ri n g whcat cult ivar Bo unty (co ld 
a nd Al sens itive) ; W cv /\ t , wi n te r wheat c ultivar Atlas ( Al tolerant) ; A. P, ae r ial p a rt s; L ./ R c p . T. , !caves and r prod u ctive tiss ues; 
.C , no rm al conditions ; /\1 , Al uminum; Ve rn ., ve rnal izatio n ; Re p ., re prod uctive; Str. R sp. , stress resp o nsc; Toi. , tol e rance; 0 v. 
rcs p .. develo p m c ntally res p o nse; FI. Trans , floral tra n s itio n ; FI w. , Aowcri ng. Sec l\ lcthod 8 .1.1 and Table 8 .3 fo r libraries a n d 
cond itions a nd Table B.12 for the di fferent invcstigatcd comparisons. 
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sence of very closely related miR A variants that can hybridize with the probes 
especially if the mismatches are at their start / end. Probes used would not be able 
to differentiate between these possibilit ies and thu would represent an average 
response of these related miRNAs. The miR A size may affect an AG01 func-
t ional state that mediates the recruitment of RDR6 (Cuperus et al. , 2011; Chen 
et al., 2010). However, for the apMir_20602 whose precursors overlap with trans-
posable elements (Table B.7a) , the high expression level and the presence of more 
than one size detected by northern may be associated with their repetitive nature 
with sequence variation in the genome. 
3.3.4 Expression of the identified miR As in response to different abiotic 
stresses and plant development in wheat 
To identify miR As associated with short and long exposure to cold , salt and 
Al responses and tolerance, three different control and five treated libraries from 
sensit ive and tolerant wheat genotypes were used. To identify miRNAs associated 
with floral transition and flowering in winter wheat , on library from plants at 
vegetative phase under normal growth conditions , one library under vernalization 
conditions (long exposure to cold acclimation) and one library from de-acclimated 
(one week under favourable conditions after cold acclimation) plants at the re-
productive phase were used. Analysis of miR A expr ssion levels idcntified 91% 
(182/ 199) of miR As that are differentially expressed between the stress condi-
t ions compared to the control by more than twofold change with a FDR of 0.05 (see 
an example of volcano plot showing differentiai expression of miR A candidates 
in response to long exposure to cold in the Figure 3.4a). Out of the 182 miRNAs, 
165 miR As are responsive to different abiotic stresses ( cold Al and salt) and 
99 miRN As are associated with plant development , particularly floral transition 
and fiowering (Figure 3.4b and Table B.ll). Among abiotic stress responsive ones, 
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Figure 3.3: Exper:imental validation of predicted and conserved wheat miR As. 
a) P r -mi RN/\ second a ry s tructure of miRNA candid a t es ex p rim ntally validated by no rth rn in t h e investigated libra ri es; b) 
n o rth rn blo t of p redicted miRN A s in co mmo n b e twee n MiRdup • a n d M ! R ch eck ( M*M) as we ll as s peci n call y predic t e d w ith 
Mi Rdu p• tool (SM*); c) nort he rn blot o f m iR A can didates ide nti n ed by b a th seque nce ho m ology agai n ·t miR8a ·e (co n se rved 
miRNAs) a nd predi c t ed in common bctwecn M!Rcheck a nd MiRdup*. Ethidium b ro mide stai nin g of the rRN/\ s is s hawn as 
gel loading control. LO re pr sents th e contro l library for !\ 1 tr at m nt (LB) in s pring wh at Bounty whi ch was not scq u cn ced . 
The numbe rs b etwccn the p a re nthcses co rres p o nd to t h e xpression ra nk a m o ng the 199 prcdictcd miR 1\s. The lowcr value 
cor responds t o the highe r rcad abunda n ce. Fo r more information a b o ut the libra ri es and condi tio n s sec Met hod 8 .1.1 and Table 














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































B.ll). We also find t hat regulated miRNAs may xhibit either common or specifie 
expression patterns. Many of them show expression that is tissue, stress, genotype, 
or development stage-specifie (Figure 3.4c and cl). They may be specifie to Al in 
roots , cold/ vernalization and salt t reatment in aerial parts, or common to two 
stresses or to all of the investigated abiotic stresses (Figure 3 .4c) . This indicates a 
crosstalk betw n the regulatory mechanisms of cold , Al and salt responses. This 
observation is confirmed by northern ·blot analysis howing a dynamic and com-
plex expression pattern for several abiot ic stress responsive miRNAs (Figure 3.3b 
and c) . For instance, th candidates apl\!lir _ 19980 and apMir _ 16808 are slightly 
up-regulated by cold , but also strongly down-regulated by salt and Al. The re-
gulated miR As may be also specifie to vegetative (11- 1 2), reproductive phase 
(1 3); or common to t he two phases (Figure 3.3b and Figure 3.4d). Moreover , out 
of t he 199 miR A candidates, less t han 10% are ubiquitously.expr ssed under the 
investigated conditions. 
3.3.5 Functional ela ification of abiotic stress and developmentally rcgulatcd 
miR As in wheat 
The potential fun etions of regulated rniRN As ( differentially expr ssed b tw en two 
condit ions) were classified into 24 miR A groups for cold (Co1-Co8), Al (All-Al8) 
and development (Dev1-Dev8) according to t heir expression in two wheat geno-
types that differ in their cl gr e of tolerance as well as during differ nt develop-
ment stages (Table B.12) . For each stress , we found that groups 5 and 6 (Co5-Co6 
for cold/ vernalization ; Al5-Al6 for Al) having similar expression profiles in tole-
rant and sensitive g notypes ar associated with cold/ Al responses while other 
group (Co1-Co4, Co7-Co8 and All-Al4 , Al7-Al8) showing different xpres ion 
patterns betw n the two g notypes ar as ociat cl with tolerance (Tabl B.12). 
For dev lopm nt miRNA groups, 6 groups are associated with floral transition 
(Dev3-Dev4) and fiowering (Dev1-Dev2 and Dev7-Dev8) . The 24 miRNA groups 
95 
were subjected to GO enrichment analysis based on t he 3 categories : cell com-
ponent, molecular function and biological process (Figures B.4b-B .6b). Several 
highly enriched GO Slim terms associated wit h t he studied condit ions (Figure 3.5 
and Figures B.4b-B.6b). 
Th miRNA group associatecl with cold respon es (Co5) is specifically enriched 
for membrane (t riose phosphate t ranslocator) in t he category cell component (Fi-
gure B .4b) and signal transduction (A uxin-responsive pro teins) in t he category 
biological pro cess (Figure 3. 5 and Figure B. 6b). Consistent ly, enrichment is also 
found for nucleus (Figure B.4b), protein binding activity (Figure B.5b), nucleo base 
containing component m etabolic pr_ocess and response to endogenous stimulus (Fi-
gure 3.5 and Figure B.6b) which are all overrepresentecl by auxin responsive pro-
teins. These results indicate t hat cold regulated miR As may function in carbon 
part it ioning during photosynt hesis and in auxin-activated signaling pathways. For 
miRNA groups associat ed with Al responses (A15-Al6), an enrichment is founcl for 
hydrolase activity (protein phosphatase 2C, lipase) 1 catalytic activity (glutathione 
peroxidase, phenylalanine ammonia-lyase) (Figure B.5b), response to endogenous 
stimulus (Auxin Response Factors), DNA metabolic process (histone 4) (Figure 3.5 
and Figure B.6b). These results indicate that Al-regulatecl miRNAs may function 
in regulation of gene expression and signaling as well as plant defense under oxida-
t ive stress. More interestingly, many targets found for miR A groups associated 
with cold (Col , Co2, Co4) and Al (All , Al2 and Al3) tolerance are known for 
t heir function in stress adaptation. For miR A groups associatecl wit h colcl tole-
rance, t he group Col and Co2, showed enrichment for the GO Slim tenn response 
to stress (phosphoglycerate mutase, Defensin-like protein 1, Universal stress pro-
tein A-like protein). In addit ion, Col i enriched for response to abiotic stimulus 
(thaumatin-like protein, glutathione S-t ransferase) (Figure 3.5 and Figure B.6b) 
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Figur 3.4: Differentially expressed miRNAs in response to cold, salt , aluminum 
and development. a) The d ifferent iai expressio n o f rniRNAs in rcs p o nse to ve rna.liza.ti o n ( presented o n log l O adjus t ed 
p-value based o n the FOR method of Be njamin i a nd H ochbe r g (H ofacker . 2003 }, associat d wit.h the logl 0 of t. h fnlrl ch•ngP 
( F C)). The !ines s p eci fy th<' thr<'s hol d s userl to identify th e m ost rel van t different ially C'xprC'SSC' d miRNA s . Th e b lu e a nd red 
dot correspond rcs p ect ivcly to expressed mali R A a nd pred icted miRNAs; b ) the fr equ c n cies o f differcntially cx p rcsscd 
miRNAs in r es p o nse to vernalizatio n , cold , Al , salt a nd deve lo pm e nt s tage ( Aerai t ransi tion and Aower in g); a n d those differentially 
e xpressed b etw e n tolerant a nd sen itiv ge notyp es; c) Ve nn diagram of miRNA s regulated unde r s h o rt / lo ng x p osu re to cold 
(co ld / ve rn al ization , L2 / Ll a nd L7 / L6 ) in leaves, Al (Ll0/ L9 and L8 / L9 ) in roots a nd salt (L4 / Ll } in J. aves; d) V nn diag r a m of 
mi RN 1\s ex p resscd in cont ro l pl a nts du rin g vegeta tive phase und r no rm a l conditi o ns (co n t r ol libra ry Ll }, p la nts accl imated up 
to 56 days at 4 (ver naliz d lib r a ry L2) du r ing v getative phase a nd, plants acclimatcd up to 56 days at 4 a nd then tran f rre d to 
no rmal co ndiLi o n s under lo n g d ay !JhOLo p ri a d Lo induce Oowe rin g durin g t he re JJ rodu c tive p has ( re p rod uc Live library L3). Up , 
up- regul ated miRNAs; Dw , down-reg u lat d miRNAs; Cold / vrn , co ld a nd vernalization respon sive miRNAs in sp r ing ( L7 / L6) a nd 
wi n ter w h at ( L7 / L6}, respectively; salt rcs p o n s ive mi R N As in win ter wheat (L4 / Ll ); Al res p o nsive mi R NI\s in spring ( L8 / L9 ) 
a nd winLer ( Ll0 / L9} wheaL; For Lolerance , o n ly di ffere n Li<tlly e x !Jr s -ed m iRNA s belween cold (L2 / L7 ) a nd Al (L I O/ L ) Lrea.Led 
libra ries a re p resente d. 1\11 et he r abbre vi atio ns' a rc d esc rib ed in t h 1 ge nd of Fig ur 3.2. Sec Mct hod B .l.l a nd T a ble 8 .3 a bout 


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































sulfolactate synthase-like), nucleus (CBFIVb-B20) , hydrolase activity (Ubiquit in-
like-specific protease , Serine carboxypeptidase) and catalytic activity ( Gibberellin 
20 oxidase, Glyceraldehyde-3-phosphate dehydrogenase) (Figure B.Sb). This in-
dicat es that the id ntified cold regulated miRNAs may function in proteolysis, 
gibberellins biosynthesis and glucose metabolism. The group Co3 is enriched for 
transporter activity (Sodium/ hydrogen exchanger) (Figure B.Sb) while t he group 
Co4 is enriched for pollen-pistil interaction m(Serine/ threonine-protein kinase) 
(Figure 3.S and Figure B.6b) indicating t hat they may also have a function in ion 
transport and signaling. 
Moreover , for groups associated with Al tolerance, the most enriched GO Slim 
terms are mitochondrion1 transporter activity (Cytochrome b-el complex) and 
carbohydrates m etabolic process (glyceraldehycle-3-pho phate dehydrogenase) in-
dicating that miR As from t hese groups may mediate glycolysis and respiration 
process under Al stress condit ions. Enrichment is also found for t he terms catalytic 
activity1 hydrolase activity1 sequence specifi e transcription f actor activity (Figure 
B. Sb), secondary m etabolic process1 embryo development, anatomical structural 
morphogenesis and multi-organismal development (Figure 3.S and Figure B.6b). 
They are overrepresentecl by many important metabolism enzymes involved in 
phenylpropanoid metabolism and ubiquit ination process (phenylalanine ammonia-
lyase, DEAD-box ATP-dependent RNA helicase, Ubiquit in carboxyl-terminal hy-
drolase) as well as transcription factors (Homeobox-leucine zipper proteins). 
Interestingly, t he targets in miR A groups associated with development are in-
volved in cell growth and flowering. T he miR A groups a sociated with flowering 
(Devl , Dev2) show enrichment for the GO Slim terms protein binding activity1 se-
quence specifie DNA transcription binding activity (MIKC-type MADS-box trans-
cription factors) , and/ or kinase activity (Serine/ threonine-protein kinase) (Figure 
B. Sb) . They are also enriched for nucleobase containing compound metabolism 
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and pollen pistil interaction hat are specifically repr sented by two well cha-
racterized regulators genes (MIKC-type MADS-box and Serine/ t hreonine-protein 
kinas ) (Figure 3.5). One miR IA group associated with floral t ransition (Dev 4) 
is enriched for th GO Slim terms transport and response to endogenous stimulus1 
specifically repre ented by Auxin-r sponsive proteins. Furthermore , the potential 
function of ubiquitously expressed miR A librari s was also investigated. They 
show significant enrichment for the GO Slim terms thylakoid (Figure B.4b) , kinas e 
activity, nucleotide binding activity (Figure B.5b) , and cell protein m odifi cations 
(Figure 3.5 and Figure B.6b). This result indicate t hat constitutively expressed 
miRNAs may modulate the basic cellular functions refiect ing their vital regulatory 
rol in oth r growt h condit ion yet to be ident ifi d in wh at. 
3.4 Discussion and conclusions 
3.4.1 The wheat miRNA pipeline 
In t his study, w developed a pipeline that identifi s conserved as w 11 as clade 
and species-specific or young miRNAs. This pipeline can be easily adapted for 
other plant species. To predict miR As from GS and analyze their function , 
the steps described in Figure 3.1 are required. While several steps are standard 
in GS analyses (Hsieh et al., 2009; Jeong et al. , 2011 ; Ling et al., 2011) , we im-
proved the miRNA pr diction steps by integrating fold d pr -miR A candidates, 
expr ssion profiling and functional analyses of differentially expressed candidates . 
To address t he st ep of miR A prediction, we decid d to exploit two methods with 
different algorithmic schemes MiPred (Jiang et al. , 2007) and HHMMiR (Kadri 
et al. 2009) to have a broad range of hairpin candidates. These methods were 
trained on pre-miRNAs from plant s and wheat sequences available in miRBase 
and resulted in the identification of a large number of pre-miR A candidat es 
using the predictors MiPred (Jiang et al., 2007) and HHMMiR (Kadri et al., 
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2009). To address issues of latter m thods for the lack of consideration of mat ur 
miRNA and thcir surrounding biological featurcs , wc dcvclopcd a classifier that 
ranked the best 35 biological features of plant miR As that was integrated into 
MiRdup* (Table B.5) . For robustness , the classifier 's mo dels were trained separa-
tely on three datasets ( all miRBase species, all plants and only mono cots). This 
increases sp cies-sp cificity and allows the discovery of f atures that distinguish 
wheat miR TAs from those of other speci s. The developed classifier (lVIiRdup*) 
was able to red uc the level of false prediction o btained by MiPred (Jiang et al. , 
2007) and HHMMiR (Kadri et al. , 2009) by more th an 81% (Figure 3.1 , Figur s 
B.1 and B.2) and allowed the assessment of the position of a miR A in a given 
pre-miR A qu nee. In addition, the combinatorial analysis betwe n MiRdup* 
and MIRch ck (Jones-Rhoades et Bartel, 2004) which identifies 20-nt regions of a 
given plant pr -miR A using a predetermin d set of rules and constraints, show 
that MIRch ck is too stringent and easily removed xp rim ntally validated miR-
NAs (Figur 3.3b and Figures B.2). 
The availability of wheat EST databases and our approach nabled us to id ntify 
with confidence 199 miR A candidat s. Th s candidat s may include miR A 
gene homeologs from the three genomes of hexaploid wheat, or ESTs with S P 
differences in different wheat varieties. It is also reasonable to assume that these 
families represent only a fraction of he total miR As that may exists in hexa-
ploid wheat inc many mall RNAs till remain unmapped to wheat sequences 
or cons rved miR As from miRBase. Th availability of th complet ass mbl d 
and w ll-annotated hexaploid wheat genome will help to compl t th discov ry 
of the remaining miRNAs. 
It is important to emphasize that among the pr dict d miR As, in spit of being 
derived from ES'D l than 5% of the mature miR A are associated with known 
protein coding r gions and 1 s than 7% ar r laLed to transposabl elements 
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(Table B. 7a and B. 7b). According to Dinger et al. (2008), many transcripts are 
categorized as bifunctional RI As. They can be translated into prot in but also 
function independently as R A. The presenc of su ch bifunctional R TAs chal-
l nges the as umption that the R A world can be neatly parsed between mutually 
exclusive prot in-coding and non-coding categories. 
3.4.2 MiRNA candidates associated with abiotic stress responses 
This study represents one of the largest de nova miR Aome analyses in response 
to different abiotic stress s and development in hexaploid wheat. Although many 
cold r sponsive miR As have been identified in spring wh at using GS (Tang 
et al., 2012) our tudy identified a large number of novel candidates regulated 
by cold , vernalization, Al and salt with dynamic and complex expression patterns 
(Figures 3.4 b , 3.4 mb and Table B.11). Several identified miR As are either 
a sociated with a specifie stress or common to at least two str s es (Figur s 3.3 
mb and 3.4 c). Many of their targets are known to be stress-related genes (Figure 
3.5 and Figures B.4b-B.6b) commonly regulated under abiotic stresses . 
Our results show that miRI As may mediate plant re ponses to Al treatment by 
r gulating xpression of stress related genes particularly those involved in auxin 
ignaling and fatty acid metabolism. This is consist nt with th fact that Al affects 
the r lativ abundanc of membrane lipids and the degree of fatty acid unsatu-
ration (Wagatsuma et al., 2005; Hossain Khan et al., 2009) and Auxin R sponse 
Factor (ARFs) that are known to inhibit root d velopm nt in r spons to Al toxi-
city (Wang et al., 2005). In addition, the experimentally validated apMir_ 22246 
(which corre ponds to tae-miR160) is regulated by Al exposure (Figure 3.3 c) 
and targ t pecifically ARFs. Many ARF members are known to be regulated by 
miR167 and miR160 and to play r gulatory roles in adventitious rooting ( Gutier-
r z et al., 2012), upporting the possible role of apMir _ 22246 in root development 
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under Al treatment . 
3.4.3 MiR A candidates associated with cold respons sand freezing tolerance 
Our data indicate that cold regulates the expression of several miRNAs in spring 
as well as in winter wh at (Figures 3.3 b , 3.4 band c) . Four miRNA groups asso-
ciated with cold tol rance (Table B.12) target as t of cold regulat d gen s known 
to b involv d in fr ezing tolerance including the transcription factors CBFs, dehy-
drins , DEAD-box R A helicases, thaumatin-like prot in (Badawi et al. , 2008; Kim 
et al., 2008; Kurepin et al., 2013; J anska et al. , 2010). Int restingly, many candi-
date miRNA target genes related to the ICE1- CBF major pathway t hat regulates 
freezing tolerance in cold hardy plants. This includes the targets DEAD-box ATP-
depend nt RNA helicase 12, CBF and dehydrin (Table B.9) . Results from our 
previous studies demonstrated that genes related to the ICE1- CBF pathway play 
a cri ti cal role in freezing tolerance in hexaploid wheat (Badawi et al., 2007) . Here 
we show that the miR A candidate apMir_ 16808 is regulated in response to cold 
(Figure 3.3 b) , and targ t t he cold responsive genes dehydrin~ (Table Tab2) (Ba-
dawi et al. , 2008; J anska et al. , 2010). The candidate apMir_ 19532 from miR A 
group associated with cold tolerance targ t CBFIVb-B20 gen (Tabl B.9) . Th se 
results sugg st that t hese miR As may contribute to freezing tolerance by regu-
lating cold-regulated genes belonging to the CBF regulon in winter wheat. 
3.4.4 Predicted miRNA target genes common in regulating several stresse 
Plants evolv d common regulatory mechanisms to adapt to nvironm ntal tr sses 
such as oxidative str ss commonly induced by both cold and Al. Our r sults show 
that many of the identified at iotic stress re ponsive miR A exhibit d a corn-
mon tress expr ssion pattern (Figur s 3.3 b and c and 3.4 c) . For instance, t h 
expr ssion of t he new member of miR395 family, miR395-21 corr sponding to 
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apMir _ 20968 , is commonly regulated in response to cold and Al stress (Figure 
3.3 c) indicating that miR395 is not specifie to sulfate starvation as previously 
reported in Arabidopsis and rice (Jeong et al., 2011; Liang et Yu, 2010). Zhao 
et al. (2013) also reported t hat miR395 is involved in phosphate homeostasis in 
wheat. This indicates t hat miR395 mediates not only plant response to sulfate 
deficiency but also may mediate responses to other nutrients t hat are imbalancecl 
und er abiot ic stress condit ions. Taken together, our results indicate t hat miR395 
would play a common role in plant nu trient homeostasis under abiotic stress condi-
tions. In agreement with previous suggestions, our results indicate that miR As 
coordinate crosstalk among different nutrient cl ficiencies. This is the first indica-
t ion that crosstalk between cold , Al stress and plant nutrients could be regulated 
by miR As. Moreover, we show that the miRNA candidat apMir_ 20602 is also 
commonly regulated under cold , salt and Al (Figure 3.4 b) and targets glutathione 
peroxidase (Table Tab2). Recent findings showed t hat human miR As regulate 
glutathione peroxidase expression to maintain redox homeostasis (Wang et al., 
2014). This supports the possible rol of apMir _ 20602 in media t ing cro stalk 
between abiotic stress responses by regulating glutathione metabolism. 
3.4.5 Wheat vernalization responsive miRNAs associated with floral transition 
and flowering 
In this tudy, we investigate the role of miR As during the t ransit ion from the 
veg tative to the reproductive phase, and during flowering in winter wheat that 
requires vernalization to flower. We found that among clevelopmentally responsive 
miRNAs, many candidates target cold responsive genes known for t heir function 
in flowering t ransit ion and flower development (Tabl B.9). For instance, the can-
didat apMir_ 19892 corresponding to hvu-miR444b (Data B.2.1) could target 
many MIKC-type MADS-box transcript ion factors 1 the homologs of TaAGL17 
and OsMADS57. In wh at ; MIKC-typ MADS-box transcription factors control 
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flower development and morphogenesis (Paolacci et al., 2007). In barley, this target 
contains both the target site for miR444b and the pr cursor sequence for miR444a 
(Colaiacovo et al., 2012)). In rice , OsMA DS57 is involved in axillary bud develop-
ment and regulat ion of t illering through dawn-regulat ion of miR444a (Guo et al. , 
2013). Since the miR A variants from miR444 family are functional , and MADS-
box genes are collectively regulated by the miR444 family (Sunkar et al. , 2012) , 
we suggest t hat apMir _ 19892 may mediate flowering through the regulation of 
MIKC-type MADS-box transcription factor gene expression . ApMir _ 19532 tar-
get genes encoding Ubiquitin-like- pecific protease ESD4 known to r gulate plant 
respons s to cold and th tim of flower initiation (Reeves et al. , 2002 ; Murtas 
et al. , 2003). In addit ion, apMir_ 20860 corresponding to miR1 59 (Data B.2 .1) are 
involved in promotion of floral transition in many species. In ornamental plants, 
miR159-regulated GAMYB expression is an effectiv pathway of fiow ring t ime 
control Li et al. (2013a). This suggests that apMir_ 19532 and apMir_ 20860 may 
mediate fiowering time in wheat through the regulation of Ubiquitin-like-sp cific 
prat ase ESD4 and GAMYB g ne xpression. 
3.5 Methods 
3.5.1 Plant material and small R As isolation 
In this study, three g notypes of hexaploid wheat ( Triticum aestivum L. 2n= 6x= 42 , 
AABBDD) , one spring genotype (cv Bounty, cold and Al s nsitiv ) and two winter 
genotypes (cv Clair , cold tolerant and Atlas66 , Al tolerant g notyp ) were us d 
to construct ten different small RNA librari from plants in v g tativ and/ or 
reproductive stag sand/ or xposed to different stress treatm nts or under normal 
condition (Method B.l.1 and Table B.3). To identify miR As that ar associat d 
with different developm nt stages, tissues from both vegetative and reproductive 
phases w re used. Vegetative phase samples include leaves and crown from the 
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aerial part of plants. Reproductive phase samples include leaves at flag leaf stage, 
developing spikes with sizes ranging from 2 to 110 mm, and spik s partially and 
completely-opened with and without pollen. We used also root t ips to identify 
miR As associated with Al and salt stress, and aerial parts including l av s and 
crown to identify miR As associated with cold and salt . In addition , we used 
different genotypes of winter (tolerant) and spring (sensitive) wheat to identify 
miR JAs associated with Al and freezing tol rance. Small R A extraction was 
init iat d from 200 mg of a mixtur of leaves, stem or root tip t issues from 10 
to 100 seedlings for each t ime point. Control and treated plants were sampled at 
the same time of the day for each t ime point ( except for the first day where a 
few samples were taken at short t ime points) as described in (Method B.l.1 and 
Table B.3). Small RNAs (below 200 nt) were isolated from each sample using t h 
mirVana miR A Isolation Kit (Ambion Inc. US). MiRNAs (small R As below 
40 nt) from each time point were isolated using the flashPAGE fractionation kit 
(Ambion) (IVIethod B.l.1 and Table B.3), and t hen purified using t he fiashPAGE 
Reaction Clean-up kit (Ambion) according to the manufacturer's protocols. Their 
integrity was assessed using a DNA 1000 LabChip on an Agilent 2100 Bioanalyzer 
(Santa Clara, CA, USA). 
3.5.2 MiRNA libraries construction and sequencing 
Twenty five nanograms of purified miR As from each time point of a given condi-
tion (Method B.1.1 and Table B.3) were pooled and used as a template to produce 
the corr sponding miR A library. MiR JAs were tagged with a barcode syst rn 
containing ten unique and specifie amplification primers (1 barcode/ library) and 
ten cD A libraries were produced using the SREK kit (small R A expression Kit, 
Ambion) according to the manufacturer' protocol. The libraries were sequenced 
on t he SOLiD Analyzer according to the standard protocol (V2.1 Applied Biosys-
tems). 
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3.5.3 Experimental validation of predicted miRNAs 
For each library, identical amounts of plant t issues from each tim point were 
ground and mix d with TRizol Reagent (Life Technologies). The same extract 
volume from each time point of each library was pooled to isolate small RNAs 
using t he mirVana miRNA Isolation Kit. Five micrograms of small R JAs from 
each library were analyzed by northern blot (Varallyay et al., 2008). The expe-
riment was repeated at least twice for each selected probe. The oligonucleotide 
probes are presented in Table B.13. 
3.5.4 Identification and extraction of potential pre-miRNA candidates from 
sequenced small RN As 
From the 89 million reads obtained from the ten libraries, we first removed reads 
that have low quality scores as recommended for SOLID sequencing (Hackenberg 
et al., 2009; Rib iro-dos Santos et al. , 2010) (Table B.4) . After adapter removal 
using the program cutadapt v0.9 (Schulte et al. , 2010) , small R As between 18 
and 30 nt were mapped to ESTs with the MAQ v07.1 program (Ondov et al., 
2008) allowing a maximum of two mismatch s (Method B.l.3). Th n , s quences 
with low complexity or containing r p ats w re filtered out using R"pcatMas-
ker v3.2.9 (Smit et al., 2010) with RepBase15 .09 and Repeatmasker-Libraries-
20130422 (Jurka et al., 2005), and a slow search method against Triticum aesti-
vum and Oryza sativa. For each mapped EST, we considered two sequences t hat 
could include a potential pre-miR A candidat as follows : 20 nt before the start 
and 160 nt after the nd of the mapping w r xtracted from both EST strands. 
The secondary structures of t he xtract d s quences (pri-miRNA) were folded 
with RNAfold from ViennaR A vl.8.4 package (Hofacker, 2003) to identify tho e 
having a hairpin-lik shape, one of t he fundamental characteristics of pr -miRNAs. 
Then , t hese sequences were submitted to two pre-miRNA predictors using diff rent 
-------------------------
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algorithmic schemes, HHMMiR (Kadri et al., 2009) and MiPred (Jiang et al. , 
2007) , which were trained with pre-miRNAs of all cloned or sequenced miRNAs 
from miRB ase (Kozomara et Griffiths-Jones, 201 1). Finally, to ident ify conserved 
miR As, we performed a blastn of small RNAs with more t han 100 reads in at 
least one library against miRBase (V21) (Kozomara et Griffiths-Jones, 2014) with 
a word_ size 7, maximum e-value 0.1 , percentage identity 80, gap open penalty 5, 
gap extension penalty 2, match score 1, mismatch score -2, filt er low complexity. 
vVe restricted t he blast results as follows : qu ry coverag of 90%, subj ect coverage 
of 90%, with no gap allowed. 
3.5.5 Filtering false positive pre-miRNAs 
We adapted our previously pub li hec! machine learning classifier (Leclercq et al. , 
2013) to the best plant features associated with the position of miR A-miRNA * 
duplex in the pre-miR A (Method B.1.4), and we nam d t his version MiRdup*. 
The latter differs from the original one on the 35 retained feat ures (Table B.5) 
that are relevant for plants and has been t rained on all experimental ( cloned or 
sequenced) miRNAs from miRBase subdivided in three datasets (all species, all 
plants and only mono cots). This classifier computes a core of prediction scaled 
betw en 0 and 100 (more evidence). The potential pre-miR As from MiPred 
or HHMMiR t hat obtained a MiRdup* classification score higher than 90 and 
with miRNA reac! abunclance above 100 in at lea t one library wer selected 
as candidates. In addit ion, to help iclentifying the potential functional miRNAs 
among several candidates, we applied the relaxed expression rules derived from 
the update of the pecific criteria for plant miRNA annotation reportee! by Meyer 
et al. (2008). In parallel, we applied MIRcheck (Jones-Rhoades et Bartel, 2004), a 
well-known tool for plant miR A ident ifi cation, on the overall preclicted miR As 
to compar t he differences with MiRdup*. A combinatorial analysis between the 
two tools is provided (Figures B.1 and B.2) . Then, the pre-miR As were blasted 
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against TREP database to identify miR As that originat from transposable 
elements (Table B.7a) . The e-value thr shold us d is 5.0E-05 and Hit Cov rage 
(HG) = 85 and percentage of id nt ity = 80. We perform d also a blastx of 
ESTs producing the identified pre-miRNAs against proteins coding sequences from 
protein plant databas with default parameters (Table B.7b). The threshold to 
include a blast hit of an EST into a given protein core is an e-value lower than 
l.OOE - 20 and qu ry coverage or hit coverage higher than 85% and p rcentag 
of identity higher than 75%. 
3.5 .6 Statistical analyses of the abunda~ce of potential miRNAs 
To quant ify and compare sequence abundance across different libraries raw read 
counts were normalized using rpm (r ads per million). S quences with read counts 
lower than 100 in all libraries are r moved. Significanc level of the differenc of 
small R A between two libraries was analyzed using a correct d Z- Score rn t hod 
a described in Kal e-t al. (1999). An adj ustment for mult iple comparisons bas d 
on the fals di cov ry rate (FDR) (B njamini et Hochberg, 1995) was p rformed 
(F DR < 5%). Th small RN As with fold change lower than 0.5 or higher than 
2.0 w r retained . 
3.5.7 MiR A target analyses and GO enrichm nts 
MiR A target g nes were identi:fied using the FASTA engine of Tapir vl.O pro-
gram, with a string nt maximum core of thr and minimum free en rgy = 0.7 
(Bonnet e-t al., 2010) xcluding ESTs annotat d a unknown proteins. For t he 
obtained and annotated targ t genes, we r trieved their classification in Gene 
Ontology (GO) through the GO Slim viewer on AgBase w b rver (Binns e-t al., 
2009). The GO Slim nrichments w re perform d using t he standard hyp rg o-
metric te t. Th wheat genome GO Slim background was constructed taking into 
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account the overall GO Slims covered by the 127,039 UniRefs id retrieved from 
all the collected ESTs Database. The GO Slim terms with P- value < 0.05 w re 
considered as enriched. The same proc dure was appli d for the targets of th 
differentially expressed miR As. Unlike the overall analysis, the GO Slim back-
ground considered in each condition was computed from only the GO Slim of the 
identified target genes present in the two compared libraries from sensitive and to-
lerant genotypes. For functional analysis, we investigate the potential function of 
all identified miRNAs in the 10 investigated conditions (10 libraries) for miRNAs 
having at least 100 reads in at least one sequenced library. (data B.2.3). 
3.5.8 Availability of supporting data 
All the predicted and conserved miRN As from this study, the published miR As 
from the literature, the small RNA expression profiles are provided at the following 
data base http: 1 /wheat. bioinf o. uqam. ca. 
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4. 1 Abstract 
MicroRNAs (miR As) are emerging as important post-transcriptional regulators 
that may regulate key genes responsible for agronomie t raits such as grain yield 
and stress tolerance. Several studies identified species and clades specifie miR A 
families associated with plant stress regulated genes . Here, we propose a novel 
resource that provides data related to the expression of abiotic stress responsive 
miR As in wheat, one of the most important staple food crops. This database 
allows the query of small RNA libraries, including in silico predicted wheat miRNA 
sequences and the expression profiles of small RN As identified from those libraries. 
Our database also provides a direct access to online miR A prediction software 
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tuned to de novo miRNA detection in wheat, in monocotyledon clades, as w ll as 
in other plant species . These data and software will facilitat multiple comparative 
analyses and reproducible studies on small R As and miRNA famili s in plan s. 
Our web portal is available at : http :/ / wheat.bioinfo.uqam.ca. 
K eywords : Abiotic stresses and development Expre sed Sequenced Tags miR A 
database ext-Generation Sequencing Wheat 
4.2 Introduction 
ext-generation sequencing off rs inter sting tools f r generating and s arching 
for microRNAs (miR As) that are express d during growth and dev lopment . 
This approach provides several small RNA libraries and miR A candidates from 
hexaploid wheat ( Triticum aestivum L .) grown und r different stress conditions 
such as heat, cold, and powdery mildew and fusarium infection. MiRBase, the cur-
rent gen ral database of miRNA sequences, is the main resourc to ace ss miR A 
data. Unfortunat ly, only 119 xp rim ntally validat d wh at miR A ar avai-
lable in t he latest release of miRBas (Kozomara et Griffiths-Jones , 2011). Fur-
t hermore th miRBase int rfac is not suitable for the analysis and assessment of 
miRNA candidates according to their original biologicallibrari s and xp rim n-
tal condit ions . To circumv nt this limitation , w d veloped a novel compr h nsiv 
web-based server, WMP (Wheat MiR A web-Portal). It is dedicated to wheat 
miR As, with mphasis on str s r sponsive miR As from different wheat geno-
types and tissues. This databa tor and display differ ntial g n expression 
data from several small R A librari s. It also contain the data from 20 diff rent 
miR A studies (refer nees ar listed in the database interface). Moreover , the web 
portal yi lds and integra te vi w of t h pr -miR A hairpin tru ct ur s and t he 
related predict d target . It also includ s two miR A pr dictors : miRdup (L -





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































evolutionary clades ( wheat , cereal or plants) . 
4.3 Databas content and statistics 
The curr nt databa e includes data of ten small R A libraries produced from 
plants grown under different abiotic stress conditions and development stages. 
From these libraries, a set of 168,834 unique express cl small R As are illu tratecl 
as well as 267 evolut ionary conservecl miR As accorcling to miRBase (Kozomara 
et Griffiths-Jones, 2011). The databas also contains a broacl description of 5,036 
published wheat miR As. It provicles cletailecl presentation of 199 newly identifiecl 
wheat miRNA , 1,390 associated targ t genes, ancll.4 millions ESTs with 127,039 
Uniref clusters, collected from even wheat clatabas s issued from Agharbaoui et al. 
(2015). Pu tati v target genes w r iclentifiecl for ach miR A using the Tapir 
program (Bonn t et al. , 2010). Gene ontology (GO) a sociations and enrichment 
w re also id nt ifi cl for associatecl targets result ing in 2,561 biological process , 
1,616 cellular component, and 1,386 molecular function a sociations. To enhance 
the visualization of miR A structures, a high quality picture of each miR A and 
each pr -miR A hairpin were gen rated u ing the Varna pa kage (Darty et al., 
2009). Figur 4. 1 highlights an xampl of graphical and statistical feature of 
miR A candidate in the clatabas . 
4.4 User interface 
The clataba e provides the following four main option : A) Basic search : al-
lows keyword orr poncling to on or mult iple entri s from the following cate-
gori s : validated miR As, pr -miRNAs or the hairpin-foldecl tructure motifs 
(dot bracket notation) a sociated target gene acce ion identifier , U nircf identifier 
or nam EST quenc or id ntifi ation and GO l scriptions or identifier ( e.g. 
GO :000 152) . B) Advanc d arch: the u er can earch for cliff r ntially xpre cl 
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miR As by choosing th growth conditions and selecting a list of miR A patterns 
(upregulated , downregulated, not diff rcntially expressed , or not rclated to any of 
t he condit ions) . The metrics for statistical significance (p-values) and the miR A 
expression fold-change between libraries could also be set to filter candidates. C) 
Data menu : provides a direct access t o predicted miRNAs, conserved miRNAs, 
the associated target genes and ESTs. This menu also gives access to Libraries 
and conditions opt ion . This opt ion allow profiling of all miR As expressed in 
any given libraries or under any giv n stress condit ions. D) Tools menu : provides 
five important applications for t udying small RNAs libraries and miRNAs. It 
includes MIRcheck v1.0 (Jones-Rhoades et Bart l, 2004), miRdup v1.2 (Leclercq 
et al., 2013) , Small RN A fin der, Library comparison as well as a Blast interface 
(Altschul et al., 1990; Camacho et al. , 2009). MIRcheck and m iRdup are miRNA 
prediction tools. For both predictors, users can submit candidat miR As, miR A 
precursors, or hairpin secondary structures for analysis. The MIRcheck tool allows 
two modes of computation ( default paramet ers used by Jones-Rhoades et Bartel 
(2004) and the universal plant miRNA criteria given by Meyers et al. (2008)) . 
The miRdup predictor (based on a machine learning approach) allows a selection 
among four evolut ionary clade-t raining sets. These sets are extracted from experi-
mentally validated miR A sequences found in miRBase (all miRNAs of miRBase, 
viridiplantae (plant), monocotyledons and wheat ( Triticum aestivum L.)) . Small 
R NA .findeT opt ion permits users to search for mult iple sequences in a single query 
against putative miRNA and small R A database . The Library comparison op-
t ion allows extracting differentiai expressed small RNA betw en two libraries. In 
the Blast option, users can ident ify t he location of query sequences (nucleot ide 
and amino acid sequences) against the wheat whole sequenced genome using t he 
Blast tool. Further details on our database and a demonstration of sorne of its 
features are provided in t he following s ction. 
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4.5 Study case : searching for miR As regulating glutathione S-transferases 
The usefulness of our miR A database is shown with an example of the search of 
miRNAs that regulate glutathione S-transferase (GST) nzyme family in wheat . 
GSTs are multifunctional proteins known for their important roles in both normal 
cellular metabolisms and the detoxification of a wide variety of products under 
str ss conditions (Marrs, 1996; Jain et al., 2010). GSTs hav been shown to be 
miRNA targets in various other plant species xposed to stresses, such a osa-
miR1848 in rice (Li et al. , 2010; Shaik et Ramakrishna, 2012) , rsa-miR156 in 
radish (Xu et al. , 2013) , mir168 homolog in sweet potato (Dehury et al ., 2013) 
and ssp-mir169 in sugarcane (Gentile et al., 2013; Menossi et al. , 2015). U sing 
th ba ic keyword search option, we first looked for t he complete nam of the 
GST enzyme : "glutathione S-transferase". We found 31 target gene s quences, 
one miR A gene and 30 gene ontology annotations. To nsure that w didn 't 
miss any other related data in the database we searched for alternative keywords 
related to the enzyme such as glutathion transferase and GST. Clicking on the 
target sequence id ntifier CJ 93705 ( with a good Tapir score of one), allows t he 
user to access furth r r lated information such as t he alignm nt with the miR A 
apMir_ 11506, th Uniref clusters where th target belongs and the associated 
GO annotations. Information related to the found miR A such as its sequence, 
length and expression details, can be easily obtained by clicking on its identifier 
link. In the in silico evidence section of the miR A pag , one could find that 
it is emb dd d in two precursors (apPre_12405 and apPre_ 8495) and it is pre-
dicted as valid miR J A wit h two different pr dictors ( miRdup (Led rcq et al., 
2013) and MIRcheck (Jones-Rhoad set Bartel, 2004)). A de p s quencing reads 
view of pr cursors and their mapping small R As i app nded to th vid nee 
section. Interestingly, we not iced that apMir _ 11506 i regulated by cold and sa-
linity. Furthermor , in miRBase section, we found that it has a 20-nucleotid s 
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homolog miR A of Arabidop is thaliana (ath-miR8175). These results how that 
in total , 5 miR As are associated with GST: apMir_ 54471, apMir_ 15117, ap-
Mir_ 18589, apMir _11506 and apMir_19203. The first four miR TAs target the 
GST nzyme. apMir_ l 8589 and apMir_ 19203 ar generat d by ESTs associated 
with GST Unir f. Analyzing the expression behavior in the different conditions 
reveals that miRNAs targeting the GST wer r gulated in aluminum, salt and 
cold str sses from sensitive and tolerant wh at genotypes. 
4.6 Conclusion 
The WMP database presents a novel resource for the analysis of miRN As in 
cer als. This first version off rs an access to miR As and small R A in the 
cont xt of their a ociation wi h different growth and development stage und r 
stress conditions in wheat. It constitutes a uniqu entry for wheat xpress d small 
R As and miR As fors v ral studies. Furthermor , it provides a direct access to 
useful miR A predictors for wh at speci s, as well as for other cereals and plants. 
In th future, w plan to updat this databas r gularly by adding n w libraries 
prepared by our team for wh at grown under different stress conditions and newly 
published small R As in wheat and other c reals. We will also includes an evo-
lutionary toolkit to study miR As within all cereals. Further development will 
include option to integrate complex miR A analysis pipelines using th Armadillo 
workflow platform (Lord et al., 2012). 
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CONCLUSION ET PERSPECTIVES 
Dans ce mémoire nous avons abordé l'utilisation des approches d'apprentissage 
automatique dans l'intégration des données biologiques, la construction des pla-
teformes d 'analyses et la classification de séquences biologiques . Ce travail de 
recherch a abouti à la rédaction de trois articl s scientifiques. 
Le premier article (chapitre 2) démontre l ' fficacité de l'utilisation d l 'apprentis-
sage upervisé pour la classification des équences virales en rangs taxonomiques. 
L'étude décrite dans cet art icle révèle multiples contributions : une nouvelle mé-
thode de calcul d'attributs à partir des s' quences, la généricité de l'approche de 
classification et une plateforme web intégrative et automatique pour la classifica-
tion des séquences (CASTOR). Le calcul des at tri buts (features) est fait par un 
algorithme inspiré de la technique de biologie moléculaire (.B,FLP). Le RFLP in 
vitro est ut ilisé avec succès, pendant des décennies , dans l 'identification des types 
viraux. L'algorithme RFLP in silico calcule des attributs décrivant la distribu-
t ion des sites de restriction le long des séquences génomiques. Il a montré une 
certaine performance dans la discrimination de plusieurs types de virus (VPH, 
VHB et VIH). Cet algorithme est indépendant d la structure et de la fonction 
des séquences génomiqu s, c qui confère une des qualités importantes de l'ap-
proche qui e t la généricité. Ensuite , des modèles d 'apprentissage sont entraînés 
sur les données virales étiquetées et utilisés pour la prédiction. La nouvelle ap-
proche peut êtr utilisée pour la classification d'un grand nombre de familles de 
virus dont leurs classifications d, pendent sur les séquenc s de leurs gènes ou de 
leurs g 'nomes et non sur d 'autres caractéristiques tels que la morphologie ou la 
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virulence. Elle est gén ' rique et compétitive avec des outils spécifiques pour la clas-
sification des virus (COMET (St ruck et al., 2014) et REGA (de Oliveira et al. , 
2005)) . Finalement , l'approche a ét é implémentée dans une plateform web pu-
blique, appelée CASTOR, dédiée à la classification des séquences nucléotidiques . 
CASTOR offre plusieurs applications et modes pour la construction des modèles 
d 'apprentissag et la prédiction des classes. La plateforme permet le t élécharge-
ment des modèles et leurs part ag s dans une base de donn ' s ; ce qui permet aux 
pairs la réutilisation et la reproduction des expériences de classification dans un 
environnement unique et av ,c ou non les mêmes configurations. 
Le deuxième art icle (chapitre 3) décrit une nouv lle méthode pour l'identification 
et la classification des miAR s à part ir des données de séquençage des ARNs 
(R A-seq). Cont rairement à la méthode de classification décrite dans le chapit re 
2, cette méthode combine plusi urs étap s de t raitement de données. L'aspect inté-
gratif de la méthod st dû à la complexité et l'imm nsité des données biologiques 
utilisées (des millions de petit s séquenc s d'ARNs et de s' quences ESTs, un gé-
nome hexaploïd part iellement s' quencé, plusieurs condit ions biologiques, etc.) . 
Cette méthode a été développée à part ir des données du bl' mais elle peut ~ t re 
facilement adapt ' à d'aut res sp 'ces (animales et végétales) . Le pipeline conçu 
intègre des rn , th odes de classification basées sur la conservation (Blast ( Altschul 
et al., 1990)), des méthodes bas'es sur cl s fi lt res (MIRcheck (Jones-Rhoacles et 
Bartel, 2004)) ainsi cl s méthodes basées sur l'apprentissage supervisé (MiPred 
(Jiang et al., 2007) , HHMMiR (Kadri et al., 2009) et MiRdup* (Leclercq et al., 
2013; Agharbaoui et al. , 2015)) et l'appr nt issage non supervisé ( clustering) . Mi-
Pr cl et HHMMiR ont été utilisés pour l'ident ification des précurseurs des miARNs 
candidats à part ir cl séquences qui s replient n ' pingle à chev ux (hairpin). 
Plusieurs régions g'nomiques se repli nt en hairpins ressemblent à des vrais 
précurs urs de miAR s ce qui induit la génération de faux posit ifs par c s deux 
121 
prédicteurs. Afin de pallier ce défaut, un modèle de Mi Rd u p (Leclercq et al., 2013) 
est entrainé avec les 35 meilleurs caractéristiques biologiques des miARNs et avec 
trois lots de miAR s cl différents niveaux t axonomiques (MiRdup*). Le pipe-
line a permis l'ident ification de nouveaux miARNs spécifiques à la plante et des 
miARNs conservés clans d 'aut res espèces, ainsi la classification fonctionnelle des 
gènes ciblés par ces miARNs . 
Le dernier article (chapit r 4) présente le Wheat MiR A web-Portal (WMP) , une 
nouvelle plateforme web dédiée à l'analyse des miAR s elu blé. La base de données 
de la plat eforme dispose de plusieurs librairies de petits AR s et de miARNs elu 
blé impliqués dans le développement , la réponse et la tolérance de la plante aux 
conditions de stresses abiotiques (froid , salinité t aluminium). Une vue entière 
est consacrée pour chaque miAR dét aillant ses caractéristiques de biogenèse, de 
conservation et fon ctionnelles . La plateforme intègre des outils de classification 
ut ilisés et développés clans le chapitre 3. 
Les approches de classification des séquences nucléoticliques basées sur l'appren-
t issage automatique ont montré des qualités supérieures (rapidité, frugalité et 
accessibilité) et des performances compétitives par rapport aux aut res méthodes. 
Cependant, le développement des techniques liées à l'apprent issage automatique 
rencontre des difficultés ct des limites . Ces limites peuvent être ducs à la com-
plexit' des données traitées, la problématique de la classification des données 
biologiques t / ou aux approche d 'apprent issage automatique ut ilisées. 
La description des séquences par des attributs ou des caractéristiques est impor-
tante clans l processus de discrimination ent re les classes. Une description des 
données par des types d 'attributs adéquats et pert inents maximise une cohésion 
int ra-classe et une séparabilit' inter-classe . Les indices de silhouette (Rouss uw, 
1987) et de cohésion (Daigle et al. , 2015) calc.ulés à partir des at t ributs RFLP 
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in silico sont plus faibles pour la classification du VIH-1 par rapport à celles du 
VPH et VHB . Les séquences des sous-types du VIH-1 sont plus diverg ntes, ce 
qui rend difficile aux attributs RFLP de les discriminer. Bien que CASTOR ob-
tient des perfo rmances supérieures à 90% pour le VIH-1, 1 d' veloppem nt d 'une 
nouvelle métrique RFLP in silico plus élaborée que CUT et RMS (tenir compte 
des positions des coupures par ex mple) est nécessaire pour maximiser la cohésion 
interne et la séparabilité externe cl s classes . Ces deux cl rnières qualit 's aident à 
la construction d 'un mod ' le d 'apprent issage simpl t à éviter des situations cl 
surappr nt issage ( overfitt ing ). 
Comme discuté dans le chapit re 2, CASTOR a un taux de faux posit ifs (TFP) 
plus élevé que ceux de COMET (St ruck et al., 2014) et REGA (Alcantara et al., 
2009) dan la classificat ion des séquences de VII-I-l. Plusieurs approch s ( combi-
nées ou non) p uvent être proposées pour résoudre c problème. L 'ajout d 'une 
classe négative est une approche que nous sommes en t rain d ' ' valuer . Les pseudo-
séquences viral s sont généré s à partir des vraies séquenc s virales avec des r' t r ,-
cissements cl s duplications t cl s réarrangements aléatoir s. Une aut re approche 
serait la redéfinition de la problématiqu de classification dans un espace cl classes 
ouvert( open-sei; classification) . Cette approche réduirait 1 TFP et accorderait 
aussi à CASTOR une robust sse dans la prédiction des séqu nees appartenant à 
des classes inconnues . Enfin , la méthode de classification peut calculer un score 
ou une probabilité d 'inclusion ou d 'appartenance d'un s' quence pour une classe 
donnée. 
Dans le processus de classification des miAR s, l'utilisation de attributs ba é sur 
des caract ' ristiques de biogenès ain i des niveaux d 'expression et des fonctions 
et non seulement sur des caractéristiques des positions sur l s précurseurs dimi-
nuerait le T FP de la classificat ion . Le TFP dépend aussi de la qualit ' cl la classe 
négative. Plusieurs m'thocles d' identificat ion des miARNs et de leurs précurseurs 
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souffrent d'un TFP élevé (y compris MiRdup*). La classification des miAR s est 
un problème de classification binaire où la classe po itive est représentée par des 
vrai miAR s et la ela e négative par des faux miAR s. Plusi urs techniques 
p uvent Atre utilisées pour générer l'ensemble de données de la class n' gative in-
cluant 1) l'extraction aléatoire des sous-séquences de régions génomiqu s pauvres 
en miAR s (Kadri et al., 2009) , 2) l'extraction des sous-séquences cl r'gions 3' 
non traduites des AR m (Yous f et al., 2006), 3) l'extraction des sous-séquences 
de r' gions codantes des gèn s (Kadri et al. 2009; Jiang et al., 2007) ou 4) laper-
mutation cl s positions cl s miAR s sur leurs pr 'curseurs (Lecl rcq et al., 2013). 
C s t chniqu s génèrent la classe négative dans l'espace de donné s d' ntr' . La 
g'n'ration de la classe négative dans l'espace des attributs est un autr approche 
qui pourrait être utilis' dans la classification cl 'quences nucléotidiques. 

APPE DICE A 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































APPE DICE B 
DO ÉES SUPPLEME TAIRES DU CHAPITRE 3 
B.1 Suppl mentary M thod 
B.l. 1 Plant treatment 
To identify miR As associated with stress r sponses and tolerance, a control 
library from plant? grown under normal condition was constructed except for t he 
Al treated library from pring wheat Bounty (s nsitiv genotyp ). W us d t he 
controllibrary from winter wheat Atlas66 (th tolerant genotyp ) as a control since 
in our previous study ; t h xpr ssion lev l of most gen s was similar in control 
plants from Atlas66 and Bounty. Only 1.26% of g n s w r diff"erentially expressed 
in the microarray analy is between Atlas66 and Bounty control demonstrating that 
most genes are expressed at a similar level (Boude et Diallo, 2008). For cold and 
salt treatments, seeds were grown in 3 L pots containing mixed oil (compost, 
black earth, vermiculite, 1 : 1 : 1) at 20°C und r a 16 h photoperiod with a light 
intensity of 250 J..Lmol m - 2 - l and 70% relative humidity. To control th soil water 
content, one week befor starting treatm nt, all plants wer watered with the same 
amount of water , so t hey w re exposed to th sam soil moistur content . Control 
untreated plants were kept under the same conditions (normal t mp rature and 
watering) for the duration of the experiment , whil tr ated plants were subjected 
to different abiotic stresse for various periods of tim . For alt treatment, four 
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week-old plants were watered daily with the same volume of a 200 mM NaCl 
solut ion and sampled at days 1, 3, 5, 7, 12 and 15. For cold acclimation, two 
week old plants were t ransferred to a 4oC growth chamber in the same condit ions 
of light and watering, and sampled after 1, 2, 7, 14, 21 , 28 , 35, 49 and 56 days. 
For Al treatment , seeds were grown in moist vermiculite during 5 d at 20°C 
under continuous light : 25 p,mol m - 2 s- 1 . Seedlings were exposed to Al stress 
as described in Hamel et al. (1998) using 5 p,M Al for Bounty and 50 ttM Al for 
Atlas66. 
B. l. 2 Reference genome 
We collected the Expressed Sequenced Tags (ESTs) from different data bases 
GrainGenes (Carollo et al., 2005) , TIGR (Childs et al., 2007), WheatDB 
(wheatdb.ucdavis.edu :8080/ wheatdb/ ) , TAGI ( compbio.dfci.harvard. edu/ tgi/ ), 
Komugi (www.shigen.nig.ac.jp/ wheat / komugi/ ) and from our database (Boude 
et al., 2006). These data were clustered according to Uniprot UniReflOO clusters 
to reduce the noise given by part ially and nearly identical ESTs. To cluster t he 
ESTs, each one has been aligned with t he program blastx (Gish et al. 1993) with 
default parameters . Each EST is annotated wit b a UnireflOO protein if it has at 
least 60% ident ity, 60% query cov rage and/ or hit coverage and E-value inferior 
to 5E-5. 
B.l.3 Removing adaptor and read mapping 
All sequences are from SOLID sequencing and had a length of 35 wit h T as first 
character. Since expected mature miR A l ngth is around 21nt , reads should 
contain a part of the adaptor P2 . Adapters were removed in color pace (represen-
ted by numbers between 0 and 3) using the program cutadapt v0.9 (Schulte et al ., 
2010) with t he following parameters : -c -e 0.12 -a 330201030313112312 - maq. 
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Those parameters accept at most 12% of mismatches over the adaptor , therefore 
adjusting t he number of mismatch depending on sequ nee 1 ngth. The output 
format was adapted to the program MAQ (Ondov et al., 2008) for mapping the 
adaptor free reads to the ESTs. Identical or different reads with the same mapping 
results (same region in the EST) have t hen been grouped as a small RNA. We 
computed the abundance of a small R A as t he sum of all reads t hat exhibit the 
given small R A after mapping. 
B.1.4 MiRdup* mod 1 creation 
B.l.4. 1 Collected data 
All miR As and pre-miRNAs wer downloaded from miRBase r lease 18, which 
contains 21,643 miRNAs or miRNAs* for 18,226 pr -miRNAs. The n gative data-
set was generated within t he same data, xcept t he start position of the miR A 
was chosen randornly on th pre-rniRNA. The different 1 ngths were preserved. 
The negative miR A cannat be equal to the original miRN A and cannat exist 
in the positive training dataset. The complete training dataset has 46,412 ins-
tance , so 23,206 instances for each positive and negative dataset. This equal 
representation avoids any influence by one or the oth r datasets on t he madel. 
In order to test our classifiers , we validated them on miRBase and a few other 
datasets. The first dataset, Plant miR TAs Database (Zhang et al., 2010), which 
contains 10,081 instances of combination miRNA and pre-miRNA. Two other 
datasets come from papers which can analyze real data using different ways to 
predict miRNAs : MIRcheck (Jones-Rhoade et Bartel, 2004) with 187 instances 
and miRD ep (FriedHinder et al., 2008) with 228 instances. 
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B.l.4.2 Model creation 
To perform the feature selection and create models, w us d Weka and its libraries 
(Hall et al., 2009). For all train d mo dels, we applied a 10 fold cross validat ion. In 
MiRdup*, w chos the combination of Adaboost Ml rn thod (Freund et Schapire, 
1997) and for st of random trees (Breiman, 2001). Adaboost is a machin learning 
algorithm specialized in problem optimisation and the search for the b t global 
optimum (Osman et Kelly, 1996). It is used in combinat ion with many oth r 
machine learning algorithms in order to improve th ir p rformances . W trained 
it with 10 iterations, reweighting, and a weight thr shold of 100. Concerning oth r 
classifiers , the SV f classifier , working with libSVM library (Chang et Lin , 2011) , 
was t rained with radial kernel and t he C4.5 t ree (Quinlan, 1993) was t rained with 
Adaboost . Sensitivity and specificity, which measures the proportion of positives 
and negative instances which are correctly classified as such resp ctively, were 
alculat d with th w 11-known formulas : 
We set 35 featur that can characteriz the duplex miR A and its complem nt 
s quenc on th hairpin (Table B. 5). To calculate th rn, our model requires the 
mature sequ ne of t he miRNA, the pre-miR A hairpin loop sequence and its 
s condary structure. Few ar bas d on t h position and length of particular struc-
t ural elements in the miR A, like bulges and bases pairs , or the situation of the 
miR A itself in the hairpin like the distanc relativ to the loop. We also inclu-
ded featur s that characteriz th nucleotide sequence, where we check for missing 
nucl otid s in th miR A, percentage of presence of c rtain nucleotid and GC 
cont nt. Furth rmore, we calculat th minimum folding n rgy of th dupl x. 
Those features r v al som configuration rrors found in pr -miR A pr diction 
results. In Figur SMlb, we show xamples of misplac d miR As (red) on a pre-
dicted pre-miR A (black) , wh re the miRNA sequence might extend in t he loop 
1 3 5  
o r  i n  a  b i g  b u l g e .  W e  a s s u m e  t h a t  c o u l d  a f f e c t  t h e  b i o l o g i c a l  p r o c e s s  a n d  t h u s ,  
c o n c l u d e  t h a t  t h e  m i R N A  c a n n o t  b e  h a n d l e d  b y  t h e  g i v e n  p r e - m i R N A .  T h o s e  
s h o u l d  b e  i n v a l i d a t e d .  O n  t h e  o p p o s i t e ,  m i R N A s  ( y e l l o w )  w h i c h  h a v e  a  g o o d  p o -
s i t i o n  o n  t h e  h a i r p i n  a r e  v a l i d a t e d ,  d e p e n d i n g  o f  t h e  t r a i n i n g  s e t  c h a r a c t e r i s t i c s .  
B . l . 4 . 3  F e a t u r e s  r a n k i n g  
o t  a l l  f e a t u r e s  h a v e  t h e  s a m e  i m p a c t  o n  c l a s s i f i e r s .  S o r n e  a r e  t o o  s i m i l a r  b e t w e e n  
t h e  p o s i t i v e  a n d  n e g a t i v e  d a t a s e t s  a n d  c a n  i n f l u e n c e  b a c l l y  t h e  c l a s s i f i e r ,  e s p e c i a l l y  
i n  o v e r f i t t i n g  a n d  c o m p u t a t i o n a l  t i m e  ( Z h o u  e t  a l . ,  2 0 0 6 ) .  T h e n ,  i n  o r d e r  t o  g e t  
t h e  m o s t  i m p o r t a n t  f e a t u r e s ,  w e  r a n k e d  t h e m ,  a s  s h o w n  i n  T a b l e  B . 5  f o r  a l l  t h e  
m i R B a s e  d a t a s e t .  W e  o b s e r v e  t h a t  t h e  m o s t  i n f l u e n t  f e a t u r e  c o n c e r n s  t h e  d i s t a n c e  
f r o m  t h e  t e r m i n a l l o o p  a n d  t h e  w e a k e s t  i s  t h e  p r e s e n c e  o f  U .  I n  a d d i t i o n ,  p r e s e n c e  
a n d  p e r c e n t a g e  i n  t h e  m i R N A  o f  a  c e r t a i n  n u c l e o t i d e  t e n d  t o  b e  l e s s  i n f i u e n t i a l  
f e a t u r e s .  T h e  r n i R N A  l e n g t h  i s  a  p o s i t i v e  c o n t r o l  a n d  h a s  n o  d i f f e r e n c e  b e t w e e n  
p o s i t i v e  a n d  n e g a t i v e  d a t a s e t s ,  b e c a u s e  g e n e r a t i o n  o f  t h e  n e g a t i v e  d a t a s e t  i s  c l o n e  
b y  m o v i n g  t h e  m i R N A  w h i l e  p r e s e r v i n g  i t s  l e n g t h .  A s  s h o w n  b y  L e c l e r c q  e t  a l .  
( 2 0 1 3 ) ,  d e p e n d i n g  o n  t h e  k i n g d o m  o f  s p e c i e s  c h o s e n  f o r  t h e  s t u d y ,  t h e  r a n k  o f  
i m p o r t a n t  f e a t u r e s  w i l l  c h a n g e .  B e n c e ,  t o  e n s u r e  q u a l i t y ,  w e  t r a i n e d  t h e  m o d e l  o n  
a l l  m i R B a s e ,  a l l  p l a n t s  a n d  m o n o c o t  d a t a s e t s .  
B . l . 4 . 4  T r a i n i n g  m o d e l s  o n  c l a s s i f i e r s  
V a r i o u s  c l a s s i f i e r s  w e r e  t e s t e d  i n  o r d e r  t o  f i n d  t h e  b e s t  o n e  w h i c h  c o u l d  d i s c r i m i -
n a t e  a l l  e x p e r i m e n t a l l y  v a l i d a t e d  m i R N  A s  f r o m  m i R B a s e  d a t a s e t  d e p e n d i n g  o n  
t h e  c l a s s  ( T a b l e  B . 1 )  :  S V M  t r a i n e d  w i t h  r a d i a l  b a s i s  k e r n e l ,  b o o s t i n g  w i t h  A d a -
b o o s t  o n  C 4 . 5  t r e e  a n d  A d a b o o s t  o n  f o r e s t  o f  r a n d o m  t r e e s .  T w o  s e t s  o f  f e a t u r e s  
w e r e  e x p e r i e n c e d  o n  t h e  c l a s s i f i e r s  :  b e s t  f e a t u r e s  a n d  a l l  f e a t u r e s .  B e s t  o v e r a l l  
s c o r e s  a r e  g i v e n  b y  A d a b o o s t  o n  f o r e s t  o f  r a n d o m  t r e e s  o n  a l l  3 5  f e a t u r e s .  w i t h  
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80.23% correctly classified instances and 86.5% sensitivity (SE). Only specificity 
(SP) with 74.1% is less than with others classifiers. SV II showed 93.5% SP, but 
this classifier could only classify instances correctly as 71.81% and has a poor SE 
of 50 .2%. Concerning boosting on C4.5 tree, results are close to forest of random 
trees, but are al ways slight ly below. However , we noticed t hat SVM can get b tter 
scores when using only the best features set , and this improves correctly classified 
instances to 75.77% and SE at 71.1%. However , this is still less than forest on 
random tre s with all featur s. It' important to note that only SVM improv s its 
results with only best features , which is the opposite with other test ,d classifi rs. 
Also , a disadvantage of the SVM is that it takes a v ry long t ime to train on all 
miRBase data, several hour compared to few minutes for other dassifiers. Renee, 
the best compromise would be Adaboost on Random Forest . 
B.1.4.5 Evaluation of the designed models 
After training the classifiers on all features , few datasets were submitted to construct 
the models . Th s include miRBase and plant miRNAs (PMRD) databases, and 
published r ults from MIRcheck and miRDeep. R sults ar shown in Table B.2 , 
where we have the total instances of every dataset, the portion of validated ins-
tances and the mean absolute error. An instance is a miRNA and its corresponding 
precursor. The mean absolute error informs about the average error per predicted 
instance made by the model. We note in the Table B.2 that the mean ab olute 
error follows the percentage of validated instances. We also observe that Adaboost 
on forest of random trees model have the best scores of validated instanc and 
the lowest mean error rate in every dataset , except MIRch ck, wh re Adaboost 
on C4.5 model validated 4 more instances. The most interesting is miRBase da-
taset , which is our r f r ne , wh r Adaboost on forest of random tree validat d 
99.75% of the 23 206 miRl As with t h ir precursors , with a very high confidence 
score (lowest rn an absolute error) . PMRD , which contains a lot of computational 
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pr dictions, has only 78.18% of validated instances and makes models less confi-
dent with their predictions than th miRBase dataset . On the other hand, we can 
assume that MIRcheck alr ady does very good predictions, with 94.65% of vali-
dated instances with Adaboost on C4.5 model, which i not t he case of miRD ep, 
the best score of validated instanc s is 84.51%, predicted with Adaboost on forest 
of random trees mod 1. Finally, SVM has lower scor s than other models . Since 
we u ed the model trained on all features, which does not advantage SVM, r sults 
ar improved if th model is train cl on b st features, but not enough to beat 
oth r classifier on th rniRBase dataset : 97.97% of corr ctly classified instances 
(22,736 instances) and a mean absolute error of 0.0203. 
B.l.4.6 Conclusion of the MiRdup* mod 1 
We trained several classifiers , and boosting on forest of random trees showed best 
overall results. It has th best clas ification score of 80.29% and ability to id ntify 
negatives results (specificity) 86.5%. Its sensitivity is not the top, but still gives 
a high score of 74.1 %. The evaluation of miRBase on this model has shown a 
high score of 99 .75% validated instances of mature miRNAs and corresponding 
pr -rniRNA(s). It's not the fir t time wh r SVJVI, Adaboost, tre and randorn 
for st are used in this field to classify real or fals miR As and pre-miR TAs 
(Guan et al., 2011; Helvik et al. , 2007; Jiang et al., 2007; Zhou et al., 2007). 
Adaboost on tree kept a high score level in this study, but is always lower than 
for st of random trees. Compared to these ela sifier , the SVM ha th limit of the 
training t ime, where several hours are needed to train the model. This is a problem 
to try the classifier with diverse parameters, and would be a disadvantage to the 
usag of MiRdup*. P rhaps s v ral tests on parameters could improv its ov rall 
r ults. We know that relying only on miRBase could limit the discovery of novel 
miR As. However, we can assum that this databas contains many examples 
of what characteriz s a miRNA on its pre-miRl A. Machine learning algorithms 
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are very useful for this kind of problem. They can accept certain diversity around 
usual characteristics in order to assess new members that fulfill the majority of t he 
st atistics. Also, t he majority of hairpins in miRBase are single loop hairpins, but 
several hundred contain mult iloops. We designed t his algorithm so t hat we can 
ace pt multiloop hairpins, since we only need to fo cus on the duplex containing the 
miR A and its complement . Consequent ly, if plants contain mor miRNAs with 
mult iloop pre-MiR As, it won 't affect MiRdup*. We noticed in t his study t hat 
general statistics on features change between set of species , especially between 
different groups of plants . Those differences denote t hat specifie datasets shonld 
be used depending on the hairpin predictions we want to validat e. The obj ctive 
of MiRdup* here is to reduce a nois as post t reatment of predicted hairpins. 
B.2 Supplementary Data 
Supplementary Data files are downloadable from https :/ / static-content .springer 
.corn/ esm/ art%3A10 .1186%2Fs12864-015-1490-8/ Media0bjects/ 12864 _ 2015 
_ 1490_ MOESM4_ ESM.zip 
B.2.1 Data SD1 
The file SDl viewMicroRNAinPremicroRNA.txt exhibits the miRNA in 
the context of t heir folded pre-miRNA in association with all t he small RN As x-
pressed in t he given context. The predictors (HHMMiR or MiPred) , t he dataset 
training used by MiRdup* for t he prediction of miR A posi ion in t h pr cur-
sor and t h obtained score for each dataset are presented for each precursor . Line 
tarts wit h ( # ) : Pr cursor s quence. Lin es start with ( & ) : S condary structure of 
the precursor ( s) in dot- bracket notation ; Precursor id ( apPre _ xxxx) ; ac ces ion 
number of EST ( s) prod ucing t h precursor ( s), U niref ID if available. Li nes start 
wit h (> ) : MiR A sequence; Expr ssion lev l of the miR A in t he 10 libraries 
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corresponding to the number of reads sequenced in library Ll to LlO ; [total ex-
pression of miR A candidates] ; apMir xxxx, miR A apMir ID ; md , MiRdup* ; 
mdB , mdP and mdM repres nts dataset training us d by MiRdup* to predict the 
posit ion of miRNA candidate in the precursor : mdB , md t rained on miRBase 
(B) ; mdP, md trained on plants (P) ; mdM , md t rained on monocots (M) ; mdB, 
mdP or mdM _ Precursor ID _ MiRdup score, the dataset training_ t he Id of t he 
precursor (s) from which the miR Ais predicted_ the prediction score ofMiRdup ; 
HHMMiR, and/ or MiPred , the predictors used to predict the secondary structure; 
+/-,the strand. Lines start with (%) : small R A (sR A) sequence mapping the 
precursor ; Expression level of the sRNA in the 10 librari s corresponding to the 
numb r of reads sequenced in library Ll to LlO ; [total xpression of small RN As] ; 
1v:IiR A apMir ID if this sRl A is predicted by HHMMiR or MiPred ; Precursor 
apPre ID if this sR A is predic ed with the current precursor with HHMMiR or 
MiPred ; +/-, strand. consmR A_ xxxx miRxxx, apMir having sequence homo-
logy (0-2 mismatches) with a given miR A family from miRase(v21) . 
B.2.2 Data SD2 
The fi le SD2 MicroRNAsAbundancesSmall.txt exhibits sorted rÏliR As ac-
cording to t heir percentage of overall abundance of small R As covering the haïr-
pins. They are divided in three groups : higher than 50% ([100 .. 51]) , between 50% 
and 30% [50 .. 31], below 30% [30 .. 10]. # , pre-miR A ID ; >, miR A sequence 
mapped in a given pre-miRNA ; %, small RNA sequ nee mapped in a given pre-
miRNA ; () , represents the number of reads in ach sequ ne d library ; , represents 
the total of reads in t he 10 s quenced libraries. For detailed information about 
the libraries and condit ions see IVlethod B.l.l and Table B.3. 
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B.2 .3 Data SD3 
The fi le SD3 MicroRNAstotalAbundancesl nAllSequencedLibraries.txt 
exhibits t he miR As classificd based on t heir total abundance in t he ten librarics. 
B. 3 Gene ontology enrichment for pr dict ed target genes 
GO enrichment analysis of predict d miRN As targets in separa te and all com-
bined libraries r vealed t hat t hey may localize in diverse cellular compart ments, 
play various functions in diverse biological and physiological processes. Targets re-
lated to t he cell component cat gory are associated wit h 21 GO Slim terms from 
which t he term nucleus (P-value = 9.l e-004) shows enrichment in the development 
library (13) suggesting t heir possible implicat ion in regulating gene expression du-
ring reproductive phase . Target g nes related to t he molecular function category 
are repres nted by 19 GO Slirn terms from which six show significant enrichrnent 
(Table B.9 and Figure B.5a). Th most enriched terms for all the li br aries is li-
pid binding activity (P-value = 7.6e-006) and prot in binding activity (P-value 
= 1.2e- 006). T hey include sp cific regulatory prot ins and cell metabolism en-
zymes. Renee, the miR A candidates are mainly associated wit h t he modulation 
of several t ranscription factors, histones proteins and cellular enzymes involv d 
in lipid metabolism and oxidative stress . For t he targets from the roots libraries 
(15 and 1 8 to LlO), a significant nrichm nt is found for protein binding activity 
(P-valu ranger from 2.4e-004 to 5.3e-007) and D A binding activity (P-value 
ranger from 1.0 -003 to l.Oe-005) suggesting t heir possible implication in regula-
tion of gene expr ssion during roots developm nt . Targets related to t he biological 
process cat gory are classifi d into 39 GO Slim terms, out of which six show en-
richments. Targets from all t h t n libraries ar enriched for secondary metabolic 
process (P-value = 3.7e-005) whose related targets are known to function in both 
normal and stress condit ions. The libraries 11 and 1 3 to LlO exhibited significant 
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enrichment for response to endogenous stimulus overrepr sented by auxin respon-
sive proteins (P-value ranger from 7.8e-002 to 4.4 -007) (Table B.9 and Figure 
B.6a). Consistent with the investigated condit ions, the targets from vernalized 
library (12) corresponding to the floral transition shows a significant enrichment 
for flower development (P- value = 2.9e-005) and those from the reproductive 
library (13) are enriched for multicellular organismal development (P-value = 
1.7e-005). These include several genes with various functions in stress responses 
and meristem initiation , regulation of flower development root morphogenesis and 
leaf development (Table B.9 and Figure B.6a). Th s results support the possible 
function of the identified miRNAs in stress response and plant development. 



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table Bo5: The 35 miRNA features used by MiRdup* to classify pre-miR A can-
didates and their importance in th whole prediction 












22 Distance from terminal loop 
25 Length of overlap in loop 
28 Average number of paired bases in window 3 
35 Lengt h of biggest bulges in percentage of the miRN A length 
34 Lengt h of biggest bulge 
27 Average number of paired bases in window 5 
7 Number of base pairs in duplex 
26 Average number of paired bases in window 7 
2 Duplex minimum folding energy 
24 mi RN A incl uded in loop 
23 Distance from hairpin start 
Start of perfect 5 mer base pair 0 0 0648666 13 
0 0005432927 5 
0005422537 4 





















Maximum length without bulges in percentage of the 
mi RN A length 
Maximum length without bulges 
Start of perf ct 10 mer ba pair 
Length without bulg from miR A start 
Presence of perfect 5 m r bas pair 
Presence of perfect 10 mer base pair 
Bulge at po it ion 2 
GC pere ntag 
Bulg at position minus 2 
Bulge at position minus 1 
Percentage of G in the miR A 
Start of perfect 20 m r base pair 
Presence of perfect 20 mer bas pair 
umb r of bulges 
Percentag of A in t h miR A 
Percentage of U in t he miR A 
Percentag of C in th miR A 
Presence of C 
Bulge at position 1 
Presence of G 
Pr s ne of A 
Pr s ne of 
miRNA 1 ngth 
F'eaturcs rankin g o n a l! scqucnccd o r c lo n cd miR As from miRBase dataset with the ranke r of l nfoG a ino F'o r each instance 
containing the m iRNA, pre-miR A and the secondary st ru ctu r e, 35 features are cxtractedo IDs w e rc ct arbitrari lyo Gray ar a 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table B.8: List of predicted target gen s and their associated Uniref and GO 
Slim terms when available. See excel fi le TableS6 TargetGenes .x lsx downloa-
dable from https :/ / st atic-content.springer .comj esm/ art%3A10.1186%2Fs12864-
015-1490-8/ Media0bjects/ 12864_ 2015 _ 1490 _ MOESM2 _ESM.zip. 
Table B.9: Enrichment of GO Slim terms in t h three gene ontology 
categories ( cell component, molecular function and biological pro cess) for 
targets of all miR As predicted from the ten sequenced libraries . See 
excel fi le TableS7 G eneOnt olgy Enrichment Analysis .x lsx downloadable 
from https :// static-content . springer. corn/ esm/ art%3A1 0.1186 %2Fs12864-0 15-
1490-8/ MediaObjects/ 12864_ 2015 _ 1490 _ MOESM2 _ ESM.zip. 
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Table B.10: The number of miR A abundance level per library 
Ll L2 
Level 0-30 31-50 51-100 Level 0-30 31-50 51-100 
Low 9 7 54 Low 7 12 60 
Medium 3 9 52 Medium 8 9 67 
High 0 1 16 High 0 2 23 
12 17 122 15 23 150 
L3 L4 
Level 0-30 31-50 51-100 Level 0-30 31-50 51-100 
Low 5 9 63 Low 9 14 77 
Medium 1 2 22 Medium 2 6 46 
High 0 0 6 High 0 0 16 
6 11 91 11 20 139 
L5 L6 
L vel 0-30 31-50 51-100 Level 0-30 31-50 51-100 
Low 7 10 78 Low 6 7 52 
M dium 6 9 43 Medium 2 7 50 
High 0 0 7 High 0 2 16 
13 19 128 8 16 118 
L7 L8 
Lv l 0-30 31-50 51-100 Level 0-30 31-50 51-100 
Low 9 8 66 Low 9 8 67 
1v1edium 2 9 43 M dium 4 10 50 
High 0 1 14 High 1 0 8 
11 18 123 14 18 125 
L9 LlO 
Level 0-30 31-50 51-100 Lv l 0-30 31-50 51-100 
Low 7 12 73 Low 8 9 67 
M dium 6 7 39 M dium 4 8 44 
High 1 0 5 High 2 0 7 
14 19 117 14 17 118 
( Jow , 10-99 rcads; m ed ium, 100-999 rcads; a nd hi g h , 1000 a nd m o re) a n d t h e p rccntage o f the ove ra ll abu nd a n cc o f Lhc givcn 
miRNA a nd ot h rs small RNA mapped or positioned in a g ivcn pre- mi RNA . The pcrce ntagc of abundancc o f miRNA 
candida cs is partitionc d in thrcc groups ( !ow, medium, high) indi cat ing the p c rccntagc bctwecn respcct ive ly ]1 00 .. 51], ]50 .. 31] 
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B.5 Supplementary Figures 
Matures : 16 340 
Hairpins: 16 840 
Associations: 28 264 
MicroRNA 
filtration 
Matures : 9 811 
Hairpins : 10 862 
Associations: 15 412 
MiRdup*_90 
Matures : 8 793 
Hairpins : 9 722 
Associations: 13 799 
MiRdup*90_100_20 
Matures : 199 
Hairpins : 361 
Associations: 388 
Small RNAs 
Total abundance ~ 5 and length ~ 18 
168 834 
HHMMffi and/or Mipred 
Matures : 52 003 
Hairpins : 55 388 




Hairpins : 4 261 
Associations: 6 747 
MicroRNA 
filtration 
Matures : 3 215 
Hairpins : 3 475 








Matures: 2 194 
Hairpins : 2 382 
Associations: 3 872 
MicroRNA 
filtration 
Matures : 1 940 
Hairpins : 2 180 




Hairpins : 114 
Associations: 123 
Figure B.l: The miR A filtering pattern comparing MiRdup* trained on all ex-
perimental miR As of miRBase to MIRch ck default parameters (DP) and MIR-
check wit h rules from Meyers et al. (2008) (MP ). 
MIRcheck with default parameters 
M IR IK.-ck onull 
flO:lhÇIL'd lllÏH. 1\ ~ 
141 71) 
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MIRcheck with Meyers parameters 
MiRdup• on nil 
MIKChcd: nn :til 
prcdech:d nu R 1 
(2 1 1)~) 
The intersection of mi RNA 
candidates from HHMMiR and 
MiPred and MIRcheck OP as 
weil as MIRcheck MP. 
The intersection of filtered 
mi RNA candidates after 
MiRdup* without a threshold 
and MIRcheck OP as weil as 
MIRcheck MP. 
The intersection of fi ltered 
miRNA candidates a ft er 
MiRdup* with threshold 
score above 90 and 
MIRcheck OP as weil as 
MIRcheck MP. 
The intersection of fi l te red 
MIRChc'Ck_ IOO 20 mi RNA candidates after 
'(50) 
MiRdup* with thresho/d 
score above 90, abundance 
higher than 100 reads in a 
library and representing 
above 20% of ali small RNAs 
mapped to the pre-MiRNAs 
compared to MIRcheck OP as 
weil as MIRcheck MP. 
Figure B.2: The Predicted miRNAs intersection between the methods MiRdup* , 
MIRcheck wit h default parameters (DP) and MIRcheck with rules from Meyers 
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Figure B.4: Enrichment of main cell component GO Slims. a) E nr ic h m c n t fo r th target genes in 
d iffer e nt libra ri es. b ) E n rich m e nt for t h e t a rget ge n es o f regulatcd m iRNA cand idates, u n d er co ld , A l, a n d d evelopm n t, gro upcd 
o n 24 groups (cig ht p c r in vest igat ed co ndit io n ) based o n t h ei r d iffe re ntiai exp ressio n patterns d escr ib e d in Tab le 6 .13. Dw .d o w n 
regulated ; u p , up- regu lated; not, n o t regu la t ed . T h e value in cach case indicat es the n u mbe r of miR A-GO association s for t h e 
corres po nding G O Sli m .Ta rge ts associated wi t h mo re t han o ne cell compo ne nt we re ass ig ned to m o re th a n o ne G O Sl irn tcnn . 
T he cnr ich n1cnt is prcscntcd in fo ur d ifferent co lo rs ("b row n :::; q ua r·c symbo l" h igh cnri chmcn t ( P-val uc < 10- 5L 110 r n.ngc sq ua re 
sy m bol" m edi um e n richme nt ( P - value < 10 - 3 ), " ligh t orange s quare sym bol" low e n r ich m e n t (P - va lue < 0 .05) a nd "wh it e 
sq u are symbol" no e n ri chme nt (P - value = 0.05)). MiR A g ro ups h av ing t a rgets not a nn o t atcd wi t h a U n iR cf a rc not p rcsent c d . 
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ge nes in different libra.ries. b) Enrichment for the target genes of regulated miR A candidates, under cold. Al , and dcvclopment , 
gro uped o n 24 grou ps (cight p r in ves igated condi tion) based o n thcir differentiai ex pression patterns described in Table 6.13 . 
Dw ,down rcgu latcd; up , up-rcgulatcd i not, not rcgu lated. The val ue in each case indicatcs t he numbc r of miR A-GO associations 
for the corrcsponding GO Slim.Targcts associated with more than o ne cell compo nent we re assigned to more than one GO S lim 
term.The e nr ich m e nt is p reoe n ted in fo u r differe n t co lors ("brown square symbol" high c n richment ( P - value < 10- 5 ), "orange sq uare 
sym bol" m edi um e n rich m e nt ( P - value < 10 - 3 ). ·'light orange sq ua re sym bol" low e n richmc n t ( P -value < 0.05) a n d "white 
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Figure B.6: Enrichment of main Biological Process GO Slims. a) Enrichment fo r the target 
ge nes in differenL lib rar ies. b ) Enr ichment fo r the La rgeL ge nes o f reg ui Med miRNA cand id a Les, und e r co ld , A l, a nd d e velop m e n L, 
gro u ped o n 24 gro ups (e igh t p e r investigat ed conditio n ) based o n t he ir diffe rent iai express io n p a tte rns desc ribed in T a ble B. l3 . 
Dw ,dow n regula ted ; up , up- rcgula t cd ; not , not regulatcd. T he va lue in cach case indicatcs t he nu n1bc r o f m iRN A- G O associatio ns 
fo r th e correspo nding GO S liJn .T a rgets associated w ith mo re t ha n o n · cc li compo ne nt we re ass ig ncd to mo re t ha n o ne GO S lim 
te rm .The e n richmc nt is prese nted in fo u r di ffe re nt co lors (11 brown ::;q ua re syn1bol" hig h e n richme nt ( P-va lu < 10-5 ), "orange sq uare 
sy m bol" m ed ium e n r ichme nt ( P - value < 10 - 3 ), "l ig ht orange s quare sy mbo l" low e n r ichme nt ( P - va lue < 0 .05) a n d "whi te 
sq ua re sy m b ol" no e n ri ch m e n t (P - value= 0 .05 ) ) . M iRNA g ro u ps ha v ing targets no t a nn o t a t ed wi t h a U n iRef a rc no t prcsented . 
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LISTE DES ABRÉVIATIONS, SIGLES ET ACRO YMES 
ADN acide désoxyribonucléique. 7, 9, 10 
ANN artificial neural networks. 1 
ARN acide ribonucléique. 7, 8, 10 
ARNi AR interférent. 8 
ARNm ARN messager . 7, 8, 119 
ARN r AR ribosomique. 7 
ARNt ARN de t ransfert. 7, 8 
EST expressed sequence tag. 76 , 84, 116 
HMM hidden Markov model. 2 
miARN microAR . 8, 39 , 42, 116- 119 
NGS Text-Generation Sequencing. 97, 99 
RFLP restriction fragment length polymorphism. 10, 115 
SVM support vector machines. 2 
VHB virus de l'hépatite B. 115 
VIH virus de l'immunodéficience humaine. 115 
VPH virus du papillome humain. 115 
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apoptose Processus de la mort programmée d'une cellule. 8 
endonucléase enzyme qui coupe au milieu d'un acide nucléique en fragments. 
9 
EST séquence partielle d 'un AD complémentaire, utilisée pour l'identifica-
t ion des gènes. 76 
génomique étude du matériel génétique d'un individu ou d'une espèce codé 
dans on AD ou AR . 2 
métagénomique étude du matériel génétique (ADl ou AR ), de plusieurs 
espèces, récupéré à partir d '' chantillons d 'environn ments complexes (in-
testin, sols, océans, etc.). 2 
polymère grande molécule constitu ' e d'unités fondamentales appelées mo-
nomères reliées par des liaisons covalentes. 7 
PubMed Base d données et moteur de recherche des méta-données biblio-
graphiques de la littérature relative à la biologie et à la médecine. 38 
transcriptome Ensemble des AR s issus de la t ranscription du génome. 2 
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