Technology plays a very important role in virtually all areas, and has become an inseparable part of the industry. Currently, industry and technology are at a high point of development and research, but there is an ever increasing gap between the market needs and the skills that universities deliver to students. There is an increasing need for consolidation between university curricula and the industry needs in terms of qualifications. In this paper we will present a description of the current state of the labor market in the field of technology, including the needs that arise in improving the existing curricula of the Universities.
Introduction
Technology plays a very important role in virtually all areas, and has become an inseparable part of the industry. Currently, industry and technology are at a high point of development and research, but there is an ever increasing gap between the market needs and the skills that universities deliver to students. There is an increasing need for consolidation between university curricula and the industry needs in terms of qualifications. Studying relevant program has a high importance for students and the labor market. Currently in the field of technology, there are many labor market demands that fail to be met for various reasons, one of which is the lack of professional preparation in the relevant field. Applying technology to the industry also has a high importance, as it directly affects the country's income, almost in all areas.
In (Anicic, Divjak and Arbanas, 2017) we can observe that the importance of technology lies on the fact that 5% of Europe's Gross Domestic Product (GDP) is directly dependent on the field of technology. How technology is important, is shown in some research that has been done on trends and job requirements in this area for the period 2012-2020. In it is mentioned that, according to the "Main Forecast Scenario" from 2012, an increase of 7.4 million to 7.9 million job vacancies is expected in 2020, according to "Stagnation Scenario", an increase of up to 7.8 million job vacancies by 2020, and according to "Disruptive Boost", an increase of 8.1 million job vacancies is expected by 2020. Therefore, based on these forecasts in all three cases, which are claimed to be optimistic values, job vacancies in the field of Technology will exceed the number of graduates in this area, and at the same time we can notice the great importance of studying relevant programs in the field of Technology. Earlier, it was mentioned that there are many reasons that impact the requirements to be not sufficiently met by graduate students in the market, such as lack of experience, poor knowledge of international languages, and weaknesses in communication, as well as studying in the right direction based on labor market requirements. In (Aziz & Yusof, 2016) it has been mentioned that as far as it is important to complete the studies and get the status as a "graduate", it is also important to determine the quality of the program offered by the relevant institution. Based on the importance of such researches, the application of some sub-fields of technology is required in order to have a more accurate and optimistic result. Such research also requires a combination of the field of technology and mathematics, as besides Data Mining methods, such as classification, clustering, etc., also mathematical techniques such as Bayes, Regression, Decision Tree, descriptive statistics, etc. will be applied. Below we will present the latest achievements in this regard, as well as the recommendations that researchers provide for the future.
Overview
Currently there is a very large amount of data in the information industry.
But these data, if not converted into useful information, remain as unnecessary data. It is imperative that these data be converted and extracted from the information they can use. It is not necessary to do only extract of these data, but we need also to do data cleaning, data integration, data transformation, data mining, and data presentation.
So, Data Mining can be defined as the process of extracting knowledge from the data. The knowledge that can be extracted and used in several areas such as:
• Market Analysis.
• Education.
• Customer Retention.
• Production Control.
• Medical Analysis.
So, as we can see, Data Mining can also be applied in the Education field.
In our case we use it for classification and data clustering, and with the application of Data Mining we ensure that we have very effective and reliable classification and clustering. On the other hand, Machine
Learning is a field that has enabled us to automate many processes that we use today to ease our work in many aspects. In our case we will apply Machine Learning in order to automate our system to be able to give recommendations.
Literature review
We apply Data mining techniques for clustering and matching algorithms for matching in order to implement our research. Also as a part of our research is web scraping and crawling from websites which offers informations about vacancies. In different papers it is mentioned that Research Questions accompany us during all the time of research, and as an important part first we need to define them. After the define Research Questions, then we give answers based on literature review.
Our literature review is based in these Research Questions:
Is there any increasing need for consolidation between university curricula and the industry needs in terms of qualifications?
This question identifies the need of consolidation between University curricula and the market demands.
What is the level market demands that fail to be met by Universities?
This question shows the level of market demand that actually fails to be met by curricula which are offered by Universities in our region. 
Papers
We listed all Research Questions, and as we mentioned above they will accompany us during all the time of our research. In order to get answers for all these Research Questions we needed to read different articles from different sources. We analyzed in total of 78 papers from IEEE, ACM, and Google Scholar. Papers are published in different fields, and their publication year is between 1983 and 2017. Next in Table 1 we show the separation of papers by Libraries. As we can see in Table 2 analyzed papers are separated in four fields: 
b) The clustering is used to divide into data sets that resemble each other, and those that differ from each other. c) Association rules are used to detect links and dependencies between variables in large databases or Big Data.
In the third research question of the literature review we can see that Higher Education Institutions all over the world are facing difficulties in improving and managing their work and organization, this is also mentioned in (Sahu & Bhatt, 2017) . Therefore, in order to achieve this goal, Data Mining is considered as one of the most appropriate techniques which help these institutions make better decisions in order to improve their activity. Therefore, during the literature research, we have noticed several different analyzes that have been made by the Universities, such as: student performance, student challenges with the real world, analysis of offered literature, classification of graduates, and so on. But there is still no research on the appropriateness of the programs offered by Universities and labor market requirements, and such research is especially necessary in the countries of the region.
In the fourth research question of the literature review we can see that one of the biggest challenges of Data Mining is data extraction within dynamic web sites. It remains one of the biggest challenges, since in order to apply Data -Mining within a web site, we need to undertake more depth analysis and research of web content. There are many factors like website dynamics, increased security, increasing data from seconds to seconds, and so on, which have caused this to be the biggest challenge.
The application of data mining on the web is commonly referred as Web mining. According to (Bharanipriya & Prasad, 2011) The source finding aspect includes the phase of determining the source from which the information will be extracted, whether this on -line or off -line source.
Once the source has been found, data selection is required, in which we need to find the right tools and definitions in order to extract meaningful data.
The generalization is also known as the assessment phase. According to (Bharanipriya & Prasad, 2011) at this stage, machine learning or datamining processes are applied in order to identify general patterns within certain web sites.
At the stage of analysis, data accuracy is measured based on certain data parameters.
The last stage is the presentation phase or the stage of visualization. At this stage, it is decided what form the presentation of the processed data will be presented.
There are different techniques and tools that can be applied for mining web content. Some of these tools are based on extracting data from the HTML structure of web pages, possibly by using CSS selectors to focus at particular kind of data. Other tools may at first extract the text from web pages, and then extract concepts from row text. These techniques are commonly referred to as web scraping.
Once the content we are interested is extracted, it needs to be processed in order to obtain meaningful results. In the following we will talk about classification as one kind of processing, where we will present the latest achievements in this field.
The fifth research question of literature review shows that web content has become the target of all researchers of the academy, while it is also mentioned in (Thelwall, 2001 ). In order to handle the content of the webpages we need a special application, which will go through several phases. Also, processing textual content of web pages may be costly in terms of processing time (Thelwall, 2001 ). There are nothing else but part of search engines in the form of an application that requires data in a certain, automated and regular way (Thelwall, 2001 ), (Adapure, Kale and Dharmik, 2014). Why crawlers are so important is the fact that search engines depend on them, enabling you to update information on up-to-date websites. Unlike web crawlers, we can encounter the terms:
robots, mice, worms, pedestrians, etc., and it is as old as the internet, since the first crawler was created in 1993. The shape of a crawler is moving from page to page using the website structure, and downloading its content to locally store it in a particular destination. Below we will describe the web browser architecture of how it works.
Web crawler is divided into three components: frontier, downloader page With the growth and development of the web, Internet users find it harder to track and receive all relevant web information without any automated process (Haddaway, 2015) . Currently there are many applications that enable web scraping, and based on (Grasso, Furche and Schallhart, 2013) current applications that offer web scraping are offered as ad-hoc using complicated tools and languages. There is also a great variety in how these applications are provided, for example: some of them are owned by someone else, and some of them are more likely to be implemented.
According to researchers in this area, there is a great demand for such applications to be provided, since according to them, providers cannot expect to provide automated data extraction processes, since they are more concentrated in filtration and recommendations. In this paper we On other hand we can see that the most important unsupervised learning problem is considered the Clustering. We can find many definitions about Clustering, but the most appropriate definition is "organization of objects into groups which has similar members in some way".
As a conclusion of literature review, we can see that all these tools are needed in order to create such a model. Also we can see that there is a need of creating an automated model for profile -curricula matching, which is our focus. So initially as a gap is identified: Lack of automatized profile matching. So figuring out the drawbacks that currently has matching profiles with curricula, where up to now we have been working manually in this direction and has cost over time, our model will be an automated model that will make automated profile matching. As sub -gap is identified: Lack of automated design of reality gap. So, as we know, currently Design Reality Gap is applied only manually, we will present it in an automated form to make a later comparison between the actual and the automated model.
Research Objectives
Our main idea is "Automated model for comparison of labor market and University curricula's". While this is our target we also emphasize the importance of the research:
1. Universities need to adjust their Curricula to labor market.
Labor market demand profile "overflow".
Now in one side we have the main idea, and in other side we have the importance of the research. Based on this now we are able to define the problem which is known as the main gap of the research:
Are we able to automate the process of profile -curricula matches?
The idea is to make an automated comparison between market demands and university study programs by applying Data Mining techniques. First we scrap information from job vacancies web sites. How we do this?
Actually there are web sites which publish job vacancies in different fields, our focus will be in the field of technology. The Information that will be extracted are:
• Title of the vacancy.
• Position.
• Skills that are required.
• Advantages.
These informations will be processed and will be clustered in order to create different types of profiles.
In other side we have the information about University curricula that will be extracted. While Universities in our region allow public access on study programs, these information will be automatically extracted. The information that will be extracted are:
• Title of study program.
• List of subjects M or E.
• Credits of subjects.
• Number of hours for Lecture/Exercises.
• Description.
• Career.
• Learning Outcomes.
Also these informations will be processed and will be clustered in order to create different types of profiles. After we have groups of profiles in both sides, we apply matching algorithm in order to compare the adjustment between curricula's to labor market. Next in Figure 3 we show a sketch of our proposed approach. In Figure 3 we can see the sketch of our proposed automated model for profile -curricula matching. First we have the scraping process from web sites, here we extract the content for the curricula and for vacancies.
After we extract the data, now we apply Data Mining Techniques and we get different groups of profiles. After we have profiles now then we apply matching algorithms and we get matching between Profile Curricula "PC" and Profile Vacancies "PV". Finally after we get the matching between PC and PV, our model is able to give recommendation for any kind of modification in Curricula X or Y. These kind of modification includes removing a subject or adding a new one.
Hypotheses
1. Automated methods can help matching curricula with workforce demand.
Curricula offer and job demands can be "quantified" using Data Mining
Techniques.
An automated profile -curricula model will increase the level of Triple
Helix cooperation. 
Research Questions

What is the current cooperation between universities -market in order to improve the quality of skills and their match with labor market demands?
Methodology
The main purpose of this research is the suitability of university syllabus with the market demand in the region, as there is a major disadvantage in this regard. As we can see in the literature review, the adaptability of university programs to market demands is a problem that has begun to be addressed and is also required to work harder in this regard. Our main hypothesis H0 is "Automated Profile -Curriculum Compatibility Will Reduce Company Adaptation Time", and in order to prove this then an automated model should be created which will compile the level of suitability between the university syllabus and market demands. In order to arrive at such a pattern we will follow the steps below:
1) Data source identification.
2) Web Crawling a. Curricula i. Subject.
ii. Description.
b. Job Vacancies.
3) Profile Clustering.
4) Recommendation.
5) Evaluation of the system.
In the following we will describe each point in order to provide more detailed information on the methodology for how to implement such a model.
Data source identification.
In order to do a profile -curricula matching we will use the official data provided by the universities. The data that will be used are data on the study programs currently offered by these universities. Since all universities are obliged to make their data public, and there are countries in the region where the government provides us with open access to data, then these data will be used to achieve the implementation of such a model. It is not important in what format we get the data, as different techniques will be applied on these data where their normalization will take place.
Crawling
The second step of our research is to get crawled on some appropriate
Web sites. The reason why Web Crawling will be applied is to extract information that is published by some websites on job vacancies. These data will be extracted in certain keywords, where their clustering will also be based on them. Initially in the region there are web pages that contain data on university programs, these data also contain descriptions of the subject and description of the study program. Based on this information will be also the clustering of study programs that are offered by universities. These later clustering's will be used to match the market requirements. On the other hand, Crawling will also be applied on web sites that provide information on competitions offered by different companies. Also, the web crawling application will be made to specific keywords, knowing that each contestant has additional information on the specific position requests. So, each position that is required keeps information in addition to the required position, the applicant must have knowledge in several different areas such as: programming, databases, networking, etc. All of these descriptions of later positions will be used to gather different positions.
Profile Clustering
In order to achieve a successful implementation of such a model, it is necessary to initially cluster the study programs and the clustering of the positions required in the competition. Initially with regard to the study programs, using the case description in the directions will be clustered into several groups, such as programming, computer networks, databases, etc. Also on the other hand where the vacancy positions are going to be clustered based on the description of the positions. How will this clustering become? Initially, each position in the competition has its own description, and by collecting keywords that contain positions in the competition then it will be possible to cluster the positions by dividing them into several groups. These groups of positions later will be used to match the study programs that are also divided into groups.
Recommendation
A very important part of our model is the part of the recommendation that it will be able to give. Once a comparison is made between the profile and the market demands for a particular field, then our model will be able to give a recommendation if there is a need for changes in the study program. When we say to make recommendations for changes, here include the proposal for introducing any new subject into the study program, modifying some or removing any subject that is useless for market demands.
Evolution of the System
The last step of our model is the evolution of the system, where it will be tested the model of what evolution will have. Certainly such a model will be designed to be applied in different regions later on and in different areas where testing of the degree of suitability of study programs and market demands in different fields will be carried out.
Contribution
Our purpose is to create an automated model that makes comparisons between profiles and curricula. Actually there are manually researches made on comparisons between profiles and curricula, and that is considered the main contribution of our thesis.
Nowadays in our region there are accredited more than 500 study programs and still there is a gap between universities and industry. After this research universities will be able to use our recommendations in order to modify their curricula's.
Except universities, another contribution will be for the companies that request graduate students that have perception in: creativity, problem solving, communication, team work, etc.
The advantage of our model is that it will be applicable in different countries with different companies. Even though our research will be made in a specific country: Macedonia, Kosovo or Albania, it will not be limited only for a country.
Current Work
We are currently in the first phase of implementing a Web Scraping application that will extract the content of all competitions published in the field of technology. Initially, it will be possible to identify the region where the research will be conducted, and then identify the websites that publish information regarding competitions offered each day by different companies. The first phase of our research will be the publication of these results, to continue later on with their elaboration.
Conclusion
During our work we have presented the importance of studying relevant program based to market demands. We have noticed the great importance of the technology field and the requirements that are currently in this area. We have presented the total number of vacancies in the field of technology, where we could see that it is a much larger number compared to graduates all over the world. Also in our paper are identified the methods by which such research can be achieved including: Data Mining, Classification, Web Scraping and Web Crawler.
For each of these we have presented the latest achievements in this area and the recommendations that researchers have provided in this area. We have noticed how Data -mining has managed to solve many of the real world problems, and especially the achievements it has in the field of education. We have also noticed how Data -mining can process unstructured and semi -structured data. Several solutions to problems with the classification in the field of education were presented, where we could see how the performance of the student is based on the achievements of the old students. While in the Web Scraping and Web
Crawler fields we have seen how these two methods actually enable web content extraction irrespective of how dynamic the web site is and how much information the web site has. So considering the achievements in this area and the needs that are currently present in the field of education, we think that a hybrid application of these methods will help us significantly in our research.
