Our aim is to provide a short and self contained synthesis which unify various related and unrelated works involving what we call Φ-Sobolev functional inequalities. Such inequalities can be seen as an inclusive interpolation between Poincaré and logarithmic Sobolev inequalities. In addition to the known material, some extensions are provided and improvements are given for some aspects. We show that under simple convexity assumptions on Φ, such inequalities hold in a lot of situations, including hyper-contractive diffusions, uniformly strictly log-concave measures, paths space of Brownian Motion on Riemannian Manifolds, paths space of Lévy processes and infinitely divisible laws. The proofs are simple and relies essentially on convexity. We end up by a short parallel inspired by the analogy with Boltzmann-Shannon's entropy in Information Theory. 
Introduction
Let Φ : I → R be a smooth convex function defined on a closed interval I of R not necessarily bounded. Let µ be a positive measure on a Borel space (Ω, F ). The Φ-entropy functional Ent Φ µ is defined on the set µ-integrable functions f : (Ω, F ) → (I, B(I)) by the following formula: Ent Φ µ (f ) := E µ (Φ(f )) − Φ(E µ (f )).
(1)
When µ is a probability measure, the integrability condition on f can be relaxed, and Jensen's inequality implies that the Φ-entropy functional takes its values in R + ∪ {+∞}.
Moreover, it is convex with respect to its functional argument at fixed mean. As we will see, the global convexity requires more assumptions on Φ. When Φ is strictly convex, the Φ-entropy Ent Φ µ (f ) vanishes only for functions f which are µ-a.s. constant. Sometimes, we will drop the µ subscript in Ent Φ µ . For any random variable X : (Ω ′ , F ′ ) → (Ω, F ), we will denote Ent Φ (f (X)) := Ent Φ L(X) (f ). Unless otherwise stated, the Φ-entropy in the sequel will be always considered for probability measures. The classical variance and entropy can be recovered since we have 
Notice that the Φ-entropy functional f → Ent Φ µ (f ) is not homogeneous nor translation invariant in general. Nevertheless, it is non-negative and vanishes when its argument f is a constant function. This fact permits to imagine an upper bound involving a Dirichlet form based on partial derivatives.
Actually, the term "Φ-entropy" is quite arbitrarily chosen, since we can speak about "Φ-variance" too, but this term is perhaps more adapted to the quantity
which is translation invariant and gives the classical variance Var µ when Φ(x) = x 2 , but the entropy Ent µ cannot be recovered. One can remember the famous quotation from John Von Neumann about entropy, which can be found for example in [ABC + 00, Chap. 10]. Notice that similar Φ-entropies appears with that name in a slightly different forms in a lot of papers related to Information Theory and Convex Analysis fields, see for example [BR82b] , [BR82a] , [BR82c] , [TV93] and [BTT86] and references therein. The Φ-entropy is related to the so called (h, Φ)-entropies, see for example [MMPS97] and references therein. The Φ-entropy is also known as J-divergence (J stands for Jensen). See also [Csi63, Csi72] for the similar notion of φ-divergence.
Proposition 1 (DeBruijn like property for Markov semi-groups). Let (X t ) t 0 be a Markov process on a Polish space Ω equipped with its Borel σ-field (say (R d , B(R d ))). Let (P t ) t 0 be the associated Markov semi-group acting on C b (Ω, R) given by:
with symmetric invariant probability measure µ on Ω. Then, for any suitable function f : Ω → I and any t > 0:
where
is the "carré du champ" operator and L := ∂ t=0 + P t is the infinitesimal generator of (P t ) t 0 . Moreover, when (X t ) t 0 is a diffusion process, one have:
where Γg := Γ(g, g).
Proof. The result follows by definition of L and integration by parts:
The diffusion case comes from the fact that we have then the so called "chain rule formula"
Recall that the operator L is a diffusion operator if and only if for all f 1 , . . . , f k : D(L) → R and any smooth function α : R k → R:
There is no need for any convexity property for Φ here. However, the entropy is nonincreasing along the semi-group when Φ is convex since Γ is always non-negative for Markov processes.
Notice that the two classical Φ-entropies in (2) share the same special property: 1/Φ ′′ is affine, i.e. both convex and concave in the same time. Hence, if one try to generalise these two cases, one can assume that 1/Φ ′′ is convex. As we will see, it turns out that it is not a good choice in view of deriving coercive inequalities like Poincaré or log-Sobolev inequalities, for which the concavity of 1/Φ ′′ is needed. Such a condition can be found for example in the unrelated works [LO00] , [Hu00] and [BR82a] . Nevertheless, convexity may gives inverse forms of such inequalities. Here are some possible additional assumptions on Φ:
2 is non-negative and convex on I × I ; where
Notice that (H1) is equivalent to the convexity of Φ and Φ ′′ and −1/Φ ′′ , see Remark 18 page 19. In the other hand, (H2') implies (H2), and (H2') is equivalent to state that Φ, Φ ′′ and −Φ ′ are convex. Basic examples for both (H1) and (H2) and (H2') are given by
• Φ(x) = x p with 1 < p < 2 on I = R + ;
• Φ(x) = x 2 on I = R.
Hypothesis (H1) is suitable in continuous settings, whereas hypothesis (H2) and (H2') are useful in discontinuous ones. The bivariate convexity of Φ ′′ (u) v 2 under (H1) and of
is the key property to derive functional inequalities of type log-Sobolev and Poincaré, which we will call Φ-Sobolev inequalities.
Recall that since Γ is non-negative for Markovian semi-groups, the Φ-entropy is always non-increasing along the semi-group according to the DeBruijn like property. Actually, one can get easily by invariance of µ and Jensen inequality:
In the other hand, if the semi-group is L 2 -ergodic, Ent Φ µ (P t (f )) tends to 0 when t tends to +∞, and we get that:
Moreover, an exponential decrease of the Φ-entropy along the semi-group is equivalent to a functional inequality for µ:
Corollary 2 (Exponential decrease of Φ-entropy along a semi-group). There is an equivalence between:
and
Proof. Obvious from the DeBruijn like property stated in Proposition 1 by taking the derivative in t.
Provided that I = R, one can adapt the above Corollary to the "Φ-variance" given by (3). For Markov processes, the functional J Φ µ defined by:
can be seen as a generalisation of Fisher's information, which corresponds to the cases Φ(x) = x log x or Φ(x) = x 2 (both are equivalent for diffusions due to the chain rule (9)). More generally, when R + ⊂ I, one can define the Kullback-Leibler Φ-entropy (or relative Φ-entropy) and the Φ-Fisher functionals for any couple of positive measures µ and ν by:
where Φ(u) := Φ(u) − Φ(1) u, and
Observe that Φ inherits the convexity property from Φ and that ( Φ(0), Φ(1)) = (Φ(0), 0). If we denote dµ f := f dµ, one have
It would be interesting to study the role played by such functionals in Large Deviation Principles, since the "normal" entropy appears as a rate function, cf. [DS89] . The Kullback-Leibler relative entropy, which corresponds to Φ(x) = x log x appears for example in Sanov's Theorem as a particular convex conjugate functional on probability measures spaces. One can hope a sort of Φ-Sanov like Theorem involving the Φ-relative entropy, and the extremal case of the variance is interesting.
Definition 3 (Φ-Sobolev inequalities). The starting inequality in the above Corollary may be called "Φ-Sobolev", since the traditional logarithmic Sobolev inequality corresponds to Φ(x) = x log x, whereas the Poincaré inequality corresponds to Φ(x) = x 2 . In abstract settings, a Φ-Sobolev inequality for µ takes the form
Here again, one can prefer the name "Φ-Poincaré" inequalities, but it seems to be an illogical choice since log-Sobolev inequalities are not called "log-Poincaré"! Such inequalities may be investigated in many situations involving Markov processes: Of course, Lévy processes are martingales, but it is not the case for all diffusions. The discrete time case is not really addressed in this work, but one can find some answers in [GP02] . For each case, one may be interested in inequalities on the whole paths space or more simply in the law at fixed time. There is a lack of chain rule formula (9) for Γ operator in discrete space settings. However, i.i.d. increments can then help to recover a Brownian Motion like behaviour. Inequalities for marginals (of the paths space measure) can be tensorised to recover inequalities on paths space (i.e. multi-times). The DeBruijn property above can be seen as a special case of Gâteau directional derivative of Φ-entropy like functionals, see for example [BR82a] , where the Φ-entropy is called J-Divergence. Actually, one can state the following Theorem: 
Proof. For suitable functions f and h in L 2 (Ω, F , µ):
where t is taken in R + and f → DEnt Φ µ (f ) is the Fréchet derivative, and similarly
Actually, there is no need for µ to be a probability measure here, the positivity and σ-finiteness are enough. However, when µ is a probability measure and when Φ fulfils (H1), Jensen's inequality for the bivariate function (u, v) → Φ ′′ (u) v 2 yields:
Therefore, under (H1) for Φ, the Φ-entropy functional is convex with respect to its functional argument. Alternatively, one can use the concavity of 1/Φ ′′ and Cauchy-Schwarz's inequality. The convexity of Φ-entropy like functionals is well known, see for example [BR82c] 
which gives the desired result (17).
We recover the well known formulas for variance and entropy by considering the appropriate Φ:
The duality formula (17) for Φ-entropy can be found in Convex Analysis and Information Theory literature, at least for discrete probability measures, see for example [BTT86] . It is quite straightforward via the convexity of Φ-entropy under (H1). We have to mention that this variational formula was reobtained quite recently by Pascal Massart, but it is still an unpublished work. See [BR82a] and [MMPS97] for further developments and a Bayesian and Riemannian Geometry point of view.
Remark 5 (Other derivatives). Let µ be a positive measure and α be a probability density function with respect to µ. We denote by µ α the probability measure given by dµ α := α dµ. For any fixed f , one can easily compute, at least formally, the Fréchet derivatives of
. Namely, one have when µ α is in the interior of the convex set of probability measures:
and hence, when Φ is convex, the functional α → F (α) is concave with respect to α.
1 Phi-Sobolev for diffusions and log-concave measures Proposition 1 translates the fact that the derivative in time of the Φ-entropy along a Markovian semi-group can be expressed in terms of the derivatives in space Γ, i.e. Fisher's information. As we will see, for diffusions, a commutation formula between the semi-group and the derivatives in space yields finally local Φ-Sobolev inequalities. We learnt the following Theorem for hypercontractive diffusions from [Hu00, Sect. 3], where it is stated in a slightly different manner, see also [Bak02] .
Theorem 6 (Φ-Sobolev inequality for diffusions). Let (X t ) t 0 be a diffusion process on R d , with symmetric invariant probability measure µ. Assume that a CD(ρ, ∞) criterion is satisfied with ρ > 0, then under (H1):
2. For any smooth function f : R d → I and any t ∈ R + :
where (P t ) t 0 and Γ are as in (4) and (6).
Proof. The first part may be deduced from the second one via ergodicity by letting t tends to +∞. Let us give a direct proof. Let L be the infinitesimal generator of the diffusion semi-group. By the ergodic property and Fubini Theorem, it follows that
where the last equality is obtained by integration by parts. Now, by the diffusion property and the CD(ρ, ∞) criterion, one gets the following commutation formula [Bak97, Bak94, Led00, ABC + 00]:
Therefore,
and then by Jensen's inequality with the bivariate function Φ ′′ (u) v 2 which is convex under (H1):
Alternatively, one can use the concavity of 1/Φ ′′ and the Cauchy-Schwarz's inequality. The desired results follows immediately from the invariance of µ:
The proof of the second part is quite similar. One just have to replace µ by P s and P t by P t−s . The integration by parts and the chain rule leading to the expression in Φ ′′ must be replaced by the following, relying on the diffusion property of L:
where 0 < s t. Notice that the diffusion property is used directly here, which was not the case for the non local inequality, for which it was used via the strong commutation property given by the CD(ρ, ∞) criterion. As we will see, there is a lack of the diffusion property in discontinuous space settings, and one have to replace
See [Hu00] for Gross like hypercontractivity, F.K.G. inequalities and related things for Φ-entropies for diffusion semi-groups. Actually, the diffusion property leads to a more general result which contains F.K.G. and Φ-Sobolev inequalities as sub-cases (see [Hu00, Thm. 4.2]). Namely, it states that if Φ 1 , Φ 2 : I ⊂ R → R are two smooth functions such that a particular 5 × 5 matrix involving the derivatives of Φ 1 and Φ 2 is positive definite, then for any smooth f and g:
where Ent
is a sort of (Φ 1 , Φ 2 )-covariance, and one have
Geometry and log-concavity
The most natural framework for Φ-Sobolev inequalities related to diffusions is Riemannian manifolds. If we define the functional quadratic form Γ 2 f := Γ 2 (f, f ) by
then for (ρ, n) ∈ R × N * , the CD(ρ, n) (or Bakry-Emery Γ 2 ) criterion can be expressed as:
For diffusions, CD(ρ, ∞) is equivalent to the strong commutation formula (22) between √ Γ and P t , which is a direct consequence of Bochner's formula (actually BochnerLichnerowicz-Weitzenboch's):
, see for example [Bak97, Bak94] , [Led00] and [ABC + 00, Chap. 5]. In absence of the diffusion property, the Markov semi-group verify the following weaker commutation formula under CD(ρ, ∞):
This commutation formula leads to a Φ-Sobolev inequality when (u, v) → Φ ′′ (u) v is convex on I × R + , which is the case if and only if
then µ is a uniformly log-concave probability measure and is symmetric with respect to L and moreover L satisfies CD(ρ, ∞). Notice that it is not the case when W (x) = x r r with r 0 if r = 2 since there is a singularity at x = 0 for ∇ 2 W (x). In that case, one have only a CD(0, ∞) inducing a local version only:
which is the Brownian Motion or (heat semi-group) behaviour (r = 0). One can expect a better inequality in term of t-dependence of the obtained constant, but the semi-group method seems to fail since it relies on a commutation formula which is poor when r ∈ {0, 2}. A perturbative approach may be used for the inequalities related to µ (which corresponds to t = +∞), but the constant is not sharp in general. When ∇ 2 W is constant, (X t ) t 0 is a Brownian Motion or an Ornstein-Uhlenbeck process, and the commutation formula is exact.
One can try to investigate the commutation between f → Φ ′′ (f ) Γ(f ) and P t , with a cost related to a sort of convex conjugate Φ * of Φ. The idea is to relate Φ with a criterion involving Γ and Γ 2 (i.e. W when L = ∆ − ∇W · ∇).
Interpolation between Poincaré and log-Sobolev
The Φ-Sobolev inequality obtained above for strictly uniformly log-concave probability measures include the optimal Poincaré and logarithmic Sobolev inequalities by taking the appropriate Φ, namely:
and more generally, for any p 1:
The W 1,∞ -regularity is not optimal, but we are not interested here in such aspects. The latter inequality can be seen as an interpolation between the two others since it gives the log-Sobolev form with the good constant, by letting p tends to 1. Namely, for a positive f :
Actually, by an appropriate change of function, one can reformulate the p-inequality as follows:
which gives by denoting q = 2/p (i.e. q ∈ [1, 2)):
One may remove the non-negativity condition on f . Let f : R d → R be a smooth function. Since P t (|f |) |P t (f )|, on have
which gives E µ |∇|f || 2 E µ |∇f | 2 . Therefore, we get finally that for any q ∈ [1, 2):
which is exactly the inequality studied in [Bec89] for the Gaussian measure and in [LO00] with (a, C) = (1, ρ −1 ), see also [Wan02] for further developments related to this particular case. Actually, the latter inequality appears as a sort of infinite dimensional dual version of Sobolev inequality. Namely, let (M, g) be a smooth compact connected Riemannian manifold with dimension d 3 and Ricci curvature ρ > 0, and let µ be the normalised Riemannian volume probability measure. The Sobolev inequality states that for any smooth function f on M:
It is then well known that one can recover the optimal logarithmic Sobolev inequality for the standard Gaussian measure on R k when µ = N (0, I d ) by taking the projection σ k : R d+1 → R k where k d and by letting d tends to +∞ (i.e. q tends to 2). This fact is sometimes referred as the "Poincaré observation", see for example [Joh02] for a generalisation to the case where µ is a product Boltzmann-Gibbs measure.
Criterions for Phi-Sobolev inequalities to hold
Theorem 6 page 7 gives Φ-Sobolev inequalities for hypercontractive diffusions and uniformly strictly log-concave probability measures (i.e. what is under Bakry-Emery Γ 2 criterion). It is quite natural to ask for a general criterion to establish such inequalities beyond this restrictive scope. One can find some answers in [LO00] and [Wan02] for Φ(x) = x p . Let a ∈ [0, 1] and r = 2/(2 − a) (i.e. r ∈ [1, 2]), and consider the probability measure ν r on R d defined by:
Then, it is shown in [LO00] that there exists an universal constant C > 0 such that for any q ∈ [1, 2) and any smooth function f :
which is exactly after the suitable change of functions the Φ-Sobolev inequalities for Φ(x) = x 2/q . As we will show in the sequel, Φ-Sobolev inequalities can be established on paths space of some diffusions (under (H1)) and some Lévy processes under (H2), extending in this way what is already known in the literature for Poincaré and logarithmic Sobolev inequalities.
Perturbation, tensorisation, concentration
Tensorisation: a sub-additivity property for Φ-entropies under (H1) or can be found in [LO00, Cor. 3]. It is well known for variance and entropy, cf. [Led97] and [ABC + 00, Chap. 1]. This tensorisation property can be seen as an extension of the sub-additivity of Kullback-Leibler's relative entropy. Beware that It is different from the also well known sub-additivity of Shannon's like entropies, cf. Section 5 page 20 for an explanation.
Recall that for two probability measures ν ≪ µ on a probability space (Ω, F ), KullbackLeibler's relative entropy Ent(ν | µ) is defined by:
be a product probability space and for any i ∈ {1, . . . , n}, let π i : Ω 1 × · · · × Ω n → Ω i be the standard projection. Then, for any probability measure ν ≪ µ 1 ⊗ · · · ⊗ µ n :
i . Moreover, equality holds if and only if ν = ν 1 ⊗ · · · ⊗ ν n . In other words, for any real valued integrable function f on the product space:
This property of relative entropy remains true for Φ-entropies when Φ fulfils (H1):
Proposition 7 (Tensorisation of Φ-entropies). Suppose that Φ satisfies (H1). Let
be a product probability space. Then, for any measurable function f : (Ω, F ) → (I, B(I)) one have:
Proof. As for variance and entropy, (35) is a consequence of the convexity of the Φ-entropy functional, and can be obtained by using the variational (duality) formula for Φ-entropies (17). Namely, for any h and i ∈ {0, . . . , n}, let h i := E µ 1 ⊗···⊗µ i (h), with h 0 = h. Thanks to the variational formula (17), one have:
Since we can write
the desired result follows by the variational formula (17) again and the fact that
which is due to Jensen's inequality for the convex function Φ.
The tensorisation property for Φ-entropies can be used to tensorise Φ-Sobolev inequalities as what is done for logarithmic Sobolev and Poincaré inequalities, which can then be viewed as particular cases. In essence, Φ-Sobolev inequalities under (H1) are then infinite dimensional since they hold on the product space with the maximum of the one dimensional constants provided that such constants are finite. One can use the tensorisation property above to derive Φ-Sobolev inequalities for the empirical mean of i.i.d. random variables provided that the common law satisfies to such an inequality (the constant is preserved, that is the important feature).
Perturbation: one can derive a perturbation property for the Φ-Sobolev inequality via the following straightforward variational formula for Φ-entropies:
That formula is nothing else but the consequence of Taylor formula for the convex function Φ, and no more assumption on Φ are required here. It can be found in [ABC + 00, Lem. 3.4.2]. One can easily recover the well known formulas for variance and entropy by considering the appropriate Φ:
Such a variational formula (36) allows a perturbation of Φ-Sobolev inequalities via the method used by Holley and Stroock for Poincaré and logarithmic Sobolev inequalities, cf. [HS87] . Namely, let µ be a probability measure on (Ω, F ) and B : (Ω, F ) → (R, B(R)) be a bounded measurable function. If we define the probability measure ν B on (Ω, F ) by:
where Z µ,B := E µ (exp(B)), then one can write:
One can express the result as follows:
Proposition 8 (Perturbation). Let (Ω, F , µ) be a probability space such that 
where ν B is like in (37).
Concentration of measure: concentration of measure consequences of Φ-Sobolev inequalities via a suitable Herbst like argument can be explored. Let us recall what can be found in [LO00] . Let µ a probability measure on R d , and a ∈ [0, 1] and r = 2/(2 − a) (i.e. r ∈ [1, 2]). Assume that there exists a constant C > 0 such that for any q ∈ [1, 2) and any smooth function f : R d → R:
We have seen already that such an inequality can be deduced by a change of function from a Φ-Sobolev inequalities with Φ(x) = x 2/q (at least for diffusions). Then, it is shown in [LO00] that the following concentration of measure holds for any t > 0 and µ-integrable Lipschitz function F : 
is uniformly strictly log-concave with constant 1/t, it satisfies a Φ-Sobolev inequality (20) of constant t/2 under (H1) for Φ:
Let 0 < t 1 < · · · < t n be n successive times, and let F : R n → R be a smooth function. Then, one can write:
where Q i := B t i − B t i−1 and t 0 := 0 and G(x 1 , . . . , x n ) := F (x 1 , x 1 + x 2 , . . . , x 1 + · · · + x n ). But now, since Brownian Motion is with i.i.d. increments, one have
Therefore, the tensorisation property yields:
Then for any sequence of times 0 < t 1 < · · · < t n and any smooth function F : R n → I:
As we will see, this inequality is just a particular case of a more general one on paths space (i.e. for the Wiener measure). The same procedure may be used for any random walk (resp. Lévy process), provided that the law of the increment (resp. the infinitely divisible law at time t = 1) satisfies to a Φ-Sobolev inequality under (H1) for Φ (we need a tensorisation property). Infinitely divisible laws are particular cases of laws of sums of i.i.d. random variables. As we will see, one can use for such laws the semi-group approach
One can derive the Φ-Sobolev inequality for the Wiener measure on R d by a cylindrical method, starting from the multi-times Φ-Sobolev inequality established by tensorisation by letting the number of times considered tends to +∞. Similar Φ-Sobolev inequalities involving a Malliavin derivative can be easily derived on paths space via a martingale representation approach and Itô formula (at least for Brownian Motion as what was done for the log-Sobolev inequality in [CHL97] ). Let us do it for Brownian Motion (B t ) 0 t 1 . Let W 0 (R d ) be the paths space of continuous functions from [0, 1] to R d starting from 0 at t = 0. For every functional F : W 0 (R d ) → I, consider the martingale M t := E(F | F t ) where 0 t 1 and F t = σ(B s , 0 s t) is the natural filtration. Then, one have
where (DF ) · t denotes the directional derivative of F . Now, the Itô formula yields:
which is nothing but
Now, by Jensen's inequality for the bivariate convex function (u, v) → Φ(u) ′′ v 2 , we get as in the semi-group proof: 
This proof is a replica at paths space level of the semi-group proof for diffusions, where P t is "replaced" by E(F | F t ) and the diffusion property by the Itô formula. This analogy is not formal indeed, since the diffusion semi-group gives the solution of the martingale problem associated to the related elliptic diffusion operator. Such a proof can be extended to the paths space on manifolds as what was already done for the log-Sobolev inequality in [CHL97, Wan96] , see also [Hsu02, Sect. 8 .3] and references therein. 
When M = R d , one have K = 0 and we recover Theorem 10. We believe that a Φ-Sobolev inequality still hold on the paths space of diffusions on manifolds with Drivers's total antisymmetry condition, as what was done in [CHL97] for the logarithmic Sobolev inequality. 
. But now, under (H2), Ψ is bivariate convex on I (2) . It was already observed for the simple cases Φ(x) = x 2 and Φ(x) = x log x in the pretty paper [Wu00] . Hence, by the bivariate Jensen inequality and the commutativity property between D 1 and P t−s , which is due to the fact that the process increments are i.i.d., one gets the following result:
Theorem 12 (Local Φ-Sobolev for the simple Poisson point process). Let (X t ) t 0 be the simple Poisson point process on R d with intensity λ > 0. Assume that Φ fulfils (H2), then for any t > 0 and any smooth f : R d → I:
is the associated semi-group as in (4).
In particular, by taking t = 1, we get:
Corollary 13 (Φ-Sobolev for the Poisson measure). Let P λ be the Poisson measure P λ of mean λ > 0, then, under (H2):
It is clear that such a result remains true for pure jumps Lévy processes (i.e. without Brownian part) by replacing D 1 by the appropriate jump integral. The Brownian part may be added at final stage via tensorisation when possible. Namely, we can state the following:
Theorem 14 (Local Φ-Sobolev for a pure jumps Lévy process). Let (X t ) t 0 be a pure jump Lévy process with infinitesimal generator of the form:
where ν is a Lévy measure on R d . Assume that Φ fulfils (H2). Then for any t > 0 and any smooth f :
Taking t = 1 gives the same functional inequality for the infinitely divisible law L(X 1 ). The simple Poisson point process can be recovered by taking θ = 0 and ν = δ 1 . We think that Φ-Sobolev inequalities under (H2) can be established on paths space for generic Poisson space via a Clark-Ocône-Haussmann formula like in [Wu00] (see also [Pri00] ). Actually, one can proceed as for Brownian Motion via a cylindrical method by replacing the tensorisation property by the so called Lu-Yau Markov decomposition, like in [AL00]:
Theorem 15 (Φ-Sobolev on paths space of pure jumps Lévy processes). Let (X t ) t 0 be a pure jump Lévy process as stated above. Assume that Φ fulfils (H2). Then, for any suitable function F of (X t ) 0 t 1 taking its values in I:
Let us explain how to proceed with the so called Lu-Yau Markov decomposition for two times (s, t) with s < t. We assume that for any t > 0, a Φ-Sobolev inequality holds for L(X t ) (i.e. for P t ) with constant t. We would like to obtain a similar inequality for L(X s , X t ). Let F : R 2 → I be a smooth bivariate functional. We start with the following conditional decomposition of the Φ-entropy (which replaces in some ways the tensorisation property):
where we abridged F (X s , X t ) in F in the right hand side. In other words,
, we have for any x:
Therefore, since
, the first term of the Ent Φ decomposition can be bounded above as
where the 2 exponent in D 2 z means that the z translation is done on the second variable of F in the definition of D z . On the other hand, if we define H t−s by H t−s (x) := E(F (x, x + X t−s )), we have:
Now, by the commutation formula D z H t−s (x) := E(D z (x → F (x, x + X t−s ))) and the bivariate Jensen inequality, the last term of the Ent Φ decomposition can be bounded above as follows:
where this time the translation is done in both variables. This achieves the proof. By induction on n, we get:
Theorem 16 (Multi-times Φ-Sobolev for pure jumps Lévy processes). Let (X t ) t 0 be a pure jumps Lévy process on R d as in the preceding Theorem. Assume that Φ fulfils (H2). Then for any increasing sequence of times 0 =: t 0 < t 1 < · · · < t n and any smooth F : R n → I:
where for any x ∈ R n D i,...,n y F (x) := F • τ i (y)(x) − F (x), and where for any i ∈ {1, . . . , n} and x, y ∈ R d F • τ i (y)(x) := F (x 1 , . . . , x i−1 , x i + y, . . . , x n + y).
This inequality is a sub-case of the paths space one. Actually, the latter can be recovered by letting n tends to +∞ (cylindrical method). This inequality is similar to the one which was obtained for Brownian Motion via tensorisation. Actually, one can use the Lu-Yau Markovian method for Brownian Motion. Lévy processes, and thus Brownian Motion, are particular examples of normal martingales. We believe that the approach used in [Pri00] for log-Sobolev inequalities remains valid for Φ-Sobolev inequalities, but one have to precise the condition on Φ.
Remark 17 (Comparison with classical Dirichlet forms). Assume that (H2') holds. Since Φ ′ is concave, Φ ′′ is non-increasing and therefore, when v 0
The case v 0 is very similar, and we get finally that under (H2'):
In the other hand, if we assume only (H2), one can write:
which gives that under (H2):
Thus, under (H2) (resp. (H2')), we recover for example the well known (Df ) 2 /f (resp. Df D log f ) Dirichlet forms when Φ(x) = x log x, as in [Wu00] . When Φ(x) = x 2 , both of them give 2 (Df ) 2 .
Remark 18 (Discussion on (H2) and (H2')). Let ζ 1 (u, v) = Φ ′′ (u) v 2 and ζ 2 (u, v) = (Φ ′ (u + v) − Φ ′ (u)) v, for (u, v) ∈ I (2) . Such functions are non negative since Φ is convex. One have Ψ ζ 1 when Φ ′ is concave, and since with equality if and only if X 1 , . . . , X n are independent. Such a property relies on the non-negativity of Kullback-Leibler's relative entropy and on the basic additivity of the logarithm: log(ab) = log a + log b:
