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low  stock  price  means  poor  fundamentals,  a  higher  cost  of  capital,  and  lower  inventory.  
Normatively, firms should obtain their cost of capital from an efficient markets model of stock 
prices.   My  study  is motivated by  the growing body of evidence  that  the  stock market  is not 
efficient and can temporarily mis‐value firms.  I report evidence that the market’s “behavioral” 
component explains firms’ inventory as much as its “fundamentals” component.  I further test 
three possibilities  for how  the behavioral  component works.   The  first  is a  financing  channel.  
When  the market over‐values  firms,  firms  can get  cheaper  financing  and  increase  inventory.  
The second is dissipation.   When the market mis‐values firms, firms are less disciplined and let 
inventories rise.   The third is catering.   When the market discounts high‐inventory firms, firms 
decrease  inventory, and vice versa.    I  report evidence  that weakly  supports  financing,  rejects 
dissipation  and  strongly  supports  catering.   The  findings  suggest  that we  need  to  find  new 
ways of calculating the cost of capital for operations models.  They could begin to form the basis 



























price  correlates with  inventory:  low  stock  price means  poor  fundamentals,  a  higher  cost  of 
capital, and  lower  inventory.   The normative  implication  is  that a  firm  can obtain  its  cost of 
capital  from  an  efficient markets model of  stock prices  (see Stein  (1996)).   This  is  the  cost of 
capital that the efficient markets view prescribes, to be plugged into foundational formulations 
in  operations  management  such  as  the  EOQ  (economic  order  quantity)  and  news‐vendor 
solutions. 
My  study  is  motivated  by  the  growing  body  of  evidence  that  the  stock  market  is  not 
efficient.  In the inefficient markets view, the stock market can temporarily over‐ or under‐value 
firms, even if this mis‐valuation works itself out of stock prices over time.  In the last decade, a 
vast  number  of  empirical  studies  interpret  their  findings  as  evidence  that  markets  are 
inefficient.    Finance  theory  has  also  begun  to  show  that  it  takes  very  lax  assumptions  for 
inefficiency  to  obtain.    For  example,  inefficient  markets  can  hold  even  if  transactions  are 
costless.    Baker,  et  al.  (2004),  Barberis  and  Thaler  (2003),  and  Shleifer  (2000)  summarize  the 
theory and evidence.    In  the operations management  literature, some studies now also report 
abnormal stock prices (e.g., Chen, et al. (2005)). 
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If  true,  this  inefficient markets view could dramatically  revise  the positive and normative 
implications described  in  the  first paragraph.   Normatively, “it  is no  longer obvious  that one 








second,  I  consider  three  possible  channels  through  which  inefficient  markets  might  affect 
inventory.    One  possibility  is  a  financing  channel.    For  financially  constrained  firms,  over‐
valuation  allows  them  to  raise  financing  and  increase  inventory  to optimal  levels  (e.g.,  Stein 
(1996)  and  Baker,  et  al.  (2003)  describe  similar  stories  for  capital  expenditure  and  dividend 
policies).  Another possibility is a dissipation channel, based on the idea of shirking in principal‐
agent  models  (e.g.,  Baker  (1992)).    When  the  market  mis‐values  firms,  firms  become  less 
disciplined and let inventories rise.  The third is a catering channel.  When the market discounts 
high‐inventory  firms,  firms decrease  their  inventory.   When  the market places a premium on 
inventory,  firms  increase  their  inventory  (e.g., see Baker and Wurgler  (2004)  for catering  to a 
dividend premium). 
To  test  the  “fundamentals  only”  hypothesis,  my  baseline  model  regresses  inventory  on 





of measures,  as  in Baker  and Wurgler  (2004)  and Polk  and  Sapienza  (2004).    Some  example 
measures of the behavioral component are CAPM and Fama‐French alphas, earnings accruals, 





squared  of  about  24.4%.    The  coefficient  on  the  component,  even  after  partialling  out 





I  report some evidence consistent with  the  financing channel but not with  the dissipation 
channel, and strong evidence of catering.  In regressions of inventory on fundamentals and the 
three  channels,  the  latter  account  for  an  adjusted  R‐squared  of  64.7%,  but  the  bulk  of  this 
(63.7%) is by the catering channel. 
These  results  contribute  to  a deeper understanding of  the  interaction between operations 
management  and  finance.    For  example,  they  could  begin  to  form  the  basis  of  a  more 
  4
empirically  accurate  model  of  how  inventory  decisions  are  made  (e.g.,  Netessine  and 
Roumiantsev  (2005)).   This  in  turn might go  some distance  in  addressing  the  concern  “often 
made  [about  inventory models,  that]  any  resemblances between  the models  constructed  and 
reality are purely coincidental” (Whitin (1952)). 
The findings can also open up new avenues of research.  For example, a natural question is 
whether  the welfare  implication of catering  is positive  for managers, shareholders,  firms, and 
society.   With  regard  to  the  last,  the  resulting misallocation  of  resources  over  time  is more 
severe  than misallocation  in a  cross‐section of  firms.   As pointed out by Morck, et al.  (1990), 
misallocation  in  a  cross‐section  could  at  least be mitigated by  the  fact  that overall  inventory 
levels  are  approximately  unaffected.    Too  little  inventory  in  one  department  store might  be 






for  shareholders,  for  example,  it  could  be  an  important  and  not‐yet‐well‐understood 
consideration for managerial compensation and other aspects of firm management. 
2. Inventory and the Stock Market 
The question of whether and how  the stock market affects  inventory has a parallel  in  the 
macroeconomics and  corporate  finance  literature.   However,  there,  the dependent variable  is 
corporate  investments rather  than  inventory.   The  literature divides  into  two camps.   On one 
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side, Tobin (1969) initiates a literature that relates investments to q, a summary statistic for the 
stock market’s  information about  the  firm’s  fundamental  investment  costs and opportunities.  
Market sentiment does not play a role.   On  the other side,  theorists as early as Keynes  (1936) 
argue  that  stock prices have a behavioral  component  so  that  they diverge  from  fundamental 
information about investments.   
The modern  incarnation of Keynes’ idea  is an  inefficient market.   It has three components.  
First, there are noise traders who hold beliefs (“sentiment”) that cannot be rationally  justified.  
Second,  these  traders’ activities do not cancel out.   Third,  there are  limits  to arbitraging away 
the  uncancelled  activities.    (Following  the  literature,  I  use  the  terms  “inefficient  market,” 
“irrational market,” “behavioral market,” “sentiment,” and “mis‐valuation” interchangeably.)   
Early empirical work does not have a consensus.  For example, Barro (1990) argues that the 
stock market “dramatically out‐performs”  fundamental variables  such as  q and  cash  flow,  in 
explaining  investment  levels.   On  the  other hand, Blanchard,  et  al.  (1990)  state  that  “market 





empirical  studies  show progress  is  that  they  return  to  the  theory  of why  inefficient markets 
might affect  investments.   Specifically,  they  test  the channels  through which  the stock market 
might influence investments.  This is the approach I take in this paper. 
The  first  possible  channel  is  financing.    The  idea  is  that  some  firms  are  financially 
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constrained,  so  they are not able  to  carry  the optimal amount of  inventory.    If  the market  is 
inefficient, temporary over‐valuation of these firms allows them to raise funding at a lower cost 
of capital (see Brainard and Tobin (1968),  Fischer and Merton (1984) for similar arguments for 
investments).    This  lower  cost  of  capital  could  come  directly  from  the  lower  cost  of  equity 
issuance,  or  indirectly  by  the  lower  cost  of  debt  with  expanded  debt  capacity  or  reduced 
overhang.   This  view  is  empirically distinguishable  from  the  other  channels  I discuss  latter.  
Specifically,  the  financing hypothesis predicts  that,  in  a  cross‐section, only  constrained  firms 
increase  inventory; while  unconstrained  firms may  also  take  advantage  of  over‐valuation  to 
obtain financing, this financing is unlikely to increase inventory, which is ex ante optimal. 
Another possible channel  is dissipation.   The  idea  is  that during periods of mis‐valuation 
(either over‐ or under‐valuation), firms let inventories rise unnecessarily, dissipating value that 
is otherwise  captured with more  efficient operations.   The  story  is  consistent with principal‐
agent models  such  as Baker  (1992).    In  these models,  effort by  the agent  (managers)  to keep 
inventory optimally  low  is costly and  inherently unobservable  to  the principal (shareholders).  
Thus,  the agent’s effort  is only weakly  linked  to reward.   With  inefficient markets,  the effort‐
reward link is further weakened.  First, reward often depends on valuation, whether explicitly 
or  implicitly.   Valuation now has an exogenous behavioral component, adding more noise  to 
the effort‐reward link.  Second, the principal reduces monitoring of inventory levels when mis‐
valuation  encourages  other  priorities,  such  as  equity  issuance when  there  is  over‐valuation 
(hence  the  interaction with  the  financing  channel) or  investor  communications when  there  is 
under‐valuation.    Still,  the  dissipation  channel  is  empirically  distinguishable  from  the  other 
channel  in  two  ways.    First,  in  cross‐sections,  the  dissipation  channel  applies  to  weakly 
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the motivating  factor  there  is  excess  cash  rather  than mis‐valuation.    It  is  also  important  to 











While  the  financing  and  dissipation  channels  depend  on  stock  market  mis‐valuation  in 
general,  the catering channel depends on a specific kind of mis‐valuation based on  inventory.  
When  there  is  an  “inventory  discount,”  managers  cater  to  the  market  by  reducing  their 
inventories.   Conversely, when there  is an  inventory premium, managers  increase  inventories.  
The  inventory discount/premium  is analogous to similar phenomena studied  in other areas of 
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market  inefficiency,  such  as  the  small  firm  premium  (Roll  (1983)),  close‐end  mutual  fund 
premium (Boudreaux (1973), Lee, et al. (1991)), or the dividend discount/premium (e.g., Baker 
and  Wurgler  (2004)).    This  dependence  on  an  inventory  discount  (if  it  exists)  empirically 
distinguishes the catering channel from the other two.   Another point of distinction is that the 
catering  channel plays  a  bigger  role  in  firms  that  are more  short‐term,  such  as  those whose 




what high  inventory  really means  (e.g., Lai  (2005)).    It  could mean operational  incompetence 
and sagging sales, or it could mean a high‐responsiveness strategy and good prospective sales.  
Further,  at  any one  time,  the beliefs of  investors,  especially noisy  traders,  tend  to herd  (e.g., 
Scharfstein and Stein  (1990)).   Therefore, we might see an  inventory discount one  time and a 
premium at another.  Aghion and Stein (2005) provide a formal model of how this can happen. 
A  concluding  clarification:  it  might  seem  that  the  inefficient  market  arguments  above 
require  that  firms or managers  to be  smarter  than  the market  to detect mis‐valuation, and  to 
ignore  market  signals.    It  is  a  standard  result  in  the  literature  that  only  a  less  restrictive 
interpretation  is  needed  (e.g.,  Stein  (1996)).    Specifically,  the  firm  could  use  a  Bayesian 
combination of  its private  information and  the market’s valuation.    In  the catering case,  firms 
“may  just  cater  to,  or  even  be  forced  by  proxy  vote  to meet,  extreme  investor  demands  in 
general,  and  mis‐pricing  is  merely  a  symptom  of  extreme  investor  demand.    In  this 
interpretation, managers  are not knowingly  outwitting  the market.   Their decisions will  still 
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addressing  potential  endogeneity,  since  inventory  and  the  right‐hand‐side  variables  can  be 
simultaneously determined or there might be reverse causality.  I address these in this section. 
3.1. Data 
The data  is  from COMPUSTAT‐CRSP, ExecuComp,  I/B/E/S, CDA, The Wall Street  Journal, 
and  a  variety  of  other  sources  detailed  below.    I  update  all  COMPUSTAT‐CRSP  data with 
restated values – e.g., for sales, assets, cost of goods sold.  To be included in the dataset, I follow 
the practice in the literature (e.g., Morck, et al. (1990), Polk and Sapienza (2004), Gompers, et al. 
















Except  for  BEHAVIORAL,  equation  (1)  is  essentially  the  standard  q‐theoretic  investment 
equation  (e.g.,  Summers  (1981)).    BEHAVIORAL  is  lagged  while  FUNDAMENTALS  is 
contemporaneous because  I am  interested  in whether  the  former affects  INVENTORY beyond 
its  ability  to  predict  the  latter.    It  is  possible,  however,  that  lagging  BEHAVIORAL  might 
provide FUNDAMENTALS with an informational advantage.  But including contemporaneous 
measures of BEHAVIORAL  (unreported) do not  change  the  results,  a  finding  consistent with 
Poterba (1990). 






are  net  sales  growth  and  cash  flow  growth,  following  Morck,  et  al.  (1990).    They measure 
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expected  opportunities  and  the  cost  of  capital,  respectively.    A  very  different  measure  of 
FUNDAMENTALS  is  to use  the q variable,  following Polk and Sapienza  (2004).   This has  the 












returns, based on SML  (“small minus  large”), HML  (“high book‐to‐market minus  low”), and 
UMD (“up momentum versus down”) factors, also obtained from Professor French. 
The third directly measures “sentiment.”   I use the close‐end fund discount, which has the 
well‐known  characteristic  that  stock  price  often  differs  from  net  asset  value  in  such  funds, 
because unsophisticated investors hold different beliefs than others.  This difference is generally 




(2004)),  but my  goal  is  to measure  it  rather  than  to  achieve  the more  ambitious  objective  of 
studying it per se.  Following Baker and Wurgler (2004), I obtain the value‐weighted closed‐end 




which  can  be  interpreted  as  over‐valuation.    This  argument  relies  on  investors  not  being 
sophisticated enough  to  see  through  the manipulation of accruals, a  fact well‐documented  in 
the accounting literature (e.g., Maines and Hand (1996)).  There are many models for measuring 
discretionary accruals, but as Dechow, et al.  (1995)  show,  the main models are about equally 




For each  firm,  I  then derive  its non‐discretionary accruals by  first  running a cross‐section 
regression using the firm’s four‐digit SIC code peers (i.e., all but itself): 
    ACCRi,t = θ0 + θ1.(1/TotalAssetsi,t‐1) + θ2.(Δsalesi,t/TotalAssetsi,t‐1) + 
         θ3.(PlantPropertyEqpti,t/ TotalAssetsi,t‐1) + εi,t. 
Using the predicted coefficients  θˆ  from above, the firm’s non‐discretionary accruals are: 
    NONDIS‐ACCRi,t =  θˆ 0 +  θˆ 1.(1/TotalAssetsi,t‐1) + 
        θˆ 2.(Δsalesi,t – ΔaccountsReceivablei,t)/TotalAssets,t‐1 + 
        θˆ 3.(PlantPropertyEqpti,t/TotalAssetsi,t‐1). 
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Discretionary  accruals  are  then  defined  as  the  difference  between  total  and  non‐
discretionary accruals.  One advantage of using discretionary accruals is that it could understate 




robustness because  they work  through different mechanisms  in mis‐valuation.   For  example, 
the  closed‐end  fund  discount  operates  through  differences  in  clientele  segments  while 




models  in Morck, et al.  (1990) and  those  in Polk and Sapienza  (2004).   Like  them,  I  find  that 
BEHAVIORAL is an important driver of inventory decisions, with both a substantial R‐squared 
(24.4%, comparable to the 20.8% in Morck, et al. (1990)) and positive significant sign.  Model (2) 
partials  out  FUNDAMENTALS,  and  the  resulting  coefficient  on  BEHAVIORAL  drops 
substantially,  but  is  still  very  statistically  significant.    Models  (3)  and  (4)  obtain  the  same, 
despite  using  different  estimation  methods  (fixed  effects)  and  different  measures  of 
INVENTORY, BEHAVIORAL, and FUNDAMENTALS.  In each, the R‐squared is significant, and 
BEHAVIORAL is once again significant and signed as predicted.  
The  economic  significance  of  BEHAVIORAL  varies.    For  the  closed‐end  fund  discount 
measure of BEHAVIORAL, a one  standard deviation  change  in BEHAVIORAL  leads  to a 10% 
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standard deviation change  in  INVENTORY, while  the CAPM alpha measure produces only a 






1. Horizon  to  take  in difference  specification.   Morck, et al.  (1990) use  three‐year horizons  to 
“capture delayed changes in investment.”  I expect that inventories, unlike their capital 
expenditures,  are  adjustable much  faster  over  time.   Also,  a  longer  horizon  has  the 
disadvantage that the specification is more susceptible to endogeneity.  For example, in q 
theory,  the desired  level  of  capital  stock might  not  follow  a deterministic  trend  over 
longer periods.    In any case,  I  regress over both one‐ and  three‐year horizons and  the 
results are qualitatively unchanged. 
2. Additional controls.   Like Morck, et al. (1990), I use  industry dummies and find that the 
results  (unreported)  are  qualitatively  unchanged.    Furthermore,  I  use  year  dummies 
(reported here), whose  inclusion means a more  stringent  test because  they understate 
the effect of BEHAVIORAL if they pick up time variations of the aggregate stock market.  
I also cluster regressions around firms, to minimize serial correlation. 
3. Discretized  dependant  variables.    One  problem  with  INVENTORY  is  that  it  could  be 
measured with  error.    Following Morck,  et  al.  (1990),    one way  to  address  this  is  to 








4. Lag  structures.   Lags help minimize  simultaneity  issues.    I use zero  to  four  lags  in  the 
specifications.    In  this paper,  I  report  results  from  estimations using no  lags  for OLS 
regressions  and  two  lags  for  fixed  effect  regressions;  other  specifications  give 
qualitatively similar results, unless otherwise stated. 
5. Reversed  causality  and  simultaneity.    Reversed  causality  is  handled  by  lagging 
BEHAVIORAL.   It is still possible that the measures of FUNDAMENTALS such as sales 
and  cash  flow are  simultaneously determined with  the  stock  returns used  to measure 
BEHAVIORAL.  Suppose a good past return increases inventories because of lower costs 
of  financing,  but  increased  inventories  improve  sales  because  of  better  availability.  
Therefore, measuring FUNDAMENTALS with  sales would pick up  some  effect of  the 
influence  of  returns  on  inventories.    First,  this  only  understates  the  effect  of 
BEHAVIORAL,  thus  strengthening  the  finding.    Second,  in  Model  (6),  I  use  all  the 
previous measures of BEHAVIORAL as instrument variables for the Fama‐French alpha 
measure,  in  a  two‐stage  least  squares  estimation.   The  p‐value  of  an  over‐identifying 
restriction test  is 0.03, suggesting that the 2SLS  is valid.   In any case, the  instrumented 











500,  and ASSETS  is  total  assets.   Model  (7)  shows  that  the  result  is  qualitatively  the 
same.   The inverse Mill’s ratio is marginally significant at 7.9%.   A possible reason that 
the bias  is small  is  that  the  long period of coverage overwhelms  the shorter period of 
truncation.  To simplify the exposition in the rest of the paper, I present results without 
the  Heckman  correction,  after  checking  that  the  corrected  results  are  qualitatively 
unchanged.  There is also possible survivorship bias: the dataset might contain surviving 
firms  that  are  different  from  those  dropped.    For  this,  I  create  a  sub‐sample  that 










I  should  see  that  the  γ  coefficients  are  positively  signed  and  β2  drops  in  economic 
significance.    I measure  EQUITY  using  two methods.   One,  following Morck,  et  al.  (1990), 
divides common equity by beginning‐of‐year market capitalization, and a more  sophisticated 
way,  by  Daniel  and  Titman  (2003),  considers  equity  issuance,  employee  stock  and  pension 
plans, repurchases, and dividends.   Specifically,  the  latter, which  I will call DT equity, can be 












I  measure  DEBT  using  book  debt.    EQUITY  and  DEBT  are  interpreted  as  specialized 
measures  of BEHAVIORAL  that  account  for  the  financial  channel which with BEHAVIORAL 
might  influence  INVENTORY.    For  example, Daniel  and Titman  (2003)  document  how  their 
measure  of  equity  issuance  predicts  subsequent  low  stock  returns,  suggesting  current  over‐
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valuation. 









      δ1.EQUITYi,t‐1 ¯ FINANCIALLY‐CONSTRAINEDit + 
       δ2.DEBTi,t‐1 ¯ FINANCIALLY‐CONSTRAINEDit + 
firm effects + year effects + εit. 
Positively‐signed δ coefficients would be consistent with the financing channel. 
A measure  of  FINANCIALLY‐CONSTRAINED would  include  standard  corporate  finance 
parameters  such as  firm  size,  firm age,  leverage,  cash balance,  cash  flow,  cash volatility, and 
investment  opportunities.    Kaplan  and  Zingales  (1997)  incorporate  these  in  an  index.    The 

















discount.    I  use  measure  the  discount  in  many  different  ways  to  minimize  measurement 
problems.   Structurally, each measure divides  the dataset  into  low‐ and high‐inventory  firm‐
year observations and the inventory discount is the difference by some measure (say the mean 
market‐to‐book ratio) between these two sub‐samples.  For the choice of dividing into low‐ and 
high‐inventory observations, I use a variety of criteria: (1)  inventory value  levels, (2)  inventory 
value  changes,  (3)  inventory  value  divided  by  property‐plant‐equipment  value,  (4) 
inventory/PPE changes,  (5)  inventory/sales based on  the adjusted‐inventory‐turn specification 
in  Gaur,  et  al.  (2005),  and  (6)  inventory/sales  changes.    For  the  choice  of  measuring  the 
difference between the low‐ and high‐sub‐samples, I use the log of the difference in the market‐
to‐book  (MTB) ratios and  the  future one‐year,  two‐year,  three‐year, and cumulative  three‐year 
stock  returns  (please  see  Baker  and  Wurgler  (2004)  for  a  similar  set‐up  for  calculating  the 
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dividend  premium).    For  each  of  these,  I  employ  still  finer  variations,  using means  versus 
medians,  and  using  equal‐weighted  versus  market  cap‐weighted  measures.    The  inventory 
discount is positive when the MTB for low‐inventory firms exceed that for high‐inventory firms.  
It  is negative when measured using  future returns, since  future returns are  low when current 
valuations  (MTB) are  too high and vice versa.   We  can also  think of  the difference  in  future 
returns as an inventory premium. 
Figure  1  shows  two measures  of  the  inventory discount.    It  appears  that  the discount  is 
positive  for most of  the  late  1970s  and  the  1980s,  turns negative  in  the  1990s, and begins  its 
journey back to neutrality  in the early 2000s.   Another striking figure of the picture  is that the 
two measures are reassuringly correlated.   Table 3 shows  the correlation coefficients among a 
few of these measures.  It also reports Dickey‐Fuller tests for unit roots, with and without time 
trends  and  lags.   These  tests  are  consistent with  expectation  that  these  series  are  covariance 
stationarity.  For example, the discount cannot grow indefinitely. 
The catering channel predicts  that  the coefficient on  INVENTORY‐DISCOUNT  is negative.  
It also predicts that firms with shorter‐term horizons are more sensitive to the discount.   I use 












In  Table  4,  I  report  summary  results  with  all  channels  together.      Model  (1)  uses  the 
differencing  specification  and  model  (2)  uses  the  fixed  effects  specification.    In  (1),  both 
financing and catering channels are statistically significant, but in (2), only the catering channel 
is significant.    I  interpret  this as evidence  that  the dissipation channel  is not present, and  the 
financing  channel  as  at  best weakly  present.    The  catering  channel,  however,  is  statistically 
significant in a robust way.  It is also as economically significant as the fundamentals, even with 
the large number of regressors.  For example, one standard deviation of the catering coefficient 
is  associated with  3%  standard deviation of  the  INVENTORY,  comparable  to  the  5%  for  q,  a 
proxy for FUNDAMENTALS. 
In Figure 2,  I  show  the progressive  contributions of  the  three  channels, with  increasingly 
restricted  models.    The  baseline  specification  is  that  for  model  (1)  in  Table  4.    Other 
specifications  show  the  same  conclusions.   The directions  of  the  arrows  show what  is  being 
restricted, with  the  left‐pointing  ones  representing  restrictions  on  catering,  upward  ones  for 
dissipation, and right‐pointing ones for financing.  The p‐values of the restrictions are show on 
the arrows.  For example, going from the bottom‐most full specification to northwest represents 
a  restriction on catering.   The  low p‐value of  .0003 says  that catering  is significantly different 
from zero.  Further, the drop in adjusted R‐squared from .647 to .603 is much larger than those 
going  north  or  northeast.    This  shows  that  catering  is  an  important  explanation  for 
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INVENTORY.    Indeed,  all  the  north‐pointing  arrows  have  high  p‐values,  suggesting  that 






Might  there  be  alternatives  to  the  catering  story?    First,  I  emphasize  that  the  financing, 
dissipation, and catering channels are neither exhaustive nor exclusive.  For example, Morck, et 
al. (1990) describe another hypothesis, that the stock market impacts capital expenditures via an 
information channel.   Under  this hypothesis,  the stock market affects expenditures because  it 
provides  investment  information useful  to  firms.   However, even Morck, et al.  (1990) dismiss 
this hypothesis as a lame strawman that does not need testing, because it is difficult to imagine 
that the stock market has better information than insiders in firms do. 
Also, one set of alternative  interpretations can be  ruled out because of  the empirics done.  
These have to do with explanations based on time‐varying  investment opportunities, financial 
constraints, or contracting problems such as agency and governance.  These are ruled out by the 
tests  of  the  “fundamentals  only”  hypothesis  and  the  financing  and  dissipation  channels, 
respectively.   Consider,  for  example,  the  alternative  story  that  the  catering  channel  arise not 
from  inefficient markets but  from  sales opportunities. However,  since  sales opportunities are 
part  of  fundamentals,  I  have  already  controlled  for  them  in  the  “fundamentals  only”  test.  
Further,  this  story  of  sales  opportunities  is  not  consistent  with  the  results  obtained  when 
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catering to inventory premium is measured using future returns. 







and Tate (2002)).   Second, while  the psychological basis of some aspects of  investor sentiment 
(e.g., herding) has time variations and is widely documented (e.g., Baker, et al. (2004), Barberis, 
et al. (1998)), it is harder to think of the psychological basis of overconfidence having the same 
time  variation.    Third,  the  investor  sentiment  paradigm  is  comparatively more  studied  and 
accepted.   Finally, the overconfidence  interpretation and the market  inefficiency  interpretation 
can be discriminated by examining the impact of future returns.   If markets were efficient and 
managers overconfident,  future  returns would not be especially  low because of current over‐
valuation.    In  the  results  section,  I  report  tests  that  use  future  returns  as  measures  of 
BEHAVIORAL.    The  result  is  consistent  only  with  a  market  inefficiency  paradigm.  
Nevertheless, both the overconfidence and market inefficiency paradigms could simultaneously 
hold  even  if  just  the  latter  is  observably  dominant.    This  is  a  promising  avenue  for  future 
research. 
Finally,  I have  to consider  if changes  in  inventory, unlike changes  in capital expenditures 
studied in macroeconomics and finance, might actually not be the result of policy decisions by 
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firms.    Instead,  they could be  involuntary changes  that are outcomes of changes  to say, sales.  
What this means  is that the relationship between dependant and  independent variables might 
be  hardwired.    Three  arguments  count  against  this  interpretation.    First,  I  measure  sales 
prospects, not sales.  It is harder to imagine any involuntary change of inventory due to changes 
in  sales  prospects.    Second,  I measure  inventory  changes  at  yearly  frequencies.   While  it  is 
plausible,  even  likely,  that  inventory  changes  might  not  be  policy  decisions  at  shorter 
frequencies,  it  is much harder  to say  that  firms do not review  their  inventory  levels at yearly 
intervals when,  for  example,  they and  their auditors  review  financial  statements.   Even non‐
actions could be viewed as policy decisions at these times.  The third counter‐argument is that 
in  the data,  the volatility of  inventory  is high.   For example, a  ratio of  standard deviation  to 





I  find  that  the stock market does  influence  inventory decisions and provide evidence  that 
this  influence  is  likely  to have  taken effect via a catering channel, perhaps also by a financing 








The practical  implication  is  that  inventory  levels might have been optimized with a short‐
term view, rather than for the long‐term interest of the firm.  One natural line of future work is 
to  further  confirm  this  empirically,  for  example,  by  investigating  long‐term  returns within  a 


















3  In  I/B/E/S,  “executives” mean  top management  officers  as defined  by  the  firm,  usually 




























































































































































  N  Mean  SD  Min.  Max 
Year  97929  1989.7  8.5  1962  2003 
Market cap  97917  885.8  6630.1  0.0  508329.5 
Book equity  97806  406.1  2388.1  ‐4174.0  186066.5 
Market‐to‐book ratio  97917  3.0  5.9  0.0  99.4 
Return (%)  71057  3.2  29.1  0.0  4474.1 
Δcash flow  97917  4.4  5.9  ‐12.2  12.9 
Δsales  97917  1.7  1.1  0.2  3.3 
Δinventory  97917  2.1  1.2  0.0  3.4 
Alpha CAPM  71057  1.8  29.0  ‐2.4  4471.8 
Alpha Fama French  71057  1.7  29.0  ‐4.6  4469.3 
Inventoryt / PPEt‐1  97929  8.7  10.9  0.0  24.1 
Discretionary accruals  4512  ‐40.5  2808.0  ‐188518.8  5081.5 
Δdebt  97929  3.7  4.2  ‐1.0  8.6 
Δequity  97929  1.2  1.8  ‐0.8  4.0 
KZ index  97929  ‐1.3  15.7  ‐137.4  6.3 
q  97917  1.7  2.3  0.0  85.4 
G index  3435  8.8  2.8  1.0  17.0 
Restricted stock holdings by average 
executive ($)  8908  411.5  7436.4  0.0  655968.8 
Unexercised exercisable options held by 
average executive ($)  8908  2114.2  9080.8  0.0  556283.0 
$ realized from options for average 
executive, exercised   6571  600.6  2970.6  0.0  121427.3 
% company stock held by employees  5515  5.6  8.6  0.0  64.2 
% options granted to employees  10006  19.5  20.7  0.0  342.5 
Number of executives granted options 












NONDIS‐ACCRi,t =  θˆ 0 +  θˆ 1.(1/TotalAssets,t‐1) +  θˆ 2.(Δsalesi,t – ΔaccountsReceivablei,t)/TotalAssets,t‐1 + 








































Accrualst‐1      .019 
(.006) 
         
Closed‐end fund 
discountt‐1 
      ‐.010 
(.006) 




            .0013 
(.0004) 
 





















       
                 
Inverse Mill’s ratio                ‐.543 
(.309) 
Firm fixed effects      Yes  Yes         
Year effects  Yes  Yes  Yes  Yes  Yes    Yes  Yes 
Adjusted R‐squared  .244  .513  .838  .837  .294    .082  41257 
(Wald) 
























































(.244)  0.23  0.33  0.32  0.45  1.00 
   
(6)  MTB  Inventory  ‐1.43 
(.565) 
 ‐2.45 
(.356)  ‐0.64  ‐0.66  ‐0.72  ‐0.15  ‐0.38  1.00   
(7)  MTB  Δinventory  ‐2.13 
(.234) 
‐2.47 









































Table A1  shows  the  test  for  the  financing  channel.   Model  (1)  is  a baseline  to  follow  the 
specification  in  Morck,  et  al.  (1990).    All  the  coefficients  are  signed  as  predicted,  and  are 
significant.  Firms that issue 1% more new debt show 6.6% more inventory growth, on average 
and  controlling  for  fundamentals.   This  is higher but of  the  same order of magnitude as  the 
1.75%  Morck,  et  al.  (1990)  obtain  for  growth  in  capital  expenditures.    Similarly,  firms  that 
increase their shares by 1% show 2.5% more inventory growth.  Again, this is comparable to the 
1.6% obtained by Morck, et al. (1990).  Comparing this model (1) with model (1) in Table 2, we 













same  result,  although  the  effect  of  FINANCIALLY‐CONSTRAINED  is  much  reduced  with 
















and  economically  significant.    In Model  (2),  I  conduct  a  further  test  to  see  if  the  quadratic 




reduces  inventory,  controlling  for  other  effects.    In Model  3,  I  estimate with  a  fixed‐effects 
specification using  the  closed‐end  fund discount measure of BEHAVIORAL.   The dissipation 
effect  is not evident, as  the only significant coefficient on BEHAVIORAL  is on  the  linear  term.  
Model  (4)  attempts  to use  the G  index,  and  again, due  to  the  small  sample  size,  I  could not 
arrive  at  a  reasonable  estimation.   Overall,  it  appears  that  the dissipation  effect  is  only very 
weakly supported, if at all. 
In Table A3,  I  report  the  test  for  the  catering  channel.   Panel  (a)  shows  the  influence  of 
INVENTORY‐DISCOUNT  and panel  (b)  shows how  this  influence  is different  for  firms with 
more  short‐term  orientation  (S)  versus  others  (L,  for  long‐term  orientation),  measured  in 
various ways.    In panel  (a),  the  first  five models are estimated using  inventory growth as  the 
measure  of  INVENTORY  and  five  different  measures  of  INVENTORY‐DISCOUNT  (other 
measures  described  earlier  are  unreported  but  achieve  the  same  qualitative  result).    As 
predicted,  the  measures  using  differences  in  future  returns  (which  can  be  thought  of  as 
inventory premium) are positively signed, while the last using the difference in market‐to‐book 
between high‐ and low‐inventory firms shows the predicted negative sign.  All coefficients are 
significant.    For  illustration,  I  show  a  model  based  on  inventory/PPE  as  a  measure  of 
INVENTORY.    The  result  is  qualitatively  similar.    Panel  (b)  shows  just  the  coefficients  for 
INVENTORY‐DISCOUNT, from estimations done with specifications like those of model (6) in 
panel  (a).    Each  of  the  six  sub‐panels  is  for  some measure  of  short‐term  orientation  of  the 
management.   For example, sub‐panel  (1) classifies  firm‐years by  the number of executives  in 
that  firm‐year  that  hold  options  on  the  firm’s  stock.   The  top  quartile  of  these  firm‐years  is 
considered  short‐term  and  the  bottom  quartile  long‐term.    As  predicted,  coefficients  on 
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INVENTORY‐DISCOUNT  is almost always more  sensitive  for  short‐term oriented  firm‐years, 








































BEHAVIORAL         
CAPM alphat‐1  .0010 (.0003)  .0020 (.0003)  .0014 (.0003)   
Closed‐end fund discountt‐1        ‐.009 (.006) 
FUNDAMENTALS         
ΔCash flow  .048 (.002)  .055 (.002)  .024 (.002)   
ΔSales  .332 (.011)  .404 (.010)  .297 (.000)   
qt‐1        .019 (.012) 
FINANCING         
Δdebt  .066 (003)    .033 (.003)   
Δequity  .025 (.006)    .034 (.006)   
Δdebt dummy    .417 (.014)     
Δequity dummy    .018 (.008)     
Debt        ‐.0001 (.0001) 
Daniel‐Titman (DT) equity        ‐.044 (.009) 
Kaplan‐Zingales (KZ) index      ‐.007 (.001)  ‐.016 (.004) 
Δdebt ¯ KZ index      .011 (.001)   
Δequity ¯ KZ index      .022 (.001)   
Debt ¯ KZ index        .0004 (.0001) 
DT equity ¯ KZ index        .0029 (.0006) 
Firm fixed effects        Yes 
Year effects  Yes  Yes  Yes  Yes 
Adj R‐squared  .543  .534  .565  .840 











































































Firm fixed effects      Yes  Yes 
Year effects  Yes  Yes  Yes  Yes 
Adj R‐squared  .514  .584  .837  .884 



















  (1)  (2)  (3)  (4)  (5)  (6) 
INVENTORY  Δinventory  Δinventory  Δinventory  Δinventory  Δinventory  Inventory/PPE 
BEHAVIORAL             
CAPM alphat‐1  .002 (.000)  .002 (.000)  .002 (.000)  .002 (.000)  .002 (.000)   
Closed‐end fund discountt‐1            ‐.030 (.008) 
FUNDAMENTALS             
ΔCash flow  .058 (.002)  .058 (.002)  .058 (.002)  .058 (.002)  .057 (.002)   
ΔSales  .500 (.010)  .500 (.010)  .500 (.010)  .495 (.010)  .495 (.010)   
qt‐1            .026 (.013) 
INVENTORY‐DISCOUNT based on             
t+3 return differences of by inventory quartiles  .045 (.012)           
t+2 return differences of by inventory quartiles    .072 (.013)         
t+1 to t+3 return differences of by inventory quartiles      .034 (.006)      .150 (.047) 
t+1 to t+3 return differences of Δinventory/PPE quartiles        .024 (.006)     
MTB differences of inventory quartiles          ‐.192 (.014)   
Firm fixed effects            Yes 
Adj R‐squared  .507  .507  .507  .502  .513  .837 













Orientation  Short  Long  Short  Long  Short  Long  Short  Long  Short  Long  Short  Long 
INVENTORY‐DISCOUNT based 
on 









































Orientation  Short  Long  Short  Long  Short  Long  Short  Long  Short  Long  Short  Long 
INVENTORY‐DISCOUNT based 
on 
                       
t+1 to t+3 return differences of 
Δinventory/PPE quartiles 
    .064 
(.013) 
‐.072 
(.061) 
    .059 
(.013) 
.005 
(.060) 
    .064 
(.013) 
.065 
(.040) 
MTB differences of inventory 
quartiles 
‐.109 
(.031) 
.313 
(.206) 
    ‐.097 
(.030) 
‐.145 
(.175) 
    ‐.122 
(.031) 
.069 
(.128) 
   
 
