Abstract The modelling of rare events via a Poisson distribution sometimes reveals substantial over-dispersion, indicating that some unexplained discontinuity arises in the data. We suggest modelling this over-dispersion by a Poisson mixture. In a hierarchical Bayesian model, the posterior distributions of the unknown quantities in the mixture (number of components, weights, and Poisson parameters) will be estimated by MCMC algorithms, including reversible jump algorithms which permits varying the dimension of the mixture. We will focus on the di culty of nding a weakly informative prior for the Poisson parameters : di erent priors will be detailed and compared. Then, the performances of di erent moves created for changing dimension will be investigated. The model is extended by the introduction of covariates, with homogeneous or heterogeneous e ect. Simulated data sets will be designed for the di erent comparisons, and the model will nally be illustrated on real data.
Introduction
Over-dispersion of rare events is a common phenomenon which is often tackled using a hierarchical mixed model formulation in which the Poisson parameters are given a distribution at a second level.
This approach has been used, for example, in disease mapping when the number of observed cases per area is small (Clayton and Bernardinelli 1]). Here, we suggest modelling 2 Hierarchical Poisson mixture models and algorithm
Model
A mixture of k Poisson distributions, y i P k j=1 w j f(:j j ), can be equivalently formulated in a hierarchical manner using a latent variable z i representing the allocation of each observation y i to one of the components. The mixture model can thus be written: f(y i j ; z i = j) = Poisson( j ) with P(z i = j) = w j : (1) This is the lower level of a hierarchical mixture model. Since we place ourselves in a Bayesian framework, the higher levels deal with priors. Prior distributions of the parameters and hyperparameters are chosen with the view of being as uninformative as possible.
-For the numbers of components, k, we choose a Uniform f1,. . . , g as a prior distribution, where is a xed constant representing the maximal number of components allowed in the mixture. This is a convenient choice, the value of being chosen large enough in our experiments so that it does not represent a constraint. -For the weights w, we follow the classical choice of a Dirichlet prior with a single parameter . This gives symmetric priors for each w j which is a way of being uninformative, the choice = 1 corresponding to uniformity over the simplex. -In order to ensure identi ability, we impose an ordering constraint on the 's: 1 < Here and throughout the paper we use p(:j:) to denote a generic conditional distribution. In summary, the prior structure is speci ed by: k Uniformf1; : : : ; g; = 30 w Dirichlet( ; ; : : :; ); = 1 (2) p(:j ; k); 1 < 2 < : : : < k The graphical structure of the Poisson mixture is represented in Figure 1 as a Directed Acyclic Graph (DAG). Using the additional conditional independence assumptions which are represented in the graph, the joint distribution of all the variables is thus given by: p(kj )p(wj ; k)p(zjk; w)p( j ; k)p(yj ; z): (3) MCMC algorithms will be used to simulate from the posterior joint distribution of the parameters.
Prior model with independent 's
In this case, we assume that the j s are independent conditional on , each with prior density p( j j ), and ordered. The prior joint density for is then given by : p( j ; k) = k! p( 1 j ) : : : p( k j )I 1 2 ::: k ( );
where I denotes the indicator function, and where the k! term arises from this ordering constraint indicator. We will consider two types of distributions for the j s with respective hyperparameter = ( ; ) and = (A; B):
j Gamma( ; ) or j Uniform A; B]: Due to its being conjugate to the Poisson distribution, the Gamma distribution is often chosen as a prior for Poisson parameters. In this case, the full conditional for j (i.e. its conditional distribution given all the other parameters) is a truncated Gamma distribution, namely: j j : : : Gamma( + X ijz i =j y i ; + n j )I j?1 ; j+1 ] ( j ) with n j = #fijz i = jg:
This conditional distribution is easily simulated by using a Metropolis algorithm with a Gamma( + P ijz i =j y i ; + n j ) proposal, rejecting if the constraint is not satis ed. One standard way of setting a Gamma( ; ) as a weakly informative prior is to choose small values for its two parameters (such as 0.01 for example, as chosen by Dellaportas et al. 6] ). However, such a distribution has a peak in the neighbourhood of zero and this might encourage the inclusion of components with very small Poisson parameters, which would be hard to identify in general. We are thus confronted with the di culty of nding a weakly informative prior in our case. Indeed, we found in our experiments that changing the values of and lead to di erent posterior distributions, for , w and k.
Central to this di culty is the fact that is both the mean and the variance of the Poisson distribution. There is no equivalent to the approach of de ning weakly informative priors in normal mixtures, adopted by Richardson and Green ( 4] ), through separating the prior for the component's location (a Gaussian related to the range) from that for the component's variance (assumed to be an inverse Gamma with xed and random ). In fact, we found that using an inverse Gamma with random leads to over tting by increasing the number of components, hence, the default option that we adopt here -the sensitivity of which will be explored on a simulated three-components mixture in Section 3.1 -consists of a Gamma( ; ) whose parameters are: greater than 1 (in order to avoid the exponential shape without reducing too much the coe cient of variation of the Gamma distribution), say 1.1, and set such that the prior mean, = , is equal to the midrange of the observed data.
We also consider another form of prior for the 's, that of a Uniform distribution on the data range. One important advantage of this type of model is that the hyperparameter M, which controls the distance between two components (i.e. the distance between their means), as well as their prior variability, is explicit. This parameter M is of central importance for the posterior distribution of the number of components. For example, if M is very small compared to the anticipated distance between two consecutive s, there will be a tendency to t intermediate components between the \true" ones; and hence to nd a posterior distribution favouring higher k's. One drawback of this formulation could be the asymmetric role that it gives to 1 . We have not tested whether this choice is in uential, in comparison, say, to initialising the separation by k . Other \separating" joint priors could be de ned in the spirit of those used by Green ( 3] ) for change point analysis.
Roeder and Wasserman's advice concerning the value of M is to choose M = 5, which will be one of the choice investigated here. In our sensitivity analysis, we will also choose M = 10 and M = 1.
General MCMC algorithm
MCMC implementation consists of making a series of moves which update each set of parameters and preserve detailed balance. Altogether these moves constitute a sweep of the algorithm, i.e. one transition of the Markov chain. The main steps are similar to the ones used in the normal mixture case ( 4] Updating k is the most delicate step, and in a separate section, we shall investigate two alternative approaches, respectively denoted \birth and death" or \split and merge", and several variants of the latter approach. These will be detailed in Section 4.
Whatever the proposal, a Metropolis acceptance ratio concerning all simultaneous changes of k, , w (their dimension changes) and the allocations z is computed as min(1; A), where A includes terms coming from joint distribution, proposal ratio and Jacobian of the transformation used in the proposal (see Green 3] for a generic description of reversible jump algorithms, and the Appendix for the formulas in the Poisson mixture case).
3 Statistical performance and comparisons on two simulated data sets
We rst examine the performance of the di erent prior models for the Poisson parameters in terms of in uence on the number of components and on the parameters.
Comparison of the di erent models
The in uence of the di erent prior models for the 's will be studied on simulated mixtures of two and three components: In the case of a two-component mixture, the observed data were in the interval 0; 17], leading us to consider as prior for either a Uniform distribution on this interval or a Gamma with parameters =1.1 and =0. 13 .
In terms of the posterior distribution of k, results (Figure 2 ) are very similar with both the Uniform and the default Gamma options; k = 2 corresponds to the mode of p(kjy), but the posterior distribution of k is fairly spread out. Note that the model with dependent 's shows a clearer peak at k = 2, with a posterior distribution of k less spread out. In Table 1 are indicated for k = 2 the posterior mean of the mixture parameter, as well as the posterior mean of the deviance which can be informally viewed as a measure of t (Spiegelhalter 8]) . Precisely, at each sweep of the algorithm, values of k, 's and z are produced, for which a posterior deviance can be calculated. Averaging over the sweeps for each value of k gives a mean posterior deviance which is indicated in Table 1 for k = 2. As we can see there is no di erence in the mixture parameter estimates arising for the three prior models which all recover satisfactorily the values of the simulated parameters. There is no di erence either in the mean posterior deviance. For the three-component mixture, observed data were in the interval 0,13], thus our standard prior options for the Poisson independent parameters were either a Gamma(1:1; 0:17) or a Uniform on 0; 13]. The results given in Table 2 and Figure 3 allow comparisons between di erent variants for the two independent priors for and the dependent one. Identifying the simulated number of components is more di cult in this case. With independent priors for s, the posterior mode for k is either 6 for the Gamma prior or 5 for the Uniform prior and neither give a satisfactory picture of p(kjy). Using the dependent prior for leads a clearer results with a posterior for k less spread out, and a much higher posterior probability that k = 3 when M = 5.
It is interesting to note that in contrast to p(kjy), the value of the mean posterior deviance gives interpretable indications on the number of components. Indeed, with all prior models, the deviance is substantially reduced between k = 2 and k = 3 and does not change more than marginally when k is larger than 3. The last plots of Figures 2 and 3 show the t of the simulated mixture by its predicted distribution when using a Uniform prior for . These were not changed when we used either of the prior options. The good coincidence between solid and dotted lines indicates that the t observed conditionally on k = 2 in Figure 2 and k = 3 in Figure 3 (dotted lines in the two Figures) is not changed when increasing the number of components (the overall t is represented by the solid line).
Regarding the Gamma prior case, we have so far xed = 1:1, so as to avoid the exponential shape. This might be regarded as arbitrary and, in order to justify this choice, we have also performed the analysis with a Gamma(0.5, ) and a Gamma(0.05, ) priors where the s are still calculated so that = is equal to the midrange of the data, giving respectively, = 0:077 and = 0:0077. Results are shown in Table 2 and Figure 3 : the main changes concern the posterior distribution of k (maximal for k = 3 or k = 4 when = 0:05), and the values of : small values are preferred when is decreased, leading to a change in the weights. The deviance is very slightly reduced compared to the one found with = 1:1, revealing that an alternative mixture with smaller parameters could also t the simulated mixture.
When using the dependent prior for , the results shown for M = 1 and M = 10 clearly illustrate how much the posterior distribution of k is depending on M, with an over tting of many components when M is small.
This section illustrates the di culty of choosing a prior distribution for the Poisson parameters, and the clear in uence of the hyperparameters of this distribution on both the posterior distributions of the mixture parameters and that of k. This di culty also occurred in the Normal mixture case (see Richardson and Green 4] and the following discussion), in particular concerning the choice for the precision of the normal prior distribution for the means. We have found, in our context of Poisson mixtures, that it is more di cult to be weakly informative than for normal mixtures, using either a dependent or independent prior distribution for .
In the model with dependent prior for , the parameter M has the advantage of an easy interpretation and we would favour this prior model. sampled from the priors.
Then all the observations are reallocated among the k + 1 or k ? 1 components, the weights are normalised and the vector of s ordered. Finally an acceptance ratio is computed to accept this change or not (see Appendix). This process will be referred to as \birth and death" move, and labelled \BD".
Split and merge jumps
In the spirit of Richardson and Green 4], we will use the matching of zero and rst order moments when proposing to split one component with parameters (w j ; j ) into two new ones with parameters (w j 1 ; j 1 ) and (w j 2 ; j 2 ). Hence, the proposed parameters will always satisfy: w j 1 + w j 2 = w j ; w j 1 j 1 + w j 2 j 2 = w j j ; and respect the ordering constraint j?1 < j 1 < j 2 < j+1 , where j?1 and j+1 are respectively the means of the previous and next components to the j th one.
Reversibly, we will propose to combine two consecutive components.
We will now specify three ways of proposing a split, which are based on di erent intuitions of how to enforce the positivity constraint on Poisson parameters.
(1) Adding a j dependent quantity is a rst way for splitting a component with parameter j into two components with parameters j 1 and j 2 . This is labelled \SM1" in the following. We will rst generate two variables: u 1 Beta(2; 2) and u 2 Exp(2), then de ne: If j 1 is not positive or if the ordering constraint ( j?1 < j 1 < j 2 < j+1 ) is not respected, we reject this move. Otherwise, we calculate a Metropolis acceptance ratio.
(2) Adding a \neighbours of j " dependent quantity : this second way of splitting the j th component satis es automatically the positivity and order constraint: j?1 < j 1 < j 2 < j+1 . This is labelled \SM2" in the following. Again, we use two auxiliary variables : u 1 U(0; 1); u 2 U(0; 1), then de ne: If the ordering constraint ( j?1 < j 1 < j 2 < j+1 ) is not respected, we reject this move.
The Metropolis acceptance ratio for the three split and merge moves de ned above is given in the Appendix.
Note that, in the split and merge moves, the ordering constraint is used not only to identify the components, but also to de ne a move. This was not true in the birth and death process, where the created component has parameters drawn from their prior independently to the order, and is ordered afterwards. The in uence of the ordering constraint on the MCMC performance has been discussed in the normal mixture context (see the discussion of the Richardson and Green paper 4]) and alternative approaches which avoid labelling the components have been proposed, the consequent non-identi ability leading to several equivalent posterior modes (Stephens 9], Celeux et al. 10]). A simulated tempering algorithm has been proposed to favour a visit of all the modes by Celeux, Hurn and Robert 10]. In our case, the labelling is natural as it corresponds to the unique parameter; for simplicity we did not carry out the procedure proposed by Stephens ( 9] ).
Comparisons of di erent algorithms for changing the number of components
Here, we are interested in comparing the MCMC performance of our di erent implementations of the jump moves for changing k. For a overview of di erent methods to control the convergence of a MCMC algorithm, see Robert et al. ( 11] ). We will use the three-component mixture for the comparisons. The di erent jump moves are compared in two graphical manners: Figure 4 shows the cumulated frequencies for the posterior distribution of k. We see a similar pattern for the four moves implemented, with stability after 50000 sweeps, re ecting satisfactory convergence. A close visual inspection seems to show that the SM2 move has the shortest burn-in. The acceptance rate for the dimension change was about 25% for both the BD and SM1 moves and around 17% and 40% for SM2 and SM3 respectively, when a Uniform prior was used for .
We have also compared the four jump moves by quantifying their e ciency in estimating expectations of certain functions of the realised chain by ergodic averages. It is well-known (see, for example, Sokal 12] ) that the asymptotic variance of such an average in a stationary process exceeds that for independent sampling by a factor
known as the integrated autocorrelation time. This quantity may be estimated from the realised chain by various methods { we use Sokal's adaptive truncated periodogram estimator, recommended and adapted by Besag and Green ( 13] ). This was computed for samplers using each jump move, for two di erent outputs of the chain, the number of components k and the deviance; Tables 3 and 4 summarise the results. What is rst noticeable from the graphs and the tables is that the performance of the \blind" birth and death move is not markedly worse than the others. Moreover, there is little di erence between all the moves, the SM2 move corresponding in most cases to the lowest integrated autocorrelation time. In terms of CPU time, the BD move is as expected the slowest since it involves updating all the allocations which is a time consuming calculation.
Using covariate information

Model with covariates
Hierarchical Poisson models with covariates are commonly used. In epidemiology, for example, one considers typically the number y i of observed cases in area i for some health outcome and its relationship to the demographic structure of the population, as well as to potential risk factors.
The simplest model involves only the expected number of cases E i for each unit (calculated on the basis of the age sex distribution of area i) and no additional parameter. In this case the mixture model becomes:
f(y i j ; z i = j; E i ) = Poisson( j E i ) with P(z i = j) = w j : (4) More generally, we might want to take into account a number of covariates X 1 ; X 2 ; : : :; X p . In such case, we have to estimate regression parameters, denoted generically by , that measure the e ect of each covariate. The joint distribution of the hierarchical model which generalises (3) is given by: p(kj )p(wj ; k)p(zjk; w)p( j ; k)p( j )p(yj ; z; E; X; ); (5) where is either a vector or a matrix of regression coe cients, and denotes the hyperparameters of the prior distribution of .
Homogeneous covariate e ect
Let us rst consider the case where each covariate X l is supposed to have a similar e ect among all the mixture components. The mixture model with p covariates can be written as: f(y i jz i = j; ; E; ; X) = Poisson( j E i e P p l=1 l X il ); with P(z i = j) = w j ; (6) where is a p-vector whose elements l are supposed to be independent. Precisely, the prior distribution for each element of is chosen as a normal N(0; 2 ), independently for each l. Note that j might be expressed as e log( j )
, where log( j ) represents the intercept in the Poisson loglinear regression. The model (6) is then a mixture of Poisson loglinear regressions, where the components have di erent intercepts. In the context of mixed models, Watier, Richardson and Green ( 14] ) have explored the case of random intercept modelled by a mixture of Gaussians.
Heterogeneous covariate e ect
We suppose now that a discontinuity can arise in the covariate e ect, i.e. that the e ect of the covariates is di erent among the components.
The set of Poisson regression coe cients, , becomes a l k-matrix, and the generalised model is now written as: f(y i jz i = j; ; E; ; X) = Poisson( j E i e P l jl X il ); with P(z i = j) = w j :
(7) Here again, the prior for each coe cient jl will be a centred normal with variance 2 , independently for each (j; l).
Modi cations in the algorithm
At each sweep, the coe cients will be updated by using a random walk Metropolis, for each element of consecutively.
In the case of heterogeneous coe cients, creating a new component involves the simultaneous increase of the dimension of vectors w; and also . If the birth and death process was used to change the dimension of the parameter space, then the new component will have parameters (w ; , ) where elements of could be proposed from their prior distribution, together with a new vector of allocation z 0 . Here, we choose to use the split and merge moves : when component j is split, the vector j is transformed and for each l in 1; : : : ; p, we propose to change jl into ( j 1 l ; j 2 l ) so that :
where each v l is generated from a centred normal with variance 2 v . Reversibly, for the merge move, we calculate jl as the mean of ( j 1 l ; j 2 l ), for each l in 1; : : : ; p (see the Appendix for the extra terms introduced in the Metropolis acceptance ratio).
Simulated examples
We simulated two types of two-component Poisson mixture with covariates, and analysed those by using each of the two models : heterogeneous (7) or homogeneous (6) . This is justi ed since, in general, we would have no idea whether the covariates have an e ect or not, nor whether this potential e ect is the same among the subgroups.
Data set I has been simulated as a two-component Poisson mixture, under the heterogeneous model (7) . Data set II is a two-component Poisson mixture, with homogeneous covariate e ect (model (6)).
The simulation regression parameters are: Posterior means for w; ; , obtained on 200000 MCMC sweeps after 50000 for burnin, are reported in Table 5 for the two analysis models corresponding to homogeneous or heterogeneous e ects of the covariates. Thus, the diagonal elements in Table 5 correspond to the analysis model which is compatible with the true model generating the data, while the o -diagonal elements correspond to di erent cases of misspeci cation of the model.
In all the analyses, the prior for l or j;l is a centred Normal with 2 = 25, and we used as prior structure for the s the model with independent s de ned in Section 2.2, whose prior is a Uniform on the range of the data. Fits of predicted values are shown in Figure 7 . In the case of the latent existence of two well separated groups, like data set I and II are drawn from, the posterior distribution of k exhibits a clear mode at k = 2 irrespective of the speci cation of the regression model (heterogeneous or homogeneous ). Thus, Table 5 illustrates the results conditionally on k = 2.
Let us rst comment on the results of Table 5 : for the two data sets, as expected, when the \true model" was used to analyse the data (diagonal elements in Table 5 ), the posterior expectations for w; and are close to their true values.
However, when the regression model used to analyse the data is misspeci ed (o -diagonal elements in Table 5 ), an alternative solution is found. When data set I is analysed with the assumption of homogeneous regression e ect, we nd that the estimated regression coecients are close to the true ones for the second component, which has the higher weight.
Consequently, the estimated value of 1 (E( 1 jy) = 0:54) is shrunk in order to separate out this component. The weights show that some data of the rst component must be misclassi ed and this is con rmed by the allocation map (shown Figure 6, bottom left) . On the other hand, all data in the second component are well allocated. On the contrary, if we analyse data set II with the model of heterogeneous e ect (which is unnecessarily over-parameterised), this does not change the weights, nor the allocation map, the are still well estimated but the regression coe cients in the two components are not well separated.
Unsurprisingly, the t seems to be better under the heterogeneous assumption for the data set I (see Figure 7) . For the data set II, the t is only slightly modi ed by the assumption of heterogeneous coe cients. The hypothesis of an heterogeneous covariate e ect, which introduces more regression parameters in the model (and hence causes slower mixing), can be checked a posteriori: in case where the posterior distribution of k indicates that there is more than one Poisson regression, we can assess how the estimated regression coe cients di er from one component to another one. For example, the coe cients 2 estimated for data set II have posterior means that are close to each other and to the one estimated in the homogeneity case, while the 1 s have non-separated covering intervals.
We believe that the hypothesis of heterogeneous covariate e ect, that substantially increases the complexity of the model, the algorithm, and the interpretation, has to be considered with caution and in the light of whether there is a clear improvement of either the t or the stability of allocation of the observations. A further point to consider is whether the posterior distributions of the estimated regression coe cients are clearly separated.
Application
Data on which we apply this model come from INRETS (Institut National de Recherche sur les Transports et leur Securit e) and concern the tra c on 118 road junctions in France. Previous analyses have been published by Brenac 15] .
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The variable E can be seen as the expected number of accidents, and we include it in the Poisson regression as an o set variable. The other variables (Ts and Tm) have been standardised.
The aim of the study was to determine which of these 118 were the most dangerous and hence deserve priority in being equipped: this aim can be formulated as the need to discriminate between two subgroups of road junctions: \less dangerous" / \dangerous". The standard Poisson regression rst performed by Brenac showed substantial over-dispersion, which was taken into account by introducing a coe cient of extra-Poisson variability following Breslow ( 16] We use the SM2 move for changing the dimension and ran 300000 MCMC sweeps after 100000 for burn-in.
The posterior distribution of k, shown in Figure 8 , is clearly peaked on k = 3. Table 6 gives the posterior means of the parameters, conditionally on k = 3. Table 6 about here.] The identi cation of a small (w 3 = 7%) subgroup of road junctions where is much higher illustrates that there exist some road junctions where the risk of accidents is increased, independently from the tra c parameters, a subgroup that should be re-equipped as a priority. This is coherent with the results found by Brenac : 6 road junctions were identi ed as the 5% of the sites where the residuals showed an excess of risk. Five of these 6 appear among the 8 road junctions allocated to the third component when using modal classi cation, the 6th one being mostly allocated to the second component. Hence, the Poisson mixture gives a natural classi cation which can be used for identifying outliers instead of choosing an arbitrary cut-o .
A model with heterogeneous covariate e ect has also been tried, but in this case, we found a clear lack of stability for the coe cients s and, symmetrically, of the corresponding s, with no indication of an improvement of the t given by predicted values. Figure 9 illustrates this unstability during the course of the algorithm. Moreover, the 95% credibility intervals of the regression parameters are not well separated for any of the two covariates (results not shown). The models and algorithms presented successfully permit the assessment of the existence of discontinuities in the underlying structure of counts data, and estimation of the number of latent subgroups. Concerning the di erent algorithms implemented for changing k via reversible jump moves, we have shown that a blind birth and death move gives convergence of similar quality as split and merge moves. Nevertheless, the CPU time needed when using the birth and death is higher, and this cannot be ignored, especially in the case of a large number of observations. This is due to the fact that all the observations are reallocated among the component at each proposition of birth or death. Other variants of birth and death move which would preserve part of the allocations could be envisaged. We have not explored this further, our conclusions being that ne tuning in this case would not lead to clear improvement of performances.
Recall that the prior distribution for the parameters of a mixture cannot be completely noninformative. We have shown that, even when using priors that are weakly informative, there is a notable in uence on the posterior estimation of the number of subgroups. In a recent paper, Wasserman 17] proposes to use Je rey's priors for the parameters of any mixture model with a xed number of components, conditioning on there being no empty components. This way of being noninformative is not directly applicable to the case of variable k since it requires the non-straightforward evaluation of normalising constants. This could be an interesting direction for future research.
The components have been labelled and ordered following the values of . In the case where no covariates are involved, this is coherent with the assumption of a discontinuity that would take the form of unobserved subgroups with di erent expectations, each Poisson distribution being characterised by a unique parameter . We have also seen that the dependent prior permits describing a priori how distant these expectations are.
We are aware that, when covariates are introduced, the question of labelling is more delicate. Let us consider the case where there is one covariate, which has a di erent e ect among two components, but that, once this e ect is identi ed, the two components have very close Poisson rates . It is clear that a model with homogeneous e ect will not t these data adequately. But neither will a model with heterogeneous e ects which assumes, via the ordering constraint, that the s are di erent. Indeed, there is substantial overlap between posterior distributions of the s, and the di culty in distinguishing the s will give bimodal posterior distributions for the regression coe cients.
Other approaches to presentation of posterior inferences exist, where components are not ordered, and a search for the modes of the joint posterior distribution is made. This is the approach developed by Stephens 9] in the context of mixture of distributions, with unordered components. Using Stephen's approach, Hurn, Justel and Robert ( 18] ) have explored the estimation of mixture of regressions. But we stress that joint inference about component and covariate parameters is not a ected by such issues, it is only when we seek to make marginal inferences that the di culty of interpretation arises.
Our limited experience with a model including heterogeneous covariate e ect leads us to conclude on a cautious note. The increasing exibility of the model is o set by problems of non-identi ability which should not be discounted. We believe that interpretation has to be paired with prior knowledge. Table 6 : Road junctions data set : results under hypothesis of homogeneous e ect conditional on k = 3. The rst column gives the results of a simple Poisson regression (conditional on k = 1). 
