Abstract-Video summarization has gained increased popularity in the emerging multimedia communication applications, however, very limited work has been conducted to address the transmission problem of video summary frames. In this paper, we propose a cross-layer optimization framework for delivering video summaries over wireless networks. Within a rate-distortion theoretical framework, the source coding, allowable retransmission, and adaptive modulation and coding have been jointly optimized, which reflects the joint selection of parameters at physical, data link and application layers. The goal is to achieve the best video quality and content coverage of the received summary frames and to meet the delay constraint. The problem is solved using Lagrangian relaxation and dynamic programming. Experimental results indicate the effectiveness and efficiency of the proposed optimization framework, especially when the delay budget imposed by the upper layer applications is small, where more than 10% distortion gain can be achieved.
I. INTRODUCTION

I
N recent years, universal multimedia access (UMA) [1] , [2] is emerging as one of the most important components for the next generation of multimedia applications. The basic idea of UMA is universal or seamless access to the multimedia content by automatic selection or adaptation of content following user's interaction. As mobile phones have grown in popularity and capability, people have become enthusiastic about watching multimedia content using mobile devices and personalizing the content, for example, summarizing the video for real-time retrieval or for easy transmission. In general, the video summarization algorithm will generate a still-image storyboard, which is composed of a collection of salient images extracted from the underlying video sequence (as shown in Fig. 1 ).
Although plenty of works on video summarization can be found in literature [3] - [6] , the transmission issue of video summary has gained little attention. [7] extends the work of [6] into the wireless video streaming domain, however the packet loss factor due to unsatisfactory wireless channel conditions has not been considered in the framework. In [8] , packet loss is considered in the video summary transmission, and the key frames that minimize the expected end-to-end distortion are selected as the summary frames. However, the source coding has not been optimized in the optimization framework, which might directly impact the perceptual quality of the results. In addition, the algorithm does not guarantee a good content coverage aspect of the selected frames because potential packet loss penalty heavily biases the selection process.
In wireless networks, packet loss is mainly due to the fading effect of time-varying wireless channels. Adaptive modulation and coding (AMC) have been studied extensively and advocated at the physical layer, in order to match transmission rates to time-varying channel conditions. For example, to achieve high reliability at the physical layer, one has to reduce the transmission rate using either small size constellations, or powerful but low-rate error-correcting codes [9] - [11] . An alternative way to decrease packet loss rate is to rely on the automatic repeat request (ARQ) protocol at the data link layer, which requests retransmissions for those packets received in error. Obviously, by allowing a very large retransmission number, ARQ can guarantee a very low packet loss rate. However, to minimize delays and buffer sizes in practice, truncated ARQ protocols have been widely adopted to limit the maximum number of transmissions [12] .
A variety of techniques have been proposed to address the problem of multimedia delivery over lossy networks. [13] shows that the problem of rate-distortion optimized streaming of an entire presentation can be reduced to the problem of error-cost optimized transmission of an isolated data unit. Based on this observation, a general framework for rate-distortion optimized streaming of packetized media over a lossy packet network is set up for various transmission scenarios. In [13] , distortion-rate performance is measured in an average sense, and practical streaming using window and rate control is proposed to overcome a possible large instantaneous rate. [14] and [15] propose a proxy-driven ratedistortion optimized streaming over a lossy packet network, exploiting a proxy located at the edge of the backbone network to coordinate the streaming process. Traffic load brought from packets lost in the last hop is relieved and end-to-end performance is greatly improved.
In this work, within an expected rate-distortion framework where expectation are taken over channel realizations as in [13] , [14] and [15] , we focus our study on the cross-layer optimization of the video summary transmission over lossy networks. We assume a video summarization algorithm that can select frames based on some optimality criteria is available in the system. Therefore, a cross-layer approach is proposed to jointly optimize the AMC parameters at the physical layer, the 0733-8716/07/$25.00 c 2007 IEEE ARQ parameters at the data link layer, and the source coding parameters at the application layer to achieve the best video quality of reconstructed video clips from received video summaries. Clearly, due to the spectacular characteristics of video summary data, the general cross-layer optimization schemes recently proposed for normal video sequences [16] and [17] do not automatically cover the summary data transmission. As an example, the neighboring summary frames have typically less correlation in order to cover the content variation of the video clip, and thus the normal temporal-based error concealment algorithm considered in the [16] and [17] would not be efficient in the current scenario. In [18] , a cross-layer multiobjective optimized scheduler for video streaming over 1xEV-DO system is presented. With the usage of decodability and semantic importance feedback from the application layer to the scheduler, [18] focuses on determining the best allocation of channel resources (time slots) across users, however, the joint optimization of source coding and transmission parameters has not been considered in the framework.
In the proposed framework, we assume the existence of a system controller, whose responsibility is to communicate with each layer and dynamically determine the corresponding parameters that guarantee the best output video quality, and then drive the application system to perform efficiently. In addition, the framework tries to maintain a good content coverage by providing tunable parameters to avoid cases that a number of consecutive summary frames being lost simultaneously. This task is not trivial due to the complexity of the underlying wireless link protocols. Compared to the existing systems, the novelty of this work is in twofold: first, this is the first cross-layer optimization framework proposed for the coding and transmission of video summary data; second, AMC and ARQ are jointly considered in the cross-layer design, which gives the controller more flexibility in delivering the summary frames.
The remainder of this paper is organized as follows. Section II provides a brief description of the background techniques adopted in this paper and then highlights the problem formulation. Section III provides the system model of our framework. Section IV describes the link adaptation principles, while Section V details the algorithm of the controller. Section VI provides experimental results and shows the effectiveness of the proposed framework. Finally, concluding remarks are given in Section VII.
II. PROBLEM STATEMENT
The section first provides a brief explanation of background techniques used in this paper, including video summarization at the application layer, link adaptation by combining ARQ at the data link layer and AMC at the physical layer. Then a cross-layer optimization problem is formulated for video summary transmission by jointly determining the optimal parameters for each layer.
A. Background
Clearly in wireless communication applications, video transmission suffers mainly from unreliable channel conditions and excessive delays. In source coding, setting a finer coding parameter will directly improve the coded video quality, however, might increase the transmission time and increase the chance of getting corrupted by the transmission error. Video summary is a special format of the video clip whose correlation between frames are not as high as normal clips, but losing consecutive or continuous summary frames might cause severe damage for understanding the summary content. The summary could be automatic generated or selected with user's interactions. In this work how to generate the video summary is not within the scope of our framework.
At the data link layer, ARQ is widely used to mitigate channel fading and decrease packet error rate (PER). Once some information packets are lost in transmission, retransmission requests are activated and those packets are sent out again. Obviously, by allowing a very large retransmission number, ARQ can guarantee a very low PER. However, large retransmission number means large delay, especially when the round trip time (RTT) of wireless channels is large. Considering the requirement on the allowable maximum delay for transmitting one video summary frame, we need to set a prescribed maximum transmission times for one summary frame.
At the physical layer, AMC has been advocated to enhance the throughput of future wireless data communication systems. In AMC, different size constellations and different rate errorcontrol codes are chosen based on different time-varying channel conditions. For example, in good channel conditions, AMC schemes with large size constellations and high rate error-control codes can increase the system transmission rate while guaranteeing a good reliability. This means that AMC can effectively decrease transmission delay while satisfying some PER constraint. In this paper, we combine AMC with ARQ to yield a link adaptation to achieve a desirable delay-PER tradeoff for video summary transmissions. With ARQ correcting occasional packet errors at the data link layer, the stringent error control requirement is alleviated for the AMC at the physical layer. In turn, with less stringent error control requirement, AMC schemes with large size constellations and high rate error-control codes are more likely to be chosen, leading to higher transmission rate and smaller transmission delay.
Clearly, the tradeoff among the selected parameters in these layers are mixed, for example, to maintain a reasonable delay, the source coding might choose a coarser parameter, or AMC chooses a larger size constellation or a higher rate FEC channel code, which increases the vulnerability of coded frames and will cause unacceptable video quality. However, if source and channel coding use more bits, with the increase of packet length, the probability of packet loss increases, and ARQ might have to increase the number of retransmission trials to reduce the quality problem due to packet loss, and then will result in excessive delay. Therefore, cross-layer optimization approach is a nature solution to improve the overall system performance.
B. Problem Formulations
In this work, we propose a cross-layer framework that optimizes the parameter selection in AMC at the physical layer, ARQ at the data link layer and source coding at the application layer to achieve the best video quality of reconstructed video clip from the received video summary.
The following notation will be used. Let us denote by n the number of frames of a video clip {f 0 , f 1 , . . . , f n−1 }, and m the number of frames of its video summary {g 0 , g 1 , . . . , g m−1 }. Let S i and B i be the coding parameters and the resultant consumed bits of the ith (i = 0, 1, . . . , m−1) video summary frame in lossy source coding. The summarization with different coding parameters will produce summary frames with different frame lengths. Large size frames will be fragmented into multiple packets for transmission at lower layers. Let Q i denote the number of fragmented packets of the ith summary frame. Let N i,q and F i,q be the number of transmissions and the packet size for the qth packet of the ith summary frame, respectively. To improve channel utilization, AMC is designed to update the transmission mode for every transmission and retransmission of each packet. Let R i,q,n (A i,q,n , C i,q,n ) be the rate (bits/symbol) of AMC mode used at the nth transmission attempt when transmitting the qth packet of the ith summary frame, where A i,q,n and C i,q,n are the corresponding modulation order and coding rate. We assume that the transmission rate of the physical layer channel is fixed, denoted by r (symbols/second). Clearly, the delay in transmitting the whole summary can be expressed by
where T RTT is the maximum allowed RTT to get the acknowledgement packet via the feedback channel before a retransmission trial.
be the loss probability of the ith summary frame, where N max is the maximum transmission number for one packet and γ i,q,n is the instantaneous channel SNR. Note that any summary frame is possible to get lost during video transmission. However, in order to simplify the problem formulation, we assume the first summary frame would guarantee to be received. Then the expected distortion of the video clip can be calculated by
where f k is the reconstructed kth frame from the received summary at the receiver side, g k (S k ) is the reconstructed kth summary frame, l i is the index of the summary frame g i in the video clip, and function d() is the distortion between two frames. In this work we use the mean squared error (MSE) between the two frames as the metric for calculating the distortion. The same distortion measure for the video summary result has been used in [6] - [8] .
The problem at hand can be formulated as
where T max is a given delay budget for delivering the whole video clip. In this work, we consider the content coverage issue of the received summary. In other words, if a chunk of continuous summary frames are lost due to the channel error, then the coverage of the received summary for the original clip would be degraded significantly. To avoid such a problem but still keep the problem as general as possible, we define L such that the case of L or more than L consecutive summary frames being lost will never happen. For instance, if L = 2 then no neighboring summary frames can be lost together during transmission. So that the distortion can be calculated by
It is important to realize that the value of L is a programmable constant by the system, and the introduction of L does not narrow down the original problem. As you may notice, when we set L = m, the Eq. (4) is equal to Eq. (2). If we set L = 2 in (4), it is very clear that for the ith summary frame, there are only two possibilities: either it is received or it is lost but its previous summary frame is received. Let us denote by G i the chance of the ith summary frame being not lost, so G i = 1 means it is guaranteed to be received, otherwise it is not guaranteed. Based on the constraint, we need max
. G i can be guaranteed and derived by link adaptation, which will be discussed in later section.
For delay issue, we hope that the total delay T of delivering all summary frames satisfies T ≤ T max . Therefore, the problem is
Once we work out the problem (5), the optimal parameter combinations, i.e., source coding parameter S i , AMC modulation order A i,q,n and channel coding rate C i,q,n , and ARQ transmission number N max are obtained to transmit the ith summary frame, which minimizes the whole clip distortion and satisfies certain predefined delay constraint.
III. SYSTEM MODEL
The system model of the proposed framework is shown in Fig. 2 , which consists of a 3-layer structure and a controller. At the application layer, summarization is performed on the target video clip and large size summary frames are fragmented into multiple packets for transmission at lower layers. At the data link layer, ARQ protocol is adopted. If an error is detected in a packet, a retransmission request is generated by the receiver, and is sent to the transmitter via a feedback channel. The transmitter arranges retransmission of the requested packet. If a packet is not received correctly after N max transmission attempts, we will declare packet loss, then the summary frame to which the lost packet belongs is also regarded as lost. At the physical layer, we assume that multiple transmission modes are available as shown in Table 1 , with each mode consisting of a specific modulation and FEC code pair as in 3GPP, HIPERLAN/2, IEEE 802.11a, and IEEE 802.16 standards [19] - [21] . Based on channel state information (CSI) from the channel estimator, the transmitter updates the AMC mode for the next packet transmission. Coherent demodulation and maximum-likelihood (ML) decoding are used at the receiver. The decoded bit streams are mapped to packets, which are pushed upwards to the data link layer. If all fragmented packets of the summary frame g i are correctly delivered, the summary frame g i is saved into the buffer, and the video clip frames f li through f li+1−1 are reconstructed with g i . If g i does not reach the receiver after some fixed time, the video clip frames f li through f li+1−1 will be reconstructed with the previously received summary frame. Obviously, the receiver only need a buffer that can contain one summary frame, i.e., the latest received summary frame.
From above description, it is obvious that AMC combined with ARQ performs a link adaptation in a joint approach. For a fixed video summary, say (5), and produce the summary frame error rate (FER) ρ i and transmission time T i for each summary frame g i . The detailed link adaptation and close-form expressions for (ρ i , T i ) will be clarified in the following section.
The controller is the most important part of the system, which is equipped with all possible values of the key parameters of each layer. These parameters include the coding parameter S at the application layer, the allowed maximum transmission number N max at the data link layer, and the available AMC modes with modulation order and FEC code rate pair (A, C). Note that here S, A, and C are parameter allocation vectors for m − 1 summary frames, for example,
The following is a brief list of performing flows of our proposed framework.
• When there is a video clip to transmit, based on the current average SNR γ from the channel estimator, from all possible values of parameter set {S, N max , A, C}, the controller first calculates all possible theoretical values of the pair (ρ i , T i ) for all possible summary frames by using the close-form expressions of link adaptation performance with the constraint max(
• With the total delay budget T max , the controller use all possible (ρ i , T i )s for the whole summary to solve problem (5). The group values of {S, N max , A, C} corresponding to the optimal solution of problem (5) are the optimal parameters to transmit the whole video summary.
• The obtained optimal parameters {S, N max , A, C} are assigned to the corresponding layers, then the whole video summary is sent out frame by frame.
• Corresponding video clip frames are reconstructed with the newly received summary frame.
We next list the operating assumptions adopted in this paper.
• The channel is frequency flat, remains time invariant during a packet, but varies from packet to packet. Thus, AMC is adjusted on a packet-by-packet basis. In other words, AMC scheme is updated for every transmission and retransmission attempt. The channel quality is captured by a single parameter, namely the received SNR γ. we adopt Rayleigh channel model to describe γ statistically. The received SNR γ per packet is thus a random variable with a probability density function (pdf):
where γ := E{γ} is the average received SNR.
• Perfect channel state information (CSI) is available at the receiver. The corresponding mode selection is fed back to the transmitter without error and latency. This assumption could be at least approximately satisfied by using a fast feedback channel with powerful error control information as adopted in IEEE 802.16 [21] .
• Error detection based on CRC is perfect, provided that sufficiently reliable error detection CRC codes are used. , G i−1 , . . . , G i+1−L )= 1, and derive the close-form expression of (ρ i , T i ).
Actually, it is impossible to strictly guarantee the constraint max (G i , G i−1 , . . . , G i+1−L ) = 1, due to the fading characteristics of wireless channels. Let P L be the probability that L consecutive summary frames are lost simultaneously. We assume P L to be a very small value, say 10 −2 , to approximate the constraint max(
Then the goal of link adaptation becomes to guarantee P L with the least total transmission delay.
Since the processing unit of link adaptation is packet, we need to transform P L into target packet error rate P target of lower layers. Let L s , L f and L a be summary frame size, fragmentation packet size and the actual packet length of link adaptation, respectively, According to different summary frame sizes, there are two possible cases:
• The summary frame size is smaller than the fragmentation packet size. Since there is no need to do fragmentation, we have
• The summary frame size is larger than the fragmentation packet size, where fragmentation is necessary. A summary frame of length L s will be fragmented into
is the smallest integer greater than or equal to a given real number. The actual packet size L a of the first L s /L f − 1 packets equals to L f , and the actual packet size L a of the final packet is
The target PER should be as follows:
In the above both cases, P target can be regarded as the required PER at the data link layer. Next we explain how to guarantee P target with transmission packet size L a by AMC and ARQ. Let us define a PER upper bound P AMC such that the instantaneous PER is guaranteed to be no greater than P AMC for each chosen AMC mode at the physical layer. Then the PER at the data link layer after N max transmissions is no larger than P Nmax AMC . To satisfy P target , we need to impose P Nmax AMC = P target , i.e., P AMC = P 1/Nmax target (8) We assume each bit inside the packet has the same bit error rate (BER) and bit-errors are uncorrelated, the PER can be related to the BER through
for a packet containing L a bits. For any AMC mode, to guarantee the upper bound P AMC , the required BER to achieve is
Since exact closed-form BERs for the AMC modes in Table  1 are not available, to simplify the AMC design, we adopt the following approximate BER expression:
where m is the mode index and γ is the received SNR.
Parameters a m and b m are obtained by fitting (11) to the exact BER. To guarantee P AMC with the least delay when transmitting a packet, we set the mode switching threshold γ m for the AMC mode m to be the minimum SNR required to achieve BER AMC . By (11) γ m can be expressed as
where M is the total number of AMC modes available (M = 6 in this paper).
Since the instantaneous PER is upper-bounded by P AMC in our AMC design, the average PER at the physical layer will be lower than P AMC . Taking expectations over channel realizations, the average PER at the physical layer is
where
p γ (γ)dγ is the probability that channel has no deep fades and at least one AMC mode can be adopted. Similarly, the average delay for one transmission attempt at the physical layer can be expressed as
Then the average number of transmission attempts per packet can be found as [22] 
Then the actual PER at the data link layer is
and the actual transmission delay for each packet at the data link layer is
When to calculate the actual FER ρ i and the actual delay T i for transmitting the ith summary frame, two cases should be considered as mentioned before:
• If the summary frame size L s is smaller than the frag-
and T (L a ) and we can have ρ i = P actual (L a ) and
Then we can have
The above closed-form expressions of ρ i and T i will be used by the controller to calculate all possible (ρ i , T i ) to solve problem (5), which we will detail in section V.
V. ALGORITHM OF THE CONTROLLER
A. Optimal Solution
Since the problem (5) is a constrained minimization problem, it can be solved by Lagrangian relaxation. So the problem can be converted into
The target to be minimized can be derived as the following Lagrangian cost function:
Let us define a cost function H i (u i ) to represent the sum of distortion and delay for up to ith summary frame, where u i represents the parameter vector
Clearly it can be observed that (22) which means the process of choosing u i for the ith summary frame is independent of {u 0 , u 1 , · · · , u i−2 }, the parameters selected for the first i − 1 summary frames. This is the fundamental of dynamic programming (DP). So the optimal solution can be found by a shortest path algorithm.
As a toy example, we assume there are three summary frames {g 0 , g 1 , g 2 } to be sent and assume L = 2. In addition, we suppose for each summary frame, there are k different source coding options. Then the path graph will be like ) can be computed by the second term of the right hand side of (22) .
As discussed before, the solution to problem (5) is to minimize the average distortion D for a total delay budget T max in transmitting a whole video summary. With the path graph like above, the goal of the controller is to find the shortest path in the graph with the forward DP. The obtained shortest path has the minimal distortion D, and at the same time indicates the optimal choice of parameters {S i , N max , A i,q,n C i,q,n } for source coding and transmitting the ith summary frame.
For J λ in (21), it has been shown [23] that if there is a λ * such that λ sweeps from zero to infinity, the solution to problem (23) traces out the convex hull of the distortion delay curve, which is a non-increasing function. Hence λ * can be obtained via a fast convex recursion in λ using the bisection algorithm.
Next we list the algorithm to find λ * .
• Step1: We judiciously choose two values of λ, λ l and λ u with λ l ≤ λ u which satisfy the relation:
where i T * i (λ) is the total delay corresponding to the shortest path found by forward DP. A conservative choice for a solvable problem would be λ l = 0 and λ u = ∞;
Step 3: Perform forward DP through the path graph for
Step 2, =⇒ else λ u ←− λ next , Go to step 2.
is made successively closer to T max and finally we obtain the expected λ * . With λ * , we perform DP for the last time and obtain the optimal shortest path. The values of {S i , N max , A i,q,n C i,q,n } corresponding to the shortest path are just the optimal parameter values for source coding and transmitting the ith summary frame.
B. Implementation Considerations
From the above analysis, we can say that problem (5) is converted into a graph theoretic problem of finding the shortest path in a directed acyclic graph (DAG) [24] . The computational complexity of the above algorithm is O(N × |U | L ), with |U | denoting the cardinality of U , which depends on the number of the optional values of parameters {S, N max , A, C}, but is still much more efficient than the exponential computational complexity of an exhaustive search algorithm. Clearly for cases with smaller L, the complexity is quite practical to perform the optimization. On the other hand, for lager L, the complexity can be limited by reducing the cardinality of U. The practical solution would be an engineering decision and tradeoff between the computational capability and optimality of the solution. For storage issue, it is important to emphasize that the problem formulation and the proposed solution are quite generic and flexible for devices with various storage and computational capabilities. For the transmitter with a buffer size that only allows to store some portion of the video clip, the clip has to be divided into a number of segments and problem (5) is solved for each segment. In such cases, although the solution is not full optimal for the video clip, the optimization would still bring sufficient gains compared to those without optimization.
VI. EXPERIMENTAL RESULTS
In this section, experiments are designed using H.264/AVC JM 10.2 for the video clip called "Glasgow", which is a typical test clip. For comparison, we summarize the first 300 frames into 30 and 60 summary frames, respectively. The case with more summary frames means higher sampling rate thus less distortion. To simplify the problem, we compress the summary by choosing different QP (quantization step size), and we consider 10 possible QPs (5, 10, 15, 20, 25, 30, 35, 40, 45, 50) . According to each QP, the frames have different rates and distortion values. The video summary is coded with intra-coding mode for each summary frame due to the less correlation between neighbor frames. In addition, without loss of generality, we consider the case of L = 2, in other words, we impose the constraint max(
) which needs to be guaranteed by the link adaptation. Besides parameters to be optimized, we assume fixed channel transmission rate r = 6 * 10 6 symbols/second and fixed round trip time T RTT = 100 milliseconds in our experiment. Fig. 4 and Fig. 5 are comparisons between QP adaptation and No QP adaptation. In both figures, the average channel SNR γ is 25dB and we fix P L = 10 −2 and N max = 3. P L is the target probability that L = 2 consecutive frames are being lost simultaneously, which should be small enough to approximately satisfy the constraint max(G i , G i−1 ) = 1. In Fig. 4 where the total summary frame number is 30, the square nodes show the distortion-delay pairs when the video summary is source coded with the labelled QPs. The 'v' nodes refer to the distortion-delay budget pairs with QP adaptation when delay budget is set equal to the delay time that the corresponding labelled single QP takes to transmit the video summary. We can observe that QP adaptation, i.e., the proposed cross-layer framework, has much distortion gain up to 6.2% over fixed QP video transmission when the delay is small. In the case of summary frame number equal to 60 as in Fig. 5 , much more significant distortion gain up to 12% can be obtained in small delay regions. Fig. 6 shows the distortion vs. SNR comparisons between QP adaptation and QP=50 with different prescribed maximum transmission number for ARQ. Due to link adaptation performed by ARQ and AMC in a cross-layer fashion, both QP adaptation and QP=50 have a stable distortion level along all SNR values. Of course here the delay difference of different schemes are not considered. We also notice that for either QP adaptation or QP=50, N max = 3 has better performance than N max = 1. This is because the case with N max = 3 can achieve lower actual PER than with N max = 1 even though they both aim to guarantee P L = 10 −2 . The same conclusion goes to Fig. 7 where the total summary frame number is 60.
Different distortion vs. delay budget with different P L (L=2 in this paper) is shown in Fig. 8 . We observe that there is a large distortion-delay difference between P L = 10 −1 and 
Once P L achieves 10 −2 , there is no big distortion vs. delay difference even though N max is different. However, in the two cases of with different P L and same N max = 3, the difference in distortion vs. delay is marginal. This is because with larger N max , the actual PER is much lower than P L . From this figure, we can conclude that the maximum transmission number impacts much the video transmission quality with our cross-layer optimization framework. With same delay budget, a larger allowed maximum transmission number leads to better video transmission quality. Fig. 9 shows the distortion vs. delay budget with our proposed framework when the summary frame number is 30 and 60 respectively both with γ = 25dB. With the same delay budget, the case with 60 frames has better performance than the case with 30 frames. This is because with higher sampling rate (that is, using 60 summary frames instead of 30), the similarity and correlation between neighbor summary frames have increased. Therefore, the distortion caused by losing one frame is reduced in this case because the lost frame would be concealed by its neighbor summary frame with higher similarity. 
VII. CONCLUSION
In this paper, we have proposed an optimization framework for delivering video summary frames over wireless networks in a cross-layer fashion. The proposed framework seamlessly integrates the source coding at the application layer, ARQ at the data link layer and adaptive modulation and coding schemes at the physical layer. Within the delay-distortion theoretical framework, all major parameters at each layers are jointly optimized in a way to achieve the best video quality while satisfy the delay budget imposed by the video summary frames. Both theoretical and experimental results have been presented in this paper. Simulation results show that the proposed optimization framework can achieve more than 10% distortion gain, especially when the delay budget is small.
Although the framework in this paper operates in an optimal sense, some assumptions may not always hold true, such as perfect CSI is available at the receiver and the feedback channel is error and latency free. In addition, the paper only considered the scenario of a single-user link with singletransmit and single-receive antennas. Therefore, there are many potential extensions of this work to carry out in the future. One direction is to generalize this work to situations where multiuser and multiple links exist with multitransmit and multireceive antennas. Another direction that is worth pursuing is to extend this work from summary transmission to normal video transmission with acceptable complexity, coupling more video coding parameters in the cross-layer optimization framework. His research interests include: cross-layer design for QoS Provisioning in wireless data networks, resource allocation in heterogeneous wireless networks, sensor network management and data mining, and low-power embedded real-time sensor system design. He has published more than fifty research papers in referred journals and international conferences in those areas. 
