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SUMMARY
This dissertation studies optimization problems that involve probabilistic cov-
ering constraints. A probabilistic constraint evaluates and requires that the proba-
bility that a set of constraints involving random coefficients with known distributions
hold satisfy a minimum requirement. A covering constraint involves a linear inequality
on non-negative variables with a greater or equal to sign and non-negative coefficients.
A variety of applications, such as set cover problems, node/edge cover problems, crew
scheduling, production planning, facility location, and machine learning, in uncertain
settings involve probabilistic covering constraints.
In the first part of this dissertation we consider probabilistic covering linear pro-
grams. Using the sampling average approximation (SAA) framework, a probabilistic
covering linear program can be approximated by a covering k-violation linear program
(CKVLP), a deterministic covering linear program in which at most k constraints are
allowed to be violated. We show that CKVLP is strongly NP-hard. Then, to im-
prove the performance of standard mixed-integer programming (MIP) based schemes
for CKVLP, we (i) introduce and analyze a coefficient strengthening scheme, (ii)
adapt and analyze an existing cutting plane technique, and (iii) present a branch-
ing technique. Through computational experiments, we empirically verify that these
techniques are significantly effective in improving solution times over the CPLEX
MIP solver. In particular, we observe that the proposed schemes can cut down solu-
tion times from as much as six days to under four hours in some instances. We also
developed valid inequalities arising from two subsets of the constraints in the origi-
nal formulation. When incorporating them with a modified coefficient strengthening
procedure, we are able to solve a difficult probabilistic portfolio optimization instance
xii
listed in MIPLIB 2010, which cannot be solved by existing approaches.
In the second part of this dissertation we study a class of probabilistic 0-1 covering
problems, namely probabilistic k-cover problems. A probabilistic k-cover problem is
a stochastic version of a set k-cover problem, which is to seek a collection of subsets
with a minimal cost whose union covers each element in the set at least k times. In a
stochastic setting, the coefficients of the covering constraints are modeled as Bernoulli
random variables, and the probabilistic constraint imposes a minimal requirement on
the probability of k-coverage. To account for absence of full distributional informa-
tion, we define a general ambiguous k-cover set, which is “distributionally-robust.”
Using a classical linear program (called the Boolean LP) to compute the probability
of events, we develop an exact deterministic reformulation to this ambiguous k-cover
problem. However, since the boolean model consists of exponential number of aux-
iliary variables, and hence not useful in practice, we use two linear program based
bounds on the probability that at least k events occur, which can be obtained by
aggregating the variables and constraints of the Boolean model, to develop tractable
deterministic approximations to the ambiguous k-cover set. We derive new valid in-
equalities that can be used to strengthen the linear programming based lower bounds.
Numerical results show that these new inequalities significantly improve the proba-
bility bounds. To use standard MIP solvers, we linearize the multi-linear terms in
the approximations and develop mixed-integer linear programming formulations. We
conduct computational experiments to demonstrate the quality of the deterministic
reformulations in terms of cost effectiveness and solution robustness. To demonstrate
the usefulness of the modeling technique developed for probabilistic k-cover problems,
we formulate a number of problems that have up till now only been studied under
data independence assumption and we also introduce a new applications that can be




This dissertation studies two types of optimization problems that involve probabilistic
constraints: a class of probabilistic covering linear programs, and a class of probabilis-
tic binary integer programs. The general theme of our study is to develop determin-
istic mixed integer linear programming (MILP) based solution approaches for these
stochastic problems. In this chapter, we introduce probabilistically constrained opti-
mization problems, review some general techniques for modeling and solving MILPs
that are relevant to our research, and present an outline of this dissertation.
1.1 Probabilistically Constrained Programs
In this section, we first present an overview of optimization under uncertainty and the
motivations of using a probabilistic constraint to address uncertainties in optimization
problems. Then we review the challenges of solving probabilistically constrained
programs and possible solution approaches. Finally, we introduce the topic of this
dissertation: probabilistic covering problems.
1.1.1 Optimization Under Uncertainty and Probabilistic Constraint
Optimization (alternatively, mathematical optimization or mathematical program-
ming) is the analysis and solution of a problem in which a best choice (with regard
to the decision maker’s criteria) is selected from a set of “feasible” choices. Consider
the following optimization problem,
min(max) : f(x, u)
G(x,w) ≥ 0,
1
where x ∈ Rn are decision variables, u and w are input data (or parameters) assumed
to be deterministic; G(x,w) ≥ 0, where G(x,w) : Rn → Rm, defines all feasible
choices; and f(x, u) : Rn → R is the objective function, representing the decision
maker’s criteria for being a best choice. The maximization or minimization operator
seeks a best decision with regard to the decision maker’s criteria.
In the past several decades, optimization theory and applications have undergone
a significant development. However, one criticism of deterministic optimization is that
its solution is not robust (e.g., the optimal choice may not be the best choice or even
not feasible in some future scenarios) in a real application setting where uncertainties
are present in input data (e.g., u, w, or both). When u is uncertain, f(x, u) becomes
a random number; when w is uncertain, G(x,w) is a random vector, and whether
G(x,w) ≥ 0 holds becomes a random event. Although sensitivity analysis or pertur-
bation analysis provides some local views on the consequences of the uncertainties,
traditional deterministic optimization lacks tools that can handle uncertainties explic-
itly. To systematically address optimization problems with stochastic data, we often
need to incorporate statistical measures into models (e.g., we take the expectation of
f(x, u); we evaluate the probability that G(x, u) ≥ 0.)
Depending on the perspective of a decision maker and the nature of uncertainties,
different statistical measures can be employed. If the decision maker emphasizes “av-
erage performance,” we optimize the expectation (or mean) of the objective function
f(x, u), i.e., E(f(x, u)); if the decision maker also concerns the risk of the objective
value falling out of an acceptable range, the combination of mean and variance can be
considered as a measure, i.e., E(f(x, u))+cD(f(x, u)), whereD represents the variance
and c is a weight for the variance assigned by the decision maker [4]; if the feasibility
of a decision is the major concern, then the probability that G(x, u) ≥ 0 needs to be
evaluated and constrained, given that the distributions of w are known. Therefore,
the probabilistic constraint (or chance constraint) is a constraint that requires that
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the probability that a set of constraints is satisfied meet a minimal requirement 1− ε,
where ε is a risk level selected by the decision maker, i.e.,
P{G(x,w) ≥ 0} ≥ 1− ε, (1)
where P{E} evaluates the probability of event E.
Probabilistically constrained programs are often compared with robust optimiza-
tion, in which each solution must satisfy G(x,w) ≥ 0 for every possible value of w
(every scenario), and considered a relaxed version of robust optimization. One draw-
back of robust optimization is that it immunizes against for every possible scenario,
including the worst, which may require extremely-high costs but which has a very
slim chance of occurring. In many realistic settings, decision makers prepare for the
scenarios that are most likely to occur, not every possible scenario. Therefore, robust
optimization might not be an economical tool for decision making in which an abso-
lutely feasible solution is not necessary. A way of avoiding the selection of solutions
with high cost but little likelihood is to assign probabilities to every scenario and to
require that the constraints be satisfied “most of the time.” This is one of the most
important motivations for probabilistically constrained programs.
1.1.2 Probabilistically Constrained Programs
Optimization problems subject to one or more probabilistic constraints are called
probabilistically constrained programs (or chance constrained programs), i.e.,
min f(x)
s.t. P{G(x, ζ) ≥ 0} ≥ 1− ε (2)
x ∈ X,
where ζ is random data with known distributions; and X is some set defined by
deterministic constraints. Note that in (2) the probabilistic constraint is applied on
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a set of constraints; we can also apply the probabilistic constraint to each of the
constraints individually.
Probabilistically constrained programming was first introduced in 1959 [34] by
Charnes and Cooper. Since then, it has been applied to a broad range of problems
that involve uncertain data, such as electrical power generation, reservoir operations,
inventory management, and facility planning [102]. However, the solution of proba-
bilistically constrained problems remains computationally challenging for the follow-
ing two reasons:
• Evaluation of the probability that a set of constraints holds given a vector x,
which requires high-dimensional integration, is extremely difficult. Even for
the single row case, the evaluation may not be possible for general distribution
functions.
• The probabilistically constrained set, i.e., {x : P{G(x,w) ≥ 0} ≥ 1− ε}, is not
convex in general, imposing severe challenges for the purposes of optimization.
Various solution approaches have been proposed with regard to the nature of the
underlying uncertainties and the structure of the constraints. In some special cases in
which functionG and distribution functions of w satisfy certain properties, the feasible
regions are convex [104, 33, 97, 30]. When G is a linear function, and uncertainties
with finite supports appear on only the right-hand sides of the linear inequalities,
the concept of “p-efficient points” is introduced to obtain strong MIP reformulations
that characterize the feasible regions [47, 46]. However, because probabilistically
constrained programs with general probability distributions do not have the convex
property, they still remain difficult to solve. Recently, a number of studies have solved
tractable conservative convex approximation to obtain feasible solutions[17, 22, 28,
53, 94, 51]. However, the solutions are often highly conservative and lack guarantee
about the quality of approximation.
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Another type of approximation is the sample-average approximation (or SAA), in
which N samples (scenarios) are drawn from the distribution and the frequency of
the scenarios in which constrains are satisfied is used to approximate the probability
that the constraints hold. It has been shown that when the number of samples, N , is
large enough, the solution by SAA has a high probability of being a feasible solution
to the original problem [81].
One advantage of the sample-average approximation (or SAA) is that it can ap-
proximate any chance constrained problems as long as the underlying distribution
can be sampled because the evaluation of probability is replaced by counting the
number of scenarios in which the constraints are satisfied. Furthermore, if the orig-
inal constraints G(x,w) are linear, the resulting formulation will be a mixed-integer
linear program that can be solved by standard MIP solvers. SAA also has several
drawbacks:
• The feasibility of the solutions (with regard to the original problem) by SAA is
probabilistic, requiring posterior validation.
• To obtain a feasible solution or a valid bound with a high confidence level, a
large number of samples are required, resulting in a large-scale mixed integer
program.
In the first part of this dissertation, we develop efficient approaches to solve the
MIP formulations of sample average approximations of probabilistic covering linear
programs; In the second part of this dissertation, we develop deterministic approx-
imations for probabilistic k-cover problems that provide deterministic bounds but
require no sampling or posterior validation.
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1.1.3 Probabilistic Covering Problems
A covering inequality is a linear inequality on non-negative variables with a “greater




where aj ≥ 0, j = 1, ..., n and xjs are non-negative decision variables. The right-
hand side b is generally strictly positive; otherwise, the covering inequality is trivial.
Covering inequalities are widely used constraints arising in many mathematical pro-
gramming problems, such as set cover problems, node/edge cover problems, crew
scheduling, production planning, facility location, and machine learning, to name
just a few.
A covering problem is a mathematical programming problem that has covering








aijxj ≥ bi i = 1, ...,m (3)
x ∈ X
xj ≥ 0 j = 1, ..., n,
where X is some set defined by additional constraints, e.g., integrality constraints.
Since the covering inequalities restrict the feasible region to be in an up-hull, objective
coefficient vector c is normally non-negative. A covering problem seeks a vector
with minimal cost whose non-negative linear combinations cover the right-hand sides.
When the set X in (3) is given by simple bounds, then (3) is a covering linear program;
when X = {0, 1}n, aij ∈ {0, 1} for all i and j, and bi=1 for all i, then (3) is a set
covering problem. If bi are allowed to be larger than one in the set covering problem,
then (3) generalizes the classic set cover problem and becomes a set multi-cover
6
problem.
Uncertainties in data lead to the stochastic counterparts of covering problems.
For example, in a deterministic set covering problem, we seek a set of subsets whose
union constitutes the whole ground set. Given a set of subsets, we can immediately
determine if these subsets cover the ground set. Consider a stochastic setting where
an element belongs to a subset with certain probability, i.e., P{aij = 1} = pij and
0 < pij < 1. Given a set of subsets, the validity of the covering inequality is not
deterministic any more and we can only require that the element be covered by the
chosen subsets with a certain probability. We consider a probabilistically constrained
(or chance-constrained) optimization approach to address covering problems with








ãijxj ≥ b̃i} ≥ 1− εi i = 1, ...,m (4)
x ∈ X
xj ≥ 0 j = 1, ..., n,
where ãij and b̃i are non-negative random numbers following some known distributions
for all i and j. The i-th probabilistic constraint enforces the probability that the right-
hand side is covered is at least 1− εi, which is called the “reliability level” (risk level).
The probabilistic constraint can also be applied jointly for all constraints.
1.2 Mixed-Integer Programs
In this section, we review the mixed-integer program technologies that are relevant
to our studies. A mixed-integer program is a mathematical program in which some
of the variables are restricted to be integers. In our context, we also restrict our
attention to mixed-integer linear programs, in which the constraints and objective
functions are linear functions, i.e.,
7
min cx+ dy
s.t. Ax+Gy ≥ b (5)
x ∈ Rn+, y ∈ Z
p
+,
where Rn+ is the set of nonnegative real n-dimensional vectors and Z
p
+ is the set of
nonnegative integral p-dimensional vectors; x and y are decision variables; A and
G are rational matrices with appropriate dimensions. The feasible set is defined as
S = {(x, y) ∈ Rn+ × Z
p
+ : Ax + Gy ≥ b}. We refer interested readers to [93] for a
comprehensive discussion about the concepts and algorithms for mixed-integer linear
programs.
1.2.1 Branch-and-Bound
Branch-and-Bound, a successful algorithm for solving mixed-integer linear programs
globally and optimally, has been implemented as the generic framework for solving
mixed-integer programs in every commercial solver. Because of the presence of integer
variables y in the problem, the overall feasible region is naturally a union of a finite
number of subregions, each of which is defined by fixing some of the integer variables
y at integral values. Branch-and-bound partitions the feasible region progressively
into smaller subregions and conducts a search in each subregion. The partitions
(or nodes) of the feasible region are organized in a tree structure, also known as a
“branch-and-bound tree”.
For a mixed-integer linear program, branching can be done by specifying the
constraints on integer variables. For example, let k be a positive integer and yi be
one of the integer variables, then a branching on yi can done by taking S = S1 ∪ S2,
where S1 := S ∩ {yi ≤ k} and S2 := S ∩ {yi ≥ k + 1} [93]. S1 and S2 are called
“subproblems” or “node problems”. Another option is to branch on constraints. In
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commercial mixed-integer program solvers, only dichotomy branching is implemented
and binary trees are used.
To avoid complete enumeration, a MIP solver uses a pruning mechanism to remove
the nodes that do not have an optimal solution: During the search process, the best
feasible solutions so far (called the “incumbent solution”) is kept. It provides an
upper bound, zUB, on the optimal objective function value z∗. If the lower bound
of the objective function value, zLB, at a node is no smaller than zUB, then this
node will not yield a feasible solution with a better optimal objective value than
the incumbent solution, and hence, it can be pruned. A node will also be pruned
if the subproblem is identified as an infeasible problem. (We will develop such an
infeasibility-based pruning technique in Chapter 2.) When each of the nodes is either
explored or pruned, branch-and-bound terminates with an optimal solution or no
solution at all.
A straightforward lower bound can be obtained by solving the linear program
relaxation of the mixed-integer linear program. For example, the linear program
relaxation for the root node problem, in which no branching has been done yet, is as
follows:
min cx+ dy
s.t. Ax+Gy ≥ b (6)
x ∈ Rn+, y ∈ R
p
+.
Note that the integrality constraints have been dropped. Since any feasible solu-
tion to (5) is also a feasible solution to (6), the optimal objective function value of
(6) provides a lower bound for the optimal objective function value of (5). Clearly,
we could obtain a tighter lower bound by utilizing the integrality constraints on y,
which, in turn, helps the branch-and-bound process, discussed in the following sec-
tion. An upper bound can be obtained if the solution of the linear program relaxation
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is integral.
In addition to lower and upper bounding, we may also conduct node selection
and branching variable selection to expedite the branch-and-bound process. Node
selection, given a set of nodes (subproblems), is choosing a node that will be exam-
ined next. In addition to using the two common strategies, depth-first search and
breadth-first search, we may also follow practical rules such as “best lower bound,”
choosing the node with the best lower bound, and “best estimate,” choosing the node
likely to contain an optimal solution. Branching variable selection is the decision
to choose an integer variable to branch on in a node subproblem. One can either
specify higher priorities on some decision variables according to his/her prior knowl-
edge about the optimization problem being solved or perform tentative branching on
candidate variables and choose the variable that can cause the largest increase in the
objective function value [93].
1.2.2 Valid Inequalities (Cutting Planes)
For branch-and-bound to terminate with a provable optimal solution in a timely
manner, lower bounds with good quality are important. Since the branch-and-bound
process is very dependent on LP-relaxation of the original formulations, formulations
with tight LP-relaxation are a good starting point. In Chapter 2, we introduce a
coefficient strengthening technique that tightens the original formulations.
Another important technique for improving the lower bound for mixed-integer
linear programs is to add valid inequalities (or cutting planes). A mixed-integer linear
program minimizes (or maximizes) a linear function over its mixed-integer set S, so
an optimal solution can be attained on the boundary of the convex hull of S, which
is the convex combination of all points in S. The convex hull of a mixed-integer set
with rational data has been shown to be a polyhedron. Thus, ideally, if we know all
the inequalities defining the convex hull of S, we can solve the original mixed-integer
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linear program as a linear program. However, in most practical situations this is not
possible, either because of too many such inequalities or lack of knowledge about their
forms. A less ambitious approach is to add some linear inequalities that are valid for
all points in set S but that can also cut off some part of the feasible region of the
LP-relaxation of S with the purpose of improving the lower bounds and expediting
the branch-and-bound process. Such a linear inequality is called a “cutting plane” or
a “valid inequality.”
Some valid inequalities are general and can be applied to most integer programs
such as Gomory mixed-integer inequalities, mixed-integer rounding inequalities, dis-
junctive inequalities, intersection inequalities. Other types of valid inequalities are
problem-specific inequalities, which are more closely related to the work presented
in this dissertation. In Chapter 2, we discuss a family of valid inequalities, mixing
set inequalities, arising from the k-violation structure of probabilistic covering linear
programs; in Chapter 3, we discuss two families of valid inequalities arising from two
relaxations of the original MIP formulation.
Valid inequalities can be added to the root node problems, which are LP-relaxations
of the original problems, or to node subproblems during the branch-and-bound pro-
cess, called “branch-and-cut.”
Now we briefly introduce two techniques for generating the valid inequalities used
in this dissertation.
• Lift-and-project: Some mixed-integer sets can be lifted into sets that reside in
a higher dimensional space using auxiliary variables and that are defined by
linear constraints. The projections of the sets in higher dimensional space back
to the original space yield valid inequalities for the original mixed-integer sets.
Lift-and-project can be used to derive valid inequalities prior to computation or
to separate violated inequalities in runtime. We use this technique to generate
the first class of valid inequalities in Chapter 3.
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• Lifting: Lifting creates a valid inequality for the original set, given one for a
lower dimensional set, by augmenting a binary variable that is absent from the
original inequality [70]. We generate the second family of inequalities in Chapter
3 using this technique.
1.3 Dissertation Overview
In this thesis we study (i) MIP methods for solving sample average approximations of
covering linear programs and (ii) deterministic MIP approximations of probabilistic
k-cover problems. Next we provide a brief overview of the thesis.
1.3.1 Probabilistic Covering Linear Programs
In Chapter 2 we study sample average approximation of probabilistic covering linear
programs. The SAA reformulation structure resembles a k-violation linear program, a
linear program that allows at most k constraints to be violated, because SAA approx-
imates the probabilistic constraint by allowing the violation of covering constraints in
at most k scenarios. We first study the computational complexity of solving covering
k-violation linear programs (or CKVLP) and show that it is strongly NP-hard by
reducing from vertex cover problems. We also empirically examine the factors that
affect the computational time when solving a CKVLP.
To improve the performance of mixed-integer programming (MIP) based schemes
for these problems, we introduce and analyze a coefficient strengthening scheme, adapt
and analyze an existing cutting plane technique, and present a branching technique.
The coefficient strengthening technique tightens the coefficient of a binary variable
using a lower bound for the left-hand side of the corresponding covering linear inequal-
ity by solving a linear program. The technique can be applied iteratively. We show
that the iterative strengthening procedure terminates in a finite number of iterations
and present an upper bound on the maximal gap that could possibly be closed by
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the procedure. Then, we use mixing set inequalities, which have been previously pro-
posed to solve probabilistically constrained problems, to strengthen the lower bound
by LP-relaxation. The procedure first constructs a relaxation, which is in the form
of mixing set, of the original problem using the k-violation substructure and then
generates valid inequalities for this relaxation. Since there are infinitely many mixing
set relaxations, and hence infinitely many mixing set inequalities, the maximal gap
that can be closed by this procedure is determined by the closure formed by all the
mixing set inequalities. We point out that the closure is contained in another closure
that is a polyhedron, and we use the latter closure to derive an upper bound for the
maximal gap that could be closed by the mixing set inequalities. We introduce a
branching rule, which removes the overlaps in the branch-and-bound tree by adding
simple cuts.
We test the performance of the proposed approaches on two classes of instances.
The first class is a portfolio selection problem, in which a unit of investment is dis-
tributed among n assets and the overall return needs to achieve a minimal target.
Since each asset has an uncertain return, we model this problem with probabilistic
constraints and require the overall targeted return be achieved with a high probability.
The second class of test instances is an optimal vaccination allocation problem under
uncertainty. In this application, a scarce vaccine is allocated to households in a com-
munity to prevent an epidemic from breaking out by restricting the post-vaccination
reproductive number to be strictly less than one. Computational experiments on the
two classes of problems show that the proposed methods are effective in significantly
reducing running time. The coefficient strengthening is most effective for large in-
stances and reduces the solution time and the number of search tree nodes by 80%
to 98% in these instances. The branching scheme reduces the size of search trees by
removing overlaps between branches and incurring infeasiblity-based node pruning.
It takes no effort to implement and works most effectively on the CKVLP models
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with side constraints. The mixing set cuts are capable of closing a large percentage of
root node gaps. However, the impact of these cuts on the branch-and-bound process
is mixed. Perhaps better performance might be achieved by a more effective separa-
tion procedure for mixing inequalities. We have also investigated the performance of
various combinations of the three schemes, but the gains are not significant.
In the third chapter, we develop problem-specific cutting planes for solving the
MILP formulation resulting from the sample average approximations of the proba-
bilistic covering linear programs. The cutting planes developed in this chapter arise
from the relaxation formed by a subset of constraints of the original MIP formula-
tion. We use lift-and-project technique to derive the first family of valid inequalities
and lifting for the second family of valid inequalities. In the implementation, we
incorporate the two families of inequalities into a modified version of the coefficient
strengthening technique. We conduct computational experiments on a portfolio in-
stance, introduced in Chapter 2, of a larger size, which is taken in the list of MIPLIB
2010. Using the solution approach developed in this chapter, we are able to solve this
instance that cannot be solved solely by the approaches proposed in Chapter 2.
1.3.2 Probabilistic k-Cover Problems
In the fourth chapter, we focus our attention on probabilistic k-cover problems, which
is a stochastic version of the set k-cover problems. A set k-cover problem is to seek a
collection of subsets with a minimal cost whose union covers each element in the set
at least k times. The set k-cover problem has many applications. In sensor network
deployment, a target is often required to be monitored or detected simultaneously
by more than one sensor. In ambulance coverage problems, two or more ambulances
within a certain range are assigned to each patient for backup coverage. In a realistic
setting, e.g., in the sensor deployment problem, whether a sensor can detect a target or
not is affected by many uncertain factors and is a random event. We use a Bernoulli
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random number to model whether a sensor can detect a certain target and use a
probabilistic constraint to model the requirement on the reliability of k-coverage.
Then, we develop deterministic approximations for the probabilistic k-cover problems.
Our approaches distinguish from previous studies in the following ways:
1. We do not assume data independence across columns.
2. We study a general case where k can be more than one and the left-hand side
is random.
3. Our approximations are deterministic, producing bounds with 100% confidence
level and requiring no probabilistic validation.
In practice, the distributions of the Bernoulli random data are often incomplete,
e.g., only moments up to level m are known, unless the Bernoulli random numbers are
independent from each other. We define an ambiguous k-cover set, which is a “dis-
tributionally robust” model in the sense that any point in the ambiguous k-cover set
is feasible under all distributions that exhibit the known information. Then, we use
the Boolean LP model [25, 66] to evaluate the probability of k-coverage and develop
an exact deterministic reformulation. However, since the Boolean model consists of
an exponential number of auxiliary variables, it is not useful in practice. Then we
use two linear program based bounds on the probability that at least k events occur,
which can be obtained by aggregating the variables and constraints in the Boolean
model, to develop tractable deterministic approximations to the ambiguous k-cover
set. Since the quality of the approximations is very dependent on the probability
bounds, we derive extra constraints that can be used to strengthen the linear pro-
gramming based lower bounds. Numerical results show that these extra constraints
significantly improve the probability bounds. To use standard MIP solvers, we lin-
earize the multi-linear terms in the approximations and develop mixed-integer linear
programming formulations. We conduct computational experiments to demonstrate
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the quality of the deterministic reformulations in terms of cost-effectiveness and solu-
tion robustness. To demonstrate the usefulness of modeling technique developed for
probabilistic k-cover problems, we formulate a number of problems that have up till
now only been studied under data independence assumption, and we also introduce
a new application that can be modeled using the probabilistic k-cover model.
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CHAPTER II
PROBABILISTIC COVERING LINEAR PROGRAMS
2.1 Introduction
In this chapter, we study probabilistic covering linear programs. Covering linear pro-
grams are linear programs that have covering inequalities as major constraints. They
appear in many application models such as transportation problems, production plan-
ning problems, supply management, intensity-modulated radiation therapy (IMRT),
resource allocation problems. The covering linear programs are also closely related to
packing linear programs where the major constraints are packing inequalities. When
the coefficients of the covering inequalities are random, whether the right-hand sides
are covered or not becomes a random event. The probabilistic constraints on the
covering inequalities evaluate the probability of the coverage and require this proba-
bility to be at least 1− ε. We study the general case where random data with general
distribution functions appear on the left-hand sides of the linear inequalities. We
use sampling average approximation (SAA) to reformulate the probabilistic covering
linear programs as mixed-integer programs, and then we focus on MIP approaches.
Because SAA approximates the probabilistic constraint by allowing the violation
of covering constraints in at most k scenarios, its structure resembles a k-violation
linear program (or KVLP), a linear program that allows at most k constraints to be
violated[115]:
min c>x
s.t. a>i x ≥ bi i = 1, ...,m, (7)
at most k of the m constraints can be violated,
x ∈ Rn+.
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polyhedral sets, each of which
are defined by the intersection of some subset of (m − k) inequalities from the m
inequalities in (7). In general, such a feasible region is nonconvex and KVLP is a
strongly NP-hard optimization problem [9]. Much of the existing work on this class
of problems focuses on polynomial time algorithms for low dimensional problems (i.e.
n is fixed and small) (cf. [32] for a survey).
In our context, ai and bi are non-negative for all i. We call such a problem a
covering-type k-violation linear program (CKVLP). CKVLPs, which are an impor-
tant subclass of KVLPs, have many applications. As a concrete example, consider a
probabilistically-constrained portfolio optimization problem [95] to determine a min-
imum cost allocation x of a unit investment among n assets with uncertain returns,
requiring the overall return to be at least r with a probability of 1−ε, where ε ∈ (0, 1)
is a pre-specified risk level. A formulation of this problem is
min c>x
s.t. e>x = 1
P{ã>x ≥ r} ≥ 1− ε (8)
x ∈ Rn+,
where ã is the random return vector for n assets following some known distribution,
P{A} denotes the probability of the random event A, c is the cost vector, and e ∈ Rn
is a vector of ones. A common approach to dealing with the probabilistic constraint
in (8) is the sample average approximation method [81] where the distribution of ã is
approximated by an empirical distribution corresponding to an i.i.d sample of return
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vectors {ai}mi=1. The approximated problem then reads as follows:
min c>x
s.t. e>x = 1
a>i x ≥ r i = 1, ...,m, (9)
at most k of the m covering inequalities can be violated,
x ∈ Rn+,
where k = bmεc. Since the return is non-negative and only nonnegative investments
are allowed, (9) is an example of CKVLP with an additional equality constraint. In
Section 2.6, we discuss a similar application of CKVLP in an optimal vaccine alloca-
tion under probabilistic constraints [114]. Additional applications of CKVLP arise in
intensity modulated radiation therapy (IMRT) planning [116] and signal broadcasting
coverage design [103].
A CKVLP can be modeled as a mixed integer program (MIP) in a straight-forward
manner. First, note that if bi = 0 for any i ∈ {1, . . . ,m}, then the corresponding
inequality is redundant since then the inequality is implied by the non-negativity
constraints on the x variables. Thus, we assume henceforth that bi > 0 for all i ∈
{1, . . . ,m} and so they can be scaled to 1. Then an MIP formulation of CKVLP is
min c>x




x ∈ Rn+, zi ∈ {0, 1} i = 1, ...,m,
where we have introduced the binary variables zi taking the value 1 if the i-th con-
straint is violated. For large scale CKVLPs, the above MIP formulation performs
very poorly. The goal of this chapter is to study a number of enhancement schemes
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to improve the computational performance of MIP-based approaches for solving CK-
VLPs.
We begin by studying the theoretical complexity of CKVLPs and illustrating the
difficulty of solving realistic instances directly by the CPLEX MIP solver (Section 2.2)
as well. Next, in order to improve the performance of standard solvers on the MIP
model (10) of CKVLPs, we introduce and analyze a coefficient strengthening scheme
(Section 2.3), adapt and analyze an existing cutting plane technique (Section 2.4),
and present a branching technique (Section 2.5). Through computational experiments
on the probabilistic portfolio optimization problem (9) and an optimal vaccination
allocation problem, we empirically verify that these techniques are extremely effective
in improving solution times (Section 2.6). In particular, we observe that the proposed
schemes can cut down solution times from as much as six days to under four hours
in some instances.
We close this section by pointing out that all three enhancement schemes studied
here are applicable when there are additional side constraints in the MIP (10). This
follows since these schemes attempt to tighten the LP relaxation of (10), which is a
valid relaxation even when additional side constraints are present.
2.2 Difficulty of Solving CKVLP
2.2.1 Computational Complexity
General KVLP has been shown to be NP-complete [9]. However, to the best of our
knowledge, the complexity of CKVLP, a sub-class of KVLP, has not been addressed.
In a recent paper [116], Tunçel et al. showed that a packing version KVLP is weakly
NP-hard (the linear inequalities in KVLP are packing inequalities) by reduction
from the partition problem. This result can be modified to show the NP-hardness of
CKVLP. In this chapter we provide a direct proof that CKVLP is strongly NP-hard.




s.t. Ax ≥ z
e>z ≥ p
x ∈ Rn+
z ∈ {0, 1}m,
(11)
where A = [a>1 , ..., a
>
m] ∈ Qm×n+ , c ∈ Qn+, p = m− k, e is the column vector with each
entry equal to 1, and Q is the set of rationals.
To prove that CKVLP (11) is NP-hard, we first verify that the following inter-
mediate decision problem is NP-complete.
Intermediate CKVLP Feasibility Problem: Given η ∈ Q, A ∈ Qm×n+ and
c ∈ Qn+, does there exist a solution (x, z) ∈ Rn+ × {0, 1}m to the following
system?
c>x− e>z ≤ η
Ax ≥ z.
(12)
Lemma 1. The Intermediate CKVLP Feasibility Problem (12) is strongly NP-complete.
Proof. Since (12) is a decision version of a mixed integer linear program, it is in NP .
In order to show that determining the feasibility of (12) is strongly NP-complete,
we polynomially reduce an arbitrary instance of the strongly NP-complete vertex
cover problem [57] to an instance of (12). An instance of the vertex cover problem is
defined as follows:
Vertex Cover : Given a graph G = (V,E) and q ∈ N, does there exist
S ⊆ V such that (i) |S| ≤ q and (ii) S is a vertex cover, that is for all
(i, j) ∈ E, either i ∈ S or j ∈ S?
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Given an instance of the vertex cover problem, we construct an instance of (12) by
setting m := |V |+ |E|, n := |V |, η := q − |E|, c := 2e, A :=
 H
I
, where H is the
node-arc incidence matrix of G and I is a |V | × |V | identity matrix. The resulting










yij ≤ q − |E| (13)
xi + xj ≥ yij ∀ (i, j) ∈ E (14)
xi ≥ zi ∀ i ∈ V (15)
x ∈ R|V |+ (16)
z ∈ {0, 1}|V | (17)
y ∈ {0, 1}|E|. (18)
Note that the size of (13)-(18) is polynomial in the encoding length of G and q. We
complete the proof by showing that a vertex cover instance has an answer yes if and
only if the associated system (13)-(18) has a solution.
(⇒) Let S be a vertex cover for G such that |S| ≤ q. Then, consider a solution
(x̃, ỹ, z̃) ∈ R|V |+ × {0, 1}|E| × {0, 1}|V | defined as:
x̃j = z̃j =
 1 ∀ j ∈ S0 ∀ j ∈ V \ S,
ỹi,j = 1 ∀ (i, j) ∈ E.
The solution (x̃, ỹ, z̃) satisfies (15)-(18) by construction, and since S is a vertex cover






(i,j)∈E ỹij = |S|− |E| ≤ q−|E|.
Thus the system (13)-(18) has a solution.
(⇐) Now assume that the system (13)-(18) has a solution. Note that an arbitrary
feasible solution to (13)-(18) may have fractional x components that cannot be directly
22
converted to a vertex cover for G. We show that there exists a feasible solution of
(13)-(18) with integral values of x and y = e whenever (13)-(18) is feasible. Towards
this end, we first present some properties of feasible solutions to (13)-(18). Given
(x, y, z) ∈ R|V |+ × {0, 1}|E| × {0, 1}|V |, which satisfies (14)-(18), let










i.e., if (x, y, z) is feasible for (13)-(18), then f(x, y, z) ≤ q − |E|.
Claim a. Given (x1, y1, z1) satisfying (14)-(18), there exists (x2, y2, z2) satisfying
(14)-(18) such that y2 = e and f(x2, y2, z2) ≤ f(x1, y1, z1).
Proof of Claim a. Suppose there exists (̃i, j̃) ∈ E such that y1
ĩj̃
= 0. Construct
(x3, y3, z3) as follows:
x3j =
 1 j = ĩx1j j ∈ V \ {̃i} ,
z3j =
 1 j = ĩz1j j ∈ V \ {̃i} ,
y3ij =
 1 (i, j) = (̃i, j̃)y1ij (i, j) ∈ E \ {(̃i, j̃)}.
It is easy to see that (x3, y3, z3) satisfies (14)-(18). We observe that f(x1, y1, z1) −












) ≥ 0, where the
last inequality holds due to the fact that (x1, y1, z1) satisfies (15). By repeating the
above construction at most |E| times we arrive at a solution (x2, y2, z2) satisfying the
claim. ♦
We now restrict our attention to feasible solutions of (13)-(18) with the vector y
fixed to e. Next, we show that a feasible solution with integral x components exists.
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Claim b. Given (x1, e, z1) satisfying (14)-(18), there exists a solution (x2, e, z2) sat-
isfying (14)-(18) such that x2 ∈ {0, 1}|V | and f(x2, e, z2) ≤ f(x1, e, z1).
Proof of Claim b. If x1 ∈ {0, 1}|V |, then there is nothing to verify. If there exists
j such that x1j > 1, then we can set x
1
j = 1. The resulting solution still satisfies
(14)-(18), and the value of the function f reduces. Therefore, the non-trivial case




x1j j : x
1
j ∈ {0, 1}
1 j : 1/2 ≤ x1j < 1





j j : x
1
j ∈ {0, 1} or 0 < x1j < 1/2
1 j : 1/2 ≤ x1j < 1
.
It is easy to see that (x2, e, z2) constructed as above satisfies (14)-(18) since there
is no (i, j) ∈ E such that x1i < 1/2 and x1j < 1/2. Also each component of x2 is







(x1j − 1) + |{j : 1/2 ≤ x1j < 1}| ≥ 0. Therefore,
(x2, e, z2) is a solution we desire.
From the claims a and b, it is clear that there exists a feasible solution of the form
(x, y, z) with (i) y = e and (ii) x ∈ {0, 1}|V |. If xj = 1 and zj = 0 for some j, then we
can set zj = 1, and the resulting solution is still feasible for (13)-(18). Therefore, we
may assume that the feasible solution also satisfies xj = zj for all j ∈ V . We select
any such feasible solution and let S = {j : xj = 1}. Clearly, S is a vertex cover for
G since y = e. Notice that f(x, y, z) = 2|S| − |S| − |E| ≤ q − |E| or equivalently
|S| ≤ q.
Theorem 1. CKVLP is strongly NP-hard.
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Proof. To verify that (11) is NP-hard, we show that if there exists a polynomial time
algorithm for solving (11), then there is a polynomial time algorithm for deciding the
feasibility of (12). This completes the proof, since by Lemma 1, we have that deciding
the feasibility of (12) is NP-complete.
Let v(p) denote the optimal value of (11) as a function of p ∈ {0, . . . ,m}. Consider
the following algorithm for deciding the feasibility of (12):
1. Given A ∈ Qm×n+ , c ∈ Qn, and η ∈ Q, compute v(p) for all p ∈ {0, . . . ,m},
using the polynomial-time algorithm for solving (11).
2. Compute η∗ := min
0≤p≤m
{v(p)− p}. If η∗ ≤ η, return “yes,” (i.e. (12) is feasible);
otherwise return “no.”
Notice that the above algorithm is a polynomial time algorithm in the size of the
encoding of (12). It remains to verify the validity of the above algorithm.
Suppose η∗ ≤ η and p∗ ∈ argmin{v(p)− p}. Consider an optimal solution (x∗, z∗)
to (11) corresponding to p = p∗. Since η ≥ η∗ = v(p∗) − p∗ ≥ v(p∗) − e>z∗ =
c>x∗ − e>z∗, the instance of (12) is feasible.
Suppose η∗ > η. Assume to the contrary that the instance of (12) is feasible and




j . Then, observe that (x
∗, z∗) is
feasible to (11) corresponding to p = p∗. Thus, η∗ ≤ v(p∗) − p∗ ≤ c>x∗ − p∗ ≤ η, a
contradiction.
2.2.2 Performance of a standard MIP solver on CKVLP instances
Given the significant advancements made in MIP solution technology, many instances
of NP-hard problems are not necessarily difficult to solve in practice. To assess the
practical computational difficulty of CKVLP, we next report on the performance of
CPLEX, a state-of-the-art MIP solver, on randomly generated instances of the MIP
(10).
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We consider instances with n = 20, m = 200 and k ∈ {15, 20}. The data is
generated as follows:
1. “Dense Data”: Each left-hand-side coefficient aij is generated uniformly between
0.8 and 1.5, and then the coefficients are divided by 1.1. The cost vector is e.
2. “Sparse Data”: This uses the same input data as in “Dense Data”, except that
half of the left-hand-side coefficients are randomly set to zero.
3. “Random Objective”: These instances have the same constraint coefficients as
in “Dense Data”, but with random integer cost coefficients between 1 and 100.
For each of the six combinations of two values of k and three data classes, we con-
sidered 10 instances giving a total of 60 instances. The computations are run on
Intel Xeon 2.27 GHz dual core Linux server installed with 4 Gb RAM. The model is
implemented with the callable libraries and solved by the MIP solver in CPLEX 12.1
with default settings.
The average results over ten instances in each size-data combination are presented
in Table 1. The ‘Gap Closed’ column in the table reports the root node LP relaxation





× 100, where zLP+Cuts,
zLP , and z∗ are the objective function values of the LP relaxation with CPLEX cuts
at the root node, of just the LP relaxation, and of the MIP, respectively. The ‘Nodes’
and the ‘Time’ columns report the number of branch-and-bound tree nodes generated
and the time in seconds needed to solve the instances to optimality, respectively.
Table 1: Performance of CPLEX on CKVLP
Dense Data Sparse Data Random Objective
k Gap Closed Nodes Time Gap Closed Nodes Time Gap Closed Nodes Time
15 2% 3,537,864 2,454 7% 158,039 83 17% 1,777 1
20 2% 43,296,679 25,948 6% 1,769,574 917 21% 6,227 2
Following are some observations based on the above computations.
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1. The effect of k: Setting k to a larger value results in a substantial increase
in time and memory consumption (measured in the number of nodes in the
branch-and-bound tree), as seen by a ten-fold increase for the first two types
of instances. This phenomenon can perhaps be explained by the combinatorial






linear programs. When k increases to bm
2
c, the number of
possible linear programs increases rapidly.
2. The effect of sparsity: The coefficient matrix density, measured by the number
of non-zeros, can make instances significantly harder to solve, as seen by a 20-
fold increase in nodes and 30-fold increase in time when the density increases
from 50% to 100%. The dense coefficients not only make the LP relaxation
hard to solve, but also make it hard for CPLEX to find effective cuts, e.g.,
CPLEX default cuts close only 2% of the LP relaxation gap in the “Dense Data”
instances, whereas 6-7% of the gap is closed in the “Sparse Data” instances.
3. The effect of objective function: The objective function coefficients play a cru-
cial role in determining the computational difficulty, as demonstrated by the
contrast between “Dense Data” and “Random Objective”. The instances with
random objective coefficients can be solved in seconds; however, the instances
with the same constraints but uniform objective coefficients in “Dense Data”
take hours to solve. When the cost coefficients and the constraint coefficients
are set up in a way so that the objective values of linear programs formed by
different choices of linear constraints are close, the branch-and-bound proce-
dure generates a great number of nodes, of which the LPs are similar in terms
of bounds, and the MIP solver spends an enormous amount of time on proving
optimality.
In the rest of the chapter, we focus on variants of the most difficult class of the
27
above instances, that is, instances that are very similar in type to “Dense Data,” and
attempt to tighten the root node lower bound and reduce the size of the search tree.
2.3 Iterative Coefficient Strengthening
In this section, we propose and analyze a scheme for strengthening the coefficients of
the binary variables in the MIP formulation (10) of CKVLP. Let X denote the set of
feasible x solutions of (10), i.e.
X := {x ∈ Rn+ : ∃z ∈ {0, 1}m s.t. a>i x+ zi ≥ 1 ∀ i = 1, ...,m and
m∑
i=1
zi ≤ k}. (19)
Definition 1. A vector ` ∈ Rm is called a valid bound vector if `i ≤ min{a>i x : x ∈
X} for all i = 1, . . . ,m.
Given a valid bound vector `, let




Proposition 2. (i) If ` is a valid bound vector then X(`) ⊇ X. (ii) The bound vector
` = 0 is valid. (iii) For valid bounds `1 and `2, if `2 ≥ `1 then X(`1) ⊇ X(`2).
Proof. (i) If x ∈ X then there exists z ∈ {0, 1}m such that a>i x ≥ max{1 − zi, `i}
for all i = 1, . . . ,m and
∑m
i=1 zi ≤ k. Since max{1 − zi, `i} = 1 − (1 − `i)zi when
zi ∈ {0, 1}, it follows that a>i x + (1− `i)zi ≥ 1 and x ∈ X(`). (ii) Since a>x ≥ 0 for
all x ∈ Rn+, we obtain that ` = 0 is a valid bound vector. (iii) If x ∈ X(`2) then there
exists z ∈ [0, 1]m such that a>i x ≥ 1− (1− `2i )zi for all i = 1, . . . ,m and
∑m
i=1 zi ≤ k.
Since zi ≥ 0 this implies that a>i x ≥ 1− (1− `1i )zi, hence x ∈ X(`1).
Note that X(0) is the projection, on to the x variables, of the LP relaxation of
the MIP formulation (10). Proposition 2 suggests that we can strengthen this LP
relaxation by iteratively tightening the bound vector ` and hence the coefficients
of the binary variables in (10), starting from ` = 0. Algorithm 1 describes such
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Algorithm 1 Iterative Coefficient Strengthening
Input : A threshold parameter ε > 0 and the data (m,n, k, aij) describing X
Output : A valid bound vector ˆ̀∈ Rm+
∆← 2ε, t← 1, `t ← 0
while ∆ > ε do
for i = 1, ...,m do
`t+1i = min{a>i x : x ∈ X(`t)}
end for




a coefficient strengthening procedure. Note that this procedure requires solving m
feasible linear programs with bounded objectives in each iteration.
Proposition 3. Let {`t} be the sequence of bound vectors produced in Algorithm 1.
We have (i) `t+1 ≥ `t and (ii) `t is a valid bound vector for all t. Accordingly,
Algorithm 1 terminates finitely returning a valid bound vector ˆ̀.
Proof. We proceed by induction on t. For the base case t = 1 we have `1 = 0, then (ii)
holds from part (ii) of Proposition 2. Moreover `2i = min{a>i x : x ∈ X(0)} ≥ 0 for
all i, hence (i) holds. Suppose now that (i) and (ii) hold for some t > 1. By definition
`t+1i = min{a>i x : x ∈ X(`t)} for all i = 1, . . . ,m. Thus, for each i = 1, . . . ,m,
`t+1i ≤ a>i x for all x ∈ X(`t) and hence for all x ∈ X since X ⊆ X(`t) from the
validity of `t. Thus `t+1 is a valid bound vector and (ii) holds for all t. By our
induction hypothesis `t+1 ≥ `t thus X(`t+1) ⊆ X(`t) by part (iii) of Proposition 2.
Thus `t+2i = min{a>i x : x ∈ X(`t+1)} ≥ min{a>i x : x ∈ X(`t)} = `t+1i for all
i = 1, . . . ,m, and so (i) holds for all t. Finally note that, for any t, X(`t) ⊇ X from
part (i) of Proposition 2, thus `ti = min{a>i x : x ∈ X(`t)} ≤ min{a>i x : x ∈ X} =: ¯̀∗i ,
where ¯̀∗i is a well defined finite value, for all i = 1, . . . ,m. Thus, for each i = 1, . . . ,m,
{`ti} is a bounded nondecreasing sequence, and hence convergent. It follows that for
any ε > 0 there exists a sufficiently large value of t such that ||`t+1−`t||∞ ≤ ε ensuring
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finite termination of the algorithm.
Next we analyze the strength of the LP relaxation of (10) using tightened coeffi-
cients derived using Algorithm 1. Given a cost vector c, let
v∗ = min{c>x : x ∈ X} and vL(`) = min{c>x : x ∈ X(`)}, (20)
be the optimal value of the MIP (10) and the optimal value of the LP relaxation
corresponding to bound vector `, respectively. Note that these values are finite as
long as c ≥ 0. Recall that vL(0) is the natural LP relaxation bound for (10), and the
coefficient tightening scheme in Algorithm 1 is aimed to improve this bound. In the














Note that ρ is a measure of the variability of the constraint coefficient data and
ρ ∈ (0, 1]. Let {`t} be the sequence of bound vectors produced by the scheme in
Algorithm 1 with a threshold of ε = 0. From Proposition 3 we know that this








ρi ∀ i = 1, . . . ,m,
where ρi, ρ and `
∗ are as defined in (21) and (23), respectively.
Proof. Let {ut} be a sequence of scalars defined by the following recursion:
u1 = 0 and ut+1 = (1− (1− ut)k/m) ∀ t ≥ 1. (24)
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First, we claim that
`t ≥ ute ≥ 0 ∀ t ≥ 1, (25)
We prove this claim by induction on t. Note that (25) holds for t = 1 since `1i = u
1 = 0
for all i = 1, . . . ,m. Suppose now that (25) holds for some t > 1. Since ut ≥ 0 and
0 < k/m ≤ 1 we have that (1 − (1 − ut)k/m) = (1 − k/m) + utk/m ≥ 0, and
hence ut+1 ≥ 0. Let µj =
∑m
i=1 aij/m for j = 1, . . . , n and µ be the corresponding
n-dimensional vector. For any i = 1, . . . ,m,
`t+1i = min{a
>
i x : x ∈ X(`t)} (26)
≥ min{a>i x : x ∈ X(ute)} (27)




x ∈ Rn+, z ∈ [0, 1]m} (28)
≥ min{a>i x : µ>x ≥ 1− (1− ut)k/m, x ∈ Rn+} (29)
= (1− (1− ut)k/m)( min
j=1,...,n
{aij/µj})= (1− (1− ut)k/m)ρi (30)
≥ (1− (1− ut)k/m)ρ (31)
= ut+1, (32)
where (27) follows from the induction hypothesis `t ≥ ute since X(`t) ⊆ X(ute) by Proposi-
tion 2(iii); (28) follows from the definition ofX(ut); (29) follows by aggregating them rows of
the linear program defined in (28) and eliminating the z variables; since (1−(1−ut)k/m) ≥ 0,
(30) follows from the optimal solution of the single constrained linear program defined in
(29); (31) follows from the definition of ρ; and (32) follows from the definition of ut+1. Thus
(25) holds.







Consider any i ∈ {1, . . . ,m}. We first verify that ut ≤ m−km−ρkρ for all t. We proceed by
induction on t. By definition u1 = 0 ≤ m−km−ρkρ. By induction hypothesis, we have that
31
ut ≤ m−km−ρkρ. Now u
t+1 = ρ−ρ km +ρ
k
mu







= m−km−ρkρ. Now we verify
that the sequence {ut} is non-decreasing. Observe that ut−ut+1 = ut−
(

















−ρ+ρ km = 0. Finally suppose by contradiction
that the sequence {ut} converges to a value m−km−ρkρ− δ, where δ > 0. Therefore, there exists
a t such that m−km−ρkρ− δ > u





















= −ε. Thus, ut+1 > ut + ε > m−km−ρkρ − δ which is a contradiction. Thus (33)
holds.




ρ ∀ i = 1, . . . ,m.




ρi ∀ i = 1, . . . ,m.











x ∈ Rn+, z ∈ [0, 1]m} (35)
≥ min{c>x : a>i x+ (1−
m− k
m− ρk




x ∈ Rn+, z ∈ [0, 1]m} (36)


















: j = 1, . . . , n
}
. (39)
In the above, (36) follows from Lemma 2; (37) follows from aggregating the rows of the
LP defined in (36) and eliminating the z variables; and (38) follows from solving the single




c>x : a>i x+ zi ≥ 1 ∀i ∈ {1, . . . ,m},
m∑
i=1
zi ≤ k, x ∈ Rn+, z ∈ {0, 1}m
}
.
Next we obtain an upper bound on v∗. For ĵ defined in (39):
1. Sort aiĵ ’s from smallest to largest.
2. Let aîĵ be the (k + 1)
st smallest number.
3. Let vH =
cĵ
aîĵ
. This corresponds to the objective function value of the feasible solution
xj = 0 for j 6= ĵ and xĵ =
1
aîĵ






≤ vL ≤ v∗ ≤
cĵ
aîĵ
= vH . (40)









If there is aij = 0 for some i and j, then the minimization problem in (27) yields
zero, which is the original trivial lower bound. In this case ρ = 0 and the upper bound
result in Theorem 4 is trivial. However, note that the CKVLP is motivated mainly
by the sample average approximations of probabilistic covering problems where the
constraint coefficients are nonnegative random variables. In case of continuous dis-
tributions the sampled coefficients will be positive with probability one. Thus, the
assumption of aij > 0 for all i and j is not too restrictive in this context.
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2.4 Mixing Set Inequalities
In this section, we study valid inequalities derived from a 0-1 version of mixing set
relaxation of CKVLP. A 0-1 mixing set is defined as follows:
P = {(y, z) ∈ R+ × {0, 1}m : y + hizi ≥ hi, i = 1, ...,m}, (42)
where h1 ≥ h2 ≥ · · · ≥ hn. The more general version of mixing set, in which zis
are general integers, was introduced by Günlük and Pochet [63], and its variants in
different contexts have also been studied in [37, 92, 38, 119, 62, 76]. The following




(htj − htj+1)ztj ≥ ht1 ∀ T = {t1, ..., tl} ⊆ {1, ...,m}, (43)
where ht1 > ht2 > · · · > htl and htl+1 := 0. Furthermore, these inequalities can be
separated in polynomial time, are facet-defining for P when t1 = 1, and are sufficient
to describe the convex hull of P [13, 63].
Recently, the mixing set inequalities have been applied to solve the MIP formula-
tion of chance-constrained problems, in which the formulation has a k-violation-type
substructure, i.e., a feasible solution must satisfy the constraints corresponding to at
least k out of m scenarios [82, 83, 84]. CKVLPs can be viewed as a special case of this
substructure in which each scenario consists of only one covering linear constraint.
We next describe and analyze the mixing set inequalities for CKVLPs.
Let the set of (x, z)-solutions to the MIP (10) be denoted by XMIP, and recall from
(19) that the set of x-solutions to (10) is denoted by X. Note that X is the projection
of XMIP into x-space, i.e., X = Projx(XMIP). Following [83], we can obtain a mixing
set relaxation of XMIP as follows. Given a vector α ∈ Rn+, calculate βαi , i ∈ {1, . . . ,m}
as below:
βαi := min {α>x : a>i x ≥ 1, x ∈ Rn+}, (44)
where ai is the coefficient vector for the i-th constraint in the MIP (10). Assume
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without loss of generality that βα1 ≥ βα2 ≥ ... ≥ βαm, and consider the following set
Y (α) := {(x, z) ∈ Rn+ × {0, 1}m : α>x+ (βαi − βαk+1)zi ≥ βαi , i = 1, ..., k}. (45)
Proposition 5. For any α ∈ Rn+, XMIP ⊆ Y (α) and X ⊆ Projx(Y (α))
Proof. Let (x̄, z̄) ∈ XMIP. Then the non-negativity constraints and integrality con-
straints in Y (α) are satisfied by (x̄, z̄). Without loss of generality, we may assume
that the indexes 1, ..., k in Y (α) are the first k indexes in XMIP. It remains to verify
that (x̄, z̄) satisfies the constraints α>x̄+ (βαi − βαk+1)z̄i ≥ βαi for all i = 1, ..., k.
(i) For i such that z̄i=1: We require to verify that α
>x̄ ≥ βαk+1. Since (x̄, z̄) ∈
XMIP, there exists some u ∈ {1, . . . , k + 1} such that a>u x̄ ≥ 1. Moreover as
βαu = min{α>x : x ∈ Rn+, a>u x ≥ 1}, we obtain that α>x̄ ≥ βαu ≥ βαk+1, where
the last inequality is due to the fact that u ≤ k + 1.
(ii) For i such that z̄i=0: We require to verify that α
>x̄ ≥ βαi . Since (x̄, z̄) ∈ XMIP,
we obtain that a>i x̄ ≥ 1. Moreover as βαi = min{α>x : x ∈ Rn+, a>i x ≥ 1}, we
have that α>x̄ ≥ βαi .
Therefore, (x̄, z̄) ∈ Y (α) and XMIP ⊆ Y (α). The result X ⊆ Projx(Y (α)) follows
from the fact that X = Projx(XMIP).
The set Y (α) is a valid relaxation of XMIP and it is in the form of a mixing set. This
can be noted by considering y := (α>x− βαk+1) as a nonnegative continuous variable
to obtain the mixing system
y + (βαi − βαk+1)zi ≥ βαi − βαk+1 ∀ i = 1, . . . , k.
Thus, we have the complete description of conv(Y(α)) using the inequalities (43),




the mixing closure. Clearly, the mixing closure is a valid relaxation of conv(XMIP). Let
vMIX be the optimal objective value of optimizing over the mixing closure, and v∗ be
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the optimal objective value of the MIP (10). Then, the best root node gap that can be
potentially achieved by the mixing inequality procedure is bounded by (v∗−vMIX)/v∗.
To study this gap quantitatively, e.g., deriving a bound for (v∗−vMIX)/v∗, we analyze





2.4.1 The basic mixing closure
Note that















conv(Projx(Y (α))) yields a lower bound for v
MIX.
Proposition 6. Projx(Y (α)) = {x ∈ Rn+ : α>x ≥ βαk+1}.
Proof. ⊆: Let x̄ ∈ Projx(Y (α)), then there exists z̄ ∈ {0, 1}k such that α>x̄+ (βαi −
βαk+1)z̄i ≥ βαi , i = 1, ..., k. Thus α>x̄ ≥ βαi (1 − z̄i) + βαk+1z̄i ≥ βαk+1 since βαi ≥ βαk+1
and z̄i ∈ [0, 1].
⊇: Let x̄ ∈ {x ∈ Rn+ : α>x ≥ βαk+1}, set z̄i = 1, i = 1, ..., k, then (x̄, z̄) ∈ Y (α) and
x̄ ∈ Projx(Y (α)).
Since Projx(Y (α)) is a half space in the non-negative orthant and hence convex, the
convex hull operator in
⋂
α∈Rn+










{x ∈ Rn+ : α>x ≥ βαk+1}.
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Proposition 7 and (46) indicate that the projection of the mixing closure onto the
x-space is contained in the closure constituted by infinitely many half spaces. To
study this closure, we give a formal definition as below:




{x ∈ Rn+ : α>x ≥ βα}, (47)
where βα := βαk+1.
We call α>x ≥ βα a basic mixing inequality corresponding to α. In order to under-
stand the basic mixing closure, we describe another class of inequalities.
Definition 3 (Simple Disjunctive Cuts and Closure).
1. Select a subset S of k + 1 constraints. Since at least one of these constraints
must be satisfied, we obtain the simple disjunction:
(a>i1x ≥ 1, x ∈ R
n
+) ∨ (a>i2x ≥ 1, x ∈ R
n
+) ∨ · · · ∨ (a>ik+1x ≥ 1, x ∈ R
n
+), (48)
where S = {i1, . . . ik+1}.
2. Define aS ∈ Rn as
(aS)j = maxi∈S{aij} ∀j = 1, ..., n.
The convex hull of (48) is
(aS)
>x ≥ 1, x ∈ Rn+,
and we call (aS)
>x ≥ 1 a simple disjunctive cut.




{x ∈ Rn+ : (aS)>x ≥ 1}. (49)
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Proposition 8. D =M
Proof. D ⊆ M: For any given α, without loss of generality, let β1 ≥ . . . βk ≥
βk+1 ≥ · · · ≥ βm. Then βα = βk+1. Since α>x ≥ βi is a valid inequality for the
set {a>i x ≥ 1, x ∈ Rn+} ∀i = 1, ..., k + 1, α>x ≥ βα is a valid inequality for the
convex hull of the set
(a>1 x ≥ 1, x ∈ Rn+) ∨ (a>2 x ≥ 1, x ∈ Rn+) ∨ · · · ∨ (a>k+1x ≥ 1, x ∈ Rn+),
or equivalently α>x ≥ βα is dominated by the inequality (aS)>x ≥ 1.
M⊆ D: Let S ⊆ {1, . . . ,m} such that |S| = k+ 1. We set α = αS. Then for any
i ∈ {1, . . . ,m},
βi = min (aS)
>x
s.t. (ai)
>x ≥ 1, x ∈ Rn+.
Since aij ≤ (aS)j, we obtain that βi = min1≤j≤n
(aS)j
aij
≥ 1. Therefore, βaS ≥ 1. Hence,
the basic mixing inequality is
(aS)
>x ≥ β(aS)
which dominates the inequality (aS)
>x ≥ 1.
Because m and k are finite numbers, the number of simple disjunctive cuts is also
finite, the following result is immediate:
Corollary 9. M is polyhedral.
Although the mixing set closure, i.e., Projx(
⋂
α∈Rn+
conv(Y (α))), is contained in the
basic mixing set closure, which is polyhedral, it remains an open question as to
whether the mixing set closure itself is polyhedral.
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2.4.2 Bound Quality
Using the equivalence of D and M, and the fact that D has an explicit form and
simple structure, we derive a lower bound for vMIX by studying D. We then provide
an upper bound on the worst possible gap achievable by the addition of all possible
mixing inequalities, i.e., (v∗ − vMIX)/v∗.
Proposition 10. Suppose c > 0 and aij > 0 for all i, j. Let a = minij{aij} and
a = maxij{aij}. Let v∗ be the optimal objective value over X and vM be the optimal










Proof. Let c = minj{cj}. Note that v∗ ≤ min{c>x : a>i x ≥ 1∀ i = 1, . . . ,m, x ∈
Rn+} ≤ min{c>x : (e>x) ≥ 1/a, x ∈ Rn+} = c/a. By the equivalence of D and
M, we obtain that vM = min{c>x : (aS)>x ≥ 1 ∀S ⊆ {1, ...,m}, |S| = k + 1, x ∈
Rn+} ≥ min{c>x : a(e>x) ≥ 1, x ∈ Rn+} = c/a. Thus, (v∗ − vM)/v∗ = 1 − vM/v∗ ≤
1− (c/a)/(c/a) = (a− a)/a.
The above result implies that the relaxations D and equivalentlyM can be tight
when the variation of the constraint coefficients is small. However, the separation
of the most violated simple disjunctive cut from D is NP-complete. Consider an
arbitrary x∗ ∈ Rn+ that we want to separate. Let M := {i ∈ {1, . . . ,m} : a>i x∗ < 1}.
Clearly, |M | > k, because otherwise, x∗ belongs to the feasible region of the k-









s.t. πj + aijwi ≥ aij j = 1, ..., n; ∀i ∈M∑
i∈M
wi = |M | − (k + 1)
πj ≥ 0 ∀j ∈ {1, . . . , n}
wi ∈ {0, 1} ∀i ∈M,
where πj is the cut coefficient for variable xj and wi is a binary variable taking
value 0 whenever the i-th row is considered in the disjunction (48). The inequality∑n
j=1 πjxj ≥ 1 separates x∗ from D if and only if η < 0. This separation problem is
NP-hard since it is of the form of a version of the discrete probabilistic program with
randomness only on right-hand sides, shown to be NP-hard in [82]. It is interesting
that the simple “right-hand side randomness only” optimization problem studied in
[82] arises as a separation problem for the “single row randomness” covering linear pro-
gram, i.e., the portfolio optimization problem introduced in Section 4.1. Notice that
although the mixing closure is contained in D and separation over D is NP-complete,




As demonstrated in Table 1, the branch and bound search tree could be enormously
large even for a small-sized instance of the MIP (10). Part of the reason for the
excessive number of nodes is the overlap in the search tree. As one is not interested
in solutions in which zj=1 and a
>
j x ≥ 1, one does not exclude any interesting solutions
by adding the constraint a>j x ≤ 1 on the zi = 1 branch. This cut can also help trigger
infeasibility-based pruning. Without loss of generality, we assume that zj is the binary
variable to branch on at the root node. The left branch with zj fixed at zero consists
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of the following set
BL := {(x, z) :
∑
i 6=j
zi ≤ k, a>j x ≥ 1, (x, z) ∈ X
j
MIP},
where XjMIP represents the set XMIP with the constraint a
>
j x + zj ≥ 1 dropped and
the variable zj removed from the formulation. The right branch with zj fixed at one
consists of the following set
BR := {(x, z) :
∑
i 6=j
zi ≤ k − 1, a>j x ≥ 0, (x, z) ∈ X
j
MIP},
which is the union of the following two sets:
BR≥ := {(x, z) :
∑
i 6=j




BR≤ := {(x, z) :
∑
i 6=j
zi ≤ k − 1, a>j x ≤ 1, (x, z) ∈ X
j
MIP}.
Note that BR≥ is in fact a restriction of BL and hence an overlap between the left and
right branches. Re-exploring BR≥ in the right branch is a redundancy which could also
hinder the infeasibility-based pruning: When BR≤ is infeasible but BR≥ is feasible, the
overall right branch will be treated as a feasible node that, otherwise, would have
been pruned. We can safely take BR≥ out of the right branch by adding a local cut
a>j x ≤ 1 and the remaining search tree will still cover the whole solution space. This
logic applies to any node with a z variable fixed at one.
2.6 Computational Experiments
In this section, we examine the potential impact of the proposed MIP approaches in
solving two classes of problems with the CKVLP structure, i.e. MIPs of the form
of (10). We implement the algorithms using CPLEX callable libraries (version 12.1),
run the programs on Intel Xeon 2.27 GHz dual core Linux servers installed with 4




The implementation of the coefficient strengthening technique (described in Sec-
tion 2.3) straightforwardly follows Algorithm 1. Notice that, we could obtain a tighter
`t by enforcing integrality constraints on some binary variables in X(`t), but the series
of minimization problems in Algorithm 1 would become more time-consuming. We
keep X(`t) in Algorithm 1 as the set in Definition 1. The threshold parameter ∆ is
chosen to be 0.001.
In the implementation of the mixing set inequality procedure (described in Sec-
tion 2.4), we add cuts only at the root nodes of search trees. We first solve the root
node LP relaxation and obtain an optimal solution (x̄, z̄). Next we select the vector
α from the following two sets:
• those constraint vectors ais for which a>i x̄ < 1; and
• the cost vector c, if all ais have been used as α.
Notice that, in our implementation, we do not use formula (44) to calculate βαi di-
rectly. Instead, we add the LP relaxation of the original problem as additional con-
straints to generate the strongest inequalities, as suggested in [83]. Then we build
a mixing set Y (α) as described in Section 2.4. Other than the most violated mixing
inequality from (43), we also add violated inequalities (43) with |T | = 2 and t1 = 1 to
the root-node LP relaxation and solve it. The choice of these inequalities is based on
recommendations in [83]. We iterate this process until one of the following stopping
criteria is reached: (1) no cut with a violation of more than 0.00001 is identified, (2)
the solution time exceeds 10,000 seconds, or (3) the cut generation procedure has run
for 1000 iterations. To obtain the most violated mixing inequality, we implemented
the separation algorithm in [13]. At the end of the cut generation phase, we keep only
the tight cuts in the final model that is passed on to the branch-and-bound phase.
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In the implementation of the branching rule, we add a>i x ≤ 1 as a local cut to the
nodes in which zi is fixed at one.
In addition, we also test the usefulness of the theoretical lower bound for `∗ in
Lemma 2 by tightening the original formulation using `i =
m−k
m−ρkρi directly and then
solving the tightened formulation with the CPLEX MIP solver at default settings.
We call the strengthened formulation by theoretical bounds as TB. Note that TB can
be obtained by going through each entry of the left-hand-side matrix and calculating
ρi and ρ using formula (21) and (22), respectively.
2.6.2 Probabilistic Portfolio Optimization
The first class of instances we test are from the probabilistically-constrained portfolio
optimization model (8) introduced in Section 4.1. This problem can be approximated
by the sample approximation approach as in (9) and reformulated as the following
MIP [95]:
min c>x
s.t. e>x = 1




x ∈ Rn+, zi ∈ {0, 1} ∀i = 1, ...,m.
where ai is the i-th sample drawn from the distribution of ãi and k = bm× εc. The
k-violation substructure in this formulation implies that the number of sampled sce-
narios in which the overall return is not achieved must not exceed bm × εc. Hence,
the frequency k
m
approximates the risk level ε. The constraint e>x = 1 is the bud-
get constraint obtained by scaling the investment levels to a unit budget. We also
considered instances in which there is no budget constraint.
Each component of ai is drawn from an independent uniform distribution between
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0.8 and 1.5, which, in this context, represents the range between a 20% loss on one’s
investment and a 50% profit. The required return r is chosen to be 1.1, and ε is set
at 0.075, indicating a ten percent average return with a probability of 92.5%. We
set n = 20, m = 200, and k = 15, allowing, at most, 15 of 200 linear inequalities
to be violated. The cost coefficients in the model with a budget constraint take on
integer values uniformly distributed between 1 and 100. For the model without the
budget constraint, we use the vector with all components equal to one as the cost
vector, since the instances with this particular cost vector are especially difficult to
solve. We select ten randomly generated instances for each model that can be solved
by CPLEX within ten hours, and compare the proposed methods against CPLEX
with default settings.
Tables 2 and 3 present the computational results for the model with a budget
constraint and the model without a budget constraint, respectively. The first column
gives the instance number. The second and third columns give the branch-and-bound
(B&B) time (in seconds) and nodes of the CPLEX MIP solver (CPX). Columns 4-
7 give the root node gap closed by the cuts generated by CPX, the strengthened
formulation with theoretical bounds (TB), the coefficient strengthening (CS), and the
mixing set inequalities (MIX), respectively. Finally, columns 8-11 and 12-15 compare
the percentage improvements of the four schemes: the branching rule (BR), TB,
CS, and MIX, over the CPLEX MIP solver on branch-and-bound time and nodes,
respectively. The percentage improvement in time for BR is computed as 100 ×
(Time(CPX) - Time(BR))/Time(CPX), where Time(CPX) is the branch-and-bound
time for default CPLEX and Time(BR) is the branch-and-bound time using the
proposed branching rule. The percentage improvements for the other three schemes,
and the nodes saved are computed analogously.
The reported solution times are only for the branch-and-bound phase of the overall
procedure. The mixing set cutting plane algorithm spends 20 to 30 seconds on root
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node until no more cuts can be separated. The time spent on coefficient strength-
ening, which amounts to solving a series of linear programming problems, is under
20 seconds. The local cuts added in the branching scheme can be obtained instantly
by simply reversing the sign of the corresponding constraint. Since the preprocess-
ing times in these instances are negligible in comparison with the branch-and-bound
times, we do not include them in the solution time.
Table 2: Percentage Improvements Over CPLEX (Portfolio Optimization with Bud-
get Constraint)
Instance CPX Default Root Gap Closed B&B Time Saved B&B Nodes Saved
Number B&B time B&B nodes CPX TB CS MIX BR TB CS MIX BR TB CS MIX
1 11094 13640260 19% 12% 24% 25% 91% 85% 89% 60% 89% 73% 85% 62%
2 968 1657606 19% 11% 23% 24% 75% 71% 82% 51% 70% 59% 79% 54%
3 223 505037 36% 19% 36% 41% 77% 77% 86% 25% 77% 74% 86% 36%
4 19830 25651409 7% 3% 10% 13% 90% 83% 91% 79% 88% 75% 89% 80%
5 400 786701 29% 17% 31% 33% 70% 71% 69% -4% 66% 61% 62% -3%
6 5044 9786835 14% 7% 19% 22% 68% 59% 82% 27% 66% 45% 80% 37%
7 10923 14365495 29% 20% 33% 35% 82% 69% 88% 26% 80% 52% 85% 35%
8 1822 3177889 12% 3% 18% 21% 87% 58% 90% 20% 86% 48% 88% 35%
9 2115 3454682 17% 7% 24% 28% 71% 65% 69% -17% 66% 52% 65% -2%
10 13017 10526548 15% 8% 18% 21% 75% 64% 88% 11% 79% 30% 76% -15%
Average 6544 8355246 20% 11% 24% 26% 79% 70% 83% 28% 77% 57% 80% 32%
Table 3: Percentage Improvements Over CPLEX (Portfolio Optimization Without
Budget Constraint)
Instance CPX Default Root Gap Closed B&B Time Saved B&B Nodes Saved
Number B&B time B&B nodes CPX TB CS MIX BR TB CS MIX BR TB CS MIX
0 11,903 23,786,322 2% 48% 64% 57% -15% 73% 85% -176% 22% 72% 91% 85%
1 14,584 24,366,521 4% 50% 66% 61% 29% 72% 95% 65% 38% 82% 95% 89%
2 8,730 17,586,672 2% 48% 64% 58% 14% 67% 92% -181% 19% 77% 93% 88%
3 5,516 10,898,121 5% 48% 64% 59% 7% 54% 90% 51% 19% 70% 91% 83%
4 12,462 18,021,273 4% 51% 66% 62% 19% 72% 95% 65% 19% 80% 94% 89%
5 21,475 30,948,921 2% 48% 64% 58% 58% 53% 92% 65% 46% 78% 93% 84%
6 6,928 14,634,688 2% 48% 64% 60% -27% 70% 86% 44% 17% 71% 88% 80%
7 15,547 20,957,656 2% 50% 65% 61% 42% 72% 93% 68% 33% 81% 94% 89%
8 34,512 68,752,624 2% 49% 64% 55% 41% 58% 89% 63% 50% 81% 94% 84%
9 5,314 9,376,843 2% 49% 65% 60% -2% 79% 94% 69% 14% 81% 94% 88%
Average 13,697 23,932,964 3% 49% 65% 59% 17% 67% 91% 13% 28% 77% 93% 86%
From Tables 2 and 3 we observe that the mixing set inequalities and coefficient
strengthening have comparable performance in terms of closing root node gaps. They
both close more gap than the CPLEX default cuts, especially in the model without a
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budget constraint. However, in the branch-and-bound process afterwards, the mixing
set inequalities cannot take full advantage of the tighter lower bounds to reduce overall
time and nodes. In fact, in four of the 20 instances, the mixing set inequalities even
worsen the performance. The reason lies in the difficulty of selecting effective cuts to
keep in the model throughout the branch-and-bound process. In our experiment, we
also try to employ the CPLEX cut pool to dynamically manage all the cuts generated
at root nodes, but we have not been successful in identifying the most useful cuts.
The coefficient strengthening technique closes gap amounts similar to those closed
by the mixing inequalities, but the improvement in the overall branch-and-bound pro-
cess is significantly larger than for the mixing inequalities. The coefficient strength-
ening is able to cut down the time and nodes by an average of over 80%. This
achievement can be attributed to the fact that the coefficient strengthening tightens
the lower bound without introducing any extra variables or constraints at the root
node.
Although TB is not as effective as applying the strengthening procedure itera-
tively (CS), both Tables 2 and 3 show that the theoretical lower bounds for `∗ have
reasonably good quality, reducing 60-70% of the solution time and search tree size on
average. If we compare Tables 2 and 3, we observe that TB is less effective than CS
in closing root node gaps and reducing search tree nodes in the instances with the
budget constraint than in the instances without the budget constraint. This might
be because the lower bound in Lemma 2 does not consider any extra constraint, e.g.,
the budget constraint in this case. Therefore, ut+1 in (32) is weaker and so is the
lower bound for `∗.
The branching rule performs surprisingly better in the model with the budget
constraint with over 70% savings in nodes and time than in the model without the
budget constraint where the savings are less than 30%. This sizable difference can
be explained by the presence of the budget constraint. The budget constraint, as
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one type of side constraint, greatly reduces the feasible region of the node problems.
Consequently, the feasibility of the node problems that have budget constraints is
more sensitive to the addition of local cuts obtained by reversing the signs of the
corresponding covering inequalities. Therefore, adding the local cuts to the models
with budget constraints is more likely to lead to infeasible node problems, triggering
the infeasibility-based node pruning more frequently.
We also experimented various combinations of CS, MIX, and BR together, but
the additional improvements were not significant.
2.6.3 Optimal Vaccination Allocation
The second class of test instances is the optimal vaccination allocation problem under
uncertainty addressed in [114]. The vaccination allocation problem is to allocate a
scarce vaccine to households in a community to prevent an epidemic from breaking
out. The epidemic will die out if the post-vaccination reproductive number is strictly
less than one. Assume a community has a set F of types of households and each type
of household f ∈ F consists of a combination of person types t ∈ T , e.g., child, adult,
or elderly. A vaccination policy v ∈ V is a delivery of vaccine to certain types of
persons in a household f ∈ F . For example, a vaccination policy could be a delivery
of vaccine only to the two children in a household type that consists of two adults and
two children. The decision problem is to determine an implementation of vaccination
policies for each type of household in this community with a minimal cost which
guarantees that the post-vaccination reproductive number is strictly below one with




















afv(ω)xfv ≤ 1} ≥ 1− ε
0 ≤ xfv ≤ 1 ∀f ∈ F, v ∈ V,
where xfv is the decision variable representing the percentage of policy v to be im-
plemented for household type f , vt is the number of people of type t vaccinated in
policy v, hf is the proportion of households in the community that are of type f , and
afv(ω) is the computed random parameter for impact of the vaccination policy v for
household type f , which is a function of different random numbers following some
known distributions. For more details, see [16, 114].
Afterm i.i.d. samples are taken from afv(ω)s, the above probabilistically-constrained































0 ≤ x′fv ≤ 1 ∀f ∈ F, v ∈ V, zi ∈ {0, 1} i = 1, ..,m,
where aifv is the i-th sample of afv(ω), x
′






fv − 1, and
k = bε×mc.
We use the same test instances of this problem as in [114]. These instances have
302 continuous variables and m binary variables (see Column 1 in Table 4). The risk
level ε is set to 0.05, and the value of k can be determined accordingly by k = bm× εc.
Table 4 compares the performance of three schemes against the performance of
the CPLEX MIP solver. The first two columns describe the sizes of the instances.
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The next three columns provide the root node gaps closed by the cuts generated
by the CPLEX MIP solver, the coefficient strengthening procedure, and the mixing
inequalities, respectively. Columns 6-7 present the time (in seconds) spent on coeffi-
cient strengthening and generating mixing inequalities at the root node, respectively.
Columns 8-11 and columns 12-15 compare the time (in seconds) and the number
of nodes in the branch-and-bound phase by the CPLEX MIP solver and the three
proposed schemes, respectively. Table 5 summarizes the percentage improvements of
the three schemes over the CPLEX MIP solver with default settings. The percent-
age improvements in total time (root node time + branch-and-bound time) for CS
is computed as 100 × (Time(CPX) - Time(CS))/Time(CPX), where Time(CPX) is
the total time for default CPLEX and Time(CS) is the total time using coefficient
strengthening. The percentage improvements in the branch-and-bound time (exclud-
ing the coefficient strengthening time) and the nodes saved are computed analogously.
The percentage improvements for MIX and BR are computed similarly. We omitted


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 5: Percentage Improvements Over CPLEX (Optimal Vaccination Allocation
Problem)
Size B&B Node Saved B&B Time Saved Total Time Saved
m k CS MIX BR CS MIX BR CS MIX BR
250 12 43% 17% 40% 100% 100% 50% -5033% -7669% 50%
88% 81% 80% 100% 100% 33% -3220% -5237% 33%
92% 95% 92% 100% 100% 60% -2186% -3257% 60%
99% 96% 95% 100% 100% 78% -1037% -1836% 78%
78% 84% 78% 100% 100% 50% -5191% -7379% 50%
500 25 96% 88% 86% 90% 86% 69% -1083% -4142% 69%
95% 87% 92% 91% 78% 78% -701% -2637% 78%
96% 93% 84% 93% 82% 61% -1808% -6459% 61%
91% 91% 82% 91% 82% 50% -2251% -7785% 50%
100% 100% 98% 98% 96% 82% -913% -3833% 82%
750 37 100% 99% 97% 99% 99% 96% -24% -590% 96%
78% 72% -82% 75% 74% -159% -2506% -14788% -159%
95% 91% 84% 89% 83% 57% -1418% -8252% 57%
97% 96% 83% 97% 93% 63% -380% -3399% 63%
95% 94% 89% 94% 86% 73% -764% -6194% 73%
1000 50 100% 99% 99% 100% 99% 97% 54% -58% 97%
97% 96% 96% 98% 96% 87% 12% -180% 87%
99% 96% 96% 99% 96% 92% 30% -127% 92%
91% 46% 67% 93% 61% 47% -827% -2800% 47%
88% 59% 54% 88% 55% 7% -1498% -5689% 7%
2000 100 99% 78% 97% 99% 78% 92% 93% 72% 92%
99% 59% 99% 99% 52% 96% 97% 49% 96%
100% 87% 100% 99% 85% 98% 96% 81% 98%
98% 85% 99% 99% 82% 96% 91% 74% 96%
100% 30% 100% 100% 14% 98% 98% 12% 98%
The results in Table 4 and 5 show the effectiveness of the coefficient strengthening
technique in both closing root node gaps and reducing nodes and time of the branch-
and-bound phase. We observe that the performance of the coefficient strengthening
algorithm is significantly more consistent than the other two methods and exhibits a
certain stability. For example when m = 1000, the branch-and-bound time saved by
the branching scheme ranges from 7.4% to 97.2%; the branch-and-bound time saved
by the mixing set inequalities ranges from 55.1% to 99.5%; in contrast, the coefficient
strengthening algorithm varies only from 88.1% to 99.5%. This consistent behavior is
also observed for the probabilistic portfolio optimization instances in Tables 2 and 3.
The branching scheme has a comparable impact on reducing the search tree size to the
coefficient strengthening in the vaccination instances, especially for the difficult ones
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with m = 2000. Since this model consists of equalities as side constraints, the local
cuts added by the branching rule cause infeasibility in the node problems frequently,
therefore, effectively reducing the search tree size.
The performance improvement in the branch-and-bound phase comes at the ex-
pense of computational effort in coefficient strengthening and separation of mixing
inequalities at the root node. Unlike the portfolio optimization instances, this effort
is quite significant for the vaccination instances (see columns 6-7 in Table 4). Each
iteration of the coefficient strengthening requires solving m linear programs – for the
instances with m = 1000 and m = 2000, several thousand linear programs need to
be solved. Similarly, in generating the mixing set inequalities, m non-trivial linear
programs, each of which consists of O(m) constraints, need to be solved in order to
form one mixing set for a given α, and there are m possible choices for α. Accord-
ingly, the cut generation time increases in the order of m2. Comparing column 8
in Table 4 and column 9 in Table 5, we observe that significant effort on coefficient
strengthening is not justifiable for instances that CPLEX can solve in under 1500
seconds. For example, for the instances with m = 1000, the coefficient strengthening
technique takes around 3000 seconds. Recall that we impose a time limit of 10000
seconds, so for these instances coefficient strengthening is run till no coefficients can
be further tightened. Considering the fact that CPLEX takes only one to two hours
to solve these instances, running the strengthening procedure to termination is not
economical. Similarly, we observe (by comparing column 8 in Table 4 and column 10
in Table 5) that the effort on mixing inequalities is not justified for instances with
m < 2000 that CPLEX can solve within 6500 seconds. On the overall solution time,
the branching rule has a more consistent performance since it requires no additional
effort at the root node. For the larger size instances with m = 2000, it is worth
spending about three hours on strengthening to reduce the branch-and-bound time
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from days to minutes. The CPLEX MIP solver takes one to six days to solve these in-
stances to optimality, whereas the coefficient strengthening reduces the overall effort
to under four hours.
In our experiments, we focus on the maximum gap that could be closed by coeffi-
cient strengthening. Therefore, we run the procedure to the end, i.e., the improvement
from the previous iteration is sufficiently small. However, the gap closed is not pro-
portional to the number of iterations and the time spent on strengthening. In Figure





























































Figure 1: LP Bound Improvement Over Time/Iteration (m = 1000)
The x-axis represents accumulated time in seconds and the y-axis represents the
LP optimal values. The LP optimal objective value is recorded after each iteration.
The point at time zero represents the initial LP relaxation. We notice that most of
the gap closing occurs during the first three to four iterations and then it begins to
tail off. All other instances exhibit a similar curve for the strengthening process. To
achieve a balance between tightness of the strengthened formulation and the effort
spent on strengthening, we could terminate the strengthening procedure earlier, e.g.,
by setting the threshold parameter ε in Algorithm 1 to a larger value.
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The mixing set also spends enormous time on generating cuts at the root node. In
our implementation, each βi is calculated by a linear program with O(m) constraints,
including the original LP relaxation. Therefore, the calculation is extremely time
consuming when m becomes large, accounting for 99% of the time spent on root nodes.
As pointed out in [83], there is a trade-off between spending more time improving
coefficients and the resulting improvement in relaxation gap. By choosing a simpler
linear program, i.e., dropping the constraints from the original LP relaxation, the
time in calculating βi can be greatly reduced. However, this could produce weaker
mixing set inequalities. In our experiments, we have chosen to generate the strongest
cuts to close as much root node gap as possible and observe its impact on the branch-
and-bound process.
2.7 Concluding Remarks
In this chapter, we study covering-type k-violation linear programs. We show that
such problems are strongly NP-hard, and study empirically the computational diffi-
culty of MIP-based approaches for these problems. We introduce and analyze a coef-
ficient strengthening scheme, adapt and analyze an existing cutting plane technique,
and present a branching technique to improve the performance of MIP approaches.
Computational experiments on two classes of problems show that the proposed meth-
ods are effective in significantly reducing running times. The coefficient strengthening
is most effective for large instances and reduces the solution time and the number
of search tree nodes by 80% to 98% in these instances. The branching scheme re-
duces the size of search trees by removing overlaps between branches and incurring
infeasiblity-based node pruning. It takes no effort to implement and works most effec-
tively on the CKVLP models with side constraints. The mixing set cuts are capable
of closing a large percentage of root node gaps. However, the impact of these cuts
on the branch-and-bound process are mixed. Perhaps better performance might be
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achieved by a more effective separation procedure for mixing inequalities. We have
also investigated the performance of various combinations of the three schemes, but
the gains are not significant.
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CHAPTER III
CUTTING PLANES FOR PROBABILISTIC COVERING
LINEAR PROGRAMS
3.1 Introduction
In this chapter, we continue to develop solution algorithms for solving MIP formula-
tions of chance constrained covering linear programs defined as follows
min c>x
s.t. a>i x+ bizi ≥ bi i = 1, ...,m, (50)
m∑
i=1
zi ≤ k (51)
x ∈ Rn+, zi ∈ {0, 1} i = 1, ...,m, (52)
x ∈ X, (53)
where c ∈ Rn, ai ∈ Rn, and bi ∈ R are all non-negative values, and X is a set defined
by linear constraints, such as the budget constraint e>x = 1,where e ∈ Rn is a vector
of ones, as in the portfolio optimization problems and vaccination allocation problems
tested in Chapter 2 Section 6. We focus on the structure of the above set and develop
cutting planes. Clearly, any subset of constraints in (50)-(53) define a relaxation of
(50)-(53) and valid inequalities derived for the relaxations are also valid for the set
defined by the constraints in (50)-(53). In the following sections, we study two types
of typical relaxations and derive valid inequalities.
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3.2 Valid Inequalities Induced by Resource Constraints
The first type of relaxation is formed by one of the constraints in (50) and the resource
constraint e>x = 1.
S := {(x, z) ∈ Rn+ × {0, 1} :
n∑
j=1
ajxj + bz ≥ b
n∑
j=1
xj = 1}. (54)
Notice that the subscript i is dropped for simplicity. The resource constraint can
take a more general form, e.g.,
∑n
j=1 djxj = g. In this case, we can scale the resource
constraint and rewrite it as the standard form in (54):


















Without loss of generality, we assume that a1 is the smallest coefficient; and we
eliminate x1 in set S using the equality constraint
∑n
j=1 xj = 1:
S = {(x, z) ∈ Rn−1+ × {0, 1} :
n∑
j=2




Since b ≥ b− a1, we can reduce the coefficient of z to b− a1. For sake of convenience,
we reindex the above set and rewrite it as follows
S = {(x, z) ∈ Rn+ × {0, 1} :
n∑
j=1
ajxj + a0z ≥ a0,
n∑
j=1
xj ≤ 1}, (56)
where 0 < a1 < a2 < ... < ak < a0 ≤ ak+1 < ... < an.
Proposition 11.
conv(S) = { (x, z) ∈ Rn+ × R+ :∑n
j=i+1
(aj − ai)xj + (a0 − ai)z ≥ a0 − ai ∀ i ∈ {1, ..., k}∑n
j=1





















2 ≥ a0(1− λ)∑n
j=1
x2j ≤ (1− λ)
z2 ≤ 1− λ
z2 ≥ 1− λ
xtj ≥ 0 ∀j ∈ {1, ..., n}, t ∈ {1, 2}
z1, z2 ≥ 0





j ∀j ∈ {1, ..., n}
0 ≤ λ ≤ 1.
The projection of the above set on to the space of variables (x, z) is the convex
hull of X. First we observe that z1 = 0, z2 = 1− λ, and λ = 1− z. Therefore, after





j ≥ a0(1− z)∑n
j=1







j ∀j ∈ {1, ..., n}
xtj ≥ 0 ∀j ∈ {1, ..., n}, t ∈ {1, 2}
0 ≤ z ≤ 1.
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Now we sequentially project out the auxiliary variables xtj t = 1, 2 and j = 1, ..., n.




j ≥ a0(1− z)∑n
j=1
x1j ≤ (1− z)∑n
j=2





j ∀j ∈ {2, ..., n}
x1j ≥ 0 ∀j ∈ {1, ..., n}
x2j ≥ 0 ∀j ∈ {2, ..., n}
x1 − x11 ≥ 0
0 ≤ z ≤ 1.




j ≤ z, implied by the above system.)
By repeating the same projection on variables x21, ..., x
2




j ≥ a0(1− z)∑n
j=1
x1j ≤ (1− z)∑n
j=l+1








j ∀j ∈ {l + 1, ..., n}
x1j ≥ 0 ∀j ∈ {1, ..., n}
x2j ≥ 0 ∀j ∈ {l + 1, ..., n}
xj − x1j ≥ 0 ∀j ∈ {1, ..., l}
0 ≤ z ≤ 1.
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Therefore, in particular, after projecting out variables x21, ..., x
2




j ≥ a0(1− z)∑n
j=1
x1j ≤ (1− z)∑n
j=1
(xj − x1j) ≤ z
xj − x1j ≥ 0 ∀j ∈ {1, ..., n}
x1j ≥ 0 ∀j ∈ {1, ..., n}
0 ≤ z ≤ 1.






j ≥ a0(1− z)∑n
j=2
(aj − a1)x1j ≥ (a0 − a1)(1− z)∑n
j=2
x1j ≤ (1− z)∑n
j=2
(xj − x1j) ≤ z
xj − x1j ≥ 0 ∀j ∈ {2, ..., n}
x1j ≥ 0 ∀j ∈ {2, ..., n}
x2 ≥ 0
0 ≤ z ≤ 1.
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Projecting out x11, ..., x
1







j ≥ a0(1− z)∑n
j=i+1
(aj − ai)x1j ≥ (a0 − ai)(1− z) ∀ i ∈ {1, ..., l}∑n
j=l+1
x1j ≤ (1− z)∑n
j=l+1
(xj − x1j) ≤ z
xj − x1j ≥ 0 ∀j ∈ {l + 1, ..., n}
x1j ≥ 0 ∀j ∈ {l + 1, ..., n}
xj ≥ 0 ∀j ∈ {1, ..., l}
0 ≤ z ≤ 1.
Thus, by projecting out x11, ..., x
1







j ≥ a0(1− z)∑n
j=i+1
(aj − ai)x1j ≥ (a0 − ai)(1− z) ∀ i ∈ {1, ..., k}∑n
j=k+1
x1j ≤ (1− z)∑n
j=k+1
(xj − x1j) ≤ z
xj − x1j ≥ 0 ∀j ∈ {k + 1, ..., n}
x1j ≥ 0 ∀j ∈ {k + 1, ..., n}
xj ≥ 0 ∀j ∈ {1, ..., k}
0 ≤ z ≤ 1.
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j ≥ a0(1− z)∑n
j=i+1
(aj − ai)x1j ≥ (a0 − ai)(1− z) ∀ i ∈ {1, ..., k}∑n
j=k+2
x1j ≤ (1− z)∑n
j=k+2
(xj − x1j) ≤ z
xj − x1j ≥ 0 ∀j ∈ {k + 2, ..., n}
x1j ≥ 0 ∀j ∈ {k + 2, ..., n}
xj ≥ 0 ∀j ∈ {1, ..., k + 1}
0 ≤ z ≤ 1.
(since ak+1 − a0 ≥ 0, we get one less inequality.) Finally, on projecting out x1k+2, ...,
x1n, we obtain the set∑n
j=i+1
(aj − ai)aj + (a0 − ai)z ≥ a0 − ai ∀ i ∈ {1, ..., k}∑n
j=1
ajxj + a0z ≥ a0∑n
j=1
xj ≤ 1
0 ≤ z ≤ 1
xj ≥ 0 ∀ j ∈ {1, ..., n}.
Each of the m constraints in (50) has one binary variable. Therefore, we can
have m relaxations of the form S and obtain no more than n × m nontrivial valid
inequalities as shown in Proposition 11.
3.3 Valid Inequalities From Two Row Constraints
Relaxation also arises from two rows of constraints in (50), each of which consists of
one binary variable:
P := {(x, zi1 , zi2) ∈ Rn+×{0, 1}×{0, 1} : a>i1x+ bi1zi1 ≥ bi1 , a
>
i2
x+ bi2zi2 ≥ bi2}. (57)
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Since bi1 > 0 and bi2 > 0, we can normalize the right-hand sides and rewrite P with
a simplified notation:
P = {(x, z1, z2) ∈ Rn+ × {0, 1} × {0, 1} : a>x+ z1 ≥ 1, b>x+ z2 ≥ 1}. (58)
To obtain valid inequalities for P , we first find valid inequalities for P ∩ {z2 = 0},
denoted as Pz2=0, and then lift the inequalities into (x, z1, z2)-space. Assume that the
valid inequalities for Pz2=0 are of the form
α>x+ pz1 ≥ β,
and the lifted inequality has the following form: α>x + pz1 + qz2 ≥ β. The lifted
coefficient q can be obtained by solving the following optimization problem:
max q






aixi + z1 ≥ 1 (59)
x ≥ 0, z1 ∈ {0, 1}.
The optimal objective value of the optimization problem can be written in a closed
form:









For simplicity, we drop the subscript of z1 and define Pz2=0 as follows
Pz2=0 := {(x, z)Rn+ × {0, 1} :
n∑
i=1




Without loss of generality, we assume that a1
b1
> ... > a`−1
b`−1
> 1 > a`
b`
> ... > an
bn
.









bixi + (bt − at)z ≥ bt t = `, ..., n. (60)
Proof. Since there is only one binary variable in set Pz2=0, all valid inequalities for
Pz2=0 can be lifted from Pz2=0
⋂
{z1 = 0}. Let
Q := { (x, z) ∈ Rn × {0, 1} :
n∑
i=1
aixi ≥ 1 (61)
n∑
i=1
bixi ≥ 1 (62)
xi ≥ 0 i = 1, ..., n (63)
z = 0 }
and
R := { (x, z) ∈ Rn+ × {0, 1} :
n∑
i=0
bixi ≥ 1, xi ≥ 0 i = 1, ..., n, z = 1 }.
Clearly, a facet defining inequality of Pz2=0 supports extreme points of both Q and R.
Since Q and R are simple polyhedrons, we can enumerate their extreme points. The
extreme points of Q are Ea := {(ei 1ai , 0) i = `, ..., n}, Eb := {(ei
1
bi
, 0) i = 1, ..., `− 1},
and Eab = {(ei aj−bjajbi−aibj + ej
bi−ai
ajbi−aibj , 0) i < `, j ≥ `}, where ei is the i-th unit vector.
The set of extreme points of R is ER = {(ei 1bi , 1) i = 1, ..., n}.
Let the non-negative multipliers associated with (61), (62), and (63) be λ, µ, and




(λai + µbi + πi)xi ≥ λ+ µ. (64)
Let the inequality in (x, z)-space after lifting be
n∑
i=1
(λai + µbi + πi)xi + pz ≥ λ+ µ, (65)




s.t. p = λ+ µ−
n∑
i=1
(λai + µbi + πi)xi
n∑
i=1
bixi ≥ 1 (66)
xi ≥ 0 ∀i = 1, ..., n.
Notice that a non-trivial coefficient p should be positive. The optimal objective
function value can be written in a closed form:









Then the lifted inequality (65) has the following form:
n∑
i=1








))z ≥ λ+ µ, (67)
which we call as hyperplane H.
To be a facet-defining inequality, H needs to support n + 1 affinely independent
points of Pz2=0.
We discuss the following four cases with λ and µ taking different values and
investigate the situation where H can support n+ 1 affinely independent points.









(a) If πi = 0 for some i, the inequality in (68) becomes
∑n
i=1 πixi ≥ 0, which
is a trivial inequality implied by the non-negativity of xi;
(b) If πi > 0 for all i, when z = 0, inequality (68) becomes
∑n
i=1 πixi ≥ 0,
which does not support any extreme points of Q.
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Therefore, the lifting problem in this case does not yield any non-trivial facet-
defining inequality.
2. λ = 0 and µ > 0:
The lifting problem yields p = −πi
bi
≤ 0, therefore, there do not exist any
non-trivial facet-defining inequalities.
3. λ > 0 and µ = 0:
We show that in this case facet-defining inequalities can be obtained by setting
the multipliers, λ, µ, and πi, to appropriate values. Let EH denote the extreme
points of Pz2=0 supported by H. Since µ = 0, EH
⋂
Eb = ∅. Since λ > 0,
EH
⋂
Ea 6= ∅. Consider an x∗ ∈ Ea
⋂




, 0) for some j ≥ `.




which implies that πj = 0.
Let x̂ ∈ EH
⋂
ER, where x̂ = (ei
1
bi


























, 1) i =
1, ..., j − 1 are not supported by H. But points (ei 1bi , 1) i = j, ..., n can be














i = j, ..., n,
i.e., πj = 0 and πi = λ
ajbi−bjai
bj
> 0 for i = j + 1, ..., n. Therefore, when
z = 1, we have n− j + 1 affinely independent points supported by H: (ei 1bi , 1)




, 0) for i = 1, ..., j supported by H. Notice that (ei
1
ai
, 0) for i = 1, ..., `− 1
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are not feasible points. However, by Lemma 1, each of these infeasible points
can induce j − ` + 1 feasible points in Eab, which are also supported by H, by
taking a convex combination of itself and the points (ei
1
ai
, 0) for some i ≥ j;
there are j affinely-independent points among these (` − 1)(j − ` + 1) feasible
points.
Thus, we have n + 1 feasible points supported by H and they are affinely in-
dependent. Plugging πi = 0 for i = 1, ..., j, πi = λ
ajbi−bjai
bj
















ajbixi + (bj − aj)z ≥ bj.
Since |Ea| = n−`+1, we can obtain at most n−`+1 facet-defining inequalities
in this case, i.e., j = `, ..., n.
4. λ > 0 and µ > 0:
We discuss in the following three sub-cases and show that we cannot find n+ 1




Suppose x∗ ∈ Ea is supported by H, where x∗ = (ej 1aj , 0) for some j ≥ `.
We plug x∗ into (67):
(λaj + µbj + πj)
aj
= λ+ µ,
⇒ πj = µ(aj − bj).






Suppose x∗ ∈ Eb is supported by H, where x∗ = (ej 1bj , 0) for some j < `.
We plug x∗ into (67):
(λaj + µbj + πj)
bj
= λ+ µ,
⇒ πj = λ(bj − aj).




{z = 0}) ⊆ Eab
Let x∗ ∈ Eab, where x∗ = (ei aj−bjajbi−aibj + ej
bi−ai
ajbi−aibj , 0) for some i < ` and
j ≥ `. Suppose x∗ is supported by H, plugging x∗ into (67) we have
(λai + µbi + πi)
aj − bj
ajbi − aibj




⇒ πi(aj − bj) + πj(bi − ai) = 0.
Since aj − bj < 0 and bi − ai < 0, πi = πj = 0. Let j∗ := maxi{πi = 0}.
Then there are maximal possible (`−1)(j∗−`+1) points in Eab supported
by H (when πi = 0 for i = 1, ..., j
∗), of which there are only j∗− 1 affinely
independent points (see Lemma 2). Let x̂ ∈ ER, where x̂ = (et 1bt , 1) for

































} ∀t < j∗,
The points x̂ that are supported by H can only be (et
1
bt
, 1) for t = j∗, ...n.
These n− j∗ + 1 x̂ are affinely independent. Therefore, there are at most
n affinely independent points in total that are supported by H and hence
H cannot be a facet-defining inequality in this case.
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We summarize that (60) are the only non-trivial facet-defining inequalities for Pz2=0.
Using the lifting problem in (59), we obtain the following result:







bixi + (bt − at)z1 + qtz2 ≥ bt t = `, ..., n,






, bt − at}.
Lemma 3. When z = 0, let EI be the set of intersection points by
∑n
i=1 aixi ≥ 1 and
the non-negative orthant and EI
⋂




, 0) ∈ Ea. If H supports x̂ and EI , then H also supports ` − 1 points from
Eab; and all these points span an `-dimensional space.
Proof. Let ŷ ∈ EI , i.e., ŷ = (ei 1ai , 0) for some i < `. Since ŷ and x̂ share n linearly
independent binding constraints, i.e., xt = 0 for t ∈ {1, ..., n}\{i, j},
∑n
i=1 aixi+z ≥ 1,
and z = 0, x̂ and ŷ are supported by an n-dimensional face, which is a line in Rn+1.
Since ŷ is an infeasible point, violating the constraint
∑n
i=1 bixi ≥ 1, and x̂ is a feasible
point, the line intersects the hyperplane
∑n
i=1 bixi ≥ 1 at a point w. Therefore,
w ∈ Eab and can be written as a convex combination of x̂ and ŷ. Since |EI | = `− 1,
we can find ` − 1 points in Eab that are also supported by H. Because each w is
a convex combination of a point in EI and x̄, the dimension of the space affinely
spanned by all these points, ws, ȳs, and x̄, is determined by the dimension of the
affine span of the set EI
⋃
{x̂}, which is `− 1.
Lemma 4. Let W = {(wt, 0) t = 1, ..., q} be a subset of Eab such that the wti = 0 for
i = j∗ + 1, ..., n. Then there is at most j∗ − 1 affinely independent points in W .
Proof. Since all the points in W share the following n − j + 3 binding constraints:∑n
i=1 aixi + z ≥ 1,
∑n
i=1 bixi ≥ 1, z = 0, and xi ≥ 0 for i = j∗ + 1, ..., n, W lies in a
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n+ 1− (n− j∗ + 3) = j∗ − 2 dimensional space. Therefore, there are at most j∗ − 1
affinely independent points in W .
3.4 Computational Experiments
The coefficient strengthening procedure proposed in Chapter 2 was demonstrated to
be significantly helpful in solving the mixed-integer formulation of probabilistic cover-
ing linear programs as in (50)-(53). In this chapter, we incorporate the proposed valid
inequalities with the coefficient strengthening procedure. The coefficient strengthen-
ing procedure tightens the coefficients on the binary variables in the following way:
1. Find a lower bound `i for each a
>
i x over a reasonable relaxation of the original
feasible set, e.g., the linear programming relaxation of (50)-(53).
2. Tighten the coefficient for zi using `i: a
>
i x+ (bi − `i)zi ≥ bi.
The strengthened formulation after iteration t is as follows
min c>x
s.t. a>i x+ (1− `ti)zi ≥ 1 i = 1, ...,m (69)
n∑
j=1
xj = 1 (70)
m∑
i=1
zi ≤ k (71)
x ∈ Rn+, zi ∈ {0, 1} i = 1, ...,m. (72)
The tightening procedure is iteratively carried out until no noticeable improvements
on the LP lower bound. Let St(x, z) be the set described with the constraints in (69)-
(72) and Rt(x, z) be the LP relaxation of St(x, z), i.e., with the integrality constraints
on zis dropped. Clearly, lower bound `
0
i = 0 for i = 1, ...,m, and S
0(x, z) represents
the original formulation. By Proposition 2 in Chapter 2, S0(x, z) = S1(x, z) = ... =
St(x, z) ⊆ Rt(x, z) ⊆ ...R1(x, z) ⊆ R0(x, z). Therefore, the inequalities derived by
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using S0(x, z) are also valid for St(x, z) for t = 1, 2, .... Hence, we generate the
valid inequalities developed in this Chapter using the constraints in defining S0(x, z)
and add them to Rt(x, z) t = 0, 1, ..., aiming to tighten these LP relaxations and
obtain stronger lower bounds `ti for i = 1, ...,m and t = 1, 2, .... With slight abuse
of notations, we redefine Rt(x, z) as the set defined by constraints (69)-(72) with
integrality constraints dropped and the valid inequalities we derive by using S0(x, z).
In addition, we modify the coefficient strengthening procedure using the k-violation
sub-structure implied in formulation (50)-(53) to further improve the lower bounds
`ti.
Proposition 14 ([82]). Let βq(ai) := min{a>i x : a>q x ≥ 1, x ∈ Rt−1(x, z)}. W.l.o.g.,
assuming β1(ai) > ... > βn(ai), then `
t
i = βk+1(ai) is a valid lower bound for aix over
the set St−1(x, z).
Since `ti in Proposition 14 is determined by solving m LPs each of which consists
of one more constraint than the LP in Algorithm 1 of Chapter 2, `ti obtained by
Proposition 14 is at least as good as the one obtained by Algorithm 1 of Chapter 2.
The implementation follows the framework of Algorithm 1 Iterative Coefficient
Strengthening in Chapter 2. Since we do not have separation algorithms, we add
valid inequalities to LP relaxation St(x, z) t = 0, 1, ... prior to computation. We add






) of choices of relaxations to derive valid inequalities, we randomly
select 100 pairs of the constraints in (50) to generate valid inequalities. After the
strengthening procedure is done, we solve the strengthened model with CPLEX MIP
solver with default settings.
The instance tested is a portfolio optimization problem with budget constraint
introduced in Chapter 2, with n = 20, m = 300, and k = 30, which is also listed
in MIPLIB 2010 [74]. The program was implemented with IBM ILOG CPLEX 12.2
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callable libraries. The code was run on a Linux server with Dual Xeon E5520 quad-
core processors at 2.27GHz installed with 32 GB memory. The CPLEX MIP solver
was single threaded at its default settings. We list the solution reports by CPLEX
MIP Solver at default settings (CPLEX), the coefficient strengthening technique in-
troduced in Chapter 2 (CS), and the strengthened coefficient strengthening procedure
developed in this chapter (SCS) in Table 3.4.
Table 6: Comparison of Performance on Solving a MIPLIB Instance
Time Before Termination Gap Remained Status
CPLEX 381,455 10.71% Out of Memory
CS 373,397 6.54% Out of Memory
SCS 396,002 0.01% Normal Termination
With the proposed strengthening algorithm, CPLEX solved the instance in 396,002
seconds with an optimal value 16.7342 within a 0.01% gap tolerance. The time spent





Given a ground set M := {1, 2, ...,m} and subsets Mj ⊆ M for all j ∈ N :=
{1, 2, ..., n}, the set cover problem is to seek a minimum cost set of subsets whose
union covers M , i.e., each element in the ground set is covered by at least one subset
in the union [93, 117]. A natural extension of the classic set cover problem is the set
muti-cover problem, or the set k-cover problem, in which each element needs to be








aijxj ≥ ki ∀i ∈M, (73)
xj ∈ {0, 1} ∀j ∈ N,
where aij = 1 if element i ∈ Mj; aij = 0, otherwise, and ki ≥ 1 for each i. cj is the
cost associated with subset Mj. The set multi-cover problem has many applications.
In sensor network deployment, a target is often required to be monitored or detected
simultaneously by more than one sensor. For example, triangulation-based position-
ing systems require at least three sensors (i.e., ki = 3 for all i ∈ M) to monitor
an object [71]. In an intruder detection and classification system, multiple sensors
need to detect an event in order to differentiate between different objects (e.g., a
person or a vehicle) and to estimate the speed and the direction of an object [68].
In some situations, multiple sensor coverage is used as redundancy to provide fault
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tolerance and ensure system reliability [56]. In ambulance coverage problems, two
or more ambulances within a certain range are assigned to each patient for backup
coverage [43, 69, 58]. Other applications of the set multi-cover model can be found in
client/server protocols [7], wireless sensor networks [1, 91], surveillance system [77],
and so forth. The set multi-cover problem is NP-hard. In recent years, the approx-
imability of the set multi-cover problem in restricted settings has been studied and
various results presented [7, 40, 21, 73, 112, 20, 35].
We examine stochastic counterparts of set multi-cover problems arising from un-
certainties in the input data, e.g., an element i is covered by a subset Mj with some
certain probability. For example, the sensing capability of a sensor is not determinis-
tic and the detection of a target by a sensor is random. Various probabilistic models
that are used to model the random sensing ability have been proposed, e.g., express-
ing the probability of a target being detected by a sensor as a function of Euclidean
distance between the target and the sensor [68]. In the ambulance coverage problem,
each ambulance has the same probability q, called the busy fraction, of being un-
available to answer a call. The busy fraction can be estimated by dividing the total
estimated duration of calls for all demand points by the total number of available
ambulances.[27].
In our work, we employ a probabilistically-constrained model to address uncer-
tainties. A Probabilistic Set k-Cover Problem is to seek a collection of subsets with a
minimal cost whose union covers each element at least k times with a probability of




cjxj : x ∈ X ∩Q},
where Q is some set defined by deterministic constraints, e.g., budget constraints. X
is the set defined by the probabilistic constraint:
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X := {x ∈ {0, 1}n : P{
n∑
j=1
ãijxj ≥ k} ≥ 1− εi ∀i ∈M}. (74)
where ãij is a Bernoulli random variable indicating whether element i ∈M is incident
to set j ∈ N , k is a positive integer, and k ≤ n. The parameter εi ∈ (0, 1) is a
prescribed risk level for element i. The probabilistic constraint in (74) requires that
element i ∈ M be covered by a collection of subsets for at least k times with a
probability of at least 1− εi. We call set X the Probabilistic k-Cover Set.
Research related to this work can be found in the subject of probabilistic set
cover problems, i.e., k = 1. A version of the probabilistic set cover problem in
which the uncertainties only reside in the right-hand vector of the cover inequalities
was studied in [18] and [107] and the concept of p-efficient points was employed
to build MIP reformulations. In location problems, e.g., the reserve site location
[65] and the ambulance location [101], which bear relation to the probabilistic set
covering problem, an independence assumption across all columns was made so that
deterministic models could be built utilizing this simplified probabilistic structure.
The authors in [61] studied a stochastic covering problem in which a feasible covering
solution can be built in multiple stages with an adaptive policy or a non-adaptive
policy and compared the results of the two policies. Most of the existing research on
probabilistic set cover problem with random technology matrix assumes independence
across random data. The independence assumption makes it significantly easier to
solve a stochastic optimization problem, however, it is often unrealistic. The authors
in [3] proposed the concept of Price Of Correlations to quantify loss incurred by
ignorance of the correlations and pointed out that the loss could be particularly large
for some cost functions. The inaccuracy caused by the independence assumption was
also acknowledged in probabilistic set cover problems, and a distributionally robust
model that incorporated pair-wise correlations was proposed in [5]. However, none of
the existing approaches can be extended to general probabilistic set k-cover problems.
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In this chapter, we tackle the probabilistic set cover problem with the most gen-
eral setting, i.e., the coefficients on the left-hand sides are random, data can be
correlated, and k can be any integer between 1 and n. Our goal is to develop inner
and outer deterministic mixed integer linear programming (MILP) approximations
for the probabilistic set defined in (74). Unlike scenario-based approaches for solv-
ing probabilistically constrained problems such as the sample average approximation
[81], our approach is scenario-free, and the reformulation and bounds obtained are
deterministic, requiring no posterior validation.
The remainder of this chapter is organized as follows. In Section 4.2, we first
introduce the ambiguous k-cover set, which is a “distributionally robust” model for
probabilistic k-cover problems. We present a deterministic MILP reformulation of the
ambiguous k-cover set based on the so-called boolean problem which produces bounds
for the probability of k-coverage. However, this reformulation is of exponential size.
In order to have a tractable formulation, we aggregate the constraints and variables
in the exponential-size formulation to obtain polynomial-size approximations of the
original set. In Section 4.3, we build polynomial-size approximations of the ambiguous
k-cover set using a LP-based probability bound which can be obtained by aggregating
the boolean problem. Then we linearize the approximations and formulate them as
mixed integer linear programs. To obtain tighter approximations, in Section 4.4 we
improve the bounds for the probability of k-coverage by exerting less aggregation.
We also derive extra constraints to strengthen the bounds and numerical results
show that the quality of bounds is significantly improved in the strengthened model.
In Section 4.5, we demonstrate the usefulness of modeling technique developed for
probabilistic k-cover problems by formulating a number of problems that have up till
now only been studied under data independence assumption and we also introduce
a new applications. Section 4.6 concludes this chapter with possible future research
directions.
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4.2 Ambiguous Probabilistic k-Cover Set
4.2.1 Definition
For simplicity, we focus on only one row of constraint in (74). The results for the
single constraint case can be applied to each row of (74) individually. Let (ã1, ..., ãn)
be a row vector in set (74), whose components are Bernoulli random variables. Fully
characterizing the probability of ã1, ..., ãn requires exponential-size information, i.e.,
including marginal distributions and all the joint distributions up to order n. There-
fore, when n gets large, it is impossible to encode and utilize all the information.
Furthermore, the complete distribution function for (ã1, ..., ãn) is often not available
in practice, unless the Bernoulli random numbers ãj are independent from each other.
The available information is normally the marginal distributions, pair-wise joint dis-
tributions, and sometimes triple-wise joint distributions. With incomplete distribu-
tion information, the underlying true probability space and distribution function that
reveal the given information cannot be uniquely identified. Therefore, the probabilis-
tic constraint in (74) becomes ambiguous: it is not clear which specific distribution
function we refer to when evaluating the probability. Then the uncertainty becomes
two-fold: the distribution of (ã1, ..., ãn) is uncertain; and the values of (ã1, ..., ãn) are
also uncertain. To clarify the ambiguity, we take a robust point of view and use the




x ∈ {0, 1}n : Pζ{
n∑
j=1
ãjxj ≥ k} ≥ 1− ε ∀ζ ∈ Pm
}
,
where Pζ evaluates the probability that the k-coverage is achieved with regard to the
probability distribution ζ; Pm represents the set of all possible n-variate Bernoulli
distributions ζ with specified marginal distributions and joint distributions up to
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order m. We call XU the Ambiguous Probabilistic k-Cover Set or Ambiguous k-
Cover Set. An optimization problem over an ambiguous k-cover set is called an
Ambiguous k-Cover Problem. The definition of XU suggests that the ambiguous k-
cover set is a “distributionally robust” variant of the probabilistically constrained
sets in the sense that, for a solution x to be admissible, the probabilistic constraint
in XU must be satisfied even by the “worst” distribution ζ that exhibits the revealed
information. Clearly, the ambiguous k-cover set is a restriction of the probabilistic
k-cover set. Therefore, the ambiguous k-cover problem provides an upper bound for
the corresponding probabilistic k-cover problem. It is not hard to see that XU can
be equivalently written as the following set
XU =
{





ãjxj ≥ k)} ≥ 1− ε
}
. (75)
A natural counterpart of the ambiguous k-cover set is obtained by substituting the
inf in (75) by sup, i.e.,
XL =
{





ãjxj ≥ k)} ≥ 1− ε
}
, (76)
which resembles an optimistic point of view and is clearly a relaxation for the proba-
bilistic k-cover set and provides a lower bound for the probabilistic k-cover problem.
We remark on the definitions in (75) and (76) that given a probabilistic k-cover prob-
lem with incomplete distribution information, XU and XL provide the best possible
inner and outer approximations, respectively. We will focus our attention on inner
approximations but also discuss the outer approximations in parallel. In the next
section, we develop exact deterministic MILP reformulations for the sets XU and XL.
4.2.2 Deterministic Reformulation
The key issue in reformulating XU and XL is the lower and upper bounds on the
probability of k-coverage given partial information. We calculate the probability
bounds using the Boolean model [25].
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Let {ãj : j = 1, ..., n} be the set of Bernoulli random variables whose proba-
bility distributions are given by P{
⋂
j∈C ãj = 1} = pC for all C ⊆ N (|C| ≤ m
if only moments up to level m are given). We define another set of events as fol-
lows: Aj := {ãjxj = 1} and Āj := {ãjxj = 0}. Clearly, {Aj : j = 1, ..., n} is
also a set of Bernoulli events parametrized by xj and the probability distributions
are functions of xj: pC(x) := P(
⋂
j∈C Aj) = pC
∏







j /∈C Āj)) as vC for all C ⊆ N . Note that vCs represent the probabil-
ities of all the outcomes in the sample space which are mutually exclusive. Then the
probability at least k out of n events occuring, given a vector x, can be expressed as∑
C⊆N,|C|≥k vC and its lower bound (or upper bound) can be obtained by the Boolean








vC = 1 (77)
∑
S⊆C
vC = pS(x), ∀S ⊆ N, |S| ≤ m
vC ≥ 0 ∀C ⊆ N.
As (77) consists of variables representing the probabilities of every possible outcome
in the sample space, any bound based on pS |S| ≤ m can be restated as the objective
function of the Boolean problem. For example, the probability of at least k out of
n events can be recovered as the objective function in (77). Therefore, the bounds
on the probability of certain events produced by the Boolean problem are the best
possible bounds given pS. We use the lower bound produced by the Boolean problem
to construct a deterministic reformulation for the ambiguous probabilistic k-cover set.
Proposition 15. Let XU be the ambiguous k-cover set defined in (75) and Pm be the




j∈S ãj = 1) = pS for all S ⊆ N and |S| ≤ m. Let










vC = pS(x), ∀S ⊆ N, |S| ≤ m, vC ≥ 0} ≥ 1−ε},
(78)

































∗) ∀S ⊆ N, |S| ≤ m}
≥ 1− ε.
Therefore, x∗ ∈ XU .












∗) ∀S ⊆ N, |S| ≤ m} < 1− ε, (79)
where pS are given moments up to level m.





k) < 1− ε. Given x∗, let v∗C be an optimal solution of the minimization problem (79)
inside the definition of XB. We construct a Bernoulli distribution ζ̂ for {ãj, j ∈ N}




v∗C ∀S ⊆ N




C = 1, v
∗
Cs are valid probabilities.
Therefore, p̂S are also valid probabilities. From the construction, we know that p
∗
S =
pS for all S ⊆ N and |S| ≤ m. Therefore, ζ̂ ∈ P .
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j ≥ k) =
∑
C⊆N,|C|≥m v̄C , where v̄C is the unique
solution to the following complete Boolean problem:
∑
C⊆N




∗), ∀S ⊆ N,
vC ≥ 0 ∀C ⊆ N
Since v∗C is a feasible solution to the equation system above, v̄C = v
∗
C (to see this,
notice that the above equation system consists of 2n equations and 2n decision vari-
ables. By permuting the rows of the equation system, we can rearrange the left-hand
side matrix as an upper triangular matrix. Hence, the rank of the equation system
is 2n, and hence a unique solution is determined if a valid probability distribution












∗ < 1− ε and hence x∗ /∈ XU .
We conclude that XU = XB.
A deterministic reformulation for XL can be obtained by simply changing the
minimization operator in (78) to a maximization operator.
Although Proposition 15 gives a deterministic reformulation of the ambiguous k-
cover set, XB consists of exponential number of auxilary variables vC regardless of
m. One might think that, since there are only polynomial number of constraints
in the boolean model, we may obtain a tractable description for XB by projecting
the auxiliary variables out. Unfortunately, the resulting projection has exponential
number of facets. Therefore, the question now becomes whether we can approximate
the ambiguous k-cover set with a tractable model with reasonable accuracy.
We utilize a series of linear program based bound results on the probabilities of
certain events [98, 99, 26, 100] to develop polynomial-size models that approximate
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the ambiguous k-cover set XB in the rest of this chapter. The technique that we use
is based on the following observation: in a linear program, if several variables share
the same coefficients on each row and the objective function, we can aggregate these
variables into a single variable, and hence reduce the number of variables. We will
apply this technique to the Boolean problem, by aggregating rows of equations in (77)
to create columns that share the same coefficients at each row and then aggregating
these columns. Notice that LP optimal values of the aggregated linear programs
will be valid lower bounds on the probability of k-coverage, since the validity of the
aggregated formulation is implied by the original Boolean LP. Sections 4.3 and 4.4
discuss the models obtained by different levels of aggregations.
4.3 Fully Aggregated Model (FAM)
The first aggregation is to add up all rows with the same level of moments, and then











pS(x) i = 1, ...,m. (81)
Then we substitute
∑
C⊆N :|C|=t vC with a new variable vt (vt ≥ 0) and obtain the
following linear system:
v0 +v1 +v2 +v3 +v4 + · · · +vn = 1






































S⊆N :|S|=i pS(x). The new variable vi has a physical meaning: the
probability that exact i events occur. Let us denote (82) as Tmv = Sm(x), where
v = (v0, v1, ..., vn) ∈ Rn+1+ , Tn ∈ R(m+1)×(n+1) is the left-hand side coefficients, and
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Sm(x) = (s0, s1, ..., sm) ∈ Rm+1+ is the (m + 1)-dimensional vector on the right-hand





= 0 when n1 < n2.





vi : Tmv = Sm(x), v ∈ Rn+1+ }, (83)





vi : Tmv = Sm(x), v ∈ Rn+1+ } (84)
We call as Fully-Aggregated Model or FAM. For a fixed vector x, the linear programs
in (83) and (84) were first developed by Prékopa and other researchers in a series of
papers [98, 99, 26], using the concept of binomial moments, to calculate bounds for
the probabilities of certain events. Here we borrow the name and call sm(x) the m-th
binomial moments.
Let us denote the optimal objective value of the minimization problem in (83) as
fL(x) and the optimal objective value of the minimization problem in (77) as zB(x).
Clearly, fL(x) is a lower bound for zB(x) for any vector x. Let us denote the optimal
objective value of (84) as fU(x) and the optimal objective value of the maximization
problem in (77) as zL(x). Clearly, fU(x) is an upper bound for zU(x) for a given
vector x. We observe that
Observation 1. fL(x) = fU(x) = zB(x) when m = n.
Proof. When m = n, the Boolean problem (77) has 2n equations which can be re-
arranged into an upper-triangular matrix. Therefore, it has a unique solution and
the solution is feasible since the right-hand sides are valid probability distributions.
The two fully aggregated linear programs (83) and (84) have n equations and the
left-hand sides can also be rearranged as an upper-triangular matrix, therefore, both
83





C i = 0, 1, ..., n is also a feasible solution to both (83) and (84),
which must be the optimal one. Therefore, the objective function values of the three
optimal solutions are equal.
Observation 1 suggests that when provided with sufficient information, bounds
produced by the FAM can be tight.
4.3.1 Inner and Outer Approximations
With the lower and upper bounds for the probability of k-coverage introduced in the
previous section, we develop inner and outer approximations for set X. First, we
define the following two sets:
XRF := {x ∈ {0, 1}n : max{
n∑
i=k
vi : Tmv = Sm(x), v ≥ 0} ≥ 1− ε} (85)
and
XSF := {x ∈ {0, 1}n : min{
n∑
i=k
vi : Tmv = Sm(x), v ≥ 0} ≥ 1− ε}. (86)
Proposition 16. XSF is a restriction of X and XRF is a relaxation of X.
Proof. XSF is a restriction of X: It is sufficient to show that XSF is a restriction
of XB: Let x̂ ∈ XSF , then fL(x̂) ≥ 1 − ε, where fL(x̂) is the optimal value of the
minimization problem (83). Since fL(x̂) is a lower bound for zB(x̂), then zB(x̂) ≥ 1−ε.
Therefore, x̂ ∈ XB.
XRF is a relaxation of X: It is sufficient to show that XRF is a relaxation of
XL: Let x̂ ∈ XL, then zL(x̂) ≥ 1 − ε, where zL(x̂) is the optimal solution of the
maximization problem in (77). Since fU(x̂) ≥ zL(x̂) ≥ 1− ε, x̂ ∈ XRF .
4.3.2 MIP Formulations
In order to build MIP formulations, we first remove the optimization problems in the
definition of the approximations.
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Proposition 17. XRF = {x ∈ {0, 1}n : ∃v ∈ Rn+1+ s.t.
∑n
i=k vi ≥ 1 − ε, Tmv =
Sm(x)}.
Proof. ⊆: Let x̂ ∈ XRF , and v∗ be the corresponding optimal solution of the maxi-
mization problem in (85), i.e., max{
∑n
i=k vi : Tmv = Sm(x̂), v ≥ 0}. Then there is a
v = v∗ such that
∑n
i=k vi ≥ 1− ε and Tmv = Sm(x̂). Therefore, x̂ ∈ XRF .
⊇: Let x̂ be a vector in the set defined on the right-hand side of the equation in
the proposition, then ∃v̂ such that
∑n
i=k v̂i ≥ 1 − ε and Tmv̂ = Sm(x̂). Therefore,
the maximization problem in (85), max{
∑n
i=k vi : Tmv = Sm(x̂), v ≥ 0}, is feasible
and (x̂, v̂) is a feasible solution. Let v∗ be the optimal solution to the maximization






i=k v̂i ≥ 1− ε. Hence, x̂ ∈ XRF .
As for XSF , let π ∈ Rm+1 be the dual variables associated with the equations in
the minimization problem in (86) and ek be the (n+ 1)-dimensional objective vector
with 0 on the first k positions and 1 on the rest.
Proposition 18. XSF = {x ∈ {0, 1}n : ∃π s.t. π>Sm(x) ≥ 1− ε, π>Tm ≤ ek}.
Proof. Since the minimization problem in (86) is feasible and bounded below, from
strong duality theorem, XSF defined in (86) is equivalent to the following set
{x ∈ {0, 1}n : max{π>Sm(x) : π>Tm ≤ ek, π ∈ Rm+1} ≥ 1− ε},
where π ∈ Rm+1 are the dual variables corresponding to the equations of the mini-
mization problem in (86). Then the result follows from identical arguments used in
Proposition 17,
With a slight abuse of notations, we omit the “∃” statement in the definition of
XRF and XSF :
XRF = {x ∈ {0, 1}n : Tmv = Sm(x),
n∑
i=k
vi ≥ 1− ε, v ≥ 0},
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and
XSF = {x ∈ {0, 1}n : π>Tm ≤ ek, π>Sm(x) ≥ 1− ε, π ∈ Rm+1}.
Since Sm(x) consists of m multi-linear functions of binary variable x, we linearize
them using McCormick relaxation technique [88]. This yields a mixed integer linear
programming formulation and enables us to optimize over XRF and XSF using the
state-of-art mixed-integer programming technologies.
In XRF , the nonlinearity arises from the product of binary variables in Sm(x).
Let a product of binary variables in the t-th moment to be Πj∈Cxj, where C ∈ It :=
{I ⊆ N : |I| = t}. We use an auxiliary variable ytC to represent this product.
Since McCormick relaxations are exact on the variable bounds, and the x variables in
our problem are 0-1, the following McCormick relaxations guarantee that ykC equals
Πj∈Cxj on 0 and 1 [60]:
ytC ≤ xj ∀j ∈ C
ytC ≥ 1 + (
∑
j∈C xj − t)
0 ≤ ytC ≤ 1.
We apply the McCormick relaxation technique above to each multilinear term in
Sm(x) and obtain the following mixed-integer program formulation for XRF :
Proposition 19. ∑n












C t = 1, ...,m
ytC ≤ xj ∀j ∈ C, ∀C ∈ It, t = 2, ...,m
XRF = {x ∈ {0, 1}n, ytC ≥ 1 + (
∑
j∈C xj − t) ∀C ∈ It, t = 2, ...,m }.∑n
i=k vi ≥ 1− ε
0 ≤ ytC ≤ 1 ∀C ∈ It, t = 1, ...,m
vi ≥ 0 i = 0, 1, ..., n
(87)
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The linearization for XSF is different from that for XRF due to the continuous
variables πt. Assuming πt ∈ [lt, ut], we define M+t = max{0, ut} and M−t = min{0, lt},
the the nonlinear term πt
∏
j∈C xj can be linearized using the following formulation:
ytC ≤M+t xj ∀j ∈ C
ytC ≥M−t xj ∀j ∈ C
ytC ≤ πt −M−t (t−
∑
j∈C xj)




Then the mixed-integer program reformulation for XSF can be obtained by replacing


















C ≥ 1− ε
ytC ≤M+t xj ∀j ∈ C, ∀C ∈ It, t = 1, ...,m
XSF = {x ∈ {0, 1}n, ytC ≥M−t xj ∀j ∈ C, ∀C ∈ It, t = 1, ...,m }.
ytC ≤ πt −M−t (t−
∑
j∈C xj) ∀C ∈ It, t = 1, ...,m
ytC ≥ πt −M+t (t−
∑
j∈C xj) ∀C ∈ It, t = 1, ...,m
π0 ≤ 0; πt free t = 1, ..., n; ytC ≥ 0 ∀C ∈ It, t = 1, ...,m
(89)
The dual variables πt are unbounded. However, since we know that the primal
problem in (86) is feasible and bounded below for any 0-1 vector x, the dual problem
must also be feasible and bounded on the directions of dual objectives. Therefore, for
any objective function Sm(x) of the dual problem, there must be an extreme point
which is optimal. Thus, we restrict our attention to the extreme points and derive
bounds for the dual variables π. Therefore, instead of supplying M with arbitrarily
large values, we derive tight bounds for the dual variables in the following proposition,
which help tighten LP relaxations subsequently. We present the results for the case
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when m = 2. In practice, the available distribution information is often the marginal
distributions and pair-wise joint distributions, i.e., m = 2.
Proposition 21. With m fixed to 2,
1. If k = 1, then
π0 = 0, π1 ∈ [
2
n




2. If k = 2, then




3. If k ≥ 3, then
π0 ∈ [−
(k − 1)(k + 2)
2
, 0], π1 ∈ [−
k − 2
n(n− k + 1)
, k], and π2 ∈ [−1,
2
n(n− k + 1)
].
(92)
Proof. When m = 2, the dual polyhedron π>Tm ≤ ek can be written as follows
π0 ≤ 0





π2 ≤ 0 i = 1, ..., k − 1





π2 ≤ 1 i = k, ..., n
π0, π1, π2 free,
where the rows are numbered from 0 to n. We examine all possible extreme points
and determine bounds for the dual variables. Since there is no hidden equality, the
dual polyhedron is full-dimensional. Therefore, there are three linearly independent
constraints binding at each extreme point. By the results of dual feasible bases in
Theorem 7.4 in [26], the extreme points can be formed by only three types of choices
of rows. Let the set of rows that form an extreme point be I (|I| = 3), the three
types of choices are
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1. I ∈ {0, 1, ..., k − 1} if k ≥ 3
Since all constraints in I are linearly independent, π0 = π1 = π2 = 0.
2. I = {0, k − 1, n} if k ≥ 2
π0 = 0, π1 = − k−2n(n−k+1) , and π2 =
2
n(n−k+1) .
3. I = {k − 1, i, i+ 1} if 1 ≤ k ≤ n− 1, i ∈ {k, ..., n− 1}
Solving the equation system, we have
π0 = −
(k − 1)(2i− k + 2)
(i− k + 1)(i− k + 2)
, π1 =
2i
(i− k + 1)(i− k + 2)
, π2 = −
2
(i− k + 1)(i− k + 2)
.
Clearly, π0 is a monotonically increasing function of i and limi→+∞ π0 = 0.
Therefore 0 ≥ π0 ≥ π0(k) = − (k−1)(k+2)2 . π1 is a monotonically decreasing
function of i and limi→+∞ π1 = 0. Therefore, 0 ≤ π1 ≤ π1(k) = k. Similarly,
π2 is a monotonically increasing function of i and limi→+∞ π2 = 0. Therefore,
0 ≥ π2 ≥ π2(k) = −1.
We take the maximal and minimal possible values that each variable can take, arriving
at the conclusion in the proposition.
4.3.3 Numerical Examples
To gain some empirical experience on the quality and convergence properties of the
bounds with regard to m, we conduct computational experiments on randomly gen-
erated instances.
The instances are probabilistic sensor multi-coverage problems in which a set of
sensors can be deployed to n candidate locations to monitor targets. A target is
detected by a sensor with a certain probability affected by the sensing ability and the
distance between the sensor and the target [68]. And whether the target is detected
by a sensor at location j is modeled as a Bernoulli random number ãj. A target is
considered as “covered” if it is detected by at least three different sensors [71], and
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we require that the probability of being covered for each target is at least 1− ε. The
decision is to install a minimal number of sensors on a set of candidate locations, while
maintaining the coverage reliability for each target. This problem can be modeled by








ãjxj ≥ 3) ≥ 1− ε (93)
xj ∈ {0, 1} j = 1, ..., n.
Notice that, to focus on the basic probabilistic k-cover set, we only consider the
case with a single target. Since we assume that distribution function is incomplete,










ãjxj ≥ 3) ≥ 1− ε (94)
xj ∈ {0, 1} j = 1, ..., n.
The reliability level 1−ε is set to 0.8 and n=10. The probability P(ãj = 1) is drawn
from a uniform distribution between 0.5 and 0.8. For the convenience of setting up
joint distributions, we assume that the detections by different sensors are independent.
We randomly generate 20 instances. For each instance, we first use the Boolean model
(minimization problem in (77)) based formulations XB defined in (78) to reformulate
(94) as an ambiguous k-cover problem and obtain an upper bound. Notice that
XB produces the best possible upper bounds for the true coverage cost. Then we
calculate upper bounds for the coverage cost using FAM based restrictions as in (89).
In the meanwhile, we also use the BM (maximization problem in (77)) based MIP
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and the FAM based relaxations (87) to calculate lower bounds for the true coverage
costs. We calculate these bounds with different levels of available information, i.e.,
m = 2, 3, ..., 10, and compare their strength. We observe that all the 20 instances
exhibit similar features in terms of bounds quality and convergence rates. Therefore,
we present four typical instances in the figures in Figure 2.
(a) Instance A (b) Instance B
(c) Instance C (d) Instance D
Figure 2: Bounds for 3-Coverage Single Target Instances (n=10)
The figures in Figure 2 show that:
1. Given a small amount of information, e.g., m=2, the upper bounds produced by
91
BM are conservative with high costs, in order to maintain feasibility for all pos-
sible distributions; when more information is incorporated into the model, i.e.,
m increases, the number of possible distributions in the family Pm is reduced,
and so are the costs.
2. When m is sufficiently large, lower and upper bounds provided by FAM are
equal. We observe that for the majority of the instances, the lower and upper
bounds produced by FAM converge when m = 4, which indicates that when
sufficient information is provided, the bounds produced by FAM can be tight.
3. Given the same amount of information, the bounds yield by BM are at least as
strong as those by FAM. However,the recorded solution time for BM formula-
tions is significantly longer.
Next, we examine the reliability of solutions produced by the relaxations and
restrictions based on FAM and BM. Let x̄ ∈ {0, 1}n be a solution, the reliability r of







which can be calculated by the Boolean model in (77) when n is not large. If r ≥ 1−ε,
then x̄ is a feasible solution regardless of whichever the real underlying distribution
might be. We calculate the reliability of the solutions produced by the four models
for the instances in Figure 2 and plot them in Figure 3.
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(a) Instance A (b) Instance B
(c) Instance C (d) Instance D
Figure 3: Solution Reliability with Single Target Instances
The “BM LB Solution”, “BM UB Solution”, “FAM LB Solution”, and “FAM UB
Solution” represent the reliability of the solutions produced by the BM-based relax-
ations, BM-based restrictions, FAM-based relaxations, and FAM-based restrictions,
respectively. We observe that, the solutions produced by BM and FAM-based restric-
tions are always feasible, as we expected. There is no clear pattern showing that the
solutions of one model is more reliable than the other. And a solution’s reliability
does not exhibit any obvious sign of relation with its cost. For the lower bound mod-
els, i.e., BM-based relaxations and FAM-based relaxations, reliability improves when
m increases: when m is larger, it is more likely to obtain a feasible solution. But the
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feasibility of a solution produced by a relaxation is not guaranteed.
4.4 Partially Aggregated Model (PAM)
We have seen in Section 4.3.3 that, BM-based formulations provide tighter approxi-
mations than FAM, by better utilizing the given information. In the full-aggregation
process described in (81), when we add up the probabilities at the same level in the
Boolean LP (77), we lose the individual probability information, which cannot be
recovered in the linear program (82). Since our approximations are built upon the
bound results for the probability of k-coverage, the quality of the approximations
relies heavily on the quality of the probability bounds. In this section, aiming to
provide better bounds than FAM by preserving more information but still maintain-
ing a manageable size, we partially aggregate the Boolean LP. We also derive extra
constraints to strengthen this bounding LP.
4.4.1 Partially Aggregated Model
By slightly abusing notation, we drop x in pS(x) for the current moment. In the
partial aggregation scheme, we first duplicate each row with right-hand side pS(x) in















































pS t = 2, ...,m j = 1, ..., n (98)
vC ≥ 0 ∀C ⊆ N. (99)
Equations (95)-(99) are the resulting rows by row duplication and aggregation.
Notice that the following variables share the same coefficient in each row: vCs with
|C| = i and j ∈ C. Therefore, we can aggregate these variables into a single variable,







vC i = 1, ..., n j = 1, ...n. (100)
Equations (100) define links between the old and new variables. To finish the aggre-
gation process, that is, projecting out the variables vC in the aggregated model and






vC in (95)-(99) with vij;
2. Project vC out in (100).
In the first step, equations (95)-(99) with old variables substituted by vij become
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sjt t = 1, ...,m j = 1, ..., n (103)






pS. We call the linear program defined by (101)-(104) the
Partially Aggregated Model or PAM. The partially aggregated model with k = 1 first
appeared in a linear program developed by Prèkopa and Gao in [100] to calculate the
lower bound for the probability of a union of events. They derived this model from
the perspective of probability using the concept of “disaggregated binomial moments”
(sjt). Notice that in the case k = 1, constraint (102) can be dropped, and then the
linear program is separable and a closed-form optimal solution can be obtained. From
the aggregation process, it is straightforward that, the model in (95)-(99) also works
for more general cases where k ≥ 2.
For completeness, in the next proposition, we show from the perspective of prob-
ability that PAM can be used to calculate the k-coverage probability when k ≥ 2,
extending the results in [100]. We derive only the objective function; the constraints
(102)-(104) are the same as those in [100]
Let {Ai : j ∈ N} be a set of events, where N is the index set {1, ..., n}. Define
random variable Xj : Aj → {0, 1} as Xj = 1 if Aj occurs, and Xj = 0, otherwise.
Define µ as a random variable that represents the number of events, Ajs, that occur,
i.e., µ =
∑
j Xj and P(µ = i) = vi. Let k be a positive integer between 2 and n; we
are interested in the probability P(µ ≥ k), i.e., the probability that at least k out of













where vij = P(Xj = 1, µ = i).
Proof.






















X` = 1, µ = i).
The last equality holds because for any pair of distinct subsets S1 and S2 with |S1| =
|S2| = i, the probability P((
⋂
`∈S1











1, µ = i)=0 since |S1
⋃





















































We scale vij by i so that the coefficient of vij,
1
i























sjt t = 1, ...,m j = 1, ..., n (107)
v ≥ 0 i = 1, ..., n j = 1, ..., n, (108)
which is in a form more consistent with the expression of FAM in (82). After scaling,






vC i = 1, ..., n j = 1, ...n. (109)
4.4.2 Strengthened PAM
The aggregation process in Section 4.4.1 is not complete until we project vCs out
of (109). We complete the projection and obtain extra inequalities that we use to
tighten the model in (105)-(108). For simplicity, we perform projection for (100), and
then make scaling on the resulting inequalities.
Proposition 23. Let
Wi = {(..., vC , ..., vij, ...) ∈ R
(ni)





vC j = 1, ...n}. (110)
Then the projections of Wis onto vij−space are the following sets:
Proj(Wi) = Vi = {(vi1, ..., vin) ∈ Rn : −(i− 1)vij +
∑
t6=j
vit ≥ 0, vij ≥ 0 ∀j ∈ N}
i = 2, ..., n− 2, (111)
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Proj(Wn−1) = Vn−1 = {(v(n−1)1, ..., v(n−1)n) ∈ Rn : −(n−2)v(n−1)j+
∑
t6=j
vit ≥ 0, j ∈ N}
(112)
and
Proj(Wn) = Vn = {(vn1, ..., vnn) ∈ Rn+ : vn1 = vnt 2 ≤ t ≤ n, vn1 ≥ 0}. (113)
Proof. (1) We show that (111) holds for an arbitrary i between 2 and n − 1, where
|C| = i. To simplify notations, we drop subscript i in the constraint for now. Let
w = (..., vC , ...) ∈ R(
n
i) and v = (..., vij, ...) ∈ Rn, we rewrite (110) as follows
Wi = {(w, v) ∈ R
(ni)
+ × Rn : v = Gw},
where G = (..., gC , ...) ∈ Rn×(
n
i) is the coefficient matrix and gC = (g
1
C , ..., g
j




is the column corresponding to the variable vC . g
j
C = 1 if j ∈ C; g
j
C = 0 if j /∈ C. And
G consists of all permutations of the 0-1 vector with i ones and n− i zeros. Rewrite
(111) as follows
Vi = {v ∈ Rn : (e− iej)>v ≥ 0, e>j v ≥ 0 j = 1, ..., n},
where e ∈ Rn is a vector with all components equal to one and ei ∈ Rn is the i-th
unit vector.
To show that Vi is the projection of Wi into v-space, we need to show
v̄ ∈ Vi ⇔ There is a w̄ ∈ R
(ni)
+ such that Gw̄ = v̄.
By Farkas’ lemma, the statement above is equivalent to the following: for any u ∈ Rn
such that u>G ≥ 0, u>v̄ ≥ 0. Let {u`} be the set of extreme rays of the cone{u :
u>G ≥ 0}, it is sufficient to show that the set of constraint vectors in Vi, i.e., (e− iej)
and ej, is exactly {u`}.
We first show (e− iej) and ej are extreme rays.
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(e− iej)> is a feasible solution for the cone {u : u>G ≥ 0}:
(e− iej)>gC =

0 C : j ∈ C
i− 1 C : j /∈ C.











straints in u>G ≥ 0 are tight. Notice that the binding constraint vectors gC are all the
permutations of vectors with j-th position fixed to one. Therefore, they span Rn−1
(see Lemma 5) and we can find n− 1 linearly independent vectors out of them which
have zero products with (e− iej). Thus, (e− iej) is an extreme ray of {u : u>G ≥ 0}.
As for ej, we have e
>
j G as follows
e>j gC =

1 C : j ∈ C
0 C : j /∈ C.






zeros that corresponds to gC with j /∈ C. Among those columns that have
zero products with ej, we can always find n− 1 linearly independent ones since they
span Rn−1. Therefore, ej is an extreme ray of {u : u>G ≥ 0}.
Now we show that there are no other extreme rays. Suppose not, let λ be a new
distinct extreme ray; let gSj = (g
1
Sj
, ..., gtSj , ...g
n
Sj
)> j = 1, ..., n− 1 be the set of linear
independent columns of G with λ>gSj = 0 j = 1, ..., n − 1. Since λ 6= ej for all
j = 1, ..., n, we have
@t such that gtSj = 0 j = 1, ..., n− 1 (114)
because otherwise et would be the extreme ray formed by the half planes {u>gSj ≥
0 j = 1, ..., n− 1}. Similarly, since λ 6= (e− iej) for all j = 1, ..., n, we have
@t such that gtSj = 1 j = 1, ..., n− 1. (115)
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Because of (115) and gSj ≥ 0, λt∗ < 0 for some t∗ (otherwise, λ>gSj > 0 for some j by
(114)). By (114), there is a j∗ such that gt
∗
Sj∗






and gSj∗ 6= 0, we can find an index t̄ such that λt̄ ≥ 0 and gt̄Sj∗ = 1. Let g
∗ be a vector
obtained by switching the components at position t∗ and t̄ in vector gSj∗ . Note that
g∗ is also a vector of G. Then λ>g∗ = λ>gSj∗ + λt∗ − λt̄ < 0. Thus, λ is not a feasible
ray of the cone {u : u>G ≥ 0}. Therefore, there are no extreme rays of {u : u>G ≥ 0}
other than {(e− iej), ei j = 1, ..., n} and Proj(Wi) = Vi for i = 2, ..., n− 2.
(2) For Proj(Wn−1), we can show {(e − iej) j = 1, ..., n} are extreme rays of
{u : u>G ≥ 0}. But {ej} are not extreme ray in this case since each row of G has
only one zero. With similar argument as in (2), we can show that {(e−iej) j = 1, ..., n}
are the only extreme rays and Proj(Wn) = Vn.
(3) Equations in (112) holds since vnj = vN for all j = 1, ...n.
Notice that the projection of W1 yields only non-negativity constraints on v1j j =
1, ..., n and the non-negativity of v(n−1),j for j = 1, ..., n are implied by −(i−1)v(n−1)j+∑




n−1 , 0).) All
the resulting inequalities from the projection remain unchanged after scaling.
We call the linear program (105)-(108) with additional constraints in (111), (112),
and (113) as the strengthened partially aggregated model or SPAM.
Now we provide a proof for the result used in the proof of Proposition 23 in the
following lemma.
Lemma 5. Let v ∈ {0, 1}n has i ones and n− i zeros, 0 < i < n. Let {vi} be all the
permutations of v. Then {vi} spans Rn.
Proof. We show that we can pick n vectors from {vi} to form a matrix M whose rank




where M1 ∈ R(i+1)×(i+1), M2 ∈ R(n−i−1)×(i+1), and M4 ∈ R(n−i−1)×(n−i−1). M1 is the
square matrix with all diagonal components equal to zero and the rest components
equal to one. M2 is a zero matrix. Clearly, M1M2
 ⊆ {vi}
and rank(M1) = i + 1. M4 is the (n − i − 1) × (n − i − 1) identity matrix and
rank(M4) = n − i − 1. M3 is an (i + 1) × (n − i − 1) matrix with each column
consisting of (i− 1) ones and two zeros. Therefore, M3M4
 ⊆ {vi}
and the columns formed by M3 and M4 are independent from those formed by M1
and M2. Thus, rank(M) = rank(M1) + rank(M4) = n.
The non-trivial inequalities in Proposition 23 are valid for formulation (105)-(108)
and they are not implied by the constraints in PAM. We give some numerical ex-
amples in the next section to demonstrate the effectiveness of these inequalities in
strengthening the lower bound produced by PAM.
4.4.3 Gaps Between PAM and FAM
We have introduced three linear programs that calculate lower and upper bounds for
the probability of k-coverage: the Boolean model (BM), the fully-aggregated model
(FAM), and the partially aggregated model (PAM) (i.e., the strengthened PAM is
a version of PAM). Although the Boolean model provides the best possible bounds,
it has an exponential number of variables, so it is not practical. The latter two
models with a polynomial number of variables can be used to build tractable MILP
formulations. Of the two, PAM provides no worse bounds than FAM, since FAM
can be obtained by aggregating PAM. To numerically compare the bound strength
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by PAM and FAM, we provide mathematical models that calculate maximal gap
between them and conduct computational experiments. We restrict our attentions to
the cases where only the first and second moments are available since this is the case
in most practical situations.
4.4.3.1 Model For Calculating the Maximal Gap
Since the problem is to seek a probability distribution that maximizes the gap between
PAM and FAM, marginal distributions pi and pair-wise joint distributions pij become




2 for every j in PAM become functions of
pi and pij, i.e., s1 =
∑n








i 6=j pij for all
j = 1, ..., n. Let z∗PAM and z
∗
FAM be the optimal lower bound on the probability of
k-coverage calculated by PAM and FAM, respectively. Clearly, z∗PAM ≥ z∗FAM . Let
P2 be the set of all possible probability distributions with specified first and second
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moments. The maximal gap can be calculated by the following optimization problem:
maximal gap = max
p∈P2





































































































































vi = st t = 1, 2,
n∑
i=1











































vi = st t = 1, 2, vi ≥ 0, µ0 ≤ 0,
where µ0 and µ
j
t are the dual variables associated with constraints (102) and (103).
Let p1 := (..., pi, ...) and p
2 := (..., pij, ...), and p = (p
1, p2) ∈ [0, 1]n+(
n
2), set P2 can
be mathematically defined as follows:
P2 = {p ∈ [0, 1]n+(
n
2) : ∃ (Ω,F ,P) s.t. P(Ai) = pi ∀i,P(Ai
⋂
Aj) = pij ∀i, j i 6= j},
where Ai i = 1, ..., n are events in F .
Since any probability distributions can be recovered by the Boolean problem using






P = {(p1, p2) ∈ Rn+ × R
(n2)









vC i ∈ N ; pij =
∑
i,j∈C
vC i, j ∈ N, i < j}. (116)
P2 is the most general set. If we restrict our attention to the family of pair-wise
independent probabilities, P2 can be expressed as follows:
PI = {(p1, p2) ∈ Rn+ × R
(n2)
+ : pij = pi ∗ pj i, j ∈ N, i < j; pi ≤ 1 i ∈ N}. (117)
In the next section, we optimize the gap over set P and PI and give some numerical
examples to compare the bound strength by PAM and FAM.
4.4.3.2 Numerical Examples
First, we present a set of examples with a small number of events represented by
Bernoulli random variables. The distribution functions of the Bernoulli variables are
obtained by the model in Section 4.4.3.1 optimizing the gap over set P defined in
(116). Example 1 has four Bernoulli variables, namely, X1, X2, X3, and X4. The
sample space has only two outcomes with probabilities 0.75 and 0.25. The outcomes
and their probabilities are presented in Table 7




X1 X2 X3 X4
1 1 1 0 0 0.75
2 1 1 1 1 0.25
With the mutually exclusive outcomes and their probabilities, we can immedi-
ately obtain marginal probabilities pi and pair-wise joint probabilities pij and use
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them as input data. Example 2 has five Bernoulli variables, and their outcomes and
probabilities are presented in Table 8.




X1 X2 X3 X4 X5
1 1 0 0 0 0 5/6
2 1 1 1 1 1 1/6
Example 3 has six Bernoulli variables, and the outcomes and their probabilities
are presented in Table 9. We calculate the lower bounds for the three examples using




X1 X2 X3 X4 X5 X6
1 1 0 0 0 0 1 0.75
2 1 1 1 1 1 1 0.25
FAM, PAM, SPAM, and BM; and we compare the results in Table 10. When using
SPAM, we only add constraints in (112), and the lower bounds produced are already
as strong as those produced by BM.
Table 10: Comparison of Lower Bounds
Example k
Lower Bounds
FAM PAM SPAM BM
1 2 0.75 0.875 1 1
2 4 0 0.133 0.167 0.167
3 5 0 0.167 0.25 0.25
To empirically study the maximal gaps between bounds produced by FAM and
PAM, we fix n = 10 and vary the values of k, and we use the model in Section 4.4.3.1
to maximize the gap between FAM and PAM over P2 defined in (116). We solve the
optimization problems for ten hours, record the best possible solutions found (pi and
pij,) and then use them as input data in the FAM and PAM model to calculate lower
bounds on the probability of k-coverage. We calculate the gaps between lower bounds
produced by FAM and PAM and present the results in Table 11. We also append the
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Table 11: Comparison of Lower Bounds (n=10)
Model
k
1 2 3 4 5 6 7 8 9 10
FAM 0.360 0.438 0.063 0.042 0.063 0.100 0.357 0.000 0.000 0.000
PAM 1.000 1.000 0.625 0.756 0.844 0.900 0.918 0.200 0.300 0.467
GAP 0.640 0.563 0.563 0.714 0.781 0.800 0.561 0.200 0.300 0.467
SPAM 1.000 1.000 0.625 0.756 0.844 0.900 0.918 0.286 0.375 0.583
BM 1.000 1.000 0.625 0.756 0.844 0.900 0.918 0.286 0.375 0.583
lower bounds produced by SPAM and BM to Table 11 for comparison. Note that the
“GAP” in Table 11 refers to the absolute gaps between the lower bounds produced
by FAM and PAM, and they are not necessarily maximal since we enforce a time
limit of ten hours on the solution. Table 11 shows that for each value of k, we can
find a specific distribution function under which the gap between FAM and PAM can
be significantly large. In this particular experiment, PAM produces lower bounds as
good as those by SPAM and BM.
Then we restrict P2 to be family of independent distributions, i.e., P2 = PI ,
where PI is defined in (117), and calculate the maximal possible gap between FAM
and PAM. A time limit of twenty hours is enforced on solving the optimization model
in Section 4.4.3.1. The results are summarized in the Table 12. Comparing with the
Table 12: Comparison of Lower Bounds (n=10) (Independent Distributions)
Model
k
1 2 3 4 5 6 7 8 9 10
FAM 0.819 0.820 0.822 0.828 0.828 0.833 0.843 0.000 0.000 0.000
PAM 0.940 0.910 0.893 0.885 0.877 0.875 0.878 0.029 0.039 0.054
GAP 0.121 0.090 0.071 0.057 0.049 0.042 0.035 0.029 0.039 0.054
SPAM 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.049 0.078 0.181
BM 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.049 0.078 0.181
gaps in Table 11, the gaps under the data independence assumption demonstrated in
Table 12 tend to be significant smaller.
In the following, we use the instances in [100] and compare the lower bounds yield
by SPAM with those presented in [100]. Notice that, the lower bounds in [100] are for
the probability of union of events, i.e., k = 1. Examples 4, 5, and 6 have 20 Bernoulli
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variables each and the outcomes and their probabilities are presented in Table 13, 14,
and 15, respectively.




X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20
1 1 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 1 0 1 0.012214
2 0 1 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0.022231
3 1 0 1 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0 0.023287
4 0 1 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0.033976
5 1 0 1 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 0.034761
6 0 1 0 0 1 0 1 0 1 0 1 1 0 0 1 0 1 0 0 1 0.044582
7 1 0 0 1 0 1 0 1 0 0 1 0 1 0 0 1 0 0 0 0 0.045943
8 0 1 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 1 0 1 0.055185
9 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 0 0 1 0 1 0.056404
10 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0.066317
11 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0.067685
12 0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0 0.077376
13 1 0 0 1 0 1 0 0 0 1 0 0 1 0 1 0 0 1 0 1 0.078648
14 0 1 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0.088878
15 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0.292514




X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20
1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 0 1 0 0.008964634
2 1 1 0 1 0 0 0 0 0 1 0 1 0 1 1 0 0 1 0 1 0.02492217
3 1 0 1 1 1 0 0 1 0 1 0 0 1 0 0 0 0 0 1 0 0.02109813
4 0 1 1 0 0 1 1 0 1 0 0 1 1 0 0 0 0 1 0 0 0.03779353
5 0 1 1 1 1 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 0.0463261
6 1 0 0 0 0 0 1 0 1 1 1 1 1 0 1 0 0 0 0 1 0.04284324
7 1 1 0 0 0 0 1 1 0 1 0 0 1 0 0 1 0 0 0 0 0.07804262
8 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0.02536991
9 0 0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 1 0.01916672
10 1 1 0 1 0 0 0 1 0 1 0 0 0 1 0 0 0 0 1 0 0.06340085
11 0 1 0 1 1 0 0 0 1 1 0 1 0 0 1 1 0 0 0 1 0.07315289
12 1 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0.07732742
13 0 1 0 0 1 1 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0.0224802
14 0 1 1 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0.09164494
15 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0.3674566
We compare the lower bounds produced by SPAM with the results in [100] in
Table 16. Note that all of the following bounds are calculated with only marginal
probabilities and pair-wise joint probabilities, except those in the fourth column.
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X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 X18 X19 X20
1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0.1017688
2 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0.112992
3 0 0 1 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0.01514044
4 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0.05684733
5 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0 0.03270125
6 1 0 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0.1005075
7 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0.07306695
8 0 1 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0.01743922
9 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0.06284498
10 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0.05830101
11 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 1 0 0 0.06833096
12 1 0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 1 0 0 1 0.07153743
13 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0.04503293
14 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0.03487869
15 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0.1486024
Table 16: Comparison With Results in [100]
Example FAM PAM PAM(3) SPAM
4 0.8275266 0.8580833 0.8864460 0.9394167
5 0.8658182 0.9100646 0.9354100 0.9482229
6 0.8985498 0.9435812 0.9587778 0.9715460
The second column cites the results obtained by the formula derived in [44], which
is equivalent to FAM. The third column cites the results obtained by the formula de-
rived in [100], which is exactly PAM. The fourth column cites the results obtained by
PAM but with three moments, including the triple-wise joint probabilities. Prèkopa
and Gao also developed heuristics to strengthen the lower bounds by PAM, but the
best results they can obtain are no better than those obtained by involving triple-wise
probabilities, which are listed in the fourth column. The fifth column gives the results
obtained by SPAM. Table 16 demonstrates that given the same amount of informa-
tion, SPAM makes the best use of the given information and produces by far the
strongest lower bounds. On the contrary, since it misses out the extra constraints in
(111)-(113), PAM does not make full use of the given information and could possibly
produce a worse bound than SPAM even when provided with more information. This
can be seen by comparing the fourth and fifth column. FAM makes the least use of
109
information and gives the worst bounds.
Now we use the same instances to calculate lower bounds for the probability of
3-coverage, i.e., k = 3, and summarize the results in Table 17, which shows again
Table 17: Lower Bounds for 3-Coverage
Example FAM PAM PAM(3) SPAM
1 0.6643058 0.665249 0.6768353 0.6745504
2 0.7298830 0.7528989 0.7847514 0.8005835
3 0.7387907 0.7819380 0.8482093 0.8614323
that SPAM produces significantly tighter lower bounds than both FAM and PAM.
Notice that, when k = 1, the lower bounds produced by FAM and PAM have
a neat closed form in the moments (st) and disaggregated moments (s
j
t), respec-
tively, which is useful for developing solution approaches; but SPAM does not have a
straightforward closed form. When k ≥ 2, none of the bounds produced by the three
models have a closed-form expression.
4.4.4 Mixed-Integer Formulations
Following the same ideas in Section 4.3.1 and 4.3.2, we use PAM to build an inner
approximation XSP and an outer approximation XRP and use SPAM to build an
inner approximation XSS and an outer approximation XRS.
Proposition 25. Define
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sjt (x) t = 1, ...,m j = 1, ..., n,
− (i− 1)vij +
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t 6=j
vit ≥ 0 j = 1, ..., n, i = 2, ..., n− 1, vn1 = vnt 2 ≤ t ≤ n, vij ≥ 0} ≥ 1− ε}.
(121)
Then, XRP and XRS are relaxations of XB; XSP and XSS are restrictions of XB.
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Cj t = 2, ...,m j = 1, ..., n } (122)
ytCj ≤ xi ∀i ∈ Cj t = 1, ...,m j = 1, ..., n
ytCj ≥ 1 + (
∑
i∈Cj
xi − t) ∀Cj ∈ Itj t = 1, ...,m j = 1, ..., n
vij ≥ 0 ∀i, j; ytCj ≥ 0 ∀Cj ∈ I
t

























Cj t = 2, ...,m j = 1, ..., n
XRS = {x ∈ {0, 1}n − (i− 1)vij +
∑
t6=j
vit ≥ 0 j = 1, ..., n, i = 2, ..., n− 1, } (123)
vn1 = vnt 2 ≤ t ≤ n,
ytCj ≤ xi ∀i ∈ Cj t = 1, ...,m j = 1, ..., n
ytCj ≥ 1 + (
∑
i∈Cj
xi − t) ∀Cj ∈ Itj t = 1, ...,m j = 1, ..., n
vij ≥ 0 ∀i, j; ytCj ≥ 0 ∀Cj ∈ I
t
j t = 1, ...,m j = 1, ..., n
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where Itj := {I ⊆ N : |I| = t, j ∈ I}.
Let π0 and π
j
i be the dual variables corresponding to the constraints (106) and (107). Let l
j
t
and ujt be lower and upper bounds for π
j
t , respectively, we define M
j−
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t xi ∀i ∈ Ctj ∀Ctj ∈ Itj t = 1, ...,m j = 1, ..., n
XSP = {x ∈ {0, 1}n : yCtj ≥M
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xi) ∀Ctj ∈ Itj t = 1, ...,m j = 1, ..., n
π0 ≤ 0; πji free ∀i, j; yCtj ≥ 0 ∀C
t
j ∈ Itj t = 1, ...,m j = 1, ..., n
where et is a scaler: et = 0 if t < k; et = 1, otherwise.
Let µji be the dual variable corresponding to the constraint −(i−1)vij+
∑
t6=j vit ≥ 0 in (121) for
i = 2, .., n− 1 and j = 1, ..., n, and µjn be the dual variable corresponding to the constraint vn1 = vnj














































pCtjyCtj ≥ 1− ε
XSS = {x ∈ {0, 1}n : yCtj ≤M
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xi) ∀Ctj ∈ Itj t = 1, ...,m j = 1, ..., n
π0 ≤ 0; πji free ∀i, j; yCtj ≥ 0 ∀C
t
j ∈ Itj t = 1, ...,m j = 1, ..., n
µji ≥ 0 j = 1, ..., n, i = 2, ..., n− 1; µ
j
n free j = 2, ..., n
4.4.5 Bounds for Dual Extreme Points
In this section, we analyze the dual extreme solutions in PAM and derive bounds





formulation (124). In the following result, we discuss the case when m = 2 because
marginal probabilities and pair-wise joint probabilities are often the only available
information in practice.
Proposition 27. Let the dual variables associated with the constraints in (102)-(104)
be π0 and π
j
i i = 1, ..., n and j = 1, ..., n. Then
1. when k = 1:





, 1], and πj2 ∈ [−1,−
2
n(n− 1)
] j = 1, ..., n. (126)
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2. when k = 2:





] j = 1, ..., n. (127)
3. when k ≥ 3:
π0 ∈ [−
(k − 1)(k + 2)
2
, 0], πj1 ∈ [−
k − 2
n(n− k + 1)
,
(k − 1)(k + 2)
2
],
and πj2 ∈ [−




n(n− k + 1)
] j = 1, ..., n. (128)
Proof. Following the same arguments in Proposition 21, we examine all possible ex-
treme points of the dual polyhedron in the below:
















πj2 ≤ 1 i = k, ..., n, j = 1, ..., n. (131)
First, it is not clear that the dual polyhedron is full-dimensional in (2n + 1)-space.
Second, the constraints (130) and (131) can be grouped by superscript j into n blocks,
each of which consists of n constraints, and the constraint (129) can be grouped into
any block (w.l.o.g. we assume (129) is consisted in Block 1, i.e., the set of constraints
with j = 1). Each block has only two variables πj1 and π
j
2 and a common variable π0
that is shared by all blocks. Notice that any three constraints in a block are linearly
independent. Therefore, at an extreme point, Block 1 has at least three constraints
that are tight and we call the indices of three tight constraints a basis. Each of the rest
of the blocks has at least two constraints tight. Without loss of generality, we assume




2) has at least two constraints that are tight. Since
the n blocks of constraints are identical, it is sufficient to consider the possible values
taken by the variables in Blocks 1 and 2. A basic feasible solution is a combination










We first apply the result in Proposition 21 to Block 1 and obtain:
π0 ∈ [−
(k − 1)(k + 2)
2
, 0], π11 ∈ [−
k − 2
n(n− k + 1)
, k] and π12 ∈ [−1,
2
n(n− k + 1)
].
(132)
There are two possible cases for the values of π0: π0 = 0 or π0 = − (k−1)(2i−k+2)(i−k+1)(i−k+2)
i = k, ..., n − 1. When π0 is fixed at a certain value, there are two constraints that
are tight in Block 2 at an extreme point. With slight ambiguity, we call the index
set I ⊆ {1, ..., n} of these tight constraints in block 2 as sub-basis. We discuss the
possible values for π21 and π
2
2 according to the values of π0.
1. π0 = 0: There are two constraints in Block 2 that are tight and π0 = 0. Hence,
Block 2 yields the same solutions as those by Block 1 with π0 = 0. Therefore,
in this case π21 and π
2




2 with π0 = 0.
2. π0 = − (k−1)(2i−k+2)(i−k+1)(i−k+2) , i = k, ..., n− 1:
The possible sub-bases are Is = {t, t+1}, where t ∈ {1, k−2}
⋃
{i+1, ..., n−1}
if k ≥ 3, or t ∈ {i + 1, ..., n − 1} if k = 2 (see Lemma 6). Notice that, when
k = 1, π0 = 0 by Proposition 21.
When k ≥ 3:
(a) When Is ⊆ {1, k − 1}, we solve the following equation systems with π0


















(b) When Is ⊆ {i + 1, n}, we solve the following equation systems with π0



















We summarize the solutions to the above two systems and write π21 and π
2
2 as




(i−k+1)(i−k+2)(t+1) t ∈ {1, ..., k − 2}, i ∈ {k, ...n− 1};
2i(i+1)




(i−k+1)(i−k+2)(t+1)t t ∈ {1, ..., k − 2}, i ∈ {k, ...n− 1};
− 2i(i+1)
(i−k+1)(i−k+2)(t+1)t t ∈ {i+ 1, ..., n− 1} i ∈ {k, ..., n− 2}.
It is not hard to see that, for a fixed i, π21(i, t) is monotonously decreasing on
t ∈ {1, k − 2} and t ∈ {i+ 1, ...n− 1}; Furthermore, π21(i, 1) ≥ π21(i+ 1, 1) and
π21(i, i+ 1) ≥ π21(i+ 1, i+ 2). Therefore,
max
i,t
{π21(i, t)} = max{π21(k, 1), π21(k, k+1)} = π21(k, 1) =
(k − 1)(k + 2)
2
. (133)
As for the minimal value of π21(i, t), we know that π
2
1(i, k− 2) ≥ π21(i+ 1, k− 2)
and π21(i, n− 1) ≥ π21(i+ 1, n− 1). Therefore,
min
i,t
{π21(i, t)} = min{π21(n− 1, k − 2), π21(n− 2, n− 1)}
= min{ 2(2n− k)
(n− k)(n− k + 1)
,
2(n− 1)(n− 2)
n(n− k − 1)(n− k)
} ≥ 0. (134)
Similarly, π22(i, t) is monotonously increasing on t ∈ {1, k−2} and t ∈ {k, ...n−




π22(i, t) = min{π22(k, 1), π22(k, k + 1)} = π22(k, 1) = −
(k − 1)(k + 2)
2
. (135)
As for the maximal value of π22(i, t), we know that π
2
2(i, k− 2) ≤ π22(i+ 1, k− 2)
and π22(i, n− 1) ≤ π22(i+ 1, n− 1). Therefore,
max
i,t
{π22(i, t)} = max{π22(n− 1, k − 2), π22(n− 2, n− 1)}
= max{− 2(2n− k)
(k − 2)(n− k)(n− k + 1)
,− 2(n− 2)




When k = 2:
In this case, t ∈ {i+ 1, ..., n− 1}. Therefore,
max
i,t
















π22(i, t) = π
2








π22(i, t) = π
2




Since the constraint π0 ≤ 0 can also be grouped into Block 2, π21 and π22 will take the
same values as π11 and π
1
2. Therefore, we summarize (137) - (140) and (91) by (127);
we summarize (133)-(136) by (128); and for the case when k = 1, (126) is the same
as (90).
The following lemma discusses feasible sub-bases in Block 2 with respect to the
bases in Block 1.
Lemma 6. Let I and Is be the set of indices of the feasible basis in block 1 and the
set of indices of sub-basis in block 2, respectively. Then
1. when I ∈ {0, 1, ..., k−1} or I = {0, k−1, n}, Is ∈ {1, ..., k−1} or I = {k−1, n}.
2. when I = {k − 1, i, i + 1}, Is = {t, t + 1} where t ∈ {1, ..., k − 2} or t ∈
{k + 1, ..., n− 1}.
Proof. Once I is determined, the value of π0 can be obtained by solving the equations






π22 ≤ ei − π0 i = 1, ..., n, (141)
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where ei = 0 if i ∈ {1, ..., k − 1}; ei = 1 if i ∈ {k, ..., n}. Denote (141) as Gπ ≤ h,
where π = (π21, π
2
2)
>. For a basic feasible solution π, we have
GIsπ = hIs
GIrπ ≤ hN .
where GIs consists of the row vectors of (141) with indices in Is, and Ir = N\Is.
Solving GIsπ = hIs , we have π = G
−1
Is

























with the first component being non-negative. And this vector is a solution to the









By the Cramer’s rule, zp =
|A|
|B| , where B =
 1 h>Is
0 G>Is






Therefore, for Is to be a feasible sub-basis, zp must be nonnegative for every p ∈ N\Is.
1. When I = {k−1, i, i+1}: We claim that Is = {t, t+1}, where t ∈ {1, ..., k−2}
when k ≥ 3 or t ∈ {k + 1, ..., n − 1}. Suppose indices of the sub-bases are not
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consecutive pairs. Let I = {j, t} and t − j ≥ 2. Then, there is a p such that













 and A =













We show that there exists a p ∈ N\Is such that zp < 0.
Since |B| = ij(t−j)
2


































< 0. The values of (ep, ej, et) depend on the values of p, j,
and t:
(a) When j < t < k: (ep, ej, et) =(0, 0, 0). δ1 < 0 and zp < 0;
(b) When k ≤ j < t ≤ n: (ep, ej, et) =(1, 1, 1). δ1 < 0 and zp < 0;
(c) When j < k − 1 and t ≥ k: consider j < p ≤ k − 1, then (ep, ej, et)
=(0, 0, 1). δ1 = jp(j − p)/2 < 0 and zp < 0;
(d) When j ≤ k − 1: consider a j ≥ k, then (ep, ej, et) =(1, 0, 1). δ1 =
j(j − p− t)(p− t)/2 < 0 and zp < 0.
Therefore, we conclude that Is must be consecutive pairs, i.e., Is = {t, t + 1}.
Now let us determine the range of t.
(a) When t ≥ i + 1: consider an arbitrary p ∈ Ir: if ep = 1, then δ1 = δ2 =
(t− p)(t+ 1− p)/2 > 0; if ep = 0, δ1 − π0δ2 > 0 and zp > 0;
(b) When t ≤ k − 2: consider an arbitrary p ∈ Ir: if ep = 1, then |A| =
(t+ t2)/2 > 0; if ep = 0, then |A| > 0. Therefore, zp > 0;
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(c) When t ∈ {k − 1, ..., i}: consider p = k − 1, then ep = 0.
|A| = (−1+k)(i−t)((−2+k)(1+t)+i(k−2(1+t)))
2(1+i−k)(2+i−k) . Notice that the denominator is
positive. The numerator is a linear function of t on {k − 1, ..., i}, i.e.,
f(t) = (−1 +k)(i− t)((−2 +k)(1 + t) + i(k−2(1 + t))). Since f(k−1) < 0
and f(i) < 0, f(t) < 0 on {k − 1, ..., i}. Therefore, |A| < 0 and zp < 0.
We conclude that t ∈ {1, k − 2}
⋃
{i+ 1, ..., n− 1} in this case.
2. When I ∈ {0, ..., k − 1} or I = {0, k − 1, n}. Note that π0 = 0 in this case.
When π0 = 0, considering the fact that the coefficient matrices in Blocks 1 and
2 are identical, the feasible sub-bases in block 2 coincide with the feasible basis
in Block 1 when π0 = 0, which is Is ∈ {1, ..., k − 1} or Is = {k − 1, n}
Since the dual polyhedron of SPAM does not have an organized structure, we do
not attempt to analyze appropriate values for Ms used in formulation (125). Never-
theless, formulation (125) will be a valid restriction even if M is not sufficiently large.
Therefore, formulation (125) can be solved in a heuristic manner: we start with a
moderately large value for M and solve the MIP; if yCtj 6= π
j
t for some i and j, and




t , then double the tight bound and resolve the
MIP till we are satisfied by the solution. For our instances, moderately large values
for M produce solutions that are good enough in the first round. Therefore, we do
not solve (125) iteratively.
4.4.6 Numerical Examples
To study the improvement on the approximation quality by stronger probability
bound results, we conduct computational experiments on the same instances used
in Section 4.3.3 and compare upper and lower bounds on the objective costs.
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We use PAM-based MIP formulations, (122) and (124), and SPAM-based MIP
formulations, (123) and (125), to calculate lower and upper bounds for the problems
tested in Section 4.3.3. Then we compare with the bounds by BM and FAM-based
MIP formulations. We select the four instances studied in Figure 2 and illustrate the
comparisons in the figures in Figure 4. Note that, we do not plot the bounds by BM
and PAM in the figures, because for each instance and each value of m, the PAM-
based formulations produce the same bounds as the FAM-based formulations; the
SPAM-based formulations produce the same bounds as the BM-based formulations.
Therefore, the curves for FAM would coincide with those for PAM, and the curves
for BM would coincide with those for SPAM.
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(a) Instance A (b) Instance B
(c) Instance C (d) Instance D
Figure 4: Comparison of Bounds by FAM and SPAM
The comparison shows that tighter probability bounds can help improve the qual-
ity of inner and outer approximations. In this experiment, the SPAM-based approx-
imations can be accurate for each value of m. However, the PAM-based approxima-
tions produce no better bounds than the FAM-based approximations. This result
can be explained by the fact that, for the randomly generated distributions in this
experiment, bounds on the 3-coverage probability obtained by SPAM are as strong as
those by BM; bounds obtained by PAM are as strong as those by FAM. Among the
three tractable formulations based on FAM, PAM, and SPAM, the SPAM-based for-
mulations provide the most precise over and under estimations for the true objective
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value; however, they have the largest formulation size among the three. We remark
that the above observations are not conclusive since they are based on the particular
family of distributions we generated. For a specific application, the tradeoff between
model precision and computational difficulty should be considered. For example,
the quality of bounds on probability by different models (FAM, PAM, and SPAM),
given the specific distributions, should be tested and compared before choosing one
to develop MIP approximations.
4.5 Applications of Modeling Techniques
The probabilistic k-cover model is in essence to calculate the probability that a num-
ber of events occur, which appears in many real world applications. Besides the
sensor deployment example, which is a straightforward application, we introduce a
few more applications in this section to demonstrate the modeling capability of the
probabilistic k-cover model.
4.5.1 Discrete Distributions With Non-uniform Upper Bounds
Bernoulli random number ãj in our problems can be easily extended to random num-
ber ã′j = tj × ãj for all j, where tj is a positive integer. Our model is valid with
appropriate scaling if tj is the same value for all j. In a more general case, where tjs
are not equal, the left-hand side is no longer a random variable that represents the
number of events occurred, but the summation of n random number with different
possible values. Therefore, the probabilistic k-cover model cannot be applied in a
straightforward manner. However, since the data still exhibit a Bernoulli-like nature,
we could treat the discrete distribution with nonuniform upper bounds as a set of
Bernoulli random variables by duplicating the Bernoulli random variables tj times.
Consider the following covering problem
n∑
j=1
Ajxj ≥ k, (142)
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where Aj is a random number taking only two values: 0 and tj (tj > 0) with P(Aj =
tj) = pj and P(Aj = 0) = 1 − pj. We use the product of tj with a Bernoulli
random number to represent Aj, i.e., Aj = tj ãj. P(ãj = 1) = P(Aj = tj) = pj and
P(ãj1 = 1∧ ãj2 = 1) = P(Aj1 = tj1 ∧Aj2 = tj2) = pj1j2 .
We define new Bernoulli random variables by duplicating ãj: ã
i
j = ãj, i=1,...,tj














j = 0) = 1 − pj. Clearly, the joint probability for duplicated
random variables originating from the same j, P(ãi1j ∧ ã
i2
j ), equals P(ãj), and the joint




equals P(ãj1 ∧ ãj2). Higher-order joint probabilities can be set up in a similar way.
















âijxj ≥ k. (143)
The left-hand side of inequality (143) is the summation of a set of Bernoulli random
variables parameterized by x, and the inequality reads that at least k out of the∑
j∈N tj Bernoulli events, {ãijxj = 1}, occur. Therefore, this problem can be treated
as a probabilistic set k-cover problem.
4.5.2 Location Problems
The maximum availability location problem is studied in a probabilistic setting in
[101]. The problem is to place p facilities, such as service vehicles and fire stations,
on a set J of possible locations in a region divided into a set I of sub-regions. A sub-
region i ∈ I, with a certain population fi, is considered covered if a call is answered
by a fire station, or if a service vehicle is within a certain range with the prescribed
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reliability of α. The goal is to find the allocation of the facilities that maximizes
the total population covered by at least one facility. The probability that a facility
is not available is estimated by the busy fraction r. Based on the assumption that
the busy fractions are independent across all facilities, the probabilistic constraint




j ≥ α, which can
be easily linearized. However, with correlated data this model is not valid anymore
since the joint probability is not equal to the product of individual probabilities in
this case. Assuming that the correlated data are moments up to level m, we develop














yi ∈ {0, 1} ∀i ∈ I, xj ∈ {0, 1} ∀j ∈ J,
where ãij is a Bernoulli random number representing if sub-region i is covered by










yi ∈ {0, 1} ∀i ∈ I, xj ∈ {0, 1} ∀j ∈ J, v(i) ∈ R|J |+1+ ∀i ∈ I,
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which is easy to linearize and formulate as a MIP.
Based on the independence assumption and the similar basic modeling technique,
Daskin [42] developed models and algorithms for maximizing the expected demands
that are satisfied given a limited number of facilities. Using FAM, our scheme can















xj ∈ {0, 1} ∀j ∈ J, v(i) ∈ R|J |+1+ ∀i ∈ I,
where v
(i)
j represents the probability that sub-region i is covered by j facilities. If
m = |J |, then the above optimization problem produces an optimal allocation; other-
wise, the optimal objective value provides an upper bound for the expected satisfied
demands.
4.5.3 Probabilistic Shortest Path Problems
The problem is to route a vehicle on an s-t path through a network G = (V,A), with
n = |A|, where some arcs can be “blocked.” The travel time on arc (i, j) ∈ A is cij if
it is not blocked and cij + M if it is blocked. Blocking is caused by another vehicle
occupying the arc due to loading/unloading and has a fixed time M > 0. The goal
is to find a path which is not too long and also to have an accurate prediction of the
travel time on that path.
Assuming the probability distribution of blocking is given, a possible formulation
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 ≥ 1− ε.
(144)
In the above formulation, the first set of constraints are the usual shortest path
constraints; c̃ij is a random variable taking value cij with probability 1 − pij and
cij + M with probability pij (here pij is the probability that arc (i, j) is blocked);
1 − ε ∈ (0, 1) is a desired confidence level; and T is the estimated shortest path
length. Formulation (144) seeks a path and a minimum estimate T such that the
path length is no bigger than T with high probability. In essence, the formulation
minimizes the (1− ε)-quantile of the path length distribution.
Let ãij be a Bernoulli random variable that takes value 1 if arc (i, j) is blocked and






 ≥ 1− ε⇔ Pr
 ∑
(ij)∈A
(cij + ãijM)yij ≤ T
 ≥ 1− ε








 ≥ 1− ε.
Note that if the actual travel time on the path given by y is T , then M−1(T −∑
(ij)∈A cijyij) is the number of blocked arcs on that path. Let us introduce binary
variables zi for i ∈ {0, 1, . . . , n} such that zi is 1 if there are i arcs blocked on the
chosen path and zero otherwise. Then
n∑
i=0






zi = 1, zi ∈ {0, 1} ∀ i
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s.t. Ny = b, y ∈ {0, 1}n∑n












 ≥ 1− ε.
(145)
Consider the event Bij(yij) = {ãijyij = 1} for all (i, j) ∈ A. Then Pr[Bij(yij)] =
pijyij. The probabilistic constraint in formulation (145) requires that the probability
that at most
∑n
i=0 izi of the n events Bij(yij) occur is at least 1− ε.





Also let vk for k = 0, . . . , n be the probability that exactly k events occur. Then we










v` = Sk(y) ∀ k = 1, ..., n, vk ≥ 0 ∀k = 0, 1, . . . , n.
The probability that at most
∑n











s.t. Ny = b, y ∈ {0, 1}n∑n




i=0 zi = 1, zi ∈ {0, 1} ∀ i∑n
i=0(
∑i














In this chapter, we introduced the probabilistic set k-cover problem and the associated
ambiguous k-cover set. We developed a deterministic reformulation for the ambiguous
k-cover set using the Boolean problem. The reformulation is exact but with expo-
nential number of auxiliary variables. In order to build tractable approximations, we
used linear program based bounds for the k-coverage probability, FAM and PAM,
obtained by aggregating the Boolean problem. We also strengthened the probabil-
ity bounds. The numerical results showed that the bound quality was significantly
improved by the strengthened model. We built MIP formulations for the approxima-
tions based on FAM, PAM, and strengthened PAM. Computational experiments were
conducted to demonstrate the quality of the deterministic reformulations in terms of
cost effectiveness and solution robustness. The computational results also showed
that the approximations based on the strengthened PAM provided better bounds
than those based on FAM or PAM. At the end of the chapter, we demonstrated the
flexibility of the modeling scheme developed in this chapter by formulating a number
of applications involving Bernoulli random numbers.
There are several directions for future research under this topic. The first possibil-
ity is the investigation of solution approaches for solving the MIP formulations more
efficiently. When n grows, the size of the MIP formulations will increase rapidly due
to the auxiliary variables and the constraints used for linearization. Therefore, effi-
cient solution algorithms or better formulations than the straightforward McCormick
linearization are desirable. Second, the set k-cover structure and Bernoulli random
data appear in many stochastic combinatorial optimization problems. Therefore, the
second possible research direction could be finding more applications that can be
handled by the models developed in this chapter.
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