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When we extract information from a system by performing a quantum measurement, the state
of the system is disturbed due to the backaction of the measurement. Numerous studies have been
performed to quantitatively formulate tradeoff relations between information and disturbance. We
formulate a tradeoff relation between information and disturbance from an estimation-theoretic
point of view, and derive an inequality between them. The information is defined as the classical
Fisher information obtained by the measurement, and the disturbance is defined as the average loss
of the quantum Fisher information. We show that pure and reversible measurements achieve the
equality of the inequality. We also identify the necessary condition for various divergences between
two quantum states to satisfy a similar relation. The obtained relation holds not only for the
quantum relative entropy but also for the maximum quantum relative entropy.
I. INTRODUCTION
When we perform a quantum measurement and ex-
tract information from a system, the system is disturbed
due to the backaction of the measurement. The more
information we extract by quantum measurement, the
more strongly the system is disturbed. Such a trade-
off relation has been recognized since Heisenberg pointed
out the uncertainty relation [1] between error and dis-
turbance. Since 1990’s, with the tremendous develop-
ment of the quantum information theory, various meth-
ods of quantifying the information and the disturbance
has been proposed, and the tradeoff relations has been
shown based on their definitions[2–7]. In most of the
studies, the information and the disturbance are defined
in the information theoretic settings, i.e., decoding the
message encoded in quantum states by a measurement.
In this paper, we formulate the information and the
disturbance in the setting of estimating an unknown
quantum state by quantum measurements, with an em-
phasis on the estimation accuracy. We derive an inequal-
ity that shows the tradeoff relation between them, and
give a sufficient condition to achieve the equality. We also
discuss the condition for divergences, which measure the
distinguishability between two quantum states, to satisfy
a similar inequality.
II. INFORMATION-DISTURBANCE RELATION
BASED ON ESTIMATION THEORY
Suppose that we estimate an unknown quantum state
corresponding to a density operator ρˆθ by performing a
quantum measurement. Here, θ ∈ Θ ⊂ Rm represents
m real parameters that characterize the unknown state,
so that estimating the state is equivalent to estimating
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the parameters. Such a parameterized family of states
{ρˆθ}θ∈Θ is called a quantum statistical model. A quan-
tum measurement is characterized by a mapping from
quantum states to the probability distribution of out-
comes and the post-measurement state corresponding to
each outcome. If the measurement outcome is discrete,
the probability pθ,i of obtaining the outcome i ∈ I and
the post-measurement state ρˆθ,i are respectively given by
pθ,i =
∑
j
tr
[
Kˆij ρˆθKˆ
†
ij
]
(1)
ρˆθ,i =
1
pθ,i
∑
j
Kˆij ρˆθKˆ
†
ij , (2)
where measurement operators {Kˆij} satisfy the normal-
ization condition
∑
i,j Kˆ
†
ijKˆij = Iˆ.
What is the natural quantification of the information
in the setting of estimating an unknown state from the
outcome of the quantum measurement? The estimat-
ing process is characterized by a function θest : I → Θ
which is called an estimator. Since the outcome i ∈ I
is a random variable, the estimator, which is calculated
from the outcome, is also a random variable, and should
be distributed around the true parameter θ. Accord-
ing to the classical Crame´r-Rao inequality, the variance-
covariance matrix of the locally unbiased estimator has a
lower bound which is determined only by a family of the
probability distributions {pθ}θ∈Θ:
Varθ[θest] ≥ (J
C
θ )
−1. (3)
Here, JC
θ
is an m×m matrix called the classical Fisher
information whose elements are defined as
[JCθ ]ab =
∑
i
pθ,i
∂ log pθ,i
∂θa
∂ log pθ,i
∂θb
. (4)
Therefore, a measurement with a larger classical Fisher
information allows us to estimate the state more accu-
rately. We define the classical Fisher information as the
information obtained by the quantum measurement.
2The disturbance can be evaluated as the loss of infor-
mation on the parameter θ that can be extracted from
the quantum state. The information on the parameter
θ that the quantum state potentially possesses can be
quantified by the quantum Fisher information, which is
defined as
[JQ
θ
]ab := tr
[
∂ρˆθ
∂θa
K
−1
ρˆθ
∂ρˆθ
∂θb
]
. (5)
Here, the superoperator Kˆρˆ is defined as
Kˆρˆ = Rρˆf(LρˆR
−1
ρˆ ), (6)
where f : (0,∞)→ (0,∞) is an operator monotone func-
tion satisfying f(1) = 1 and Rρˆ(Lρˆ) is the right (left)-
multiplication of ρˆ:
Rρˆ(Aˆ) = Aˆρˆ, Lρˆ(Aˆ) = ρˆAˆ. (7)
The quantum Fisher information is the only metrics on
the parameter space that monotonically decrease un-
der an arbitrary completely positive and trace-preserving
(CPTP) mapping E [8]:
JQ
θ
({ρˆθ}) ≥ J
Q
θ
({E(ρˆθ)}). (8)
From the monotonicity, the quantum Fisher information
gives an upper bound of the classical Fisher informa-
tion obtained by all the possible measurements, and the
symmetric logarithmic derivative (SLD) Fisher informa-
tion [9], which corresponds to f(x) = 1+x
2
, is known to be
the least upper bound. Therefore, the quantum Fisher
information, especially SLD Fisher information, can be
interpreted as the information on the parameter θ that
can be extracted from the quantum state. We define the
disturbance of the measurement as
∆JQ
θ
:= JQ
θ
−
∑
i
pθ,iJ
′Q
i,θ, (9)
where JQ
θ
and J ′Qi,θ are the quantum Fisher information of
quantum statistical models {ρˆθ} and {ρˆθ,i}, respectively.
For the sake of generality, we consider the disturbance
using a general quantum Fisher information.
The information (4) and the disturbance (9) satisfy
the following inequality that shows a tradeoff relation
between them:
JCθ ≤ ∆J
Q
θ
. (10)
This inequality means that if we perform a quantum mea-
surement on an unknown state and extract information
on the state, the state loses more intrinsic information.
Since the inequality (10) is valid independently of the
choice of the quantum Fisher information to define the
disturbance, we obtain
JCθ ≤ inf
Q
∆JQ
θ
, (11)
where the infimum is taken over all kinds of the quantum
Fisher information to define the disturbance. We note
that it is nontrivial which quantum Fisher information
gives the minimum disturbance, though the minimum
and the maximum of the quantum Fisher information
are known to be the SLD Fisher information and the
real right logarithmic derivative Fisher information (real
RLD), which corresponds to f(x) = 2xx+1 , respectively.
The proof of the inequality (10) is based on the mono-
tonicity and the separating property of the quantum
Fisher information. For a given measurement {Kˆij}, we
define a CPTP mapping Emeas as
E
meas(ρˆ) =
⊕
i

∑
j
Kˆij ρˆKˆ
†
ij

 . (12)
Then the quantum Fisher information of the quantum
statistical model {E(ρˆθ)} is equal to the sum of the clas-
sical Fisher information obtained by the measurement
and the average quantum Fisher information of the post-
measurement states as
JQ
θ
({Emeas(ρˆθ)}) = J
C
θ ({pθ}) +
∑
i
pθ,iJ
′Q
i,θ, (13)
which we call the separating property (see Appendix A
for proof). By applying the monotonicity under the
CPTP mapping Emeas, we obtain
JQ
θ
({ρˆθ}) ≥ J
Q
θ
({Emeas(ρˆθ)})
= JC
θ
({pθ}) +
∑
i
pθ,iJ
′Q
i,θ, (14)
which proves the inequality (10).
III. CONDITION FOR EQUALITY
Measurements that achieves the equality of the in-
equality (10) are efficient in a sense that they cause the
minimum disturbance among those that extract a given
amount of information. When we adopt the right loga-
rithmic derivative (RLD) Fisher information [10], which
corresponds to f(x) = x, to define the disturbance, a
class of measurements called pure and reversible mea-
surement achieves the equality of the inequality (10) (see
Appendix B for proof):
JCθ = ∆J
RLD
θ (15)
Here, a measurement is called pure if the number of mea-
surement operators is one for each measurement outcome
so that the measurement operators can be written as
{Kˆi}, and is called reversible if each Kˆi has the inverse
operator Kˆ−1i [11].
As an example, a measurement on a spin-1/2 system
proposed by Royer [12] is pure, whose measurement op-
3erators are
Kˆ1 =
(
cos(θ/2− σ/4) 0
0 cos(θ/2 + σ/4)
)
, (16)
Kˆ2 =
(
sin(θ/2− σ/4) 0
0 sin(θ/2 + σ/4)
)
. (17)
This measurement is reversible if θ/2± σ/4 6= npi/2.
In fact, pure measurements are the least disturbing
measurements in the following sense. Suppose that two
measurements {Kˆ ′ij} and {Kˆi} give the same positive
operator-valued measure (POVM)∑
j
Kˆ ′†ijKˆ
′
ij = Kˆ
†
i Kˆi, ∀i ∈ I, (18)
and hence give the same probability distribution. Then,
the pure measurement causes less disturbance, and gives
the same amount of information:
∆JQ
θ
({Kˆi}) ≤ ∆J
Q
θ
({Kˆ ′ij}), (19)
JC
θ
({Kˆi}) = J
C
θ
({Kˆ ′ij}). (20)
IV. INFORMATION-DISTURBANCE
RELATION BASED ON DISTINGUISHABILITY
In Ref. [13], by using the classical and quantum relative
entropies
SC(p‖q) =
∑
i
pi log
(
pi
qi
)
, (21)
SQ(ρˆ‖σˆ) = tr [ρˆ(log ρˆ− log σˆ)] , (22)
a similar inequality to (10) was derived:
SC(p‖q) ≤ SQ(ρˆ‖σˆ)−
∑
i
piS
Q(ρˆi‖σˆi), (23)
where p, q and ρˆi, σˆi are the probability distributions and
the post-measurement states of a quantum measurement
performed on the quantum states ρˆ, σˆ, respectively. Since
the quantum relative entropy is a measure of the distin-
guishability of two quantum states [14, 15], Eq. (23) can
also be interpreted as a tradeoff relation between infor-
mation and disturbance. In particular, if we choose two
similar states ρˆθ and ρˆθ+dθ as the arguments of the rel-
ative entropy, Eq. (23) reproduces the inequality (10)
with the disturbance defined by the Bogoliubov-Kubo-
Mori (BKM) Fisher information, which corresponds to
f(x) = x−1
log x .
In the following, we discuss the extension of the in-
equality (23) to general divergences. Let DC(·‖·) be
a divergence between two probability distributions, and
DQ(·‖·) be its quantum extension, i.e., if two quantum
states ρˆ, σˆ commute and therefore are simultaneously di-
agonalizable as ρˆ =
∑
i pi |i〉 〈i| , σˆ =
∑
i qi |i〉 〈i|, we ob-
tain
DQ(ρˆ‖σˆ) = DC(p‖q). (24)
We note that quantum extensions of a divergence is not
unique in general.
Let us consider a condition for divergences
DC(·‖·), DQ(·‖·) to satisfy the information-disturbance
tradeoff relation
DC(p‖q) ≤ DQ(ρˆ‖σˆ)−
∑
i
piD
Q(ρˆi‖σˆi). (25)
The essential properties for the proof of the inequal-
ity (10) are the monotonicity and the separating property
of the quantum Fisher information. In the same way, we
require these two properties for divergences:
DQ(ρˆ‖σˆ) ≥ DQ(E(ρˆ)‖E(σˆ)), (26)
DQ(Emeas(ρˆ)‖Emeas(σˆ)) = DC(p‖q) +
∑
i
piD
Q(ρˆi‖σˆi).
(27)
If we also require a continuity of DC(p‖q) with re-
spect to p, q, then it satisfies Hobson’s five conditions
that axiomatically characterize the classical relative en-
tropy [16]. Therefore, the divergence with the monotonic-
ity, the separating property, and the continuity must be
consistent with the relative entropy at least for classical
probability distributions:
DC(p‖q) = SC(p‖q). (28)
As is shown in [13], the well-known quantum relative
entropy satisfies the tradeoff relation (25) because it
has the monotonicity and the separating property. An-
other quantum extension of relative entropy proposed by
Belavkin and Staszewski [17],
SBS(ρˆ‖σˆ) = tr
[
ρˆ log(ρˆ1/2σˆ−1ρˆ1/2)
]
, (29)
also satisfies the inequality (25). Here, SBS(·‖·) is known
to be maximal among all the possible quantum extensions
of the classical relative entropy [18]. By substituting ρˆθ
and ρˆθ+dθ to the inequality (25), we again obtain the
inequality (10) with the disturbance defined by the real
RLD Fisher information.
V. CONCLUSION
In this paper, we have formulated the tradeoff relation
between information and disturbance in quantum mea-
surement in view of estimating parameters that charac-
terize an unknown quantum state. The information is
defined as the classical Fisher information of the prob-
ability distributions of measurement outcomes, and the
disturbance is defined as the average loss of the quantum
Fisher information due to the backaction of the measure-
ment. We have shown the tradeoff relation (10) between
them. When we use the RLD Fisher information, the
equality of the inequality (10) is achieved by pure and
reversible measurements. In fact, pure measurements are
4the least disturbing among those that provide us with a
given amount of information.
We have also discussed the necessary condition for di-
vergences between two quantum states to satisfy a simi-
lar tradeoff relation (25). It is necessary for divergences
to coincide with the relative entropy at least for clas-
sical probability distributions. In addition to the well-
known relative entropy, the maximum relative entropy
also satisfies the tradeoff relation (25), which reproduces
the inequality (10) for the disturbance defined by the real
RLD Fisher information. If there are quantum extensions
of the relative entropy that give an arbitrary quantum
Fisher information, another systematic derivation of the
inequality (10) should be possible.
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Appendix A: Proof of the separating property (13)
We introduce the logarithmic derivative operator of the
quantum statistical model {ρˆθ}, defined as
Lˆa :=K
−1
ρˆθ
(
∂ρˆθ
∂θa
)
, (A1)
so that the quantum Fisher information is rewritten as
[JQ
θ
({ρˆθ})]ab := tr
[
∂ρˆθ
∂θa
Lˆb
]
. (A2)
Let Lˆ′a and Lˆi,a denote the logarithmic derivative of
the quantum state models {Emeas(ρˆθ)} and {ρˆθ,i}, re-
spectively. The relation between Lˆ′a and Lˆi,a is calculated
as
Lˆ′a =
(⊕
i
Lˆi,a
)
+
(⊕
i
∂ log pθ,i
∂θa
Iˆi
)
. (A3)
Therefore, the elements of the quantum Fisher informa-
tion can be calculated as follows:
[JRLD
θ
({Emeas(ρˆθ})]ab
=
∑
i
{
pθ,itr
[
∂ρˆθ,i
∂θa
Lˆi,b
]
+ pθ,i
∂ log pθ,i
∂θb
tr
[
∂ρˆθ,i
∂θa
]}
+
∑
i
{
∂pθ,i
∂θa
tr
[
ρˆθ,iLˆi,b
]
+
∂pθ,i
∂θa
∂ log pθ,i
∂θb
tr [ρˆθ,i]
}
=
∑
i
pθ,iJ
′Q
i,θ + 0 + 0 + J
C
θ
. (A4)
Here, in obtaining the last equality, we use the fact that
the econd and third terms vanish because
tr
[
∂ρˆθ,i
∂θa
]
=
∂
∂θa
tr [ρˆθ,i] = 0, (A5)
tr
[
ρˆθ,iLˆi,b
]
= tr
[
ρˆθ,iK
−1
ρˆθ,i
(
∂ρˆθ,i
∂θb
)]
= tr
[
K
†−1
ρˆθ,i
(ρˆθ,i)
∂ρˆθ,i
∂θb
]
= tr
[
Iˆi
∂ρˆθ,i
∂θb
]
= 0.
(A6)
Appendix B: Proof of Eq. (15)
It is sufficient to prove
JRLDθ ({ρˆθ}) = J
RLD
θ ({E(ρˆθ}) (B1)
because the disturbance can be rewritten as
∆JRLDθ = J
RLD
θ ({ρˆθ})− J
RLD
θ ({E(ρˆθ}) + J
C
θ . (B2)
Let Lˆa and Lˆ
′
a denote the right logarithmic derivatives of
the quantum state models {ρˆθ} and {E
meas(ρˆθ)}. Then,
we obtain a simple relation between Lˆa and Lˆ
′
a as follows:
Lˆ′a =
⊕
i
(KiρˆθKˆ
†
i )
−1 ∂
∂θa
KiρˆθKˆ
†
i
=
⊕
i
(Kˆ†i )
−1LˆaKˆ
†
i . (B3)
Therefore, we obtain
[JRLDθ ({E
meas(ρˆθ})]ab
=
∑
i
tr
[
KˆiρˆθKˆ
†
i (Kˆ
†
i )
−1LˆaKˆ
†
i (Kˆ
†
i )
−1LˆbKˆ
†
i
]
= tr
[∑
i
Kˆ†i KˆiρˆθLˆaLˆb
]
= tr
[
ρˆθLˆaLˆb
]
= [JRLDθ ({ρˆθ})]ab, (B4)
which completes the proof.
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