The independence polynomial of a graph is the generating polynomial for the number of independent sets of each cardinality and its roots are called independence roots. We investigate here purely imaginary independence roots. We show that there are infinitely many connected graphs with purely imaginary independence roots and that every graph is a subgraph of such a graph. We also classify every rational purely imaginary number that is an independence root.
Introduction
For a (finite and simple) graph G the independence polynomial of G is defined by
where s k is the number of independent sets of of G with cardinality k and α(G) is the independence number of G, that is, the cardinality of the largest independent set in G. The roots of I(G, x) are called the independence roots of G, and have been well studied, with results including:
• An independence root of smallest modulus is always real [5, 9] .
• The roots of independence polynomials of claw-free graphs (that is, those that contain no induced K 1,3 ) are always real [8] .
• The closure of the real independence roots is (−∞, 0], while the closure of all of the (complex) independence roots is the entire complex plane [6] .
• Various bounds on the maximum modulus are known both for all graphs and trees of order n (that is, on n vertices) [3] and for graphs of order n and fixed independence number [7] .
Much of the work for independence roots has followed the path of other graphs polynomials, and in particular chromatic polynomials (the chromatic polynomial π(G, x) of a graph G counts the number of ways to properly colour the vertices with x colours, when x is a nonnegative integer). One of the outstanding questions about chromatic polynomials is whether they can have any nonzero purely imaginary roots, and Bohn [2] states that "it is widely suspected there are no purely imaginary chromatic roots." (For a complex number z, z is purely imaginary if Re(z) = 0, and if further Im(z) is rational, we say that z is rational purely imaginary.)
There have been no known examples of purely imaginary independence roots in the literature (in spite of the fact that the closure of the complex roots of independence polynomials contains the entire imaginary axis [6] ). In this brief note we show that while no graph of small independence number (less than 5) has a purely imaginary independence root, there are infinitely many connected graphs with purely imaginary independence roots and every graph is a subgraph of such a graph. We also classify which rational purely imaginary independence roots can exist.
We remark that a graph having a purely imaginary independence root at i says something structurally interesting about the graph. By substituting in x = i and collecting up the real and imaginary parts, we observe that a graph G has an independence root at i if and only if G has the same number of independent sets with cardinality 0 (mod 4) as independent sets with cardinality 2 (mod 4) and the same number of independent sets with cardinality 1 (mod 4) as independent sets with cardinality 3 (mod 4).
Purely Imaginary Independence Roots
A simple observation is that if p(x) = a i x i is a polynomial with real coefficients and b ∈ R (b = 0), then p(x) has a root at bi if and only if p even (x) = a 2i x i and p odd (x) = a 2i+1 x i both have roots at −b 2 . Utilizing this, we begin by showing that for small α, that is α ≤ 4, there are no graphs with purely imaginary roots. Proof. The fact that no graph G with α(G) ≤ 3 can have any purely imaginary independence roots follows from [4, Proposition 2.1] where the authors actually showed the stronger results that if α(G) ≤ 2, then G has all real independence roots and if α(G) = 3, then r < s where r is the root of I odd (G, x) and s is the root of I even (G, x). Now suppose that G is a graph with order n and α(G) = 4 but G has purely imaginary independence roots. Then from the observation above, it follows that I even (G, x) = 1 + s 2 x + s 4 x 2 and I odd (G, x) = n + s 3 x have a common real root. Since these polynomials are of low degree, we can compute the roots exactly leading to the following equalities hold:
However, s 3 n > s 3 (n − 3) ≥ s 4 for all graphs G from a simple counting argument and s 2 ≤ n 2 < n 2 . Therefore,
which contradicts (1) . Therefore, I even (G, x) and I odd (G, x) cannot have a common rootand hence I(G, x) has no purely imaginary independence roots.
On the other hand, the graph G = (K 2 ∪ K 3 ∪ K 3 ) + K 20 has independence number 5 and independence roots at i and −i since
As the independence polynomial is multiplicative over disjoin union, trivially there are graphs of all independence numbers at least 5 with i and −i as independence roots (and hence have purely imaginary independence roots). The problem becomes more interesting if we want to insist that the graphs are connected, and we spend the rest of this section building such graphs.
Graphs via Joins
For a graph G, G denotes the complement of G. The join G + H of two graphs G and H is formed from their disjoint union by adding in all edges between a vertex of G and a vertex of H. We now look at graphs that are the join of empty and complete graphs, and find our first infinite family of connected graphs with purely imaginary independence roots (such graphs are examples of split graphs, as their vertex sets can be partitioned into a clique and independent set). Proposition 2.2. If n = 8k − 2 for some integer k ≥ 1, then the graph G = K n + K 2 n 2 has independence roots at i and −i . Proof. Let n = 8k − 2 for some integer k ≥ 1 and G = K n + K 2 n 2 . Note that I(G, x) = (1 + x) n + 2 n 2 x. Now,
Since complex roots of polynomials with real coefficients come in conjugate pairs, K n + K 2 n 2 has independence roots at i and −i.
The graph of smallest known order with purely imaginary independence roots, K 6 + K 8 , arises from such a construction. 
Graphs via Lexicographic Products
To find other purely imaginary numbers as independence roots we need to turn to another graph operation. Given graphs G and H such that V (G) = {v 1 , v 2 , ..., v n } and V (H) = {u 1 , u 2 , ..., u k }, the lexicographic product (or graph substitution) of G and H, which we will denote G[H], is the graph such that
, can be thought of as substituting a copy of H for each vertex of G. It follows that if z 1 , z 2 , . . . , z k are the independence roots of G, then the independence roots of G[H] are all solutions to the equations i(H, x) − 1 = z i for all i = 1, 2, . . . , k. If we let H = K n , then the independence roots of G[H] are z 1 n , z 2 n , . . . , z k n . This leads to the following. Lemma 2.4. Let n be a positive integer. If G has independence roots at i and −i, then G[K n ] has independence roots at i n and − i n .
Theorem 2.5. For all n ∈ Z \ {0}, there are infinitely many connected graphs with independence roots at i n . Proof. The proof follows by taking the graphs with roots at i and −i from Proposition 2.2 and taking the lexicographic product of them with K n , so that from Lemma 2.4, the resulting connected graph has independence roots at i n and − i n . Theorem 2.5 does indeed locate all rational purely imaginary independence roots.
Corollary 2.6. Let b ∈ Q. Then bi is an independence root of some graph if and only if b = 1 n for some nonzero integer n. Moreover, if |b| > 1, then neither bi nor √ bi is not an independence root of any graph.
Proof. The existence of rational purely imaginary roots of the form i/n follows from Theorem 2.5. If bi is an independence root of G for a rational number b, then −b 2 is a rational root of I even (G, x). By the Rational Roots Theorem, any rational root must have numerator which divides the constant term of I even (G, x) , which is 1 for every graph G. Therefore, −b 2 = −1 m for some integer positive integer m. Therefore, b must equal 1 n for some nonzero integer n. This argument also shows that if |b| > 1, then bi is not an independence root of any graph.
Finally, if |b| > 1 and √ bi is an independence root, then −b must be a root of the even part of the corresponding independence polynomial. Therefore, the numerator of b must divide 1, so |b| ≤ 1, a contradiction.
Graph Coronas
Since joining a clique to a graph only changes the coefficient of x in its independence polynomial and the change is an increase by a positive integer, we get the following. Proposition 2.7. If G is a graph such that I even (G, −1) = 0 and I odd (G, −1) = −m for some positive integer m, then G + K m has independence roots at i and −i.
We now seek graphs such that I even (G, −1) = 0 and I odd (G, −1) = −m. One construction is obtained by the corona graph product. The corona of a graph G with a graph H, denoted G•H, is obtained by starting with the graph G, and for each vertex v of G, joining a new copy of H to v. For example, the star K 1,n can be thought of as K 1 • K n . See Figure 3 for another example. Proposition 2.9. Let G be a graph of order n with n ≡ 3 (mod 4) and m = 2 n I(G, 1 2 ) an integer. Then (G • K 2 ) + K m has independence roots at i and −i.
Proof. Let n ≡ 3 (mod 4), G be a graph of order n, and m = 2 n I(G, 1 2 ). We now have,
s k (−2 n−k i) (by Table 1) = −2 n i · I(G, 1 2 ) = −mi.
Therefore,
Hence, (G • K 2 ) + K m has independence roots at i and −i. Theorem 2.10. Let k ∈ Z be nonzero. Then every graph is an induced subgraph of a connected graph with i k and − i k as independence roots. Table 1 : Values for i k (i + 1) 2(n−k) for n ≡ 3 (mod 4).
Proof. Let G be a graph or order n with n ≡ ℓ (mod 4), 0 ≤ ℓ ≤ 3. Let H be a graph of order n + (3 − ℓ) such that G is an induced subgraph of H (note that many exist, for instance H = G + K 3−ℓ ). Now n + (3 − ℓ) ≡ 3 (mod 4) so from Proposition 2.9, (H • K 2 ) + K m has independence roots at i and −i for some m ≥ 0. Therefore G is an induced subgraph of a graph with independence roots at i and −i. Now from Lemma 2.4, (H • K 2 ) + K m [K k ] has independence roots at i k and − i k . Finally, the subset of vertices formed by taking one vertex from each of the cliques substituted into each vertex of the induced copy of G in (H • K 2 ) induces a copy of G in (H
We remark that the graphs found in Theorem 2.10 can be extremely large. For example, if G is the tree in Figure 4 of order n = 14, then the smallest connected graph from our construction that contains G as an induced subgraph with purely imaginary independence roots will have order 1509397. Figure 4 : Tree whose smallest known connected supergraph with purely imaginary roots has order 1509397.
Although this tree is a subgraph of a graph with purely imaginary independence roots, we have yet to see any trees with purely imaginary independence roots. In fact, every graph mentioned above with purely imaginary independence roots has universal vertices and therefore many cycles. It is tempting to conjecture that every graph with purely imaginary roots must have a universal vertex and therefore that no trees have purely imaginary independence roots. However, for every graph with purely imaginary independence roots a corresponding tree can be constructed that also has these purely imaginary independence roots. This is done using a fascinating result due to Bencs [1] . 11 ([1] ). If G is a connected graph, then there exists a tree T and a sequence of induced subgraphs of G, G 1 , G 2 , . . . , G k , such that I(T, x) = I(G, x)I(G 1 , x)I(G 2 , x) · · · I(G k , x).
Note that the proof is constructive, but the construction is beyond the scope of this note so we direct (and encourage) the interested reader to see [1] . We do note that T can be much larger than G. This proposition and Theorem 2.5 also yield the following corollary. Corollary 2.12. For all n ∈ Z \ {0}, there are infinitely many trees with independence roots at i n . We conclude by asking two questions: Question 1. For every α ≥ 5, is there a connected graph with independence number α that has a purely imaginary independence root? From Propositions 2.2 and 2.9 there are for α = 8k − 2 (k ≥ 1) and α = 2k for all k ≡ 3 (mod 4). However, we do not know of any odd such α except α = 5. 
