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Abstract
The nature of seismic scattering was investigated by elastic scattering theory and numerical exper-
iment. Seismic scattering situations can be classiﬁed by analyzing the amplitude versus scattering
angle behavior of the scattered seismic wave ﬁeld. Signiﬁcant phase reversals (SPR) within the
ﬁrst arrival scattered seismic wave ﬁeld from small or sphere shaped scatterers can be utilized as
a robust classiﬁcation criterion. The position of the scatterer has to be known. The concept of
SPR classiﬁcation can in part be extended to the case of scattering from large complex objects, if
assuming that scattered energy emanates from scattering centers, i.e. areas of strong curvature.
The shape of large objects has a signiﬁcant impact on the dynamics of the scattered wave ﬁeld and
amplitude versus scattering angle analysis may be diﬃcult. Acquisition geometry should provide
suﬃcient fold, resolution and range of scattering angles.
Seismic acquisition and processing aimed towards resolving position, shape and composition of
a single scatterer, has to focus on gaining and preserving as much scattered energy as possi-
ble. Scattered seismic energy is weakened by CMP processing. Thus gather oriented as well as
prestack methods capable of enhancing the scattering response and assisting in classifying a given
scattering situation were developed. A new 3D migration technique based on diﬀraction stack
migration was introduced. The method uses either coherency (DCM) or polarization information
(DPM) to enhance the image of scattering centers in the migrated 3D cube over those of reﬂector
elements.
DCM and DPM were applied to marine and crustal seismic data sets:
Multichannel seismic surveying using boomer sources was tested, as a ﬁrst step in developing a high
resolution 3D marine seismic acquisition technique. Boomer sources show suﬃcient repeatability
to be applied in multichannel marine seismic acquisition and processing. For the ﬁrst time a high
resolution multichannel 212D seismic survey in the Baltic Sea was conducted. A Pleistocene ﬂuvial
channel system situated below a ﬂat cover of unconsolidated sediments was revealed in Kiel Bay.
DCM proved to eﬃciently enhance the image of marine scattering centers.
Crustal VSP data was acquired within the scope of the DSI technology development program
which is aimed towards detecting massive volcanogenic ore deposits in the crystalline crust using
seismic methods. DCM and DPM were applied to single shot three component VSP data acquired
in Matagami, Canada. Due to a lag in azimuthal shot coverage it was not possible to resolve the
azimuthal position of the Bell Allard orebody by DCM. DPM reduced imaging ambiguity and a
scattering center in vicinity to the orebody was found. DCM was also applied to a crustal multi
source VSP data set acquired at Norman West area of the Sudbury impact structure, Canada.
The migration image shows signiﬁcant background noise. Correlation with regional geology is
aggravated by similarities between geological structures and the imaging ambiguity imprint on the
migration result.
Zusammenfassung
Die Eigenschaften seismischer Streuung wurden mit Hilfe der elastischen Streutheorie und anhand
numerischer Experimente untersucht. Seismische Streusituationen ko¨nnen durch die Analyse des
Amplitudenverhaltens mit dem Streuwinkel klassiﬁziert werden. Als robustes Klassiﬁzierungskri-
terium ko¨nnen signiﬁkante Phasenumkehrungen (SPR) im Ersteinsatz des, von kleinen oder
kugelfo¨rmigen Streuern, gestreuten seismischen Wellenfeldes ausgenutzt werden. Dazu muß die
Position des Streuers bekannt sein. Das Konzept der SPR Klassiﬁzierung kann zum Teil auf den
Fall der Streuung von großen komplex geformten Objekten ausgedehnt werden. Die Form großer
Objekte hat merklichen Einﬂuß auf die Dynamik des gestreuten Wellenfeldes und eine Analyse
des Amplitudenverhaltens mit dem Streuwinkel wird erschwert. Die Akquisitionsgeometrie sollte
eine ausreichende Winkelu¨berdeckung, -auﬂo¨sung und -bereich liefern.
Seismische Messungen und Datenbearbeitung die darauf ausgerichtet sind Lage, Form und Zusam-
mensetzung von Einzelstreuern zu ermitteln, mu¨ssen so viel gestreute Energie wie mo¨glich sam-
meln und erhalten. Gestreute seismische Energie wird in der CMP Datenbearbeitung abgeschwa¨cht.
Deswegen wurden andere, sowohl an Spurfamilien orientierte, als auch Prestack-Methoden ent-
wickelt, die in der Lage sind, die Streuantwort zu versta¨rken und eine gegebenen Streusituation
zu klassiﬁzieren.
Eine neue 3D Migrationstechnik, die auf der Methode der Diﬀraktionsstapelung basiert, wurde
eingefu¨hrt. Die Methode nutzt entweder die Koha¨renz (DCM) oder Polarisationsinformationen
(DPM), um das Abbild von Streuzentren im migrierten 3D Wu¨rfel u¨ber das von Reﬂektorele-
menten hinaus zu versta¨rken.
DCM und DPM wurden auf marine und krustenseismische Datensa¨tze angewendet:
Als erster Schritt in der Entwicklung einer hochauﬂo¨senden 3D-marineseismischen Registrierungs-
technik wurden seismische Mehrkanalmessungen mit Boomer-Quellen getestet. Boomer-Quellen
zeigen ausreichende Signalstabilita¨t, um fu¨r Mehrkanalregistrierungen und -datenbearbeitung einge-
setzt zu werden. Erstmalig wurde eine hochauﬂo¨sende 212D-seismische Messung in der Ostsee
durchgefu¨hrt. In der Kieler Bucht konnte ein pleistoza¨nes ﬂuviales Kanalsystem unterhalb der
ﬂachen Schlickbedeckung kartiert werden. DCM konnte das Bild von marinen Streuzentren eﬀek-
tiv versta¨rken.
Das DSI Technologie-Entwicklungsprogramm hat zum Ziel, vulkanogene Erzlagersta¨tten in der
kristallinen Kruste mit Hilfe seismischer Methoden aufzuﬁnden. DCM und DPM wurden auf
einen Einzelschuß-VSP-Datensatz, der im Rahmen von DSI im kanadischen Matagami gemessen
wurde, angewendet. Durch einen Mangel an azimuthaler Abdeckung war es nicht mo¨glich die
azimuthale Position des Bell Allard Erzko¨rpers mit DCM aufzulo¨sen. DPM reduzierte die Ab-
bildungsvieldeutigkeit und ein Streuzentrum nahe dem Erzko¨rper wurde gefunden. DCM wurde
ebenfalls auf einen krustenseismischen Mehrschuß-VSP-Datensatz angewendet, der im Norman
West Gebiet der Sudbury Impakt Struktur (Kanada) aufgezeichnet wurde. Das Migrationsbild
weist erhebliches Rauschen auf. Die Korrelation mit der regionalen Geologie wird durch die
A¨hnlichkeiten der geologischen Strukturen mit den Sto¨rmustern der Abbildungsvieldeutigkeit im
Migrationsergebnis erschwert.
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Chapter 1
Introduction
1.1 Motivation
Modern geophysics and geology have drastically changed the way scientists look at the
earths interior. It is understood today that the earth is heterogeneous everywhere from the
crust and mantel to the core. The scales of these heterogeneities range from the size of
rocks to the size of continents (Wu, 1986).
Controlled source seismology is the geophysical tool most suited to investigate the deep
and shallow structure of the earth. Seismology is the science of seismic waves as naturally
generated by earthquakes, or excited by man-made sources, such as dynamite or even sledge
hammers. Seismic sensors (geophones or hydrophones) are used to record the seismic wave
ﬁeld in space and time to image subsurface structures.
Often seismic imaging techniques (which include pre- and poststack migration and CMP
processing) assume that the subsurface is composed of laterally continuous lithological
contacts. The subsurface is treated as an acoustic or elastic medium. For layered media
ray approximations are used to describe seismic wave propagation. It is assumed, that rays
are reﬂected by lithological interfaces following Snell’s law (Cˇerveny´ et al., 1977). The
layered media and ray approximation holds well for sedimentary basins, the main target of
oil prospecting industry (Ostrander, 1984).
However, if the characteristic extent a of a subsurface structure is of the order of the
wavelength λ = 2π
k
= f
c
(k: wavenumber, f : frequency, c: medium velocity) of the
incident seismic wave ﬁeld, the assumptions of the ray approximation break down and
scattering occurs. The ratio between dominant wavelength and characteristic extent is
generally described by the normalized frequency k · a. The ray approximation is valid for
the region ka  10. Figure 1.1 shows plots for ka = 1 and ka = 10 as a function of
dominant source signal frequency f and background medium velocity c. For smaller values
of ka subsurface structures will tend to scatter rather then reﬂect the seismic wave ﬁeld.
Ignoring eﬀects of intrinsic absorption (Bohlen, 1998), the nature of seismic scattering is
well described by elastic wave theory. In contrast to electromagnetic or acoustic scattering
problems, elastic wave scattering includes the diﬃculty of mode conversion eﬀects (Varadan
et al., 1991). In elastic solids longitudinally and transversely polarized wave modes exist and
propagate with diﬀerent speed. Mode conversion occurs if an elastic wave hits a boundary,
i.e. a region where the material parameters of the medium change.
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Figure 1.1: a) Surfaces indicating constant normalized frequency ka as a function of
frequency, f , velocity, v and scatterer extent, a. For the region ka < 10 scattering of seismic
waves occurs. Ray approximations are only valid for ka  10. Note that for the types of
seismic experiments indicated the scattering domain is entered for diﬀerent values of a. b)
Due to the fact that seismic sources and sensors can only be deployed at earth’s surface or
in boreholes, only three generic types of acquisition geometries suitable for the investigation
of scattering problems can be applied: Surface seismic surveys (backscattering), vertical
seismic proﬁling, VSP (side scattering) or cross-well surveys (foreward scattering).
Exact and approximate solutions to the scattering problem in elastic media exist:
Mathematical descriptions include exact solutions for scattering from objects which are de-
scribable in a closed mathematical form, like spheres, spheroids, cylinders or ellipsoids
(Varadan, 1978; Varadan & Varadan, 1979; Korneev & Johnson, 1993a; Korneev &
Johnson, 1993a). Approximate mathematical descriptions exist for very small objects
(ka  1: Rayleigh scattering (Strutt (Lord Rayleigh), 1871)), intermediate sized spheres
and spheroids (0.1 ≤ ka  10) (Mie, 1908; Asano, 1979) and objects with either small
extend or material parameter perturbation (Born approximation (Hudson & Heritage, 1981;
Gubernatis et al., 1977b; Gubernatis et al., 1977a)).
Numerical solutions of elastic wave equation provide an exact description of the scattering
response, such as 3D ﬁnite diﬀerence (FD) modeling (Bohlen, 1998). The requirements
for modeling accuracy have to be accounted for, though. If the scattering problem under
consideration includes the simultaneous treatment of structures of signiﬁcantly diﬀerent
scales, modeling can become computationally very expensive and hybrid methods, e.g.
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combining multiple multipole (MMP) and ﬁnite element (FE) methods, might be more
eﬃcient (Imhof, 1996).
For exploration geophysics, studying subsurface heterogeneities oﬀers greater chances for
ﬁnding oil, gas or minerals. For example massive volcanogenic ore deposits are of ma-
jor economical interest and are increasingly investigated using seismic methods (Salisbury
et al., 1996; Milkereit et al., 1996; Eaton et al., 1996; Hajnal et al., 1997; Adam, 2000).
In engineering, perturbations within an otherwise homogeneous background medium can
represent possible hazards to man and equipment (e.g. tunnel construction, Kneib et al.,
2000). The detection and classiﬁcation of scatterers in the marine environment is of great
importance for hazard analysis and engineering studies. Possible scattering objects range
from ship wrecks to boulders and gas accumulations within the sediments.
1.2 Aims of this Study
In standard seismic data processing the scattered seismic signal is often treated as noise
and much eﬀort sometimes is put in removing the signature of scattered energy from
seismic sections. However, it includes useful information about composition and shape of
the scattering object. Scattered seismic energy is distributed to a wide spatial range, and
thus the scattering response is much weaker then reﬂections from comparable impedance
contrasts.
Detecting scattered energy, resolving shape and composition of scattering objects has to
focus on gaining and preserving as much scattered energy as possible throughout the seis-
mic data acquisition and processing.
The aim of this study is to develop and investigate a variety of seismic data processing
methods that are capable of enhancing either the image of subsurface scattering inclusions
or the characteristic signature of scattered seismic energy observed on seismic sections.
Given the position of a scatterer, subsequent analysis of amplitude and phase variations of
scattered seismic energy with scattering angle will provide information about the composi-
tion of the object. Unlike in seismic inversion application it was not intended to comprise
both task in one single method. Instead a variety of diﬀerent processing methods for sur-
face seismics and VSP acquisition geometries are discussed in order to provide a set of
ﬂexible modules that can be applied in a processing sequence which might be adapted to
the individual acquisition situation.
The nature of scattering from elastic perturbations, i.e. the dynamic and kinematic char-
acteristics of scattered energy is investigated by theoretical consideration and in numerical
experiments. It was intended to gain a deeper understanding of the processes of seis-
mic scattering from single geological or man-made subsurface inclusions. The knowledge
gained from these considerations was consequently applied to the development of the new
processing methods.
The access to the host medium and scattering inclusions is limited due to the fact that
seismic sources and sensors can only be deployed at the solid surface of the earth or in
boreholes. Since scattering can show pronounced directional behavior it can be crucial to
the success of a seismic experiment, whether the layout decided on is able to detect a
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maximum of scattered energy or not. Limited directional coverage of the target region can
lead to imaging ambiguity.
Basically only three possible seismic acquisition geometries exist as is illustrated in ﬁgure
1.1. Surface seismic surveys are applied in land as well as in marine seismic applications.
Sources and receivers are arranged along lines or covering a wider area, either providing a two
or three dimensional image of the subsurface (2D, 3D seismics). In scattering applications
this layout would be most suitable if dominant backscattering is excited by the target
objects. The mining industry has long relied on traditional mapping and drilling to locate
base metal deposits (Salisbury et al., 1996). This approach is eﬀectively supported by
vertical seismic proﬁling (VSP) acquisition techniques for which receivers are deployed in
the borehole at diﬀerent depths, whereas the source is still located at the surface. Either
source or receiver locations are moved during acquisition in order to obtain suﬃcient ray
coverage. VSP surveys are most eﬃcient if steeply dipping structure have to be imaged or
strong side scattering is expected. Figure 1.1 shows the schematic of a typical cross-well
seismic survey, where shots and receivers are deployed in diﬀerent boreholes. This technique
should be considered, when the scattering process is governed by strong forward scattering.
It is however cost intensive and was not investigated in this study.
1.3 Outline
In the ﬁrst chapter of this study I will review the basic concepts of scattering and diﬀraction
theory. The chapter is subdivided into three major parts:
Section 2.1 reviews the basic concepts of classical elastic scattering theory. Mathematical
expressions for the Rayleigh and Born scattering elastic wave ﬁelds will be derived. Scat-
tering from large complex shaped objects of arbitrary composition most often can not be
described in a closed analytical form. Numerical solution of the elastic wave equation, as
in the case in ﬁnite diﬀerence modeling, helps to understand the scattering process. The
ﬁnite diﬀerence modeling algorithm applied in this study will thus be discussed in the last
part of this section. In the ﬁrst parts of section 2.1 and section 2.3 scattering from small
inclusions is always treated ﬁrst, being followed by a discussion on scattering from larger ob-
jects. Since scattering and diﬀraction generate a comparable signature on seismic sections,
they are often treated as the same phenomenon. I will brieﬂy review the main concepts of
diﬀraction theory in section 2.2, as a basis for a follow-up discussion on similarities and dif-
ferences of both cases. Based on the derived mathematical expression and ﬁnite diﬀerence
modeling results for scattered elastic wave ﬁelds in section 2.3 the dynamic and kinematic
characteristics of scattered and diﬀracted wave ﬁelds will be discussed. A new approach to
classiﬁcation of scattering phenomena will be given.
In order to account for the characteristic dynamic and kinematic behavior of scattered
seismic energy in seismic data processing, several new processing approaches have been
developed and tested in the scope of this study. In chapter 3 these methods are treated in
two major sections:
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It is quite common in seismic processing to group together seismic traces with equal ge-
ometrical attributes, such as common source, common receiver or common oﬀset. The
newly developed methods which follow this gather orientated approach are considered in
section 3.1. The section is subdivided into four parts referring to the individual geometrical
attribute used for gathering in each method.
By prestack migration the image of the subsurface is constructed directly from recorded
seismic events. In section 3.2 two new migration techniques will be presented, which provide
some potential of enhancing the image of subsurface scattering, diﬀraction locations over
images of reﬂectors. The image obtained for the scattering inclusion by seismic migration
can show signiﬁcant ambiguity. This eﬀect is in part explained by the fact, that scattering
is a three-dimensional phenomenon and seismic acquisition layouts will always have limited
ray directional coverage. Imaging ambiguity will thus also be discussed here.
The new prestack migration processing techniques will be applied to real seismic data sets in
chapter 4. Their performance regarding the task of enhancing scatterer over reﬂector images
will be discussed by example of a multichannel high frequency marine seismic survey that was
conducted in shallow waters of the Baltic Sea (section 4.1) and crustal seismic data sets that
were acquired by vertical seismic proﬁling (section 4.2). Target of the investigation will be
scattering and diﬀraction caused by gas accumulations in unconsolidated sediments as well
as large base metal ore deposits embedded in earth’s crystalline crust. As discussed above,
3D seismic acquisition should provide an optimal basis for eﬀectively gathering scattered
seismic energy, because seismic sensors will cover a broad range of source receiver oﬀsets
and azimuths. Thus in section 4.1 ﬁrst steps towards development of a high resolution 3D
marine seismic acquisition system will be described.
Chapter 2
Theory of Elastic Scattering and
Diﬀraction
The ﬁrst chapter of this study is dedicated to the review of theoretical and numerical
considerations regarding the scattering and diﬀraction of seismic waves. Scattering theory
provides the necessary means of developing new processing and interpretation approaches
to seismic scattering from isolated inclusions in the subsurface. Scattering and diﬀraction
in some aspects are very similar and often treated as equivalent seismic eﬀects. However,
they substantially diﬀer if we take a closer look at the dynamics of their scattered and
diﬀracted wave ﬁelds. It is thus reasonable to investigate not only the dynamic and kine-
matic characteristics of scattered but also of diﬀracted seismic energy.
The following chapter is subdivided into three main sections. In each section an introduc-
tory review of the major contributions from other scientists will be given:
In the ﬁrst section I will review the basic principles of scattering theory. Starting with
Rayleigh scattering theory, scattering from inclusions of arbitrary material parameters which
are much smaller than the seismic wavelength will be described. Rayleigh scattering pro-
vides the means of understanding the dynamic characteristics of the scattered wave ﬁeld
also for larger inclusions (section 2.1.1). Subsequently, the theory of the Born approxi-
mation will be discussed. Although it is limited in its validity and applicability, the Born
approximation is widely used in active and passive source seismology today. Scattering
from inclusions comparable to the size of the seismic wavelength can be described by this
linearized perturbation theory, provided that the contrast in material parameters of the
scatterer is suﬃciently small (section 2.1.2). If scattering objects become large compared
to the seismic wavelength and possibly exhibit strong material parameter perturbations,
numerical methods have to be used in order to describe the scattered wave ﬁeld. Thus
ﬁnalizing this section a description of a ﬁnite diﬀerence algorithm will follow which was
later used to model the exact scattering response from large complex objects of arbitrary
material parameter perturbation (section 2.1.3).
The second section of the chapter will review the theory of seismic diﬀraction, in its re-
alization of the Edge Wave theory (EWT, section 2.2.1). EWT is commonly applied to
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model and investigate diﬀractions, caused by abrupt changes in otherwise smoothly varying
subsurface structures. Since EWT is a ray approximation solution to the wave equation the
concept of seismic ray tracing will also be reviewed. It builds the basis for understanding
the concept of EWT.
In the last section of this chapter I will investigate the dynamic and kinematic charac-
teristics of scattered and diﬀracted seismic wave ﬁelds as it follows from the theoretical
considerations discussed. Several examples will be used which relate to the marine and
crustal seismic case histories discussed in chapter 4). At ﬁrst the dynamic characteristics
of seismic waves scattered from very small inclusions, i.e. Rayleigh scatterers will be in-
vestigated. Subsequently the eﬀects of shape and composition of larger inclusions within
the scope of the Born approximation will be discussed. following this a review of results
from modeling the seismic scattering response from large complex objects using the ﬁnite
diﬀerence algorithm mentioned above will be given. The given examples will only relate
to the crustal seismic case histories of chapter 4. A short discussion about the dynamic
characteristics of the diﬀracted seismic wave ﬁeld will follow (section 2.3.1).
The equal kinematic characteristics of diﬀracted and scattered seismic wave ﬁelds are im-
portant for the development of seismic imaging and interpretation methods for scattered
seismic wave ﬁelds and will be discussed ﬁnalizing the current chapter (section 2.3.2).
2.1 Scattering Theory
Scattering occurs if the wavelength is comparable to or much larger than the extent of a
subsurface heterogeneity. The relative size of a scattering inclusion is best described by the
normalized frequency k · a, which is deﬁned as the product between the wave number of
the incident wave ﬁeld and the inclusions size.
If ka 1, i.e. the wavelength of the incident wave ﬁeld is much greater than the inclusion
itself, the scattered power will be proportional to k4 and can be described by the Rayleigh
scattering theory (Strutt (Lord Rayleigh), 1871).
If the wavelength gets smaller compared to the size of the object, i.e. ka ≈ 1, we enter
the regime of resonance or Mie scattering. A complete mathematical-physical theory of
the scattering of electromagnetic radiation by spherical particles, was developed by G. Mie
in 1908. In this context it is deﬁned as scattering produced by spherical particles without
special regard to comparative size of radiation wavelength and particle diameter. The Mie
approximation assumes that the inclusion is composed of numerous small non-interacting
parts, each of which causes a scattered ﬁeld of the Rayleigh scattering type. Only in
1979 this approach was extended to spheroids by Ansano. Scattering in this regime is
often referred to as Mie scattering even though the scattering inclusion is not of spherical
symmetry.
An exact solution to the problem of scattering from spheres of arbitrary size and contrast
can be found in e.g. Korneev & Johnson (1993a; 1993b). The use of a spherical vector
expansion restricts this boundary matching approach (BMA) to the spherical symmetry of
the scatterer. It can, however, be expanded by the use of a diﬀerent set of basic functions as
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shown in Pao & Varatarajulu (1976). This so called T-matrix or scattering matrix approach
yields the mathematical instruments of describing the scattered wave ﬁeld for objects with
strong parameter perturbation and for a broad variety of shapes (Varadan, 1978; Varadan
& Varadan, 1979). The success of the method is, however, dependent on the convergence
of the expansion series used and is only applicable to shapes that are describable in a closed
mathematical form, i.e. spheres, cylinders and ellipsoids (Wu, 1989a). The approach is
described in detail by Varadan & Varadan (1978).
If the scattering object is comparable to or smaller than the wavelength of the incident
wave ﬁeld, and the contrast in material parameters is suﬃciently weak, an approximate
description of the scattering is widely used. This so called Born approximation, of which
the ﬁrst derivations were given by Bhatia (1959) and Miles (1960), provides the means of
separately describing the inﬂuence of composition and shape of the scattering inclusion.
It was comprehensively derived by Gubernatis, et al. (1977b; 1977a) and reviewed by Wu
(1989b).
If the scatterer is of arbitrary shape and contrast in its material parameters and tends to
be even larger than the seismic wavelength scattering can only be described using exact
numerical solutions, such as ﬁnite diﬀerence algorithms (e.g. Bohlen, 1998 and Bohlen et
al., 2000)
The interest of seismology in scattering, diﬀraction phenomena is mainly restricted to two
cases. First, scattering attenuation as it occurs in random media (Aki, 1980; Sato, 1982;
Shapiro, 1993) and second, scattering/diﬀraction at earth core-mantel boundary (Haddon
& Buchen, 1981).
Only few authors have been interested in investigating scattering from isolated impedance
contrast regarding the possibility of imaging the scatterer itself (e.g. Belfer et al., 1998;
Landa & Keydar, 1998).
A comprehensive review of the diﬀerent scattering regimes and their relevance for modern
seismology can be found in Wu (1986).
In the following I will review the theory of scattering from spheres of arbitrary size and
material parameter perturbation as it was derived by Korneev and Johnson (1993a,b).
Rayleigh scattering can be regarded as a special case of scattering from spheres, i.e. when
the sphere is very small. The equations for the far ﬁeld scattered amplitudes of small
inclusions for either arbitrary and low parameter contrast will be derived. Following this, I
will discuss the theory of the Born approximation as it is found in Gubernatis et al. (1977b;
1977a). The equations for the far ﬁeld scattered amplitudes in the limits of the Born
approximation will be derived. The validity criterion as it was investigated by Hudson &
Heritage (1981) will be given. Finally I will brieﬂy describe the ﬁnite diﬀerence algorithm
(Bohlen, 1998) that is used in the section 2.1.3 in order to model the scattering response
from large complex objects of arbitrary material parameter contrast.
2.1.1 Rayleigh Scattering
The process of scattering from small inclusions of arbitrary strong material parameter con-
trast compared to a given background medium is called Rayleigh scattering. A small object
in this regard shows a characteristic extend a much smaller than the wavelength of the
incident wave ﬁeld. In this section I will follow a solution for scattering from spheres of ar-
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bitrary size and material parameter contrast as derived by Korneev and Johnson (1993a,b),
since Rayleigh scattering can be described as a special asymptotic case of scattering from
a sphere.
θ
φ
z
y
R’
R
x
u
u’, u
0
Figure 2.1: Coordinate system and scattering geometry for a generic scattering experiment.
The forward scattering direction is deﬁned by θ = 0. Please note, that the angle of seismic
reﬂection κ in contrast is deﬁned as the angle between a reﬂector surface normal and the
incident or emerging ray. It is assumed that the region R′ compared to the background
medium carries a perturbation of material parameters.
In order to solve the scattering problem for the sphere the incident and scattered wave ﬁelds
are written as a series of spherical vector systems, which was derived by Petrashen (1945;
1949):
Y0lm ≡ Y0lm(θ, φ) = r×∇Ylm(θ, φ)
Y+lm ≡ Y+lm(θ, φ) = (l + 1)rˆYlm(θ, φ)− r∇Ylm(θ, φ)
Y−lm ≡ Y−lm(θ, φ) = lrˆYlm(θ, φ) + r∇Ylm(θ, φ) (2.1)
where rˆ is the unit vector in radial direction. Ylm denote the spherical harmonic functions:
Ylm(θ, φ) = e
imφPml (cos θ), l ≥ 0, (−l ≤ m ≤ l) (2.2)
with Pml (x) being the Legendre functions:
Pml (x) = (1− x2)m/2
dl+m
dxl+m
(x2 − 1)l
2ll!
, (m ≥ 0)
Pml (x) = (−1)|m|
(l − |m|)!
(l + |m|)!P
|m|
l (x), (m < 0) (2.3)
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The incident (u0) and scattered wave ﬁelds (u′, u) must satisfy the elastodynamic equations
of motion for both the background medium R and inside the scatterer R′:
(λ+ 2µ)∇2u− µ∇×∇× u+ ρω2u = 0 (2.4)
which here is written in the frequency domain. λ, µ, ρ denote the Lame´-parameters and the
density. The wave ﬁelds must also satisfy the boundary conditions, i.e. the displacement
and traction on the sphere’s surface have to be continuous:
u′ = u0 + u
t′r[u
′] = tr[u0 + u] (2.5)
The traction for the inner and outer region is given by :
tr(u) = λ∇ · urˆ + 2µ∂u
∂r
+ µr[rˆ ×∇× u] (2.6)
The wave ﬁeld inside the sphere has to stay ﬁnite and the scattered ﬁeld has to satisfy a
radiation condition:
u ≈ c(θ, φ)
r
e−ikr, (r →∞) (2.7)
kp =
ω
vp
, ks =
ω
vs
, (2.8)
vp =
√
λ+ 2µ
ρ
= α−1, vs =
√
µ
ρ
= β−1, for both regions (2.9)
c(θ, φ) is a vector quantity only depending on the polar and azimuthal angles θ and φ,
respectively, ω the circular frequency of the incident wave ﬁeld.
A plane compressional wave propagating in positive z-direction, i.e.
u0 = e−iωαz zˆ (2.10)
(α denoting the slowness of the background medium, zˆ the unit vector in z-direction, eiwt
is ommited), expressed in terms of the spherical vector expansion given above reads as
follows:
u0 =
∞∑
l≥0
{jl+1(ωαr)Y+l0 − jl−1(ωαr)Y−l0} exp{−i[π/2(l + 1)]} (2.11)
jk(x) are spherical Bessel functions.
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Solving the wave equation for the inner and outer scattered ﬁelds u′ and u then yields:
u′ =
∞∑
l≥0
{[α′ljl+1(ωα′r) + lb′ljl+1(ωβ ′r)]Y+l0
+[−a′ljl−1(ωα′r) + (l + 1)b′ljl−1(ωβ ′r)]Y−l0}
exp{−i[π/2(l + 1)]}
u =
∞∑
l≥0
{[αlhl+1(ωαr) + lblhl+1(ωβr)]Y+l0
+[−alhl−1(ωαr) + (l + 1)blhl−1(ωβr)]Y−l0}
exp{−i[π/2(l + 1)]} (2.12)
hk(x) are the spherical Hankel functions of the second kind. The spherical Bessel function
jk(x) are used to represent the scattered ﬁeld inside the scatterer and satisfy the condition
of ﬁnite. The spherical Hankel function satisfy the radiation condition. u can be written
in an explicit and more convenient form (Gritto et al., 1995):
u = up + us (2.13)
u =
∞∑
l≥0
e−i
π
2
(l+1)(2l + 1)
{
al
[(
(l + 1)
hl(kpr)
kpr
− hl−1(kpr)
)
Pl(cos θ)rˆ − hl(kpr)
kpr
∂Pl(cos θ)
∂θ
θˆ
]
+bl
[
l(l + 1)
hl(ksr)
ksr
Pl(cos θ)rˆ +
(
hl−1(ksr)− hl(ksr)
ksr
)
∂Pl(cos θ)
∂θ
θˆ
]}
rˆ and θˆ are unit vectors in r and θ direction, respectively. up and us are the scattered
compressional and shear wave ﬁelds, respectively. The unknown coeﬃcients al and bl (for
both regions) can be found by satisfying the boundary conditions of the scattering problem
(boundary matching approach). Both coeﬃcients are available in analytical form and can
thus be calculated for any order of l. For the special case of the Rayleigh approximation
(kR 1) equation 2.13 can be restricted to only those terms which are lowest in frequency
(Gritto et al., 1995) and the following expressions for al and bl are obtained:
a0 = i
ξ3
6
3
2
(λ
′ − λ) + µ′ − µ
1
2
(3
2
λ′ + µ′) + µ
(2.14)
a1 = −iξ
3
9
[
ρ′
ρ
− 1
]
, b1 = i
η3
9
[
ρ′
ρ
− 1
]
, (2.15)
a2 = iξ
3 4
45
[
µ′
µ
− 1
]
γ2
D
, b2 = −iη3 2
45
[
µ′
µ
− 1
]
γ
D
(2.16)
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with
ξ = kpR, η = ksR, (2.17)
γ =
vs
vp
, D = 1 +
2
15
[
µ′
µ
− 1
]
(3 + 2γ2) (2.18)
As can be seen from the above equations, al and bl depend on the wavenumber of the
wave ﬁeld as well as on the physical properties of the sphere and the background medium.
If we insert these coeﬃcients into equation 2.13, we arrive at a low frequency, Rayleigh
scattering approximation for the sphere with arbitrary contrasts in the material parameters.
This solution is valid for the near and far scattered wave ﬁelds up and us, respectively
(Korneev & Johnson, 1993b):
up = A
{
−1
2
3
2
(λ′−λ)+µ′−µ
1
2
( 3
2
λ′+µ′)+µ +
(
ρ′
ρ
− 1
)
cos θ
+ 2
3
(
µ′
µ
− 1
)
γ2
D
(1− 3 cos2 θ)
}
rˆ
(2.19)
us = B
{
−
(
ρ′
ρ
− 1
)
sin θ +
(
µ′
µ
− 1
)
γ
D
sin 2θ
}
θˆ (2.20)
with
A = k2p
V
4π
e−ikpr
r
, B = k2s
V
4π
e−iksr
r
(2.21)
If the parameter perturbations are small, i.e.:
|δλ|
λ
=
|λ′ − λ|
λ
 1; |δµ|
µ
=
|µ′ − µ|
µ
 1; |δρ|
ρ
=
|ρ′ − ρ|
ρ
 1 (2.22)
the coeﬃcients al, bl can be expressed in a converging binomial series expansion, where
only the linear term is kept (Gritto et al., 1995). The expressions for the scattered wave
ﬁeld in equations 2.19 and 2.20 then read:
up = A
{
−1
2
3
2
δλ+ δµ
1
2
(3
2
λ+ µ) + µ
+
δρ
ρ
cos θ +
2
3
δµ
µ
γ2(1− 3 cos2 θ)
}
rˆ
us = B
{
−δρ
ρ
sin θ +
δµ
µ
γ sin 2θ
}
θˆ (2.23)
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or after some algebra:
up = A
{
− δλ
λ + 2µ
+
δρ
ρ
cos θ − 2δµ
λ+ 2µ
cos2 θ
}
rˆ (2.24)
us = B
{
−δρ
ρ
sin θ + γ
δµ
µ
sin 2θ
}
θˆ (2.25)
In case of an incident S-wave the derivation is analogous and will arrive at:
up = A
{
δρ
ρ
sin θ − ρδµ
µ
sin 2θ
}
cos φrˆ (2.26)
us = B
{
δρ
ρ
cos θ − δµ
µ
cos 2θ
}
cosφθˆ
+B
{
− δρ
ρ
cos θ
}
sinφφˆ
(2.27)
Equations 2.24 through 2.27 are equivalent to the Born-Approximation for small inclusions
of low contrast as will be described in the following section.
2.1.2 Born Scattering
If wavelength of the incident ﬁeld is comparable to the size of the scattering object, the
Rayleigh scattering approximation is no longer valid. The upper limit for the Rayleigh
approximation, i.e. kR  1, is not exactly known, but inclusions with relative size of
a
λ
≤ 17% generally carry an error of less than 5% (Gritto et al., 1995). Gubernatis (1977a,b)
derived a solution for the elastic scattered wave ﬁeld for an arbitrarily shaped inclusion of
suﬃciently low contrast in material parameters.
Derivation of the Born approximation
The scattering problem was formulated in the form of an integral equation that was derived
from the equivalent elastodynamic diﬀerential equation of motion (equation 2.4). The total
wave ﬁeld ut is formulated as a sum of incident u0 and scattered wave ﬁelds us,
uti = u
0
i + u
s
i = u
0
i + (u
′
i + ui) (2.28)
u′i and ui are vector components of inner and outer scattered wave ﬁelds, respectively.
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The scattered wave ﬁeld can be expressed in terms of an integral over the volume R of the
inclusion1:
uti = u
0
i + δρω
2
∫
R
gij(r− r′)uj(r)dr′ + δCjklm
∫
R
gij,k(r− r′)ul,m′(r′)dr′ (2.29)
δρ and δCjklm are the perturbations in density and elastic tensor components of the scat-
tering object compared to the background medium, and are deﬁned as:
δρ = ρ′ − ρ
δCjklm = C
′
jklm − Cjklm (2.30)
gij(r − r′) is the Greens function of an arbitrary background medium. uj(r′) is the wave
ﬁeld inside the scatterer, which is generally unknown. The notation f,k′ stands for δf/δx
′
k.
Figure 2.1 shows the geometry of the problem.
Equation 2.29 is a general result and valid for any perturbation δρ and δCjklm and any kind
of background medium. A solution for the general case of equation 2.29 is not available,
but can be formulated for the scattered far ﬁeld by making use of the Born approximation:
Starting with equations 2.28 and 2.29 the scattered wave ﬁeld can be written as:
usi = δρω
2
∫
R
gimumdr
′ + δCjklm
∫
R
gij,kul,m′dr
′ (2.31)
in the far ﬁeld r →∞ this takes on the approximate form (Gubernatis et al., 1977a,b):
usi = Ai exp(ikpr)(r
−1) + Bi exp(iksr)(r−1) (2.32)
with
Ai = rˆirˆjfj(kp)
Bi = (δij − rˆirˆj)fj(ks) (2.33)
rˆi are the Cartesian components of the unit vector in ray direction and
fi(k) = δρω
2
∫
R
gijuj exp(−ik · r)dr′ + δCjklm
∫
R
gij,kul,m′ exp(−ik · r)dr′. (2.34)
Ai and Bi are the far ﬁeld scattering amplitudes polarized in ray direction and perpendicular
to it, respectively. They describe the mode conversion into P- and S-waves that is produced
by scattering. For an isotropic homogeneous background medium the Greens function gij
is known analytically. This special case is now assumed and we use:
gij(R = r− r′) = 1
4πρω2
[
k2s
exp(iksR)
R δij −
∂
∂xi
∂
∂xj
(
exp(ikpR)
R −
exp(iksR)
R
)]
(2.35)
1Einstein summation convention is used in the following
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In order to solve equation 2.29 the waveﬁeld inside the scatterer has to be known, which
is generally not the case. It can, however, be approximated by the incident waveﬁeld itself.
Thus an iterative series expansion can be initialized, if equation 2.29 is formally written as:
ui = u
0
i +
∫
R
G [ui(r
′), ui,j′(r′)] dr′ (2.36)
where G[ui(r
′), ui,j′(r′)] describes the complete integral of equation 2.29. The iteration
procedure is deﬁned by:
u
(n+1)
i = u
0
i +
∫
R
G
[
u
(n)
i (r
′), u(n)i,j′(r
′)
]
dr′ (2.37)
and is initialized by u(0) = u0.
This series is known as the Born series and converges if |u(n+1)i − u(n)i | → 0 if n→∞
(Gubernatis et al., 1977a). It then is an exact solution for the scattering problem formulated
by equation 2.29. The number of iterations is equivalent to the order of the scattering
process. If the series 2.37 is truncated after the ﬁrst member, the scattering process is
only described by its ﬁrst order, often referred to as single scattering. This approximation
is then called ﬁrst order Born approximation or just Born approximation. Because of the
nature of the iteration, the Born approximation replaces the ﬁeld inside the object by the
incident wave ﬁeld. It must be noted, that the Born approximation is only valid for weak
single scattering and small sized objects. The accuracy of the approximation was extensively
investigated by Hudson and Heritage (1981), who derived a mathematical criterion for the
validity of the Born approximation. It is given by:
∆p =
|δρ|
ρ
+
|δλ|+ 2|δµ|
λ+ 2µ
 (ksa)−1 (2.38)
ks is the shear wavenumber in the background medium.
We can now derive the expressions for the far ﬁeld scattered amplitudes for incident plane
compressional and shear waves:
Starting with the case of an incident longitudinally polarized plane wave traveling in positive
z-direction, i.e.
u0i = aˆi exp(ikpz) (2.39)
where aˆi are the components of a unit vector in z direction and inserting into equation 2.34
we ﬁnd:
fi(krˆ) =
k2
4πρω2
[
(δρω2 − 2kpkδµ cos θ)aˆi − kpkδλrˆi
]
×
∫
R
exp [i(kpzˆ − krˆ)r′] dr′ (2.40)
where k has to be replaced by either kp or ks depending on the type of scattering mode
conversion.
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For the far ﬁeld scattered amplitudes Ai and Bi by substituting equation 2.40 into equation
2.33 we obtain:
Ai =
k2p
2π
(
δρ
ρ
cos θ − δλ+ 2δµ
λ+ 2µ
cos2 θ
)∫
R
exp [i(kpzˆ − kprˆ) · r′] dr′ · rˆi
(2.41)
Bi =
k2s
4π
(
kpδµ
ksµ
sin 2θ − δρ
ρ
sin θ
)∫
R
exp [i(kpzˆ − ksrˆ) · r′] dr′ · θˆi
(2.42)
The integral factor is called shape factor, because it only depends on the shape of the
inclusion and not on its composition. It also depends on the angle θ between rˆ and zˆ,
which is the scattering angle. The shape factor represents the three dimensional Fourier
transform of the spatial distribution of the object. The ﬁrst terms in equations 2.41 and
2.42 only depend on the composition of the object and on the scattering angle and is thus
called composition factor.
For the case of an incident transversely polarized plane wave traveling in positive z direction,
i.e.
u0i = bˆi exp(iksz) (2.43)
where bˆi are the components of a unit vector perpendicular to the z-direction, equation
2.34 reads:
fi(γrˆ) =
γ2
4πρω2
[
(δρω2 − ksγδµ cos θ)bˆi − γksδµrˆ1bˆ1δ1,3
]
×
∫
R
exp [i(kszˆ − γrˆ) · r′] dr′ (2.44)
with the corresponding scattering amplitudes:
Ai =
k2p
4π
(
δρ sin θ cosφ
ρ
− δµ
λ+2µ
ks
kp
sin 2θ cosφ
)
× ∫R exp [i(kszˆ − kprˆ) · r′] dr′ · rˆi
(2.45)
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Bi =
k2s
4π
[(
− δρ sinφ
ρ
+ δµ sinφ cos θ
µ
)
φˆi +
(
δρ cos θ cos φ
ρ
− δµ cos2 θ cosφ
µ
)
θˆi
]
× ∫R exp [i(kszˆ − ksrˆ) · r′] dr′
(2.46)
Shape factor for diﬀerent geometrical objects
For shapes that are describable in a closed analytical form, such as spheres, cylinders and
ellipsoids, the shape factor can explicitly be calculated by integration (Gubernatis et al.,
1977a):
S(p, q) =
∫
R
exp [i(pzˆ − qrˆ) · r′] dr′ (2.47)
For a sphere of a radius a, S(p, q) will then read as:
S = 4πa3
sin (a∆k)− a∆k cos (a∆k)
(a∆k)3
(2.48)
with
∆k = |∆k| = |pzˆ − qrˆ| in general
∆k = 2k sin θ
2
for non mode conversion scattering
∆k =
√
k2p + k
2
s − 2kpks cos θ for mode conversion scattering
(2.49)
If the normalized frequency a∆k approaches zero, i.e. the sphere gets very small com-
pared to the wavelength, S approaches unity for all scattering directions. Equations 2.41,
2.42,2.45 and 2.46 will then equal equations 2.24 through 2.27 derived in section 2.1.1, as
they should.
For a cylinder of a radius b, length 2a and cylinder axis aligned along the z axis, S reads
as follows:
S = 4πab2
sin a(∆k)z
a(∆k)z
j1[b(∆k)x]
b(∆k)x
(2.50)
(∆k)x and (∆k)z are the projections of ∆k onto the x and z axes, respectively and j1(x)
is the Bessel function of order unity.
The shape factor for an ellipsoid with its axis a1, a2 and a3 aligned along the x,y and z axes
of the coordinate system, is:
S = 4πa1a2a3
(sin∆K)−∆K cos∆K)
∆K3
(2.51)
where ∆K = (∆k21a
2
1 + ∆k
2
2a
2
2 + ∆k
2
3a
2
3)
1/2 with ∆ki representing the projection of ∆k
onto the aˆi axis. It equals that of a sphere in case of a1 = a2 = a3. Equation 2.47 can be
integrated numerically for more complex objects, which makes the Born approximation an
attractive tool for modeling the scattering response of single isolated inclusions.
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2.1.3 Scattering from Large Complex Objects
In the preceding section I described the mathematical approach to the description of scat-
tering phenomena for objects which are either small or of spherical symmetry or which
show suﬃciently small perturbations in their elastic parameters with respect to the refer-
ence medium. If the object is of comparable size or greater than the wavelength of the
incident wave ﬁeld, or possibly shows large perturbations in its material parameters, a closed
mathematical solution can only be obtained for a limited range of shapes and contrasts.
To describe and understand scattering from large objects with arbitrary shape and arbitrary
elastic parameters a diﬀerent approach was used instead. As already applied by Bohlen
(1998), a ﬁnite diﬀerence algorithm was utilized to model the complete scattered wave
ﬁeld for a broad variety of objects. Numerical solutions of the elastic wave equation 2.4
naturally provide the full wave ﬁeld response of the subsurface including the direct arrival
as well as scattered and reﬂected energy.
By deﬁnition (equation 2.28), the scattered wave ﬁeld is the diﬀerence between the total
and the incident wave ﬁelds. In order to obtain the scattering response as such, we thus
have to subtract the wave ﬁeld obtained for a model without scatterer from that obtained
for a model with scatterer. The procedure is illustrated in ﬁgure 2.2.
0
0.1
0.2
0.3
0.4
TW
T 
[s]
-300 0 300
Y [m]
with scatterer
0
0.1
0.2
0.3
0.4
-300 0 300
Y [m]
without scatterer
0
0.1
0.2
0.3
0.4
-300 0 300
Y [m]
difference
´ µ
Figure 2.2: The pure scattering response by deﬁnition (e.g. equation 2.28) is obtained by
subtracting the ﬁnite diﬀerence wave ﬁeld simulation without inclusion from a simulation
with inclusion (energy balanced for display).
The main results obtained by Bohlen et al. (in preparation 2000) using a model for scatter-
ing from mineral deposits embedded in the crystalline crust will be reviewed in section 2.3.1.
The FD algorithm used, is a 3D extension of the 2D viscoelastic and elastic ﬁnite diﬀerence
algorithms described by Robertsson et al. (1994b) and Levander (1988). In the algorithm
the velocity-stress formulation of the 3D viscoelastic wave equation is solved on a staggered
grid . The accuracy of the ﬁnite diﬀerence operators are of fourth order in space and of
second order in time (O(4,2)).
Finite diﬀerence modeling is commonly regarded as an exact modeling method for arbitrary
complex models. Inaccuracies, i.e. numerical grid dispersion and grid anisotropy, may occur
if the spatial and temporal sampling is not ﬁne enough. For the applied O(4,2) scheme the
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spatial grid spacing h must be less than λmins /6 where λ
min
s denotes the minimum shear
wavelength within the model. This guarantees that the error due to numerical dispersion is
smaller than 5 percent (Robertsson et al., 1994b). The 3D-FD algorithm is stable as long
as the time-step t fulﬁlls the criterion (Blanch, 1995):
t ≤ 6h
7
√
3vmaxp
(2.52)
where vmaxp is the maximum P-wave velocity within the model.
2.2 Diﬀraction Theory
The theory of diﬀraction is based on the original concept of Huygens, which describes the
disturbance at a point P in space due to an existing wavefront which emanates from a
source xs, as the superposition of an inﬁnite number of secondary waves, which are exited
on the wavefronts surface.
s
S
P
φ
x
Figure 2.3: Huygens-Fresnel-Principle. Each element of the wavefront S that has em-
anated from a source xs, can be regarded as the center of a secondary disturbance which is
propagated in form of a spherical wave. Interference of all secondary waves which are tuned
by an obliquity factor depending on Φ contribute to the resulting disturbance in point P.
It was put on a mathematical basis by Kirchhoﬀ in 1882. The ﬁrst rigorous solution to a
diﬀraction problem was given by Sommerfeld in 1896, when he discussed the diﬀraction of
a plane wave by a perfectly conducting semi-ﬁnite plane screen. Because exact solutions
for general diﬀraction phenomena are accompanied by mathematical diﬃculties, the ap-
proximate methods based on Huygens, Fresnel and Kirchhoﬀ must be used in most cases
of practical interest (Born & Wolf, 1980). Keller (1962) gave a kinematic description of
the diﬀraction phenomenon in his geometrical theory of diﬀraction, which however will fail
in predicting the dynamical behavior of the diﬀracted wave ﬁeld. Since the paper of Hilter-
man (1970) Kirchhoﬀ diﬀraction theory (KDT) has found a wide acceptance in reﬂection
seismology (Kampfmann, 1988). KDT simultaneously provides a solution for reﬂected and
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diﬀracted seismic wave ﬁelds. In geophysical applications it is widely used to model seismic
reﬂection and diﬀractions from planar, curved and/or interrupted geological interfaces.
KDT is often applied in its acoustic representation, although there is no principle restriction
in the approach to the use of the scalar wave equation. A formulation for the elastic wave
equation was for example given by Pao and Varatarajulu (1976).
In KDT it is generally assumed, that the seismic wavelength is much smaller than the extent
of any of the subsurface structures. The relative size of subsurface discontinuities is thus
given by a normalized frequency k · a 1.
Edge Wave method (EWT) is closely related to the Kirchhoﬀ integral method and diﬀers
only in the approximations of the integral (Klem-Musatov & Aizenberg, 1989). This theory,
as derived by Klem-Musatov (1985), provides a convenient way of describing reﬂected and
diﬀracted seismic waves as two linear independent ray approximation solutions of the wave
equation.
I will now review basic principles of ray tracing which build the basis for understanding the
main results of the edge wave theory. The theory itself will be discussed subsequently.
2.2.1 Edge Wave Theory
The concept of ray theory builds the basis for understanding the Edge Wave theory and
shall now be reviewed. An overview of this theory can, e.g., be found in Rabbel (1987).
Subsequently, the basic concepts of the Edge Wave theory itself will be described.
Basic principles of ray tracing
The basic concept of ray theory is to expand the elastic wave ﬁeld in a ”ray series”, which can
be truncated to its leading terms in the case of a high frequency approximation. Through
this approach the equation of motion leads to a system of diﬀerential equations, which
allows for separation into longitudinal and transverse components of the wave ﬁeld, with
waves speed vp and vs respectively. In two dimensional media the transverse components
further separate into vertically and horizontally polarized rays with respect to the plane of
the medium. The system of diﬀerential equations also yields the well known eikonal and
transport equations:
[∇xτ(x,y)]2 = c−20 (x) (2.53)
A(x,y)∇xτ(x,y)2∇xA(x,y)∇x(x,y) = 0, (2.54)
c0 is the velocity of seismic waves in the background medium (either vp or vs).
The eikonal equation gives the travel time τΩR of the ray, also called phase or eikonal, which
obeys Fermat principle. In ray notation used here Ω denotes the ray itself and R stands
for ”reﬂection”. The transport equation determines the complex amplitude of the traveling
rays aΩR, which also carries phase information. Energy transport is assumed to be mainly in
direction of the ray excluding transverse diﬀusion (e.g. Rabbel, 1987).
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The ray theoretical wave ﬁeld uR(xs,xr, t) is the amount of all rays u
Ω
R that have traveled
through the subsurface from the source to the receiver:
uR(xs,xr, t) =
∑
(Ω)
uΩR(xs,xr, t) (2.55)
xs and xr denoting the position of source and receiver, respectively.
The amplitude uΩR of the particle displacement u
Ω
R = u
Ω
R · uˆΩR (uˆΩR is the unit vector in
direction of particle motion) along each ray can be separated in a spatial and a temporal
part:
uΩR(xs,xr, t) = Re
{
aΩR(xs,xr)Ws
[
t− τΩR (xs,xr)
]}
(2.56)
The complex function Ws(t) is an analytical expression for the source waveform:
Ws(t) = ws(t) + iH[ws(t)] (2.57)
with H[ws(t)] being the Hilbert transform of the source waveform. The transport equation
was solved e.g. by Cˇerveny´ (1987) and yields the amplitude aR for a ray that has been
transmitted or reﬂected by N interfaces as in the following expression:
aR(xs,xr) =
1
Lsr
g(κs)r(κr)
(
vsρs
vrρr
)1/2
×
N∏
k=1
Ck
[
v+k ρ
+
k cos (κ
+
k )
v−k ρ
−
k cos (κ
−
k )
]1/2
(2.58)
Lsr is a spreading term describing the divergence of the ray amplitude while passing either
freely through the medium or being refracted at same interface. If the ray passes through
a caustic its phase is shifted by π/2, so that one may introduce the so called KMAH-
index, which counts the number of caustics along the ray path and divides Lsr into a pure
divergence and a phase shift term:
Lsr = L(xs,xr) = |Lsr|exp(−iπ
2
Ksr) (2.59)
where Ksr counts the number of caustics passed. In order to calculate the divergence term
Lsr in equation 2.58 one has to consider divergence of the wavefront as well as focusing
eﬀects and caustics (Cˇerveny´, 1987; Hoﬀmann, 1995). g(κs) and r(κr) are source and
receiver characteristics with κs,r being the take oﬀ angle and angle of incidence, respec-
tively. The coupling term, which is the next term in the equation, depends on impedance
contrast present at the source and the receiver. And ﬁnally we have a term describing the
transmission loss due to reﬂections and/or transmissions of the ray while traveling through
the heterogeneous earth. There is no principle limit in expanding the complexity of equation
2.56, so that e.g. terms for absorption can be added (Rabbel, 1987).
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Figure 2.4: Special case of 2D diﬀrac-
tion: A ray incident in the plane perpen-
dicular to the edge of an otherwise con-
tinuous reﬂector is diﬀracted to a fan of
rays. This fan also lies in the plane of the
incident wave ﬁeld. In the general situa-
tion of arbitrary incidence direction rays
are diﬀracted to a cone.
Dealing with diﬀractions: Edge Wave Theory
The ray tracing method by itself is not able to describe diﬀractions, but is very useful to
calculate the wave ﬁeld in a convenient way up to a point in the subsurface where it is
either reﬂected or diﬀracted. It is reasonable to search for a method that provides the
means of dealing with inevitable shadow zones in the ray wave ﬁeld, which are produced
by discontinuities in the subsurface layering, by edges, wedges or pinch outs. Keller (1962)
gave a kinematic description of the diﬀraction phenomenon in his geometrical theory of
diﬀraction:
A ray cone will emerge from any discontinuity, which in the case of plane rays (2D-situations)
will degenerate to a fan that lies within the ray-plane itself (see ﬁgure 2.4) .
Keller’s theory will fail in predicting the dynamical behavior of the diﬀracted wave ﬁeld in
the vicinity of the boundary layer, which is deﬁned by the last regularly reﬂected ray. This
drawback is overcome by the Edge Wave theory, which provides the means of smoothing
discontinuities in the ray wave ﬁeld by adding the Edge Wave solution to the classical ray
solution. In contrast to Kirchhoﬀ theory the Edge Wave method yields the advantage of
two linearly independent solutions for the reﬂected and the diﬀracted wave ﬁelds:
u = uR + uD (2.60)
The wave equation is reduced asymptotically to a Kummer’s equation (diﬀerential equation
of second order) with two linearly independent solutions, of which the ﬁrst one is the
common solution for zero-order ray theory described above and the second one yields the
wave ﬁeld for the diﬀracted wave (Edge Waves). The theory is reviewed in Rabbel (1987);
Klem-Musatov (1989) and Klaeschen (1995) and only main results will be repeated here.
The reﬂected wave ﬁeld uR is given by equation 2.56. It is zero in the shadow zone (see
ﬁgure 2.5). The diﬀracted wave ﬁeld is given by:
uΩD(xs,xr, t) = ±Re
{
aΩD(xs,xr)Ws
[
t− τΩD(xs,xr)
]}
(2.61)
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Figure 2.5: The boundary
ray is the last ray that is re-
ﬂected regularly. The am-
plitude of the diﬀracted ray
at the boundary is a function
of the travel time distance
between diﬀracted and refer-
ence ray. The reference ray is
calculated by virtual continu-
ation of the reﬂector (equa-
tion 2.64 and 2.65).
τD is the travel time of the diﬀracted ray. Compared to the reﬂected wave ﬁeld the phase of
uD is negative in the illuminated zone and positive in the shadow zone. aD is the amplitude
of the diﬀracted wave ﬁeld and given by:
aD(xs,x0,xr,xb) = aR(xs,xb)dEW (xs,x0,xr,xb) (2.62)
x0 denotes the position of the diﬀracting edge, xb the boundary to the shadow zone and
dEW = dEW (∆τ) the weakening function which depends on the travel time diﬀerence
∆τ = τD(xs,x0,xr)− τ˜R(xs,xr). (2.63)
τ˜R is the travel time of the reference ray shown in ﬁgure 2.5 and can be calculated in a
paraxial approximation (Rabbel, 1987; Kla¨schen, 1995).
The Edge Wave theory yields for the weakening function (Klem-Musatov & Aizenberg,
1985; Klem-Musatov & Aizenberg, 1989):
dEW = ±W (w)
= ± 1
2
√
π
Γ
[
1
2
,−iπw
2
2
]
exp
(
−iπw
2
2
)
(2.64)
with w = w(τD, τ˜R, ω) deﬁned by:
w =
√
2ω∆τ
π
(2.65)
and the incomplete gamma function:
Γ
(
1
2
, z
)
=
∞∫
z
exp(−t)√
t
dt (2.66)
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2.3 Classiﬁcation of Scatterers
Since the early work of Zoeppritz (1919) the analysis of amplitude variation as a function
of source receiver oﬀset (AVO) has evolved to become one of the most appreciated classiﬁ-
cation methods for stratiﬁed seismic reﬂection horizons in exploration seismology. It found
broad acceptance within modern oil and gas exploration industry (Ostrander, 1984). Today
it is used for example as one of the favored techniques in order to investigate the petro-
physical properties of so called bottom simulating reﬂectors (BSR) (Hyndman & Spence,
1992; Ecker, 1998).
AVO analysis, however can not be applied to isolated localized geological or man made
inclusions in the earths subsurface, because in such situations the assumption of lateral
continuity is violated. Such inclusions are of academical or ﬁnancial interest, or even
represent potential security risks. They range from large scale objects such as the earths
inner core or pronounced velocity perturbations in the mantel (plumes, hot spots) to small
scale geological features such as boulders or gas accumulations in unconsolidated marine
sediments. Other targets of interest for geophysical exploration are man made caverns in
salt diapirs, used for storing large amounts of production resource materials, localized oil and
gas accumulations found in traps at salt dome ﬂanks, or massive volcanogenic ore deposits
as situated in the upper, mining accessible part of the crystalline crust. Among others,
there are potentially hazardous objects such as abandoned or lost ammunition originating
from former military altercations, or ship wrecks.
From a theoretical point of view all these inclusions represent perturbations in the Lame´
parameters and density of the elastic medium they are embedded in. The Lame´ parameters
are related to the compressional and shear wave velocities vp and vs of the medium by
equation 2.9. Thus the scattering process is also governed by perturbations in seismic
velocities and density of the background medium, i.e. δvp = v
′
p − vp, δvs = v′s − vs and
δρ = ρ′ − ρ. The scattering process can be classiﬁed by these parameters. Analyzing the
characteristic dynamic behavior of the scattered seismic wave ﬁeld as it is state of the art
in AVO analysis, can thus possibly help in gaining information about the composition of a
scattering object.
First approaches to the classiﬁcation of seismic scatterers where given by Wu (1989a). He
introduced the notion of velocity and impedance scattering, which was later extended by
the notion of density scattering through Eaton (1999). Both considerations, however, are
based on the concept of the Born approximation, which is not generally valid. Here I present
a classiﬁcation approach which is based on the theory of Rayleigh scattering, and, as will be
discussed below, can in part be extended to characterize the scattering from large complex
shaped objects of arbitrary material parameter contrast.
In the following I will describe the dynamic behavior for a number of examples of scattering
objects situated in crystalline host rock or marine unconsolidated sediments. The examples
chosen are referring to the seismic processing case histories as described in chapter 4 towards
the end of this study.
Not only the dynamic, but moreover the kinematic characteristics of the seismic wave ﬁeld
scattered from isolated inclusions is of interest for developing new processing approaches
in order to image the inclusion itself and to analyze the characteristic dynamic behavior of
scattered seismic waves. Thus subsequently to the investigation of the dynamic features of
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scattering a brief description of its kinematic characteristics will be given.
The discussion will be accompanied by short appreciation of the dynamic and kinematic
behavior of diﬀracted seismic wave ﬁelds, due to the close relatedness of both phenomena.
2.3.1 Dynamic Characteristics of Scattered and
Diﬀracted Wave Fields
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Figure 2.6: Material parameters of possible scattering objects and the two background me-
dia (BG-) considered here. The material parameters span a three dimensional vector space,
which will be called the material parameter space. The display represents the projection of
each material parameter vector onto the vp, ρ (a) and vs, ρ (b) planes, respectively. The
dynamic characteristics of the scattered wave ﬁeld will generally depend not only on the
position of the scatterer in the material parameter space, but also on the position oﬀ the
background medium. The combination of background and scatterer material parameters is
deﬁned as the scattering situation.
In order to interpret the scattering signature recorded in seismic measurements, it is impor-
tant to know how the composition of the scatterer inﬂuences the dynamics of the scattered
wave ﬁeld.
Mineral ore deposits in the crystalline crust as well as several diﬀerent objects, such as
boulders, metal objects or gas accumulations situated in an unconsolidated marine sediment
background medium, will serve as an example. The elastic parameters of these example
inclusions are summarized along with the parameters for the background medium in tables
2.1 and 2.2, respectively. The examples are chosen because they relate to the case histories
discussed in chapter 4.
Figure 2.6 shows the position of the assumed inclusions as two cross plots through the
three dimensional material parameter vector space, spaned by the seismic velocities vp and
vs and the mass density ρ. The display represents the projection of each material parameter
vector onto the vp, ρ (a) and vs, ρ (b) planes, respectively. The dynamic characteristics of
the scattered wave ﬁeld will generally depend not only on the position of the scatterer in
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vp[m/s] vs[m/s] ;[kg/m
3]
Pyrite 8040 5140 5020
Sphalerite 5500 2680 4080
Galena 3650 1990 7560
Gabbro 6200 3300 3000
Quartzite 4000 2560 2600
Crystal. crust 6000 3000 2700
Table 2.1: Average P-wave velocity (vp), S-wave velocity (vs), and density (;) for the ﬁve
types of inclusions and for the crystalline background medium considered here. (Salisbury
et al., 1996; Scho¨n, 1996).
vp[m/s] vs[m/s] ;[kg/m
3]
Gas accumulation 1000 50 1100
Granite boulder 4500 2600 3000
Metal object 5900 3200 7800
Uncons. sediments 1550 50 1100
Table 2.2: Average P-wave velocity (vp), S-wave velocity (vs) and density (;) for three
types of possible scattering object immersed in unconsolidated sediments background.
the material parameter space, but also on the position of the background medium (see e.g.
equations 2.19 and 2.20). The combination oﬀ background and scatterer material param-
eters will be deﬁned as the scattering situation. Figure 2.6 is the graphical representation
of tables 2.1 and 2.2.
In the following I will ﬁrst focus on the dynamic characteristics of the scattered wave
ﬁeld emanating from small inclusions (Rayleigh scattering). Subsequently I will discuss the
dynamics of scattering from larger objects as it can be described within the limits of the
Born approximation. And ﬁnally, results from ﬁnite diﬀerence modeling of the scattered
wave ﬁeld from large objects of complex shape will be given. The inﬂuence of the shape and
composition of these objects on the dynamics of the scattered wave ﬁeld will be investigated.
Dynamic characteristics of Rayleigh scattering
In ﬁgure 2.7 the far ﬁeld scattered amplitudes for p→ p and p→ s scattering from a sphere
(equations 2.19 and 2.20) are plotted as a function of scattering angle for diﬀerent mineral
ores (pyrite, galena, sphalerite) and some rocks (gabbro, quartzite) which are typically found
in the crystalline crust. Figure 2.8 shows the same plots for the marine examples, i.e. a gas
accumulation, metal object and a typical boulder submerged in unconsolidated sediments.
The elastic parameters are summarized in table 2.1 and 2.2, respectively.
As is evident from the ﬁgure, p→ p as well as p→ s scattered amplitudes show diﬀerent
dynamic behavior for diﬀerent materials.
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Figure 2.7: Far ﬁeld Rayleigh scattering amplitudes for the individual inclusions and crustal
background model as listed in table 2.1 plotted as a function of scattering angle θ for the
cases of p→ p (a) and p→ s (b)scattering. The overall scattering strength is proportional
to the square of the incidence wave ﬁelds frequency and the volume of the inclusion. The
directional behavior of the scattered wave ﬁeld is governed by the elastic perturbations of
the scattering situation in question (equations 2.24 and 2.25). The scattered wave ﬁeld
shows phase reversals that only depend on the scattering situation. They are thus called
signiﬁcant phase reversal (SPR). Phase reversals for θ = 0o and θ = 180o in the case of
p→ s scattering are merely of geometrical origin.
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Figure 2.8: Far ﬁeld Rayleigh scattering amplitudes for the individual inclusions and marine
background model as listed in table 2.2 plotted as a function of scattering angle θ for the
cases of p→ p (a) and p→ s (b) scattering. Please note that the gas accumulation shows
a constant angular trend for both p→ p and p→ s scattering.
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For p→ p scattering the plotted functions are of the type:
A cos2 θ + B cos θ + C (2.67)
and for p→ s scattering of type:
D sin 2θ + E sin θ (2.68)
Thus the dynamic characteristics are governed by the parameters A,B and C for p → p
scattering and D and E for p→ s scattering respectively. The explicit expressions for these
parameters are summarized in table 2.3 for convenience.
Rayleigh Approximation Born Approximation
p→ p p→ p
A = −2
(
µ′
µ
− 1
)
γ2
D
B = ρ
′
ρ
− 1
C = −1
2
3
2
(λ′ − λ) + (µ′ − µ)
1
2
(
3
2
λ′ + µ′
)
+ µ
+
2
3
(
µ′
µ
− 1
)
γ2
D
with
γ =
vs
vp
D = 1 +
2
15
(
µ′
µ
− 1
)(
3 + 2γ2
)
A = −2 µ
′ − µ
λ + 2µ
B = ρ
′
ρ
− 1
C = − λ
′ − λ
λ + 2µ
p→ s p→ s
D =
(
µ′
µ
− 1
)
γ
D
E = −
(
ρ′
ρ
− 1
)
D =
(
µ′
µ
− 1
)
γ
E = −
(
ρ′
ρ
− 1
)
Table 2.3: Parameters that govern the far ﬁeld scattered amplitudes for the Rayleigh- and
Born-Approximation, respectively.
The main features of the far ﬁeld scattering amplitudes are the number and the angular
position of the zero crossings, which correspond to polarity reversals in the scattered wave
ﬁeld and the amplitude extrema.
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In order to classify diﬀerent scatterers it is interesting to investigate the number and type
of zero crossings observed in ﬁgures 2.7 and 2.8. Equation 2.67 has two possible roots that
depend on all three parameters (A,B, C). In equation 2.68 zero crossings for θ = 0◦ and
θ = 180◦ do not depend on the material properties. We thus can conclude that for both
p→ p and p→ s conversion, reversals in the polarity of the scattered wave ﬁeld (except for
θ = 0◦ and θ = 180◦) do depend on the composition of the scatterer and the background it
is embedded in (scattering situation). I will call these types of phase reversals ”signiﬁcant
phase reversal” (SPR). If observed in a seismic section, the number and angular position of
SPR’s can serve as a characteristic and robust dynamic feature to aid in the classiﬁcation
of a scatterer. The number and position of SPR’s for the inclusions considered here are
summarized in tables 2.4 and 2.5.
SPR [Deg.] SPR [Deg.] sign(δvp) sign(δvs) sign(δρ)
p→ p p→ s
pyrite 37;66 53 + + +
galena 92;– – - - +
sphalerite 72;– – - - +
gabbro 82;52 70 + + +
quartzite –;– 80 - - -
Table 2.4: Angular position and sign of perturbations for the investigated crustal inclusions.
The number and angular position of SPR’s (signiﬁcant phase reversals) in the scattered
seismic wave ﬁeld change depending on the composition of the scattering inclusion. When
observed in seismic recordings SPR’s can serve as a robust criterion for the classiﬁcation of
scattering objects. Please compare with ﬁgure 2.7.
SPR [Deg.] SPR [Deg.] sign(δvp) sign(δvs) sign(δρ)
p→ p p→ s
Granite boulder 59 - + + +
Metal object 80 - + + +
Gas accumulation – - - 0 0
Table 2.5: Angular position and sign of perturbations for the investigated inclusions hosted
in a background medium of unconsolidated sediments. The gas accumulation shows neither
an S-wave velocity nor a density contrast. It thus shows a constant angular trend for either
p → p and p → s scattered waves and thus no SPR. Please compare with ﬁgure 2.8 and
table 2.4.
Figure 2.9 shows the angular position of the ﬁrst order SPR’s for p → p scattering as a
function of compressional wave velocity and mass density of the inclusion, for the crustal
(a) and marine (b) examples. vp/vs=2.0 was assumed for the crustal and vp/vs =
√
3 for
the marine inclusions and background media.
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Please note that each plot represents a two dimensional cross-section through the three
dimensional material parameter space. The positions given for the individual scattering
inclusions and the background media, have to be interpreted as projections of their material
parameter vectors onto the cross sectional planes plotted here. They do not exactly obey
the assumptions for the velocity ratios (vp/vs=2.0, vp/vs =
√
3) given above. We will
thus observe slight deviations between the SPR’s indicated in ﬁgure 2.9 and those given
in tables 2.4 and 2.5 or ﬁgures 2.7 and 2.8. Also, should all isolines focus at the location
of the background parameters, since no scattering will occur if background and inclusion
material parameters are equal. For the same reason as above this is not found for the marin
case. This discussion is valid for any function of the material parameters which is displayed
in a crossectional plot such as in ﬁgure 2.9. It must thus also be considered in subsequent
examples.
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Figure 2.9: Rayleigh scattering angle of ﬁrst order signiﬁcant phase reversal (SPR, solid
lines) for crustal (a) and marine (b) scattering situations, respectively, plotted for p-p
scattering as a function of P-wave velocity and density. vp/vs = 2.0 was assumed for the
background and the perturbations in the crustal scenario, whereas in the marine case it was
vp/vs =
√
3. For a broad range of perturbations a phase reversal is observed. Since it only
depends on the composition of the scatterers and the background medium, it may serve to
classify the scattering situation in question. Dashed lines indicate constant impedance.
For a given background medium however, we can clearly distinguish several scatterers from
just knowing the SPR’s scattering angle. For the crustal model, e.g. Galena (SPR = 92◦)
can obviously be distinguished from Pyrite (SPR1 = 37◦, SPR2 = 66◦). The same
is true for the marine example. A metal object submerged in unconsolidated sediments
(SPR = 80◦) should clearly be distinguishable from a typical granite boulder (SPR = 59◦).
Even though the angular position of SPR’s cover a wide range of scattering angles, their
accessibility in seismic measurements depends on the used acquisition layout. The SPR’s
for both examples are primarily found in forward scattering direction (towards θ = 0◦) and
it will be diﬃcult to access them through a classical surface seismic experiment.
The type and number of zero crossings does not directly correlate with the set of signs of
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perturbations that is given in tables 2.4 and 2.5. If the complete angular trend of equa-
tions 2.19 and 2.20 is included in an inversion approach only the parameters given in table
2.3 can be inverted. The table also summarizes the parameters A,B, C and D, E for the
Born-Approximation. Beylkin and Burridge (1990) presented a linearized Born inversion
approach, which is based on similar considerations.
In general the access of seismic experiments to the host medium and scattering inclusions
is limited due to the fact that seismic sources and sensors can only be deployed at the
solid surface of the earth or in boreholes (ﬁgure 1.1b). Scattering is weak compared to
diﬀraction or reﬂection from interfaces with comparable impedance contrast. Furthermore,
the far ﬁeld scattered amplitude is a function of scattering angle (equations 2.19, 2.20). It
can thus be crucial to the success of a seismic scattering experiment whether the deployed
acquisition layout is able to cover signiﬁcant range of scattering angles for which maximum
scattered amplitudes can be measured or not. Also it should be considered if an expected
SPR is accessible with a speciﬁc layout.
The amplitudes uf = u(θ = 0
◦), us = u(θ = 90◦), ub = u(θ = 180◦), referring to forward,
side and back scattering, respectively, can thus be used as another classiﬁcation attribute
for seismic applications. They can be seen from ﬁgures 2.7 and 2.8.
Surface seismic surveys would be most suitable if dominant back scattering is exhibited by
the target objects. If strong side scattering is expected in a scattering application a VSP
experiment should be considered. Cross-well seismic surveys, where shots and receivers are
deployed in diﬀerent boreholes, should be used, when the scattering process is governed by
strong forward scattering.
As we can see from ﬁgure 2.7 the decision about the acquisition layout utilized in a scatter-
ing seismic experiment also should include considerations about mode conversion. p → p
scattered modes are generally weaker than p → s scattered modes and the directions of
maximum scattered amplitudes for both modes are not the same.
Another important dynamic feature, apart from the angular radiation characteristics of a
scattering inclusion is its total scattering strength. It is described by the normalized scat-
tering cross section σN . The normalized scattering cross section is the ratio of the ﬂow
of total scattered energy, which includes scattered P- as well as scattered S-wave energy,
to the ﬂow of incident wave energy through a cross sectional area of the scattering object
(geometrical shadow of the object). Figure 2.10 illustrates the notion in a sketch.
For a sphere Korneev and Johnson (1993) derived the following expression for σN :
σN = 4
∞∑
l≤0
(2l + 1)


∣∣∣∣∣ alkpR
∣∣∣∣∣
2
+ l(l + 1)γ2
∣∣∣∣∣ blksR
∣∣∣∣∣
2


= σNp + σNs (2.69)
where al, bl and γ are the parameters given in equations 2.14 through 2.16 and 2.18.
In ﬁgure 2.11 σN is shown as a function of compressional wave velocity vp and mass density
ρ (solid lines) for a cross section through material parameter space. Crystalline crust was
assumed as background medium (see table 2.1). As in ﬁgure 2.9 a ﬁxed velocity ratio of
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Figure 2.10: The normalized scattering
cross section (NSC) is the ratio of the
ﬂow of total scattered energy us, to the
ﬂow of incident wave energy u0 through
a cross sectional area of the scattering
object.
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Figure 2.11: Normalized scattering cross section (NSC, solid lines) P- (a) and S-wave
component (b) as a function of P-wave velocity and density of the inclusion. In contrast to
the plane wave concept of impedance (impedance isolines dashed) the NSC increases with
increasing distance from the background medium in material parameter space. Inclusion of
low impedance contrast to the background medium can thus very well be strong scatterers.
vp0/vs0 = vp/vs=2.0 was assumed for both inclusions and background medium. Example
inclusions are plotted to give a general impression of their scattering strength. Impedance
isolines are plotted as a reference (dashed lines).
As we can see from the plot, scattering strength is not controlled by the impedance contrast.
Objects with an impedance comparable to that of the background can very well be strong
scatterers, if suﬃcient contrast to the background is provided for any of the material
parameters. In the ﬁgure, the compressional and shear wave scattering cross sections σNp
and σNs are plotted separately. We observe that σNs is nearly one order of magnitude
greater than σNp , which is due to the fact, that Rayleigh scattering energy is proportional
to ω4 (e.g. equation 2.21).
The considerations presented above are restricted to scattering from objects that are small
compared to the size of the seismic wavelength. In the scope of this investigation however,
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Figure 2.12: Validity of the
Born approximation for large
inclusions. The lines indi-
cate the maximum valid in-
clusion size a/λs as a func-
tion of average P-wave veloc-
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′ of the
scatterer (equation 2.70). A
ratio of vp/vs =
√
3 with re-
gard to the crystalline back-
ground medium was assumed
inside and outside the inclu-
sion (Bohlen et al., 2000).
we are mainly interested in scattering from objects that are of comparable size or even
greater than the seismic wavelength. In these cases not only the composition but also the
shape of the scatterer will have an inﬂuence on the dynamics of the scattered seismic wave
ﬁeld. These eﬀects will be discussed in the following sections.
Dynamic characteristics of Born Scattering
The results obtained above partly hold for the case of scattering from large complex objects.
As described in section 2.1.2 this case can be treated with the Born approximation, if size
and material parameter contrast of the inclusion obeys the limits given by equation 2.38.
Using relation 2.9 and writing equation 2.38 as an equality, we can estimate an upper limit
for the relative inclusion size a
λs
= ksa
2π
as a function of perturbations δvp, δvs, δρ :
a
λs
= [2π∆p(δvp, δvs, δρ)]
−1 (2.70)
Figure 2.12 shows a plot of isolines for this upper limit in relative inclusion size as a cross
section vp/vs =
√
3 inside and outside the inclusion through the material parameter space.
As a qualitative picture, that can be drawn from the plot, the size of the inclusion has
to get smaller with increasing size in perturbation to keep the Born approximation valid.
For a pure sphalerite inclusion e.g., we can ﬁnd a/λs = 0.2. To stay within the region
of validity of the Born approximation we have to consider cases with a/λs  0.2. In a
crystalline background medium as given above, we thus ﬁnd that the size of the inclusion
must be much smaller than a = 600m. It is worth noting that for an inclusion of relative
size a/λs  0.3, with an elastic behavior of the background assumed, i.e. λp/λs ≈
√
3,
we obtain:
a
λp
 0.17 (2.71)
CHAPTER 2. THEORY OF ELASTIC SCATTERING AND DIFFRACTION 34
Inclusions of this size can readily be described by Rayleigh scattering theory, with an error
less than 5% (Gritto et al., 1995).
Another, heuristic approach of measuring the validity of the Born approximation can be
applied by direct numerical comparison with exact solutions:
The composition factor can be regarded as the Rayleigh scattering pattern for a small
low contrast inclusion (section 2.1.1 equation 2.24-2.27). It is plotted in Figure 2.13 as a
function of scattering angle along with the Rayleigh scattering pattern (compare with ﬁgure
2.7) for the case of p→ p and p→ s scattering.
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Figure 2.13: Far ﬁeld amplitudes of p → p (a) and p → s (b) scattered waves for small
inclusions embedded in a crystalline host rock (for material parameters please refer to table
2.1). Calculations are carried out for an incident wave ﬁeld frequency of f = 50Hz and
a sphere of radius a = 5m, which corresponds to a normalized frequency of ka ≈ 0.26.
Solid lines correspond to the exact Rayleigh scattering solution for the sphere (equation
2.13 with 2.14 - 2.16), dashed lines to the Rayleigh-Born approximation (equations 2.24
and 2.25). Especially for pyrite the Rayleigh-Born approximation shows severe deviations
from the exact solution (Bohlen et al., 2000).
From the plots we can conclude that the dynamic characteristics of the scattered wave ﬁeld
that are inﬂuenced by the composition of the scatterer are very similar to those of Rayleigh
scattering. However, because the Born approximation is not an exact solution to the scat-
tering problem and only valid for small, low contrast inclusion, the composition factor in
some cases shows signiﬁcant deviation from the Rayleigh scattering pattern (e.g. for pyrite).
The error E of the Born approximation can be calculated as integral over diﬀerences in
scattering amplitudes for all scattering angles between the Born approximation and the
Rayleigh scattering approximation:
Epp =
1
2π
∫ 2π
0
{
uppRayleigh(θ)− uppBorn(θ)
}
dθ
Eps =
1
2π
∫ 2π
0
{
upsRayleigh(θ)− upsBorn(θ)
}
dθ (2.72)
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Figure 2.14: Error of the Rayleigh-Born approximation for (small) crystalline inclusions
(α/β =
√
3 assumed). Isolines give mean relative error (averaged over all scattering angles)
in percent. a) Error for p → p scattering, b) Error for p → s scattering (Bohlen et al.,
2000).
Figure 2.14 displays the error 2.72 as a function of density and compressional wave velocity,
where again vp0/vs0 = vp/vs =
√
3 was assumed. The error patterns for scattered p-waves
and converted s-waves are very similar. Generally, we see that a perturbation in seismic
velocities leads to much stronger inaccuracies than a perturbation in mass density. We also
observe a corridor with errors less than 2%, for very small impedance contrasts compared
with the background medium. However, a perturbation of just a few percent can lead to a
signiﬁcant error in the Born approximation, even for very small inclusions. We can conclude
that both requirements, i.e.: a) the inclusion being suﬃciently small and b) being of low
contrast in its elastic parameters compared to the background medium, are quite restrictive
and the Born approximation should be applied carefully.
Within its validity limits, however, the Born approximation provides a convenient mathemat-
ical instrument for independently treating inﬂuence of shape and composition by writing
the scattered wave ﬁeld as the product of a form- or shape factor (also referred to as
distribution factor in the literature) and a composition factor.
The shape factor can be regarded as the spatial Fourier transform of the objects shape
(Section 2.1.2, equation 2.47). Like the composition factor it is a function of scattering
angle, but also depends on the diﬀerence in wave numbers of incident and scattered wave
ﬁelds (section 2.1.2, equation2.49). Dynamic characteristics will thus depend on the wave-
length of the incident wave ﬁeld. Figure 2.15 shows the normalized shape factor Sn of a
sphere as a function of scattering angle for diﬀerent wavelength of the incident wave ﬁeld.
The graphs are labeled with corresponding values for the normalized frequency ka. For
values of ka signiﬁcantly larger than 1, i.e. the sphere being much larger than one wave
length, the shape factor will produce phase reversals in the scattered wave ﬁeld. The
oscillatory character of the shape factor increases with increasing normalized frequency.
For values of ka signiﬁcantly smaller than one, Sn has no zero crossing anymore and
approaches unity for all scattering angles, thus scattering is not inﬂuenced by shape, or in
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Figure 2.15: Shape factor as a function of scattering angle for diﬀerent normalized
frequencies (dashed lines: em monochromatic shape factor) and as integrated over a
frequency range of 0− 180Hz (solid line: integral shape factor). Inclusion size was as-
sumed to be a = 69.4m and background medium velocity was 6000m/s. The integration
was weighted with a Ricker type wavelet of 50Hz dominant frequency:
With decreasing scatterer size the
monochromatic shape factor approaches
unity for all scattering angles. For
large inclusions the shape factor conﬁnes
the scattered wave ﬁeld to the forward
scattering direction. The monochro-
matic shape factor generates an increas-
ing number of phase reversals in the scat-
tered wave ﬁeld with increasing inclusion
size (ka = 3.6; ka = 7.3). The integral
shape factor generates no phase reversal.
this case, size of the sphere anymore.
Seismic sources (apart from vibrator seismic applications) emit an impulse which covers a
broad frequency range.
The shape factor in this case should exhibit an integral eﬀect over the whole frequency
content of the seismic signal. Figure 2.15 also shows the shape factor SI for a sphere as
resulting from weighted integration over the frequency content of a Ricker type wavelet
with 50Hz dominant frequency. SI generates no phase reversal.
It can thus be concluded that in seismic scattering experiments and within the limits of
the Born approximation, the shape factor not necessarily produces a phase reversal in the
scattered wave ﬁeld. The eﬀect however depends on the frequency content of the incident
wave ﬁeld. It could not ﬁnally be shown that this result has general validity.
Whenever the above considerations hold, SPR’s can also serve as a classiﬁcation attribute
in the case of scattering from large complex objects.
Large complex objects
As we have seen in the preceding section, scattering from objects other than spheres or
spheroids can be treated with the Born approximation, but only for a very limited range
of perturbation and sizes of scatterers. However, large inclusions with sizes comparable or
even larger than the seismic wavelength can be of importance in exploration seismology
(e.g. mineral ore deposits, which often are of great economic interest). Only few tools
exists for numerical investigation of the scattered wave ﬁeld and exact theoretical solutions
are not available ( please see also section 2.1.3). In order to gain a better understand-
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ing of dynamic characteristics of scattered wave ﬁelds from large inclusions with realistic
parameter perturbation, the scattering response was modeled using a (visco)elastic ﬁnite
diﬀerence approach (Bohlen, 1998; Bohlen et al., 2000). Following the formalism of the
Born approximation the separate inﬂuence of composition and shape was investigated in
two generic numerical experiments:
1. Six sphalerite inclusions with diﬀerent shapes
(a) A point scatterer: a small sphere serving as a reference example for Rayleigh
scattering.
(b) A sphere with a radius of approx. 70m: serving as a reference for scattering
from spheres.
(c) A highly complex shaped object: geological structures can often be of very
complex or even fractal shape.
(d) A parabolic lens: parabolic lenses were also investigated by other authors (e.g.
Eaton, 1999).
(e) A model resembling an existing volcanogenic massive sulphide ore deposit: the
Bell Allard orebody in the Matagami mining camp, Quebec, Canada (Adam,
2000).
(f) A dike model: dikes represent abrupt changes in lithology of often strong
impedance contrast and are of planar, elongated shape.
Except for the point scatterer all objects occupy approximately the same volume.
2. Four diﬀerently composed inclusions
(a) typical gabbro
(b) sphalerite
(c) galena
(d) pyrite
as given in table 2.1 were modeled in the shape of a parabolic lens.
Inﬂuence of shape Figures 2.16 and 2.17 show snapshots of the scattered wave ﬁeld
obtained by building the diﬀerence between the total wave ﬁeld and the wave ﬁeld from a
model without scatterer (section 2.1.3, ﬁgure 2.2), for the p → p and p → s scattering
modes respectively.
The inclusions were assumed to be composed of sphalerite and to be situated in a crystalline
background medium with elastic parameters as given in table 2.1. From these snapshots
we can conclude that the shape of the inclusion has a strong inﬂuence on the dynamics
of the scattered wave ﬁeld. The point scatterer in ﬁgure 2.16 e.g. shows slightly stronger
back- than fore scattering as in good agreement with Rayleigh scattering theory (ﬁgure 2.7)
whereas the sphere has a pronounced sharply focused fore scattering amplitude. The dike
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Figure 2.16: Finite Diﬀerence snapshots at T = 0.24s of scattered energy of compressional
waves for six Sphalerite inclusions in crystalline background with diﬀerent shapes. The
dashed lines indicate the incident ray direction. Emax is the maximum energy of a snapshot
normalized to the energy of the incident P-wave. Single phase reversals (white arrows) at
approximately 76◦ scattering angle occur irrespective of the shape (Bohlen et al., 2000).
Please note that the angle is measured from the scattering center and not from the center
of the object, as indicated by the additional lines in the ”Bell Allard” example (e).
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Figure 2.17: Snapshots of scattered energy of shear waves for six sphalerite inclusions
in crystalline background with diﬀerent shapes. Please compare with Figure 2.16 (Bohlen
et al., 2000).
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example on the other hand behaves like a reﬂector element and thus contributes maximum
amplitudes in the direction of the reﬂection angle. Generally speaking, the complexity of the
response strongly depends on the complexity of the inclusions shape e.g. as seen in ﬁgure
2.16 c and e. In addition to this, focusing eﬀects cause very diﬀerent maximum amplitudes
as displayed in the individual ﬁgures. The very low maximum amplitude of the point
scatterer has to be explained by its size, since the scattering amplitudes are proportional to
the volume of the inclusion (equation 2.19). All modeled inclusions generate a signiﬁcant
phase reversal (SPR) of scattered p → p events (ﬁrst arrivals) at a scattering angle of
approximately 76◦ (see white arrows in ﬁgure 2.16). The phase reversal seems to show
slight ﬂuctuations in its angular position. The corresponding p → p scattering however,
does not take place at the center of the inclusions, but at areas with strong curvature, e.g.
at the top of the Bell Allard ore body model (ﬁgure 2.16e). The angular position of the SPR
in fact agrees quite well with Rayleigh scattering theory, if we assume that scattering takes
place at a scattering center, i.e. the position where incident and scattered ray intersect.
Measured from these scattering centers the angle of the SPR is found to be 76◦ with just
little error. We thus can conclude, that even for large complex objects the SPR is an
overall characteristic dynamic feature which is independ of the shape of the inclusion and
only depends on its composition. The above still holds for p → s converted wave ﬁelds,
although S-wave scattering has a higher resolution than P-wave scattering. Structural
features of the inclusions thus exhibit a stronger eﬀect on the wave ﬁeld (ﬁgure 2.17 c,d
and e). Sphalerite has no SPR for the p→ s scattering mode. In excellent agreement with
Rayleigh scattering theory only geometrical phase reversals at θ = 0◦ and θ = 180◦ are
observed. They are independent of the composition of the scatterer.
Inﬂuence of composition Figure 2.19 shows seismograms of the pure scattered wave
ﬁeld for an ellipsoidal inclusion with four diﬀerent compositions.
The scattered wave ﬁeld as such again was obtained by taking the diﬀerence of the wave
ﬁelds from a model with and one without scatterer (section 2.1.3). The geometry of the
numerical experiment is shown in ﬁgure 2.18.
The inclusion was assumed to be situated in a depth of 500 m, rotated 45 degrees about
the y-axis and to have a size of 400m x 100m x 200m. The receiver line was chosen
to lie parallel to the x-axis and centered about the origin of the y-axis. One shot point
was simulated with coordinates xs = (−300, 0, 0). Figure 2.19 shows vertical component
seismograms of the wave ﬁeld for a typical gabbro (a), sphalerite (b), galena (c) and pyrite
(d), corrected for geometrical spreading and normalized to their maximum amplitudes. The
kinematic behavior is comparable for each example. Compressional wave responses can
clearly be distinguish from shear wave response by their diﬀerent apparent velocities.
The complexity of the scattered wave ﬁeld is shown by the synthetic seismograms. It shows
diﬀerent dynamic characteristics due to diverse compositions of the scatterers.
The source that was modeled in the experiment was purely compressional, but produced a
strong shear wave component in the incident wave ﬁeld by conversion at the free surface.
We thus observe not only p → p and p → s scattering modes (early arrivals in the
seismograms), but also s→ p and s→ s modes (late arrivals).
Except for the very ﬁrst arriving p → p scattered mode most other modes interfere with
each other, which makes the overall picture even more complex. We can however extract
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Figure 2.18: 3 D model of an inclusion (black) embedded in a homogeneous crystalline
background. See table 2.1 for the considered perturbations. The inclusion is a parabolic
lens with a size of 400m x 100m x 200m in x-,y-,z-direction, respectively. It is rotated 45
degrees about the y-axis, and is centered at a depth of 500m (Bohlen et al., 2000).
some general dynamic features from the seismograms. The inﬂuence of composition is
noticeable, because the distribution of energy to diﬀerent modes varies for each example.
Although every modeled composition supports all possible scattering modes, they are not
equally developed. Galena e.g. shows very pronounced p→ s, s→ p and s→ s scattering
and produces strong reverberations (coda in ﬁgure 2.19 c), whereas pyrite and gabbro show
more pronounced single scattered modes (i.e. no coda in ﬁgure 2.19 a and d). We note
that the amplitude distribution observed in all seismograms has a tendency to be higher
for traces that are situated in direction perpendicular to the dip of the scatterer. This is
most reasonably explained as a focusing eﬀect and thus depends on the shape and not on
the composition of the scatterer. From the modeled acquisition geometry we would expect
SPR’s as predicted by Rayleigh scattering theory (ﬁgure 2.7) for Sphalerite and Galena
to be found in the range between x = 0m and x = 1000m (ﬁgure 2.19b and c). They
are diﬃcult to observe, because the seismograms only display the vertical component of
modeled seismic sensors. The recorded amplitudes are tuned by the cosine of the incidence
angle. As a consequence for a realistic investigation of the angular position of SPR’s in
recorded seismograms, all three recorded geophone components would have to be projected
onto the direction of the scattered ray. This procedure needs a priory information about
the position of the scattering center and is not straight forward. Considerations about
ﬁnding these positions and the treatment of three component seismic data in processing
and interpretation of scattered seismic energy will be discussed in section 3.
We can conclude that, although the scattering pattern in the seismograms are quite com-
plex, eﬀects can be isolated that are due to the composition of the scatterer. There are
however pronounced dynamic features that are caused by the shape of the scattering inclu-
sion or the geometry of the acquisition geometry and which are not a priori distinguishable
from composition eﬀects. Consequently, composition and shape eﬀects will be diﬃcult to
distinguish in surface seismic ﬁeld experiments.
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Figure 2.19: Seismograms of the scattered wave ﬁeld for four diﬀerent lens shaped scatter-
ing objects: gabbro (a), sphalerite (b), galena (c) and pyrite (d), after spherical spreading
correction and normalization to maximum amplitude. Dynamic characteristics of scattered
wave ﬁeld change with composition. The modeled source was compressional, but since a
signiﬁcant S-wave was generated at the free surface of the model, not only p → p and
p→ s, but also s→ p and s→ s scattering modes can be observed (Bohlen et al., 2000).
Diﬀracted wave ﬁelds
Diﬀraction can be regarded as diﬀusion of seismic energy transversal to the direction of
the last regularly reﬂected ray. The dynamic characteristics of diﬀractions are described
by the weakening function, or diﬀraction coeﬃcient, which follows e.g. from Edge Wave
theory (equation 2.64). The diﬀraction response itself will have half of the amplitude of
the regularly reﬂected ray in its close vicinity and show a phase reversal of 180◦ when
passing from the illuminated into the shadow zone. In the illuminated zone the phase of
the diﬀraction response is opposite to that of the reﬂection. The weakening function only
depends on frequency and a kinematic parameter, i.e. the travel time diﬀerence between a
reference ray and the diﬀracted ray. Since the elastic parameters of the truncated reﬂector or
the edge only enter in the form of the reﬂection coeﬃcient for the regular ray, no additional
information on the composition of the reﬂector or the edge can be drawn from the dynamics
of the diﬀraction response. Also the phase reversal predicted for the diﬀracted wave ﬁeld
is merely of geometrical nature. It is worth noting that an isolated diﬀraction response as
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described by the Edge Wave theory is never observed on a seismic section as such, it always
is accompanied by the primary wave ﬁeld, i.e. the reﬂection, which causes the diﬀraction.
2.3.2 Kinematic Characteristics of Scattered and
Diﬀracted Wave Fields
Even though dynamic characteristics of the scattered and diﬀracted wave ﬁelds substan-
tially diﬀer, we ﬁnd that their kinematic behavior is similar. This is due to the fact that
both, scattering and diﬀracting disturbances, can be regarded as secondary sources in the
subsurface. The scattering, diﬀracting response is excited by an incident wave ﬁeld that
traveles through the background medium until it reaches the point of perturbation. From
this position in space secondary wave ﬁelds emanate in all spatial directions. Thus we ﬁnd
for the travel time from the source xs via the disturbance x0 to the receiver xr:
t(xs,x0,xr) = ts(xs,x0) + tr(x0,xr) (2.73)
The travel times ts and tr depend on the ﬁeld of wave propagation velocity v = v(r) for
incident and scattered or diﬀracted seismic energy in the background medium. Equation
2.73 is valid for any acquisition geometry and any background medium. In the case of a
homogeneous background medium (v = v0 = const) equation 2.73 can be written as:
t =
|xs − x0|
v0
+
|x0 − xr|
v0
(2.74)
We also can assume the subsurface velocity structure to change with depth only, so that
v = v(z). In this case the travel time from the source xs to the disturbance can be written
as:
ts =
∫ z0
0
dz
v(z)[1− (psv(z))2] 12
(2.75)
z0 is the depth of the disturbance with the source assumed to be located at the surface
(zs = 0) and at a horizontal oﬀset ∆s from the disturbance:
∆s =
∫ z0
0
psv(z)dz
[1− (psv(z))2] 12
. (2.76)
ps denotes the ray parameter which is related to the takeoﬀ angle κs at the source by:
κs = sin
−1(psv(z = 0)) (2.77)
Two analogous integrals can be written for the travel time and horizontal oﬀset between
the disturbance and the receiver, assumed to be situated in a depth z = zr.:
tr =
∫ z0
zr
dz
v(z)[1− (prv(z))2] 12
∆r =
∫ z0
zr
prv(z)dz
[1− (prv(z))2] 12
(2.78)
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where pr is the ray parameter for the scattered ray, traveling from the disturbance to the
receiver. By this formalism the total travel time from a source situated at the surface to a
disturbance in the subsurface and back to a receiver can readily be calculated. The receiver
and the source can either be situated in a borehole or at the surface.
For the general case of a velocity ﬁeld v = v(r) the travel times can be derived by solving
the eikonal equation 2.53.
Although the above discussion is strictly valid only for point scatterers and planar diﬀractors,
it can be concluded that scattered and diﬀracted wave ﬁelds will show no characteristic
diﬀerences in their kinematic behavior. It should thus not be possible to distinguish both
eﬀects by their kinematics.
2.4 Conclusions
Even though convenient, classiﬁcation approaches using the Born approximation suﬀer from
its limited validity, and cannot generally be applied. Instead a diﬀerent classiﬁcation ap-
proach was followed in the above discussion:
Scattering from small scale seismic inclusions not only depends on their composition, but
also on the composition of the background medium. The material parameters of the object,
i.e. seismic velocities and mass density and also those of the background medium can be
assigned to a point in a material parameter space. The absolute value of the diﬀerence
between the background parameter vector and the scattering objects parameter vector is
called a scattering situation. This scattering situation can be classiﬁed by analyzing the
amplitude versus scattering angle (AVSA) behavior of the scattered seismic wave ﬁeld.
When observed on seismic sections, a signiﬁcant phase reversal (SPR) within the ﬁrst
arriving scattered seismic wave ﬁeld can be utilized as a robust criterion in order to classify
the current scattering situation. In order to enhance the signal to noise ratio, it is probably
necessary to stack the recorded scattered seismic wave ﬁeld within a common scattering
angle gather as will be described in section 3.1.3.
The concept of SPR classiﬁcation can in part be extended to the case of scattering from
large complex objects with arbitrary contrast in their material parameters compared to the
background medium. It can be assumed that scattering takes place at scattering centers,
which behave in good approximation like Rayleigh scatterers, as has been shown by FD
modeling. The shape of large objects however has a signiﬁcant impact on the dynamics
of the full scattered wave ﬁeld, and it can not be ignored. Also scattering and diﬀraction
can be intertwined and dynamical analysis may be diﬃcult. An AVSA analysis demands the
knowledge about the position of the scattering center, for which it would be necessary to
image the scatterer as such. First approaches to the imaging of scatterers on the cost of
reﬂectors will be presented in chapter 3.
The equality of the kinematic characteristics of the scattered and diﬀracted wave ﬁeld
makes it impossible to distinguish between them. It will thus be a challenge to new seismic
processing approaches to include their diﬀerent dynamic behavior into imaging procedures
in order to separate them. The diﬀerence in the kinematic characteristics of the reﬂected
compared to the scattered, diﬀracted seismic wave ﬁeld is an excellent chance to distinguish
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between them, as will be discussed in section 3.2.2.
Diﬀraction represents the diﬀusion processes of reﬂected seismic energy into the zones close
to the last regularly reﬂected seismic ray. Thus diﬀractions from interrupted, otherwise
continuous seismic reﬂectors have to be expected to be stronger than pure scattering from
structures with comparable parameter perturbations.
Seismic acquisition and processing should thus focus on acquiring and preserving as much
scattered energy as possible. In any case the phase information of the scattered wave ﬁeld
has to be preserved since it is vital to provide the possibility of AVSA analysis.
The acquisition layout governs the accessible range of scattering angles and their coverage
in seismic measurements. Thus, when planning a seismic survey that is aimed towards
detecting and interpreting scattering from isolated inclusions a layout with suﬃcient angular
coverage has to be used. In three component seismic data processing it might also be
necessary to project the recorded scattered wave ﬁeld onto the direction of the scattered
ray in order to clearly emphasise the position of the SPR. In order to do so, the position of
the scattering inclusion or the scattering center has to be known.
Chapter 3
Methodology
Scattered seismic energy is weak compared to reﬂections from laterally continuous subsur-
face structures of comparable impedance contrast. Detecting scattered energy, resolving
shape and composition of scattering objects has to focus on gaining and preserving as much
energy as possible throughout the seismic processing sequence.
Modern seismic imaging techniques which among others include pre- and poststack migra-
tion and CMP processing, generally assume that the subsurface is composed from laterally
continuous lithological contacts. CMP-Processing has evolved to become the most robust
and best known processing methodology in controlled source reﬂection seismology. It is ap-
plied to generate zero oﬀset equivalent seismic sections and to enhance the signal to noise
ratio of the reﬂection response. The signature of scattered or diﬀracted seismic events is
attenuated. Thus it is necessary to develop new processing techniques that account for the
kinematic and dynamic characteristics of the scattered wave ﬁeld.
In the following chapter, I will describe several diﬀerent processing approaches that utilize
knowledge gained from elastic scattering theory in order to enhance scattered seismic en-
ergy on seismic sections:
The chapter consists of two major sections. At ﬁrst (section 3.1), I will focus on gather ori-
ented processing methods. Gathering traces of common geometrical attributes and stacking
after suitable travel time correction is aimed towards increasing the signal to noise ratio of
the seismic response.
The most prominent example is the CDP or CMP processing method, which will be discussed
in the ﬁrst section (3.1.1). The CDP method is not suited for the enhancement of scattered
energy on seismic sections. Thus several diﬀerent other methods were developed which will
be discussed subsequently.
Section 3.1.2 describes the Scattering Enhancement (SES) or Common Proﬁle Point (CPP)
stacking method, which uses a statical travel time correction tailored to correct for the
move out of a seismic scattering response. Based on a similar travel time correction but
with gathering traces of common scattering angle is the Common Scattering Angle (CSA)
stacking method, which will be described thereafter (section 3.1.3). To ﬁnalize this ﬁrst
section of the following chapter, I will introduce a Common Oﬀset Filter method, taking
advantage of the kinematic characteristics of scattering in order to suppress the signature
from direct arriving and reﬂected seismic events (section 3.1.4).
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The second main section is dedicated to the enhancement of the image of seismic scat-
terers by utilizing prestack processing methods (section 3.2). As opposed to the methods
described above, prestack seismic processing omits the step of gathering traces of common
geometrical attributes. An image of the subsurface is directly build from the available seis-
mic data by migration. A variety of prestack migration methods exist. Diﬀraction Stack
Migration (DSM) is reviewed in section 3.2.1 to build the basis of two newly developed
prestack migration approaches, that focus on enhancing the image of an isolated seismic
scatterer over that of continuous reﬂectors. It is especially suited for this task, because it is
derived from a simple geometrical interpretation of Huygens principle, which closely relates
to the scattering process.
Diﬀraction Coherency Migration (DCM) will be introduced in section 3.2.2. The method is
based on the concept of DSM. It measures the coherency of recorded seismic signals along
the scattering signature in seismic data space enhancing the migrated image of subsurface
discontinuities.
Especially in VSP experiments the number of applied seismic sources and receivers is limited.
The image resulting from any applicable migration procedure will show a certain degree of
ambiguity, if only the scalar wave ﬁeld is recorded in VSP surveys. Imaging ambiguity in
DCM/DSM migration is thus discussed in section 3.2.3.
In the case of three component registration this ambiguity can signiﬁcantly be reduced by
incorporating polarization information in the migration procedure, as it is implemented in
Diﬀraction Polarization Migration (DPM) and will be described in section 3.2.4.
3.1 Gather Oriented Stacking Methods
The use of gather oriented stacking methods is motivated by the desire to enhance the
scattering hyperbola as a characteristic signature e.g. observed on CMP processed zero
oﬀset sections. A scattering hyperbola is recognized much easier than a collapsed point,
as it would be produced by migration.
The classical CMP approach, however, shows some major drawbacks in reproducing the
scattering signature. The approximation to a zero oﬀset section, which is generated by
classical CMP processing (Mayne, 1962), produces a subsurface representation, which shows
reﬂection and diﬀraction response in the same display. It thus sometimes serves as the
very ﬁrst indicator for the presence of scatterers or subsurface discontinuities. The CMP
approach, however, shows some major drawbacks in reproducing the scattering signature.
In the following section, I will introduce several diﬀerent gather orientated processing ap-
proaches, which are aimed towards enhancing the scattering signature over that of reﬂec-
tions.
In order to investigate the performance of these methods, two diﬀerent synthetic marine
models and one crustal model were calculated using the Born approximation modeling
software package BMOD 3D as provided by Eaton (1997). The material parameters for
the modeled scatterers and the background media are listed in table 3.1.
For the two marine examples unconsolidated sediments were assumed as background medium.
The ﬁrst marine model was designed to resemble a metal sphere of 1m diameter situated
2.5m below the 20m deep seaﬂoor. The second marine model was a sphere shaped gas
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Material parameters vp[m/s] vs[m/s] ;[kg/m
3]
Marin examples:
Gas accumulation 1000 50 1000
Metal object 5890 3200 7100
Seaﬂoor 2000 50 1100
Background (uncons. sediments) 1550 50 1000
Crustal example:
Ore inclusion 5670 3360 4125
Background (crystalline crust) 6300 3200 2750
Table 3.1: In order to illustrate the performance of the processing approaches discussed in
the following section, three diﬀerent model seismic data sets were generated. In two marine
examples a sphere shaped inclusion, a gas accumulation and a metal object were assumed
to be situated below the seaﬂoor. In a third example, a spherical volcanogenic ore inclusion
embedded in a crystalline host rock was modeled.
accumulation positioned as above. A Ricker wavelet with a center frequency of fc = 800Hz
was used as source signal. Traces were simulated to be recorded by a moving streamer ar-
ray with 48 channels and 2m group separation. A constant oﬀset between source and ﬁrst
receiver was assumed. The shot interval was ∆xs = 2m. Both datasets were modeled to
represent a typical high frequency multichannel marine seismic survey, as it can be related
to the marine seismic case histories described in section 4.1.
In the crustal example a Ricker wavelet with a center frequency of fc = 50Hz was used. A
sphere shaped scatterer of 40m radius situated in 500m depth was assumed to be embedded
in a crystalline host rock background. A shot spread (2000m range) centered above the
scatterer was simulated. The model relates to the crustal seismic case histories discussed
in section 4.2.
It must be said that the Born approximation is not strictly valid in all considered examples.
Especially in case of the assumed metal sphere, dynamic characteristics of the scattered
wave ﬁeld will strongly deviate from the exact solution. Amplitude information was thus
only used to investigate the ratio of processing input to output. The orebody model,
however, should be in good agreement with the requirements for Born scattering (please
refer to ﬁgure 2.12). Whenever modeled travel time information was used, the obtained
results are nonetheless valid, because travel time calculations are not based on the Born
approximation in BMOD 3D.
3.1.1 The Common Midpoint Stacking Method
The CMP processing approach is a very robust and widely used method to enhance reﬂected
seismic energy in multichannel reﬂection seismic recordings. Seismic traces are sorted into
gathers of common midpoints (CMP). After being corrected for travel time diﬀerences
caused by diﬀerent source-receiver oﬀsets (NMO correction), they are stacked to enhance
the signal-to-noise-ratio of the resulting section (see e.g. Yilmaz, 1987). The ﬁnal CMP
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Figure 3.1: Vector diagram of a generic
seismic reﬂection scenario. The reﬂec-
tion response for an arbitrarily dipping
plane P, can be calculated using the im-
age point method. The reﬂecting plane is
deﬁned by a point OP on the plane and a
normal vector nˆ (O, origin). A ray emit-
ted from the source at xs will be reﬂected
to the receiver position xr. The position
of the reﬂecting point on the surface of P
is found by connecting the image source
at xs∗ (which has the same perpendicular
distance to P as xs) with xr.
processed section is a good approximation of a zero oﬀset experiment, with coinciding
positions for source and receiver. Even though applied travel time corrections are calculated
under the assumption that all contributions to the seismogram emanate from reﬂecting
interfaces, usually scattering/diﬀraction signatures can be observed in form of diﬀraction
hyperbolas in the resulting section. This is due to the fact that for small source-receiver
oﬀsets the diﬀerences in travel time for a horizontally layered reﬂector and a scatterer or a
diﬀracting edge are similar. It can be shown that up to a certain degree even the dynamic
behavior of diﬀractions is correctly accounted for in a CMP stacked section (Berryhill, 1977).
However, with increasing distance between source and receiver diﬀerences in travel time
become more severe, so that the applied travel time correction and the increasing NMO
stretch will prevent far oﬀset scattered energy from being stacked correctly. As was shown
in section 2.3.1 scattered seismic energy can signiﬁcantly contribute to the far oﬀset domain
and will be lost, if the travel time corrections applied in seismic processing are not exact.
For a generic reﬂection scenario the misﬁt between the commonly applied NMO correction
and a correction that would be necessary to correct for move out of a scattered seismic
signal can be calculated (Ja¨ger, 1998). Figure 3.1 shows the geometry of the problem.
The travel time tr for a ray emanating from a source xs, being reﬂected at a plane P to
the receiver xr can be calculated by assuming an image source in xs
∗ (see e.g. in Cosma
& Heikkinen, 1996). P is parameterized by the normal vector nˆ and a point OP. For a
homogeneous background medium we ﬁnd for tr:
tr(xs,xr, nˆ) =
|xr − xs + 2xsn − 2OPn|
c0
(3.1)
xsn is the projection of xs on nˆ: xsn = nˆ(nˆ · xs) and OPn results from the projection of
OP on nˆ: OPn = nˆ(nˆ · OP). The travel time for the scattered/diﬀracted wave ﬁeld is
repeated here for convenience (equation 2.74):
ts(xs,xr,x0) =
|xr − x0|+ |x0 − xs|
c0
(3.2)
The most simple case for which we can specialize equation 3.1 is the case of a horizontal
reﬂector as depicted in ﬁgure 3.2. The geometry for a scatterer D assumed to lie in P is
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Figure 3.2: Special case of ﬁgure 3.1.
The common mid point (CMP) is deﬁned
as the lateral position half way between
the source xs and the receiver xr. It is
located exactly above the common depth
point (CDP). The coordinate system was
shifted to coincide with the CMP. In com-
mon CDP processing a normal move out
(NMO) correction is applied to correct
for the travel time diﬀerence caused by
increasing source receiver oﬀsets. In or-
der to correct the NMO of a scattering
response, generally a diﬀerent correction
time has to be assumed.
also shown.
Equations 3.1 and 3.2 for this case read:
tr =
|xr − xs − 2OPn|
c0
=
√
(xr − xs)2 + 4z20
c0
(3.3)
and
ts =
√
(xr − x0)2 + z20 +
√
(xs − x0)2 + z20
c0
(3.4)
The normal move out correction for either the scattered and reﬂected seismic rays can now
be deﬁned as:
trNMO = tr − tr0 (3.5)
and
tsNMO = ts − ts0 , (3.6)
For the common midpoint coordinate system (CMP=0), we ﬁnd:
tr0 =
|2OPn|
c0
=
2z0
c0
(3.7)
and
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ts0 = 2
√
x20 + z
2
0
c0
(3.8)
Equations 3.7 and 3.8 are the zero oﬀset two way travel times to and from the reﬂector
and the scatterer respectively. trNMO equals tsNMO only in two cases:
1. x0 = 0, i.e. when the midpoint between xr and xs (CMP) and the lateral position
of the scatterer coincide.
2. xs = xr, i.e. the zero oﬀset case where both trNMO and tsNMO are zero and no normal
move out correction has to be applied in either case.
Figure 3.3 shows the diﬀerence between both corrections (NMO misﬁt) along with the NMO
stretch factor ∆f/f = tr/tr0 . A scatterer was assumed to be situated in a homogeneous
background medium at 1500m depth. A background medium velocity c0 = 6000m/s was
chosen to resemble the situation found for the crystalline crust.
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Figure 3.3: a) Diﬀerence ∆t between tsNMO and common trNMO normalized to minimal
two way reﬂector travel time tr0 and b) NMO-Stretch for common reﬂection NMO in
percent as a function of lateral scatterer (x0) and shot point (SP) position. Considered is
the generic case of a horizontal reﬂector embedded in a homogeneous background medium
(c0 = 6000m/s). Positions are normalized to scatterer depth (SD) and given in the CMP
coordinate system (Ja¨ger, 1998).
The plots show the individual quantities normalized to tr0 as a function of shot point (SP)
and scatterer positions (x0) measured in the CMP coordinate system and given in units of
scatterer/reﬂector depth (SD).
CDP processing and stack will not enhance the far oﬀset scattered or diﬀracted wave ﬁeld
contributions due to the misﬁt in the applied NMO correction. This problem is in part
accounted for in DMO processing (see e.g. Yilmaz, 1987). But still, NMO stretch will
occur and valuable portions of the scattered wave ﬁeld will be lost.
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Figure 3.4: CMP stacked seismic section of a simple traveltime model. A seaﬂoor reﬂection
was modeled along with a scattering response from a solid metal sphere using the Born
approximation (Eaton, 1997). Due to NMO correction misﬁt the far ﬂanks of the scattering
hyperbola are not stacked in phase. The seaﬂoor, as expected, was mapped properly.
In order to illustrate the eﬀects of the travel time correction misﬁt, a travel time simulation
was carried out for either the marine metal object and gas scattering models as introduced
above.
Figure 3.4 shows the CDP processed zero oﬀset stack for the metal object model. The
scattering response of the sphere is very strong compared to the seaﬂoor reﬂection. The
example was chosen, to illustrate the drawbacks of the CMP processing method regarding
the treatment of seismic scattering:
The far ﬂanks of the scattering response are not stacked in phase due to the misﬁt caused
by the applied reﬂection NMO travel time correction. The only portion of the scattering
response that was ”imaged” suﬃciently, is the apex of the hyperbola, which results from
stacking near oﬀset contributions of the scattered seismic wave ﬁeld. Energy scattered to
the far oﬀset is lost.
In a real seismic experiment the scattering response in most cases can be expected to be
much weaker, as depicted in ﬁgure 3.5 which shows the same result for the gas inclusion
model. The reﬂection response ”overpowers” the scattering response and it can hardly be
seen in the section (umaxScat/u
max
Refl ≈ 0.2).
It is worth noting that the scattering response can be enhanced in a CMP section by applying
a gradient velocity ﬁeld in the NMO correction. In such a case, however, reﬂections with
travel times comparable to those of the scattering response far ﬂanks will not be imaged
properly (e.g. Ja¨ger, 1998).
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Figure 3.5: CMP stacked seismic section of a simple traveltime gas inclusion model.
The scattering response (indicated by the arrow) of the modeled gas inclusion is weak
and ”overpowered” by the strong reﬂection response. It can hardly be seen in the section
(umaxScat/u
max
Refl ≈ 0.2). Please compare with ﬁgure 3.4.
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Figure 3.6: Geometry of a
generic surface seismic experi-
ment for a homogeneous back-
ground medium. The correct
travel time correction to gener-
ate a SES-stack depends on the
possible position x0 = (xi, zj) of
a scatterer.
The above examples illustrate the need for a processing approach that on one hand enhances
the scattering response by applying an speciﬁc scattering NMO correction and on the other
hand suppresses the usually strong response from layered seismic interfaces.
3.1.2 A Common Shot Gather Method:
Scattering Enhancement Stack
As illustrated above, the CMP processing approach can destroy the far ﬂanks of the scat-
tering response due to a misﬁt in NMO correction and NMO stretch. The aim of avoiding
these drawbacks can readily be met by applying corrections adapted to the speciﬁc scat-
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tered wave ﬁeld travel times.
I will now describe the method of the so called scattering enhancement stack (SES). It is
applicable to land reﬂection seismic surveys and can easily be adapted to the case of marine
reﬂection seismic applications. We start with the assumption of a two dimensional land
seismic model with constant background velocity c(x) = c0. The adaption to models with
depth varying velocity or even more complex situations is straight forward. The method
will subsequently be adapted to a marine acquisition geometry.
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Figure 3.7: The time shift ∆t(xi, xs) of the scattering hyperbola deﬁned as the diﬀerence
in apex travel time between Γs0 and Γs, is constant for all receiver positions xr. The shape
dΓ/dxr of the scattering signature does not depend on the location of the shot point.
Figure 3.6 shows the geometry of this scattering problem. A spread of geophones is assumed
to be laid out at the surface at their horizontal position r = (xr, 0) with a number of shot
points ﬁred from their positions s = (xs, 0). The scatterer location is x0 = (xi, zj). The
scattering travel time curve Γ in a shot gather, i.e. the recorded amplitude ﬁeld fsk(xr, t),
is a function of the velocity model c(x), the location of the scatterer and the shot/receiver
locations:
Γ = Γ(xr, xs, xi, zj , c(x)) (3.9)
The energy emanating from x0 is distributed along Γ. For a homogeneous background
medium Γ(xr, t) in fsk has the form of a hyperbola with its apex (position of minimum
travel time) at xi. If the shot location equals the lateral position of the scatterer, i.e.
xs = xi the apex travel time is calculated to be:
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tmin = 2ts0,xi (3.10)
where ts0,xi is the travel time from xs0 to x0. If the shot is not located above the scatterer,
the apex travel time and thus the complete travel time curve Γ will be shifted by:
∆t(xi, xs) = ts,xi − ts0,xi (3.11)
Please note that the shape dΓ/dxr of the travel time curve does not depend on the location
of the shot. In other words: a variation in the shot location will only lead to a time shift
∆t of Γ. This shift for a given shot location xs is a constant for all receiver locations xr
(ﬁgure 3.7).
In order to stack the scattering response found in individual shot gathers, knowledge about
the explicit shape of Γ is thus not required and only a correction for the shift ∆t has to be
applied. In a homogeneous background medium ∆t can be calculated to be:
∆t(xi, xs) =
1
c0
(√
z2j + (xs − xi)2 − zj
)
(3.12)
The rule for the stack then reads:
FSES(xr, t, xi, zj) =
m∑
k=1
fsk(xr, t+∆t(xi, xs)) (3.13)
where FSES is the ﬁnal SES-stacked section and fsk are the individual shot gathers each
shifted by ∆t and m is the number of shots. FSES still depends on the scatterer position
(xi, zj) and the explicit form of ∆t. The position of the scatterer is generally unknown, so
that xi and zj have to be varied (in a systematic fashion or using an optimization algo-
rithm) until the stacked amplitude in FSES is maximized. This maximum can be evaluated
by calculating the total power of the stacked section (like e.g. proposed by Ronen and
Clearbout, 1985) or since we intentionally tried to keep up and enhance the characteris-
tic scattering response with the SES method, by interactive human decision (Rechenberg,
1994; Schwefel, 1995).
The discussion can readily be adapted to the case of marine seismic acquisition layouts,
where usually the source and each receiver are moving and towed in a ﬁxed distance to
each other and to the boat. Γ will experience not only a temporal shift ∆t in the individual
shot gathers, but also will ”move” sideways by the spatial shot interval ∆xs. This is due to
the fact that the receivers are moving across the lateral position of the scatterer xi. Every
receiver will have a new position xr′ which is related to the shot position by:
x′r = xs −∆xs,r (3.14)
where ∆xs,r is the ﬁxed distance between xs and x
′
r. Also correcting for this eﬀect the
stacking rule now reads:
FSES(xr, t, xi, zj) =
m∑
k=1
fsk(xs −∆xs,r, t+∆t(xi, xs)) (3.15)
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Figure 3.8: Sequence of shot gathers illustrating the temporal τ and lateral shift ∆xs due
to the moving acquisition layout in a marine seismic survey. Please note, that the ﬂanks of
the scattering response show variable coverage and amplitudes from shot to shot.
Figure 3.8 shows the individual shot gathers fsk(xr, t) for the metal sphere model described
in section 3.1. The temporal and lateral shifts are evident. Please note that since Γ
“moves“ in each shot gather by an amount of ∆xs to the side also the ﬂanks of the
scattering response do. Thus, maximum coverage is only achieved for the apex itself. In
the ﬁnal section FSES(xr, t, xi, zj), depicted in ﬁgure 3.9, we thus observe that the far
ﬂanks show much weaker amplitudes than the apex.
The complete dataset was normalized to one before stacking . We now observe a maximum
relative amplitude of 30 in the SES stack, which is 30/4 = 7.5 times the stacked amplitude
of the CMP stack. Although the stacking success is superior to that found for the CMP
stack, the lateral resolution rx of the SES stack is only rx = 2m which is exactly the spatial
shot interval and has to be compared with rx = 1m for the CMP stack (please compare
with ﬁgure 3.4).
As we have expected most of the energy coming from the reﬂector is smeared out over the
SES stack, which is due to the speciﬁc travel time correction applied. In the far oﬀset range,
the travel time for the scattering response and the modeled sea ﬂoor reﬂection approach
asymptotically. This eﬀect is generally observed for scattering and reﬂecting interfaces that
are situated close to each other. In this case it results in the fact, that in the SES stack
part of the signatures ﬂanks is immersed in reﬂector noise. Figure 3.10 shows the result for
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Figure 3.9: Resulting SES stack from the metal object model. The applied travel time
correction and SES stack has enhanced the scattering response over that of the modeled
seaﬂoor reﬂection response. The maximum stacked amplitude is 7.5 times that of common
CMP processing and stack. Please note that the lateral resolution of the SES stack equals
the spatial shot interval.
the modeled gas accumulation.
In contrast to the CMP stack (ﬁgure 3.5) we now clearly see the scattering response,
although the disturbance due to reﬂector noise naturally is much more severe then in ﬁgure
3.9.
It should be mentioned that the SES method can be implemented in complete analogy in
the common receiver gather domain (frk). Due to the movement of receivers in marine
acquisition geometries the notion ”common receiver” actually refers to gathers oﬀ common
proﬁle points (CPP’s). The SES method in the case of a marine application will thus be
called CPP method. Figure 3.11 shows the analog acquisition geometry for comparison
with ﬁgure 3.6.
Receivers positioned in xr now play the role of the shot points and vice versa. In each com-
mon receiver gather we will ﬁnd a scattering travel time curve Γ = Γ(xs, xr, xi, zj , c(x)).
Γ will have its minimum apex travel time in the gather formed for the receiver positioned
exactly above the scatterer xr = xi (please compare with equation 3.10 ﬀ):
tmin = 2 · tr0,xi (3.16)
and will experience a shift of
∆t(xi, xr) = tr,xi − tr0,xi (3.17)
so that for a homogeneous background medium ∆t can be calculated to be:
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Figure 3.10: SES stacking result from the modeled gas accumulation. Compared to
ﬁgure 3.5, the gas diﬀraction signature is now obviously enhanced. The modeled seaﬂoor
reﬂection contributes as smeared noise to the section. Please see also ﬁgure 3.9.
∆t(xi, xr) =
1
c0
[√
z2j + (xr − xi)2 − zj
]
(3.18)
The stacking rule for the land seismic application then reads:
FCPP (xs, t, xi, zj) =
m∑
k=1
frk(xs, t+∆t(xi, xr)) (3.19)
which for marine applications will be:
FCPP (xs, t, xi, zj) =
m∑
k=1
frk(xr +∆xs,r, t+∆t(xi, xr)) (3.20)
The SES stacking method has two major drawbacks. First, it only can be used to interpret
one scattering response at a time and second, it does not account for the dynamic behavior
of the scattering response such as amplitude and phase variations with scattering angle.
As discussed in section 2.3.1 depending on the scattering situation it is not unlikely to ﬁnd
complete phase reversals in the scattered wave ﬁeld along Γ, which would cause destructive
interference of the amplitudes in the resulting SES stack.
In the following section a gather orientated processing method which accounts for the
dynamic characteristics of the scattering response will be discussed.
3.1.3 A Common Scattering Angle Stacking Method
In the case that the scatterer is of spherical symmetry, the p → p and p → s scattering
response will only depend on the angle between the incident and the scattered wave ﬁeld,
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Figure 3.11: Geometry of the CPP gather stacking method. Traces belonging to one
common proﬁle point are gathered. After applying a lateral shift to correct for the movement
of the acquisition spread ∆xs,r, a static travel time correction is applied. The procedure is
comparable to building a common receiver gather in land seismic applications.
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Figure 3.12: Generic acquisition geome-
try, deﬁning the scattering angle θ in vec-
tor notation. θ is the angle between the
unit incident iˆ = x0 − xs/|x0 − xs| and
unit scattered oˆ = xr−x0/|xr−x0| seis-
mic ray vectors. It is given by: cos θ =
xsx · xrx/|xsx||xrx|.
i.e. the scattering angle θ. This holds for pure Rayleigh scattering as well as for scattering
in the limits of the Born approximation (please compare equations 2.19, 2.41, 2.42 and
2.48 in section 2.1).
In order to calculate the scattering angle for a given acquisition geometry the scattering
position has to be known. For complex background media we would have to determine this
angle by ray tracing (section 2.2.1).
For a homogeneous background medium the calculation is straight forward and it follows
from simple geometry that (ﬁgure 3.12)
cos θ = cos(180◦ − α) =
(
xsx · xrx
|xsx||xrx|
)
, (3.21)
where α is the complementary scattering angle.
The scattering response us is the same for all traces with the same scattering angle
θ(xs,x0,xr).
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Figure 3.13 shows the situation for a surface seismic experiment. Traces of common scat-
tering angle can be stacked in phase after applying corrections for spherical divergence and
travel time corrections adapted to scattering in order to avoid NMO stretch. This procedure
is equivalent to projecting shots and receivers onto a sphere with radius r = z0. The travel
time correction to be applied is thus given by:
∆t =
|xr − x0|+ |x0 − xs|
c0
− |z0|
c0
(3.22)
where z0 is the depth of the scatterer.
Stacking traces of common scattering angle (CSA) will improve the signal to noise ratio
of the scattered wave ﬁeld. The resulting CSA stacked section (CSA stack) shows ampli-
tude and phase trends of the scattered wave ﬁeld us with scattering angle which are only
inﬂuenced by the composition of the scatterer. As discussed in section 2.3.1 the angular
position of the signiﬁcant phase reversals (SPR) in the scattered wave ﬁeld in particular
can be used to classify the scattering situation in question. In order to illustrate the per-
formance of the CSA stack, it was applied to a synthetic seismic dataset. As described in
the introduction the scattering response from a spherical mineral inclusion embedded in an
otherwise homogeneous crystalline crust background medium was modeled. The assumed
material parameters are listed in table 3.1. The ﬁnal CSA stack and intermediate results
for CSA-gathers with α1 = 20
◦ and α2 = 100◦ are depicted in ﬁgure 3.14.
The enhancement in signal to noise ratio in the stacked scattered wave ﬁeld is governed by
the amount of angular fold provided by the acquisition geometry. Figures 3.15a and 3.15b
show histograms of the angular distribution h(α) for a typical marine seismic and VSP
survey, respectively. The VSP example was chosen, because the CSA histograms for marine
x s
x r
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x s i
x r i
x 0 x s j
x r j x
Surface0
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α α
Figure 3.13: Common Scattering Angle (CSA) gather geometry. For a given scattering
position x0 traces of common scattering angle α = 180
o−θ are gathered. Seismic scattering
events are corrected for NMO by applying the static shift ∆t = |xr−x0|+|x0−xs|
c0
− |z0|
c0
. This
correction is equivalent to projecting sources xs and receivers xr onto a sphere.
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Figure 3.14: Two exemplary CSA-gathers (α = 20◦ and α = 100◦) and stacking result for
the modeled scattering situation as listed in table 3.1. Traces of common scattering angle
stack in phase. In a realistic ﬁeld data example the signal to noise ratio of the scattering
response would be enhanced in the stacked section. The interpretation of the observed
SPR (θ = 75◦, this example) becomes more reliable.
and land seismic surveys are quite similar. According to the synthetic examples discussed
throughout this chapter, for the marine acquisition scenario a scatterer in 22.5m water
depth was assumed to be investigated with an 48 channel streamer array. The calculation
of scattering angles was restricted to source and receiver positions no farther than eight
times the scatterer depth, in order to limit the number of scattering angles α close to zero.
For the VSP common angle histogram a scatterer situated at the end of a 1400m deep
straight borehole was assumed to be investigated with 140 receivers distributed equally
across its complete depth range. The shot point was situated at 300 meters lateral oﬀset
to the borehole. The scatterer was positioned 150m away from the bottom of the borehole.
The histograms are comparable to the common fold diagrams or stacking charts used in
reﬂection seismic applications. The angular fold can be increased by increasing the bin
size for the CSA stack which, however, also will decrease the angular resolution. The
histogram not only shows the angular fold of the acquisition layout but also its angular
coverage. In order to classify a certain scattering situation, by e.g. detecting a signiﬁcant
phase reversal the angular position of the SPR should be covered by the acquisition layout
with suﬃcient fold. Marine and land seismic survey histograms show apparent similarities.
Small scattering angles are covered more frequently than larger ones and the angular range is
limited to scattering angles less than α = 180◦. In marine and surface seismic applications
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Figure 3.15: Scattering angle histograms h(α) for a) a shallow marine seismic acquisition
layout and b) a typical VSP survey. In case (a) a scattering inclusion at 22.5m water
depth was assumed to be measured with a 48 channel streamer array with 2m of geophone
distance. Scattering angles were only considered for source or receiver position no further
than eight times the inclusion depth. A 1400m deep straight borehole with 140 receivers
distributed every 10m along the borehole with a shot point 300m away from the collar and
a scatterer 150m away from the bottom of the borehole was assumed in case (b). Both
layouts span a signiﬁcant number of low scattering angles. The angular coverage and range
of the marine layout is however much higher than that of the VSP.
low scattering angles generally correspond to shots and receivers being located at large
distances from the scatterer position.
The angular range of VSP surveys also depends on the oﬀset from source to borehole
and the assumed depth of the scatterer. The plot shows poor coverage for most of the
calculated scattering angles. The situation can be improved by applying multiple sources
with diﬀerent oﬀsets which probably could be deployed at diﬀerent depth (cross-well VSP).
The CSA stack method can be applied to analyze the dynamic characteristic of the scat-
tering response of a spherically symmetric inclusion. It was shown in section 2.1.3 for large
inclusions of arbitrary shape that the position of the SPR is always found at the same scat-
tering angle, when measured from the corresponding scattering center. If the position of
the scattering center is known, a CSA processing approach should thus also be applicable
to larger objects with complex structure.
3.1.4 A Common Oﬀset Filter Technique
As discussed in the preceding sections, the success of enhancing the scattering signature
is partly prevented by the strong reﬂector noise in the SES or CPP stacked section. It is
possible however to take advantage of the fact that the scattering response changes its
spatial and temporal position within the seismogram, in order to suppress seismic energy
from horizontal reﬂectors and the direct arrival. This approach, as described in the follow-
ing, was adapted from image processing methods (see e.g. Ja¨hne, 1997). The scattering
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response can be regarded as a moving object in a sequence of images (subsequent shot
gather, receiver gather). It can be enhanced by the following simple procedure:
Let Γrh = Γrh(xr,xs, zj , c(x)) be the travel time curve of a horizontally layered reﬂector,
Γrd = Γrd(xr,xs, nˆ,OP, c(x)) that of any dipping reﬂector, Γd = Γd(xr,xs, c(x)) the
direct arrival and Γs = Γs(xr,xs,x0, c(x)) be the curve of a point scatterer. For simplicity
we now assume a homogeneous background medium with c(x) = c0 and a surface marine
seismic survey where xr = (xr, 0, 0) and xs = (xs, 0, 0). The ﬁxed distance between the
individual receivers and the source is given by ∆xs,r = xs−xr. We then ﬁnd for the travel
times of the individual arrivals described above:
trh(xs,xr, zj) =
√
∆x2s,r + 4z
2
j
c0
trd(xs,xr, nˆ,OP) =
|xr − xs + 2xsn − 2OPn|
c0
ts(xs,xr) =
∆xr,s
c0
(3.23)
and ﬁnally:
ts =
√
(xr − x0)2 + z20 +
√
(xs − x0)2 + z20
c0
(3.24)
The travel times trd and ts will change from shot to shot since xsn as well as (xr − x0)
and (xs − x0). ts and trh in contrast are no function of xs and thus will be constant. The
”motion” of Γs and Γrd can be used to construct a ﬁlter that removes the direct arrival
and reﬂected energy from horizontal reﬂectors. Figure 3.16 gives an overview of the ﬁlter
process. The ﬁlter is constructed by stacking traces with common oﬀset for a number n of
subsequent shots and normalizing by the number of stacks:
Fj(xr, t) =
1
n
n∑
k=j
fsk(xr, t) (3.25)
In ﬁgure 3.16 this procedure corresponds to steps 1 to 3. Direct arriving seismic energy and
energy from horizontal reﬂectors will have a constant travel time signature Γd,Γrh in each
individual shot gather, whereas the travel times of scattered energy and dipping reﬂector
response will be a function of the current shot position. Thus stacking of traces with
common oﬀset will enhance the signal of the direct arrival and the events from horizontal
reﬂectors. Other signals, i.e. from dipping reﬂectors and diﬀractions, will be weakened by
destructive interference or smeared out. Normalizing the stack will yield a ﬁlter operator
that shows the averaged direct arrival and horizontal reﬂections. The distorted signal from
dipping reﬂectors and scattered energy will be weakened by a factor of n, i.e. the number
of common oﬀset traces stacked to construct the ﬁlter operator. In the next step the ﬁlter
operator will be subtracted from the current shot gather. The performance of the ﬁlter
depends on the number of stacks used and on the spatial shot interval ∆xs.
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Figure 3.16: The principle of the diﬀerence ﬁlter technique. For a given sequence of shot
gathers (1) the signature of a possible scattering response will change its apex travel time
within the recorded seismograms from shot to shot. Responses from horizontal reﬂectors
and the direct arriving wave ﬁeld will have constant travel time throughout the sequence.
Stacking traces of common oﬀset and normalizing by the number of traces stacked (2),
will generate a ﬁlter operator (3) which can be subtracted from a current shot gather (4).
Applying this procedure as a moving ﬁlter on a sequence of shot gathers will result in a
section, only showing the scattering response and weak ﬁlter noise (5).
The whole section will be ﬁltered by constructing the ﬁlter operator for a moving window
of width n in the common oﬀset domain:
f ′sj(xr, t) = fsj (xr, t)−
1
n
n∑
k=j
fsk(xr, t) (3.26)
In the following the ﬁlter will be called a diﬀerence ﬁlter (DF) due to the subtraction
procedure described by equation 3.26. It is worth noting that the method is comparable to
other diﬀerence ﬁlter techniques commonly applied in seismic acquisition and processing.
In VSP data processing the direct arrival is usually removed using a moving window median
ﬁlter. The ﬁlter is constructed by calculating the median of the direct arrival amplitudes
within a given trace window and subtracting it from a current trace. On board quality
control techniques in marine airgun seismic surveys also utilize such techniques. Subsequent
source signals are recorded and subtracted from each other to provide a readily perceived
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Figure 3.17: CDP stacked section for the gas accumulation model. A dipping reﬂector was
introduced. a) section without and b) with a diﬀerence ﬁlter (DF) applied prior to CDP
sorting, NMO correction and stacking. The DF clearly suppresses the strong reﬂection
from the horizontal sea ﬂoor, while sustaining the weak scattering of the modeled gas
accumulation and the dipping reﬂector response. The white arrow in ﬁgure a) shows the
weak scattering response. The white arrow in ﬁgure b) indicates ”dipping” numerical noise,
which is also preserved. The DF is applied prestack and thus still permits the application
of e.g. prestack migration after ﬁltering.
peak signal, if the source should fail.
In ﬁgure 3.17a a common CDP stacked section of the modeled gas accumulation as already
described above is shown. A dipping reﬂector was introduced to the model in order to
illustrate the performance of the DF. Figure 3.17b shows the CDP stacked section, after
prestack diﬀerence ﬁltering for the same data set. Horizontal reﬂections are perfectly
suppressed, whereas the scattering response and the dipping events are preserved.
3.2 Prestack Methods
In order to apply the travel time corrections required for most of the gather oriented methods
discussed in the preceding section, the position of the scattering object in the subsurface has
to be known. This position is often the main target of the investigation itself. As mentioned
in the section 3.1.2, it can e.g. be found by iteratively varying an assumed position and
successively applying e.g. SES or CPP gather and stack. The correct position would
then have to be delineated by either applying a mathematical criterion or through human
evaluation of the stacking result. However, except for the proposed common oﬀset ﬁlter
technique (section 3.1.4), reﬂector noise is present in all of the proposed gather oriented
methods and selecting an optimum stacking result is even more aggravated. Ambiguity of
the obtained position is another problem as will be discussed in this section.
Kanasewich et al. (1988) presented the Common Fault Point stacking (CFP) technique
as a complementary approach to the CMP method. Aimed towards imaging of subsurface
discontinuities, diﬀraction signatures are collapsed to points indicating their origin on the
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resulting seismic section. A comparable approach was investigated by Hoﬀmann (1995),
who accounted for the dynamic characteristics of diﬀracted seismic energy in prestack
migration. The method was called Common Fault Point (CFP) migration.
Diﬀraction Stack Migration as ﬁrst developed by Hagedorn (1954) is based on a geometrical
interpretation of Huygens principle. It shall serve as starting point for the development of
prestack scattering enhancement imaging techniques. The method provides the means of
separating scattered and reﬂected seismic events by their diﬀerent travel time characteris-
tics. It was formalized and put on a sound theoretical basis by French et al. (1975) or Miller
et al. (1983, 1984, 1987),, by relating it to linearized seismic inversion and the generalized
Radon transform (GRT). An explicit treatment of the elastic case of this formalism can be
found in Beylkin and Burridge (1990).
By implementing coherency criteria into Diﬀraction Stack Migration an image of the subsur-
face can be obtained, which emphasizes the position of the scatterer over that of reﬂectors.
The use of coherency measures is very common in the literature:
Neidell and Tanner (1971) investigated the performance of several possible types of co-
herency measures in velocity analysis applications, e.g. unnormalized cross correlation and
semblance (normalized output to input energy ratio). Gelchinsky et al. (1985) proposed
a procedure of automatic wave detection on the basis of measuring the coherence along
phase and group travel time curves. They also investigated the performance of several
diﬀerent statistical measures in applications of seismic velocity analysis. Milkereit (1987)
used localized semblance as slowness weights in order to enhance the migrated image of
noisy crustal seismic data. Landa and Keydar (1998) and Landa et al. (1987) proposed
and applied semblance as a coherency measure to extract scattered and diﬀracted seismic
energy from seismic sections.
In the following I will review the concept of the GRT as the theoretical foundation for
diﬀraction stack migration and also for the newly developed methods described thereafter.
Subsequently I will introduce the concept of Diﬀraction Coherency Migration (DCM), which
implements the use of coherency measures into Diﬀraction Stack Migration.
In the case of scalar wave ﬁeld registration and if in seismic acquisition layouts only a limited
number of sources and/or receivers is deployed, e.g. in VSP surveying, migration can show
signiﬁcant imaging ambiguity. This problem will be investigated by numerical examples in
section 3.2.3.
The concept of Diﬀraction Polarization Migration (DPM) will be introduced ﬁnalizing this
section. DPM is an alternative approach to DCM. It images scatterers by including po-
larization information into the migration process. It also provides the means of eﬀectively
reducing imaging ambiguity for acquisition geometries with only few shot points.
3.2.1 Diﬀraction Stack Migration
The early formulations of the diﬀraction stack migration were merely geometrical interpre-
tations of Huygens principle. It is assumed that the subsurface is composed of an inﬁnite
number of scatter points contributing to the observed wave ﬁeld. Each subsurface point
can carry a certain perturbation compared to the background medium, either being a point
scatterer or part of some arbitrarily shaped object or a laterally continuous reﬂector.
The image of the subsurface is then constructed by summing all recorded wave ﬁeld samples
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that could have arrived at the receiver from a given subsurface point and assigning the
resulting value to a corresponding point in the image space. Repeating this procedure for
all image space positions will give the ﬁnal image. The image space is formed by a regular
grid. There is no restriction in principle on the complexity of the velocity distribution in the
background medium. For travel time calculations ray tracing methods can be used. The
advantage of the method is that there is no a priori requirement to fulﬁll demands of the
wave equation like in Kirchhoﬀ migration.
Following Miller et al. (1987) I will now describe the imaging process of the diﬀraction
stack in a formal way:
Back projection:
The data value u(τ) recorded at a given travel time τ in a seismic trace u(xri,xsj , t) carries
contributions from several points y = (y1, y2, y3) in the subsurface. τ = τ(xs,y)+τ(y,xr)
is the travel time from the source xs to y and back to the receiver xr. These points in
image space lie on the surface Iτ (xs, τ,xr), which for a background medium with constant
velocity distribution c(x) = c0, is an ellipsoid with shot and receiver of the corresponding
seismic trace in its foci. The surface is called an isochrone surface, i.e. Hagedorn’s curve
of maximum concavity (ﬁgure 3.18a).
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Figure 3.18: a) Locations with equal travel time lie on an isochrone image Iτ in im-
age/subsurface space building an ellipsoid (for c0 = const) with shot and receiver in its
foci. b) A ﬁxed image point y will contribute seismic energy to the reﬂection time surface
R in data space.
In other words:
For a given travel time τ(xsj ,y0,xri) the data value u(xri,xsj , τ) is assigned to the
isochrone surface in subsurface space (back projection). Every data value contributes to
exactly one such surface. They are all added up to build the migrated image, which beneﬁts
from interference and thus depends on the periodicity of the seismic signal.
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Projection:
A given subsurface point y = (y1, y2, y3) on the other hand will contribute seismic energy
to the data space, i.e. the seismic traces, that lies on the travel time curve Ry(xs,y,xr).
This curve is called a reﬂection time surface (RTS) (French, 1975) and is equivalent to
Hagedorn’s curve of maximum convexity (ﬁgure 3.18b). One travel time can belong to
diﬀerent image points, of course as indicated in the ﬁgure by the intersection of R1 and
R2.
The process of image building can thus also be achieved by adding the data values along
the RTS and assigning their sum to the image point y (projection or diﬀraction stack).
Diﬀraction stack and back projection are thus the same procedure, only that the data values
are added in a diﬀerent order. The isochrone surface Iτ is parameterized by the travel time
τ and the reﬂection time surface Ry by the image position y . They are subsets of the
data and image space, respectively (Miller et al., 1987):
Iτ = {y : τ(xs,y,xr)} (3.27)
Ry = {τ : y(xs, τ,xr)} (3.28)
As described above the data recorded in a seismic trace at a certain time τ can be regarded
as the integral contribution from subsurface points lying on an isochrone surface Iτ , thus:
uˆ(τ) =
∫
Iτ
u(y)dI (3.29)
u(y) is the object function deﬁned by the scattering potential (either acoustic or elastic) in
the earth subsurface, while uˆ(τ) is the resulting data function, represented by the recorded
seismic data. Similarly we have:
fˇ(y) =
∫
Ry
f(τ)dR (3.30)
with fˇ(y) again being the object function, which can be recovered by applying a diﬀraction
stack on the recorded seismic data f(τ) along the reﬂection time surface Ry. The integral
operation in equation 3.29 and 3.30 resemble the process of recording a seismic response
(projection) and the process of imaging (back projection) in terms of a corresponding pair
of projection operators (Miller, 1983). Thus diﬀraction stack migration is formulated in
terms of an inversion procedure.
Like already shown in chapter 2.1 the scattered wave ﬁeld i.e. the ﬁeld giving rise to the data
function in equation 3.29 can be expressed in terms of the Born approximation. Obeying the
assumptions that have to be made in order to keep this approximation valid, the scattered
wave ﬁeld (for the acoustic case, to simplify matters) can be written as (Miller, 1983):
us(xr,xs, ω) = ω
2
∫
G0(xr,y, ω)G0(xs,y, ω)f(y)d
3y (3.31)
where the wave ﬁeld inside the scatterer has been replaced by the incident wave ﬁeld as
usual, which in this case is represented by the Greens function G0(xs,y, ω). G0 is chosen
to be the ﬁrst order approximation given by geometrical optics:
G0(x,y, ω) = A(x,y)e
iωτ(x,y) (3.32)
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The travel time function τ satisﬁes the eikonal equation 2.53 and the amplitude or geo-
metrical spreading term satisﬁes the transport equation 2.54 along the ray connecting the
points x and y. Substituting G0 from equation 3.32 in equation 3.31 and transforming
into the time domain yields:
us(xr,xs, t) = − ∂
2
∂t2
∫
A(xs,y)A(y,xr)δ[t− τ(xs,y)− τ(y,xr)]f(y)d3y (3.33)
The delta function restricts integration to points that lie on the isochrone surface and thus
obey the travel time relation:
τ = τ(xs,y) + τ(y,xr) (3.34)
Equation 3.33 relates the scattered acoustic pressure emitted by the source at xs and
recorded by the receiver at xr to the second time derivative of the weighted integral of
f(y) over the isochrone surface Iτ (projection) (Miller et al., 1987).
For the case of a constant velocity background medium, G0 will be the free space Greens
function with A(x,y) = 1/(4π|x − y|) representing simple spherical spreading and τ =
|x−y|/c0 the travel time on a straight line path. The projection 3.33 becomes an integral
over an ellipsoid for every seismic trace, with source and receiver in its foci.
If we compare equation 3.33 with the classical Radon transform in its ﬁltered version (Radon,
1917)
∂2
∂p2
f∇(ξˆ, p) =
∂2
∂p2
∫
δ(p− ξˆy)f(y)d3y (3.35)
a direct analogy between equation 3.33 and equation 3.35 can be drawn:
The integration is taken along planes p = ξˆx. In equation 3.33, a source-receiver pair plays
the role of ξˆ, thus describing a family of ”parallel” isochrone surfaces, whereas t plays the
role of p, i.e. ﬁxing one such surface within that family (Figure 3.19).
An inversion formula can be suggested for 3.33 by comparison with the inversion for the
ﬁltered Radon transform (Radon, 1917), i.e.
f(y0) = − 1
8π2
∫
∂2
∂p2
∫
δ(ξˆ(x− y0)f(x))d3xd2ξˆ
= − 1
8π2
∫ ∂2
∂p2
f∆(ξˆ, p = ξˆy0)d
2ξˆ (3.36)
and compares to:
< f(y0) > =
∫
∂2
∂t2
fˇ(xr,xs, t = τ(xr,y0,xs))dW (xr,y0,xs)
=
∫
us(xr,xs, t = τ(xr,y0,xs))dW (xr,y0,xs) (3.37)
Equation 3.37 is a weighted diﬀraction stack along the reﬂection time surface Ry. The
weights dW (xr,y0,xs) depend on the source and receiver positions as well as on the
position of the image point y0. < f(y0) > estimates the value of the object function in
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Figure 3.19: Geometry of the backprojection procedure: By assuming that the isochrone
surface in the vicinity of the image point can be approximated by planes with normals ξˆ
that are parameterized by the travel time τ , inverse GRT can be used for the backprojection
step (Miller et al., 1987).
the image point y0. Thus, the back projection step formalized by equation 3.37 is equivalent
to an inversion of f(y) (Miller et al., 1987).
By assuming that the isochrone surface in the vicinity of the image point can be approxi-
mated by planes with normals ξˆ that are parameterized by the travel time τ it can be shown
(Miller et al., 1987) that the weighting function takes on the form:
dW (xr,y0,xs) =
1
π2
(xr,y0,xs)
|cos3α(xr,y0,xs)|
c30(y0)A(xr,y0,xs)
d2ξˆ (3.38)
For reconstructing the object function, we thus need the measured wave ﬁeld, which is
projected back to the position of the image point y0 and ﬁnally integrated over all possible
directions of local planes deﬁned by ξˆ. The wave ﬁeld is corrected by an obliquity factor
|cos3α(xr,y0,xs)| and for spreading eﬀects by 1/A(xr,y0,xs). α is the angle between the
incident and the scattered ray and as deﬁned in section 2.1 is zero for backward scattering.
Equation 3.37 is closely related to Kirchhoﬀ migration (please refer to appendix A).
The possible values of ξˆ are dictated by the acquisition geometry. In an ideal case ξˆ would
cover the whole directional range. However in a real seismic experiment the directional
coverage of ξˆ is limited. The eﬀect of this limitation will be discussed in section 3.2.3.
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Also in a typical seismic experiment the scattered wave ﬁeld us ( which in terms of this
discussion includes the reﬂected wave ﬁeld as well) is ”contaminated” by the direct arriving
wave ﬁeld. A method of removing the direct arrival from marine seismic sections was
already discussed in section 3.1.4.
By incorporating coherency measures into the process of diﬀraction stack migration, we
can take advantage of the characteristic kinematic behavior of the scattered and diﬀracted
seismic energy in order to separate it from the direct arriving and reﬂected wave ﬁelds. This
approach will be described in the following section.
3.2.2 Diﬀraction Coherency Migration
As pointed out in section 2.3.2 scattered and diﬀracted wave ﬁelds show quite diﬀerent
kinematic behavior compared to that of reﬂections. Expressed in terms of DSM, the wave
ﬁeld emerging from a point scatterer contributes coherent energy to the whole ”reﬂection
time surface” (RTS), whereas the reﬂected wave ﬁeld only contributes energy to the RTS,
where the reﬂection condition is satisﬁed (ﬁgure 3.20).
θ
κ κ
ScatteringReflection
Figure 3.20: Scattering and reﬂection can be distinguished by their diﬀerent kinematics.
κ denotes the reﬂection angle, like it is commonly deﬁned in seismic applications and θ the
scattering angle.
Thus if the coherence of seismic energy is measured along the RTS, and in DSM this
measure is used instead of the stacked amplitude, an image of the subsurface should be
obtained, that emphasizes the position of scatterers and diﬀractors over that of reﬂectors.
In the following I will refer to this procedure as ”diﬀraction coherency migration” (DCM).
I will brieﬂy review the concept of multichannel cross correlation and semblance, as well as
their possible performance in the task of separating scattered and reﬂected seismic energy:
Assuming a seismic experiment where data is recorded on M independent data channels
(seismic traces) and identifying the lag trajectory k(i), i = 1, ...,M as deﬁned by Neidell
and Taner (1971), with the travel time τR(xr,y0,xs) corresponding to the reﬂection time
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surface, i.e. k(i) ≈ τR/dt (dt being the sampling rate), the unnormalized cross correlation
sum (CC) can be written as the sum of all possible unnormalized cross correlations between
traces i and traces i+ p (Neidell & Taner, 1971):
CC =
M−1∑
p=1
M−p∑
i=1
1
N + 1
k(i)+(N/2)∑
j=k(i)−(N/2)
fij(i)fi+p,j(i+p) (3.39)
N +1 is the number of samples in the gate centered about the sample k(i) in the ith trace
and fij(i) is the amplitude assigned to that sample in trace i. The width of the gate has to
be chosen by the interpreter and should usually be of the length of the source signature.
Equation 3.39 can be normalized in two diﬀerent ways. On one hand we can choose a
normalizing denominator which equals to the geometric mean of the energy in the speciﬁc
time gate of the traces i and i+ p:
NCC =
2
(M − 1)M
k+(N/2)∑
j=k−(N/2)
M−p∑
p=1
M−p∑
i=1
fijfi+p,j(i+p)∑k+(N/2)
j=k−(N/2) f
2
ij
∑k+(N/2)
j=k−(N/2) f
2
i+p,j(i+p)
(3.40)
This is a statistical normalization approach. Equation 3.40 is called the normalized cross
correlation sum (NCC).
On the other hand an arithmetic average can be chosen for the normalization of equation
3.39. After some algebra Neidell and Taner (1971) arrive at the equation for the energy
normalized cross correlation sum (ECC):
ECC =
∑k+(N/2)
j=k−(N/2){{
∑M
i=1 fij(i)}2 −
∑M
i=1 f
2
ij}
(M − 1)∑k+(N/2)j=k−(N/2)∑Mi=1 f 2ij (3.41)
The values ECC vary between −1
M−1 ≤ ECC ≤ 1. Equation 3.41 is related to the semblance
coeﬃcient NE by
ECC =
1
M − 1(M ·NE − 1) (3.42)
where
NE =
∑k+(N/2)
j=k−(N/2){
∑M
i=1 fij(i)}2
M
∑k+(N/2)
j=k−(N/2)
∑M
i=1 f
2
ij
(3.43)
The values of NE range from 0 ≤ NE ≤ 1. The semblance coeﬃcient is equivalent to
the energy normalized cross correlation sum (3.41). Both functions 3.43 (or 3.41) and 3.39
can be used to measure coherence along the reﬂection time surface. They are sensitive
to changes in shape of the seismic signal from trace to trace. Semblance in contrast
to normalized cross correlation penalizes variations in RMS amplitude. For weak seismic
signals, like it is the case for scattered and diﬀracted seismic energy, we can expect that the
noise portion of the signal leads to signiﬁcant RMS variations. Thus it is worth investigating
the performance of CC, NCC in comparison with a semblance measure, either ECC or NE,
on the task of separating scattered from reﬂected seismic signals.
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The implementation of coherency measures into DSM can be achieved by using the follow-
ing analogy:
For DSM the image < f(y0) > is obtained by integrating recorded data values along the
RTS Ry0 . This compares to the image C(y0) obtained by measuring coherency C along
the RTS in DCM. In both cases the RTS is a function of shot, receiver position xs,xr and
the image point y0. Integration and measuring coherency in both cases is carried out over
all the available data. The diﬀerence between DSM and DCM lies in the fact that in order
to calculate the coherency a gate centered about the RTS travel time values τR is needed.
Furthermore the oscillatory nature of the source signal is not transfered to the DCM image
as it is the case for DSM. In order to be able to compare the performance of DSM with
that of DCM, in the following stacking in DSM was conducted using a time gate like in
DCM. The image was obtained by calculating the energy contained in the stacked gate.
Figure 3.21 compares the result of this modiﬁed version of DSM with that of DCM in
a synthetic data example. In order to model the seismic response a simple travel time
algorithm was used. The geometry of the model was taken from a real VSP ﬁeld experiment
carried out in Sudbury, Canada at the Norman West mining camp in 1998 (Perron & Snyder,
1998) (please also refer to section 4). In the investigated scenario a point scatterer (A)
at 1400m depth was modeled along with a plane dipping 30o and striking at 30o from the
North. The plane was assumed to have inﬁnite extension and to intersect the borehole at
1000m depth. Due to the limited spatial coverage of the acquisition layout only portions
of the planes were imaged (B). The circular distribution of secondary events around the
primary image is caused by the imaging ambiguity of the acquisition layout (please refer to
section 3.2.3). The modeled scattering response was scaled down to be a factor of 10 less
the amplitude of the reﬂection response prior to migration. The data was contaminated
with random noise to yield a signal to noise ratio of s/n = 10.
The DCM image of the scatterer is brighter than that of the plane (CmaxScat/C
max
Refl. ≈ 1.25),
wheras the DSM image of the plane is brighter than that of the scatterer (CmaxScat/C
max
Refl ≈
0.4) . It can thus be concluded that in contrast to DSM, DCM enhances the image of
point scatterers over that of reﬂecting interfaces.
3.2.3 Migration Ambiguity in Diﬀraction Stacks
In seismic investigations 3D eﬀects, such as side swipes are often ignored. The subsurface
is assumed to be composed of interfaces, with their normal vectors pointing parallel to the
image plane. Such an assumption, however, is not valid if scattering from single isolated
objects is considered. We then have to take into account that a signiﬁcant amount of energy
originates from the side of the seismic line. Generally speaking, energy can be contributed
to the acquisition spread from the complete subsurface half space.
I will discuss the eﬀects of imaging ambiguity and the consequences for acquisition design by
the example of a vertical seismic proﬁling survey. The investigation will be restricted to the
imaging ambiguity regarding scatterers. The investigated acquisition geometry is that of a
multiple source oﬀset VSP. A number of shots is applied from diﬀerent surface locations,
and the seismic response is measured with a much larger number of receivers deployed in
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Figure 3.21: Common diﬀraction stack migration (left panel) compared with diﬀraction
coherency migration (right panel). The DCM image of the scatterer (A) is brighter than
that of the plane (B) (CmaxScat/C
max
Refl ≈ 1.25), whereas in DSM the image of the plane is
brighter than that of the scatterer (CmaxScat/C
max
Refl ≈ 0.4).
a borehole. Such surveys were used e.g. for ”investigations for the ﬁnal disposal of spent
nuclear fuel” (Cosma & Heikkinen, 1996) in the past and are currently used in developing
a method for detecting massive volcanogenic ore deposits in Canada (Eaton et al., 1996;
Salisbury et al., 1997). The latter application is part of chapter 4.
Figure 3.22 shows a cross section through the subsurface. It intersects one shot point
located at the surface and a straight line of receivers thought to be deployed in a borehole.
Plotted are the isochrone lines for each shot receiver combination and the sample position
of an image point, e.g. the position of a scatterer.
As we can see from the plot, the image point is intersected by a number of isochrones,
which equals the number of shot and receiver combinations, i.e. the number of seismic
traces. Equations 3.37 and 3.38 describe the back projection or imaging procedure as
accomplished by an integration over all directions ξˆ (please compare with ﬁgure 3.19). ξˆ is
the normal vector to tangent planes of ellipses intersecting the image point. The ambiguity
of the back projected image depends on the amount of spatial directions covered by ξˆ and
thus on the acquisition geometry.
Figure 3.23 shows isochrone lines for the VSP experiment of ﬁgure 3.22 as a horizontal slice
intersecting the image space in the depth of the scatterer. All tangents to the isochrone
CHAPTER 3. METHODOLOGY 75
Figure 3.22: Isochrone lines in the plane intersecting one shot point located at the surface
and a straight line of receivers in a borehole. The quality of the back projected image
obtained by DCM/DSM depends on the amount of spatial directions covered by ξˆ (please
compare with ﬁgure 3.19).
surfaces are parallel at the position of the scatterer. The directional coverage of the vector
ξˆ in this plane is poor. For this acquisition geometry ξˆ only covers spatial directions that lie
in the plane going through source and receivers. As a result only the distance of the image
point to the borehole and its depth are more or less constrained. Its azimuthal position
with respect to the receiver line is highly ambiguous.
Figure 3.24 shows the image that resulted from migrating synthetic data modeled for an
acquisition layout with the same symmetry as depicted in ﬁgures 3.22 and 3.23. The
migrated energy is conﬁned to the depth of the scatterer, whereas its azimuthal position
could not be reconstructed.
Please note the slightly skew appearance of the depth image, which is due to the local
orientation of the individual isochrone surfaces, that add up to build the migrated image
(please compare with ﬁgure 3.22). There will thus also be slight uncertainty in the depth
and distance to the borehole that is obtained for the scatterer position. This situation will
become more severe if the oﬀset from source to borehole collar is increased.
This drawback can be overcome by e.g. applying more sources distributed in a circular
arrangement on the surface, as shown in ﬁgure 3.25.
However for economical reasons VSP surveys are most often limited to a small number of
shot points i.e. 5 to 6. It is then desirable to reduce the imaging ambiguity by varying
the positions of the sources rather than applying a large number of them. It is neither a
simple task to predict the imaging ambiguity that is produced by a given acquisition layout
(survey design), nor is it easy to say which design will be the best. Figure 3.26 shows a
compilation of images that where obtained after coherency migration of synthetic datasets.
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Figure 3.23: Depth slice intersecting the image space at the position of the scatterer,
where tangents to the isochrone surfaces are parallel. Thus the azimuthal position with
respect to the receiver line is ambiguous
Figure 3.24: Synthetic data migration result modeled for an acquisition layout as depicted
in ﬁgures 3.22 and 3.23. Energy is conﬁned to the depth of the scatterer, whereas its
azimuthal position could not be constrained.
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Figure 3.25: Improving imaging ambiguity by applying more sources distributed in a cir-
cular arrangement on the surface. It is, however, desirable to reduce the imaging ambiguity
by varying the positions of the sources rather than applying a large number of them.
The data were calculated for several diﬀerent shot distributions at the surface. Receivers
and scatterer depth were held constant as in the conﬁguration shown in ﬁgure 3.24.
Figure 3.26a shows a conﬁguration with one shot point positioned 300m oﬀ the plane
passing through the scatterer and the receiver line resulting in the same degree of imaging
ambiguity as for the setup of ﬁgure 3.24. As discussed above (ﬁgure 3.22) for a single
shot VSP the isochrones passing through the position of the scatterer up to a certain de-
gree constrain its vertical position and the distance to the receiver line. High uncertainty
regarding the azimuthal position of the scatterer is obtained, though. It can be expected
that the deployment of more shot points increases the constraints on vertical and azimuthal
position of the scatterer in the migration image. VSP acquisition geometries with diﬀerent
numbers of shots and diﬀerent shot distributions shall now be discussed:
Azimuthal ambiguity is reduced with increasing number of shot points (e.g. ﬁgure 3.26b,c,d).
The conﬁguration shown in ﬁgure 3.26e uses six shot points and highly constrains the az-
imuthal position of the scatterer.
If we break the radial symmetry of the shot distribution like in ﬁgure 3.26f, ambiguity seems
to be even more reduced. In contrast to the setup shown in ﬁgure 3.26e only four shot
points where used.
In order to judge which acquisition layout shows highest certainty, while using as few shots
as possible, a quantitative description of imaging ambiguity in DCM/DSM is required.
One single amplitude maximum found exactly in the position of the scatterer with all other
amplitudes being comparably small, would rate a migration result as non ambiguous. If
more than one possible position for the scatterer is found in the migrated image, the amount
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Figure 3.26: Compilation of images obtained after migrating synthetic datasets calculated
for several diﬀerent shot distributions at the surface with receivers and scatterer depth
held constant as in ﬁgure 3.24. Entropy H is introduced as a measure for the degree of
ambiguity and plotted along with each conﬁguration.
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of ambiguity has increased. A state of high ambiguity thus corresponds to a state of high
disorder and a state of low ambiguity to a state of order in image space.
As a possible measure for the degree of ambiguity in DCM/DSM images I propose to use
entropy H, which measures order and disorder in a set of data values (e.g. Press et al.,
1994; Goltz, 1998).
If N is the number of grid points of the image space Ξ and Nk is the number of amplitude
classes k found in the image then pk =
Nk
N
is the probability of k in Ξ. The entropy of Ξ
is deﬁned by:
H = −
kmax∑
k=1
pk · ln(pk) (3.44)
its minimum value is H = 0, corresponding to complete order and its maximum value is
H = ln(kmax), corresponding to complete disorder in Ξ.
Considering the example with no ambiguity in the migration image, one amplitude maximum
at the position of the scatterer is given which can be normalized to one. All other image
points carry very small amplitudes, which can be set to zero. Only two amplitude classes
are found, i.e. k1 = 1 and k2 = 0. For an image space of N grid points, we then ﬁnd
Nk1 = 1 and Nk2 = N − 1. Thus we have:
lim
N→∞
H = −
(
N − 1
N
ln(
N − 1
N
) +
1
N
ln(
1
N
)
)
(3.45)
= 0 (3.46)
Entropy will also go to zero for the case of all amplitudes being equal, i.e. having only one
amplitude class in Ξ.
In ﬁgure 3.26 entropy is plotted along with each migration result. Amplitude values were
normalized and rounded to 1/N, to provide comparable conditions for all migration volumes.
Amplitude classes with zero probability where removed from the dataset.In all cases entropy
was calculated for the complete 3d image cube.
Entropy is of the same order of magnitude for all conﬁgurations. For the radial symmetric
conﬁgurations (ﬁgures 3.25 and 3.26b,c,d,e) it can generally be said that entropy is reduced
with an increasing amount of shot points used.
Breaking the symmetry of the shot point distribution seems not to signiﬁcantly reduce
imaging ambiguity (ﬁgure 3.26f).
Some of the distributions yield good results even if only a small number of shot points
is used (please compare ﬁgure 3.26g,h with ﬁgure 3.26d). It can thus be concluded that
investigating the ambiguity in DSM/DCM images by automated survey design optimization
can help in reducing acquisition costs.
In the next section I will describe, how polarization information can be included into the
concept of DSM as an additional approach towards reducing imaging ambiguity. The
method that will be described (diﬀraction polarization migration, DPM) is a migration
technique in its own right and thus was not treated in this section.
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3.2.4 Diﬀraction Polarization Migration
Another characteristic feature of the scattered wave ﬁeld is the directional behavior of the
particle motion relative to the scattered ray, i.e. its polarization. In DSM the position of
the image point is known, so that the polarization of the scattered ray is know for a given
background velocity model. If we know how the ray should be polarized when arriving at
the receiver after it left the image point (expected polarization), we can compare it with
the actually measured wave ﬁelds polarization (measured polarization). The bigger the
deviation, between expected and measured polarization is, the less likely did the measured
seismic energy come from the image point under consideration.
As a measure for this likeliness any suitable function h(β,u) of the angle β between expected
pˆ and measured polarization u can be applied (Duveneck, 2000). Incorporating the function
h(β,u) into a diﬀraction stack will penalize all measured amplitudes which little likely have
emerged from the image point in question. Imaging ambiguity, as discussed in the preceding
section (see e.g. ﬁgure 3.24), can be eﬀectively decreased since the polarization of the
scattered wave ﬁeld will only ﬁt for image points that really host a scatterer. A migration
procedure based on this idea will now be discussed and will be called diﬀraction polarization
migration (DPM). h(β,u) will be called the polarization alignment measure (PAM).
In order to estimate the expected polarization, we can assume, that the scatterer is com-
posed out of several non interacting point scatterers. pˆ will then be given by simple Rayleigh
scattering theory (equations 2.19 and 2.20). The validity of this approximation is supported
by numerical modeling studies as described in section 2.3.1 and by Bohlen et al. (2000).
For the sake of simplicity and because we often have to deal with compressional wave
sources in crustal and marine seismic investigations I will restrict the following discussion
to the cases of p→ p and p→ s scattering. Figure 3.27 shows the situation for both cases
as found at the receiver. In the case of p → p scattering the expected polarization pˆ is
p −> p p −> s
β
z
y
x
β
z
x
y
p = mp = ou u
Image PointImage Point
a) b)
Figure 3.27: In the case of p→ p scattering (a) the expected polarization pˆ is parallel to
the direction of the emerging ray oˆ. For the case of p → s scattering (b) we ﬁnd pˆ = mˆ
perpendicular to it.
parallel to the direction of the emerging ray oˆ. For the case of p → s scattering we ﬁnd
pˆ = mˆ, the meridian direction.
DPM is implemented into the formalism of DSM in analogy like it was done in the case of
DCM (section 3.2.2):
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The DSM image < f(y0) > is obtained by integrating recorded data values along the
RTS Ry0 . This compares to the image < f
′(y0) > obtained by summing the values of
the function h(β,u) along the RTS. In both cases the RTS is a function of shot, receiver
position s, r and the image point in question y0. Integration is carried out over all available
data. In contrast to DCM, the resulting DPM image will show the oscillatory nature of the
source signal.
The migration procedure can thus be described by the following equation:
< f ′(y0) >=
1
MN
M∑
i=1
N∑
j=1
h(βmij (y0,uij(τ
m
ij (y0))),uij(τ
m
ij (y0))) (3.47)
where uij is the scattered wave ﬁeld recorded at the receiver rj with the source in si.
m is the type of scattering mode conversion assumed, e.g. p→ p or p→ s.
τmij (y0) is the travel time from the source si via the point y0 to the receiver rj for mode
m.
βmij (y0,uij(τ
m
ij (y0))) is the angle between expected and measured polarization as found in
rj.
M and N are the number of shots and receivers, respectively.
Several diﬀerent explicit forms for h(β,u) were suggested and investigated by Duveneck,
(2000):
hI = u · pˆ = u cos(β)
hII = cos
9(β)
hIII =
{
cos9(β) if | cos9(β)| > 0.95
0 else
hIV =
{
u · pˆ | cos9(β)| if | cos9(β)| > 0.95
0 else
(3.48)
Figure 3.28b shows the model of a massive volcanic ore deposit related to the crustal seismic
case history discussed in section 4.2. The seismic response as depicted in ﬁgure 3.28a was
calculated using the ﬁnite diﬀerence algorithm as described in section 2.1.3 and provided
by Bohlen (1998). An acquisition geometry with one shot point and a straight receiver line
deployed in a bore hole was simulated (crustal VSP survey). Modeling parameters are given
in table 3.2.
Figure 3.29a shows the image that results when applying DPM to the synthetic seismic
data set. As the polarization alignment measure hI (equation 3.48) was used.
Strong events (marked as S in ﬁgure 3.28) heavily distort the image of the scatterer, because
a single high amplitude data value will produce a very strong isochrone contribution in image
space. In real seismic data we would have to deal with strong reﬂections in addition. The
imaging approach has thus to be reﬁned by a normalizing procedure during or prior to
migration that scales down strong events in the seismogram to approach those of scattered
or diﬀracted waves.
CHAPTER 3. METHODOLOGY 82
Background medium Orebody Perturbation
vp = 6000 m/s vp = 5500 m/s δvp/vp = δvs/vs = -0,083
vs = 3000 m/s vs = 2750 m/s δλ/λ = δµ/µ = 0,34
ρ = 2,7 g/cm3 ρ = 4,3 g/cm3 δρ/ρ = 0,59
Table 3.2: Material parameters of the orebody model depicted in ﬁgure 3.28b as were
used in the ﬁnite diﬀerence simulation.
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Figure 3.28: a) 2D ﬁnite diﬀerence seismogram (a) and input model (b) for a synthetic
single shot VSP. The scattered wave ﬁeld shows strong dynamic variations (S), that have
to be normalized prior to or during the imaging procedure.
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Figure 3.29: a) resulting image after applying DPM to the model depicted in ﬁgure 3.28.
The polarization alignment measure was chosen to be u · pˆ = u cos(β) (hI in equation
3.48). b) DPM result after limiting the receiver range and introducing a strict aperture rule
into the PAM (hIII in equation 3.48) (Duveneck, 2000).
Within the migration process this can be accomplished by dropping the amplitude informa-
tion in the function h(β,u), like it is done for hII and hIII in equation 3.48
Normalization can also be achieved by applying a moving window gain prior to migration,
which is simultaneously applied to all three components for each shot receiver combination
and preserves their directional information.
Figure 3.29b shows the result of DPM after limiting the receiver range and using the function
hII as the polarization alignment measure. The image of the assumed scattering body is
now conﬁned to its outline.
3.3 Conclusions
Several diﬀerent processing methods that are capable of enhancing the seismic response
of isolated scattering objects were discussed in this section. Two new concepts, based on
common geometrical attributes and prestack migration were introduced.
A processing method that is aimed at resolving shape and composition of a single scatterer
has to focus on gaining and preserving as much scattered energy as possible, since the
scattered seismic signal is weak by nature.
The CDP processing approach does not account for the kinematic and dynamic character-
istics of the scattered wave ﬁeld. Due to the NMO correction applied in individual CDP
gathers prior to stacking, only near oﬀset scattered or diﬀracted energy will be enhanced.
Strong portions of scattered seismic energy however can contribute to the far oﬀset domain,
e.g. by dominant side or forward scattering. Even in DMO processing, NMO stretch will
still destroy this part of the scattered wave ﬁeld.
For most of the gather orientated methods such as the SES, CPP and CSA approaches the
position of the scatterer has to be known a priory, or has to be iteratively determined. In
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all the cases discussed in detail a reliable velocity model of the background medium has to
be given in order calculate the travel time of scattered energy and to apply static travel
time corrections.
A new 3D migration technique based on diﬀraction stack migration (DSM) was intro-
duced. The method uses either coherency (DCM) or polarization information (DPM) of
the scattered wave ﬁeld.
In case of scalar wave ﬁeld registration coherency measured along reﬂection time surfaces
in the dataset, detects scattered energy (DCM). The resulting migrated cube enhances
images of scattering centers over those of reﬂector elements. Since the image is composed
from resulting coherency values, true amplitude information is lost. The image obtained by
applying DSM to scalar VSP and surface seismic surveying data is ambiguous. The degree
of ambiguity depends on the spatial distribution and the number of shot points being used
in the survey. Entropy is proposed as an ambiguity measure and can serve as object function
for an automated survey design optimization algorithm.
For three component seismic data sets, the comparison of measured and expected polariza-
tion is another possible way to distinguish scattered from reﬂected or non coherent seismic
energy (DPM). Imaging ambiguity is greatly reduced if such information is included in the
DSM process. High amplitude seismic events need to be scaled down by normalization
during or prior to migration, so that true amplitude information is lost, as in DCM.
Chapter 4
Field Data Examples
In order to evaluate the processing approach discussed in chapter 3 the processing sequences
proposed in appendix B were applied to marine and crustal seismic data sets.
High frequency seismic surveys were conducted in the Baltic Sea in the northern area of Kiel
Bay, Germany, utilizing a boomer source and a multichannel streamer array. Several surveys
were carried out between 1997 and 1999. Data were acquired by the former Institute of
Geophysics (IFG-Kiel), which is now the Department of Geophysics within the Institute of
Geosciences at Kiel University. Since the size of possible scattering objects in the Baltic
Sea is expected to be of the order of one up to a few meters, a Boomer was used as seismic
source. On one hand it was intended to study the feasibility of using a boomer source in
multichannel marine seismic acquisition and in a high resolution 3D seismic survey. On the
other hand these surveys were aimed towards ﬁnding seismic scattering objects and test the
algorithms described in the preceding section.
The second data set was acquired by the Continental Geosciences Devision (CGD) of the
Geological Survey of Canada (GSC) in Ottawa. The GSC hosted a workshop on September
6, 1996 from which a joint research program was initiated. This research has focused on
the new application of vertical seismic proﬁling (VSP) techniques to mineral exploration
problems. The Downhole Seismic Imaging (DSI) consortium intends to reconstruct an im-
age of the subsurface from reﬂected and scattered seismic waves. The main target of their
investigations are massive volcanogenic ore deposits hosted in crystalline felsic and maﬁc
background rocks.
In the following I will describe the performance of the proposed processing sequences for
both, the marine and the crustal seismic data sets.
The marine case history (section 4.1) will include a description of performance of the boomer
source when deployed in multichannel marine seismic data acquisition (section 4.1.1). Scat-
tering is a three dimensional phenomenon by nature and thus, in order to image seismic
scatterers the need for 3D seismic data acquisition and processing arises. In section 4.1.2
ﬁrst tests towards high frequency 3D seismic surveying using Boomer sources will be dis-
cussed. The information obtained from area mapping is used as a basis for regional (section
4.1.2) and local (section 4.1.2) geological interpretation. Finally results from DCM as ap-
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plied to high frequency multichannel seismic data will be given (section 4.1.3).
In section 4.2 a review of the geological settings, seismic acquisition and processing from
two diﬀerent VSP surveys aimed towards imaging of massive volcanogenic mineral (VMS)
ore deposits will be given. The ﬁrst case history describes a single source three component
VSP survey conducted in Matagami, Quebec (section 4.2.1). Since it is well documented
that the Matagami Bell Allard VMS deposit generates a measurable scattering response,
DCM as well as DPM was applied to the acquired data set, to serve as a benchmark
for the performance of both algorithms. The second crustal seismic case history (section
4.2.2) is dealing with a multi source multi oﬀset three component VSP survey, which was
conducted in Sudbury, Ontario. It serves as a very recent DSI research example. Only DCM
was applied to this data set for the ﬁrst time providing a 3D image of possible scattering
centers in the crystalline crust obtained from VSP/DSI surveying. Since DCM is a scalar
migration technique only the vertical component was used for migration. Arising imaging
ambiguity will be discussed.
4.1 Marine Seismic Case History
Figure 4.1 shows the area of the Baltic Sea that was subject to marine seismic investigations
carried out between 1997 and 1999. In shallow marine environments high-resolution seismic
surveys commonly apply boomer sources in combination with a single channel
hydrophone streamer to map horizontally stratiﬁed sedimentary interfaces in a two dimen-
sional proﬁling fashion. Diffraction events found in single channel recordings are interpreted
as scattering responses from shallow, isolated objects or sharp discontinuities of otherwise
continuous geological features. Possible scattering objects range from ship wrecks and old
ammunition to boulders and gas accumulations within the sediments. The typical size of
these objects (man made or geogenic) range from less then one meter up to several meters
and are often found buried in Holocene horizons and thus in direct vicinity to the sea ﬂoor.
To make them the target of marine seismic investigations a broadband seismic source like
the boomer with an appropriate wavelengths spectrum ranging from a few up to several
meters and a penetration depth of up to ﬁfty meters thus is a natural choice. Since scat-
tered seismic energy is distributed to all spatial directions, it is necessary to deploy a large
oﬀset multichannel hydrophone array as sensor in order to record as much scattered energy
as possible.
The aim of the investigation was to study the feasibility of applying high frequency Boomer
sources in multichannel marine seismic data acquisition and to proceed step by step to-
wards 3D seismic acquisition technologies. The area of investigation was selected due to
scattering observed on earlier acquired 2D seismic sections.
In a ﬁrst approach, between 1997 and 1998 seismic acquisition, was conducted along a wide
spread grid of long 2D proﬁles (indicated by lines in ﬁgure 4.1). The collected data was
used to investigate repeatability of the Boomer source and to establish regional settings of
the geology in the study area (Riedel, 1998; Brughmans, 2000). During the experiments
diﬀerent types of boomers and multichannel streamer arrays were used. A much denser grid
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Figure 4.1: Overview of the area subject to high resolution multichannel marine seismic
surveys conducted between 1997 and 1999. The lines in the enlargement indicate the
position of a wide grid of 2D proﬁles that where sailed in a ﬁrst approach towards developing
a 3D seismic acquisition system using Boomer sources. A and B are locations of two oil
platforms in the area.
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of parallel seismic lines was acquired in a survey conducted in 1999. This high resolution 21
2
D
survey served as the next step towards 3D seismic acquisition. In the following I will discuss
technical details such as source stability/repeatability and the inﬂuence of the streamer array
eﬀect on the recorded seismic signal. Following this, I will brieﬂy review the main results
from conventional 2-D seismic data acquisition and processing. Results from the 21
2
D survey
and corresponding 3D structural interpretation will be discussed subsequently. Finally I will
investigate the performance of diﬀraction coherency migration (DCM) in comparison with
diﬀraction stack migration (DSM) regarding the task of enhancing the image of seismic
scatterers and structural discontinuities in the subsurface.
4.1.1 High Frequency Multichannel Data Acquisition
in the Baltic Sea
The use of multichannel streamer arrays in conjunction with boomer sources is not common
in marine seismic acquisition. Group length and number of hydrophones within a group
in available streamers are most often tuned to suppress the direct arrival of air gun seis-
mic sources. The streamers used for the discussed investigations were thus not explicitly
constructed to be applied with boomer sources. The array characteristic that is imprinted
on the recorded seismic data severely distorts the signal shape, as will be discussed in the
following section.
In multichannel reﬂection seismology the stability/repeatability of the applied source is an
important issue. Subsequent processing depends on the source to be stable enough to make
estimates on the source signals shape that are valid for at least reasonably large portions
of the survey. If the shape of the source signal changes signiﬁcantly from shot to shot,
deconvolution, CDP-sorting and stacking or migration may fail or perform poorly. Thus the
stability of the boomer source was investigated, as will be described subsequently.
Data in all individual surveys was recorded with a shot rate between 1 Hz and 0.5 Hz.
This corresponds to a shot to shot distance of 1-2 m, when accounting for the average
vessel speed of 2 m/s. The sampling rate was set to 250µs in order to ensure for recording
unaliased signals up to 2000 Hz frequency content. All seismic data were recorded using
an 48 channel BISON seismograph.
Streamer Array Eﬀects
During the surveys carried out between 1997 and 1999 two diﬀerent types of streamers
were used, whose geometrical parameters are listed in table 4.1.
The grouping eﬀect or array characteristic eﬀect (AE) is governed by the following law (see
e.g. in Sheriﬀ & Geldart, 1982):
AE(κ, f) = |sin(N
πdf
v
· sin(κ))
N sin(πdf
v
)
| (4.1)
with f being the frequency of the seismic wave ﬁeld incident in an angle κ to the streamer,
which has N hydrophones spaced by hydrophone interval d. v is the velocity of the back-
ground medium. The amplitude characteristic of a grouped streamer thus depends on the
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assigned designations streamer A streamer B
number of channels 48 12
length of streamer 100m 50m
group spacing 2.0m 3.8m
group length 1.8m 0.25m
hydrophone interval 0.26m 0.09 m
hydrophones per group 8 3
Table 4.1: Geometrical parameters of streamers used for seismic surveys conducted be-
tween 1997 and 1999 in the Baltic sea.
frequency content of the seismic signal and the angle of incident at the streamer. Figure
4.2 shows a plot of equation 4.1, for streamers A and B, respectively.
A zero value of equation 4.1 corresponds to destructive interference of the grouped signals.
If the frequency range of the source signal extends into this region of the plotted charac-
teristics severe pulse shape alteration will result. In other words, if the grouping length is
bigger than the wavelength of the signal as projected onto the streamer axis, a temporal
interference of the signal with itself will result and lead to an alteration of the frequency
and phase content of the signal.
For further processing acquired seismic data had to be band limited to frequencies smaller
than 700 Hz whenever the 48 channel streamer or both streamers were used (ﬁgure 4.2
straight line). Using the seismic traces ”as recorded” would result in poor performance of
any typical multichannel processing step, such as stacking or migration. A great portion of
useful seismic signal was lost.
Source Stability/Repeatability
Verbeek and Mc Gee (1995) investigated the signal characteristics of high resolution marine
reﬂection proﬁling sources. They found that the Boomer is one of the most stable sources
available. Encouraged by their work, I investigated the repeatability of two diﬀerent Boomer
sources that were applied during the marine surveys concerned here. The sources were a
currently traded EG&G Boomer (source A) and an older one (source B) which had been
rebuilt several times and thus must be regarded as costume-made. Figure 4.3 shows source
spectra estimated from measured ﬁrst arrivals at streamer A for both sources, 10 subsequent
shots and two diﬀerent oﬀsets, 10 m and 50 m, respectively.
Predominantly we observe the interference eﬀect of the streamer array characteristics. Di-
rect arrivals correspond to an incident angle at the streamer of 90o, for which we ﬁnd
destructive interference at approximately 700 Hz and 1500 Hz signal frequency. From the
spectra we can already estimate that for near oﬀsets the low frequency part of the spectra
is more stable than for large oﬀsets. Source B appears to be more stable than source A. In
order to get a more quantitative estimate of the repeatability I calculated the repeatability
index RI as given by Verbeek and Mc Gee (1995):
RI = min|S(k)| (4.2)
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Figure 4.2: Streamer characteristics (equation 4.1) for streamer A and B with geometrical
parameters as listed in table 4.1. The boomer source emits a broad spectrum of frequencies.
Sampling was designed for a frequency content up to 2000 Hz. A zero value of equation
4.1 corresponds to destructive interference of the grouped signals. If the frequency range
of the source signal extends into this region of the plotted characteristic severe pulse shape
alteration will result. Seismic data have to be band limited (as indicated by the lines at
700 Hz and 4000 Hz) in order to avoid streamer array eﬀects.
where
S(k) =
∑N
i=0 |S1i − S2(i−k)|
max|S1i| ·N (4.3)
S1(i) and S2(i) represent two subsequent pulses digitized by samples i=1...N. RI gives the
mean relative deviation between the to sampled signals normalized to the maximum ampli-
tude of the reference signal (chosen to be S1). If S1 and S2 are very much alike, RI will be
close to zero. Poorer repeatability is indicated by larger RI values. RI is given in percent
deviation from the maximum reference signal amplitude.
For each source (A, B) RI was calculated from shot to shot for a sequence of 1000 shots.
As input for the analysis the direct arrival was chosen as an estimate for the source signal.
Parameters varied during the investigation were oﬀset and frequency content of the input
signals.
Since the data used in this investigation was recorded in a real marine seismic experiment
swell noise introduces a randomly varying static shift on the input wavelets. Veerbek and
Mc Gee (1995) calculated the minimum of S(k) to derive RI. This step was modiﬁed here.
Static shifts of individual signals where determined and corrected by cross-correlation with
an averaged source signal. RI not only measures changes in the shape of the signal but
also overall amplitude ﬂuctuations. To delineate whether deviations were introduced by
variations in source strength or in signal shape, RI was calculated for either true amplitude
recorded and energy balanced signals. The median (RI∗) and standard deviation (STD) of
each set was calculated.
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Figure 4.3: Source spectra estimated from the measured ﬁrst arrival at the streamer for
both sources, 10 subsequent shots and oﬀsets 10m and 50m, respectively. The eﬀect of
the streamer array characteristics is predominantly observed in both spectra (drop outs at
≈ 700 Hz and 1500 Hz). Source A shows a broader frequency content than source B.
Figure 4.4 shows histograms of RI calculated for both sources. The signals were band limited
by applying a trapezoidal band pass ﬁlter with gate frequencies fi= (100,200,600,700) Hz.
The chosen source receiver oﬀset was approximately 10 m for both sources. The upper
panel shows the RI histogram for true amplitude source signals and the lower panel shows
histograms for energy balanced input.
For both sources RI shows smaller values and standard deviation when energy balanced
input was used. The shape of the emitted boomer signals is thus more stable than the
source strength. An eﬀect that might be explained by power supply ﬂuctuations. RI∗
ranges from 0.04 and 0.08 for both sources and is signiﬁcantly greater than the results
obtained by Verbeek and Mc Gee.
Figure 4.5 shows histograms for RI calculated from source signals measured at 50 m oﬀset
which were ﬁltered to contain the same frequency range as in the example above. Again,
the upper and lower panels show the results for true amplitude and energy balanced input
signals, respectively. The eﬀect of energy balancing is still evident. The values for RI∗ range
from 0.09 for source B to 0.2 for source A and their distribution is broader than in ﬁgure
4.4. It can thus be concluded that repeatability/stability oﬀ the source signal decreases
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Figure 4.4: Repeatability index (RI) histograms for sources A and B. Source receiver
oﬀset was 10 m. True amplitude, as well as, energy balanced bandpass ﬁltered signals
where input to the analysis (fi=(100,200,600,700) Hz). The energy balanced signals show
higher repeatability.
with increasing oﬀset. This eﬀect can possibly be explained by the increasing inﬂuence of
the moving water surface on direct arriving seismic energy. The wave length of the Boomer
signal in water is approx. 1.5m and thus could be aﬀected by waves.
Finally ﬁgure 4.6 shows the RI histograms for energy balanced signals and an oﬀset of 10
m. Here a broader frequency range was preserved in the input signal. The gate frequencies
where set to fi= (100,200,1400,1600) Hz. We can conclude that for near oﬀsets the lower
frequency content of the source spectrum is more stable than the high frequency content
(please compare with ﬁgure 4.4 lower panel). This observation still holds for greater oﬀsets
but becomes less prominent.
Summarizing it can be said that RI increases with decreasing oﬀset and with decreasing
frequency content. Variations in source strength seem to be more severe than variations in
the spectra. Verbeek and Mc Gee arrive at much better RI values for the boomer source.
To explain this discrepancy we have to consider, that the source signals in Verbeek’s and
Mc Gee’s investigation were recorded with a hydrophone positioned at depth, with a oﬀset
ranging from only 2 to 20 m. No swell noise and no near surface disturbances were present
as in the examples given here. In addition RI values where corrected for noise contributions,
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Figure 4.5: Repeatability index (RI) histograms for sources A and B. Source receiver
oﬀset was 50 m. Bandpass gate frequencies where fi=(100,200,600,700) Hz; Repeatability
decreases with increasing oﬀset.
which was avoided here, since noise will certainly decrease repeatability of the seismic signal
and should be considered when RI values are calculated. The values obtained are comparable
to those given for airguns. Airguns are commonly used in seismic data acquisition and have
proven to be stable enough to conduct typical multichannel processing steps. We can thus
expect that the boomer source will be suitable for real multichannel marine seismic ﬁeld
experiments and data processing.
4.1.2 Baltic Sea Scattering Objects: Geological Background
As an approach towards high frequency multichannel 3D seismic acquisition, three marine
surveys were conducted 1997 and 1999. Figure 4.7 gives an overview of the sailed proﬁles.
The data was acquired using diﬀerent combinations of Boomer sources and streamer arrays.
In a ﬁrst step, a wide grid of 2D proﬁles was acquired in order to evaluate the possibility
of area wide seismic mapping and geological interpretation using conventional acquisition
geometry with large inter proﬁle distances. A single Boomer source in conjunction with a
multichannel streamer array was used. A regional geological interpretation was performed
on the basis of the acquired seismic data and will be discussed in the following.
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Figure 4.6: Repeatability index (RI) histograms for sources A and B. Source receiver oﬀset
was 10 m. Bandpass gate frequencies where fi=(100,200,1400,1600) Hz. Low frequencies
of the signals are more repeatable than high frequencies, please compare with ﬁgure 4.4,
lower panel.
Due to strong lateral variations of deeper geological features, only the sea ﬂoor could sat-
isfactorily be mapped. Thus two additional surveys were conducted each using a diﬀerent
combination of streamer arrays and boomer sources. Inter proﬁle distances where signiﬁ-
cantly reduced. For the ﬁrst time a high resolution seismic data cube was acquired in the
Baltic sea, providing the means for local structural 3D interpretation of local geological
features. In the second part of this section, these ﬁrst results from 21
2
D seismic surveying
as well as the performance of two diﬀerent acquisition layouts will be discussed.
Coarse Grid Geological Interpretation
Coarse grid 2D seismic acquisition surveys conducted between 1997 and 1998 were sailed
using only one boomer and one streamer at a time. A set of conventional 2D marine
seismic proﬁles was acquired. Figure 4.8 shows a sketch of the acquisition geometry the
used recording equipment. Navigational information was recorded by hand at the beginning
and the end of each proﬁle. No real time processing was conducted. Multichannel data
were directly recorded onto DLT tape using an 48 channel BISON seismograph. Near trace
proﬁles were continuously recorded in order to monitor source and sensor activity and data
quality.
In order to document the quality of the acquired data, ﬁgure 4.9a shows an unprocessed
single shot seismogram recorded on proﬁle 18.
As discussed in the preceding chapter, the recorded seismic data had to be band limited
to the frequency range ≤ 700Hz . Panel b of ﬁgure 4.9 is ﬁltered with a bandpass ﬁlter
(fi= (100,200,600,700) Hz) to suppress the eﬀect of the streamer array characteristics.
The gap at about 55 m is due to a link connecting two main streamer elements that built
the actual 48 channel array. The enlargements shown for both panels illustrate, that the
sea ﬂoor response splits up into a double pulse with increasing oﬀset albeit a band limit to
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Figure 4.7: Outline of the proﬁles sailed as a ﬁrst approach to 3D seismic data acquisition
with high frequency seismic sources. The acquired seismic sections were interpreted by
hand. Picked horizons on proﬁles plotted in red (east-west proﬁles) were combined to
generate maps of the observed horizons (please refer to ﬁgure 4.13).
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Figure 4.8: Acquisition geometry and recording equipment setup used during the wide grid
2D seismic investigation. For multichannel recordings a 48 channel BISON seismograph was
used. Near trace control proﬁles were recorded on a PC unit.
correct for array characteristics has been applied. One explanation for this eﬀect might be
the existence of a real double layer that is only resolved with increasing oﬀset.
For the oﬀset range corresponding to supercritical reﬂection angles κ > κc changes in
phase of the reﬂected signal would also have to be expected. κc for the present case can
be estimated to be κc ≈ 55o, assuming a water layer velocity of 1550 m/s and a reﬂector
velocity of 1900 m/s (Riedel, 1998). This would correspond to source receiver oﬀsets
greater than approximately 56 m. In order to avoid destructive interference in stacking, for
conventional reﬂection seismic processing the oﬀset range of the acquired data was thus
limited.
Further data processing towards the stacked zero oﬀset section included, deconvolution,
CDP-sorting, velocity analysis, NMO correction and stacking. Figure 4.10a shows part of
the ﬁnally processed zero oﬀset section for proﬁle 18.
In order to illustrate the enhancement in data quality achieved by multichannel seismic
data acquisition and processing, a single receiver seismic section is plotted in ﬁgure 4.10b.
The data were extracted from the multichannel data set. The zero oﬀset sections are
characterized by six main features (please refer to ﬁgure 4.10). The sea ﬂoor is either
represented by a strong till-layer reﬂection (1) (Pleistocene, clay, sill, sand and gravel,
deposited during the end of the Weichsel glaciation (Atzler, 1995)) or by a weaker reﬂecting
mud horizon (2) built from Holocene unconsolidated sediments, (Hinz et al., 1971), which
ﬁlls up the till layer basins whenever they submerge signiﬁcantly below 20 m water depth.
A prominent reﬂector situated between the mud and till horizon (3) generates a reﬂection
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Figure 4.9: Example of a single shot seismogram to illustrate general data quality. a) Raw
data. Panel (b) is ﬁltered with a bandpass ﬁlter (fi= (100,200,600,700) Hz) to suppress
the eﬀect of the streamer characteristics. The seaﬂoor response splits up into a double
pulse with increasing oﬀset (enlargements in (a) and (b)) albeit a band limit to correct for
array characteristics has been applied. It can either be explained by a real double layer that
is only resolved with increasing oﬀset or supercritical reﬂection.
with an inverted signal phase. Due to the observable high reﬂection coeﬃcient and phase
characteristics the corresponding reﬂector is interpreted to be a gas layer. Due to its location
it can be assumed, that the gas is generated by bacteria living within the unconsolidated
sediments (Lemke, 1994; Whiticar, 1978). One would usually expect the gas to migrate
upwards and into the water column, since the unconsolidated sediments that built the mud
do not provide a barrier for the gas. The horizon albeit seems to be quite stable and well
deﬁned in depth. This eﬀect might be explained if we assume that the gas is either bound
to the bacteria producing it, or gets caught in a e.g. biological horizon which could be built
from algae. There is no proof however, that the gas is not persistently migrating upwards
and supplied by a deeper source of possibly hydrocarbon origin. Figure 4.11 shows another
enlargement of proﬁle 18 (further to the east) where this horizon can be observed (3’).
Besides these three main reﬂectors, the sections are also characterized by a second till-layer
(4), which is broken up and might consist of coarser material than the sea ﬂoor till. With
increasing travel times in the section we ﬁnd strongly dipping features which could not be
classiﬁed (5). All sections show prominent multiples (6), which aggravate the interpretation
of deeper geological features.
In addition to the laterally continuous events described above, diﬀracted and scattered
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Figure 4.10: Finally processed zero oﬀset section of proﬁle 18 compared with single channel
section of proﬁle 18. The seaﬂoor is either represented by a strong till layer reﬂection (1) or
by a weaker reﬂecting mud horizon (2). Between the mud and till horizon a gas reﬂection
is observed (3). The sections are also characterized by a second till-layer (4) and strongly
dipping features with longer travel times which could not be classiﬁed (5). Strong multiples
aggravate the interpretation of later seismic events (6).
seismic energy can be observed characterized by hyperbolic signatures in the sections (e.g.
in figure 4.11 (4)).
The data collected along the profiles displayed in figure 4.7 were integrated in a coarse
grid seismic interpretation as a first approach towards 3D-seismic investigations with high
frequency seismic sources. With an average inter profile distance of 500 m it was not possible
to compose a seismic data cube. Profiles where thus interpreted individually by picking the
most prominent horizons. The travel time picks were used to generate horizon maps. Only
East-West profiles, displayed as red lines in figure 4.7 where used since they were acquired
in sequence under comparable weather, tide and acquisition geometry conditions. Including
profiles sailed in North-South direction into the interpretation caused interpolation artefacts
CHAPTER 4. FIELD DATA EXAMPLES 99
0.01
0.02
0.03
0.04
0.05
0.06
TW
T 
[se
c]
3200 3400 3600 3800 4000 4200 4400 4600 4800 5000
CDP Nr.
profile 18
-1.1
-0.8
-0.5
-0.2
0.1
0.4
0.7
1.02
1
4
3
3’
E
200 m
Figure 4.11: The gas related feature observed on several of the recorded sections, is well
deﬁned in depth. It seems to be generated somewhere between the till horizon and the
mud layer that builds the seaﬂoor, where a weak reﬂection can be observed that serves as
a barrier for the upwards migrating gas (3’). In this section, gas has accumulated at the till
horizon (1) and within the mud (2). We can clearly observe the phase reversal of the gas
layer reﬂection and the shielding eﬀect (3) of the gas. Characteristic scattering/diﬀraction
hyperbolas are generated by small scale gas accumulations (4).
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Figure 4.12: In order to illustrate the lack of continuity in horizon features from proﬁle
to proﬁle a section of proﬁle 17 was plotted here for comparison with ﬁgure 4.11. Several
features, like distribution of gas (3) or till layer topography (1) show dramatic changes from
proﬁle to proﬁle. Only the mud horizon building the seaﬂoor (2) is suﬃciently continuous
to built a bathymetrical map (ﬁgure 4.13).
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Figure 4.13: Panel a) shows a bathymetrical map composed from seaﬂoor travel time
picks (converted to depth assuming a water velocity of vw = 1500m/s.; (Brughmans,
2000)). Only proﬁles sailed in sequence and thus under comparable weather, tide and
acquisition geometry conditions were used. The water depth minimum observed at E 10o
8.5’, N 54o 34.8’ corresponds with the ”Plattengrund” seaﬂoor high (1) (please compare
with ﬁgure 4.14). Panel b) shows a map composed from till-layer travel time picks. The
map is dominated by a number of artefacts (2) (3), which are due to insuﬃcient inter proﬁle
continuity of the till horizon (please compare ﬁgures 4.11 and 4.12).
facts that might be due to navigational problems.
Figure 4.13a shows the resulting maps for the sea ﬂoor horizon combining mud and till
horizon, depending on whichever locally builds the sea ﬂoor. Two way travel times were
converted to depths assuming a water velocity of vw = 1500 m/s. A pronounced wa-
ter depth minimum is observed at coordinates E 10o 8.5’, N 54o 34.8’ which perfectly
corresponds with the well documented ”Plattengrund” sea ﬂoor high. Figure 4.14 shows
a bathymetrical map provided by the ”Bundesamt fu¨r Seeschiﬀahrt und Hydrographie”
(Hamburg, Germany) for comparison.
Panel b of ﬁgure 4.13 shows a map composed from till-layer travel time picks. The map
is dominated by a number of artefacts facts, which are due to insuﬃcient inter proﬁle
continuity of the till horizon (Brughmans, 2000). Figure 4.12 in comparison with ﬁgure
4.11 illustrates insuﬃcient lateral continuity of the till layer horizon as observed on proﬁle
17 and proﬁle 18. In order to compose a 3D seismic data cube the inter proﬁle distance
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Figure 4.14: The bathymetrical map shown here was provided by the ”Bundesamt fu¨r
Seeschiﬀahrt and Hydrographie” in Hamburg, Germany. In comparison with ﬁgure 4.13a we
ﬁnd rather good agreement in the calculated seaﬂoor topography. Figure 4.13b, however,
still shows obvious artefacts. The proﬁles used to compose ﬁgure 4.13 are plotted for
convenience. (1: ”Plattengrund” seaﬂoor high)
CHAPTER 4. FIELD DATA EXAMPLES 102
thus had to be signiﬁcantly reduced. The enhancements achieved in seismic imaging and
interpretation as well as experience that was gained with the deployed acquisition layouts
will be discussed in the following section.
High Frequency 3D Seismic Survey
In May and August of 1999 two additional marine surveys were conducted in order to
overcome the interpretation drawbacks encountered during the coarse grid investigations
described in section 4.1.2. It was intended to collect seismic data on densely spaced proﬁles
in order to provide suﬃcient lateral continuity between seismic lines. The investigation was
now focussed on the area in close vicinity to the diﬀracting gas accumulations observed in
earlier surveys e.g. on line 18 as shown in ﬁgure 4.10. As an enhancement to the acquisition
pattern already shown in ﬁgure 4.7 the inter proﬁle distance was signiﬁcantly reduced and
chosen to be 20 m. It is worth noting, that with a vessel like the ”FS Alkor” it is not a
simple task to sail such tightly spaced proﬁles. As shown in ﬁgure 4.15 in each survey a
diﬀerent acquisition pattern was used.
In May 1999 data were acquired by sailing patterns of propagating rectangles, like it is quite
common in marine 3D-seismic acquisition (ﬁgure 4.15 (A)). Due to the small inter proﬁle
distance this acquisition scheme proved to be not very eﬃcient. Only slow progress was
made in covering a signiﬁcant area of connected proﬁles and much time was lost on the
transit from one set of proﬁles to the other (a-a’). In August it was thus decided to sail a
”weaving” pattern1 as displayed in panel B of ﬁgure 4.15 which was much more eﬃcient.
For transit (b-b’) the vessel just turned on a tight circular course.
In state of the art marine 3D seismic surveying it is common to use a combination of several
sources and streamer arrays in order to acquire as many proﬁles as possible while sailing
one acquisition line. Thus two diﬀerent acquisition layouts were tested using
1. two sources and one streamer array, and
2. one boomer source and two streamers.
Figure 4.16 illustrates these two designs along with a schematic of the recording equipment
that was used.
Layout A was used in April and layout B was used in May (see also ﬁgure 4.15):
For layout A two boomer sources, each mounted on a small catamaran that served as a
buoyancy device, were towed to the side of the vessel. Cables were connected in a way
that each catamaran would drift to a distance of approximately 10 m side ways from the
boat. During acquisition there was severe wave action. The sources tended to dive and
were diﬃcult to stabilize in a well deﬁned position. In addition there was strong tension on
the cables and on the power lead in. As the sensor a 48 channel streamer array was used
(please refer to table 4.1 for streamer parameters). It was positioned on the center line oﬀ
the boat and was quite stable.
1This pattern was suggested by the captain of ”FS Alkor”.
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Figure 4.15: Shot positions of three individual data sets acquired for a 21
2
D-survey in May
and August of 1999 (red, green and blue). Proﬁles sailed for the wide grid analysis are
plotted in light gray for comparison. A pattern of propagating rectangles was less eﬃcient
in covering a connected area of dense proﬁles (A) than the ”weaving” pattern (B), as shown
in the inlaid panels. The area shown in yellow was used to compose a ﬁrst 21
2
D-seismic
cube.
CHAPTER 4. FIELD DATA EXAMPLES 104
equipment
Recording
20 m
Layout A
GPS
PC−Network−Cluster
Onbord Processing
Boomer 
Source
Streamer A Streamer B
Single Channel
Digital Recording
48 Channel
Seismograph DLT−Tape Recorder
equipment
Recording
Layout B
Streamer A: 100 m, 48 channels
Streamer B: 50 m, 12 channels
Boomer A
Boomer B
Streamer A: 100 m, 48 channels
FS "Alkor"
Trigger Unit
FS "Alkor" 15 m
5 m
Outrigger 4m 
Boomer
Figure 4.16: Acquisition geometry and recording equipment setup used for the high fre-
quency 3D seismic survey. For multichannel recordings a 48 channel BISON seismograph
was used. Near trace control proﬁles were recorded on a PC unit. Layouts A was used when
sailing the pattern of propagating rectangles and B for the ”weaving” acquisition pattern
as shown in ﬁgure 4.15.
CHAPTER 4. FIELD DATA EXAMPLES 105
Initially it was intended to use two equally designed streamers for layout B. But due to
delivery problems and a lag of other choice two streamers diﬀerent design had to be de-
ployed. By using an outrigger the 12 channel streamer (streamer B in table 4.1) was shifted
4 m away from the vessel. The 48 channel streamer (streamer A) was simply fastened on
starboard. The source was towed directly behind the vessel. Layout B proved to be much
more stable than layout A. It provided well deﬁned positions for both, source and sensors.
It was thus decided to only use data acquired with layout B to compose the 3D seismic cube.
Figure 4.17 schematically illustrates the two diﬀerent acquisition layouts and deﬁnes the
notions acquisition line and acquisition proﬁle. They will be used now to explain problems
of lateral ﬁrst Fresnel zone coverage as were faced with both layouts:
In both cases seismic traces were acquired with a shot rate of Rs=1 /s and a vessel speed
of vv=2 m/s resulting in a shot to shot distance of 2 m. The ﬁrst Fresnel zone for a seismic
signal with a center frequency of 500 Hz at 20 m depth is 2Rf=15.6 m. It was thus clearly
covered in direction of the sailed acquisition proﬁles.
For both layouts the sources (layout A) and streamers (layout B) were separated 20 m and
15 m, respectively. The minimum acquisition proﬁle distance thus amounts to 10 m (layout
A) and 7.5 (layout B) along one acquisition line. Acquisition lines however had to be sailed
with at least 50 m separation due to limits in navigational resolution of the vessels GPS
system. The maximum distance between acquisition proﬁles thus tended to be larger then
the ﬁrst Fresnel zone and lateral continuity was not fully provided.
Source
Receiver
Acquisition line
Acquisition profile
Acquisition profile
Acquisition line
Acquisition profile
Acquisition profile
Layout A Layout B
Figure 4.17: Acquisition lines and acquisition proﬁles were not equally spaced in neither of
both surveys (layout A, B). Due to navigation accuracy the distance between two acquisition
lines was not smaller than 20 m. The inter proﬁle distance for layout A was 10 m and for
layout B was 7.5 m.
In order to reduce the amount of acquired data to a handable size the area of investigation
was further conﬁned, as indicated by the yellow rectangle in ﬁgure 4.15.
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Figure 4.18: a) Time slice at 0.034s two way travel time (approx. 25m depth), after
ﬁltering, binning and signal equalization. b) Geological structures become more distinct
due to increased contrast after building envelope traces.
The data set that was used to built the 3D seismic cube had a size of 1.7 Gbyte and the
ﬁnal cube 80 Mbytes. Traces were transformed to a grid of regular bins. Due to insuﬃcient
coverage of the ﬁrst Fresnel zone as described above binning was only applied along each
acquisition proﬁle and not transverse to it. The bined proﬁles were combined to build a
single channel seismic cube. Seismic data processing included ﬁltering in order to avoid
streamer array eﬀects, phase shifting to equalize signals recorded with diﬀerent streamers
and mixing of neighbored proﬁles to smooth inter proﬁle discontinuities. 3D seismic data
has to be displayed in several diﬀerent ways in order to gain complete understanding of the
structures observed in a seismic cube. One possible kind of display is the ”time slice”, a map
view of data samples with equal two way travel time values. Figure 4.18a shows a time slice
that was processed as described above. Structured geology can clearly be observed. The
contrast of the image could be increased by taking the envelope instead of the amplitude
of seismic data as shown in ﬁgure 4.18b.
Figure 4.19 shows a sequence of time slices cut from the 3D seismic cube of envelope
traces. Each time slice is labeled with its corresponding depth value, which was calculated
by assuming a homogeneous background medium with water velocity (vw=1500 m/s). At
0.025 s two way travel time which corresponds to 19 m depth, the sea ﬂoor reﬂection can
be observed as a nearly completely ﬂat and featureless seismic event. The sea ﬂoor is build
from unconsolidated sediments that behave like a dense ﬂuid with shear wave velocities as
low as vs = 9-47 m/s and compressional wave velocities close to that of water (Ayres &
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Figure 4.19: The panels show time slices generated from the 3D seismic cube. Depth
values are calculated assuming water velocity for the background medium. At TWT=0.025
s (19 m) the featureless seaﬂoor build from unconsolidated sediments is clearly documented.
Slight amplitude variations are interpreted as tidal acquisition footprint. Beginning at a two
way travel time of TWT=0.03s (21-22 m) clearly structured geology can be observed, which
up to TWT=0.035 (25 m) forms a prominent channel system. Due to its location in the
till it is interpreted as a glacial ﬂuvial system probably build at the end of the Weichsel
glaciation period. The amplitude anomaly in the north-east corner of the area corresponds
to gas accumulations as already observed on individual 2D proﬁles (e.g. ﬁgure 4.11). At
TWT=0.045s (32 m) we observe a sudden change in geological features. Beneath the
channel an older anticlinale geological structure is observed, but could not be classiﬁed.
Theilen, 1999). It thus forms a perfectly ﬂat horizon. Slight travel time variations are most
likely due to very small tidal activity during acquisition, and thus are interpreted as a static
acquisition footprint. Please note that the sea ﬂoor horizon would build a natural barrier
for side scan sonar investigations. It would not be possible to penetrate signiﬁcantly beyond
this interface. 3D seismic however enables us to not only perform area wide mapping of
the sea ﬂoor but also of the deeper sediments.
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Figure 4.20: a) In order to support the interpretation of the geological situation two way
travel time values of the till and mudbed horizons were picked to generate a 3D display
of their topography. The riverbed is covered by the completely ﬂat and featureless mud
layer (b). With conventional side scanning sonar investigations only this cover of unconsol-
idated sediments would be observed. The mudbed would obscure the interesting geological
imprints found underneath, which can only be investigated by utilizing 3D seismics.
At 0.03 s two way travel time, just a few meters below the sea ﬂoor (≈ 20 m depth),
pronounced geological features are revealed. A river like channel structure with distinctive
side arms can be observed. It is interpreted as a glacial ﬂuvial system that most probably
has built during the end of the Weichsel glacial period. Within the north east corner of the
time slice, gas accumulations produce an amplitude anomaly which was already observed
on individual 2D proﬁles (please see e.g. ﬁgure 4.11).
Towards higher travel time values, a sudden change in the geological setting can be observed
at TWT=0.045s (32 m). An anticlinale structure is emerging which is obviously older than
the channel system and must have built during one of the earlier glacial periods in the area.
It could not be classiﬁed.
The interpretation of 3D seismic data sets is often supported by the use of ”seismic in-
terpretation” displays. Figure 4.20 shows a 3D topographic display of picked travel time
values that correspond to the till horizon (A) and to the mud-bed cover building the sea
ﬂoor (B). By means of seismic interpretation it is now possible to even calculate an estimate
of the depth of the river-bed beneath the sea ﬂoor, which corresponds to the thickness of
the mud-bed cover (Figure 4.21). The volume of the mud layer can thus be estimated. In
a more complex situation preferably a depth migrated seismic cube would serve as interpre-
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Layer thickness [m]
Figure 4.21: Depth of channel system be-
neath the seaﬂoor or thickness of mud cover
as calculated from the two way traveltime dif-
ference between mudbed and till horizon. As-
suming 1500m/s background velocity for the
mudlayer, the volume of the channel ﬁlling can
be estimated to be V = 5.5 · 106m3.
tation basis. In this case, however, it should be a valid approximation to assume that the
velocity of seismic waves traveling through the mud is comparable to that in water (Ayres
& Theilen, 1999; Riedel, 1998). The volume of the river-bed ﬁlling can be estimated to be
V= 5.5 · 106 m3 in the investigated area. With a density of 1220 kg/m3 this amounts to
6.72 · 109 kg of mud.
4.1.3 Imaging of Marine Scatterers Using
Diﬀraction Coherency Migration
The newly developed processing approach of diﬀraction coherency migration (section 3.2.2)
(DCM) shall now be applied to an example selection from the marine seismic data sets pre-
sented in the preceding sections. I will investigate the performance of processing as proposed
in appendix B and will focused on proﬁle 18 which was already described in more detail in
section 4.1.2:
First example:
Step one:
Figure 4.22a shows a zero oﬀset section of proﬁle 18 as an enlargement of the region between
CDP no. 2790 to CDP no. 2990 (CDP distance is one meter; see scale). The section shows
the sea ﬂoor mud horizon (1) and the till horizon forming the river channel system beneath
it (2), as identiﬁed by the 3D seismic survey (section 4.1.2). Gas has migrated in between
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those two horizons (3) and produces pronounced diﬀractions (4). Thus, like pointed out
in section B the CDP stacked zero oﬀset section yields ﬁrst indications for the presence of
scattering/diﬀraction.
Step two:
As a second step towards imaging of scattering centers it is proposed to suppress as much
seismic energy from primary events, i.e. the direct arrival and reﬂections, as possible. I thus
applied the common oﬀset domain ﬁlter (”diﬀerence ﬁlter” (DF)) as introduced in section
3.1.4. In order to illustrate the performance of the DF in ﬁgure 4.22b the CDP stacked
section is shown after applying diﬀerence ﬁltering prior to stacking. The length of the ﬁlter
window was set to be twenty shots. Please note that horizontal events, e.g. the ﬂat sea
ﬂoor horizon, are now eﬀectively suppressed. Only dipping events and diﬀraction signatures
remain in the section. The performance of the ﬁlter is thus in perfect agreement with the
synthetic tests performed in section 3.1.4.
Step three:
The DF is applied to unstacked seismic data. Prestack migration of diﬀerence ﬁltered
seismic data thus yields a depth section which enhances the image of scattering centers
and dipping interfaces on the cost of the image of horizontal reﬂectors. This is illustrated
in ﬁgures 4.22c and 4.22d. A DSM result with and without diﬀerence ﬁltering prior to
migration is shown for comparison.
Step four:
As explained in detail in section 3.2.2 ”Diﬀraction Coherency Migration” (DCM) takes
advantage of the characteristic travel time behavior of scattered/diﬀracted seismic energy
in order to further highlight the subsurface position of scattering centers. It is thus proposed
as the next necessary step in the imaging approach. Figures 4.23a,b,c,d show results for
DCM applied to the example data using either unnormalized cross correlation (CC) (panels A
and B) and semblance (NE) (panels C and D) as coherency measure. Panels B and D display
diﬀerence ﬁltered results which show less contributions from reﬂecting interfaces (”reﬂector
noise”). In addition we ﬁnd that the image of discontinuity locations, i.e. scattering
centers or diﬀracting edges, are enhanced in the diﬀerence ﬁltered sections (1, 2). The
image resulting from CC-DCM shows less highlights indicating scattering centers than that
obtained from NE-DCM. Due to the normalizing character of the semblance coeﬃcient
the strength of individual scattering centers is balanced compared to the image obtained
by CC-DCM. The NE-DCM image thus emphasizes more scattering center positions than
CC-DCM which can be regarded as an advantage for ﬁnding weak scatterers. A drawback
of this performance however is the fact that ”reﬂector noise” is stronger in the NE-DCM
compared to CC-DCM. In individual applications one will have to decide which quality of
the migrated image is to be preferred.
Second example:
In order to illustrate the advantage that DCM provides in ﬁnding scattering centers on
seismic sections, I selected an additional example data set from proﬁle 18. Further to the
east of the area described above (please compare with ﬁgure 4.11) an extended region of
gas accumulations is found. Figure 4.24a shows a CDP stacked section as an enlargement
of that area. A continuous gas layer reﬂection characterized by its high reﬂection amplitudes
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Figure 4.22: Data example from proﬁle 18 displayed as CDP stacked (a,b) and DSM
section (c,d) respectively. The data shown in panel b and d have been diﬀerence ﬁltered
prior to stacking, migration. Diﬀerence ﬁltering eﬀectively suppresses the seismic response
from horizontal reﬂectors and direct arrivals, while diﬀracted energy and reﬂections from
dipping events remain (see also section 3.1.4).
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Figure 4.23: Data example from proﬁle 18 displayed as CC-DCM (a,b) and NE-DCM
section (c,d) respectively. Like in ﬁgure 4.22 panels b and d show section with data that
were diﬀerence ﬁltered prior to migration. Reﬂected seismic energy is suppressed whereas
scattering centers are pronounced by DCM taking advantage of the characteristic travel
time behavior of scattered/diﬀracted seismic energy. Diﬀerence ﬁltering prior to migration
assists in further suppressing images of reﬂectors. NE-DCM shows a more detailed image
of scattering centers compared to CC-DCM but also preserves stronger contributions from
reﬂecting interfaces.
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and phase reversal can be observed (1). The layer breaks up into a ﬁeld of smaller non
connected gas accumulations that scatter the seismic wave ﬁeld (2). These small scale gas
accumulations are in a process of upward migration to be ﬁnally caught at an interface
between the till and the sea ﬂoor horizon (3). In the section shown here it is diﬃcult to
tell e.g. how many scattering centers are observed. A diﬀraction stack migrated section
of this area (ﬁgure 4.24b) maps the connected part of the gas layer (1) and also indicates
that the gas layer is broken up into several individual units further to the west (2). But it
is undoubtedly diﬃcult to determine the number of discontinuities. By applying diﬀerence
ﬁltering and NE-DCM, CC-DCM to the data set the sections shown in ﬁgure 4.24c, d are
obtained. Events that on a conventionally migrated seismic section easily might have been
ignored, as e.g. indicated by the circles in ﬁgure 4.24c and d, are now clearly visible.
DCM provides the means of enhancing the image of scattering centers in the subsurface.
It suppresses primary seismic energy like reﬂection responses. It is eﬃciently assisted by
applying ”diﬀerence ﬁltering” prior to migration.
Given the positions of the scattering centers, further analysis is proposed to follow (please
refer to appendix B). A CSA stack investigation e.g. would only apply to the case of pure
scattering from an object of suﬃcient spherical symmetry and not to the case of diﬀraction
or scattering from an object of complex shape.
For the examples discussed above, by comparison of DSM and DCM results, it can be
concluded that observed scattering, diﬀraction responses are predominantly caused by the
interrupted layer of a biogenic gas accumulation. Only if the extend of the continuous part
of the gas layer gets as small as the dominant seismic wave length, pure scattering occurs.
In any other case the observed characteristic hyperbolas in CDP stacked sections are due
to diﬀractions (ﬁgure 4.10). A CSA investigation will then not be applicable. In the second
example discussed (ﬁgure 4.11), scattering is generated by a large number of closely spaced
small gas reﬂector elements. Due to the close vicinity of the individual scatterers, their
scattering response will interfere and CSA analysis will fail as well.
4.1.4 Conclusions
The Boomer source showed suﬃcient repeatability to be applied in multichannel marine
seismic acquisition and processing. Since streamer arrays are generally constructed to be
used with airguns their inherent array characteristics can generate severe distortion of the
recorded Boomer signal. Either single hydrophone streamers or streamers with a grouping
geometry adapted to high frequency seismic sources should thus be used.
Multichannel seismic acquisition signiﬁcantly extends the possibilities of seismic processing.
The signal to noise ratio, as well as, the lateral resolution in the CMP processed zero
oﬀset sections was increased. The conducted seismic surveys were especially aimed towards
ﬁnding and classifying single scattering objects. The marine processing sequence proposed
in appendix B was successfully applied to the acquired marine data sets. Diﬀerence ﬁltering
and subsequent diﬀraction coherency migration proved to eﬃciently suppress reﬂections
and enhance the image of subsurface scattering centers and discontinuities.
CSA gather analysis strictly applies only to the case of scattering from spherically symmetric
objects. This requirement was not met in the discussed examples and thus CSA analysis
had to be omitted.
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Figure 4.24: Data example from proﬁle 18 further to the east from the preceding example.
Displayed are: A CDP-stacked seismic section (a), a section resulting from conventional
DSM (b), diﬀerence ﬁltered results from CC-DCM (c) and NE-DCM (d). The CDP-stacked
section provides ﬁrst indication for scattering present at a gas layer (1) that breaks up into
several individual units (2). It is diﬃcult to identify individual scattering centers in the
migrated section. CC-DCM and NE-DCM draw a clearer picture of the distribution of
scattering centers.
CHAPTER 4. FIELD DATA EXAMPLES 115
For the ﬁrst time it was possible to conduct a high resolution multichannel 21
2
D seismic
survey in the Baltic Sea, revealing a Pleistocene ﬂuvial channel system situated below a
ﬂat mudbed cover which locally builds the seaﬂoor. Penetration up to 40 m was achieved
showing deeper anticlinale structures within the seismic cube which could not be classiﬁed.
Gas features are clearly visible in seismic time slices, but scattering signatures were not
observed due to a lag lateral coverage in the 21
2
D seismic survey, and the applied binning
procedure.
4.2 Crustal Seismic Case Histories
High frequency seismic reﬂection proﬁles have been acquired in various Canadian mining
camps as part of the Abitibi-Grenville Lithoprobe project. The usefulness of the seismic
method regarding imaging of massive sulphide ore deposits and mineral exploration was
tested. Comprehensive in situ measurements have been conducted in numerous deep bore-
holes. Laboratory measurements have been made on extensive sets of rock and ore samples
from several Canadian mining camps (ﬁgure 4.25).
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Figure 4.25: Physical rock properties of typical sulphide and orebody host minerals plotted
along with those of the rocks of the crystalline crust background (from Adam et al., 1996).
Most ore minerals show signiﬁcant impedance contrast compared to the background rocks.
Massive sulphide ore deposits should thus be reﬂective to seismic waves. (Dotted lines
indicate constant impedance values (vpρ = const).)
The results to date clearly indicate that surface seismic reﬂection proﬁling, when combined
with borehole geophysics, is a viable tool to map the deep stratigraphy of mining camps in
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two and three dimensions. The success of Lithoprobe high-frequency (up to 140 Hz) surveys
has raised the interest of several mining companies, resulting in a series of follow-up studies
above know locations of massive volcanogenic sulphide ore mineralizations. The mining
industry has long relied on traditional mapping, drilling and potential ﬁeld techniques to
locate base metal deposits. With shallow deposits already discovered and exploited, there is
growing interest in deep exploration techniques, in order to maintain long term proﬁtability.
A promising new approach is to search for base metal deposits using high-resolution seismic
techniques as very successfully employed for exploration by the petroleum industry.
Surface seismic proﬁling conﬁrms that massive sulphide can be highly reﬂective (Milkereit
et al., 1996; Adam, 2000). Geologic settings characterized by steep dips are problematic for
surface seismic methods, however. In this case vertical seismic proﬁling provides a logical
alternative to surface seismics. Eaton et al. (1996), demonstrated that steeply dipping
deposits can be imaged using borehole seismic methods.
Ore deposits most often rather scatter than reﬂect seismic energy due to their small size
compared to the wavelength applied in crustal seismic exploration. Thus downhole seismic
imaging (DSI) has to account for contributions from all three spatial dimensions.
I will now review the geological setting, acquisition and preprocessing of two VSP data sets
that have been acquired in Canadian mining camps between 1992 and 1999. The newly
developed 3D imaging concepts of DCM and DPM were applied to these example data sets.
The performance of both methods will be discussed. The ﬁrst example focuses on a three
component single shot VSP data set acquired at the Matagami mining camp in Quebec,
Canada. The exact position and shape of the massive volcanogenic ore mineralization that
was target to the investigation, i.e. the Bell-Allard orebody, is known (Adam, 2000). The
data set serves as a benchmark example for the performance of DCM and DPM for crustal
seismic data.
In 1999 a three component multi source VSP survey was conducted on the Norman West
property of the Sudbury mining area in Ontario, Canada (Perron, 2000). The performance
of DCM in case of this very recent acquisition project of the DSI consortium, will be
discussed. Only the vertical component was used for migration since DCM is a scalar
migration technique. Since no polarization information was used an imaging ambiguity
investigation will also be subject to the discussion.
4.2.1 Single Shot 3C VSP Survey in Matagami.
Currently the Bell Allard mine is producing zinc from a 6 Mt orebody. The deposit is
rich in zinc sulphide minerals which show a strong perturbation in density compared to
the crystalline host rock background (Salisbury et al., 1996; Adam et al., 1996, see also
ﬁgure 4.25). The mining camp and the area of the Bell Allard mineralization have a
signiﬁcant record of geophysical investigations (Adam, 2000). Since 1990 several seismic
reﬂection studies have been conducted including surface seismic surveys that were part of
the Lithoprobe program, severals VSP’s and a complete 3D seismic survey that were directly
addressed towards imaging of the orebody structure (Adam, 2000). These investigations
and additional rock properties studies, in situ as well as core sample measurements, had
proven that the Bell-Allard mineralization is reﬂective to seismic waves and can be imaged
using seismic methods. The extent of the orebody is well known from drill hole sampling
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Figure 4.26: Locations of the shot points and boreholes used in VSP/DSI surveys con-
ducted at the Matagami mining camp and outline of the orebody. Data collected in borehole
BAS-92-25 was used to test DCM and DPM performance.
and due to its shape and size it is understood that the deposit behaves like a scatterer
rather than a reﬂector. It is thus well suited to serve as an example in this investigation.
In 1992 and 1994 two vertical seismic proﬁling surveys were conducted at boreholes situated
at the site named ”BAS-94-33f”and ”BAS-92-25” respectively. Figure 4.26 shows a map
and side view of shot and borehole locations of these surveys along with an outline plot of
the orebody.
The data was acquired by the Continental Geoscience Devision of the GSC, Ottawa, Ontario.
Processing and interpretation has already been conducted by Adam (2000), who showed,
that the seismic response of Bell Allard decreases so rapidly with distance from the orebody
that it could only be identiﬁed directly on the VSP section of BAS-94-33f and not on VSP
data acquired in BAS-92-25. Since it was still uncertain at the beginning of the current
investigation, if and up to what distance an orebody like Bell Allard could be imaged using
VSP methods, seismic data acquired in BAS-92-25 was used as a test input to the DCM and
DPM imaging algorithms. In the following I will brieﬂy review the geological and structural
setting of the Bell Allard ore deposit. I will then introduce the acquisition geometry and
preprocessing of the BAS-92-25 data set regarding subsequent DCM and DPM migration.
Finally the migration results will be presented and discussed.
Matagami Orebody: Geological and Structural Setting
Following the description given in Adam et. al (2001 (in preparation)), I will now summa-
rize the geological and structural setting in the Matagami mining camp area. The overall
geological setting is depicted in the map displayed in ﬁgure 4.27. Figure 4.28 shows the
structural setting of the ore deposit itself:
The Matagami volcanic complex was formed by two major phases of predominantly tholei-
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Figure 4.27: General geology of the Matagami mining camp area. (reproduced from
Adam, 2000)
itic2 volcanism. The early phase produced dacties and rhyolites of the Watson lake group,
whereas the younger phase, which produced the Wabassee Group, was dominated by basaltic
volcanism with subordinate felsic activity, and was accompanied by maﬁc dominated sub-
concordant intrusions (Piche´ et al., 1993; Beaudry and Gaucher, 1986). A cherty3, sulphidic
chemical sediment4 known as the Key Tuﬃte marks the contact and hiatus between the
two formations and is traceable for many kilometers along strike and down-dip on the South
Flank of the mining camp (Sharpe, 1968). This thin horizon (0.6-6 m of thickness) was
deposited during a period of intense hydrothermal circulation and represents the primary
exploration target in the camp because it is host to most of the ore bodies discovered to
date (Piche´ et al., 1993).
Bell Allard is a typical Matagami mining camp south ﬂank VMS deposit. It is located at
the Watson Lake-Wabassee groups interface atop a synvolcanic fracture zone, character-
ized by classic hydrothermal alteration. A weakly transposed concordant lens of sulphide
mineralization directly overlies a disconcordant pipe, or conduit, hosting massive or stringer
mineralization. The deposit is bounded to the south by a synvolcanic fault system (Bound-
2Sub-group of the basalts, low in alkali elements. On Earth, olivine tholeiites and quartz tholeiites are
the main divisions, depending on the proportion of SiO2. Surplus SiO2 appears as ﬁne-grained quartz.
3A sedimentary form of amorphous or extremely ﬁne-grained silic, partially hydrous, found in concretions
and beds.
4One that is formed at or near its place of deposition by chemical precipitation, usually from sea water.
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Figure 4.28: Structural and geological setting of the Matagami orebody (reproduced from
Adam, 2000).
ary Fault) oriented 095o relative to north. The orebody consists of two lenses, and is
approximately 370 m long and 165 m wide down-dip along the Key Tuﬃte interface with
an overall east-west orientation in plan. The North lens is composed primarily high-grade
Zn-rich massive sulphides whereas the south lens is of lower grade and comprised, in part, of
conduit-type mineralization. Sulphide mineralization consists of pyrite, Fe-rich sphalerite,
minor chalcopyrite and pyrrhotite. Thickness averages about 30 m, but can change up to
60 m in portions of the south lens. The deposit dips 50o to 55o degrees towards the south
between depths of 900 and 1150 m below the surface. A global resource in excess of 6 Mt
makes Bell Allard the second largest deposit discovered in the Matagami (Adam, 2000).
Acquisition and Preprocessing
The data set serving as a ﬁeld example was acquired in borehole BAS-92-25 which location
is shown in ﬁgure 4.26 along with the shot position used. The borehole is located approx-
imately 200 m away from the orebody and gently dipping towards the south west. It is
deviating from vertical by about 100 m along its depth range of 750 m. As source a 227
g pentolite booster was used which, in order to provide good source coupling, was pushed
0.3 m into the clays of a water ﬁlled pit. A single level downhole receiver unit with 14 Hz
geophones was used to collect 3 component data along the borehole. Receiver spacing was
chosen to be 10 m between 113 m and 465 m and 5 m from 465 m to 850 m depth. The
maximum depth of 850 m was enforced by a blockade within the borehole. No data was
collected at the Key Tuﬃte level at 1021 m where the orebody is located (Adam et al.,
2001 (in preparation)). Processing steps applied to the VSP data as preparation for ﬁnal
Diﬀraction Coherency and Diﬀraction Polarization migration were chosen following those
documented in Adam et al., 2000. For the removal of downgoing waves an f-k ﬁlter was
applied, in contrast to the median ﬁlter used by Adam et al. (2000):
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• band pass ﬁlter (20,40,160,200)
• notch ﬁlter around 50 Hz
• trace editing
• static corrections
• determination of geophone orientations from direct P-wave
• residual orientation correction
• rotation into N-E- system
• f-k ﬁlter for removal of downgoing wave ﬁeld
The removal of the downgoing p- and s-wave arrival is the most critical step in DCM,
DPM preparation processing, like it is in any kind of VSP processing. Direct arrivals often
obscure the weak scattering response and great care has to be taken not to destroy it
in this processing step. For DPM it is also important not to inﬂuence the polarization
characteristic of the recorded signals. An extensive investigation on the performance of
diﬀerent methods to remove the downgoing wave ﬁeld in VSP sections was conducted by
Duveneck, 2000.
The receiver coordinate system was ﬁnally rotated into a N-E-system. Figure 4.29 compares
the rotated three component data set prior to and after f-k-ﬁltering. The range of input
traces was limited to the densely sampled portion in the depth range of 465 m to 850 m in
order to avoid aliasing eﬀects in f-k-ﬁltering (Duveneck, 2000).
Figure 4.30a compares the processed portion of the BAS-92-25 data set (vertical compo-
nent) with a 3D ﬁnite diﬀerence pure scattering response seismogram (b) (Adam, 2000).
The straight line in panel b indicates the modeled p → p scattering response of the ore-
body. An event of equal slowness (arrows in panel a) but slightly lower intercept time can
be observed on the real data seismic section. In contrast to the result obtained by Adam,
et al., 2000 this event can be interpreted to originate from the orebody.
The ﬁnally processed sections were chosen as input to the migration algorithms. For DCM
only the vertical component was used.
Migration Results
In order to apply diﬀraction coherency or diﬀraction polarization migration, the velocity
ﬁeld of the background medium has to be known. The crystalline crust like in the current
example provides the fortunate situation, that the distribution of seismic velocities is very
small (Adam et al., 2001 (in preparation)) so that a constant velocity model can be assumed.
The data set acquired and processed as described above was migrated using either DCM and
DPM. Figure 4.31a shows the migration result for DCM using semblance as the coherency
measure (NE-DCM) displayed as planar vertical and horizontal cross section through the
3D image space. For migration a depth sampling interval of dx=dy=dz=10 m was chosen,
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Figure 4.29: Data as rotated to a North-East coordinate system. Traces were limited to
the densely sampled portion in the depth range between 465 m and 850 m of the borehole
(data clipped at 99% maximum amplitude) (Duveneck, 2000).
migration velocity was vmig = 6175 m/s and the gate for the semblance investigation was
set to be tw = 0.01 s, approximately corresponding to the length of the source signal.
The outline of the orebody and the deeper portion of the borehole are plotted as a reference.
The coherency values are normalized and color coded by the scale shown along side. The
UTM coordinate system as given in ﬁgure 4.26 was transposed to provide smaller numbers
for convenience. Due to the acquisition layout using only one shot point the migrated
image is ambiguous (see section 3.2.3). The DCM image itself would not provide any
conﬁdence about the existence of an orebody but proves that the seismic response coming
from a distance as far as 200 m away from the borehole can readily be detected using VSP
methods. This result is in contrast to that obtained by Adam et al., 2000. DCM provides
the means of ﬁnding coherent seismic events and revealing their possible spatial origin.
In addition to DCM, DPM was also applied to the sample data set, using the same spatial
range and sampling intervals as described above (Duveneck, 2000). Polarization alignment
measure function hIII was used for DPM (section 3.2.4, equation 3.48). In ﬁgure 4.32a
the migration result is plotted as an ISO surface plot (equal data values are connected by
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Figure 4.30: a) Deeper portion
of the BAS-92-25 ﬁnally processed
data set (vertical component) in
comparison with b) 3D ﬁnite diﬀer-
ence pure scattering response seis-
mogram as discussed by Adam et
al., 2000 (seismograms normalized
to maximum amplitudes). The
straight line in panel b indicates the
modeled p → p scattered orebody
response. An event of equal slow-
ness (arrows in panel a) but slightly
lower intercept time can be inter-
preted as the same response in the
real data set (Adam, 2000).
a surface, which is virtually illuminated by optical ray tracing). Figure 4.32b again shows
the outline of the Bell Allard ore deposit along with the lower part of the borehole for
comparison. We clearly can observe a localized high of the polarization alignment measure
sum ΣPAM at the position of the orebody. The data shown here is limited to values of
exactly ΣPAM = −0.4 (normalized PAM values) in order to provide a three dimensional
transparent view of the migration image. In the vicinity of the borehole additional features
of the migration image can be observed, which are of the same strength, but not more
wide spread than the orebody response. Please note that the ambiguity in the image is
signiﬁcantly reduced, even though only one shot point was used. The image obtained is
comparable to that found after migrating a realistic 3D ﬁnite diﬀerence model data set
(section 3.2.4, ﬁgure 3.29).
In this benchmark example the exact position of the orebody is known and reproduced in
good agreement with not only its real depth but also in azimuth and borehole distance.
However, in the case of any other ﬁeld experiment, i.e. when the position and extent
of the scattering object is unknown, it would still be impossible to decide, if features
imaged by migration correlate with massive sulphide ore deposit scattering centers. Only
a subsequent investigation of the dynamical behavior, like in a CSA stack analysis (3.1.3),
of the scattered wave ﬁeld would allow for a classiﬁcation of the scattering situation. As
discussed in section 2.3.1 signiﬁcant phase reversals in the scattered seismic wave ﬁeld can
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Figure 4.31: Resulting NE-DCM image for the data set collected in BAS-92-25. a) The
image is highly ambiguous as expected from previous investigations. b) The outline of the
orebody is plotted along with the data to evaluate migration accuracy.
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Figure 4.32: Migration result from DPM (PAM=hIII , equation 3.48) as applied to the
VSP data set acquired in BAS-92-25. An isosurface display was chosen in order to provide
a transparent view into the image space. DPM signiﬁcantly reduced imaging ambiguity and
performs superior to DCM. The outline of the orebody is plotted in panel b for comparison
(Duveneck, 2000).
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be regarded as the most robust criterion of a given scattering situation. In the current
example angular coverage, fold and range is not suﬃcient to conduct a CSA stack analysis
and thus was not applied.
4.2.2 Multi Source VSP Survey in Sudbury
The Sudbury Igneous Complex (SIC) is the richest nickel-producing area in the world.
In order to guarantee for continued use of the infrastructure of this mining district the
discovery of new ore deposits is an important economical and political issue. There is
signiﬁcant interest in locating new nickel deposits to depths much deeper than 2100 m.
In Sudbury it is planned to signiﬁcantly increase the up to date mining depths limit5. An
extensive database of new and existing geological mapping information, geophysical logs of
existing drillholes, and physical rock property studies on core samples has been compiled, in
the past few years. In situ logging and borehole seismic experiments have been conducted
at multiple locations within the SIC (Adam et al., 1999).
The investigations carried out in Matagami mining camp (previous section) served as a
benchmark to test the ability of DSI methods to detect massive sulphide ore deposits.
Several other DSI surveys have been conducted since these ﬁrst approaches. The downhole
seismic survey discussed in the current section was conducted in 1999 in Sudbury’s Norman
West mining camp and shall serve as a very recent example. The Norman West data
were collected, processed and provided by the DSI consortium in order to investigate the
performance of several diﬀerent imaging approaches. In this context diﬀraction coherency
migration was applied to the data set. In the following I will brieﬂy summarize the geological
setting in Sudbury and Norman West and subsequently describe data acquisition. I will
review seismic processing as preparation for subsequent DCM. Since diﬀraction coherency
migration is a scalar migration method only the vertical component of the data set was
used. Imaging ambiguity is thus an important question with regard to interpretation of
the obtained DCM images (please compare with section 3.2.3). The performance of the
migration method and signiﬁcance of the obtained subsurface images will be discussed.
Sudbury Igneous Complex and Norman West:
Geological and Structural Setting
The geological setting in the Sudbury Igneous Complex will now be summarized, putting
a focus on the Norman West area of the Sudbury mining camp. The description closely
follows that given by Perron, 1999.
The mineralization of massive ore deposits mainly took place at the base of the SIC which
outcrops as an elliptical ring. Figure 4.33 shows a geological map of the area and the
location of Sudbury.
5” Falconbridge Ltd. is spending $640-million to expand its Kidd Creek copper and zinc mine in
Timmins, Ont., creating the world’s deepest base metal mine. The project involves sinking a new mine
shaft to the 3,100-metre level – 3.1 kilometers or nearly two miles beneath the surface – down from current
mine workings 2,100 metres below ground” (from ’News from The Globe and Mail - globeinvestor.com’ ,
Thursday, July 20, 2000)
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Figure 4.33: Geological map of Sudbury structure with Lithoprobe seismic proﬁle locations
(1, 40-44) and the Trill 3D seismic survey area (Milkereit et al., 2000). Stars indicate collar
locations of boreholes that were used for geophysical logging (modiﬁed from Boerner et al.,
2000)
The SIC is a tripartite igneous sequence of norite, gabbro and granophyre overlain by
breccias and meta sedimentary rocks of the Whitewater group. Footwall rocks consist of
Archean granitic and maﬁc igneous rocks. Initially generated by a high-energy meteorite
impact (Dressler et al., 1992) it was shortened in its northwest-southeast extend by brittle
thrust faulting resulting in its elongated shape. Figure 4.34 shows a composite north-south
cross section of the Sudbury structure along Lithoprobe seismic proﬁle 40 and 41. The
asymmetry of the geological setting is indicated by the overlaid interpretation (WU et al.,
1995; Adam, 2000).
Figure 4.35 shows an enlargement of the northeast corner of the SIC with locations of
the shots and boreholes used to acquire the data considered here. Principal lithologies
of the Norman West property include the upper granophyre unit (GRPH), Transition Zone
(TRZN), Felsic Norite (FNOR), Maﬁc Norite (MNOR) and a basal zone of sub layer (SLN).
The foot wall rocks consist of Granite (GR), Felsic Gneiss, Maﬁc Gneiss, Migmatites (MIG),
Maﬁc Volcanics (BSLT), Gabbro and Diabase Dikes. The transition zone (TRZN) contact
is cut by northwest trending faults, commonly occupied by late, post SIC event, olivine
diabase dikes (OD).
Velocity and density borehole logs acquired at the SIC (ﬁgure 4.33) suggest, a narrow range
of seismic velocities as well as density variations within the impact structure varying from
6200 to 6400 m/s for p-wave velocities and 2.75 g/cm3 to 2.8 g/cm3 for densities. The
sub layer and footwall velocities and densities show much larger variations from 6000 to
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Figure 4.34: Composite north-south cross-section of the SIC along Lithoprobe reflec-
tion seismic profiles 40 and 41 (see figure 4.33). The overlaid interpretation reveals the
asymmetry of the structure at depth, generated by thrust faulting (from Wu et al. 1995) .
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Figure 4.35: Geological setting of the north eastern corner of the SIC (description in text).
Superimposed on the geological map the locations of shot and borehole positions used for
the VSP/DSI survey considered here, are plotted (DSI Consortium).
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6700 m/s and 2.75 g/cm3 to 3.0 g/cm3 respectively (Milkereit et al., 1998). The SIC
can thus be regarded as a relatively seismically transparent homogeneous medium, whereas
the interface to the footwall complex provides a reﬂective marker horizon. The Pyrrhotite
hosted Ni,Cu and Co ores are found at at depth of about 1700 m and lie within the sub
layer norite.
Acquisition and Preprocessing
The data set was acquired in a typical DSI acquisition geometry using ﬁve shot point
positions as indicated on the location map in ﬁgure 4.35. Receivers were deployed in two
boreholes, N40 and N43. Shot point SP1C and SP4S where placed in vicinity to the
boreholes, of which SP1C was intended to serve as a near oﬀset shot point to provide
information on the velocity ﬁeld. The other three shot points were located to the north,
east and west, with oﬀsets ranging from 400 m (west) up to 2500 m (north). For each
shot point three shot holes were drilled to a depth of 5 m and water ﬁlled to provided god
coupling. At SP5W, SP1C and SP2E a 227 g Pentolite booster was used as the source.
The source charge had to be increased for SP4S and SP3N to compensate for large oﬀset
and poor shot hole conditions respectively (Perron, 2000).
Borehole N40 is drilled rather straight and vertical down to 1419 m depth, whereas N43
bends to the north ﬁnally deviating 200 m from vertical at 1705 m depth. The data
was collected using an eight level 3-component geophone chain from Vibrometric Oy Inc.,
Finland. In borehole N43 a 4 level geophone chain had to be used for the ﬁrst 280 m as
a backup due to technical problems with the 8 level tool. Five VSP surveys per recording
hole were collected. The recording depths range from 350 m to the end of each borehole.
During acquisition the receivers were kept at the same position for a speciﬁc recording depth,
providing constant geophone orientation, until traces from all shot points were recorded.
The recording interval was 5 m for the entire survey. The sampling interval was 250 µs, to
ensure for good reconstruction of the source signal wavelet, with a total recording length
of 3 seconds. The shooting stations and the recording units were triggered using clocks,
which were synchronized at the beginning and the end of each recording day. A surface
Geophone that was kept at the same position during each survey, was placed in the vicinity
to the borehole collar, in order to record ﬁrst arrivals for each shot. It was later used to
correct for drifts in the timing clocks (Perron, 2000).
Figure 4.36 displays raw data from shot point SP2E recorded with the vertical compo-
nent of the geophone chain in borehole N43. The energy balanced seismogram documents
electrical noise and discontinuities in the ﬁrst arrival times caused by trigger clock drift.
Preprocessing was done by G. Bellﬂeur (Bellﬂeur & Perron, 2000) and is summarized in
table 4.2:
Electrical noise was removed at 60, 180 and 300 Hz using a time domain adaptive ﬁltering
module (Butler and Russel, 1993). Bandpass ﬁltering between 50 and 250 Hz was applied
with low and high-cut frequencies of 25 and 300 Hz. The data set was rotated so that
the ﬁrst horizontal (H1) component was pointing towards the shot position. Predictive
deconvolution had to be applied in order to remove short period reverberations of the ﬁrst
arrival seismic events, which obscured near ﬁrst break reﬂection and scattering responses.
CHAPTER 4. FIELD DATA EXAMPLES 128
0.1
0.3
0.5
0.7
0.9
tw
t [
m
]
500 1000 1500
Wireline depth [m]
n43sp2e_rot_Z
0.1
0.3
0.5
0.7
0.9
tw
t [
m
]
500 1000 1500
Wireline depth [m]
n43sp2e_medsw_Z
0.1
0.3
0.5
0.7
0.9
tw
t [
m
]
500 1000 1500
Wireline depth [m]
n43sp2e_post_Z
c)
b)
a)
TW
T 
[se
c]
TW
T 
[se
c]
TW
T 
[se
c]
Figure 4.36: Sample VSP sections shot from SP2E and recorded on the vertical receiver
component in borehole N43. Shown are three major processing steps: a) raw data after
clock drift correction and rotation of the H1 horizontal component towards the shot point;
b) same section after removal of downgoing p- and s-waves; c) after removal of tubewave.
Trace balancing was applied (Bellﬂeur & Perron, 2000).
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Geometry
Sort Wireline Depth
Timing clock drift corrections
Monofrequency electrical noise removal Adaptive ﬁlter (60, 180, 300 Hz)
Rotation to maximize energy in H1 Based on energy from 6 ms before ﬁrst
breaks to 8 ms after ﬁrst breaks
Predictive deconvolution Start of window = 50 ms before ﬁrst breaks
of vertical component End of window = 150 ms after ﬁrst breaks
Operator lag = 2.75 ms
Operator length = 3 ms
Prewhitening = 1%
Predictive deconvolution Start of window = 0 s
of horizontal components End of window = 2 s
Operator lag = 7.50 ms
Operator length = 3 ms
Prewhitening = 1%
Resample Sample rate = 0.5 ms (original 0.1 ms)
Removal of downgoing P-wave median velocity ﬁlter (15 points)
Removal of downgoing S-wave median velocity ﬁlter (19 points)
Removal of tubewave energy f-k ﬁlters (N43) Tube time (N40)
Removal of other downgoing energy f-k velocity ﬁlter
agc 3 components
Bandpass ﬁltering 40Hz-70Hz-160Hz-190Hz
Table 4.2: Summary of processing ﬂow for DSI datasets recorded in boreholes N40 and
N43 (Bellﬂeur, 2000). Description in text
The horizontal and vertical components showed diﬀerent ringing characteristics, so that
diﬀerent parameter sets had to be used for deconvolution (table 4.2).
In order to to remove downgoing P-and S-wave direct arrivals from the sections a median
ﬁlter was applied. The wavelet shape of the direct arrival was eﬀected by the recording
characteristic of each individual geophone. Thus seismic traces were sorted by geophone
numbers and median ﬁltered after horizontal alignment of the ﬁrst breaks in a ﬁrst step.
After resorting traces to wire line depth a second pass of a 13 trace median ﬁlter had to
be applied to properly remove downgoing p-wave energy. Energy balancing that had been
applied prior to median ﬁltering was reverted afterwards, to guarantee for true amplitude
processing. S-waves were removed in a similar fashion. Remaining tube waves had to be
suppressed by f-k-ﬁltering.
In a ﬁnal processing step the data were bandpass ﬁltered again after analyzing the frequency
content of the upgoing wave ﬁeld. Cutoﬀ frequencies were set to 40 and 190 Hz. The
spectrum was passed between 70 and 160 Hz. A three component AGC was used to display
the ﬁnally processed section (Bellﬂeur & Perron, 2000).
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Figure 4.37: The histogram of semblance values in the migrated data cube expresses the
noisy character of the migration result.
Migration Results
Diﬀraction coherency migration using semblance as the coherency measure (NE-DCM)
was applied to the vertical component of the ﬁnally processed seismic sections of the
data collected in N40 and N43. For migration a constant velocity background medium
was assumed, as indicated by the borehole logging information available for the SIC. The
assumption is supported by a linear regression analysis of the ﬁrst break travel time picks
conducted by Bellﬂeur, 2000. The background compressional wave velocity was found to
be 6140 m/s as the best ﬁt for the regression. Spatial sampling for migration was set to
dx=dy=dz=20 m. The migrated cube covers a volume ranging from 5177200 (Nm) to
5178800 (Nm) northing, 505500 (Em) to 508000 (Em) easting (UTM coordinates) and
500 to 2000 m depth. Figure 4.37 shows a histogram of the semblance values obtained for
the image cube.
The noisy character of the data would make interpretation diﬃcult when displaying the
three dimensional subsurface image as slices through the cube, like e.g. in the Matagami
example. Instead an ISO surface display was chosen (equal data values are connected by a
surface, which is virtually illuminated by optical ray tracing) and is plotted in ﬁgures 4.38
through 4.40. In each ﬁgure a sequence of migration images with increasing threshold for
the ISO surface is displayed as seen from a diﬀerent view position. High semblance values
that remain stable in the noisy background can be interpreted as contributions from edges
or scatterers in the subsurface (A,B,C). The circular distribution of events is due to imaging
ambiguity as discussed in section 3.2.3.
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Figure 4.38: Norman West NE-DCM result as a sequence of ﬁgures with increasing
isosurface threshold. Events that are stable with increasing threshold (A, B, C) can be
interpreted as scattering/diﬀraction centers. The circular structures in the resulting image
are due to migration ambiguity (please compare with ﬁgure 4.41). As migration input only
the vertical component was used.
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Figure 4.39: Same as in ﬁgure 4.38 but as seen from the south-west. To gain the correct
understanding of the distribution of events within the migration cube several diﬀerent view
points have to be selected. An even better insight is given by displaying this sequence of
images with increasing isosurface values as a movie.
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Figure 4.40: Same as in ﬁgure 4.38 but as seen from the west. Migration ambiguity highly
eﬀects the azimuthal distribution of the migrated events. Depth information shows a high
degree imaging certainty.
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Figure 4.41: Results from the ambiguity investigation carried out for the acquisition
geometry used in the Norman West survey. Seismic responses from point scatterers (upper
panel) were modeled using simple travel time seismograms as input to the DCM algorithm.
Azimuthal ambiguity is apparent, whereas the depth of the scatterers could be reconstructed
with great accuracy. The scatterer located between borehole N40 and N43 was not imaged
because the east-west orientated horizontal component of the modeled data set was used
(lower panel).
An ambiguity investigation for the Norman West acquisition geometry was carried out
in order to verify this interpretation (ﬁgure 4.41). Simple three component travel time
modeling, using the original shot and receiver positions from the ﬁeld experiment and placing
point scatterers at several positions within the volume was conducted. DCM migration was
subsequently applied to the synthetic data set. The input model (upper panel) and the
DCM result (lower panel) are shown in ﬁgure 4.41.
An ISO surface threshold of ISO=0.3 was chosen in order to illustrate migration ambiguity
eﬀects. The lower left panel of ﬁgure 4.41 shows a map view of the migration image
volume. The circular distribution of semblance values is apparent and comparable to the
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Figure 4.42: Migration result superimposed on the geological map of the north-east area of
the SIC. Features (A, B, C) in the migration image that are stable in the noisy background
signal show comparable strike as regional features (indicated by red lines). Interpretation,
however, is diﬃcult, since imaging ambiguity imprints a circular appearance on the image
which leads to comparable directional trends (DSI Consortium).
pattern observed in ﬁgure 4.38. It must thus be concluded that even for the Norman West
experiment, which utilizes ﬁve shot points and two boreholes DCM images still suﬀer from
some azimuthal ambiguity. The side view (lower right panel) clearly documents, that depth
information gained from this type of acquisition geometry is reliable. Please note, that
the point scatterer situated exactly between the boreholes was not imaged, because for
migration the horizontal component was used. Imaging ambiguity is not eﬀected by this
choice, but some regions of the subsurface will probably not be imaged.
Figure 4.42 shows a map view of the migration image as superimposed to the regional
geology map of the Norman West area.
Unfortunately the elliptical structure of the SIC as it outcrops in this area is comparable
to the migration ambiguity pattern that is imprinted on the migration image. It is thus
diﬃcult to correlate the migration result with regional structural features of the SIC and has
to be done with great caution. Striking of image features characterized by high semblance
values, is comparable to the striking of the transition zone and sublayer norite units. The
features labeled A and C could thus probably indicate scattering or diﬀraction from terraced
lithological structures. Features A and C are found in a depth range between 800 m and
900 m and are thus to shallow to be interpreted as seismic responses from massive sulphide
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ore deposits. The same is valid for the image feature labeled C. The seismically reﬂective
units of the SIC are located in the area north and east from the boreholes N40 and N43.
The south-western part should be relatively seismically transparent. The distribution of
high semblance values in the migration image follows this trend and gives some conﬁdence,
that the observed features are generated by lithological contacts. The isolated features
at approx. 1700 m depth close to borehole N40 can probably be interpreted as seismic
response from the footwall contact.
4.2.3 Conclusions
Two crustal VSP data sets served as examples for the performance of DCM, DPM with
regard to detecting massive sulphide ore deposits in the crystalline crust. In a ﬁrst example
DCM as well as DPM were applied to a single shot three component VSP conducted in
Matagami, which was aimed towards measuring the seismic response from the Bell-Allard
massive sulphide ore deposit.
Due to a lag in azimuthal shot position coverage it was not possible to detect the orebody
by DCM and consequently imaging ambiguity is severe. High semblance values observed on
the migration image correlate however quite well with the depth position of the ore deposit.
DPM highly reduced imaging ambiguity and performed superior to DCM regarding the task
of localizing a possible scattering, diﬀraction center in close vicinity to the known position
of the Bell Allard orebody. The obtained results have to be treated with some caution,
since several assumption that have to be made in order to perform DPM are probably not
completely fulﬁlled:
The borehole used to acquire the Matagami VSP data set is slightly deviating from vertical.
If the vertical component of the deployed geophone tool was aligned along the axis of the
borehole, the inclination of expected polarization is not correctly estimated. A misplacement
of features in the migration image results.
Polarization quality most probably decreases with increasing length of the seismic ray path,
which also could lead to wrong estimates on expected polarization.
Provided this is the case, scattering could possibly also have been generated by deeper
structures. The Pyrite rich alteration zone located directly below the Bell Allard deposit
most probably exhibits a much higher impedance contrast than the deposit itself (ﬁgure
4.28) and could thus produce prominent scattering.
DCM was applied to a crustal multisource VSP data example. Since DCM was developed
to be applied to scalar seismic data, only the vertical component of a three component data
set was used for migration. The obtained image shows signiﬁcant background noise and am-
biguity is apparent in the resulting subsurface image even though an acquisition layout with
ﬁve shot points and two boreholes was used. Nevertheless, depth information deduced from
migration is reliable, as was conﬁrmed by imaging ambiguity investigation. Correlation with
regional geology is aggravated by similarities between geological structures and the imaging
ambiguity imprint on the migration result. Only image features that, with increased ISO
surface threshold, remain constant in the background noise can be interpreted as images
from coherent seismic events. The low impedance contrast of pyrrhotite compared to the
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felsic and maﬁc background rocks of the SIC suggest a lower reﬂectivity than that expected
for pyrite hosted ore bodies like in Matagami (ﬁgure 4.25). This could be another possi-
ble reason for imaging diﬃculties encountered in migrating the Norman West VSP data set.
Despite the problems mentioned above, DCM and DPM provide a reasonable approach
towards imaging of scattering centers in the crystalline crust.
As proposed in appendix B a dynamic analysis of the scattering response might follow if a
scattering center can be localized. Finding the position of an SPR, however, posses high
demands on data quality, angular fold, coverage and range. The analysis was omitted be-
cause neither of these demands where fulﬁlled for the example data sets.
Modeling studies regarding loss in polarization quality of seismic wave ﬁelds traveling
through random media should follow the current investigation.
In general, signiﬁcant portions of incident compressional wave energy is converted into shear
wave energy by scattering. DCM and DPM migration algorithms should thus account for
diﬀerent travel times for rays going to and coming from the scatterer.
DCM and DPM use diﬀerent characteristic features of the scattered seismic wave ﬁeld in
order to enhance the migration image over that of reﬂectors. Combining both approaches
into one migration algorithm should thus improve this quality of the methods.
Chapter 5
Conclusions
The nature of seismic scattering was investigated by elastic scattering theory and numerical
experiment. Knowledge gained from this investigation was used to develop new processing
and interpretation methods that are capable of enhancing the signature or image of seismic
scatterers on seismic section and assist in classifying a given scattering situation.
The newly developed methods of DCM and DPM migration were applied to diﬀerent marine
and crustal seismic data sets. Marine data were acquired as part of a feasibility study which
was conducted in order to test multichannel seismic surveying using boomer sources as
a ﬁrst step in developing a high resolution 3D seismic acquisition technique. The crustal
seismic data was acquired within the scope of the DSI development program which is aimed
towards detecting massive volcanogenic ore deposits in the crystalline crust using seismic
methods.
I will now summarize and discuss the main results of this study and point out necessary
follow-up investigations.
5.1 Seismic Wave Scattering
Scattering from small scale seismic inclusions not only depends on their composition, but
also on the composition of the background medium situated in. This scattering situation can
be classiﬁed by analyzing the amplitude versus scattering angle behavior of the scattered
seismic wave ﬁeld. Such an interpretation, inversion approach can possibly by applied,
whenever classical AVO analysis breaks down due to the non continuity of the subsurface
structure being subject to seismic investigation. When observed on seismic sections, a
signiﬁcant phase reversal (SPR) within the ﬁrst arriving scattered seismic wave ﬁeld can be
utilized as a robust criterion in order to classify the current scattering situation.
The concept of SPR classiﬁcation can in part be extended to the case of scattering from
large complex objects. It can be assumed that scattering takes place at scattering centers,
i.e. areas with strong curvature. The shape of large objects has a signiﬁcant impact on
the dynamic of the scattered wave ﬁeld. Also scattering and diﬀraction can be intertwined
and dynamical analysis may be diﬃcult. An analysis of amplitude variations with scattering
angle demands the knowledge about the position of the scattering center, for which it is
necessary to image the scatterer as such.
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Diﬀractions from interrupted, otherwise continuous seismic reﬂectors is possibly stronger
than scattering from structures with comparable parameter perturbations. Due to their
equal kinematics, it is diﬃcult to distinguish between scattered and diﬀracted seismic energy.
5.2 Acquisition, Processing and Interpretation
Seismic acquisition and processing aimed towards resolving, position, shape and composition
of a single scatterer has to focus on gaining and preserving as much scattered energy as
possible, since the scattered seismic signal is weak by nature. In any case the phase
information of the scattered wave ﬁeld has to be preserved in order to provide the possibility
of AVSA analysis.
The CDP processing approach does not account for the kinematic and dynamic character-
istics of the scattered wave ﬁeld. Due to the NMO correction applied in individual CDP
gathers prior to stacking, only near oﬀset scattered or diﬀracted energy will be enhanced.
Several new, gather oriented as well as prestack processing methods that are capable of
enhancing the seismic response of isolated scattering objects were introduced.
For most of the gather orientated methods, such as the SES, CPP and CSA approaches,
the position of the scatterer has to be known a priory. In all the cases discussed in detail
a reliable velocity model of the background medium has to be given in order calculate the
travel time of scattered energy and to apply static travel time corrections.
A new 3D migration technique based on diﬀraction stack migration (DSM) was intro-
duced. The method uses either coherency (DCM) or polarization information (DPM) of
the scattered wave ﬁeld.
In case of scalar wave ﬁeld registration, coherency measured along reﬂection time surfaces in
the dataset, detects scattered energy (DCM). The resulting migrated cube enhances images
of scattering centers over those of reﬂector elements. The image obtained by applying DSM
to scalar VSP and surface seismic surveying data is ambiguous. Entropy is introduced as
an ambiguity measure. Imaging ambiguity is greatly reduced if polarization information is
included into the concept of DSM (DPM).
Given the position of the scattering center amplitude versus scattering angle analysis can
be applied in order to interpret the scattering situation in question. Traces of common
scattering angle are stacked in order to enhance the signal to noise ratio of the scattering
response. The acquisition layout should be tailored to provide suﬃcient fold, resolution and
range of scattering angles when aimed towards interpretation of scattered seismic energy.
5.3 Marine and Crustal Seismic Case Histories
Boomer sources show suﬃcient repeatability to be applied in multichannel marine seismic
acquisition and processing. Since streamer arrays are generally constructed to be used with
airguns either single hydrophone streamers or streamers with a grouping geometry adapted
to high frequency seismic sources should be used.
Multichannel seismic acquisition signiﬁcantly extends the possibilities of seismic processing.
The signal to noise ratio, as well as, the lateral resolution in the CMP processed zero oﬀset
sections is increased. The conducted seismic surveys were especially aimed towards ﬁnding
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and classifying single scattering objects. Diﬀerence ﬁltering and subsequent diﬀraction
coherency migration proved to eﬃciently suppress reﬂections and enhance the image of
subsurface scattering centers and discontinuities.
Analysis of the scattering response dynamics in a CSA gather and search for an SPR strictly
applies only to the case of scattering from spherically symmetric objects. This requirement
was not met in the discussed examples and thus CSA analysis had to be omitted.
For the ﬁrst time it was possible to conduct a high resolution multichannel 21
2
D seismic
survey in the Baltic Sea. A Pleistocene ﬂuvial channel system situated below a ﬂat cover of
unconsolidated sediments was revealed in Kiel Bay. Penetration up to 40 m was achieved
showing deeper anticlinale structures within the seismic cube which could not be classiﬁed.
Gas features are clearly visible in seismic time slices, but scattering signatures were not
observed due to a lag lateral coverage in the 21
2
D seismic survey, and the applied binning
procedure.
In a ﬁrst benchmark example DCM as well as DPM were applied to a single shot three com-
ponent crustal VSP conducted in Matagami, where the position as well as the reﬂectiveness
of the ore deposit are well documented. Due to a lag in azimuthal shot position coverage
and resulting severe imaging ambiguity it was not possible to detect the Bell Allard orebody
by DCM. High semblance values observed on the migration image correlate however quite
well with the depth position of the ore deposit.
DPM highly reduced imaging ambiguity and performed superior to DCM regarding the task
of localizing a possible scattering, diﬀraction center in close vicinity to the known position
of the orebody.
DCM was applied to the vertical component of a crustal multi source VSP data example
acquired at the Norman West area of the Sudbury impact structure. The obtained image
shows signiﬁcant background noise and ambiguity is apparent in the resulting subsurface
image. Depth information deduced from migration is reliable, however, as was conﬁrmed
by imaging ambiguity investigation. Correlation with regional geology is aggravated by sim-
ilarities between geological structures and the imaging ambiguity imprint on the migration
result.
As in the marine example, analysis of the scattered wave ﬁeld dynamics was omitted, since
data quality as well as angular fold, coverage and range was not suﬃciently provided by the
investigated data sets.
Despite the problems mentioned above, DCM and DPM provide a reasonable approach
towards imaging of scattering centers in marine sediments or the crystalline crust.
5.4 Future Work
The progress made in imaging subsurface discontinuities is promising. The aim of inverting
the composition of a scattering object by using seismic methods, however, could not be
met. In part caused by a lag of suitable seismic data future work should focus on applying
the imaging and interpretation methods developed in this study to other seismic data sets.
Since scattering is a three dimensional phenomenon by nature, the development of new
high resolution 3D marine seismic acquisition techniques should be continued.
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Modeling studies regarding loss in polarization quality of seismic wave ﬁelds traveling
through random media should follow the current investigation. It is still uncertain, to
which degree the polarization quality of scattered seismic energy is aﬀected by randomly
scattering background media, such as the crystalline crust. Especially regarding DSI prob-
lems it would be interesting to investigate how polarization of the scattered wave ﬁeld is
altered as a function of travel time.
In general, signiﬁcant portions of incident compressional wave energy is converted into shear
wave energy by scattering. DCM and DPM migration algorithms should thus account for
diﬀerent ray travel times going to and coming from the scatterer.
DCM and DPM use diﬀerent characteristic features of the scattered seismic wave ﬁeld in
order to enhance the migration image over that of reﬂectors. Combining both approaches
into one migration algorithm should thus improve this quality of the methods.
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Appendix A
Diﬀraction Stack and Kirchhoﬀ
Migration
The method of the weighted diﬀraction stack (section 3.2.1) closely relates to Kirchhoﬀ
migration, as can readily be seen by applying equation 3.37 to the case of a zero oﬀset
experiment. The rays from the source xs to the image point y0 and back to the receiver
xr lie on the same straight line connecting xs = xr and y0. Thus we ﬁnd for ξˆ (compare
with ﬁgure A.1):
ξˆ(xr,y0,xs) =
y0 − xr
|y0 − xr| (A.1)
after applying a coordinate transform into the receiver coordinate system, equation 3.37 for
the inversion of the GRT reads (Miller et al., 1987):
< f(y) >=
16
c30
∫
r3=0
d2xr cos φus(xr, t = 2|y− xr|/c0) (A.2)
r3 is set to zero, because equation A.2 is derived for a surface experiment. cosφ is the
obliquity factor depending on the angle φ between the image rays y0 − xr and the surface
normal nˆ. Zero oﬀset Kirchhoﬀ migration can thus be interpreted as an inversion of a GRT
or a weighted diﬀraction stack for the case of a zero oﬀset surface experiment.
O
α=0 !
Ιτ
sx = x r
y
y−xr
0
0
Figure A.1: Zero oﬀset experiment (post stack kirchhoﬀ migration).
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Appendix B
Proposed Generic Processing
Sequences
The aim of section 3 was to draw an outline of possible processing methods that are capable
of enhancing the seismic response of single isolated scattering inclusions. A processing
method that is aimed towards resolving shape and composition of a single scatterer has to
focus on gaining and preserving as much scattered energy as possible, since the scattered
seismic signal often is weak. The methods discussed above were newly developed from
considerations regarding the characteristic dynamic and kinematic behavior of the scattered
wave ﬁeld.
Some of them demand a high amount of information on the scattering situation in question,
like for most of the gather oriented method we need to know the position of the scatterer
(CSA-stack) or have to iteratively determine it. In all the discussed cases a velocity model
of the background medium has to be given.
In order to analyze the dynamic behavior of the scattered wave ﬁeld, e.g. when applying
inversion algorithms like diﬀraction tomography (Devaney, 1981; Devaney, 1984b; Devaney,
1984a), only the scattered ﬁeld is of interest. It is then desirable to suppress events like
the direct arrival or strong reﬂections on seismic sections.
The processing sequence decided on also depends on the available type of seismic data. As
we have seen in section 3.2 using three component data provides much more possibilities
in ﬁnding the position of a scatterer than the use of scalar data.
Even though an individual situation can lead to several diﬀerent processing approaches there
will always be certain requirement that have to be met, if we want to image and interpret
the seismic response of single scatterers. Thus I will now propose two generic processing
sequences for marine seismic and VSP data that may serve as a blueprint. In both cases
the following general concept was used, but implemented in the speciﬁc way demanded by
the acquisition layout:
1. Construct a background velocity model from standard seismic processing, i.e. CDP
velocity analysis or migration
2. suppress as much primary energy (direct arrival, reﬂections) as possible
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3. Image the location of possible scattering centers
4. Analyze the dynamic behavior of the scattering response (CSA-stack, if applicable)
Since scattering is a three dimensional phenomenon, seismic imaging often can be ambigu-
ous. Apart from ﬁnding the right processing sequence there are minimum requirements for
the acquisition layout that should generally be met, when trying to image seismic scatterers.
The achievable processing result will consequently also depend on the type of acquisition
geometry used. I thus will include recommendations for such layout requirements.
B.1 A generic processing sequence for marine seismic
surveys
• In order to reduce imaging ambiguity the survey should utilize two-streamer array
• The CDP, CMP-stacked section often shows ﬁrst indications for scattering. It can
provide the lateral position of the scatterer and a reliable background velocity model
derived from velocity analysis in the CDP section. This information serves as a good
starting point for further processing/inversion steps
• In order to remove reﬂected energy from horizontal geological interfaces and the direct
arrival the diﬀerence ﬁlter described in section 3.1.4 can be applied to the prestack
data set.
• Subsequently diﬀraction coherency migration, using either semblance or unnormalized
cross correlation as coherency measure can be applied in order to locate the scatterer.
If data from both streamers is used we not only can determine the lateral but also
the oﬀ line position of the scatterer.
• By comparison of the DCM with a prestack Kirchhoﬀ migration result we can now
decide which scattering center are the origin of edge diﬀractions and which are single
isolated inclusions.
• In the case that scatterers are located in the migrated volume, a dynamic investiga-
tion applying CSA analysis can be carried out. Even for scatterers of non spherical
symmetry detecting a phase reversal could help in classifying the given scattering
situation.
B.2 A generic processing sequence for VSP surveys
• In order to reduce imaging ambiguity in VSP surveys preferably up to six shot point
positions should be distributed to cover a maximum azimuthal range together with
three component geophones deployed in the bore hole. The acquisition layout should
provide suﬃcient angular coverage and fold for possible subsequent CSA-stack anal-
ysis
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• First break picks can be used to estimate the velocity distribution in the subsurface.
Often information from other surface seismic and geological surveys is available to
enhance the model.
• The downgoing wave ﬁeld including the direct arrival can be removed by applying a
moving window median ﬁlter or ﬁltering in the fk-domain.
• The position of possible scattering centers can subsequently be delineated by applying
DCM and/or DPM.
• As above: In the case that scatterers are located in the migrated volume, a dynamic
investigation applying CSA analysis can be carried out. Even for scatterers of non
spherical symmetry detecting a phase reversal could help in classifying the given
scattering situation.
Appendix C
List of Symbols
α : complementary scattering angle
α, β : slowness
γ : vs/vp
θ : scattering angle
κ : reﬂection angle
λ : wavelength
λ, µ : Lame´ parameter
ρ : density
σN : normalized scattering cross section
ω : frequency
a : characteristic extent
c, vp, vs : wave speed
f : trace gather
h : polarization alignment measure
iˆ, oˆ : ray direction
k : wavenumber
nˆ : normal vector
pˆ : expected polarization
t : traveltime
tr : traction
ut, : total wave ﬁeld
u, : outer scattered wave ﬁeld
u′ : inner scattered wave ﬁeld
u0 : incident wave ﬁeld
x, y : subsurface-, image space position
x0, y0 : scatter point, image point
xs, xr : source-, receiver position
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Γ : diﬀraction-, reﬂection signature
Ξ : image space
Cjklm : stiﬀness tensor
F : stacked section
H : entropy
Pml : Legendre function
R, R′ : regions, sphere radius
V : volume
Ylm : spherical harmonic function
Appendix D
List of Abbreviations
AE : streamer array eﬀect
CC : unnormalized cross correlation sum
CDP : common depth point
CFP : common fault point
CMP : common midpoint
CPP : common proﬁle point
CSA : common scattering angle
DCM : diﬀraction coherency migration
DF : diﬀerence ﬁlter
DPM : diﬀraction polarization migration
DSM : diﬀraction stack migration
DSI : downhole seismic imaging
ECC : energy normalized cross correlation sum
GRT : generalized Radon transform
GSC : Geological Survey of Canada
NCC : normalized cross correlation sum
NE : semblance
NMO : normal moveout correction
PAM : polarization alignment measure
RI : repeatability index
RTS : reﬂection time surface
SES : scattering enhancement stack
SPR : signiﬁcant phase reversal
V SP : vertical seismic proﬁling
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