This paper presents an informal survey of theoretical and computational aspects of three linear-algebra problems arising in control theory, namely, the Sylvester-observer matrix equation, the matrix eigenvalue assignment problem, and the stability and stabilization of large second-order systems. Difficulties are highlighted. Recent developments are mentioned. Some research problems in these areas, which should be of interest to both linear algebraists and control theorists, are described.
INTRODUCTION
One of the widely used approaches to representing a time-invariant linear control system is the so-called state-space approach. In this approach a continuous-time linear time-invariant control system can be represented in the form i(t) = Ax(t) + &J(t), (1.1) y(t) = Cx(t>, (1.2) 756 BISWA NATH DA'ITA where x(t), u(t), and y(t) are, respectively, the state, input, and output vectors. A, B, C are constant matrices of appropriate dimensions. In this paper, we will assume that A is n X n, B is n X m (m f n>, and C is r X n (T < n). A discrete-time system can similarly be represented: xk=l = h, + BUk, y = cxk.
(l-3)
The design and analysis of these control systems in state space (and some other forms as well) give rise to a variety of linear-algebra problems. The well-known ones are:
(1) controllability and observability problems, (2) state-observer problems, (3) feedback stabilization and eigenvalue assignment problems, (4) frequency-response and H-infinity-norm problems, (5) inertia and stability problems, (6) matrix-equation problems such as the Lyapunov, Sylvester, and Riccati.
These problems, though they play an important role in control-system design and applications, are basically linear-algebra problems. For example, the controllability and observability problems are problems of determining the ranks of certain nonsquare matrices called, respectively, the controllability and observability matrices. Specifically, the system (l.l)-(1.2)
is controllable iff rank(B, AB, . . . , A"-'B) = n (the well-known Kalman criterion of controllability). Observability is a dual concept of controllability.
The stability and inertia problems are basically eigenvalue problems: the system is asymptotically stable if and only if all the eigenvalues of the system matrix A are in the left half plane. The inertia problem is the problem of finding the number of eigenvalues in a given half plane of the complex plane. current state, and what needs to be done.
In the course of our discussions on the Sylvester-observer equations, we show how several recently proposed algorithms ( [2, 8, 22, 271, etc.) for the single-input eigenvalue assignment and other related problems can be unified through this equation. This was indeed a pleasant surprise to us. Since the single-input eigenvalue assignment problem has a unique solution, it was believed that the apparently different algorithms that now exist for this problem are mathematically equivalent; but the role of the Sylvester-observer equation in the unification was not known before.
THE SYLVESTER-OBSERVER EQUATION AND THE EIGENVALUE ASSIGNMENT PROBLEM
Several important objectives in control-system design, such as the statefeedback stabilization, can be achieved if the state vector x(t) is known. Unfortunately, in several practical instances x(t) is not known and has to be somehow estimated.
A well-known approach to state estimation is due to David Luenberger [19, 521 . The basic idea is to construct another linear system: i(t) = E(t) + Gy(t) + flu(t), (2.1) 758 BISWA NATH DATTA knowing the matrices A, B, and C, in such a way that the error e(t) = z(t) -Xi(t) approaches zero as t + CO for any x(O), z(O), and u(t). The vector z(t) will then be an estimate of x(t). Since
i(t) = i(t) -Xi(t) = Tz(t) + Gy(t) + Hu(t) -X[ Ax(t) + Bu(t)]
= Te(t) + (TX -XA + GC)x(t)
+ (H -XB)u(t),
it follows that i(t) = eTte(0) + 0 if T and X are so chosen that (I) T is a stable matrix,
one has TX -XA = -GC. (2.2) and (3) one has H =XB.
(It is easy to see that the above conditions are also necessary.)
A design algorithm can thus be stated as follows:
(1) Choose a matrix T such that its spectrum is disjoint from that of A and is entirely in the left half plane. [This is needed to ensure the unique solution of (2.21.1 (2) Choose G such that (T, G) is controllable. (This is a necessary condition for nonsingularity of the unique solution X.) (2.3) subject to the constraints that (1) T has a preassigned spectrum, and (2) (T, G) is controllable, will be called the Sylvester-controller equation. The dual of this matrix equation,
AX -XT = CG, (2.4)
subject to the constraints that
(1) T has a preassigned spectrum, and (2) (G, T) is observable, will then be called the Sylvester-observer equation. The reason is obvious. They are constrained Sylvester equations, and play an important role, respectively, in the eigenvalue assignment problem (which is basically a controllability problem) and in the design of observers.
B.
The Reduced Sylvester-Observer Equation By utilizing the constraint of controllability of (T, G> in the equation (2.3) and that of observability of (G, T) in (2.41, the equations (2.31, (2.4) can be reduced to simpler forms. Thus, if T is an unreduced upper Hessenberg matrix, then in the case where C is a vector, the simplest choice of G such that (T, G) is controllable is G = (1, 0, . . . , OjT. The matrix equation (2.3) then reduces to where c is a row vector.
Similarly, choosing G = (0, 0, . . . , 0, l), so that the pair (G, T) is observable, the matrix equation (2.4) 
reduces to

AX-XT=(O,c),
where c is a column vector.
The reduction in the block case is analogous. T in this case can be chosen as an unreduced block upper Hessenberg matrix, that is, a block upper Hessenberg matrix with subdiagonal blocks having full rank.
C. The Sylvester-Observer Equation and the Eigenvalue Assignment Problem
Suppose that the state vector x(t) is known or has been constructed using Luenberger's or some other approach. Then it can be effectively used to stabilize an unstable system. Let u = C(t); then the system
(2.5)
The problem is now to choose the matrix F so that the closed-loop system (2.5) becomes asymptotically stable-that is, to find a matrix F, given the pair (A, B), such that the matrix A + BF has all its eigenvalues with negative real parts. This is the well-known state-feedback stabilization prob-
lem.
In many practical instances, however, it is not enough to stabilize the system (2.5). Some practical design specifications, such as that the closed-loop system X(t) = (A + BF)x(t) be robustly stable under uncertainties with known bounds, that the system response be neither too sluggish nor too oscillatory, and that the system response settle down quickly to the desired steady-state set point, require that the eigenvalues be placed in certain specified regions or locations of the complex plane. Such stability behavior is known as relative stability. For details see Gutman and Jury 1391. F or more on stability, see Section 3 of this paper.
These design requirements give rise to the well-known eigenvalue assignment problem: Given the pair (A, B) and the set 1R = (h,, . . . , A,}, closed under complex conjugation, find a feedback matrix F such that the spectrum of the closed-loop matrix A + BF is the set 0. It is well known (Wonham [65] ) that the problem has a solution if and only if (A, B) is controllable. In the single-input case (that is, when B is a vector b) the solution is unique.
The multiinput problem has infinitely many solutions. We now show how nonsingular solutions of certain Sylvester-observer equations yield algorithms for the eigenvalue assignment problem. The discussion will demonstrate that Sylvester-observer equation forms a unified framework for several recently developed algorithms for the eigenvalue assignment problem. Consider the Sylvester-observer equation
AX-XT= -BG, (2.6) where the matrix T has been chosen such that the spectrum of T is the set R. Suppose the equation has a nonsingular solution X. Then it is immediate that the feedback matrix F given by
is such that the spectrum of A + BF is the set a. The above approach was originally proposed by Bhattacharya and Desouza [8] .
Unfortunately, the existence of a nonsingular solution of the equation (2.6 ) cannot be guaranteed in general. On the other hand, the recently developed algorithms for the eigenvalue and canonical-form assignment problems by the author and some of his colleagues implicitly construct nonsingular solutions to a variation of the Sylvester-observer matrix equation;
namely, the equation XA -BX = R, where A is arbitrary, B is nonderogatory, and the matrix R is known up to its first 72 -1 rows. For example, the single-input algorithm of the author [22] constructs a nonsingular solution X of the equation
where H is an unreduced upper Hessenberg matrix, and T is a lower bidiagonal matrix whose diagonal entries are the eigenvalues to be assigned. It is easy to see that X can be constructed recursively column by column in terms of the first column x1, and if the first column xi is chosen to be xi = (0, 0, . . . , 0, DT, then X will be nonsingular. The feedback vector f is then given by where xi,, is the (1, n) the entry of X. [Bru, Mas, and Urban0 [ll] , Arnold [l] ) that X is nonsingular.
Once the nonsingular X is found, f is easily seen to be f = vTx-'.
The single-input algorithm of the author has been extended by Datta and Datta [30] to the problem of assigning not only the eigenvalues, but also some appropriate canonical forms, such as the Jordan, the Schwarz, the companion, and more generally any unreduced upper Hessenberg matrix. Arnold and Datta [2] have extended the single-input algorithm to assigning eigenvalues in the multiinput case.
The matrix equation associated with the canonical-form assignment problem is
where B is the canonical form to be assigned (in upper Hessenberg form).
The matrix equation associated with the multiinput eigenvalue assignment problem is
where H is a block unreduced upper Hessenberg matrix, and T is a block lower bidiagonal matrix whose diagonal blocks contain the eigenvalues to be assigned. In each case, the nonsingular X has been constructed. All in all, it is possible to construct nonsingular solutions X (in certain instances) to certain Sylvester-observer matrix equations by judicious choices of T, G, and a part of X; but the nonsingularity of X for an arbitrary Sylvester-observer equation cannot be guaranteed. The above discussions clearly lead to the following problem: Characterize nonsingular solutions to the Sylvester-observer and the Sylvester-controller equations and, more generally, to the Sylvester matrix equation.
Similar questions can also be asked with respect to the Lyapunov and Riccati equations, which are well known to play a significant role in controlsystem design and analysis.
We now give a brief review of the known partial characterizations of nonsingularity of the Sylvester, The Lyapunov, and the Riccati equations.
D.
The Sylvester Equation XA + BX = C THEOREM 2.1 (Hearon [40] Thus, we note that a complete characterization of nonsingularity is known only in the case when rank C = 1, and the solution is unique.
In the following, we state results on the existence, uniqueness, and full characterization of the nonsingularity of a Sylvester-type matrix equation
recently studied by K. Datta [34] . Here matrices A and B are given, and C is known up to its first n -1 rows. Let A be an arbitrary n X n matrix and B be arbitrary but nonderoga-.
tory (without any loss of generality, we may assume that B is an unreduced normalized lower Hessenberg matrix). Let ci, c2, . . . , c, _ 1 be n -1 given vectors in n-space. Then THEOREM 2.4 (K. Datta 1341).
(i) There exists an n X n matrix X such that
has cl, c2,. . . , c,_ 1 for its first n -1 rows in that order.
(ii) X is uniquely determined by its first row x1, which can be chosen arbitrarily. \x,A"-', REMARK 1. The special case of this equation in which c1 through c, _ 1 are zero was studied earlier by Carlson and Datta [13] in connection with developing an algorithm for computing the inertia of a non-Hermitian matrix, and by the author [28] to unify apparently unconnected proofs of several root-separation criteria. For details see [28] . REMARK 2. K. Datta [34] al so g ave a characterization of nonsingularity in the general case. But it is not readily computable, and is too complicated to describe here. We refer the reader to [34] .
E. The Lyapunov Matrix Equation
We have
Throughout this section, we assume that C is positive semidefinite (which we will write as C > 0). In any case, we note that a complete characterization of nonsingularity, even in the case of these widely studied matrix equations, is not yet known.
F.
The Matrix Equation XA = ATX It is well known (Taussky and Zassenhaus [62] ) that there always exists a nonsingular symmetric solution X of the equation
Xi4 = A'X
if A is nonderogatory. Datta and Datta [31] have given a constructive proof of this result, and employed the result to develop an algorithm for computing the inertia of A.
G.
The Algebraic Riccati Equation XA + A*X + XDX = C Here A, C, D are given n X n complex matrices, C is Hermitian, and D is nonnegative definite.
As far as is known to the author, no characterization of the nonsingularity of solutions X of this matrix equation has been obtained yet. A special case of this equation in which D = -B*B and C = 0 was studied by Carlson and Datta [15] and by Carlson [I71 under the assumption that ( A, B *) is controllable, but allowing non-Hermitian X. In this case, a complete characterization of nonsingular non-Hermitian solutions X has been obtained by them.
THEOREM 2.7 (Carlson and Datta [15]).
Suppose that (A, B*) is controllable, and XA -t-A*X = X*B*BX.
Then X is nonsingular ij (A*, X* B*) is controllable.
In case B is a column vector, we have: 
H. Orthogonal Solutions to the Sylvester-Observer Equation For construction
of observers and other control-theoretic applications, nonsingular solutions to the Sylvester-observer equation are used in the process of a control-system design. It is therefore highly desirable that the solution X be well conditioned (robust). A perfect candidate for a well-conditioned matrix is, of course, an orthogonal matrix. The question, therefore, arises as to the existence of an orthogonal solution to the matrix equation.
In a recent paper [27], Datta and Saad have shown that, given the pair (A, c), where c is a vector, one can always construct an orthonormal matrix X nxm and an upper Hessenberg matrix H,,, (m < n) with a preassigned spectrum, satisfying
AX-XH=(O,c).
(2.10) Unfortunately, however, the above Amoldi-based approach cannot be extended to the case where C is a block matrix:
AX -XH = (0, C). Note that we achieved an orthonormal solution to the Sylvester-observer equation in the above method at the cost of our freedom of choosing the matrix H (the matrix H could formerly be chosen arbitrarily as long as it had the desired spectrum). All but the last column of the matrix H were formed during the process; the last column was constructed using a variation of the single-input eigenvalue assignment algorithm of the author [22] discussed in the last section.
To obtain a solution of the equation (2.10) in the block case, we tried to make use of our freedom of choosing the matrix H. We chose H to be a block-diagonal matrix, the diagonal blocks containing the eigenvalues to be assigned. Specifically, H was chosen to be X,], where Xi = (xi'), . . . , LX;'), it can be shown that the first block X, can be computed by solving simultaneously r independent polynomial systems, each of which, in turn, is composed of k independent algebraic systems. Thus, there is a two-level parallelism in constructing X,. Once Xi is constructed this way, the remaining blocks X, through X, are constructed recursively out of the first block X, using matrix-matrix multiplications and rank-k updates. For details see the paper by Bischof, Datta, and Purkayastha [lo] .
We thus have a block parallel algorithm for the block Sylvester-observer equation (2.11).
BISWA NATH DAlTA
The algorithm has been successfully tested on some modem high-performance computers such as the Cray Y-MP/S, an eight-processor sharedmemory vector machine. The algorithm scaled very well with parallelism, as expected, and gave a speed of about 1500 megaflops with the eight processors on the Cray Y-MP. The algorithm has also been recently implemented with a similar success on the Intel ipsc/860, a distributed-memory machine.
Unfortunately, the solution obtained by the algorithm is not orthonormal. The above discussion clearly gives rise to the following research problem: f such that A -bf T has the spectrum pi,. . . , pm, h,+l,. . . , A,. That is, the feedback vector f has to be found such that first m eigenvalues (m < n) of the closed-loop matrix can be replaced by m suitably chosen numbers pi,...,~,, while the remaining n -m eigenvalues remain unaltered.
The problem is certainly a practical one in the sense that in many practical situations, if the matrix A is large, it might very well happen that only the first few eigenvalues (usually the smallest ones> are unstable (that is, their real parts are not in the left half plane or in the unit circle), while the remaining ones are stable. In such a situation it is desirable to replace the unstable eigenvalues by suitably chosen stable ones, leaving the remaining ones unchanged, or at least not making them unstable. In fact, in engineering practice it may be desirable to replace the unstable eigenvalues in such a way that a certain degree of stability can be maintained. From our previous discussions, it is clear that if we solve the Sylvesterobserver matrix equation
AX -XH = (0, b)
for an orthonormal X by choosing or constructing the m X m matrix H in such a way that the spectrum of H is CH H) = { /..Q, . . . , /.L,,J, then with f' = e,XT, the spectrum of A -bfT will contain the set { /..~r,. . . , /A,). The question naturally arises what happens to the other n -m eigenvalues. A heuristic argument has been given in Datta and Saad [27] showing that it is unlikely that there are eigenvalues of A -bfT that will remain far from the spectrum of H. From the mathematical view point the problem still remains to be solved. Note also that a projection algorithm for the partial eigenvalue assignment has been proposed recently by Saad [61].
J. A Robust Solution of the Eigenvalue Assignment Problem
Note that when m = n, the above procedure provides a robust solution to the eigenvalue assignment problem in the single-input case:
(1) Solve the Sylvester-observer equation
AX -XH = (0, b)
for an orthogonal matrix X, using the method of Datta and Saad [27] , by constructing H so that O( H > = {h,, . . . , A,}. REMARKS. The feedback solution computed by the above procedure is robust in the sense that it is constructed out of an orthogonal matrix which is perfectly conditioned (note that the condition number of X with respect to the 2-norm is 1). [3] ).
In most of these applications, including LSS, the matrix M, called the mass matrix, is positive definite, and the matrix K, the stiffness matrix, is positive semidefinite or definite. The matrix D, called the damping matrix, does not normally have any special properties, but for computational convenience it is assumed to be symmetric or skew-symmetric in most applications.
The eigenvalue problem associated with the system (3.1) is the quadratic eigenvalue problem:
It is well known (Lancaster [48] , Meirovitch [54] ) that the solutions of the system (3.1) can be expressed in terms of the eigenvalues, eigenvectors, and generalized eigenvectors of the associated pencil:
It is of fundamental importance in engineering practice to investigate the stability and the relative stability of the system (3.1).
The system (3.1) is asymptotically stable if \lq(t>ll + 0 as t + a. In terms of the eigenvalues, this means that the system (3.1) is asymptotically stable iff the eigenvalues of quadratic pencil (3.3) have negative real parts. The relative-stability problems which correspond to the eigenvalue location in specified regions of the complex plane can be defined in the same way as in the case of the first-order system. 
Ex(t) = Ax(t).
(See below in this subsection for the description of A and E.) We will therefore first review the well-known stability criteria for a first-order system of the form i(t) = Ax(t). The study of the stability of a system of linear time-invariant differential equations i(t) = Ax(t) has received considerable attention from mathematicians, and engineers. The following are the usual computational approaches for determining the asymptotic stability and the inertia of a non-Hermitian matrix A (analogous criteria exist for other types of stability):
(1) Compute the eigenvalues of A explicitly. and check if X is positive definite.
The following is the historical stability criterion due to Lyapunov: The second approach is usually discarded as a numerical approach for solving the stability problems, because it is well known (see Golub and Van Loan [38J) that computing the characteristic polynomial of a matrix may be a numerically unstable process. A typical process for computing the characteristic polynomial of a matrix A comes in two phases: A is first transformed to an upper Hessenberg matrix H by orthogonal similarity, and then, assuming that H is unreduced, it is further reduced by nonorthogonal similarity to a companion form, from which the coefficients of the characteristic polynomial are easily read. Phase 1, that is, the transformation to Hessenberg form, can be achieved in a numerically stable way using the Householder or the Givens method, but phase 2 can be problematic.
If the transformed Hessenberg matrix has one or more small codiagonal entries, the corresponding transforming matrix will be ill conditioned. Furthermore, the coefficients of the characteristic polynomial may be very sensitive to perturbations.
The last approach (the Lyapunov-equation approach) is counterproductive. The only numerically viable method for solving the Lyapunov equation is the Schur method of Bartels and Stewart [6] . The method requires transformation of A to real Schur form (RSF), and the transformed RSF contains the eigenvalues of A anyway. Furthermore, in general, the solutions of certain types of relative stability problems give rise to complicated nonlinear Lyapunov-type equations (see Gutman and Jury [39] ) which are very difficult to solve numerically.
Thus, the only viable way, from a numerical viewpoint, of determining the stability and relative stability of a linear control system, is to explicitly compute the eigenvalues of the system matrix A and see if they all lie in the desired region of the complex plane.
Having said this, let us point out that there exists a computational method due to Carlson and Datta [13] for determining the inertia of a non-Hermitian matrix. This method is direct in the sense that it does not require eigenvalue computations or the solution of a matrix equation.
The inertia of a matrix A, denoted by In A, is a triplet In A = (m(A), y(A), 6(A)), where n(A), y(A), and 6(A) are, respectively, the numbers of eigenvalues with positive, negative, and zero real parts. Thus the stability problem is a special case of the inertia problem. The system 3; = Ax is asymptotically stable if, and only if, In A = (0, 12, 0).
inertia method is based on the implicit solution of a special Lyapunov equation: starting from a non-symmetric matirx A, the method constructs a symmetric matrix X such that whenever X is nonsingular, In A = In X. The computed matrix X turns out to be a solution of a Lyapunov equation, but no Lyapunov equation needs to be solved. Of course, once the symmetric matrix X is constructed, its inertia can be computed by LDLr decomposition of X. The classical Sylvester's law of inertia (Horn and Johnson [41] ) states that if X is symmetric, then In X = In(PXPr), where P is nonsingular.
The numerical roundoff properties of the Carlson-Datta method have not been fully investigated. As an initial step, the method requires transformation of A to a Hessenberg matrix H, and it seems that if one or more codiagonal entries of H are small or near zero, a large roundoff error may be expected in the construction of X. Ways to reformulate the recursions in this method to achieve numerical stability are presently being investigated. We note that there is a fairly large and extensive literature on the theory, computation, and applications of the inertia of a first-order system. For a brief account of some important results, we refer the reader to the survey papers of the author [25, 281.
We also remark that the Lyapunov stability theory is historically important: it was developed at a time when there were no effective numerical methods to compute the eigenvalues of a matrix, and thus its advent for determining stability as an alternative to eigenvalue computations was a very welcome development in stability theory. Though the use of the Lyapunov equation is no longer important in determining stability, it still plays a fundamental role in robust stability, H-infinity control, etc., and it will continue to play a dominant role in other aspects of control-system design and analysis.
Our final remark here is that the second approach (the Routh-Hurwitz type of criteria) and the Lyapunov stability criteria are interrelated. The interrelationship has been exposed by several researchers over the years. For details, see the papers of the author [25, 281.
As far as the solution of the quadratic eigenvalue problem arising in LSS is concerned, we note that the matrices M, K, and D of the associated quadratic eigenvalue problem are very large and sparse, and the numerical methods for large and sparse quadratic eigenvalue problems are not well developed.
A usual but naive approach to finding the eigenvalues of the quadratic pencil (3.3) is to compute the eigenvalues of the 2n x 2n matrix and assuming that the Cholesky decomposition of the matrix B is available, this recurrence can be handled efficently.
Unfortunately, in the formulation (3.6), the coefficient matrices are only symmetric. None of them is symmetric positive definite. They are indefinite, assuming that the data matrices M, D, and K are all symmetric and positive definite. Unlike in the symmetric positive definite case, the Lanczos algorithm applied to using an indefinite inner product, can either break down or become unstable when close to breakdown. Parlett and Chen [56] remark, "Alarming things can happen with an indefinite (improper) inner product: a set of orthogonal vectors might be linearly dependent." They have, however, given an efficient formulation of the lookahead Lanczos algorithm to extract a few extreme eigenvalues of the pencil (3.3) .
In short, effective numerical methods for complete solutions of a large quadratic eigenvalue problem are still not yet in sight. On the other hand, it is now well established (see e.g. Golub and Van Loan [38] , Cullum and Willoughby [20] , Partlett [571) that the symmetric Lanczos or the block Lanczos algorithm with some sort of reorthogonalizations, or a properly implemented Arnoldi method is often quite effective in determining stability, and in general for finding the extremal eigenvalues (largest and smallest) of large and sparse symmetric matrices. Furthermore, the inertia, and hence the stability, of a large and sparse symmetric matrix can be determined using a sparse LDLT factorization [36] .
Since the data matrices M, D, and K are symmetric and the spectrum of a large quadratic pencil cannot fully be determined numerically, it is natural to pose the following problem: Determine the asymptotic stability, relative stability, and inertia of the quadratic pencil (3.3) in terms of the stability and the inertia properties of the symmetric data matrices M, K, and D. By the inertia of the quadratic pencil (3.3), we mean the inertia of the 2n X 2n nonsymmetric matrix A given by (3.5).
The above problem is almost a classical one. Several authoritative books, such as those by Lancaster [48] , Meirovitch [54] , Miiller and Schiehlen [53] , and Roseau [60] as well as the recent one by Inman [43] , and many papers, especially in the mechanical and aerospace engineering literature, have discussed the problem. We will only give some highlights of these results
below.
A classical result on the asymptotic stability of a second-order system is due to Rayleigh: Overdamping (Duffin [37] ). The system (3.1) is overdamped if (x*Dxj2 > 4(x*Mx)(x*Kx) f or a nonzero x of appropriate size. 11
The following criterion is well known (Duffin [37] Note that knowing if a system is overdamped is important because the response of an overdamped system does not oscillate. Since the above condition is not easily verifiable numerically, attempts have been made to come up with simplified and more easily verifiable criteria. We shall not go into the details, but refer the readers to the books by Lancaster [48] and Meirovitch [54] . We will rather draw the attention of the readers to the most recent developments in the area: one, some recent work by Lancaster and his colleagues, and the other, a Ph.D. dissertation by Fernando Rincon [59] , a student of the authors. In [S] , Barkwell and Lancaster have given a sufficient condition for overdamping, in the case when M, K, and D are all symmetric and positive definite, in terms of the minimal and maximal eigenvalues of M-' D and M-'K (Theorem 3 in [S] ). They have also given a necessary and sufficient condition for damping in terms of positive definiteness of certain matrices. Barkwell and Lancaster have also given a sufficient condition for stability when D is real and skew-symmetric.
For other similar results, we refer the reader to the papers 14, 5, 49, 501 by Lancaster and his associates.
Rincon's dissertation does not directly deal with stability; rather it deals with feedback stabilization. In the course of his investigation, however, Rincon obtained some computational bounds for the eigenvalues of the quadratic pencil P,,(A). These results are related to stability analysis, and we will present only a couple of important ones without proofs. For details, we refer the reader to the dissertation [59] and to the recent papers by the author and Rincon [32, 331.
Some Eigenvalues Bounds for the Second-Order Pencil.
In the following we consider a damped gyroscopic system
M++(D+G)i+Kq=O
under the assumptions
Gyroscopic forces can be used to stabilize an unstable system. Some stability results of the type we have just described for nongyroscopic systems (G = 0) exist for a gyroscopic system as well. We refer the reader to the recent book by Inman [43] and the paper by Barkwell and Lancaster [5] for details. Here we state the results on eigenvalue bounds for such systems from Rincon's dissertation. Let A,,, (S) and A,,(S), respectively, be the largest and smallest eigenvalues of a symmetric matrix S, and let p(A) be the spectral radius of A. The main point in these results is that these bounds can be computed just by finding the largest and/or smallest eigenvalues of the data matrices M, D, K, and G, which are symmetric or skew symmetric, so that well-established techniques such as the symmetric Lanczos algorithm can be effectively used when the matrices M, D, and K are large and sparse.
B. Feedback Stabilization of the Second-Order Model
The state-feedback stabilization problem for the second-order system (3.1) can be stated as follows: Let a control force u(t) be applied to the second-order system (3.1) so that it becomes
where B is the input matrix. Then, given the pencil is asymptotically stable.
Note that the choice of the control vector
u(t) = F,cj + F,9
in the open-loop control system
M;r' + D9 + K = h(t)
results in the closed-loop pencil P,(h).
In other words, we would like to change the structural parameters using a control force such that the unstable system becomes asymptotically stable-or better yet, the system displays a certain desired degree of stability.
For asymptotic stability, in terms of the standard first-order realization, the eauivalent oroblem 
A + B"F is
If the problem is to be solved using this formulatio?, the challenge will then be to solve it without explicitly forming A and B, and without any prior knowledge of the damping matrix D.
Note that the problem can be formulated using other standard first-order realizations such as j-f y)i=(-: _;)x+($.
Systems of this form are called descriptor systems. Computational methods for descriptor systems are not well developed. Moreover, the system matrix is 2n X 2n.
A popular approach in the control literature to solving the state-feedback stabilization problem for the second-order model is to reduce the system to a modal system using simultaneous diagonalization by congruence of the matrices M, D, and K. Since M and K are symmetric and M is positive definite, it is well known (see Horn and Johnson [41] ) that there exists a nonsingular matrix P such that PMPT = I,,,, pWT = diag(wT, wi,. . . ,Wf). Once the matrices M, D, and K are transformed as above, the feedback stabilization problem is solved almost trivially. There are two principal routes.
The first is the independent space control (IMSC) approach. Here, using the modal damping, the given second-order system is decomposed into n second-order modal equations:
$ + 2s,wj;, + wj2zj = bj, j = l,...,n, where q(t) = Pz(t),
and Fj is the jth component of the vector b = PBu. Assuming that bj = -hjzj -gjzj, the above equations decouple into n indepen&nt equations:
Sj + (21Jwj + hj)ij + (w," + gj)zj = 0, j=l 1***> n.
The control gains of the above equations are easily calculated. Thus, if -Qli + ipj, j = 1,. . . , n, are the eigenvalues of the closed-loop system, then hi = 2 cyj -2sjwj and gj = cxj2 + pj2 -wj".
For details see e.g. Balas [3] , Meirovitch [54] , Joshi [44], Inman [43] . We remark that the IMSC approach, though it looks simple, is very restrictive in practice, because of the rigid requirements that bj = -hj ijgjzj. (See Inman [43] .)
The second (but equivalent) route is to solve the problem through the first-order realization of the transformed second-order modal system i(t) = Ax(t) + h(t), Computationally, the simultaneous diagonalization requires solution of the generalized eigenvalue problem An algorithm for this reads (see Golub and Van Loan [38] ) as follows:
The major drawbacks to the above procedure are:
(1) When M is ill conditioned, so will be L-', and thus C will be computed inaccurately.
(2) Even though M and K are sparse (as in the case of LSS), the matrix C will in general be full.
Indeed, simultaneous diagonalization is impractical for large and sparse matrices (Golub and Van Loan [38] ). As noted before, the Lanczos method can be used to extract only a few extremal eigenvalues or the eigenvalues in a specified spectrum, in the large and sparse cases.
To circumvent these practical computational difficulties, it has been a common engineering practice (see e.g. Balas [3] , Meirovitch [54] , Joshi [44], Inman [43] , Bh y a a and Desoer [9] ) to compute only a few eigenvalues (usually the smallest ones) and stabilize these computed eigenvalues, hoping that the remaining ones do not get destabilized in the process. This is certainly not an all-purpose practical procedure. Another major objection to this approach is the choice of the damping matrix D as the modal or the Rayleigh damping. In many instances, such a choice may not be practical, though at any rate the modal damping is more practical than the Rayleigh damping; see Williams and Laub [64] . In that paper, Williams and Laub have shown that under the assumption of modal damping, the matrices M, K, and D can be simultaneously triangularized by orthogonal equivalence. The use of this reduction in the solution of the feedback stabilization problem for the second-order model or other control problems for the second-order model is yet to be investigated. Recently, a feedback stabilization algorithm using the singular-valve decomposition has been proposed by J uan and Maghami [45] . This approach g requires the singular values or the QR decomposition of an n X n matrix for each eigenvalue to be assigned. In Rincon's dissertation, several numerical algorithms for feedback stabilization have been proposed. These algorithms do not require simultaneous diagonalization or knowledge of eigenvalues and eigenvectors or the singular values of the pencil P(h). Thus they are nonspectral and nonmodal in nature. The major computational requirements for these algorithms are either (1) the solution of a small least-squares problem and the estimation of a stability index or (2) the inversion of a small matrix and the solution of a symmetric positive definite system. These algorithms and their analysis will appear elsewhere [32, 331. As examples, we state just two of the algorithms. The first algorithm solves the problem in terms of the standard first-order realization; however, the matrix A is not computed explicitly. It requires a number (+, called the stability index, such that A + al is positively stable. This number can be estimated using the bounds given in the previous section, which requires only the knowledge of the extremal eigenvalues of the data matrices M, D, and K, which are symmetric or skew-symmetric.
The major computational requirements of the second algorithm are the inversion of a very small p x p matrix and the solution of a symmetric positive definite system.
In each case it has been shown that the feedback matrix constructed by the algorithm actually stabilizes the second-order system, under some realistic assumptions on the structure of the damping matrix. The details are contained in [59] and will also appear in [33] .
Nonmodal Algorithms for State-Feedback
Stabilization of a Second-Order Model ALGORITHM 3.1.
Step 1. Find (+ such that A + uZ is positively stable.
Step 2. Solve for X:
(3.7)
Step 3. Compute and F, = 2X.
Whenever the system (3.7) is cons$tent, the feedback matrix F constructed by the algorithm is such that A f BF is stable. Step 1. Compute X = -(BTM-l~jwl~T.
REMARK.
Step 2. Form 
REMARKS.
(1) The algorithm d oes not require the knowledge of the stiffness and damping matrices for its implementation.
Thus, it is of real practical value, since very often in practice the damping matrix is not known and needs to be estimated. (See the book by Inman [43, p. 681.) (2) The structural uncertainties in damping and stiffness are not a concern at all, since their knowledge is not needed.
(3) Th e a on lg 'th m gives a two-parameter family of solutions. The freedom in choosing (or and (~a may be used profitably in meeting certain other design specifications, such as the robustness of the feedback matrix F. Further research is needed here.
(4) The alg on 'th m can make use of exploitable properties of the mass matrix such as sparsity, symmetry, and positive definiteness. The following theorem shows that the feedback matrix F computed by the above algorithm indeed stabilizes the closed-loop pencil. 
Proof.
The proof of the above theorem is based on an expression for the real parts of the eigenvalues of the pencil (3.31, obtained in Rincon's dissertation. We state this result below: SUMMARY. Eigenvalue methods for the large and sparse quadratic eigenvalue problem are not well developed. It is therefore natural and practical to pay attention to developing nonmodal algorithms for feedback stabilization and the other control problems associated with large and sparse second-order systems.
Some attempts have been made in Rincon's dissertation, but there is still a long way to go. The dissertation has opened the door for more active research in this area, and indeed mentions some important problems that need to be solved. Here are some examples.
(1) It is natural to ask how the solvability of the system BX=D-crM is related to the condition of stabilizability of the second-order pencil (3.3 
SUMMARY AND CONCLUSIONS
We have outlined some research problems in three important aspects of the design and analysis of linear-control systems, namely, in the design of observers, eigenvalue assignment, and the stability and feedback stabilization of second-order systems. The problems include:
(1) Characterize and find nonsingular and orthogonal solutions to the Sylvester-observer equations. (2) Characterize the asymptotic stability and inertia of a large secondorder system in terms of the stability and eigenvalues of the data matrices. (3) Find nonmodal approaches for feedback stabilization and other control problems of large second-order systems.
The problems have been stated and described in linear-algebra setting, suitable for researchers in linear and numerical linear algebra. The solutions of these problems will undoubtedly benefit the control community, but the problems themselves are interesting linear-algebra problems in their own right. There are certainly many other problems of these types, and one paper cannot even describe most of them. We have therefore restricted our attention to a very few such problems in which the author and some of his collaborators are interested and have made some recent contributions. The purpose has been just to give an idea, to linear algebraists who are not involved in control-theoretical applications, of how problems in linear and numerical linear algebra arise in control-theoretic applications, and why workers in those fields should pay more attention to control-theory research. The survey is far from complete even for the problems discussed here. The Sylvester-observer equation has been thoroughly discussed in the book by Chen [19] . Wonham's book [65] is an excellent source for theoretical and geometric aspects of the eigenvalue and partial eigenvalue assignment problems. A proof of the existence of a feedback matrix for partial eigenvalue assignment also appears in the book by Bamett [7, pp. 268-2691 . Some computational algorithms for eigenvalue assignment problems have been given in the recent book by Petkov, Christov, and Konstantinov [58] . Arnold's dissertation
[I] is, however, the most up-to-date source in this subject. This dissertation also deals with conditioning of the eigenvalue assignment problem.
Bamett's book [7] devotes a whole chapter (Chapter 3) to the description root location and the stability criteria and their interrelationship.
The author's papers [25, 281 contain the most up-to-date information on theory, methods, and applications.
The stability aspects of second-order systems have been dealt with in books by Lancaster [48] , Meirovitch [54] , Roseau [60] , Inman [43] and others.
The most up-to-date source on feedback stabilization is the dissertation of Rincon [59] . The most up-to-date sources on stability and overdamping are the recent papers [4, 5, 49 , 501 of Lancaster and his associates. The paper [3] by Balas is very informative about the control problems associated with large space structures.
The author is thankful to an anonymous referee for his thorough reading of the paper, pointing out some errors and making some suggestions that improved its readability. It is also a pleasure to acknowledge the efficient and patient typing of the original and the revised manuscripts by Sara Clayton.
