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ABSTRAK 
Misalkan diberikan variabel respon yl'y2 , ••• ,yn yang telah diobservasi pada titik-
titik fpt2 , ... ,tn yang mengikuti model regresi: 
Y; = f(t;) + &i' i = 1,2, .. . ,n, 
dimana f(.) merupakan fungsi regresi yang tidak diketahui dan &p&2 , • .. ,&n merupakan 
kesalahan acak yang tidak berkorelasi dengan mean no! dan varians cr
2
• Bentuk kurva 
regresi f tidak diketahui namun diasumsikan smooth, termuat dalam ruang Sobolev 
w,• ~ {J: f,J', ... ,J'•-•J kontinu absolut, j(.t•'(t) )' dt < oo}. Permasalabannya adalab 
bagaimana mengestimasi kurva regresifberdasarkan sampel. 
Dalam tulisan ini dikaji estimator kurva regresifdengan menyatakanj{t;) sebagai 
spline polinomial truncated yang relatif lebih mudah dibandingkan pendekatan kurva 
regresi nonparametrik lainnya. Estimasi kurva regresi f diperoleh dari optimasi least 
square: 
Min , t{Y; -(!Bit' +to, (t; - K, r-' I (t; ~ K, ))}2 dengan I fungsi indikator. 
¢eR" ,oeR i=l J=l 1=1 
Kemudian diturunkan interval konfidensi (1- a)l 00% untuk kurva regresifberbentuk 
P(c; <f(t;)<d;)=l-a, i=l,2, ... ,n, 
untuk c; E R, d; E R. Selanjutnya dikaji aplikasi model ini untuk memperkirakan 
rata-rata fertilitas menurut umur wanita di Jawa Timur, khususnya Kabupaten 
Sampang, Bangkalan, Kediri, Bondowoso, Kota Surabaya, dan Pasuruan. 
Kata Kunci: Spline, Polinomial Truncated, Interval Konfidensi, Regresi Nonparametrik 
lV 

TRUNCATED POLYNOMIAL SPLINE FOR NONPARAMETRIC 
REGRESSION CURVE CONFIDENCE INTERVALS 
By : Abdul Khair 
Registration Number : 1304201002 
Counselors : Dr. Drs. I Nyoman Budiantara, MS 
Dra. Kartika Fitriasari, M.Si. 
ABSTRACT 
Suppose that responses y l' y 2 , ••• , Yn have been observed at design points 
t 1 , t2 , •• • , t" following the regression model 
Y, = f(t;) + &i' i = 1, 2, .. . , n 
where f(.) is an unknown regression function and &1' &2 , ... , & 11 are zero-mean , 
uncorrelated random errors, and varians cr 2 • In this case, the regression curve shape, f is 
only assumed smooth , included in the Sobolev space W2
117 
= {!: .f,j', .. . ,fm- IJ 
absolutely continuous, !(!'"'' (t) )' dt < oo} . The problem to be considered is the 
estimation of /from the observed data. 
In this paper, the regression curve estimator, f is studied with declaratingj{t;) as 
the truncated polynomial spline which relatively more simple than other nonparametric 
regression curve approximation. The regression curve estimation, f is result from least 
square estimation : 
II { [ m k )}
2 
¢e!:!~~11, ~ Y; - ~ ¢;'( 1 + ~ 01 (t; - K, r-t 1 (t; ~ K1 ) , 
where I is indicator function . 
Moreover, the confidence intervals (I- a)l 00% for the regression curve, in form 
P(c, < f(t , ) < d, ) = 1-a, i = 1,2, ... ,n, 
is differentiated. And then, I study to apply the method to estimate the average fertility 
rate model by women age in the East Java, especially Sampang, Bangkalan, Kediri, 
Bondowoso, Surabaya, and Pasuruan regency. 
Keywords : Spline, Truncated Polynomial , Confidence lntervals, Nonparametric 
Regression . 
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BABI 
) 
PENDAHULUAN 
1.1 Latar Belakang 
BABI 
PENDAHULUAN 
Hubungan antara suatu variabel respon karena suatu variabel prediktor dapat 
dijelaskan dengan regresi (Hardie, 1990). Untuk memberikan pemahaman pembentukan 
suatu model hubungan tersebut dengan mudah biasanya pada tingkat dasar dipelajari 
model-model yang mempunyai suatu pola tertentu. Bentuk model regresi yang 
mempunyai suatu pola tertentu dikelompokkan dalam regresi parametrik, misalnya linear, 
kuadratik, atau kubik. Draper dan Smith (1992) telah mengemukakan banyak hal tentang 
pola hubungan parametrik. 
Namun dalam kehidupan sehari-hari ternyata kita dihadapkan pada kenyataan 
bahwa pola hubungan yang sesungguhnya kebanyakan tidak sesuai dengan apa yang 
telah dipelajari tersebut. Tentunya sangat tidak mungkin untuk membuang data yang 
telah diupayakan secara maksimal serta biaya yang tidak sedikit. Akibatnya mungkin 
muncul rasa frustasi hingga akhirnya model yang diperoleh terasa seperti dipaksakan 
untuk mengikuti suatu pola tertentu misalnya linear, kuadratik, atau kubik. Hal ini dapat 
memberikan hasil dan interpretasi yang sangat menyesatkan. Dampaknya adalah apa 
yang dinyatakan berdasarkan model yang diberikan tidak akan berarti apa-apa, bahkan 
memberikan anggapan bahwa untuk memprediksikan suatu hubungan antara variabel 
prediktor dan variabel respon lebih baik menggunakan metode intuisi. 
2 
Sebenarnya, pola hubungan suatu variabel prediktor dengan variabel respon 
dalam dunia nyata dapat bersifat nonparametrik, dalam arti polanya tidak · dapat 
ditentukan. Sehingga untuk menjelaskannya harus digunakan pendekatan regresi 
nonparametrik. Sekarang, permasalahannya adalah bahwa kebanyakan pendekatan 
regresi nonparametrik sendiri yang ada saat ini cukup sulit dimengerti dan bahasa 
matematik yang digunakan relatif tinggi. Oleh karena itu perlu dikaji dan dikembangkan 
suatu metode pendekatan untuk regresi nonparametrik yang relatif mudah untuk dipahami 
sehingga akan lebih disenangi oleh statistikawan bahkan diharapkan dapat membuka 
cakrawala bagi mereka untuk memahami regresi nonparametrik tingkat lanjut. 
Andaikan sejumlah data berbentuk (t1, y1), dimana i = 1, 2, ... , n, merupakan nilai-
nilai t dan y maka hubungan t1 dan y1 ditulis dalam bentuk model : 
(1.1) 
dimana & 1 merupakan variabel random yang sating bebas, berdistribusi normal dengan 
mean no! dan varians cr2 (Eubank, 1988) dan (Wahba, 1990). Selanjutnya yang perlu 
diperhatikan adalah bagaimana menaksir bentuk kurva regresif dari model diatas. 
Ada beberapa pendekatan yang dapat digunakan untuk mengestimasi bentuk 
kurva f dari model tersebut yaitu dengan model regresi parametrik atau regrest 
nonparametrik. Model regresi parametrik akan digunakan apabila diasumsikan bahwa 
bentuk kurva regresi f diketahui. Sedangkan apabila bentuk kurva regresi f diasumsikan 
tidak diketahui maka regresi nonparametrik menjadi pilihan. Dalam model regresi 
nonparametrik bentuk kurva regresi f hanya diasumsikan mulus (smooth), dalam arti 
termuat di dalam ruang Sobolev w;n ( a,b] = {/: J,J', ... ,f(m-ll kontinu absolut 
3 
Data diharapkan mencari sendiri bentuk estimasinya, tanpa 
dipengaruhi oleh faktor subyektifitas peneliti (Eubank, 1988). Dengan demikian, 
fleksibilitas yang tinggi akan dimiliki oleh pendekatan regresi nonparametrik. 
Terdapat beberapa pendekatan untuk memperoleh bentuk estimator kurva regresi 
dalam regresi nonparametrik. Diantaranya adalah pendekatan histogram (Green dan 
Silverman, 1994), pendekatan Kernel (Hardie, 1990), Spline (Wahba, 1990), estimator 
deret orthogonal atau regresi Fourier (Eubank, 1988), K-Nearst Neighbor (Hardie, 1990), 
dan Analisis Wavelet (Antoniadis dkk, 1994). Kebanyakan pendekatan tersebut 
dirasakan sulit untuk dikerjakan oleh Statistikawan. Namun penggunaan pendekatan 
spline dengan basis polinomial truncated yang penyelesaiannya menggunakan optimasi 
least square dapat menjadi pilihan yang cukup baik. 
Suatu model , regresi tersegmen (segmented regression) merupakan model yang 
sermg digunakan untuk menganalisis multiple sclerosis (Hellriegel dkk, 2003) dan 
memonitoring kejadian kematian karena kanker perut di Eropa (Levi dkk, 2004). Agung 
(1988) dalam suatu studinya, yang dilakukan dalam rangka pengembangan suatu metode 
untuk memperkirakan rata-rata fertilitas menurut umur tertentu, juga menggunakan 
regresi tersegmen untuk mengestimasi model kurva suatu distribusi data yang tidak 
linear. Dalam studinya, Agung menerapkan penggunaan model regresi berganda 
(multiple regression) dari suatu distribusi data yang tidak linear. Ternyata model regresi 
yang diperoleh mempunyai bentuk khusus, yaitu suatu garis lurus yang patah. Motivasi 
penggunaan regresi garis patah adalah untuk memperoleh suatu model yang lebih 
sederhana. Namun hal ini dapat menghasilkan interpretasi yang keliru apabila model 
yang diasumsikan tidak benar, terutama karena interpretasinya berupa segmen-segmen. 
4 
Pendekatan lain yang sebenarnya juga dapat diterapkan adalah model regresi 
spline (spline regression). Spline merupakan potongan-potongan polinomial (piecewise 
regression), yaitu polinomial yang memiliki sifat tersegmen yang kontinu. Seperti telah 
disebutkan, bahwa spline dapat memberikan fleksibilitas yang lebih baik dalam 
mengestimasi kurva regresi serta dapat dipakai untuk memodelkan suatu pola data 
dimana terdapat pola yang berbeda pada sub-sub interval. Beberapa tulisan yang telah 
dibuat berkaitan dengan spline diantaranya Asiyah (2002), Srinadi (2002), Ruliana 
(2004), Nurwiani (2004), Nesti (2005), dan Nalim (2005). Namun semua tulisan tersebut 
belum membahas tentang spline polinomial truncated untuk interval konfidensi kurva 
regresi nonparametrik. 
Untuk menaksir kurva regresi dalam spline ada beberapa pendekatan yang telah 
banyak ditulis, diantaranya RKHS (Reproducing Kernel Hilbert Space) (Craven dan 
Wahba, 1979), (Wang, 1998) dan Gateaux (Eubank, 1988) namun pendekatan tersebut 
memerlukan banyak pemahaman matametis yang relatif tinggi. Oleh karena itu perlu 
dikaji pendekatan lain yang memuat penyelesaian optimasi matematik secara sederhana, 
yaitu spline polinomial truncated. Berdasarkan hal diatas, penulis tertarik untuk 
mempelajari pendekatan spline polinomial truncated dan menurunkan interval konfidensi 
untuk kurva regresi nonparametrik. Penerapan regresi spline akan digunakan untuk 
pengembangan suatu metode untuk memperkirakan rata-rata fertilitas menurut umur 
wanita di Jawa Timur (Kabupaten Sampang, Bangkalan, Kediri, Bondowoso, Kota 
Surabaya, dan Pasuruan). 
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1.2 Rumusan Masalah 
Dari hasil uraian di atas, rumusan masalah yang akan diajukan dalam penelitian 
ini adalah: 
1. Bagaimana bentuk estimator spline untuk kurva regresif? 
2. Bagaimana interval konfidensi untuk kurva regresif? 
3. Bagaimana aplikasi estimator spline untuk memperkirakan rata-rata fertilitas menurut 
umur wanita di Jawa Timur? 
1.3 Tujuan Penelitlan 
Berdasarkan rumusan masalah di atas, maka dapat tujuan dalam penelitian m1 
adalah: 
1. Mengkaji bentuk estimator spline untuk kurva regresif 
2. Mengkaji interval konfidensi untuk kurva regresif 
3. Menerapkan estimator spline untuk memperkirakan rata-rata fertilitas menurut umur 
wanita di Jawa Timur (Kabupaten Sampang, Bangkalan, Kediri, Bondowoso, Kota 
Surabaya, dan Pasuruan). 
1.4 Manfaat Penelitian 
Manfaat yang ingin dicapai dari hasil penelitian ini adalah sebagai berikut : 
I. Menambah wawasan keilmuan, terutama tentang penggunaan estimator spline untuk 
memperkirakan rata-rata fertilitas menurut umur wanita. 
2. Mampu memberikan informasi altematif metode penyelesaian permasalahan regresi 
nonparametrik. 
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1.5 Batasan Masalah 
Mengacu pada perumusan masalah di atas, maka ruang lingkup dalam penelitian 
ini akan dibatasi pada penggunaan data tentang rata-rata fertilitas menurut umur wanita 
berdasarkan hasil Sensus Penduduk Tahun 2000. Data yang diambil merupakan data dari 
propinsi Jawa Timur (Kabupaten Sampang, Bangkalan, Kediri, Bondowoso, Kota 
Surabaya, dan Pasuruan). Sedangkan pendekatan spline yang digunakan adalah spline 
original. 
TINJAUAN PUSTAKA 
2.1 Regresi Parametrik 
BABII 
TINJAUAN PUSTAKA 
Regresi merupakan metode yang digunakan untuk menyelidiki pola hubungan 
antara variabel prediktor dengan variabel respon. Untuk mengestimasi bentuk kurva 
regresi dapat dilakukan dengan berbagai pendekatan, diantaranya pendekatan regresi 
parameterik dan pendekatan regresi nonparametrik. 
Regresi parametrik digunakan untuk mengetahui pola hubungan antara variabel 
prediktor dengan variabel respon yang bentuk kurva regresinya diketahui. Secara umum 
model regresi parametrik linear dapat ditulis menjadi : 
i = 1, 2, ... , n (2.1) 
dimana Y; variabel · respon pada pengamatan ke-i , m dan {J parameter regresi, X; 
variabel prediktor pada pengamatan ke-i, dan E; variabel random yang sating bebas, 
berdistribusi normal dengan mean no! dan varians cr2 • 
Hubungan antara satu variabel prediktor dengan satu variabel respon merupakan 
model regresi parametrik sederhana, sedangkan hubungan antara beberapa variabel 
prediktor dengan suatu variabel respon merupakan model regresi parametrik berganda. 
2.2 Regresi Nonparametrik 
Regresi nonparametrik digunakan untuk mengetahui pola hubungan antara 
variabel prediktor dengan variabel respon yang bentuk kurva regresinya tidak diketahui. 
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Kurva regresi f dapat diasumsikan mulus (smooth), dalam arti f termuat dalam ruang 
w;n [a, b] = {f : P')' r = 0, 1' ... , m-I kontinu pada [ a,b] dan J<!(m) (t))2 dt < CfJ}. Regresi 
a 
nonparametrik secara umum dapat dimodelkan sebagai berikut : 
Y; = j(t;) + &; , i = I, 2, ... , n (2.2) 
dimana Y; merupakan variabel respon pada pengamatan ke-i, j{t;) merupakan fungsi 
kurva regresi yang tidak diketahui pada ti' sedangkan &; diasumsikan sebagai variabel 
random yang sal ing be bas, berdistribusi normal dengan mean no! dan varians cr2 • 
2.3 Fungsi Spline 
Spline polinomial merupakan potongan polinomial (piecewise polynomial) yang 
memiliki sifat tersegmen dan kontinu sehingga bersifat fleksibel dibandingkan polinomial 
biasa. Spline dapat menyesuaikan diri secara efektif terhadap data tersebut, sehingga 
didapatkan hasil yang mendekati kebenaran. Spline mempunyai titik knot yaitu titik 
bersama dari potongan polinomial. Spline orde m dengan knot pada KpK2 , ... ,Kk 
didefinisikan sebagai suatu fungsi S dengan bentuk: 
Ill k 
S(t) = L¢/J-l + Io, (t- K, )m-t I(t?. K1), l = 1,2, .. . ,k (2.3) 
j=l l = l 
dimana ¢ dan 8 merupakan parameter dan I fungsi indikator. 
2.4 Pemilihan A Optimal 
Parameter A. merupakan pengontrol untuk melihat kesesuaian kurva terhadap data 
(kemulusan kurva). Penentuan A sangat penting karena bila didapatkan A yang optimal 
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maka estimator yang diperoleh juga optimal. Terdapat beberapa metode untuk memilih 
parameter penghalus. Metode Cross Validation (CV) dapat digunakan untuk memilih 
It optimal, dimana : 
n A 
CV(/L) = n-' L (y;- f(t; ))z (2.4) 
i=l 
Metode lain yang dapat digunakan untuk mendapatkan estimator yang optimal 
adalah dengan menggunakan Generalized Cross Validation (GCV). GCV didetinisikan 
sebagai berikut : 
(2.5) 
dengan 
(2.6) 
Pemilihan It optimal dilakukan dengan melihat nilai GCV yang minimum. Pemilihan It 
optimal ekuivalen dengan pemilihan titik knot optimal (Eubank, 1988). 
2.5 Interval Konfidensi 
Interval kontidensi untuk parameter populasi e E n adalah interval yang dihitung 
dari pengamatan sampel X"X2 , ... ,Xn sedemikian hingga interval tersebut diharapkan 
akan memuat nilai parameter yang tidak diketahui dengan probabilitas tertentu, yang 
ditulis dengan (1- a), dimana 0 <a< 1. Dengan demikian, bila 0 <a< I adalah 
probabilitas yang ditentukan, serta c dan d adalah fungsi pengamatan sampel X" ... ,Xn, 
sedemikian hingga P(c ~ B ~d)= 1- a, maka interval [c,d] disebut sebagai interval 
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konfidensi (l - a)100% untuk parameter e. Sedangkan nilai probabilitas (1-a) disebut 
tingkat konfidensi. Untuk dapat mendesain suatu interval konfidensi (1- a)l 00% suatu 
parameter, maka harus diketahui terlebih dahulu estimator titik dari parameter yang 
bersangkutan, distribusinya, serta pivotal quantitynya. 
2.6 Fertilitas 
Fertilitas menunjukkan banyaknya anak yang dilahirkan oleh wanita (Weeks, 
1974). Faktor-faktor yang mempengaruhi tinggi rendahnya fertilitas dapat dibagi menjadi 
dua yaitu faktor demografi dan faktor non demografi. Faktor demografi diantaranya 
adalah struktur umur, struktur perkawinan, umur kawin pertama, paritas, dan proporsi 
yang kawin. Sedangkan faktor non demografi antara lain, keadaan ekonomi penduduk, 
tingkat pendidikan, perbaikan status perempuan, urbanisasi, dan industrialisasi. Variabel-
variabel tersebut dapat berpengaruh langsung terhadap fertilitas, tetapi ada juga yang 
tidak berpengaruh secara langsung (Mantra, 2003). 
Dalam sensus data tentang kelahiran hanya dikumpulkan dari wanita yang 
pernah menikah. Karena di Indonesia hampir semua kelahiran terjadi pada wanita yang 
berada dalam ikatan pernikahan, maka kelahiran yang terjadi pada wanita yang tidak 
pernah menikah dapat diabaikan (BPS dan BKKBN, 2003). Ukuran tingkat fertilitas yang 
sering digunakan adalah angka fertilitas menurut umur (Age Spesific Fertility Rate atau 
ASFR) dan angka fertilitas total (Total Fertility Rate atau TFR). 
Daniel ( 1983), mendefinisikan ASFR sebagai perbandingan antara banyaknya 
kelahiran pada wanita umur tertentu dalam suatu tahun tertentu (BK) dengan total 
banyaknya wanita pada umur yang ditentukan (TW), yang dirumuskan menjadi : 
BK ASFR=-XC 
TW 
(2.7) 
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dimana c = 1000. ASFR dapat dihitung secara per tahun atau pada suatu interval tahun. 
Namun kelompok-kelompok umur dengan interval 5 tahunan paling sering digunakan 
dalam perhitungan. Sedangkan TFR (Total Fertility Rate) didefinisikan sebagai jumlah 
ASFR semua umur, yaitu: 
TFR = LASFR x 5 (2.8) 
Secara alamiah usia subur untuk melahirkan pada wanita umumnya antara 
15 sampai 45 tahun. Selama kurun waktu tersebut tingkat kesuburan (fertility rate) tidak 
merata. ASFR menunjukkan angka kesuburan yang lebih rinci menurut kelompok umur. 
Deretan angka tingkat kesuburan tersebut dapat diringkas dengan menjumlahkannya 
menjadi apa yang disebut Total Fertility Rate (TFR) (Brotosaputro, 1997). 
Resiko-resiko , yang berkaitan dengan fertilitas adalah terjadinya kematian bayi 
dan kematian ibu bersalin. Ukuran kematian bayi adalah Infant Mortality Rate (IMR), 
yaitu jumlah kematian bayi dibawah umur 1 tahun (SIM) dibagi dengan jumlah kelahiran 
hidup selama 1 tahun (SLF), 
JMR = SIM x 1000 
SLF 
(2.9) 
dan Maternal Mortality Rate (MMR), yaitu jumlah kematian ibu karena kehamilan, 
kelahiran (SMM) dibagi dengan jumlah lahir mati dan lahir hidup (SF), 
MMR = SMM x 1000 
SF 
(Notoatmodjo, 2003). 
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BAB III 
METODOLOGI PENELITIAN 
3.1 Bahan dan Alat 
Bahan dan alat-alat yang digunakan dalam penelitian ini adalah sebagai berikut: 
1. Jurnal dan referensi yang terkait dengan permasalahan penelitian. 
2. Software Mini tab 14 dan S-Plus 2000. 
3. Data tentang rata-rata fertilitas menurut umur dari propinsi Jawa Timur (Kabupaten 
Sampang, Bangkalan, Kediri, Bondowoso, Kota Surabaya, dan Pasuruan) 
berdasarkan hasil Sensus Penduduk Tahun 2000. 
3.2 Metode Penelitian 
Metode yang digunakan berkaitan dengan tujuan penelitian ini adalah sebagai 
berikut: 
1. Mengkaji bentuk estimator kurva regresif, dengan langkah: 
a. Menyatakan f(t;) sebagai spline polinomial truncated. 
b. Membentuk model regresi Y; = f(t;) +&;, i = 1,2, ... ,n menjadi: 
c. Memperoleh estimator kurva regresi f dengan menyelesaikan optimasi least 
square: 
2. Menurunkan interval konfidensi untuk kurva regresi. 
a. Menentukan 8 2 dan Var ( j (ti)). 
b. Mencari distribusi dari transformasi : 
f(ti)- f(ti) 
zi = ~var(f(ti )) 
c. Membuat interval konfidensi untuk kurva regresi : 
P(ci < f(ti) < d,) = 1- a, untuk suatu ci dan di. 
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3. Menerapkan estimator spline untuk memperkirakan rata-rata jumlah anak yang 
dilahirkan menurut umur wanita di propinsi Jawa Timur (Kabupaten Sampang, 
Bangkalan, Jombang, Kediri, Gresik, Bondowoso, Situbondo, Kota Surabaya, dan 
Pasuruan). Dalam hal ini, variabel respon (y) adalah rata.:.rata jumlah anak yang 
dilahirkan, sedangkan variabel prediktor (t} adalah umur wanita. Jumlah data rata-rata 
anak yang dilahirkan menurut umur wanita pada masing-masing kota I kabupaten (n) 
adalah 9 buah. 
a. Menentukanjumlah, letak titik knot dan menghitung nilai GCV. Langkahnya: 
(i) Membuat visualisasi data melalui scatter plot. 
(ii) Menentukan perubahan perilaku data sebagai awal penentuan titik knot. 
(iii)Menghitung nilai GCV. 
(iv)Memilih nilai GCV yang paling minimum dari masing-masing titik knot. 
b. Menentukan estimator spline optimal. 
c. Membuat interval konfidensi untuk kurva regresi. 
Adapun langkah-langkah penelitian dalam bentuk diagram adalah sebagai berikut : 
-c START) 
l 
Mengkaji estimator kurva regresi 
Buat model regresi nonparametrik 
Y1 = f(t;) + &i' menjadi 
m k 
Y; = I?/t1 +I£>~(~~ -K~r-l I(t; ~K~)+&; 
J=l l=l 
Selesaikan optimasi least squares 
Min i{Y; -(f?1tt1 + ±81 (t1 - K1 )'"- 1 l(t1 ~ K1 ))}2 
; eR"' ,.Sen' i=l j=l l=l 
l 
Menurunkan interval konfidensi kurva regresi 
Estimasi: a2 dan Var(](t1)) 
' A C . d' 'b . ti . z f(ti)- f(t;) an tstn us1 trans ormas1 : 1 = I A A 
' v Var(f(t;)) 
Duga IK pada: P(c1 < f(t;) < d1 ) = 1- a 
l 
A 
14 
2 Titik Knot 
Hitung Nilai 
GCVuntuk 
m = 2 (linear) 
Tentukan Nilai 
GCVOptimum 
Estimasi Model 
Spline Linear 
Uji Asumsi 
Residual 
-----------
Perk iraan 
Jumlah & Letak 
Titik Knot 
Hitung Nilai 
GCVuntuk 
m = 3 (kuadratik) 
Tentukan Nilai 
GCVOptimum 
Estimasi Model 
Spline Kuadratik 
Uji Asumsi 
Residual 
D 
Estimasi Regresi 
Linear 
Uji Asumsi 
Residual 
Bandingkan dengan Kriteria R2 dan MSE 
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BABIV 
ANALISIS DAN PEMBAHASAN 
4.1 Estimator Spline Untuk Kurva Regresi 
Dalam bagian ini dibahas model spline untuk mengestimasi bentuk kurva f 
dengan pendekatan keluarga spline, yaitu polinomial spline truncated. Kemudian 
dilakukan optimasi untuk menyelesaikan model tersebut dengan optimasi least square. 
Model regresi merupakan model yang dapat digunakan untuk mengetahui 
hubungan antara sejumlah data pengamatan (ti, Yi), yang memenuhi persamaan : 
Y; =f(t;)+&;, i= 1, ... ,n (4.1.1) 
dimana &i merupakan variabel random yang sating bebas, berdistribusi normal dengan 
mean not dan varians cr2 • Disini bentuk kurva f dianggap tidak diketahui, maka model 
regresi yang dapat digunakan adalah regresi nonparametrik. Yang menjadi permasalahan 
dalam persamaan ini adalah bagaimana cara mengestimasi bentuk kurvaf 
Dalam regresi nonparametrik, diasumsikan kurva mutus (smooth), dalam arti 
termuat di dalam ruang Sobolev f E w;n [a, b]' d imana 
w; [a.b 1 = {1, JJ · .. .. J''"-" kontinu absolut, fV''"'<t} )' dt < "'}· 
Misalkan diberikan suatu basis untuk ruang spline berbentuk : 
dengan I merupakan fungsi indikator: 
{
I, tED 
1/J (t) = 
0, t rt: D 
(4.1.2) 
17 
sedangkan K1, K2 , ••• , K* adalah titik-titik knot. Titik knot merupakan titik perpaduan 
bersama yang memperlihatkan terjadinya perubahan-perubahan perilaku dari fungsi 
spline pada interval-interval yang berbeda. Dengan demikian, untuk setiap fungsif dalam 
ruang ini dapat dinyatakan sebagai kombinasi linear: 
f(t) = ¢/ + · · · + ¢,/"-1 + 81 (t- K1 yn-t I(t ~ K1) + · · · + 8k (t- Kk)'"-1 l(t ~ Kk) (4.1.3) 
Fungsifi:t) pada (4.1.3) kemudian dapat dituliskan menjadi: 
m k 
f(t) =I ¢/j-l +I 81 (t- Kl yn-l I(t ~ Kl ) (4.1.4) 
J=l 1=1 
dimana ¢ dan t5 merupakan parameter, sedangkan j = 1,2, ... ,m dan l = 1,2, ... ,k. 
Fungsi fit) pada (4.1.4) merupakan fungsi spline orde m dengan titik-titik knot pada 
Dengan diperolehnya fungsi.f{t) pada (4.1.4) ini maka model (4.1.1) dapat ditulis 
menjadi: 
m k 
Y; = L¢/;-1 + L81 (t; -K1 )'n-11(t; ~ K1 )+~>; (4.1.5) 
J=l 1=1 
Jika dimisalkan : 
~=(yl y2 Y~~r· 
!! = (¢1 ¢2 ¢111 81 82 ... 8* t 
& = (~> 
- I £2 &,,f' 
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maka persamaan (4.1.5) dapat ditulis dalam bentuk matrik berikut: 
rA 
rA 
yl ~[: m- 1 (t - K )'"- 1 I (t > K ) (t,- K,y·-; l(t, 2 K,) J &I tl I I I- I t/Jm &2 y2 + 
1m- I (t, - Kl )m-1 I(t, :?: Kl) (t - K )"'-1 I(t > K ) 81 n n k 11 - k 52 &,. Yn 
ok 
a tau 
(4.1.6) 
Bila ditentukan A.= KI'K2 , ... ,Kk maka didapat estimasi kurva regresif 
Untuk memperoleh bentuk estimator kurva regresijdapat digunakan metode least 
square yang meminimumkan : 
(4.1.7) 
sehingga akan diperoleh persamaan normal: 
T ~ T 
X XfJ =X y (4.1.8) 
- -
Bila diasumsikan bahwa X mempunyai rank penuh maka f(t) adalah : 
~ ~ 
f(t) = XfJ 
- -
= x(xTxt xT~ 
=Ay 
( 
T )-I T dimana A = X X X X 
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(4.1.9) 
Dari uraian diatas, terlihat bahwa pendekatan estimator spline ini secara 
matematik lebih mudah dibandingkan dengan pendekatan RKHS (Reproducing Kernel 
Hilbert Space) (Craven dan Wahba, 1979), (Wang, 1998) maupun Gateaux (Eubank, 
1988). 
Estimator spline sangat tergantung pada titik-titik knot K1 , 1 = 1,2, ... ,k, sehingga 
untuk mendapatkan estimator spline yang optimal perlu dipilih titik knot yang paling 
optimal dengan menggunakan GCV (Generalized Cross Validation), yaitu: 
n-.tt(y,- ](t,)f 
GCV(A.) = _...:..;,=-=-1 ---(1-n-'t,a., (-<))' 
(Wahba, 1990). 
Estimator spline yang diperoleh merupakan estimator linear dalam observasi, 
tetapi bersifat bias, sebab : 
E(fCt)) = AE(~) 
=AE(.[U)+f) 
= AE(.[Ct)) + AE{f) 
= AE(.[(t)) 
= Aj(t) 
* f(t) 
(4.1.10) 
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4.2 Interval Konfidensi Untuk Kurva Regresi 
Untuk memperoleh interval konfidensi kurva regresi telah dikembangkan oleh 
banyak penulis, seperti Wahba (1978), Wahba (1983), dan (Nychka, 1988) dengan 
menggunakan pendekatan Bayesian. Dalam tulisan ini akan diturunkan suatu interval 
konfidensi untuk kurva regresi dengan uraian yang didasarkan pada distribusi normal 
asimtotik dari 
z = j(t;)- f(t;) 
1 ~Var(f(t; )) 
(4.2.1) 
Telah diperoleh dari (4.1.9) bahwa f(t)=A>:_ dengan .[(t)=(f(t1) ••• f(t~~)f 
dan ~ = (y1 y2 ••• y,f. Variansi f(t) adalah: 
Var(f(t)) = ATVar(>:_) A 
=AT (a2J)A 
=(52 ATA 
Maka untuk variansi /(t;) adalah : 
(4.2.2) 
(4.2.3) 
dimana a;; merupakan elemen diagonal ke-i dari matrik AT A. Variansi f(t;) akan 
diestimasi dengan : 
(4.2.4) 
II 11
2 (I -A)y 
dimana a2 = -
tr(I- A) 
(4.2.5) 
dengan !HI menyatakanjarak euclidean dan tr(I- A) adalah trace(I- A). 
21 
A 
Mengingat hasil dari Eubank (1988) yang menyatakan bahwa J;,(t) konvergen 
da1am probabi1itas ke f(t) (dalam arti jika {J;,Ct)} barisan variabel random, maka 
{JnCt)} dikatakan konvergen dalam probabilitas menuju f(t), ditulis dengan 
};,(t)~f(t), jika untuk setiap £>0 atau P{IJn(t)-f(t)l>£}~o untuk setiap 
n ~ oo) dan <72 au terbatas maka dengan menggunakan CLT (Central Limit Theorem) 
transformasi 
-n--+-oo-4 W, W- N(O,l) (4.2.6) 
Berdasarkan hasil diatas diperoleh interval konfidensi (1 - a )1 00% untuk f{t;) 
sebagai berikut : 
P( c ~ Z ~ d.) = 1 -a 
J I I, 
dimana c; E R , d; E R, sedangkan 1- a adalah tingkat konfidensi tertentu. Dengan 
menggunakan konsep interval konfidensi terpendek, pertama akan diturunkan 
C; = -Za 12 dan d; = Za 12 , yaitu nilai C; dan d; diperoleh berdasarkan persamaan 
c 00 
f h(Z)dZ = ~ dan fh(Z)dZ = ~ 
-oo d 
dimana h(Z) fungsi probabilitas distribusi normal standar. 
Dengan menggunakan transformasi diatas, diperoleh : 
P( -Za 12 ~ Z ~ Za12 ) = 1- a 
A 
P(-Z < f(t;)- f(t;) < Z ) = 1-
an - p-;;; - a / 2 a A2 
O" a;; 
(4.2.7) 
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berarti 
4.3 Aplikasi Model dan Interval Konfidensi Spline 
Berdasarkan data hasil sensus penduduk pada tahun 2000 yang diperoleh dari 
Kantor Badan Pusat Statistik (BPS) Propinsi Jawa Timur, dapat diketahui bahwa rata-rata 
jumlah anak yang dilahirkan menurut golongan umur wanita untuk beberapa daerah di 
Jawa Timur (BPS Jatim, 2001) seperti Tabel4.1 berikut ini: 
Tabel4.1 Rata-rata Ju-mlah Anak yang Dilahirkan Menurut Golongan Umur 
Wanita Di Beberapa Kota I Kabupaten di Jawa Timor Berdasarkan 
Sensus Penduduk Tahun 2000 
No. Kotal Golongan Umur Wanita (Tahun) Kabupaten 10-14 15-19 20-24 25-29 30-34 34-39 40-44 45-49 50-54 
1 Sam pang 0,00 0,12 0,81 1,66 2,58 3,35 3,85 4,21 4,23 
2 Bangkalan 0,00 0,10 0,66 1,48 2,30 2,89 3,32 3,52 3,59 
3 Pasuruan 0,00 0,06 0,50 1,23 1,96 2,63 3,13 3,54 4,02 
4 Kediri 0,00 0,05 0,53 1,21 1,97 2,60 3,13 3,56 3,85 
5 Bondowoso 0,00 0,22 0,87 1,40 1,82 2,10 2,33 2,48 2,64 
6 Surabaya 0,00 0,04 0,32 0,87 1,56 2,20 2,67 2,95 3,20 
Sumber : Kantor BPS Propinsi Jawa Timur 
4.3.1 Jumlah dan Letak Titik Knot 
Pol a rata-rata jumlah anak yang dilahirkan menurut go Iongan umur wan ita dapat 
dilihat dari diagram pencar untuk masing-masing kota I kabupaten. Pada Gambar 4.1 
berikut ini ditunjukkan diagram pencar rata-rata jumlah anak yang dilahirkan menurut 
golongan umur wanita untuk Kabupaten Sampang. 
• • 
• 
• 
• 
• 
• 
• 0 • 
20 30 40 50 
umurwanita 
Gambar4.1 Diagram Pencar RerataJumlah Anak Yang Dilahirkan 
Menurut Umur Wanita di Kabupaten Sampang 
Berdasarkan Sensus Penduduk Tahun 2000 
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Berdasarkan diagram pencar rata-rata jumlah anak yang dilahirkan menurut 
golongan umur wanita untuk masing-masing kota I kabupaten cenderung tidak mengikuti 
garis lurus, tetapi ada kecenderungan mengikuti garis lurus yang terpatah-patah. Oleh 
karena itu untuk memodelkan pola data tersebut digunakan pendekatan regresi spline 
polinomial truncated. Titik-titik patahan dari data rata-rata jumlah anak yang dilahirkan 
menurut golongan umur wanita masing-masing kota I kabupaten diperkirakan sebagai 
letak titik knot. Seperti diketahui bahwa titik knot merupakan titik perpaduan bersama 
yang memperlihatkan terjadinya perubahan-perubahan perilaku dari fungsi spline pada 
interval-interval yang berbeda. 
Model spline yang optimal ditentukan dari nilai GCV terkecil. Untuk menetapkan 
titik knot yang optimal , dilakukan perhitungan nilai GCV. Dalam penelitian ini nilai 
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GCV dihitung untuk spline linear (m = 2) dan kuadratik (m = 3). Hasil perhitungan nilai 
GCV masing-masing kota I kabupaten dapat dilihat pada Lampiran 3. Selanjutnya 
ditentukan nilai GCV yang paling minimum. Nilai GCV minimum untuk masing-masing 
kota I kabupaten untuk jumlah titik knot 2 dan 3 dirangkum dalam Tabel 4.2 dan 
Tabel4.3. 
Berdasarkan Tabel 4.2 dapat diketahui bahwa untuk data rata-rata jumlah anak 
yang dilahirkan menurut golongan umur wanita pada Kabupaten Sampang, Bangkalan, 
Kediri, dan Kota Pasuruan masing-masing mempunyai jumlah knot = 2 dengan nilai 
GCV untuk spline linear (m = 2) lebih kecil dibandingkan denganjumlah knot = 3. 
Tabel4.2 Nilai GCV Optimum Untuk Spline Linear (m = 2) 
Kota I Jumlah Letak Titik Knot Nilai GCV 
Kabupaten Knot 1 2 3 Optimal 
Sam pang 2 17,53 43,55 - 0,02284980 
3 18,00 27,00 44,028 0,02888280 
Bangkalan 2 18,62 39,50 - 0,00672746 
3 18,00 27,00 36,116 0,02159336 
Pasuruan 2 19,50 36,76 - 0,00054347 
3 19,50 27,00 38,132 0,0008964081 
Kediri 2 19,50 39,91 - 0,002407170 
3 19,50 27,00 43,71 0,007474975 
Bondowoso 2 17,50 33,46 - 0,005349621 
3 18,00 26,00 35,454 0,001623241 
Surabaya 2 20,72 40,75 - 0,00147188 
3 20,00 30,00 39,876 0,0004886003 
Sedangkan pada Kabupaten Bondowoso dan Kota Surabaya, nilai GCV spline linear 
(m = 2) yang lebih kecil adalah pada jumlah knot = 3. Nilai-nilai GCV yang paling 
minimum untuk masing-masing kota I kabupaten tersebut bersesuaian dengan titik-titik 
knot optimal. Titik knot merupakan lokasi terjadinya perubahan pola data. Misalnya pada 
Kabupaten Sampang, pola data rata-rata jumlah anak yang dilahirkan pada wanita 
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berumur dibawah 17,5 tahun di kabupaten tersebut berbeda bila dibandingkan pada 
wanita berumur antara 17,5 sampai 43,5 tahun. Pola data rata-rata jumlah anak yang 
dilahirkan kemudian terjadi perubahan lagi pada saat wanita didaerah tersebut berumur 
43,5 keatas. Dengan cara yang sama dapat dijelaskan untuk kota I kabupaten lainnya. 
Titik-titik knot dengan GCV yang paling minimum untuk masing-masing kota I 
kabupaten digunakan dalam estimasi model spline polinomial truncated linear. 
Tabe14.3 Nilai GCV Optimum Untuk Spline Kuadratik (m = 3) 
Kotal Jumlah Letak Titik Knot Nilai GCV 
Kabupaten Knot 1 2 3 Optimal 
Sam pang 2 22,00 32.10 - 0,001557911 
3 17,50 24,00 31 '198 0,002045714 
Bangkalan 2 23,00 28,13 - 0,0005398398 
3 17,50 27,00 36,752 0,0005442626 
Pasuruan 2 18,00 27,95 - 0,005813065 
3 18,00 24,00 32,262 0,007198971 
Kediri 2 22,00 29,42 - 0,0001819932 
3 17,50 27,00 36,998 0,0004197377 
Bondowoso 2 19,70 35,98 - 0,0004141667 
3 19,00 26,00 37,61 0,0004555599 
Surabaya 2 20,00 29,34 - 0,001429065 
3 17,50 23,00 30,228 0,002422857 
Berdasarkan Tabel 4.3 dapat diketahui bahwa untuk data rata-rata jumlah anak 
yang dilahirkan menurut golongan umur wanita pada semua kota I kabupaten, pada 
jumlah knot = 2 mempunyai nilai GCV untuk spline kuadratik (m = 3) lebih kecil 
dibandingkan dengan jumlah knot = 3. Titik-titik knot dengan GCV spline kuadratik 
yang paling minimum untuk masing-masing kota I kabupaten digunakan dalam estimasi 
model spline kuadratik. 
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4.3.2 Estimasi Model 
Estimasi model data rata-rata jumlah anak yang dilahirkan menurut golongan 
umur wanita dengan menggunakan model spline polinomial truncated, baik linear 
maupun kuadratik. Sebagai perbandingan juga ditunjukkan estimasi model regresi linear. 
Model spline linear dengan k knot adalah : 
k 
E(y) = t/V + L51(t- K,)I(t ~ K,) 
l=l 
sedangkan model spline kuadratik dengan k knot adalah : 
k 
E(y) = t/V +¢f + L51(t - K 1 ) 2 l(t ~ K,) 
l=l 
4.3.2.1 Estimasi Model Spline Polinomial Truncated. 
Estimasi model spline polinomial truncated linear untuk rata-rata jumlah anak 
yang dilahirkan menurut golongan umur wanita masing-masing kota I kabupaten 
diberikan dalam Lampiran 4, diringkas dalam Tabel 4.4 berikut ini. 
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Tabel 4.4 Estimasi Model Spline Polinomial Truncated Linear 
Kota I Estimasi t-hitung Kabupaten 
Kotal Estimasi t-hitung Kabupaten 
Sam pang A tA = 0,006 12,97 Kediri A tA = 0,004 62,89 
A A 
(2 knot) 8-1- 0,152 176,01 (2 knot) 8 = I 0,139 963,71 
52 = -0,151 -78,33 82 = -0,071 -298,21 
Bangkalan A tA = 0,005 34,62 Bondowoso tA = 0,009 45,94 
A 
(2 knot) 8-1- 0,147 438,08 (3 knot) 8-1- 0,135 143,69 
A A 
52 = -0,126 -235,18 82 = -0,068 -49,59 
A 
83 = -0,041 -41,94 
Pasuruan ( m) A 
'A= 0,003 162,02 Surabaya 
A 
tA = 0,001 65,99 
A 
(2 knot) 5 -1- 0,144 3191,45 (3 knot) 51 = 0,115 1316,43 
52= -0,055 -909,94 52 = 0,020 145,08 
53= -0,083 -663,65 
Berdasarkan hasil inferensi dengan a= 5% dapat disimpulkan model spline 
polinomial truncated linear untuk semua kota I kabupaten adalah signifikan. Estimasi 
model spline polinomial truncated linear dapat ditulis seperti dibawah ini : 
1. Kabupaten Sampang 
y = 0,006 t + 0,152(t -17,53)/(t ~ 17,53)- 0,151(t -43,55)/(t ~ 43,55) 
2. Kabupaten Bangkalan 
y = 0, 005 t + 0, 147(1 -18, 62)/(t ~ 18,62)- 0, 126(t- 39,5)/(t ~ 39,5) 
3. Kota Pasuruan 
y = 0, 003 t + 0, 144(! -19,50)1(! ~ 19,50)- 0, 055(t- 36, 76)J(t ~ 36, 76) 
4. Kabupaten Kediri 
y = 0,004 t+0,139(t-l9,5)/(t ~ 19,5)-0,071(t-39,9l)J(t ~ 39,91) 
5. Kabupaten Bondowoso 
y = 0, 009 t + 0, 135(t -18)1(1 ~ 18)- 0, 068(1- 26)l(t ~ 26) + 
- 0,041(t-35,45)J(t ~ 35,45) 
6. Kota Surabaya 
y = 0, 001 t + 0, ll5(t- 20)J(t ~ 20) + 0,020(t- 30)l(t ~ 30) + 
-0, 083(t- 39,876)1(1 ~ 39,876) 
Tabel 4.5 Estimasi Spline Polinomial Truncated Kuadratik 
Kotal Estimasi t-hitung Kabupaten 
Kotal Estimasi Kabupaten 
Sam pang ~ <A= -0,069 -69,08 Kediri 
~ 
~ =-0,048 
~ ~ 
(2 knot) <A= 0,005 104,96 (2 knot) <A= 0,003 
~ 
81 =-0,002 -16,06 ~ = 0,001 
~ 
82 = -0,008 -55,55 ~ =-0,007 
Bangkalan ~ (A = -0,057 -76,85 Bondowoso ¢1 = -0,066 
~ ~ 
(2 knot) (A:::; 0,004 114,29 (2 knot) ¢3 = 0,005 
81 = 0,002 11,05 81 = -0,007 
~ 
82 = -0,010 -58,62 82 = 0,001 
Pasuruan ¢1 = -0,037 -39,92 Surabaya 
~ 
¢1 = -0,024 
~ 
(2 knot) ¢z = 0,003 53,19 (2 knot) ¢2 = 0,002 
~ 
81 = 0,003 25,33 81 = 0,004 
~ 
82 = -0,007 -85,73 82 = -0,009 
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t-hitung 
-74,34 
108,06 
13,06 
-69,48 
-145,53 
226,89 
-162,19 
17,45 
-104,02 
147,84 
145,28 
-327,51 
Tabel 4.5 diatas menyajikan estimasi model spline polinomial truncated kuadratik 
rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita masing-masing 
kota I kabupaten yang diringkas dari Lampiran 5. Berdasarkan hasil inferensi dengan 
a = 5% dapat disimpulkan model spline polinomial truncated kuadratik untuk semua 
kota I kabupaten adalah signifikan. Estimasi model spline polinomial truncated kuadratik 
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rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita masing-masing 
kota I kabupaten dapat ditulis seperti dibawah ini : 
1. Kabupaten Sampang 
S· = -0,069 I+ 0, 005 12 -0, 002(t- 22)2 I(t ~ 22)- 0, 08(!- 32,1/ I(t ~ 32, 1) 
2. Kabupaten Bangkalan 
y = -0,057 1 + 0, 004 12 -0, 002(t- 23)2 I(t ~ 23)- 0, 0 lO(t- 28, 13)2 1(1 ~ 28, 13) 
3. Kota Pasuruan 
y = -0,037 t + 0, 003 12 + 0, 003(t- 20)2 /(t ~ 20)- 0, 007(t- 27,95/ I(t ~ 27, 95) 
4. Kabupaten Kediri 
y = -0,048 t + 0, 003 12 + 0, 00 1(1- 22)2 I(t ~ 22)- 0, 007(t- 29, 42)2 I(t ~ 29, 42) 
5. Kabupaten Bondowoso 
y = -0,066 1 + 0, 005 t 2 - 0, 007(t- 19, 7)2 I(t ~ 19, 7) + 0, 00 l(t - 35, 98)2 I(t ~ 35, 98) 
6. Kota Surabaya 
y = -0,024 t + 0, 002 t 2 + 0,004(1- 20)2 I(t ~ 20)- 0, 009(t - 29,34)2 I(t ~ 29,34) 
4.3.2.2 Estimasi Model Regresi Linear 
Model regresi linear diberikan oleh : E(y) = f3t. Sedangkan estimasi model 
regresi linear untuk data rata-rata jumlah anak yang dilahirkan menurut golongan umur 
wanita masing-masing kota I kabupaten seperti Lampiran 7 diringkas dalam Tabel 4.6 
berikut ini. 
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Tabel 4.6 Estimasi Model Regresi Linear 
Kota I Estimasi t-hitung Kabupaten 
Kotal Estimasi t-hitung Kabupaten 
Sam pang A /3= 0,078 15,03 Kediri /3= 0,065 14,91 
Bangkalan /J= 0,067 17,56 Bondowoso 
A 
/3= 0,050 41,31 
Pasuruan A /3= 0,065 14,37 Surabaya 
A 
/3= 0,053 15,22 
Berdasarkan hasil inferensi dengan a = 5% dapat diambil kesimpulan bahwa 
model regresi linear untuk semua kota I kabupaten adalah signifikan. Estimasi model 
regresi linear rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita 
masing-masing kota I kabupaten dapat ditulis seperti dibawah : 
1. Kabupaten Sampang 
y = 0,078 t 
2. Kabupaten Bangkalan 
y = 0,067 t 
3. Kota Pasuruan 
y=0,065t 
4. Kabupaten Kediri 
y = 0,065 t 
5. Kabupaten Bondowoso 
y = 0,050 t 
6. Kota Surabaya 
y = 0,053 t 
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4.3.3 Analisis Residual 
Setelah dilakukan estimasi model rata-rata jumlah anak yang dilahirkan menurut 
golongan umur wanita diperoleh, maka Iangkah selanjutnya adalah menguji asumsi 
residualnya, yaitu identik, independen, dan normal (IIDN). Untuk pengujian asumsi 
independen dapat digunakan plot ACF dengan hipotesis : 
Ho : antar residual independen 
H 1 : antar residual tidak independen 
Ho ditolakjika ada lag yang melewati batas. 
Untuk pengujian asumsi keidentikan atau kesamaan varian dapat dilihat dari 
scatter plot antara residual dengan nilai y . Jika tidak terbentuk suatu pola tertentu maka 
dikatakan bahwa varian residual adalah homogen. Sebaliknya, bila terbentuk suatu pola 
tertentu, dikatakan bahwa varian residualnya tidak homogen. Sedangkan untuk menguji 
asumsi kenormalan residual digunakan uji Kolmogorov-Smirnov dengan hipotesis : 
Ho : Residual berdistribusi normal 
H 1 : Residual tidak berdistribusi normal 
Ho gaga! ditolakjika nilai-p > a. 
Hasil pengujian asumsi residual estimasi model spline polinomial truncated linear 
dan kuadratik dapat dilihat pada Lampiran 6. Sedangkan hasil pengujian residual 
estimasi model regresi linear dapat dilihat pada Lampiran 8. Berdasarkan hasil pengujian 
asumsi tersebut dapat dikatakan bahwa semua residual estimasi model, baik spline 
polinomial truncated linear maupun kuadratik, dan residual estimasi model regresi linear 
adalah memenuhi asumsi identik karena plot antara residual dengan nilai y tidak 
membentuk pola tertentu, independen karena plot ACF tidak menunjukkan adanya lag 
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yang melewati batas, dan normal karena nilai-p uji Kolmogorov-Smirnov lebih besar dari 
tingkat kesalahan yang ditetapkan (p-value > 0,05). Hasil pengujian asumsi residual 
estimasi model spline polinomial truncated linear dan kuadratik dapat dilihat pada 
Lampiran 6. Sedangkan hasil pengujian asumsi residual estimasi model regresi linear 
dapat dilihat pada Lampiran 8. 
Berdasarkan hasil pengujian tersebut dapat dikatakan bahwa semua residual 
estimasi model, baik spline polinomial truncated linear maupun kuadratik, dan residual 
estimasi model regresi linear memenuhi asumsi identik karena plot antara residual 
dengan nilai y tidak membentuk pola tertentu, independen karena plot ACF tidak 
menunjukkan adanya lag yang melewati batas, dan normal karena nilai-p uji 
Kolmogorov-Smirnov lebih besar dari tingkat kesalahan yang ditetapkan 
(p-value > 0,05). 
4.3.4 Interval Konfidensi 95% 
Interval konfidensi 95% untuk model rata-rata jumlah anak yang dilahirkan 
menurut golongan umur wanita untuk kota I kabupaten diberikan dalam uraian berikut 
ini: 
4.3.4.1 Kabupaten Sampang 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated linear rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita 
untuk Kabupaten Sampang adalah : 
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Tabel 4.7 Interval Konfidensi 95% Model Spline Polinomial Truncated Linear 
Rerata Jumlah Anak Yang Dilahirkan di Kabupaten Sampang 
i 1 
Batas 0,164 Atas 
j(t;) 0,068 
Batas 0,000 Bawah 
2 3 4 5 6 7 
0,230 0,979 1,744 2,531 3,338 4,156 
0,095 0,876 1,661 2,446 3,231 4,016 
0,000 0,773 1,578 2,361 3,124 3,875 
20 30 40 50 
um~~wanita 
Gam bar 4.2.1 Interval Konfidensi 95% Model Spline 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Sampang 
8 9 
4,313 4,428 
4,204 4,233 
4,094 4,038 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated kuadratik rata-rata jumlah anak yang dilahirkan menurut go Iongan umur wan ita 
untuk Kabupaten Sampang adalah : 
Tabel 4.8 Interval Konfidensi 95% Model Spline Polinomial Truncated Kuadratik 
Rerata Jumlah Anak Yang Dilahirkan di Kabupaten Sampang 
i 1 2 3 4 5 6 7 8 9 
Batas 0,129 0,350 0,945 1,746 2,626 3,450 4,008 4,289 4,384 Atas 
J(t,) 0,000 0,243 0,847 1,626 2,533 3,346 3,900 4,193 4,227 
Batas 0,000 0,243 0,847 1,626 2,533 3,346 3,900 4,193 4,227 Bawah 
I 
~ N 
f 
20 30 40 50 
urrnxwanita 
Gambar 4.2.2 interval Konfidensi 95% Model Spline 
Kuadratik Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Sampang 
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Batas atas dan bawah interval konfidensi 95% model regresi linear rata-rata 
jumlah anak yang dilahirkan menurut golongan umur wanita untuk Kabupaten Sampang 
adalah: 
Tabel 4.9 Interval Konfidensi 95% Model Regresi Linear Rerata Jumlah Anak 
Yang Dilahirkan di Kabupaten Sampang 
i 1 ' 2 3 4 5 6 7 8 9 
Batas I, 151 1,611 2,071 2,531 2,992 3,452 3,912 4,372 4,833 Atas 
/(t;) 0,978 1,369 1,760 2,152 2,543 2,934 3,325 3,716 4,108 
Batas 0,805 I, 128 1,450 1,772 2,094 2,416 2,738 3,060 3,383 Bawah 
umurwanita 
Gam bar 4.2.3 Interval Konfidensi 95% Model Regresi 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Sampang 
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Berdasarkan gambar diatas dapat dikatakan bahwa estimasi model pada Gambar 
4.2.3 mempunyai batas atas dan batas bawah interval konfidensi yang paling Iebar 
dibandingkan estimasi model pada Gambar 4.2.1 dan Gambar 4.2.2, hal ini disebabkan 
Mean Square Error (MSE) estimasi model pada Gambar 4.2.3 lebih besar dibandingkan 
estimasi model pada Gambar 4.2.1 dan Gambar 4.2.2. Pada Gambar 4.2.3 tersebut juga 
nampak beberapa data yang keluar dari batas interval konfidensi 95%, yang menunjukkan 
bahwa estimasi model yang dihasilkan kurang dapat mengontrol variasi data 
dibandingkan estimasi model pada Gambar 4.2.1 dan Gam bar 4.2.2. 
Sebaliknya adalah estimasi model pada Gambar 4.2.2, yang mempunyai batas atas 
dan batas bawah interval konfidensi yang paling sempit dibandingkan estimasi model 
pada Gambar 4.2.1 dan Gambar 4.2.3. Disamping itu, tidak terdapat data yang keluar dari 
estimasi model. 
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4.3.2.1 Kabupaten Bangkalan 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated linear rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita 
untuk Kabupaten Bangkalan adalah : 
Tabel 4.10 Interval Konfidensi 95% Model Spline Polinomial Truncated Linear 
Rerata Jumlah Anak Yang Dilahirkan di Kabupaten Bangkalan 
i I 
Batas 0,117 Atas 
~ f(t;) 0,061 
Batas 0,006 Bawah 
2 3 4 5 6 7 
0,163 0,746 1,494 2,262 3,045 3,416 
0,086 0,682 1,443 2,205 2,966 3,349 
0,008 0,618 1,393 2,148 2,887 3,282 
umwwanita 
Gambar 4.3.1 Interval Konfidensi 95% Model Spline 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Bangkalan 
8 9 
3,544 3,715 
3,479 3,609 
3,413 3,503 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated kuadratik rata-rata jumlah anak yang dilahirkan menu rut golongan umur wan ita 
untuk Kabupaten Bangkalan adalah : 
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Tabel 4.11 Interval Konfidensi 95% Model Spline Polinomial Truncated Kuadratik 
Rerata Jumlah Anak Yang Dilahirkan di Kabupaten Bangkalan 
i 1 
Batas 0,111 Atas 
f(t;) 0,000 
Batas 0,000 Bawah 
2 3 4 5 6 7 
0,291 0,788 1,537 2,343 2,988 3,413 
0,201 0,699 1,432 2,267 2,900 3,328 
0,111 0,610 1,328 2,191 2,813 3,243 
20 30 40 50 
umwwanita 
Gambar 4.3.2 Interval Konfidensi 95% Model Spline 
Kuadratik Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Bangka1an 
8 9 
3,629 3,697 
3,551 3,567 
3,472 3,438 
Batas atas dan bawah interval konfidensi 95% model regresi linear rata-rata 
jumlah anak yang dilahirkan menurut golongan umur wanita untuk Kabupaten Bangkalan 
adalah: 
Tabel4.12 Interval Konfidensi 95% Model Regresi Linear Rerata Jumlah Anak 
Yang Dilahirkan di Kabupaten Bangkalan 
i 1 2 3 4 5 6 7 8 9 
Batas 0,985 1,379 1,773 2,167 Atas 2,561 2,955 3,349 3,743 4,137 
f(t;) 0,837 1,172 1,507 1,842 2,177 2,512 2,847 3,182 3,516 
Batas 0,690 0,965 1,241 1,517 1,793 2,069 2,344 2,620 2,896 Bawah 
20 30 40 50 
umwwanita 
Gambar 4.3.3 Lnterva\ Konfidensi 95% Model Regresi 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Bangka\an 
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Berdasarkan gambar diatas dapat dikatakan bahwa estimasi model pada Gambar 
4.3.3 mempunyai batas atas dan batas bawah interval konfidensi yang paling Iebar 
dibandingkan estimasi model pada Gambar 4.3.1 dan Gambar 4.3.2, hal ini disebabkan 
Mean Square Error (MSE) estimasi model pada Gambar 4.3.3 lebih besar dibandingkan 
estimasi model pada Gambar 4.3.1 dan Gambar 4.3.2. Pada Gambar 4.3.3 tersebut juga 
nampak beberapa data yang keluar dari batas interval konfidensi 95%, yang menunjukkan 
bahwa estimasi model yang dihasilkan kurang dapat mengontro1 variasi data 
dibandingkan estimasi model pada Gambar 4.3.1 dan Gambar 4.3.2. 
Seba1iknya adalah estimasi model pada Gambar 4.3.1, yang mempunyai batas atas 
dan batas bawah interval konfidensi yang paling sempit dibandingkan estimasi model 
pada Gambar 4.3.2 dan Gambar 4.3.3. Meskipun pada Gambar 4.3.1 nampak ada data 
yang keluar dari estimasi model, namun jumlahnya sangat sedikit dibandingkan dengan 
yang ada pada Gambar 4.3.3. 
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4.3.2.2 Kota Pasuruan 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated linear rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita 
untuk Kota Pasuruan adalah : 
Tabel 4.13 Interval Konfidensi 95% Model Spline Polinomial Truncated Linear 
Rerata Jumlah Anak Yang Dilahirkan di Kota Pasuruan 
i 1 
Batas 0,053 Atas 
f(t;) 0,034 
Batas 0,015 Bawah 
2 3 4 5 6 7 
0,074 0,516 1,243 1,979 2,677 3,124 
0,047 0,492 1,224 1,957 2,648 3,104 
0,021 0,469 1,206 1,934 2,619 3,084 
Umta"WIInita 
Gambar 4.4. 1 Interval Konfidensi 95% Model Spline 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kota Pasuruan 
8 9 
3,583 4,050 
3,560 4,015 
3,536 3,980 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated kuadratik rata-rata jumlah anak yang dilahirkan menu rut go Iongan umur wan ita 
untuk Kota Pasuruan adalah : 
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Tabel 4.14 Interval Konfidensi 95% Model Spline Polinomial Truncated Kuadratik 
Rerata Jumlah Anak Yang Dilahirkan di Kota Pasuruan 
i 1 
Batas 0,119 Atas 
~ 
f(tJ 0,000 
Batas 0,000 Bawah 
2 3 4 5 6 7 
0,222 0,621 1,258 2,010 2,682 3,237 
0,142 0,525 1 '175 1,939 2,601 3,159 
0,062 0,429 1,092 1,867 2,519 3,082 
20 30 40 50 
Gambar 4.4.2 Interval Konfidensi 95% Model Spline 
Kuadratik Rerata Jumlah Anak Yang 
Dilahirkan di Kota Pasuruan 
8 9 
3,689 4,089 
3,615 3,967 
3,541 3,846 
Batas atas dan bawah interval konfidensi 95% model regresi linear rata-rata 
jumlah anak yang dilahirkan menurut golongan umur wanita untuk Kota Pasuruan adalah: 
Tabel4.15 Interval Konfidensi 95% Model Regresi Linear Rerata Jumlah Anak 
Yang Dilahirkan di Kota Pasuruan 
i 1 2 3 4 5 6 7 8 9 
Batas 0,980 1,372 1,764 2,156 2,548 2,940 3,332 3,724 4,116 Atas 
f(t;) 0,818 1,146 1,473 I ,801 2,128 2,455 2,783 3,110 3,438 
Batas 0,657 0,920 1,183 1,445 1,708 1,971 2,234 2,497 2,759 Bawah 
I ! N 
f 
umurwanita 
Gambar 4.4.3 Interval Konfidensi 95% Model Regresi 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kota Pasuruan 
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Berdasarkan gambar diatas dapat dikatakan bahwa estimasi model pada Gambar 
4.4.3 mempunyai batas atas dan batas bawah interval konfidensi yang paling Iebar 
dibandingkan estimasi model pada Gambar 4.4.1 dan Gambar 4.4.2, hal ini disebabkan 
Mean Square Error (MSE) estimasi model pada Gambar 4.4.3 lebih besar dibandingkan 
estimasi model pada .Gambar 4.4.1 dan Gambar 4.4.2. Pada Gambar 4.4.3 tersebut juga 
terdapat beberapa data yang keluar dari batas interval konfidensi 95%, yang 
menunjukkan bahwa estimasi model yang dihasilkan kurang dapat mengontrol variasi 
data dibandingkan estimasi model pada Gambar 4.4.1 dan Gambar 4.4.2. 
Sebal iknya adalah estimasi model pada Gam bar 4.4.1, yang mempunyai batas atas 
dan batas bawah interval konfidensi yang paling sempit dibandingkan estimasi model 
pada Gambar 4.4.2 dan Gambar 4.4.3. Disamping itu, tidak terdapat data yang keluar dari 
estimasi model. 
- --- - --- - - - -- -
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4.3.2.3 Kabupaten Kediri 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated linear rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita 
untuk Kabupaten Kediri adalah : 
Tabel 4.16 Interval Konfidensi 95% Model Spline Polinomial Truncated Linear 
Rerata Jumlah Anak Yang Dilahirkan di Kabupaten Kediri 
i 1 
Batas 0,080 Atas 
A f(t;) 0,045 
Batas 0,011 Bawah 
2 3 4 5 6 7 
0,112 0,542 1,243 1,958 2,684 3,206 
0,064 0,498 1,210 1,921 2,633 3,160 
0,015 0,454 I, 176 1,885 2,583 3,115 
20 30 40 50 
Umll'wanita 
Gambar 4_5_1 Interval Konftdensi 95% Model Spline 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Kediri 
8 9 
3,558 3,940 
3,515 3,871 
3,473 3,801 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated kuadratik rata-rata jumlah anak yang dilahirkan menurut golongan umur wan ita 
untuk Kabupaten Kediri adalah : 
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Tabel 4.17 Interval Konfidensi 95% Model Spline Polinomial Truncated Kuadratik 
Rerata Jumlah Anak Yang Dilahirkan di Kabupaten Kediri 
i I 
Batas 0,103 Atas 
f(f;) 0,000 
Batas 0,000 Bawah 
2 3 4 5 6 7 
0,233 0,640 1,262 2,011 2,692 3,231 
0,151 0,557 l , 168 1,941 2,611 3,151 
0,068 0,475 1,073 I ,871 2,530 3,071 
lHTlll"wanita 
Gam bar 4.5.2 Interval Konfidensi 95% Model Spline 
Kuadratik Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Kediri 
8 9 
3,634 3,962 
3,561 3,842 
3,488 3,721 
Batas atas dan bawah interval konfidensi 95% model regresi linear rata-rata 
jumlah anak yang dilahirkan menurut golongan umur wanita untuk Kabupaten Kediri 
adalah : 
Tabel4.18 Interval Konfidensi 95% Model Regresi Linear Rerata Jumlah Anak 
Yang Dilahirkan di Kabupaten Kediri 
i I 2 3 4 5 6 7 8 9 
Batas 0,966 1,352 1,739 2,125 2,512 2,898 3,284 3,671 4,057 Atas 
f(t;) 0,808 1 '132 1,455 1,779 2,102 2,425 2,749 3,072 3,396 
Batas 0,651 0,911 1, 172 1,432 1,692 1,953 2,213 2,473 2,734 Bawah 
20 30 40 50 
umurwanfta 
Gambar 4.5.3 Interval Konfidensi 95% Model Regresi 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Kediri 
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Berdasarkan gambar diatas dapat dikatakan bahwa estimasi model pada Gambar 
4.5.3 mempunyai batas atas dan batas bawah interval konfidensi yang paling Iebar 
dibandingkan estimasi model pada Gambar 4.5.1 dan Gambar 4.5.2, hal ini disebabkan 
Mean Square Error (MSE) estimasi model pada Gambar 4.5.3 lebih besar dibandingkan 
estimasi model pada ,Gambar 4.5.1 dan Gambar 4.5.2. Pada Gambar 4.5.3 tersebut juga 
nampak beberapa data yang keluar dari batas interval konfidensi 95%, yang menunjukkan 
bahwa estimasi model yang dihasilkan kurang dapat mengontrol variasi data 
dibandingkan estimasi model pada Gambar 4.5.1 dan Gambar 4.5.2. 
Sebaliknya adalah estimasi model pada Gam bar 4.5.1, yang mempunyai batas atas 
dan batas bawah interval konfidensi yang paling sempit dibandingkan estimasi model 
pada Gambar 4.5.2 dan Gambar 4.5.3. Disamping itu, tidak terdapat data yang keluar dari 
estimasi model. 
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4.3.2.4 Kabupaten Bondowoso 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated linear rata-rata jum1ah anak yang dilahirkan menurut go1ongan umur wanita 
untuk Kabupaten Bondowoso adalah : 
Tabel4.19 Interval Konfidensi 95% Model Spline Polinomial Truncated Linear 
Rerata Jumlah Anak Yang Dilahirkan di Kabupaten Bondowoso 
i 1 
Batas 0,189 Atas 
f(tJ 0,116 
Batas 0,042 Bawah 
2 3 4 5 6 7 
0,264 0,896 1,544 1,895 2,212 2,362 
0,162 0,816 1,436 1,819 2,118 2,297 
0,059 0,737 1,329 1,743 2,024 2,232 
20 30 40 50 
Gambar 4.6.1 Interval Konfidensi 95% Model Spline 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Bondowoso 
8 9 
2,548 2,763 
2,476 2,655 
2,404 2,547 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated kuadratik rata-rata jumlah anak yang dilahirkan menurut golongan umur wan ita 
untuk Kabupaten Bondowoso adalah : 
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Tabel 4.20 Interval Konfidensi 95% Model Spline Polinomial Truncated Kuadratik 
Rerata Jumlah Anak Yang Dilahirkan di Kabupaten Bondowoso 
i 1 
Batas 0,086 Atas 
f (ti ) 0,000 
Batas 0,000 
Bawah 
2 
0,376 
0,309 
0,241 
"' .,; 
"' 0 
0 
3 4 
0,944 1,459 
0,883 1,388 
0,822 1,317 
5 6 7 
1,854 2,159 2,405 
1,791 2,095 2,330 
1,728 2,031 2,255 
O L_ __ ~------~----~----~~ 
20 30 40 50 
um11 wanita 
Gambar 4.6.2 Interval Konfidensi 95% Model Spline 
Kuadratik Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Bondowoso 
8 9 
2,573 2,731 
2,507 2,627 
2,442 2,522 
Batas atas dan bawah interval konfidensi 95% model regresi linear rata-rata 
jumlah anak yang dilahirkan menurut golongan umur wan ita untuk Kabupaten Bondowoso 
adalah : 
Tabel 4.21 Interval Konfidensi 95% Model Regresi Linear Rerata Jumlah Anak 
Yang Dilahirkan di Kabupaten Bondowoso 
i 1 2 3 4 5 6 7 8 9 
Batas 0,714 1,000 1,286 1,571 1,857 2,143 2,428 2,714 3,000 Atas 
f (ti) 0,631 0,883 1, 135 1,387 1,640 1,892 2,144 2,396 2,649 
Batas 0,547 0,766 0,985 1,203 1,422 1,641 1,860 2,079 2,297 Bawah 
~ ~----,------.------.-----.-~ 
20 30 40 50 
umur wanibJ 
Gambar 4.6.3 Interval Konfidensi 95% Model Regresi 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kabupaten Bondowoso 
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Berdasarkan gambar diatas dapat dikatakan bahwa estimasi model pada Gambar 
4.6.3 mempunyai batas atas dan batas bawah interval konfidensi yang paling Iebar 
dibandingkan estimasi model pada Gambar 4.6.1 dan Gambar 4.6.2, hal ini disebabkan 
Mean Square Error (MSE) estimasi model pada Gambar 4.6.3 lebih besar dibandingkan 
estimasi model pada .Gambar 4.6.1 dan Gambar 4.6.2. Pada Gambar 4.6.3 tersebut juga 
nampak beberapa data yang keluar dari batas interval konfidensi 95%, yang menunjukkan 
bahwa estimasi model yang dihasilkan kurang dapat mengontrol variasi data 
dibandingkan estimasi model pada Gam bar 4.6.1 dan Gam bar 4.6.2. 
Sebaliknya adalah estimasi model pada Gambar 4.6.2, yang mempunyai batas atas 
dan batas bawah interval konfidensi yang paling sempit dibandingkan estimasi model 
pada Gambar 4.6.1 dan Gambar 4.6.3. Disamping itu, tidak terdapat data yang keluar dari 
estimasi model. 
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4.3.2.5 Kota Surabaya 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated linear rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita 
untuk Kota Surabaya adalah : 
Tabel 4.22 Interval Konfidensi 95% Model Spline Polinomial Truncated Linear 
Rerata Jumlah Anak Yang Dilahirkan di Kota Surabaya 
i I 
Batas 0,038 Atas 
f(t;) 0,016 
Batas 0,000 Bawah 
2 3 4 5 6 7 
0,053 0,342 0,929 1,560 2,241 2,705 
0,023 0,317 0,898 1,529 2,211 2,674 
0,000 0,292 0,867 1,499 2,182 2,644 
20 30 40 50 
umu'"wanita 
Gambar 4.7.1 Interval Konfidensi 95% Model Spline 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kota Surabaya 
8 9 
2,964 3,244 
2,940 3,205 
2,915 3,166 
Batas atas dan bawah interval konfidensi 95% model spline polinomial 
truncated kuadratik rata-rata jumlah anak yang dilahirkan menurut golongan umur wan ita 
untuk Kota Surabaya adalah : 
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Tabel 4.23 Interval Konfidensi 95% Model Spline Polinornial Truncated Kuadratik 
Rerata Jurnlah Anak Yang Dilahirkan di Kota Surabaya 
i I 
Batas 0,061 Atas 
f(t;) 0,000 
Batas 0,000 Bawah 
2 
0,134 
0,089 
0,043 
" 4 5 6 7 .) 
0,377 0,892 1,609 2,231 2,704 
0,328 0,842 1,570 2,186 2,659 
0,279 0,792 I ,531 2,141 2,615 
"' O L----,------,-----~----~~ 
20 30 40 50 
umwwanita 
--- ------------------------' 
Gambar 4.7.2 Interval Konfidensi 95% Model Spline 
Kuadratik Rerata Jumlah Anak Yang 
Dilahirkan di Kota Surabaya 
8 9 
3,032 3,247 
2,991 3,180 
2,950 3,112 
Batas atas dan bawah interval konfidensi 95% model regresi linear rata-rata 
jumlah anak yang dilahirkan menurut golongan umur wanita untuk Kota Surabaya adalah : 
Tabel4.24 Interval Konfidensi 95% Model Regresi Linear Rerata Jurnlah Anak 
Yang Dilahirkan di Kota Surabaya 
i 1 2 3 4 5 6 7 8 9 
Batas 0,808 1 '131 1,454 1,777 2,100 2,423 2,747 3,070 3,393 Atas 
A 
f(t;) 0,666 0,933 1,199 1,466 1,732 1,999 2,265 2,532 2,798 
Batas 0,525 0,735 0,944 1 '154 1,364 1,574 1,784 1,994 2,204 Bawah 
"' 0 
0 
" L-----~----------~,-----~~ 
20 30 50 
Umll"wanita 
Gambar 4.7.3 Interval Konfidensi 95% Model Regresi 
Linear Rerata Jumlah Anak Yang 
Dilahirkan di Kota Surabaya 
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Berdasarkan gambar diatas dapat dikatakan bahwa estimasi model pada Gambar 
4.7.3 mempunyai batas atas dan batas bawah interval konfidensi yang paling Iebar 
dibandingkan estimasi model pada Gambar 4.7.1 dan Gambar 4.7.2, hal ini disebabkan 
Mean Square Error (MSE) estimasi model pada Gam bar 4. 7.3 lebih besar dibandingkan 
estimasi model pada .Gambar 4.7.1 dan Gambar 4.7.2. Pada Gambar 4.7.3 tersebut juga 
nampak beberapa data yang keluar dari batas interval konfidensi 95%, yang menunjukkan 
bahwa estimasi model yang dihasilkan kurang dapat mengontrol variasi data 
dibandingkan estimasi model pada Gambar 4.7.1 dan Gambar 4.7.2. 
Sebaliknya adalah estimasi model pada Gambar 4.7.1, yang mempunyai batas atas 
dan batas bawah interval konfidensi yang paling sempit dibandingkan estimasi model 
pada Gambar 4.7.2 dan Gambar 4.7.3. Disamping itu, tidak terdapat data yang keluar dari 
estimasi model. 
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4.3.5 Perbandingan Model 
Berikut diberikan perbandingan model untuk masing-masing kota I kabupaten 
dengan menggunakan kriteria koefisien determinasi (R2) dan Mean Square Error (MSE). 
Perbandingan model juga dapat ditunjukkan berdasarkan Iebar batas atas dan batas bawah 
antar estimasi model serta jumlah data yang keluar dari batas atas dan atau batas bawah 
interval konfidensi (1- a)l 00%. 
4.3.5.1 Perbandingan Model Spline Polinomial Truncated Linear dan Kuadratik 
Tabel 4.25 Perbandingan Model Spline Polinomial Truncated 
Linear dan Kuadratik 
Kota/ Model Spline Polinomial Truncated 
Kabupaten Linear Kuadratik 
Sam pang RL = 0,9990336 RL = 0,999470374 
MSE = 0,01155536 MSE = 0,007599537 
Bangkalan RL = 0,9995526 RL = 0,999487012 
MSE = 0,00392045 MSE = 0,005394478 
Pasuruan RL = 0,999944633 RL = 0,9995246 
MSE = 0,0004707425 MSE = 0,004850376 
Kediri RL = 0,9997974 RL = 0,999535912 
MSE = 0,001677367 MSE = 0,004611304 
Bondowoso RL = 0,9992212 RL = 0,999441836 
MSE = 0,004522586 MSE = 0,003241436 
Surabaya RL = 0,9999251 RL = 0,9997864 
MSE = 0,000512399 MSE= 0,001461188 
Berdasarkan Tabel 4.25 diatas dapat ditunjukkan bahwa estimasi model spline 
polinomial truncated linear rata-rata jumlah anak yang dilahirkan menurut golongan 
umur wanita untuk Kabupaten Bangkalan, Kediri, Kota Pasuruan dan Surabaya 
mempunyai nilai R2 yang lebih besar dan nilai MSE yang lebih kecil dibandingkan 
dengan nilai R2 dan nilai MSE pada estimasi model spline polinomial truncated 
kuadratik. Sedangkan untuk Kabupaten Sampang dan Bondowoso, estimasi model yang 
terbaik adalah dengan estimasi model spline polinomial truncated kuadratik. Tabel 4.26 
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dibawah ini memperlihatkan rangkuman estimasi model spline polinomial truncated 
terbaik untuk masing-masing kota I kabupaten. 
Tabel 4.26 Estimasi Model Spline Polinomial Truncated Terbaik 
Kota I Estimasi Model Kabupaten 
Sam pang y = -0,069 t + 0, 005 12 -0, 002(1- 22)2 1(t ~ 22)- 0, 08(t- 32, 1)2 J(t ~ 32, 1) 
Bangkalan y = 0, 005 t + 0, 147(t -18, 62)1(t ~ 18,62)- 0, 126(t- 39, 5)1(t ~ 39, 5) 
Pasuruan y = 0, 003 t + 0, 144(t -19, 50)1(t ~ 19,50)- 0, 055(t- 36, 76)1(t ~ 36, 76) 
Kediri y = 0,004 t + 0, 139(1 -l9,5)1(t ~ 19,5)- 0,071(!- 39, 91)1(1 ~ 39,91) 
Bondowoso 
y = -0,066 t + 0,005 t 2 - 0,007(t -19, 7)2 J(t ~ 19, 7) + 
+ 0, 00 1(1- 35, 98)2 1(t ~ 35, 98) 
Surabaya 
y = 0, 001 t + 0, 115(t- 20)1(1 ~ 20) + 0, 020(t- 30)l(t ~ 30) + 
- 0, 083(t- 39, 876)1 (t ~ 39, 876) 
Berdasarkan Tabel 4.26 diatas dapat dikatakan bahwa estimasi model spline 
polinomial truncated yang terbaik untuk rata-rata jumlah anak yang dilahirkan untuk 
Kabupaten Sampang dan Bondowoso adalah dengan menggunakan estimasi model spline 
polinomial truncated kuadratik, sedangkan rata-rata jumlah anak yang dilahirkan untuk 
Kabupaten Bangkalan, Kediri , Kota Surabaya dan Pasuruan adalah dengan menggunakan 
estimasi model spline polinomial truncated linear. 
4.3.5.2 Perbandingan Model Spline Polinomial Truncated Terbaik dan Model 
Regresi Linear 
Sebagai perbandingan makajuga ditunjukkan estimasi model regresi linear untuk 
mengestimasi model rata-rata jumlah anak yang dilahirkan menurut golongan umur 
wanita dari beberapa kota I kabupaten di Jawa Timur yang telah disebutkan maka 
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diperoleh hasil seperti terlampir pada Lampiran 7. Estimasi model regresi linear tersebut 
dibandingkan dengan model spline polinomial truncated terbaik. Perbandingan tersebut 
dapat dilihat pada Tabel 4.27 berikut ini : 
Tabel 4.27 Perbandingan Model Spline Polinomial Truncated 
Terbaik dengan Model Regresi Linear 
Kota I Model Spline Model Regresi Linear 
Kabupaten Polinomial Terbaik 
Sam pang RL = 0,999470374 RL = 0,9390839 
MSE = 0,007599537 MSE = 0,5462991 
Bangkalan RL = 0,9995526 RL = 0,9391154 
MSE = 0,00392045 MSE = 0,400 1565 
Pasuruan (m) RL = 0,999944633 RL = 0,9250198 
MSE = 0,0004707425 MSE= 0,4781293 
Kediri RL = 0,9997974 RL = 0,9267099 
MSE = 0,001677367 MSE = 0,4551446 
Bondowoso RL = 0,999441836 RL = 0,9646994 
MSE = 0,003241436 MSE= 0,1281262 
Surabaya RL = 0,9999251 RL = 0,9140727 
MSE = 0,000512399 MSE = 0,3674026 
Berdasarkan perbandingan antara model regresi spline polinomial truncated linear 
dengan model regresi linear pada Tabel4.27 diatas, maka dapat dikatakan bahwa estimasi 
model rata-ratajumlah anak yang dilahirkan menurut golongan umur wanita untuk semua 
kota I kabupaten menggunakan spline polinomial truncated lebih baik, karena 
mempunyai nilai R2 yang lebih besar dan nilai MSE yang lebih kecil dibandingkan 
dengan nilai R2 dan nilai MSE pada estimasi model regresi linear. 
Gambar estimasi model spline polinomial truncated terbaik untuk Kabupaten 
Sampang, Kabupaten Bangkalan, Kota Pasuruan, Kabupaten Kediri, Kabupaten 
Bondowoso, Kota Surabaya, secara berurutan ditunjukkan pada Gambar 4.2.2, Gambar 
4.3.1, Gambar 4.4.1, Gambar 4.5.1, Gambar 4.6.2, dan Gambar 4.7.1. Berdasarkan 
interval konfidensi 95%, dapat ditunjukkan pada gambar-gambar tersebut bahwa batas 
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atas dan batas bawah estimasi model spline polinomial truncated terbaik relatif lebih 
sempit dibandingkan masing-masing estimasi model pembandingnya dan jumlah data 
yang keluar dari batas atas dan batas bawah relatif sangat sedikit. 
Berdasarkan Gam bar 4.2.1 sampai Gam bar 4. 7 .3, model yang diperoleh dapat 
dibagi menjadi 2 kelompok, yaitu kelompok pertama terdiri dari gambar estimasi model 
rata-rata jumlah anak yang dilahirkan menurut golongan umur wanita untuk Kabupaten 
Sampang dan Bondowoso. Gambaran model pada kabupaten-kabupaten tersebut hampir 
serupa. Sedangkan kelompok kedua terdiri gam bar estimasi model rata-rata jumlah anak 
yang dilahirkan menurut golongan umur wanita untuk Kabupaten Bangkalan, Kediri, 
Kota Surabaya dan Pasuruan, bentuk modelnya juga hampir serupa. Jika dibandingkan 
antara kelompok pertama dan kedua, dapat dikatakan bahwa pada kelompok pertama 
jumlah anak yang dilahirkan sudah meningkat cukup tajam sebelum mereka mencapai 
umur melahirkan yang ideal, yakni sekitar 20 tahun (Agung, 1988). Sedangkan pada 
kelompok kedua jumlah anak yang dilahirkan sebelum wanita berumur 20 tahun relatif 
datar adalah pada umur sekitar 20 tahun. Hal yang dapat menyebabkan terjadinya 
keadaan ini adalah tingkat pendidikan wanita muda kota I kabupaten pada kelompok 
kedua lebih baik dibandingkan wanita muda yang tinggal di kabupaten pada kelompok 
pertama, tempat-tempat hiburan yang cukup banyak dan tingkat kesibukan yang lebih 
tinggi, serta faktor sosial budaya. Masa melahirkan yang sangat dini dapat menimbulkan 
beberapa resiko, yakni terjadinya angka kematian bayi dan angka kematian ibu yang 
cukup tinggi. Angka Kematian Bayi (IMR = Jrifant Mortality Rate) dan Angka Kematian 
lbu Bersalin (MMR = Maternal Mortality Rate) dapat memberikan gambaran tingkat 
kesejahteraan masyarakat suatu daerah (Brotosaputro, 1997). 
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Bila ditinjau perbandingan dalam kelompok pertama, maka dapat dijelaskan 
bahwa meskipun mempunyai gambaran model yang hampir serupa, namun Kabupaten 
Sampang memperlihatkan tingkat fertilitas yang tertinggi (kurang lebih 4 orang anak per 
wanita), berbeda dengan Kabupaten Bondowoso yang tingkat fertilitas tertingginya hanya 
2 sampai 3 orang anak per wanita. Lamanya masa melahirkan dan tingginya tingkat 
fertilitas akan mengakibatkan pesatnya pertambahan penduduk. Sedangkan bila ditinjau 
dalam kelompok kedua, yaitu Kabupaten Bangkalan, Kediri, Kota Surabaya dan 
Pasuruan, dapat dikatakan bahwa masa mulai melahirkan pada wanita di kedua kota ini 
serupa, namun pertumbuhan penduduk di Kota Surabaya yang tingkat fertilitas 
tertingginya hanya mencapai rata-rata 2 sampai 3 orang anak per wanita adalah lebih 
ideal dibandingkan Kabupaten Bangkalan, Kediri, dan Kota Pasuruan yang tingkat 
fertilitas tertingginya mencapai rata-rata sekitar 4 orang anak per wanita. Hal ini jelas 
akan menunjukkan perbedaan tingkat pertambahan penduduk di kedua kota tersebut. 
Uraian diatas dapat memberikan gambaran untuk pembuatan rencana program 
keluarga berencana di kota I kabupaten tersebut, diantaranya pemberian penyuluhan 
tentang bahaya dan dampak yang ditimbulkan akibat masa melahirkan yang terlalu dini 
(kurang dari 20 tahun) dengan sasaran wanita-wanita usia muda pada daerah-daerah yang 
masa mulai melahirkan pada wanitanya terlalu dini. Untuk membantu persalinan yang 
lebih baik, disediakan tempat persalinan dan bidan bersalin yang lebih banyak di daerah-
daerah tersebut sehingga resiko kematian bayi dan angka kematian ibu rendah. 
Peningkatan pelayanan kesehatan ibu dan anak dan pelaksanaan program perbaikan gizi 
pada anak dan balita sehingga pertumbuhannya akan lebih baik. 
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5.1 Kesimpulan 
Berdasarkan uraian analisis dan pembahasan maka dapat disimpukan sebagai 
berikut: 
1. Dengan menggunakan pendekatan fungsi spline pada model regresi nonparametrik 
Y; = f(t;) + &; , diperoleh model regresi spline 
m k 
Y; =I¢/;-'+ z=a,ui- K,)'"-' I(t; ~ K,) + C;, 
j=l 1=1 
kemudian dengan menggunakan metode least square, diperoleh estimator kurva 
2. Interval konfidensi (1- a)l 00% untuk kurva regresi f(t;) adalah : 
3. Penerapan model spline dan interval konfidensi pada data rata-rata jumlah anak yang 
dilahirkan menurut golongan umur wanita di beberapa kota I kabupaten di Jawa 
Timur menghasilkan estimasi model spline polinomial Truncated terbaik, yaitu: 
a. Kabupaten Sampang, dengan R2 = 0,999470374 dan MSE = 0,007599537, 
y = -0,069 t + 0,005 t 2 -0, 002(t- 22)2 I(t ~ 22)- 0, 08(t - 32, 1)2 J(t ~ 32, 1) 
b. Kabupaten Bangkalan, dengan R2 = 0,9995526 dan MSE = 0,00392045, 
y = 0, 005 t + 0, 147(t -18, 62)J(t ~ 18,62)- 0, 126(t- 39,5)1(1 ~ 39,5) 
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c. Kota Pasuruan, dengan R2 = 0,999944633 dan MSE = 0,0004707425, 
y = 0,003 t + 0, 144(t -l9,50)J(t ~ 19,50)- 0,055(t- 36, 76)1(t ~ 36, 76) 
d. Kabupaten Kediri, dengan R2 = 0,9997974 dan MSE = 0,001677367, 
y = 0, 004 t + 0, 139(t -19, 5)1(t ~ 19, 5)- 0, 071(t- 39, 91)/(t ~ 39, 91) 
e. Kabupaten Bondowoso, dengan R2 = 0, 999441836 dan MSE = 0,003241436, 
y = -0,066 t + 0, 005 t 2 -0, 007(1 -19, 7)2 1(t ~ 19, 7) + 0, 00 l(t - 35, 98)2 J(t ~ 35, 98) 
f. Kota Surabaya, dengan R2 = 0,9999251 dan MSE = 0,000512399, 
y = 0, 00 I t + 0, 115(!- 20)/(t ~ 20) + 0, 020(t- 30)1(t ~ 30) + 
- 0, 083(! - 39, 876)1(1 ~ 39, 876) 
Dengan interval konfidensi 95%, ditunjukkan dengan gambar bahwa batas 
atas dan batas bawah estimasi model spline polinomial truncated terbaik relatif lebih 
sempit dibandingkan masing-masing estimasi model pembandingnya serta jumlah 
data yang keluar dari batas atas dan atau batas bawahnya relatifsangat kecil. 
5.2 Saran 
Dengan menggunakan spline polinomial truncated pada data rata-rata jumlah 
anak yang dilahirkan menurut golongan umur wanita untuk Kabupaten Sampang, 
Kabupaten Bangkalan, Kota Pasuruan, Kabupaten Kediri, Kabupaten Bondowoso, dan 
Kota Surabaya, telah diperoleh estimasi model spline polinomial truncated terbaik 
beserta interval konfidensinya. Berdasarkan hal tersebut, disarankan agar pendekatan 
spline polinomial truncated ini juga digunakan untuk mengestimasi data rata-rata jumlah 
anak yang dilahirkan menurut umur wanita untuk kota I kabupaten lainnya, baik di Jawa 
Timur maupun di propinsi-propinsi lainnya. 
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LAMP IRAN 
Lampiran 1. Macro GCV dengan S-Plus 2000 
MACRO GCV 2 KNOT 
trun <- function(d,a,pangkat) 
{ 
d[d<a]<- a 
(d-a)Apangkat 
gcv.2.knots <- function(pred, respon, m, kl, k2) 
{ 
y <- respon 
n <- length(y) 
a <- kl 
b <- k2 - 0.05 
k <- a 
cat ("\nOrde : ",format(m)) 
cat ("\n Titik knots GCV") 
while (a<=kl) 
{ 
while (b<=k2+ 1) 
{ 
w <- matrix(O, ncol = m+2, nrow n) 
for(i in l:m) 
w[,i] <- predA(i-1) 
for (i in m+1) 
w(,i] <- trun(pred, a, m-1) 
for (i in m+2) 
w[,i] <- trun(pred, b, m-1) 
wtw <- t(w) %*% w 
beta <- solve(wtw) %*% t(w) %* % y 
A <- w %* % solve(wtw) %*% t(w) 
f <- w %*% beta 
MSres <- t(y- f) %* % (y - f)/n 
I <- matrix(O, ncol n, nrow = n) 
f o r(i in 1:n) 
I [ i, i] <.- 1 
GCV <- (nA2 * MSres)/(sum(diag(I-A)))A2 
cat ("\n format (a)," ",format (b)," 
b <- b+ 0.01 
} 
b <- b-0.01 
a <- a+O.Ol 
",format (GCV)) 
MACRO GCV 3 KNOT 
trun <- function(d,a,pangkat ) 
{ 
d[d<a]<- a 
(d-a)Apangkat 
gcv.3.knots <- function(pred, respon, m, kl, k 2, k3) 
{ 
y <- respon 
n <- length (y) 
a <- kl-0 
b <- k2-0 
c <- k3 - 0.05 
cat ("\nOrde Polinomial 
cat ("\n Titik knots 
while (a<=kl) 
: ",format (m)) 
GCV") 
{ 
while (b<= k2) 
{ 
while (c<=k3) 
{ 
w <- matrix(O, ncol = m+3, 
f o r(i in l:m) 
w[,i] <- pred"(i-1) 
for (i in m+l) 
w[,i] <- trun(pred, a, 
for (i i n m+2) 
w[,i] <- trun(pred, b, 
for ( i in m+3) 
w[,i] <- trun (pred, c, 
wtw <- t(w) %* % w 
nrow 
m-1) 
m- 1) 
m- 1) 
beta <- solve(wtw) %* % t(w) %* % y 
A <- w %* % solve(wtw) %* % t(w) 
f <- w %* % beta · 
MSres <- t(y- f) %* % (y- f)/n 
I <- matrix(O, ncol n, nrow = n) 
for(i in l:n) 
I[i, i] <- 1 
n) 
GCV <- (n"2 * MSres)/(sum(diag(I-A)))A2 
cat ("\n format (a)," ",format (b)," ",format (c)," 
c <- c+0.002 
c <- c 
b <- b+ 0.01 
} 
b <- b - 0.003 
a <- a+O . Ol 
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",format (GCV)) 
Lampiran 2. Macro Spline Polinomial Truncated dan Macro Regresi Linear 
Serta Interval Konfidensinya Dengan S-Plus 2000 
MACRO SPLINE POLINOMIAL TRUNCATED LINEAR & INTERVAL KONFIDENSI 
gone <- function(gon) 
{ 
gon[gon<Ol <- 0 
gon[gon>=O] <- gon 
spline . tanpa . bo.interval <- function(pred , respon , k1 , k2 , 
judulabsis,judulordi nat) 
{ 
n <- 1ength(respon) 
orde <- 1 
jmlk <- 2 
p <- o rde+jmlk 
y <- respon 
trun <- function(d , knots,pangkat) 
[ ((d-knots)~pangkat)*(d >=knots)) 
m <- matrix(O,ncol=p , nrow=n) 
m[ , 1] <- pred 
m[,2] <- trun(pred,k1 , 1) 
m[, 3 ] <- trun(pred , k2 , 1) 
beta <- solve(t(m) %* %m) %* %t(m )% *%y 
f <- m%* %beta 
fout <- gone(f) 
A <- m%*%solve(t(m) %*%m) %* %t(m) 
ia <- diag(n) - A 
bgcv <- (sum ( diag (i a) ) /n)~2 
agcv <- t(ia%*%y)%*% (ia %* %y) / n 
GCV <- agcv/bgcv 
ybar <- sum(y)/n 
SSreg <- t(beta)%*%t(m) %* %y 
SSres <- t(y- f ) %* %(y- f) 
SSto t <- t(y) %* %y 
dbreg <- p 
dbres <- n-p 
dbtot <- dbreg+dbres 
MSreg <- SSreg/p 
MSres <- SSres/(n- p) 
MStot <- MSreg+MS r es 
Rsquare <- SSr eg/SStot 
i <- seq(min(pr ed) , max(pred) , l ength=n) 
fest <- beta [1] *i+beta[2]*trun(i,k1 , 1)+beta[3]*trun (i , k2 , 1) 
festout <- gone(fest) 
upper <- festou t+1 . 96*sqrt(diag(A) %*%MSres) 
lower <- festo u t-1 . 96*sqrt(diag(A) %* %MSres) 
upperout <- gone(upper) 
lowerout <- gone(lower) 
Fo <- MSreg/MS r es 
Ftabel <- qf(0 . 95 , dbreg,dbres) 
res <- y-f 
xtx <- as . matri x(t(m) %* % m) 
C <- solve(xtx) 
MSResidual <- as.vector(SSres/dbres) 
d <-res %* % solve(sqrt(MSres) ) 
c ovbeta <- C*MSRe s idua1 
SE <- matrix(O , ncol=1 , nrow=p) 
for (o in 1:p ) 
SE[ o] <- sqrt(MSResid ual *covbeta [o , o ] ) 
thi t ung <- matrix(O , ncol=1,nrow=p) 
for (o in 1 : p) 
t hitung [o ] <- beta[o] /SE[ o] 
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ttabel <- qt(0.975,dbres) 
cat("\n m tanpa bo =",format(orde)) 
cat("\n k =",format(jmlk),"\n") 
cat("\n Knots =",format(kl),"",format(k2),"\n") 
cat("\n GCV =",format(GCV),"\n") 
cat("\n ----------------------------------------------------- - -------------" ) 
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cat("\n SK db SS MS Fhitung Ftabel ") 
cat("\n ----------------------- - ------------------------ - -- - ---------------") 
cat("\n Regresi ",format(dbreg)," ",format(SSreg) 
format(MSreg)," ",format(Fo)," ",format(Ftabel)) 
cat("\n Residual ",format(dbres) ," ",format(SSres)," ",format(MSres)) 
cat("\n ----------------------- -------------------- - -----------------------
") 
cat("\n Total ",format (dbtot) ",forrnat(SStot)) 
cat("\n -------------- - --------------------------------- - ------------------") 
cat("\n Rsquare :",format(Rsquare),"\n") 
cat("\n ----------------------- - ----------------------------------------- - -") 
cat("\n Koefisien Regresi Sdev t - hitung ") 
cat("\n ----- - ---------------------- - ------------------------------------ - -") 
for(o in l:p) 
cat("\n beta[",o-1,") :"," ",format(beta[o))," 
format(thitung[o))) 
",format(SE[o))," " I 
cat("\n --------- - -------------- - -------------------------------- ----------") 
cat("\n Nilai t-tabel 95% :",format(ttabel),"\n") 
cat ("\n ") 
win. graph () 
plot(pred,y, 
xlim=c(min(pred),rnax(pred)),ylim=c{min(y),max(y)),xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,fest,type="l",col=3,xlim=c{min(pred),max(pred)),ylim=c(min(y),max(y)),xl 
ab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,upperout,type="l",lty=l,col=2,xlim=c(min(pred),max(pred) ),ylim=c(min(y), 
max(y)),xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,lowerout,type="l",lty=l,col=2,xlim=c(min(pred) ,max(pred)),ylim=c(min(y), 
max(y)),xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par (new=T) 
plot(i,fest,type="n",col=l,xlim=c(min(pred),max(pred)),ylim=c(min(y),max(y)),xl 
ab=format(judulabsis), 
ylab=format(judulordinat)) 
return(res,fout,upperout,lowerout) 
} 
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MACRO SPLINE POLINOMIAL TRUNCATED KUADRATIK & INTERVAL KONFIDENSI 
gone <- function(gon ) 
{ 
gon[gon<O] <- 0 
gon[gon>=OJ <- gon 
spline.tanpa . bo.interval <- function(pred,respon,kl , k2, 
judulabsis,judulordinat) 
{ 
n <- length(respon) 
orde <- 2 
jmlk <- 2 
p <- orde+jmlk 
y <- respon 
trun <- function(d,knots , pangkat) 
{ ((d-knots)~pangkat)*(d >=knots)} 
m <- matrix(O,ncol=p,nrow=n) 
m[,l] <- pred 
m[,2] <-pred~2 
m[,3] <- trun(pred,kl , 2) 
m[,4] <- trun(pred,k2,2) 
beta <- solve(t{m) %* %m) %*%t(m) %*%y 
f <- m%*%beta 
fout <- gone (f) 
A <- m%*%solve(t(m)%* %m) %*%t(m) 
ia <- diag(n) - A 
bgcv <- (sum(diag(ia))/n)~2 
agcv <- t(ia%*%y)%*%{ia %*%y)/n 
GCV <- agcv/bgcv 
ybar <- sum(y)/n 
SSreg <- t(beta)%* %t(m) %*%y 
SSres <- t(y- f)%* %(y-f) 
SStot <- t(y) %*%y 
dbreg <- p 
dbres <- n-p 
dbtot <- dbreg+dbres 
MSreg <- SSreg/p 
MSres <- SSres/(n-p) 
MStot <- MSreg+MSres 
Rsquare <- SSreg/SStot 
i <- seq(min(pred),max(pred),length=n) 
fest <- beta[l]*i+beta[2]*i ~ 2+beta[3]*trun(i,kl,2)+beta[4]*trun(i,k2,2) 
festout <- gone(fest)· 
upper <- festout+l.96*sqrt(diag(A) %*%MSres) 
lower <- festout -1. 96*sqrt(diag(A) %*%MSres) 
uppe r out <- gone(upper) 
lowerout <- gone (lower) 
Fo <- MSreg/MSres 
Ftabel <- qf(0 . 95,dbreg,dbres) 
res <- y-f 
xtx <- as.matrix(t{m) %*% m) 
C <- solve(xtx) 
MSResidual <- as.vector(SSres/dbres) 
d <-res %*% solve(sqrt(MSres)) 
covbeta <- C*MSResidual 
SE <- matrix(O,ncol=l,nrow=p) 
for (o in 1 :p) 
SE [o] <- sqrt (MSResidual* c ovbeta[o,o]) 
t hitung <- matrix(O, nc ol=l,nrow=p ) 
f or (o in l:p ) 
thitung [o ] <- beta[o]/SE[o] 
ttabel <- qt(0.975,dbres) 
cat("\n m tanpa bo =",format(orde)) 
cat ( " \ n k =",format(jmlk),"\n") 
cat ("\n Knots =",format(kl),"",format(k2),"\n" ) 
cat("\n GCV =",format(GCV),"\n") 
cat("\n -------------------------------------------------------------------") 
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cat("\n SK db SS MS Fhitung Ftabel ") 
cat("\n -------------------------------------------------------------------") 
cat("\n Regresi ",format(dbreg) ," ",format(SSreg) 
format(MSreg)," ",format(Fo)," ",format(Ftabel)) 
cat(" \ n Residual ",format(dbres)," ",format(SSres)," ",format(MSres)) 
cat("\n --------------------------------- ----- ----------------------- ---- --" ) 
cat("\n Total ",format (dbtot) ",format(SStot)) 
cat("\n -------------------------------------------------------------------") 
cat("\n Rsquare :",format(Rsquare),"\n") 
cat("\n ------------------------------------------- ------------------------ " ) 
cat("\n Koefisien Regresi Sdev t-hitung ") 
cat("\n -------------------------------------------------------------------") 
for(o in l:p) 
cat("\n beta[",o-1 ," ]:"," ",format(beta[o])," ",format(SE[o]), " 
format(thitung[o])) 
cat("\n -------------------------------------------------------------------") 
cat("\n Nilai t-tabel 95 % :",format(ttabel),"\n") 
cat("\n ") 
win. graph () 
plot(pred , y, 
xlim=c(min(pred),max(pred)),ylim=c(min(y),max(y)),xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,festout,type="l",col=3,xlim=c(min(pred),max(pred)),ylim=c(min(y) ,max(y)) 
,xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,upperout,type="l",lty=l,col=2,xlim=c(min(pred) ,max(pred)),ylim=c(min(y), 
max(y)),xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,lowerout,type="l",l ty=l,col=2,xlim=c(min(pred),max(pred)),ylim=c(min(y), 
max(y)) ,xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,fest,type="n",col=l , xlim=c(min(pred),max(pred)) , ylim=c(min(y) ,max(y)) , xl 
ab=format(judulabsis), 
ylab=format(judulordinat)) 
return(res , fout , upperout,lowerout) 
MACRO REGRESI LINEAR & INTERVAL KONFIDENSI 
gone <- funct i on(gon ) 
{ 
g on[gon<O] <- 0 
gon[gon>=O] <- gon 
reglin.tanpa.bo . interval <- function(pred,respon , 
judulabsis,judulordinat) 
{ 
n <- length (respon) 
orde <- l 
p <- orde 
y <- respon 
m <- matrix(O , ncol=p,nrow=n) 
m[,l] <- pred 
beta <- solve(t(m)%* %m) %*%t(m)%*%y 
f <- m%*%beta 
fout <- gone(f) 
A <- m%*%solve(t(m) %*%m) %*%t(m) 
ia <- diag(n)-A 
bgcv <- (sum(diag(ia))/n) ~ 2 
agcv <- t(ia%*%y) %*%(ia%*%y)/n 
GCV <- agcv/bgcv 
ybar <- sum(y)/n 
SSreg <- (t(beta) %*%t(m) %*%y) 
SSres <- t(y-f) %*%(y-f) 
SStot <- t(y)%*%(y) 
dbreg <- p 
dbres <- n - p 
dbtot <- dbreg+dbres 
MSreg <- SSreg/p 
MSres <- SSres/(n- p) 
MStot <- MSreg+MSr~s 
Rsquare <- SSreg/SStot 
i <- seq(min(pred),max(pred),length=n) 
fest <- beta[l]*i 
festout <- gone(fest) 
upper <- festout+l . 96*sqrt(diag(A) %*%MSres) 
lower<- festout -1 . 96*sqrt(diag(A) %*%MSres) 
uppercut <- gone(upper) 
lowerout <- gone(lower) 
Fo <- MSreg/MSres 
Ftabel <- qf(0.95,dbreg,dbres) 
res <- y-f 
xtx <- as.matrix(t(m) %*% m) 
C <- solve(xtx) 
MSResidual <- as.vector(SSres/dbres) 
d <- res %*% solve(sqrt(MSres)) 
covbeta <- C*MSResidual 
SE <- matrix(O , ncol=l,nrow=p) 
for (o in l:p) 
SE[o] <- sqrt(MSResidual*covbeta [o , o]) 
thitung <- matrix(O, ncol=l,nrow=p) 
for (o in l:p) 
thitung[o] <- beta[o ]/SE[ o ] 
ttabel <- qt(0.975,dbres) 
cat(" \ n ------------------------------------------------- - --------- -------- " ) 
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c at ( " \ n SK db SS MS Fhitung Ftabel ") 
c at ( " \ n ----------------------- - ------------------------ - ----- --- ----------" ) 
c a t( " \ n Regresi ",fo rmat(dbreg), " ",format(SSreg) 
forma t (MSreg)," ",format(Fo) ," ",format(Ftabel)) 
cat("\n Residual ",format(dbres),'' ",format(SSres) ," ",format(MSres)) 
cat("\n -------- - -------------------------------------------- - -------------") 
cat("\n Total ",format (dbtot) , ",format(SStot)) 
cat("\n --- - ----------------------------- - ------------- - -- -- - ---- - ---------") 
cat("\n Rsquare :",format(Rsquare),"\n") 
cat("\n - --- - ------------------------------ - ------------ - ---- - ----------- --") 
cat("\n Koefisien Regresi Sdev t-hitung ") 
cat("\n - - ------ ----------------------- - - - ------------------- --------------") 
for(o in l:p) 
cat("\n beta[",o- 1,"1 :"," ",format(beta[o])," ",format(SE[o])," 
format(thitung[o])) 
cat("\n ---- -------------------------------------------- - ----- - ------------") 
cat("\n Nilai t-tabel 95% :",format(ttabel),"\n") 
cat("\n ") 
win. graph() 
plot(pred,y, 
xlim=c(min(pred),max(pred)),ylim=c(min(y),max(y)),xlab=format(judulabsis), 
ylab=format(judulordinat)) 
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par(new=T) 
plot(i,festout,type="l",col=3,xlim=c(min(pred),max(pred)),ylim=c(min(y),max(y)) 
, xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,upperout,type="l",lty=l,col=2,xlim=c(min(pred),max(pred)),ylim=c(min(y), 
max(y)),xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,lowerout,type="l",lty=l,col=2,xlim=c(min(pred),max(pred) ),ylim=c(min(y), 
max(y)),xlab=format(judulabsis), 
ylab=format(judulordinat)) 
par(new=T) 
plot(i,fest,type="n",col=l,xlim=c(min(pred),max(pred)),ylim=c(min(y) ,max(y)),xl 
ab=format(judulabsis), 
ylab=format(judulordinat)) 
return(res,fout:upperout,lowerout) 
~amoiran 3. Output Perhitungan GCV Untuk Spline Linear dan Kuadratik 
m = 21inear 
Kota I I Jmt I Letak Titik Knot I Nilai I Letak Titik Knot I Nilai I 
Kabupaten Knot 1 2 3 GCV 1 2 3 GCV I 
Sam pang 2 17,52 43,55 - 0,0228501 17,57 43,55 - 0,0227935 
17,53 43,55 0,0228498 17,58 43,55 0,0227949 
17,54 43,55 0,0228502 17,59 43,55 0,0227967 
17,55 43,55 0,0228512 17,60 43,55 0,0227989 
17,56 43,55 0,0228528 17,61 43,55 0,0228014 
3 18 27 44.026 0.02888281 18 27 44.036 0.02888299 
18 27 44.028 0.02888280 18 27 44.038 0.02888309 
18 27 44.03 0.02888282 18 27 44.04 0.02888322 
18 27 44.032 0.02888285 18 27 44.042 0.02888337 
18 27 44.034 0.02888291 18 27 44.044 0.02888354 
Bangkalan 2 18,56 39,5 
- 0,0067346 18,61 39,5 - 0,00672750 
18,57 39,5 0,0067323 18,62 39,5 0,00672746 
18,58 39,5 0,0067304 18,63 39,5 0,00672786 
18,59 39,5 0,0067290 18,64 39,5 0,00672873 
18,60 39,5 0,0067280 18,65 39,5 0,00673004 
3 18 27 36.104 0.02159369 18 27 36.114 0.02159337 
18 27 36.106 0.02159359 18 27 36.116 0.02159336 
18 27 36.108 0.02159351 18 27 36.118 0.02159337 
18 27 36.11 0.02159345 18 27 36.12 0.02159339 
18 27 36.112 0.0215934 18 27 36.122 0.02159343 
Pasuruan 2 19,5 36,70 
- 0,0005450 19,5 36,75 - 0,00054351 
19,5 36,71 0,0005445 19,5 36,76 0,00054347 
19,5 36,72 0,0005441 19,5 36,77 0,00054350 
19,5 36,73 0,0005439 19,5 36,78 0,00054362 
19,5 36,74 0,0005436 19,5 36,79 0,00054383 
3 19,5 27 38.126 0.0008964257 19,5 27 38.136 0.0008964159 
19,5 27 38.128 0.0008964159 19,5 27 38.138 0.0008964256 
19,5 27 38.13 0.0008964101 19,5 27 38.14 0.0008964393 
19,5 27 38.132 0.0008964081 19,5 27 38.142 0.0008964568 
19,5 27 38.134 0.00089641 19,5 27 38.144 0.0008964 783 
Kediri 2 19,5 39,85 
- 0,0024097 19,5 39,90 - 0,00240725 
19,5 39,86 0,0024090 19,5 39,91 0,00240717 
19,5 39,87 0,0024083 19,5 39,92 0,00240723 
19,5 39,88 0,0024078 19,5 39,93 0,00240743 
19,5 39,89 0,0024075 19,5 39,94 0,00240777 
3 19,5 27 43.702 0.007475004 19,5 27 43.712 0.00747498 
19,5 27 43.704 0.007474989 19,5 27 43.714 0.007474989 
19,5 27 43.706 0.00747498 19,5 27 43.716 0.007475004 
19,5 27 43.708 0.007474975 19,5 27 43 .718 0.007475023 
19,5 27 43.71 0.007474975 19,5 27 43.72 0.007475048 
Kota I Jml Letak Titik Knot Nilai Letak Titik Knot Nilai 
Kabupaten Knot I 2 3 GCV 1 2 3 GCV 
Bondowoso 2 17,5 33,40 - 0,0053522 17,5 33,45 - 0,005349622 
17,5 33,41 0,0053513 17,5 33,46 0,005349621 
17,5 33,42 0,0053506 17,5 33,47 0,005349791 
17,5 33,43 0,0053501 17,5 33,48 0,005350131 
17,5 33,44 0,0053498 17,5 33,49 0,005350643 
3 18 26 35.45 0.001623243 18 26 35.46 0.001623256 
18 26 35.452 0.001623241 18 26 35.462 0.001623265 
18 26 35.454 0.001623241 18 26 35.464 0.001623278 
18 26 35.456 0.001623244 18 26 35.466 0.001623292 
18 26 35.458 0.001623248 18 26 35.468 0.001623309 
Surabaya 2 20,65 40,75 - 0,0014774 20,70 40,75 - 0,00147215 
20,66 40,75 0,0014758 20,71 40,75 0,00147189 
20,67 40,75 0,0014745 20,72 40,75 0,00147188 
20,68 40,75 0,0014735 20,73 40,75 0,00147213 
20,69 40,75 0,0014727 20,74 40,75 0,00147263 
3 20 30 39.868 0.001333712 20 30 39.878 0.001333621 
20 30 39.87 0.001333676 20 30 39.88 0.00133363 
20 30 39.872 0.001333648 20 30 39.882 0.001333648 
20 30 39.874 0.00133363 20 30 39.884 0.001333676 
20 30 39.876 0.001333621 20 30 39.886 0.001333713 
Kota I Jml Letak Titik Knot Nilai Letak Titik Knot Nilai 
Kabupaten Knot 1 2 3 GCV 1 2 3 GCV 
Sam pang 2 22 32.08 - 0.001557988 22 32.13 - 0.001558101 
22 32.09 0.001557929 22 32.14 0.001558246 
22 32.1 0.001557911 22 32.15 0.001558432 
22 32.11 0.001557934 22 32.16 0.001558659 
22 32.12 0.001557997 22 32.17 0.001558927 
3 17.5 24 31.182 0.002045763 17.5 24 31.192 0.00204572 
17.5 24 31.184 0.002045751 17.5 24 31.194 0.002045717 
17.5 24 31.186 0.002045741 17.5 24 31.196 0.002045715 
17.5 24 31.188 0.002045732 17.5 24 31.198 0.002045714 
17.5 24 31.19 0.002045725 17.5 24 31.2 0.002045716 
Bangkalan 2 23 28.09 - 0.0005399858 23 28.14 - 0.0005398416 
23 28.1 0.0005399261 23 28.15 0.0005398584 
23 28.11 0.0005398819 23 28.16 0.0005398902 
23 28.12 0.0005398532 23 28.17 0.0005399368 
23 28.13 0.0005398398 23 28.18 0.0005399982 
3 17.5 27 36.75 0.0005442627 17.5 27 36.76 0.0005442628 
17.5 27 36.752 0.0005442626 17.5 27 36.762 0.000544263 
17.5 27 36.754 0.0005442626 17.5 27 36.764 0.0005442631 
17.5 27 36.756 0.0005442626 17.5 27 36.766 0.0005442634 
17.5 27 36.758 0.0005442627 17.5 27 36.768 0.0005442636 
Pasuruan 2 18 27.95 - 0.005813065 18 28 - 0.005870937 
18 27.96 0.005824614 18 28.01 0.00588255 
18 27.97 0.005836176 18 28.02 0.005894174 
18 27.98 0.00584775 18 28.03 0.005905811 
u 27.99 0.005859338 18 28.04 0.005917459 
3 18 24 32.252 0.007198968 18 24 32.262 0.007198971 
18 24 32.254 0.007198969 18 24 32.264 0.007198972 
18 24 32.256 0.00719897 18 24 32.266 0.007198972 
18 24 32.258 0.007198971 18 24 32.268 0.007198972 
18 24 32.26 0.007198971 18 24 32.27 0.007198972 
Kediri 2 22 29.37 
- 0.0001821562 22 29.42 - 0.0001819932 
22 29.38 0.0001820992 22 29.43 0.0001819972 
22 29.39 0.0001820544 22 29.44 0.0001820132 
22 29.4 0.0001820218 22 29.45 0.0001820414 
22 29.41 0.0001820015 22 29.46 0.0001820818 
3 17.5 27 36.98 0.0004197921 17.5 27 36.99 0.000419762 
17.5 27 36.982 0.0004197861 I 7.5 27 36.992 0.0004197559 
17.5 27 36.984 0.0004197801 17.5 27 36.994 0.0004197499 
I 7.5 27 36.986 0.0004197741 17.5 27 36.996 0.0004197438 
17.5 27 36.988 0.000419768 17.5 27 36.998 0.0004197377 
Kota I Jml Letak Titik Knot Nilai 
Kabupaten Knot 1 2 3 GCV 
Bondowoso 2 19.7 35.97 - 0.0004141706 
19.7 35.98 0.0004141667 
19.7 35.99 0.000414167 
19.7 36 0.0004141716 
19.7 36.01 0.0004141805 
3 19 26 37.606 0.0004555604 
19 26 37.608 0.000455560 I 
19 26 37.61 0.0004555599 
19 26 37.612 0.0004555599 
19 26 37.614 0.0004555601 
19 
Surabaya 2 20 29.26 
- 0.001430253 
20 29.27 0.001429962 
20 29.28 0.001429712 
20 29.29 0.001429503 
20 29.3 0.001429334 
3 17.5 23 30.214 0.002422882 
17.5 23 30.216 0.002422875 
17.5 23 30.218 0.00242287 
17.5 23 30.22 0.002422865 
17.5 23 30.222 0.002422861 
-
:...._...;.-·· --
-,· 
I 'I 
Letak Titik Knot Nilai 
1 2 3 GCV 
19.7 36.02 - 0.0004141937 
19.7 36.03 0.0004142113 
19.7 36.04 0.0004142332 
19.7 36.05 0.0004142594 
19.7 36.06 0.00041429 
19 26 37.616 0.0004555603 
19 26 37.618 0.0004555608 
19 26 37.62 0.0004555614 
19 26 37.622 0.0004555621 
19 26 37.624 0.000455563 
19 
20 29.31 - 0.001429206 
20 29.32 0.001429118 
20 29.33 0.001429072 
20 29.34 0.001429065 
20 29.35 0.001429099 
17.5 23 30.224 0.002422859 
17.5 23 30.226 0.002422858 
17.5 23 30.228 0.002422857 
17.5 23 30.23 0.002422858 
17.5 23 30.232 0.00242286 
Lampiran 4. Output Estimasi Model Spline Polinomial Truncated Linear 
> attach(sensus2000) 
> spline.tanpa.bo.interval(t, sampang, 17.53, 43.55, "umur wanita", 
"fertility rate sampang") 
m tanpa bo = 1 
k = 2 
Knots 17.53 43.55 
GCV 0.01733304 
------------ ------------------------------------------------ -------
SK db ss MS Fhitung Ftabel 
-------------------------------------- -----------------------------
Regresi 
Residual 
3 
6 
71.67517 
0.06933215 
23.89172 2067.588 4.757063 
0. 01155536 
--------------- ----------------------------------------------------
Total 9 71.7445 
----------------------------------------------------------- --------
Rsquare : 0.9990336 
---------------------------------------- ---------------------------
Koefisien Regresi Sdev t-hitung 
------ -------------------------------------------------------------
beta [ 0 ] : 
beta [ 1 ] : 
beta [ 2 l: 
0.005454095 
0.1515448 
-0.1511821 
0.0004204348 
0 .0008609893 
0.001930001 
12.97251 
176.0124 
-78.33266 
--------------------------------------------------------- ------ ----
Nilai t-tabel 95% : 2.446912 
$res: 
[, 1] 
[1,] -0.0681761918 
[2,] 0.0245533315 
[3, l -0.0658947665 
[4,] -0.00088920,83 
[5,] 0.1341163499 
[6,] 0.1191219081 
[7, l -0.1658725337 
[8,] 0.0063023755 
[9, l - 0.0027814953 
$fout: 
[, 1] 
[1,] 0.06817619 
[2,] 0.09544667 
[3, l 0. 87589477 
[4,] 1.66088921 
[5,] 2.44588365 
[6,] 3.23087809 
[7 ,] 4.01587253 
[8,] 4.20369762 
[9,] 4.23278150 
$upperout: 
[, 1] 
[1,] 0.1639999 
[2, l 0.2295999 
[3, l 0. 9785484 
[4, l 1. 7440026 
[5, l 2.5308910 
[6,] 3.3380836 
[7,] 4.1562583 
[8,] 4.3133911 
[9, l 4.4279436 
$lowerout: 
[, 1] 
[1,] 0.0000000 
[2, l 0.0000000 
[3, l 0. 7732411 
[4,] 1.5777759 
[5,] 2.3608763 
[6,] 3.1236726 
[7,] 3.8754868 
[8, l 4. 0940041 
[9,] 4.0376194 
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> attach(sensus2000) 
> spline.tanpa.bo.interval(t, bangkalan, 18.62, 39.5, "umur wanita", 
"fertility rate bangkalan") 
m tanpa bo = 1 
k = 2 
Knots 18.62 39.5 
GCV 0.005880675 
SK db ss 
Regresi 
Residual 
3 
6 
52.55548 
0.0235227 
Total 9 52.579 
Rsquare : 0.9995526 
Koefisien Regresi 
beta [ 0 ] : 
beta [ 1 l: 
beta [ 2 l: 
0.004901774 
0.1473617 
-0.1262418 
Nilai t-tabel 95% : 2.446912 
$res: 
[ 1, l 
[2, l 
[3, l 
[ 4' l 
[5, l 
[ 6, l 
[ 7' l 
[8, l 
[9, l 
[' 1] 
-0.06127218 
0.01421895 
-0 .02205317 
0.03662965 
0.09531247 
-0 .07600471 
-0.02859657 
0.04129513 
-0.01881318 
$fout: 
[' 1] 
[1,] 0.06127218 
[2,] 0.08578105 
[3,] 0.68205317 
[4,] 1.44337035 
[5, l 2. 20468753 
[6,] 2.96600471 
[7,] 3.34859657 
[8,] 3.47870487 
[9,] 3.60881318 
MS Fhitung Ftabel 
17.51849 
0.00392045 
4468.49 4.757063 
Sdev t-hitung 
0.0001415887 
0.0003363808 
0.0005367956 
34.61981 
438.0799 
-235.1766 
$uppercut: 
[' 1] 
[1,] 0.1166743 
[2,] 0.1633441 
[3, l 0. 7460521 
[4,] 1.4940534 
[5,] 2.2617994 
[6,] 3.0445849 
[7,] 3.4155968 
[8,] 3.5444536 
[9, l 3. 7145667 
$1owerout: 
[' 1] 
[1,] 0.005870019 
[2,] 0.008218027 
[3, l 0. 618054249 
[4,] 1.392687283 
[5, l 2.147575645 
[6,] 2.887424533 
[7,] 3.281596349 
[8,] 3.412956156 
[9,] 3.503059616 
73 
> attachisensus2000) 
> spline.tanpa.bo . interval (t , pasuruanrn, 19.5, 36.76, "urnur wanita", 
"fertility rate pasuruan") 
m tanpa bo 1 
k 2 
Knots 19.5 36.76 
;cv o .ooo7061137 
--------------------------------------------------------- ----------
SK db ss MS Fhitung Ftabel 
-------- ------------------------------------------------- -- --------
Regresi 
Residual 
3 
6 
51.01108 17.00369 36121.01 4.757063 
0.002824455 0.0004707425 
----------------- ------------------------------------------------ --
Total 9 51.0139 
------------------------------------------------------ ------------ -
Rsquare : 0.999944633 
------------------------------------------------------------ -------
Koefisien Regresi Sdev t-hitung 
----------- --------- ------------ --------------------- ------------ --
beta [ 0 J: 
beta [ 1 J: 
beta [ 2 J: 
0.002707725 
0.1437363 
-0.0552768 6 
0.00001671285 
0.00004503787 
0.00006074771 
162.0146 
3191.454 
- 909.9415 
---------- ----------------------------------------- ------ ----------
Nilai t-tabel 95 % : 2.446912 
$res: 
[1, l 
[2, l 
[3, l 
[ 4, l 
[5, l 
[6, l 
[7' l 
[ 8 ' l 
[9, l 
[' 1] 
-0.033846568 
0.012614805 
0 . 007867325 
0.005647276 
0 . 003427227 
-0.017887945 
0.026276304 
-0.019559448 
0.004604801 
$fout: 
[' 1] 
[1, l 0.03384657 
[2,] 0.04738520 
[3, l 0. 49213268 
[4, l 1.22435272 
[5,] 1.95657277 
[6,] 2 . 64788795 
[7,) 3 .1037237 0 
[8,] 3.55955945 
[9,) 4.01539520 
$upperout: 
[1, l 
[2, l 
[3, l 
[ 4' l 
[5,] 
[6, l 
[7' l 
[8, l 
[9, l 
[, 1] 
0.05271887 
0.07380642 
0.51559760 
1. 242550 17 
1. 97884459 
2 . 67670127 
3.12390396 
3.58272869 
4.05030824 
$lowerout: 
[' 1) 
[1,) 0.01497427 
[2,) 0.02096397 
[3, l 0. 46866775 
[4,) 1.20615528 
[5,) 1.93430096 
[6,] 2 .61907463 
[7, l 3.08354343 
[8,) 3.53639020 
[9,] 3.98048216 
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> attach(sensus2000) 
> spline.tanpa.bo.interval(t, kediri, 19.5, 39.91, "umur wanita", 
"fertility rate kediri") 
m tanpa bo = 1 
k 2 
Knots 19.5 39.91 
GCV 0.00251605 
------------------------------------------------------- --------- ---
SK db ss MS Fhitung Ftabel 
--------------------- ------------------ - - ------------ --- -----------
Regresi 
Residual 
3 
6 
49.67134 
0.0100642 
16.55711 
0.001677367 
9870.894 4.757063 
------------------------------------------------------ -------------
Total 9 49.6814 
------- - -------------- ---------------------------------------------
Rsquare : 0.9997974 
-------------------------------------------------------------------
Koefisien Regresi Sdev t-hitung 
---------- ---------- ----- - - - ------------------------ ---------------
beta [ 0 l: 
beta [ 1 ] : 
beta [ 2 ] : 
0.003631647 
0.1387271 
-0. 07133022 
0.00005774678 
0.0001439515 
0.0002391949 
62.88917 
963.7077 
-298 .2097 
-------------------------------------------------------- -------- ---
Nilai t-tabe l 95% : 2.446912 
$res: 
[1, l 
[2, l 
[3, l 
[ 4, l 
[5, l 
[6, l 
[7, l 
[8, l 
[9, l 
[, 1] 
-0.0453955896 
-0.0135538254 
0 . 0321065513 
0.0003126697 
0.0485187881 
-0.0332750936 
-0.0303237086 
0.0445335036 
-0.0206092842 
$fout: 
[, 1] 
[1,] 0.04539559 
[2, l 0. 06355383 
[3, l 0. 49789345 
[4,] 1.20968733 
[5, l 1. 92148121 
[6, l 2.63327509 
[7,] 3.16032371 
[8, J 3.51546650 
[9, l 3. 87060928 
$upperout: 
[1, l 
[2, l 
[3, l 
[ 4, l 
[5, l 
[6, l 
[7, l 
[8, l 
[9, l 
[, 1] 
0.07994016 
0.11191623 
0.54192172 
1.24341328 
1. 95817905 
2 .68393440 
3.20609100 
3.55839595 
3.94041230 
$lowerout: 
[, 1 J 
[1,] 0.01085101 
[2,] 0.01519142 
[3,] 0.45386518 
[4,] 1.17596138 
[5, l 1.88478337 
[6,] 2.58261579 
[7,] 3.114556 42 
[8, l 3.47253704 
[9, l 3. 80080627 
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> attach(sensus2000) 
> spline.tanpa.bo.interval(t, bondowoso, 18, 26, 35.454, "umur wanita", 
"fertility rate bondowoso") 
m tanpa bo 1 
k 3 
Knots 18 26 35.454 
GCV 0.008140654 
-------------------------------------------------------------------
SK db ss MS Fhitung Ftabel 
-------------------------------------------------------------------
Regresi 
Residual 
4 
5 
29.01399 
0.02261293 
7.253497 
0.004522586 
1603.838 5.192168 
--------------------------------------------------------------- ----
Total 9 29.0366 
----------- -------------------------------------------- ------------
Rsquare : 0.9992212 
-------------------------------------------------------------------
Koefisien Regresi Sdev t-hitung 
---------------- - - -------------------------------------------------
beta [ 0 J: 
beta [ 1 J: 
beta [ 2 ) : 
beta [ 3 J: 
0.009240137 
0.1351802 
-0.06794087 
-0.04070129 
0.0002011161 
0. 000940 7726 
0.001369987 
0.0009705104 
45.9443 
143.6907 
-49.59234 
-41.93802 
------- ------------- ------------------------------ ----- ---- ---- ----
Nilai t-tabel 95% : 2.570582 
$res: $upperout: 
[, 1) [, 1) 
[ 1, l - 0.115501708 [1, l 0.1887706 
[2, l 0.058297609 [2, l 0.2642788 
[3, l 0.053785803 [3, l 0.8956415 
[ 4, l -0.036404818 [ 4, l 1. 5436139 
[5, l 0. 001197613 [5, l 1.8950927 
[ 6, l -0.017925124 [ 6, l 2.2120899 
[7, l 0.033183741 [7, l 2. 3621306 
[8, l 0.004292605 [8, l 2.5477851 
[9, l -0.014598531 [9, l 2.7625557 
$f: $lowerout: 
[, 1) [, 1) 
[ 1, l 0.1155017 [1, l 0.04223284 
[2, l 0.1617024 [2, l 0.05912598 
[3, l 0.8162142 [3, l 0.73678691 
[ 4 , l 1 .4 364048 [ 4, l 1.32919569 
[5, l 1.8188024 [5, l 1. 74251211 
[ 6, l 2 .1179251 [6, l 2.02376030 
[ 7, l 2 .2968163 [7, l 2.23150195 
[ 8, l 2 .4757074 [ 8, l 2.40362965 
[9, l 2.6545985 [9, l 2.54664140 
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> attach(sensus2000) 
> spline.tanpa.bo.interval(t, surabaya, 20, 30, 39.876, "urnur wanita", 
"fertility rate surabaya") 
m tanpa bo l 
k 3 
Knots 20 30 39.876 
GCV 0.0009223182 
-------------------------------------------------------------------
SK db ss MS Fhitung Ftabel 
-------------------------------------------------------------------
Regresi 
Residual 
4 
5 
34.20334 8.550835 16687.84 5.192168 
0.002561995 0.000512399 
-------------------------------------------------------------------
Total 9 34.2059 
-------------------------------------------------------------------
Rsquare : 0.9999251 
-------------------------------------------------------------------
Koefisien Regresi Sdev t-hitung 
------------------------------------------------------------------ -
beta [ 0 l: 
beta [ 1 ] : 
beta [ 2 ] : 
beta [ 3 l: 
0. 001313363 
0.1149163 
0.02010139 
-0.08323333 
0.00001990074 
0.0000872941 
0.0001385586 
0.0001254185 
65.99568 
1316 .4 27 
145.075 
-663.6449 
-------------------------------------------------------------------
Nilai t-tabel 95% : 2.570582 
$res: $upperout: 
[, 1] [, 1] 
[1, l -0.016417035 [1, l 0.03795631 
[2, l 0. 017016151 [2, l 0.05313884 
[3, l 0. 00315859'1 [3, l 0.34208860 
[ 4, l -0.027989713 [ 4, l 0.92922180 
[5, l 0.030608505 [5, l 1.56013990 
[6, l -0.011046755 [6, l 2. 24051193 
[7, l -0.004297759 [7, l 2.70508308 
[8, l 0.010213629 [8, l 2. 96411836 
[9, l -0.005274983 [9, l 3.24444330 
$f: $lowerout: 
[, 1] [, l] 
[1, l 0.01641704 [1, l 0.0000000 
[2, l 0.02298385 [2, l 0.0000000 
[3, l 0.31684141 [3, 1 0.2915942 
[4, 1 0.89798971 [4, 1 0.8667576 
[5, l 1. 52939150 [5, 1 1. 4986431 
[6, l 2.21104676 [6, l 2.1815816 
[7, l 2.67429776 [7, 1 2.6435124 
[ 8, l 2.93978637 [ 8 , l 2.9154544 
[9,1 3.20527498 [9, l 3.1661067 
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Lampiran 5. Output Estimasi Model Spline Polinomial Truncated Kuadratik 
> attach(sensus2000 ) 
> spline.tanpa.bo.interval(t, sampang, 22, 32.1, "umur wanita", 
"fertility rate sampang") 
m tanpa bo 2 
k = 2 
Knots 22 32.1 
GCV 0.01367917 
SK db ss 
Regresi 
Residual 
4 
5 
71.7065 
0.03799769 
Total 9 71.7445 
Rsquare : 0.999470374 
Koefisien Regresi 
beta [ 0 J: 
beta [ 1 ) : 
beta [ 2 J: 
beta [ 3 J: 
-0.06932525 
0.004756117 
-0.002141947 
-0.007809365 
Nilai t-tabe1 95% : 2.570582 
$res: 
[, 1) 
[1,) 0.123422408 
[2, l -0.12336885,7 
[3,) -0.037430479 
[4,) 0.034424970 
[5,) 0.046821412 
[6,) 0.003731428 
[7,) -0.049598823 
[8,) 0.016830658 
[9, l 0.003019872 
$fout: 
[, 1] 
[1, l 0.0000000 
[2,) 0.2433689 
[3, l 0. 8474305 
[4,) 1.6255750 
[5, l 2. 5331786 
[6, l 3.3462686 
[7, l 3.8995988 
[8, l 4.1931693 
[9 , l 4.2269801 
MS Fhitung Ftabel 
17.92663 
0.007599537 
2358.91 5.192168 
Sdev t-hitung 
0.001003529 
0. 00004531311 
0.0001334014 
0.0001405918 
-69.08146 
104.9612 
-16.0564 
$upperout: 
[, 1) 
[1,) 0.1292704 
[2, l 0. 3496984 
[3, l 0. 9446098 
[4,] 1.7459526 
[5, l 2. 6261211 
[6,] 3.4499224 
[7,) 4.0075718 
[8, l 4.2890744 
[9, l 4.3837850 
$lowerout: 
[, 1] 
[1,) 0.0000000 
[2, l 0.1370393 
[3,) 0.7502511 
[4,] 1.5051975 
[5,) 2.4402361 
[6, l 3.2426147 
[7,] 3.7916259 
[8,] 4.0972643 
[9, l 4.0701752 
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-55.54637 
> attach(sensus2000) 
> spline.tanpa .bo.interval(t, bangkalan, 23, 28.13, "umur wanita", 
"fertility rate bangkalan") 
m tanpa bo 2 
k 2 
Knots 23 28.13 
GCV 0.009710061 
--------- ------- ---------------------------------------- -----------
SK db ss MS Fhitung Ftabel 
------ ------------------ ------------------------------ ------- ------
Regresi 
Residual 
4 
5 
52 . 55203 
0 . 02697239 
13 .13801 
0.005394478 
2435.455 5.192168 
------ ------------------------------------------------------- ------
Total 9 52.579 
------ ---------- --------------------------------------- ------ ------
Rsquare : 0.999487012 
------ ---------------------- ---------------------------------- -----
Koefisien Regresi Sdev t-hitung 
------ ------------------- -------------------- ----- ----- ------ - -----
beta [ 0 l: 
beta [ 1 ] : 
beta [ 2 ] : 
beta [ 3 l: 
- 0.05709781 
0.003918885 
0.00192196 
- 0.009949436 
0.0007430128 
0.00003429012 
0.0001739075 
0. 0001697273 
-76.84634 
114.2861 
11.05162 
-58 . 62013 
----- - --------------------------------------- ----- ----- - ----- - -----
Ni1ai t-tabel 95% : 2.570582 
$res: 
[1, l 
[2, l 
[3, l 
[ 4, l 
[5, l 
[6, l 
[7, l 
[8, l 
[9, l 
[, 1] 
0.101396851 
-0.100946863 
-0.0392348:36 
0.047613236 
0.032902917 
-0.010326792 
- 0.008126958 
- 0.030497583 
0.022561335 
$fout: 
[, 1] 
[1,] 0.0000000 
[2,] 0.2009469 
[3,] 0.6992348 
[4,] 1.4323868 
[5,] 2.2670971 
[6,] 2.9003268 
[7,] 3.3281270 
[8,] 3.5504976 
[9, l 3.5674387 
$upperout: 
[, 1] 
[1,] 0.1109238 
[2,] 0.2906124 
[3,] 0.7881774 
[ 4, l 1. 5371457 
[5,] 2.3432435 
[6,] 2.9875881 
[7,] 3.4133746 
[8,] 3.6292756 
[9,] 3.6969707 
$lowerout: 
[, 1] 
[1, l 0.0000000 
[2,] 0.1112813 
[3, l 0. 6102923 
[4,] 1.3276278 
[5, l 2.1909506 
[6,] 2.8130654 
(7, l 3.2428794 
(8, l 3.4717195 
[9,] 3.4379066 
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> attach(sensus2000) 
> spline.tanpa.bo.inte r val(t, pasuruanm, 18, 27.95, "umur wanita", 
"fertility rate pasuruan") 
m tanpa bo 2 
k 2 
Knots 18 27.95 
;cv o.oo8730676 
----- -------------------- ------------------ ------------------------
SK db ss MS Fhitung Ftabel 
-------------------------------------------------------------------
Regresi 
Residual 
4 
5 
50.98965 
0.02425188 
12.74741 
0.004850376 
2628.129 5.192168 
-------------------------------------------------------------------
Total 9 51.0139 
----------------------------------------------------------- --------
Rsquare : 0.9995246 
-------------------------------------------------------------------
Koefisien Regresi Sdev t-hitung 
---- --------- --- ---------------------------------------------
beta [ 0 J: 
beta [ 1 J: 
beta [ 2 J: 
beta [ 3 J: 
-0 .03647045 
0.002546662 
0.002792912 
-0.007402306 
0.0009135925 
0.00004788098 
0. 000110254 
0.00008634482 
-39.91982 
53.18734 
25.33162 
-85. 72958 
----------------------------------------------------------- --------
Ni1ai t-tabel 95% : 2.570582 
$res: 
[ 1, l 
[2, l 
[3, l 
[ 4, l 
[5, l 
[ 6, l 
[7, l 
[ 8, l 
[9, l 
[, 1) 
0.05796477 
- 0.08168222 
-0.02521877 
0.05496421 
0 . 02141472 
0.02950286 
- 0.02927242 
-0.07491111 
0.05258678 
$fout: 
[, 1) 
[1,) 0.0000000 
[2, l 0.1416822 
[3,) 0.5252188 
[4,) 1.1750358 
[5,) 1.9385853 
[6,) 2.6004971 
[7, l 3.1592724 
[8,) 3 . 6149111 
[9, l 3. 9674132 
$upperout: 
[, 1) 
[1,] 0.1188302 
[2,] 0.2218328 
[3,) 0.6209648 
[4, l 1.2577487 
[5, l 2.0102195 
[6,] 2.6819886 
[7, l 3.2367530 
[8, l 3. 6886150 
[9,) 4.0889514 
$lowerout: 
[, 1) 
[1, l 0.0000000 
[2,) 0.0615316 
[3,) 0.4294727 
[4,) 1.0923229 
[5, l 1.8669511 
[6,) 2.5190057 
[7,) 3.0817919 
[8,) 3.5412072 
[9,) 3.8458750 
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> attach(sensus2000) 
> spline.tanpa.bo.interval(t 1 kediri 1 22 1 29.42 1 "urnur wanita"1 
"fertility rate kediri") 
m tanpa bo 2 
k 2 
Knots 22 29.42 
3CV 0.008300346 
SK db ss 
Regresi 
Residual 
4 
5 
49.65834 
0.02305652 
Total 9 49.6814 
Rsquare : 0.999535912 
Koefisien Regresi 
beta [ 0 J: 
beta [ 1 ] : 
beta [ 2 J: 
beta [ 3 J: 
- 0 . 04795304 
0.003231641 
0.001400835 
-0.007229602 
Nilai t-tabel 95% : 2.570582 
$res: 
[ 11 l 
[21 l 
[31 l 
[ 41 l 
[51 l 
[61 l 
[7 1] 
[8 1] 
[91 l 
[ 1 1] 
0 . 094469140 
- 0.100511798 
-0. 02742499'9 
0.042404897 
0.029193872 
-0.010812069 
-0.020961721 
- 0.001255086 
0.008307838 
$fout: 
[ 1 1] 
[11] 0.0000000 
[21] 0.1505118 
[31 l 0.5574250 
[41] 1.1675951 
[5, l 1. 9408061 
[6,] 2.6108121 
[7,] 3.1509617 
[8,] 3.5612551 
[9,] 3 . 8416922 
MS Fhitung Ftabel 
12.41459 2692 . 207 5.192168 
0. 004611304 
Sdev t - hitung 
0.0006450608 
0.00002990749 
0.0001072576 
-74.3388 
108.0546 
13 . 06048 
-69 . 47471 0 . 0001040609 
$uppercut: 
[ 1 1] 
[11] 0.1033994 
[21] 0.2332206 
[31 l 0. 6396750 
[41 l 1.2623849 
[51] 2.0109659 
[61] 2.6915376 
[71] 3.2306397 
[81 l 3. 6343302 
[91] 3.9618970 
$1owerout: 
[ 1 1] 
[11 l 0.00000000 
[21] 0.06780298 
[31] 0.47517499 
[41] 1.07280527 
[51 l 1. 87064639 
[61] 2.53008652 
[71] 3.07128370 
[81 l 3. 48817995 
[9,] 3. 72148734 
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> attach(sensus2000) 
> spline.tanpa.bo.interval(t, bondowoso, 19.7, 35.98, "wnur wanita", 
"fertility rate bondowoso") 
m tanpa bo 2 
k 2 
Knots 19.7 35 . 98 
GCV 0.005834585 
SK db ss 
Regresi 
Residual 
4 
5 
29.02039 
0.01620718 
Total 9 29.0366 
Rsquare : 0.999441836 
Koefisien Regresi 
beta [ 0 J: 
beta [ 1 ] : 
beta [ 2 J: 
beta [ 3 J: 
-0.06624492 
0.004793407 
-0.006828638 
0 . 0008766655 
Nilai t - tabel 95% : 2.570582 
$res: 
[ 1, J 
[2, l 
[3, l 
[ 4, l 
[5, l 
[6, l 
[7, J 
[8, l 
[9, l 
[, 1] 
0.0790915669 
-0.0886949535 
-0 . 01261531'96 
0 . 0121752482 
0. 0287273591 
0.0050155651 
-0 . 0001511915 
-0.0273896809 
0.0133000969 
$fout: 
[, 1] 
[1,] 0.0000000 
[2,] 0 . 3086950 
[3,] 0.8826153 
[4,] 1.3878248 
[5, l 1. 7912726 
[6,] 2.0949844 
[7,] 2.3301512 
[8, l 2.5073897 
[9,] 2.6266999 
MS 
7.255098 
0.003241436 
Sdev 
Fhitung Ftabel 
2238 . 236 5.192168 
t - hitung 
0.0004551875 
0. 00002112647 
0 . 00004210182 
0.00005024602 
-145.5332 
226.8911 
- 162.1934 
17.44746 
$uppercut: 
[, 1] 
[1,] 0.08643994 
[2, l 0.37649252 
[3,] 0.94359389 
[4,] 1.45883770 
[5, l 1. 85431190 
[ 6, l 2.15912715 
[7,] 2.40532991 
[8, l 2. 57268688 
[9 , ] 2.73146539 
$lowerout: 
[, 1] 
[1,] 0.0000000 
[2, J 0.2408974 
[3, l 0. 8216367 
[4, J 1.3168118 
[5, l 1. 7282334 
[6,] 2.0308417 
[7,] 2.2549725 
[8, l 2. 4420925 
[9,] 2.5219344 
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> attach(sensus2000} 
> spline.tanpa.bo.interval(t, surabaya, 20, 29.34, "umur wanita", 
"fertility rate surabaya"} 
m tanpa bo 2 
k 2 
Knots 20 29.34 
GCV 0.002630139 
--------------------------- ------------------------------ ----------
SK db ss MS Fhitung Ftabel 
------------ --------------------------------------- ------ ------ ----
Regresi 
Residual 
4 
5 
34.19859 
0.007305941 
8.549649 
0.001461188 
5851.162 5 . 192168 
------------------------------------------------------ - ----------- -
Total 9 34.2059 
------------------------------------------------------ --- ---- ------
Rsquare : 0.9997864 
---------------------------------- - ------------------- -------------
Koefisien Regresi Sdev t-hitung 
------------ ------------------- -------------------------- -- ----- ---
beta [ 0 ] : 
beta [ 1 ] : 
beta ( 2 ] : 
beta[ 3 l: 
-0.02386355 
0 . 001654025 
0.004399398 
-0.0 08898556 
0.0002294252 
0.00001118779 
0.00003028129 
0.00002717076 
-104 . 0145 
147.8419 
145 . 2844 
-327.5049 
----------- -------- - --------- ---- ---- ---------------------- --------
Ni1ai t-tabel 95% : 2 . 570582 
$res: 
[1, l 
(2, l 
[3, l 
[ 4, l 
(5, l 
( 6, l 
[7, l 
(8, l 
(9, l 
(, 1] 
0.039853033 
-0 . 048932898 
-0.007916293 
0.027925410 
-0.010046607 
0 . 014111086 
0.010525440 
- 0.040803546 
0.020124130 
$fout: 
[, 1] 
[1,] 0.0000000 
(2,] 0.0889329 
[3, l 0.3279163 
[4, l 0.8420746 
[5, l 1.5700466 
[6, l 2.1858889 
[7,] 2.6594746 
[8,] 2.9908035 
[9, l 3 . 1798759 
$uppercut: 
(1, l 
[2 , l 
(3, l 
(4, l 
(5, l 
[6, l 
[7, l 
[8, l 
(9, l 
[, 1] 
0.06098301 
0.13443865 
0.37717946 
0.89200917 
1.60920783 
2. 23114520 
2.70359959 
3.03168259 
3.24728011 
$lowerout: 
[, 1] 
[1, l 0.00000000 
[2, l 0. 04342715 
[3, 1 0.27865313 
[4,] 0.79214001 
[5, l 1.53088539 
[6,] 2.14063263 
[7,] 2.61534953 
[8, l 2. 94992450 
[9,] 3.11247163 
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Lampiran 6. Output Uji Asumsi Residual Model Spline Polinomial Truncated 
Linear dan Kuadratik 
a. Uji Asumsi Residual Model Spline Polinomial Truncated Linear 
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Lampi ran 7. Output Estimasi Model Regresi Linear 
> attach(sensus2000 ) 
> reglin.tanpa.bo . interval(t, sampang, "umur wanita" , "fertility rate sampang") 
----------------- ----------------------------------------- ------ ---
SK db ss MS Fhitung Ftabel 
---- -------------------------------------------------- - --------- ---
Regresi 
Residual 
1 
8 
67 . 37411 
4.370393 
67.37411 
0 . 5462991 
123 . 3282 5.317655 
---- ------ ---- ------------------------ ----------------- - ---- -- --- --
Total 9 71.7445 
--------- - -------- --------- - ------------- --------------------------
Rsquare : 0.9390839 
----------------------- ------------------------- - - - --- ------ ------ -
Koefisien Regresi Sdev t-hitung 
-------------------- -----------------------------------------------
beta [ 0 ) : 0 . 07823964 0 . 005207279 15.02505 
--------- - ---------------- - ------------------ ------- - ----- ---------
Nilai t-tabel 95% : 2.306004 
$res: $uppercut: 
[ , 1) [' 1) 
[1, l -0 . 97799546 [ 1, l 1.150604 
[2, l -1. 24919364 [2 , l l. 610845 
[3, l -0 . 95039182 [3, l 2.071087 
[ 4' l -0.49159001 [ 4' l 2 . 531328 
[5, l 0. 03721181 [5, l 2.991570 
[6, l 0.41601363 [6, l 3 . 451811 
[7' l 0 . 52481545 [7' l 3 . 912053 
[ 8' l 0. 49361726 [8 , l 4.372294 
[9 , l 0 . 12241908 [9 , l 4.832536 
$fout: $lowerout : 
[ ' 1) [' 1) 
[ 1, l 0.9779955 [1, l 0.8053872 
[2, l 1 . 3691936 [2, l 1 . 1275420 
[3, l l. 7603918 [3, l 1.4496969 
[ 4 ' l 2.1515900 [ 4 ' l 1.7718518 
[5, l 2 . 5427882 [5, l 2 . 0940066 
[6, l 2 . 9339864 [6, l 2.4161615 
[7' l 3 . 3251846 [7' l 2 . 7383164 
[8 , l 3.7163827 [8 , l 3.0604712 
[9, l 4.1075809 [9 , l 3.3826261 
96 
> attach(sensus2000) 
> reglin . tanpa.bo . interval(t , bangkalan, " umur wan i ta ", 
" fertility rate bangkalan " ) 
- -------- --- ---- - --- - - ----- - - - - - --------- ----- - --- ---- - - - - - --- -- -- -
SK db ss MS Fhitung Ftabel 
- - - - - - - -------- ------ - ----- - - - - - ------ ---- --- ---- --- ------ - ---- - - --
Regresi 
Residual 
1 
8 
49 . 37775 
3 . 201252 
49 . 37775 
0 . 4001565 
123 . 3961 5 . 317655 
------ ---- - - ----- -- - - ------ -- --- ------- - -- ------ - - ---- - -- ------ - ---
Total 9 52 . 579 
- --- --- --- - - ---------- - - - - --- --- ----- - - --- - ------ - --- - ------- -- --- -
Rsquare : 0 . 9391154 
----------- - -- - ----- - -- ---- -- - - - - ------ - - --- -- ---- - - - --- ------ ---- -
Koefisien Regresi Sdev t -h i tung 
- ------ ---- - ----- ---- - ----- --- ----- ------- - -- ----- ----- --------- - --
beta[ 0 ] : 0 . 06698012 0 . 00381 4259 17. 560 4 6 
- - ---- - -- --- -- --- ----- -- - -- - -- -- -- -------- --------- ------ ----------
Nilai t - tabel 95% : 2 . 306004 
$res : 
[ 1, l 
[2 , l 
[3 , l 
[ 4 , l 
[5 , l 
[6 , l 
[7 , l 
[8 , l 
[9, l 
[, 1] 
-0.83725156 
- 1 . 072152 1 9 
- 0 . 8470528 1 
-0 . 36195344 
0 .1 23 14 594 
0 . 3782 4532 
0 . 47334469 
0 . 33844407 
0 . 0735 4344 
$fout : 
[ , 1] 
[1,] 0 . 83725 1 6 
[2,] 1.1721522 
[3 , ] 1.5070528 
[4 , l 1.8419534 
[5 , ] 2 . 1768541 
[6 , ] 2 . 51175 47 
[7 , l 2 . 8466553 
[8 , ] 3 . 1815559 
[9 , ] 3 . 51645 6 6 
$upperout : 
[, 1] 
[ 1 , ] 0 . 9849791 
[2 , ] 1.37 89707 
[3 , l 1. 7729623 
[4 , ] 2.1669539 
[ 5 ,] 2 . 5609 455 
[ 6 , ] 2 . 9549372 
[7 , ] 3 . 3489288 
[8 , ] 3.742920 4 
[ 9 , ] 4 . 1369120 
$lowerout : 
[ , 1 ] 
[1, ] 0 . 6895241 
[2 , l 0 . 9653337 
[3 , ] 1 . 2411433 
[4 , ] 1.5169529 
[ 5 , l 1. 7927626 
[ 6 , ] 2 . 0685722 
[7 , ] 2 . 3 4 43818 
[8 , ] 2.6201915 
[ 9 ,] 2 . 89600 11 
97 
> attach(sensus2000) 
> reglin . tanpa .bo .interval(t, pasuruanm, "umur wanita", 
" fertility rate pasuruan") 
-------- ------ --------------------- - ---- --- ------------ - ------ -- -- -
SK db ss MS Fhitung Ftabe1 
----------------- ------------------------------------------------- -
Regresi 
Residual 
1 
8 
47 . 18887 
3.825034 
47.18887 
0 . 4781293 
98.69479 5.317655 
-- ---- -------------- -- ------------------------------------- --------
Tota l 9 51.0139 
Rsquare : 0.9250198 
Koefisien Regresi 
beta [ 0 J: 0.06547871 
Ni1ai t - tabe1 95% : 2.306004 
$res: 
[1 , l 
[2, l 
[3 , l 
[ 4, l 
[5, l 
[6, l 
[7, l 
[ 8, l 
[9, l 
[, 1] 
-0.8184838 
-1.0858773 
-0.9732709 
-0.5706644 
-0.1680579 
0.1745486 
0.3471550 
0.4297615 
0.5823680 
$fout: 
[, 1] 
[1, l 0 . 8184838 
[2, l 1.1458773 
[3, l 1. 4732709 
[4,] 1.8006644 
[5, l 2.1280579 
[6, l 2 . 4554514 
[7,] 2.7828450 
[8,] 3.1102385 
[9,] 3 . 4376320 
Sdev t -hitung 
0.004557489 14.36728 
$uppercut: 
[, 1] 
[l,] 0.9799639 
[2, l 1. 3719495 
[3, l 1. 7639351 
[ 4, l 2. 1559207 
[5,] 2.5479062 
[6,] 2.9398918 
[7, l 3. 3318774 
[8, l 3 . 7238629 
[9,] 4.1158485 
$lowerout : 
[, 1] 
[1,] 0.6570037 
[2,] 0.9198052 
[3, l 1.1826067 
[4 , l 1. 4454081 
[5, l 1. 7082096 
[ 6, l 1. 9710111 
[7,] 2.2338126 
[8,] 2.4966141 
[9, l 2. 7594155 
98 
> attach(sensus2000} 
> reglin otanpa obo ointerval(tl kediri l " umur wanita " 1 
" fertility rate kediri" l 
------ --- ------- - ---- --------------------------------- ------- ------
SK db ss MS Fhitung E'tabel 
----- ----- ------------------ - ----- ---------------------------------
Regresi 
Residual 
1 
8 
46o04024 
3 0641157 
46 004024 
0 04551446 
10 1. 1552 5 0317655 
- ------------------------- - - - ------ ---- - - - - - --------------------- - -
Total 9 49o6814 
------- ---------------- -- - --------------- ----------- ---- ---- - - -----
Rsquare : 009267099 
- - ---- --- - --------- --- ----- - ------ -- ---------- -------- --- ----- -----
Koefisien Regresi Sdev t-hi t ung 
- ------------ ------ - - ---------------------------- -------------- ----
beta [ 0 J : 00 06467689 0 00043384 0 2 14 0908 
----- ---- - -------------- ----- ------ - ----------- ------- - --------- -- -
Nilai t - tabel 95% : 2 0306004 
$res : 
[ 1 1) 
[1 1 l -008084611 
[21 l -1.08 1 8 45 5 
[31 l - 0 0 9252300 
[41) - 0 05686144 
[5 1 l - 0 01 319 989 
[6 1 ) Oo1 7 4 61 67 
[7 1) Oo3812323 
[ 8 1 l Oo4878478 
[9 1 l Oo4544634 
$fout: 
[ 1 1 ) 
[1 1 l 0 08084611 
[2 1 ) 1.131 8455 
[3 1 l 1 0 4552300 
[41) 1.77861 44 
[ 5 1 ) 2 010 1 9989 
[6 11 2 04253833 
[7 11 2 07 48 7 67 7 
[8 1 1 300721522 
[9 11 303955366 
$upperout: 
[ 1 1) 
[1 1 ) Oo9660121 
[ 2 1 l 1.3524169 
[3 1 l 1o 7388218 
[4 1 ) 2 01252266 
[ 5 , ) 2 051163 14 
[ 6 1) 2 0898 0 363 
[ 7 1 ) 3 o2844411 
[ 8 1 ) 306708459 
[ 9 1 l 4 0 0572508 
$1owerout : 
[ 1 11 
[11 1 0 0 6509 1 0 1 
[ 2 11 0 09112 7 42 
[3 1 l 1.1716382 
[ 4 1 1 1. 4320023 
[5 1 1 10 6923663 
[ 6 11 1. 952730 4 
[7 1 ) 2 021 3094 4 
[8 1 ) 2 o4734585 
[ 9 1 l 2 0 7338225 
99 
attach (sensus2000) 
reglin . tanpa . bo . i n t erval(t , bondowoso , " umur wanita ", 
"fertility rate bondowoso " ) 
- --- ----------- - - ---- ----- --- - -- - -- --- ------ - ------------- ------ - - -
SK db ss MS Fhitung Ftabel 
--- ----- -- - - --------- --- - -- - ------------ ------- --- ----- - - ---- ------
Regresi 
Residual 
1 
8 
28. 01159 
l. 02501 
28 . 01159 
0 . 1281262 
218 . 6249 5 . 317655 
------ - ------- - --- ------ ---------- ----- ----- ---- --- - - - - --------- ---
Total 9 29 . 0366 
----- - ------ -- - - - ------ ------ - ----- - - - --- ----- --- ------ - - - --- ------
Rsquare : 0 . 9646994 
---------- ----- - - - - --- ---- - -- - --------- - ---- - -- -------- --------- - - -
Koefisien Regresi Sdev t-hitu ng 
---------- - - ------ ----------- ---- -- -- ----- ----------- -- - - - - - ----- - -
beta [ 0 ) : 0 . 0504486 1 0 . 00122 1 289 41 . 30768 
- ------- -------- --- ---------- --------------- ------ --- ------- ----- - -
Nilai t-tabe1 95% : 2.306004 
$res : 
[ 1 , ) 
[2 , ) 
[3 , ) 
[ 4 ' ) 
[5 , ) 
[6 , l 
[7 ' l 
[8 ' l 
[9 , l 
[, 1) 
-0 . 630607609 
-0 . 662850653 
-0 . 265093697 
0 . 012663260 
0 .1 804202 1 6 
0.208 1 77172 
0 . 185934128 
0 . 083691085 
- 0 . 00855 1 959 
$fout: 
[, 1) 
[1 , l 0.6306076 
[2 , ) 0 . 882850 7 
[ 3 , ) 1.1350937 
[4 , ) 1.3873367 
[5 , l 1 . 6395798 
[6 , l 1.891 8228 
[7,) 2 . 1440659 
[ 8 , ) 2.3963089 
[9 , ) 2.6485520 
$ uppercut: 
[ ' 1) 
[ 1 ,) 0 . 7141998 
[2 , ) 0 . 9998797 
[3 , l 1 . 2855596 
[ 4 , l l. 5712395 
[ 5 , l 1 . 8569194 
[ 6 ,) 2 . 1425993 
[7 ,) 2 . 4282792 
[8,) 2.7139591 
[9,) 2.9996390 
$1owerout: 
[ ' 1 ) 
[ 1 ,) 0.5470155 
[2 ,) 0 . 7658217 
[3 , l 0 . 9846278 
[4 , ) 1.2034340 
[ 5 ,) l. 4222402 
[ 6 ,) l. 641046 4 
[7 ,) 1. 8598526 
[8 , ) 2 . 0786588 
[ 9 ,) 2 . 2974650 
> attach(sensus2000) 
> reglin.tanpa.bo.interval(t, surabaya, "umur wanita", 
"fertility rate surabaya" ) 
---------- -- - --- ------------------------ ---- --------------- --------
SK db ss MS Fhitung Ftabel 
------------------------------ ------------ -------------------------
Regresi 
Residual 
1 
8 
31.26668 
2.939221 
31.26668 
0.3674026 
85.10196 5.317655 
------------- ------- --------------------------- -------------- --- ---
Total 9 34.2059 
--------------------- -------------------------- --------------------
Rsquare : 0.9140727 
------------------------------------------------------------- ------
Koefisien Regresi Sdev t-hitung 
---- --- ------------------------------------------------------ ---- --
beta [ 0 J: 0.05329926 0.003502051 15.21944 
--------- ----------------------------------------------- ----- --- ---
Nilai t-tabe1 95% : 2.306004 
$res: 
[1, l 
[2, l 
[3, l 
[ 4' l 
[ 5' l 
[ 6, l 
[7' l 
[8, l 
[9, l 
[' 1) 
-0.6662408 
-0.8927371 
-0.8792334 
- 0.5957297 
-0.1722260 
0.2012777 
0.4047814 
0.4182851 
0.4017888 
$fout: 
[' 1) 
[1,) 0.6662408 
[2, l 0.9327371 
[3,) 1.1992334 
[4,) 1.4657297 
[5, l 1. 7322260 
[6, l 1.9987223 
[7,) 2.2652186 
[8,) 2.5317149 
[9,) 2.7982112 
$upperout: 
[' 1) 
[1,) 0.8077933 
[2, l 1.1309106 
[3,) 1.4540279 
[ 4, l 1. 7771452 
[5, l 2.1002625 
[6,) 2.4233798 
[7,) 2.7464971 
[8, l 3.0696144 
[9,) 3.3927317 
$lowerout: 
[' 1) 
[1,) 0.5246883 
[2,) 0.7345636 
[3, l 0.9444389 
[4,) 1.1543142 
[5, l 1. 3641896 
[6, l 1.5740649 
[7,) 1.7839402 
[8, l 1.9938155 
[9,) 2.2036908 
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Lampiran 8. Output Uji Asumsi Residual Model Regresi Linear 
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