Abstract-In this paper, we present a network function virtualization (NFV) architecture to deploy different virtualized network functions (VNF) on an optical transport network. NFV concepts do not only apply to data plane functions (i.e., packet processing or forwarding), but also to control plane functions, such as path computation. First, we focus on the IT and network resources that are virtualized to provide the required VNFs. Second, we provide an example of VNF on top of the virtualized infrastructure, by proposing a path computation element (PCE) architecture to deploy a PCE by means of NFV. The instances of the virtualized PCE are deployed on demand, but they are perceived as a singlenetwork element. We present the benefits of such approach by providing experimental validation.
I. INTRODUCTION
N ETWORK functions virtualization (NFV) aims at using IT virtualization techniques to virtualize entire classes of network node functions. A virtualized network function (VNF) consists of a network function running as software on a single or several hosts, typically inside virtual machines (VMs), instead of having custom hardware appliances for the proposed network function [1] . Possible examples of VNFs include load balancers, firewalls, security or authentication, authorization and accounting network functions. NFV is applicable to any data plane packet processing and control plane function in fixed and mobile network infrastructures [1] .
VNF are deployed on top of IT and Network resources which can be located in different geographically distributed NFV infrastructure points of presence (NFVI-PoP), which might be interconnected using transport networks. There is the need of offering this IT and network resources as a whole, by means of virtualized infrastructure manager, enabling it with the flexibility provided with the software defined networking (SDN) architecture.
SDN has emerged as the most promising candidate to improve network programmability and dynamic adjustment of the network resources. SDN proposes a centralized architecture where the control entity (SDN controller) is responsible for providing an abstraction of network resources through programmable application programmable interfaces (APIs). One of the main benefits of this architecture resides on the ability to perform control and management tasks of different network forwarding technologies such as packet/flow switches, circuit switching and optical wavelength switched transport technologies, by the same network controller [2] altogether with upper-layer applications.
OpenFlow protocol allows to program forwarding rules into OpenFlow virtualized switches inside dcs, through the definition of flows which can filter traffic of different traditional networking protocols. Inter-dcs aggregated traffic can be transported by a generalized multiprotocol label (GMPLS)-controlled optical transport network (e.g., WSON or Flexi-grid DWDM transport network). A centralized entity, defined as SDN controller, integrates control functions of both network domains.
A transport path computation element (PCE) is a transport network function, which is able to perform constrained path computation on a graph representing a network (traffic engineering database-TED) [3] . The PCE global architecture and communication protocol (PCEP) have been standardized by IETF. The PCE can be run as an application on top of Commercial Off-The-Shelf (COTS) equipment [4] . The initial driver for the deployment of PCEs was the increasing complexity of path computation. An active stateful path computation element (AS-PCE) [5] is a PCE which maintains not only the traffic engineering information (link and node states), but also the state of the active connections in the network. The AS-PCE can receive the right of managing the active paths controlled by the nodes, allowing the PCE to modify or tear-down the connections established in the data plane. Here we propose to introduce an external AS-PCE as an SDN-enabler for a GMPLS-controlled optical transport network.
The operations done in the PCE may be computationally intensive when running the path computation for transport connection provisioning or re-optimization on large production networks. To overcome this scalability limitation, several solutions have been proposed, being hierarchical PCE, and frontend/back-end PCE [3] . In this paper, we propose to extend the concept of NFV to transport networks by removing a dedicated PCE server and move the PCE functionality to the Cloud. The key benefit of this proposal will be the flexibility of providing dedicated IT resources to path computation.
To this end, first we propose a SDN IT and network orchestrator (SINO), which corresponds to virtualized infrastructure managers in the ETSI NFV architecture. The SINO provides an integrated orchestration of IT and network resources to provide intra/inter-dc network connectivity for deployed VMs using OpenStack cloud computing system. The intra/inter-dc network connectivity is controlled by an extended OpenDaylight (ODL) SDN controller, with extensions to request LSP provisioning to an external AS-PCE. The integrated orchestration of IT and network resources has been previously demonstrated at [6] and [7] .
To demonstrate the feasibility of deploying VNF on top of the proposed SINO, we propose the adoption of the NFV architecture to deploy a PCE dedicated to path computation of a transport network as a VNF. Although the NFV architecture has successfully been demonstrated for mobile networks, there have been only few attempts to introduce this architecture to core networks. A PCE NFV orchestrator is introduced, so that the proposed transport PCE NFV is be able to handle intense peak loads of path computation requests. The NFV orchestrator dynamically deploys virtual PCEs (vPCEs) on demand to keep the quality of the VNF (e.g., in terms of latency, request processing time, dedicated algorithms, etc.). A vPCE is a PCE instance, which is run as a software application on a cloud computing environment (e.g., a VM). We also introduce a PCE DNS [8] in order to offer the deployed vPCEs as a single VNF perceived by the different path computation clients (PCCs). This paper extends [9] with an experimental validation of the extended transport SDN/NFV architecture, by providing details on the deployed NFV Infrastructure and the SINO, and also providing the obtained results of deploying a transport PCE as a VNF. This paper is organized as follows: Section II details the overall transport NFV architecture, while Sections III and IV focus on the SINO and PCE as a VNF, respectively. Section V provides experimental performance of the proposed architecture. Finally, Section VI concludes the paper.
II. TRANSPORT NFV
The architecture for providing transport NFV is depicted in Fig. 1 . The main components of this proposed architecture are: NFV orchestrator, VNF manager, SINO, distributed cloud controller, and network orchestrator (NO).
The considered NFV management and orchestration is defined by the ETSI as the responsible to cover the life cycle management of the physical and software resources to support the infrastructure virtualization and the life cycle of the different VNF [10] .
The NFV orchestrator is the final responsible of offering the previously proposed services. The importance of defining a NorthBound interface (NBI) for the NFV orchestrator is clear, as users or application shall need to use the NBI to request the NFV services. The NFV orchestrator is responsible for handling the various VNF managers. A VNF manager is responsible for the life cycle management (i.e., creation, configuration, and removal) of a VNF. Multiple VNF managers may be deployed; a VNF manager may be deployed for each VNF, or a VNF manager may serve multiple VNFs [10] . The SINO is the responsible of the control and management of the interaction of a VNF with the different IT and network resources under its authority, as well as the virtualization of these resources. The SINO corresponds to virtualized infrastructure manager in the ETSI NFV architecture. Some of the responsibilities of the SINO are: Inventory of software, computing, storage and network resources, allocation of virtualization enablers on top of the mentioned IT and network resources, and management of the infrastructure resource allocation (e.g., increase resources to VMs, network virtualization, reduce energy consumption).
Virtualization of IT resources might be provided by means of a distributed cloud controller, which provides infrastructure as a service. The infrastructure consists of storage services, computing services, and IT networking services.
An NO is introduced in order to provision end-to-end connectivity within a multi-domain virtual network. The NO is responsible of orchestration of the different underlying networks, each controlled by a physical SDN controller (PSC). The NO must take into account the heterogeneous underlying network resources (e.g., multi-domain, multi-layer and multi-control technologies). The NBI of a PSC are typically technology and vendor dependent, so the NO shall implement different PSC plugins for each of the NBI. It is assumed that the PSCs are able to provide network topology information and flow programming functions.
In Section III, we present a detailed architecture for cloud and NO, distributed cloud controller and network orchestration, in order to provide distributed NFVI-PoP. Fig. 2 shows the considered system architecture. On top, the SINO is responsible for handling VM and network connectivity requests, which are processed through the distributed cloud controller, which is depicted as OpenStack controller, and the NO, which is depicted as an extended ODL SDN controller. On top of the interconnected VM, the different VNF might be deployed. The cloud and network orchestration process consists of two different steps: The VM creation and network connectivity provisioning (see Fig. 3 ). The SINO requests the creation of a VM instance to the OpenStack controller, which, is responsible for the request to a specific computing host of the creation of the instance. The OpenStack controller is also responsible to attach the VM to the virtual switch inside the host node, which is typically an OpenFlow software switch such as OpenVSwitch (OVS). When the VM creation is finished, the OpenStack controller sends the VM's networking details to the orchestrator (i.e., MAC address, IP address, and host computing node location).
III. CLOUD AND NO FOR DISTRIBUTED NFVI-POP
The ODL SDN controller is a framework to implement endto-end network control services in a centralized network entity (i.e., NO). The ODL SDN controller offers a complete set of programmable API to northbound applications from where to request networking information or switching configuration of the network infrastructure. The interfaces exposed are completely agnostic to the underlying network infrastructure allowing applications to request network connectivity services without being bounded to specific networking protocols. The core of the ODL SDN controller is a service abstraction layer which translates internal controller services and external applications' requests to the implemented networking protocols plugged in the southbound interface of the controller.
The southbound interface of ODL SDN controller is composed by a set of plugins implementing different control and management protocols, to configure physical (hardware) network devices, such as OpenFlow, Netconf, Border Gateway Protocol (BGP) or PCEP among others.
We have extended ODL SDN controller with a module named PCEP-Speaker service, which is responsible to request to an external AS-PCE the establishment of an optical LSP. The details for this extension are provided by [11] .
The SINO workflow goes as detailed in Fig. 3 . The SINO requests to the ODL SDN controller to perform the flow establishment between the two VMs deployed by the VIRC. After computing the route, the ODL SDN controller is aware either of the positive reachability of the computing resources through the packet network (intra-dc) or whether an inter-dc connection is needed. In the first case, the ODL SDN controller is ready to send the command to establish the forwarding rules to the OpenFlow-enabled switches and into the intra-dc switches. In the second case, the SDN controller needs to establish a lightpath between the dcs.
In order to establish a lightpath, between the dcs, we propose to use an AS-PCE, which has been demonstrated as a very robust and comprehensive solution to manage and control optical domains in a centralized manner [12] . With the presented active and stateful capabilities, the AS-PCE is a key SDN-enabler component.
AS-PCE can instantiate or tear down LSPs on the network through the PCEP stateful extensions using the LSP initiate request message (PCInitiate [13] ). The PCInitiate message is the key-driver mechanism to request LSPs from outside the GMPLS control plane. The AS-PCE acts as an interface between the ODL SDN controller and the GMPLS control plane.
Once the lightpath has been established between the dcs, the SINO can proceed to send the command to establish the forwarding rules to the OpenFlow-enabled switches and into the intra-dc switches.
IV. TRANSPORT PCE VNF
In this section, the proposed transport PCE NFV architecture is described (see Fig. 4) . A PCE NFV orchestrator is the entity responsible for the deployment of the PCE as a VNF. The PCE NFV orchestrator consists of three separated modules: PCE VNF provider, virtual IT resources and PCE computation load monitoring.
The PCE VNF provider implements the necessary logic for deploying the necessary vPCE in order to guarantee the quality of the VNF. In order to guarantee the quality, the PCE VNF provider interacts with the PCE computation load monitoring module in order to obtain the necessary data to decide to deploy a new instance of a vPCE or to delete one, via the virtual IT resources module. Thus, the PCE VNF is the responsible for deploying the logic of the orchestrator.
The virtual IT resources module is responsible for requesting to the SINO the necessary IT and network resources. The SINO allows the dynamic deployment and release of VMs with custom images running vPCE as an application and the interconnection between them, although they might be geographically distributed. The cloud infrastructure must assign to the vPCE a new IP address from a set of available ones. This IP address is parsed and the PCE DNS is notified with the new IP address for a new available vPCE.
Finally, the PCE computation load monitoring module is the responsible for monitoring the quality of the VNF. The monitored parameters are a set of the PCE monitoring parameters defined in [14] , which are exposed by the vPCEs, by means of an HTTP server. One of these parameters is the mean path processing time. If the mean path processing time exceeds a certain threshold, the PCE VNF could deploy a new vPCE to reduce the peak request load in the PCE VNF.
The need for path computations in a network is related to the intense dynamic usage of the network. It is also related to the need to perform in-operation network re-planning or network recovery. It is in these two scenarios, where we can expect the need for the deployment of vPCEs to perform the necessary path computations. When the situation that has generated the need for path computation ends, the PCE computation load monitoring module, shall detect its end and turn down the unnecessary vPCEs.
In the following sections two different approaches for offering the running vPCE to be perceived as a single PCE by the different PCCs. The first approach consists on the usage of a PCE DNS to handle all the incoming requests and redirecting them to the allocated vPCE. The second approach is the usage of the frontend/back-end PCE architecture in order to use a front-end PCE as a proxy for all the deployed vPCEs, which act as back-end PCEs (b-PCEs).
A. PCE VNF Using PCE DNS
As a PCE discovery mechanism, a PCE DNS is proposed. DNS is a query-response based mechanism. A PCC can use DNS to discover a PCE only when it needs to compute a path and does not require any other node in the network to be involved. In case of an intermittent PCEP session, which are systematically opened and closed for each PCEP request, a DNS-based queryresponse mechanism is suitable. Moreover, DNS supports load balancing where multiple vPCEs (with different IP addresses) are known in the DNS for a single PCE server name and are seen for the PCC as a single resource. Requests are load-balanced among vPCEs without any complexity at the PCC.
The messages exchanged between the different elements of the proposed architecture are displayed in Fig. 5 . It can be observed, that the PCE NFV orchestrator is the responsible for checking the different quality parameters to the deployed vPCEs. Once these quality parameters are received, the PCE VNF provider module within the PCE NFV orchestrator is the responsible to determine whether a new vPCE is required.
If a vPCE is selected to be deployed, the virtual IT resources module will deploy a new VM with the vPCE image, will assign a new IP address to the vPCE and once the vPCE is started, the virtual IT resources module will notify the new vPCE IP address to the PCE DNS.
Once a PCC requires a new path computation, first will issue a DNS query to the PCE DNS. The PCE DNS is responsible to load balance the different vPCEs, so returns a single IP address corresponding to one of the vPCEs. Finally, the PCC establishes a path computation session with the corresponding vPCE.
B. PCE VNF Using Front-End/Back-End PCE
The so-called front-end / back-end architecture is a new load balancing architecture based on the concept of a front-end and one or more dedicated back-ends, where the end client of PCC only sees the front-end, and operators may deploy different capabilities at back-ends. The common use case is when one or more PCEs are deployed in the same TE domain, so the b-PCEs may use the same TED, although it is not mandatory [3] . The main motivations behind this work are related to scalability and load sharing policies while enabling some degree of specialization.
We propose to introduce a front-end PCE, which is notified by the PCE VNF manager of the currently deployed vPCE. Fig. 6 shows the detailed workflow for this architecture. It differs from the previously presented workflow for PCE DNS in the fact that a front-end PCE acts as a proxy for PC_Requests, while in PCE DNS, the PCC issued a DNS request for the assigned vPCE. The front-end PCE processes the incoming PC_Request and forwards it to the suitable vPCE, who responds it to the front-end PCE. Finally, the front-end PCE forwards the PC_Reply to the PCC.
This architecture allows a higher degree of scalability and load sharing policies in comparison to PCE DNS. The proposed front-end/back-end architecture also provides a higher level of robustness and redundancy: Even though the front-end PCE is still a single point of failure, its implementation is significantly simpler than a b-PCE [3] . Moreover, redundancy techniques might be applied to recover from a front-end PCE failure.
V. EXPERIMENTAL PERFORMANCE
In this section we provide an experimental validation of the proposed transport SDN/NFV architecture, by providing details on the deployed distributed NFVI-PoPs and its SINO, and also providing the obtained results of deploying a transport PCE as a VNF.
The proposed architecture has been validated in the cloud computing platform of the ADRENALINE testbed. The OpenStack Havanna release has been deployed into five physical servers with 2× Intel Xeon E5-2420 and 32GB RAM each, one dedicated to the cloud controller and the other four as compute pool (hosts) for VM instantiation.
Four OpenFlow switches have been deployed using standard Custom Off The Shelf (COTS) hardware and run OVS, which can be controlled by OpenFlow 1.0. Each data center border switch has been implemented using COTS hardware, a 10 Gb/s XFP tunable transponder and OVS.
Finally, the GMPLS-controlled optical network is composed of an all-optical WSON with two ROADMs and two OXCs providing reconfigurable (in space and in frequency) end-toend lightpaths, deploying a total of 610 km of G.652 and G.655 optical fiber, with six DWDM wavelengths per optical link.
The SDN controller has been implemented with ODL service provider distribution, which has been expanded with several components such as a PCEP-Speaker module to establish the PCEP session with the AS-PCE. Fig. 7(a) shows the PCEP message exchange between ODL SDN controller and the external AS-PCE, which acts as a SDN enabler, to establish an LSP between the border nodes in the transport network. We can observe the PC_Initiate Message issued from the ODL SDN controller, and the response message (PC_Report) from the AS-PCE, when the LSP has been established. Fig. 7(b) shows the OF P T F LOW MOD messages sent from the ODL controller to the corresponding OpenFlow switches. We can observe, for example, a flow rule for VM with source MAC address (fa:16:3e:1b:8e:93) to VM destination MAC address (fa:16:3e:9f:e2:bc).
A. SDN IT and NO
In Fig. 7 (c) the abstracted topology from ODL is presented, and also an example of the forwarding rules injected in one of the OVS. For example, we can observe a rule for ARP packets and a specific source MAC and destination MAC rule to filter the traffic associated to the VMs end points.
Finally, Fig. 7(d) shows the ping exchange between the two previously presented VMs through the intra/inter dc network.
A measurement of the time spent to the IT and network orchestration process is shown in Table I . We can observe that only 59 s have been necessary to fully deploy and interconnect two VMs located in different dcs.
B. Transport PCE VNF
The proposed NFV orchestrator has been developed in Python, and the PCE has been described in [3] . The PCE DNS server has been setup using bind9, which is the standard Linux DNS server. All the deployed vPCE where sharing a static network view of a typical Spanish 14-node 44-link Flexi-grid DWDM network. In the future, BGP-LS could be used in order to dynamically synchronize the TED of the different vPCEs.
The deployed vPCEs allows the measurement of the rolling mean (we use a ten request window) processing time of a request (time between a request is received and responded) via HTTP through an XML response.
Every new instance of vPCE is deployed by SINO API, which is responsible for IT and network resources. All deployed VMs share a common file repository for ease of synchronization. We have prepared a vPCE snapshot, which is able to easily run a vPCE.
The SINO API, responsible for network configuration, assigns to the vPCE an IP address, which is later added as a possible resolution for pce.lab.cttc.es to the PCE DNS.
The PCC is responsible for issuing a DNS query, when a new path computation request is issued. When the PCE DNS receives a DNS query, it applies a simple load balancing algorithm by returning a different vPCE IP address for each query. Finally, the PCC establishes a PCEP session to the assigned vPCE. Fig. 8 shows the standard PCEP session including OPEN, KEEPALIVE, PCRequest, PCReply and CLOSE messages.
In order to stress the proposed architecture, a PCC requests 500 requests per second. Each path computation request is randomly selected between two endpoints of the described flexi-grid network. The mean request processing time (Tproc) is measured as a mean of the previously defined request processing time of the current vPCEs. We do not expect this large number of requests in a dynamic provisioning scenario, but consider the necessity to provide a large number of path computations in an in-operation network re-planning or in failure recovery scenarios.
We have requested 10 000 path computation requests for each measurement. When a single vPCE (acting as a PCE) was deployed the Tproc was 279 μs. It can be observed that when more vPCEs have been deployed the measured Tproc is reduced. For example, for six vPCEs deployed, Tproc is 248 μs (see Fig. 9 ). Fig. 10 shows the mean measured CPU load at a single vPCE, when different vPCE have been deployed. The measured CPU load tends to be balanced by the different vPCEs, when two vPCE are deployed the mean CPU load is of 7.2%. If there are six vPCEs deployed the CPU load is of 3.1%. It can be observed that if more vPCEs are deployed, the computational load is balanced between them, allowing a faster mean request processing time.
VI. CONCLUSION
We have presented a transport NFV architecture and we have provided a practical example of deploying transport PCE as a NFV. An orchestration mechanism for geographically distributed dc has been presented in order to provide the required SINO to deploy VNFs. We have also demonstrated extensions to ODL to interact with an external AS-PCE, which acts as an SDN-enabler.
The deployed transport PCE NFV is able to guarantee a mean request processing time within a detected peak of path computation requests. The proposed architecture exploits the benefits of NFV. We have experimentally evaluated the mean request processing time, demonstrating the benefits of the presented approach.
As further research, we propose to investigate with further details the usage of VNF control functions when being deployed on a transport network, and the relationship between SDN and NFV notably when the VNF supporting network is controlled by SDN controllers themselves being VNF. 
