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CHAPTER 1. INTRODUCTION 
Lyapunov function techniques have become one of the standard methods to 
discuss the qualitative behavior of dynamical systems such as 
• Limit behavior of trajectories; for example, LaSalle's Invariance principle [20, 
Section 3.2]. 
• Stability of equilibrium points; the Lyapunov direct and indirect method [22, 
Chapter 5, 6]. 
• Characterization of the Domain of Attraction of stable equilibrium points. 
On the other hand, dynamical system theory has been successfully applied to 
afiine control systems with unbounded control range. These methods include lin­
earization, center manifold theorem and Lyapunov function techniques, see [23, 28]. 
For affine control systems, Lyapunov functions are used for feedback stabilization of 
(unstable) equilibrium points. Such techniques still depend on Lyapunov functions 
of (uncontrolled) dynamical systems. For more details, see |23, Chapter 10]. 
In this paper, we try a different approach: rather than adapt the Lyapunov func­
tions of uncontrolled dynamical system, we will construct control Lyapunov functions 
of the following affine control systems; 
m 
Ep : X = Xo(x) -I- Y, (1-1) 
1=1 
on a smooth Riemannian manifold M, with dimA^ = n < oo and d the Riemannian 
metric. Here the Xj, i = 0,... m are smooth vector fields, (wf = u G UP: 
and W is the set of admissible control functions, which is defined as follows: 
UP := {u : ^ UP, measurable }. 
U P  =  p - U  for /) > 0, where U C 3?"^ is compact and connected and 0 6 intU. p is 
called the control range of (1.1). For notation convenience, we will omit the super­
script p from UP, once we fixed the control range p. We call the following system the 
uncontrolled dynamical system o{ (1.1):  
X = A'o(x). (1.2) 
Colonius and Kliemann analyze (1.1) via dynamical systems theory, in particular, 
topological dynamics. Details are the following. 
• In [6], a specific continuous dynamical system corresponding to (1.1), called the 
control flow, has been defined. Topological mixing (transitive) for the control 
flow and the control sets of (1.1) are related (Proposition 3.5, Theorem 3.9). On 
the other hand, the chain transitive set of the control flows is somehow related 
to the chain control sets of (1.1) (Theorem 4.8). 
• In [4], the conditions for limit sets of (1.1) contained in a control set are given 
(Theorem 4.5, Theorem 4.13). 
• In [12], the concept of multistability region, which is one major difference be­
tween the limit behavior of (1.1) and that of continuous dynamical systems, 
have been studied. Moreover, a characterization of such region via relative 
invariant control sets is given (Theorem 2.12). 
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The above discussions motivate the following questions which are major topics 
of this paper: 
(a) How to define control Lyapunov functions (CLFs) for the control systems (1.1). 
(b) Find sufficient conditions for the existence of control Lyapunov functions and 
construct such functions. 
(c) Find applications of such control Lyapunov functions. 
For (a), we note that there are two different definitions of Lyapunov functions 
for control systems, namely: 
(1) CLFs are nonincreasing along every control trajectory, for example, see [31],[32]. 
(2) CLFs are nonincreasing along some control trajectories. [29]. 
Roughly speaking, we define control Lyapunov functions in this paper based on (1) 
(with respect to chain control sets. One advantage of such definition is that there is a 
connection between CLFs of (1.1) and Lyapunov functions for continuous dynamical 
systems (with respect to chain recurrent set). Conley [15, 6.4] proves the existence 
of the latter in compact metric spaces. However, chain control sets are less easier to 
find than another control structure, called the control sets. Therefore, we will explore 
the relationships between control sets and chain control sets in the chapter 2. We 
show that generically every chain control sets is exactly the closure of a control set 
if M. is compact. 
In this paper, we provide two different methods to construct CLFs. 
(i) (Analogous to) Conley's Construction: This method is based on the Conley's 
construction of Lyapunov functions (with respect to chain recurrent sets) of 
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continuous dynamical systems on compact metric spaces [15, 5.1, 6.4]. We 
modify this construction to control system (1.1) based on the control structure. 
The state space M is not necessarily compact. 
(ii) Lyapunov Spectrum Method: The idea of this method is the following: we 
project bilinear control systems on 3?" to the projective space called 
the projected system, then we analyze the behavior of control trajectories of 
bilinear control systems via the Lyapunov spectrum over (closures of) control 
sets of projected systems. On the other hand, the control structures on compact 
space (in this case, are less complicated than those on noncompact space. 
In fact, the control structures of projected systems reflect those of bilinear 
control systems from the Lyapunov spectrum point of view. Therefore, we can 
construct CLFs of bilinear control systems. One advantage of this construction 
is the following: Such a CLF is strict and defined globally. 
As for the third goal (c), we discuss several global aspects of control systems 
(1.1), namely, (1) limit behavior of the control systems; (2) control flows; (3) multi-
stability regions. (4) domains of attraction of (chain) control sets. We are interested 
in using CLFs to analyze the structure of control systems which are composed by the 
following questions: 
(i) Semi-Global Question: the structure of the dynamics within and/or near a (chain) 
control set. For example, the stability of control sets. 
(ii) Global Question: what is the structure of the set of connecting orbits between 
(chain) control sets ? For example, multistability regions and domains of at­
traction of (chain) control sets. 
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Moreover, both semi-global and global questions can be discussed via control flows, 
which is an interplay between control systems and dynamical systems. Another topic 
is the stability of a (chain) control set, CLFs play a similar role as Lyapunov functions 
in dynamical systems in such a case. 
For the global question, we analyze domains of attraction of (chain) control sets. 
In particular, Conley's CLFs give a clear picture about domains of attraction of min­
imal (chain) control sets with respect to a specific order between (chain) control sets. 
Another global aspect of control systems is the existence of multistability regions. A 
point is multistable if the system response from this point exhibits different behavior. 
A multistability region is the collection of multistable points. We characterize these 
regions via level sets of Conley's CLFs. 
However, the global continuity of CLFs is hard to achieve, at least for Conley's 
construction and the Lyapunov spectrum method. This is understandable, as we try 
to construct a control independent function with respect to such a large class of locally 
integrable control functions U. On the other hand, if we simply consider the con­
stant control with small control range, bifurcation phenomena for the flow behavior 
will destroy the uniformity of the control trajectories. However, the semicontinuity 
property of CLFs in these two constructions can be achieved. 
The arrangement of this paper is the following. In chapter 2, we introduce ba­
sic concepts from dynamical systems theory and control systems which are essential 
for discussing affine control systems with bounded control ranges. From dynamical 
system theory, we discuss chain recurrent sets and w-limit sets. From control sys­
tems theory, we discuss control structures such as control sets and chain control sets, 
and relationship among chain control sets, control sets and Morse sets (in particular 
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w-limit sets and chain recurrent components). We also define Lyapunov functions 
of continuous dynamical systems with respect to chain recurrent components (con­
nected components of chain recurrent sets). This idea originated from Conle\''s paper 
[14]. Afterwards, we define control Lyapunov functions similar to that of Lyapunov 
functions. In chapter 3, we construct CLFs via an analog to Conley's construction 
of Lyapunov functions. First we discuss the case that (1.1) admits the unique chain 
control set. Then such a discuss is generalized for (1.1) admits more than one chain 
control set. In chapter 4, we construct CLFs of bilinear control systems by analyzing 
the Lyapunov spectrum of projected systems. We analyze the relationship between 
projected systems and bilinear control system from the points of views of control 
structures and flow behavior. In chapter 5, several applications of CLFs to the global 
pictures of control systems, such as control flows, multistability regions and stabil­
ity of control structure will be discussed. In the chapter of concluding remarks, we 
discuss several future investigations of CLFs. 
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CHAPTER 2. PRELIMINARIES 
In this chapter, we introduce some basic ide«is of dynamical systems and control 
systems (with bounded control ranges). 
Dynamical Systems Theory 
The main concept in the dynamical system theory include w-limit sets and chain 
recurrence. Research on w-limit sets leads to the Poincare-Bendixson theorem, Pex-
ioto theorem etc, see [24]. Chain recurrence, which is closely related to Bowen's 
fruitful technique of shadowing, has become increasingly important in the analysis 
of dynamical systems, especially in the presence of hyper bolicity. Much of this work 
has been further developed in the recent systematic study of Akin [1]. 
In this section, we assume that JW is a complete metric space with a metric d. 
Definition 2.1 
^ is a continuous dynamical system (flow) on M, i.e., a continuous mapping 
$ : (—00,00) X M M with the following properties: 
(i) ^to^s = '9t+s^t,se^-, 
(ii) ^o(^) = 3;, X € M. 
Here denotes the mapping from M  M  given by ^^(x) = ^(<, x ) .  
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Definition 2.2 
The ui-limit set of a point p E M, denoted by w(p), is the set of those points 
g E M for which there exists a sequence tn oo with 9-
Similarly, we define the a-limit set of a point pE M , denote by Q:(p), is the set 
o f  t h o s e  p o i n t s  q E  M i o r  w h i c h  t h e r e  e x i s t s  a  s e q u e n c e  i n  — >  — o o  w i t h  ^ ^ „ ( p )  — » •  q -
Lemma 2.3 
Let M be a compact. Then for any x E M, 
(i) a;(x) ^ 0. 
(ii) u ) { x )  i s  c o n n e c t e d .  
(iii) o j ( x )  i s  p o s i t i v e l y  i n v a r i a n t .  
Proof. See [24, Pages 15-16]. • 
Definition 2.4 
A point X in the continuous dynamical system is said to be recurrent if 
X E w(a;). ( M ,  is called recurrent, if all x € are recurrent. 
Definition 2.5 
For e > 0 and T" > 0, an (e, r)-chain from x  E  M t o y  E  M  consists of a sequence 
X Q , . . .  i X f . i n  M  a n d  a  s e q u e n c e  t Q , . . .  i t j . ^ i  i n  9 ?  s u c h  t h a t  x g  =  x , x f ^  =  y ,  t j  >  T  
and 
for j = 0,— 1. See Figure 2.1. 
For A c  M  define the chain-limit set by n(A) = {j/ € M . ,  for all e > 0 and all 
T" > 0, there exists a E A such that there is an (e, r)-chain from a to y } 
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\ 
*6=y 
Figure 2.1: An (e, R)-chain. To construct an (e, R)-chain, start at some point XQ, 
follow the flow at least for time T, make an arbitrary error smaller than 
e and repeat this procedure. 
The chain recurrent set is defined as 
CTZ = {x G M,x G fi(x)}. 
The dynamical system is called chain recurrent if = CTZ. 
Theorem 2.6 
A compact u-limit set is chain recurrent. 
Proof. This theorem was originally proved by Conley [14] [15]. I 
Definition 2.7 
A continuous real valued function F is a Lyapunov function for a continuous 
dynamical system on if V satisfies the following conditions: 
(i) V is nonincreasing along trajectories. 
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(ii) V is strictly decreasing along trajectories outside the chain recurrent set. 
In particular, V is called a strict Lyapunov function if V is constant on each chain 
recurrent component (a connected component of CR.). 
In general, a Lyapunov function is not strict. The following example is taken 
from [14, Remark 4.IF]. 
Example 2.8 
Let M = [0,1] X [0,1] C 3?^. Consider the continuous dynamical system given 
by: 
a; = 0 
(2.1) 
y  =  - x y { l  -  x)(l - y )  
Then equilibrium points are exactly boundary points dM of M and CTZ = M. (see 
Figure 2.2). Define V{x,y) = x. Then V is strictly decreasing along trajectories in 
intM = (0,1) X (0,1). i.e., V is a Lyapunov function which is not strict. 
Conley proves the following existence theorem of (strict) Lyapunov functions. 
Theorem 2.9 Suppose that (M,d) is a compact metric space. Then for any contin­
uous dynamical system (^,^'), there exists a strict Lyapunov junction V. 
Proof. See [14, Page 39]. • 
Definition 2.10 
A continuous dynamical system is said to be gradient-like if 
(i) The chain recurrent set consists of equilibrium points. 
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y * 
(1,1) 
O (1,0) X 
Figure 2.2; The flow behavior of (2.1). Equilibrium points axe exactly boundary 
p o i n t s  d M .  
(ii) There exists a Lyapunov function. 
Proposition 2.11 
Assume that M. is compact. Then a continuous dynamical system (A4,^) is 
gradient-like if and only if the chain recurrent set consists of equilibrium points. 
Proof. We note that has a Lyapunov function by Theorem 2.9. The result 
follows. • 
Control Systems Theory 
In this paper, we are interested in the following affine control system 
m 
X = Xo(a:) + ^ ui{t)X^{x) (2.2) 
i=\ 
on a smooth complete Riemannian manifold M = n < oo. dis the Riamannian met­
ric. Here the X^, i = 0,1,... m is a smooth vector field. m " " ^  
UP is the set of admissible control functions, which is defined as follows. 
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UP •.= p-U C measurable } 
U C is compact, connected with 0 € intU (interior of U). p > 0 is the control 
range of (2.2). We assume that for notation convenience, we will omit the superscript 
p from UP once we fix the control range p. We also call the following system the 
uncontrolled dynamical system of (2.2): 
X = Xoix). (2.3) 
The first important question about the control system (2.2) is reachability. De­
note by 
0 ' ^ { x )  =  { y  £  M  :  there i s  u  e U  and t > 0  with ( p { t ,  x ,  u )  =  y }  
the positive orbit (reachable set) from x G M (we use the notation x j/) and anal­
ogously by 
0 ~ { x )  =  { y  E  M  :  there i s  u  e U  and t  < 0  with i p { t , x , u )  =  y }  
the negative orbit. We are looking for conditions such that, given x , y  €  M ,  w e  have 
y e 0+(x) (or X 6 C (j/)). Similarly, we define the reachable set with finite time 
r > 0 as follows. 
C>^j.(x) =  { y  €  M  :  there i s  u  e U  and 0  < t  < T  with <j?(i,x,u) = y ] ,  
C^(x) =  { y  E  M  :  there i s  u  e U  with i p { T , x , u )  =  y ] ,  
O y _ r j , { x )  =  { y  E  M  :  there i s u  e U  and — T  < < < 0 with y>(^,x,u) = y } .  
Now we discuss some control structure of control systems. This approach via 
control sets is different from the classical analysis from the controllability point of 
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view, see e.g. [28]. However, the complete controllability of nonlinear afline control 
systems can be checked from properties of topological dynamics for the control flow, 
see [6]. 
As for the typical open-loop controllability of nonlinear control systems, readers 
may refer to [28]. Colonius and Kliemann also discuss several open-loop controllabil­
ity results from the point of view of control sets and their domains of attraction. 
Definition 2.12 
A subset Z of is forward invariant if 
for all X € Z and for all u 6 W, x, u) G L, for all ^ > 0. 
Definition 2.13 
A subset D of Af is a control set of (2.2) if 
(i) D  C c l { 0 + { x ) )  for all x  E  D .  
(ii) For all I E D there is u € W with ip{t, x,u) E D for all i > 0. 
(iii) D is maximal (with respect to set inclusion) with these properties. 
In particular, if for all x  E  D ,  for all u  e U ,  i p { t , x , u )  E D  for all i > 0, then we call 
D invariant. 
Remark 2.14 
By the definition, control sets are connected and pairwise disjoint. We will 
discuss more properties of control sets later. 
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Definition 2.15 
Let K C M he nonempty. The domain of attraction of K in the control system 
(2.2), denoted by A{K)., is defined as follows. 
A { K )  : = { x e M :  0 + { x )  fl K  # 0}. 
Proposition 2.16 
Assume that D is a control set of the system (2.2) with nonvoid interior. Then 
A{D) is open. 
Proof. Let x G A{D) and z  G 0 ' ^ { x )  D D .  Then there are t  >  0  and u  g U  with 
(^(i, z, u) e iniD. By continuous dependence on the initial condition, there is a neigh­
borhood of 2 and hence of x, which can be steered into intD. I 
Definition 2.17 
The control system (2.2) satisfies the (local) accessibility condition if 
( H )  d i m £ . 4 { A ' o ( x )  +  X ! u i ^ j ( a : ) ;  ( W j )  =  u G U }  h a s  r a n k  n  f o r  a l l  x  e  M .  
Definition 2.18 
The pair { u , x )  e U  x  M  is an inner pair, if there are T > 0 and 5 > 0 with 
Remark 2.19 
It follows from the assumption (H) that C?<f(x) has nonvoid interior for all 
t > 0. 
We introduce another concept for control structure of (2.2), called the chain 
control set. First we define the controlled (e, ir)-chain. 
15 
Definition 2.20 
Let x ^ y  £  M  and e,T > 0. A controlled (e,T)-chain from a; to y is given by 
x{^,...,xn 6 M, uo,---?Wn-l ^ ^0'• • •'^n-l - ^  ^0 = = y- and 
1 )i ®J-|-1) ^ j — 0,1,.. . , 7 2  1. 
See Figure 2.3. 
Definition 2.21 
For the control system (2.2) a set C is called a chain control set, if 
(i) for all X  E  E ,  there is u € W such that i p { t , x , u )  €  E  for all < € 3?; 
(ii) for all x , y  E  E  and all e,T > 0, there is a controlled (e,r)-chain from x  to y ,  
and 
(iii) E is maximal with these properties. 
In particular, if for all x  E  E ,  for all u  E U ,  i p { t ,  x ,  u )  E  E ,  for all < G 3?, then we call 
E invariant. 
Proposition 2.22 
Chain control sets are closed, connected, and pairwise disjoint. 
Proof. See [4, Lemma 4.7]. • 
Remark 2.23 
Fix &  u  E U ,  (2.2) is reduced to a continuous dynamical system, called the u -
system. One advantage of chain control sets is the following. Let x E M. and u ElA. 
If (jj{x, u), the w-limit set of x in the u-system, is nonempty, then w(a;, u) C E, where 
16 
"0 
X 
\ 
*6=y 
Figure 2.3: Controlled (e, r)-chain. Every trajectory is steered by a control Uj. The 
construction is similar to (e,T')-chain. 
£ is a chain control set. In general, u>{x,u) is not necessarily contained in a control 
set. See [4] for details. 
Now we have the following questions; (1) What is the relationship between 
control sets and chain control sets corresponding to different control ranges ? The 
following theorem proves, roughly speaking, a chain control set corresponding to a 
smaller control range can be obtained by shrinking those control sets corresponding 
to larger control ranges. (2) From the definition of chain control sets, we know that 
every control set D of (2.2) is contained in a chain control set E of (2.2). Can we 
perturb the control range p a little bit larger such that E C D 1 (3) How about the 
relationship between control systems and uncontrolled dynamical systems from the 
control structure point of views? The next theorem answers those questions. We use 
the notation (2.2)/' to represent the control system (2.2) with a fixed control range 
17 
p> 0. 
Definition 2.24 
Fix a /9 > 0. (u,p) eU X M is a. p — p' inner pair, if 
/ , 
For all p < p', there exists T > 0 and 5 > 0 such that ip{T,p,u) E in 
/ , 
where 0^'^_^c;{p) is the reachable set of p up to time T + S for the control system 
(2.2)/''. 
In particular, the control system satisfies the p — p' inner pair condition, if 
{Ip) All {u,p) G U X M are inner pairs. 
Theorem 2.25 
Let M be compact. Fix a p>0 and consider the control system (2.2)^. Assume 
that (2.2)^ has only finitely many chain control sets , z = 1,...We have the 
following results. 
(i) For each i G {1,...,/} there is an increasing sequence (w.r.t. the control range 
p' > p) of chain control sets such that E^ = fl E^ . r  r /  J  I  t  '  ' p ' > p  I  
(ii) Assume that for all p' > p every ( u , x )  6  is a p — p' inner pair, 
: =  {(ti,x) e U x M :  i p { t , x , u )  G E^,\/t e 3?}. 
Then for each i  G  { 1 , . . . , / }  there is an increasing sequence (w.r.t the control 
range p' > p) of control sets , such that Ef C intDf and E^ = • 
' z % t p ^ p % 
(iii) Assume that the chain recurrent set of the uncontrolled dynamical system (2.3) 
has finitely many connected components M^, i = 1,... J, and that for all p > 0, 
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all X 6 U|=;i ^i) point {0,x) e H x M is a 0 — p inner pair. Then for each 
i E {1,..., there is a decreasing sequence (w.r.t. the control range p > 0) of 
control sets of {2.2)P such that Mj C intD^ and Mj = ny9>0 • 
(iv) Let the assumption of (Hi) be satisfied. Then the system {2.2)P is controllable 
for all p < pQ, for some pQ > 0 if and only if the uncontrolled dynamical system 
(2.3) is chain recurrent. 
Proof. 
(i) See [4, Theorem 5.1]. 
(ii) See [4, Corollary 5.2]. 
(iii) See [4, Corollary 5.3]. 
(iv) See [4, Corollary 5.4]. 
• 
Theorem 3.9 and Theorem 4.8 in [6] suggest to find conditions under which 
control sets (or their closures) coincide with chain control sets. We note that for 
each control set D C M, there exists a unique chain control set E C M. such that 
clD C E. But if Di,D2 are control sets with clDi r\clD2 i=- 0, then there is one 
chain control set E with clDi U c/Z?2 C E, i.e., in general closures of control sets 
need not be chain control sets. However, we will show that under the p — p' inner 
pair conditions, such a situation can be avoided via small perturbation of the control 
range. We discuss this in the following. Now we assume that M is compact at this 
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moment. Let C { M )  denote the set of closed subset of M .  with the Hausdorff metric 
djj. We know that {C{M), djj) is & compact metric space. Assume the uncontrolled 
dynamical system (2.3) hcis finitely many chain recurrent components Mj, ?' = 1,... k. 
Consider for i = 1,... the following maps: 
D i  : [0,oo] ^ C { M ) , p - *  c l D ^  (2.4) 
with and C intD^] 
and 
: [0,oo] C ( M ) , p  (2.5) 
with Ef = Mi and Mi C E^. 
The following lemma shows that under the p — p' inner pair condition, the maps 
(2.4) and (2.5) are well defined. 
Lemma 2.26 
Let M be compact. Consider the control system (2.2) and assume {Ip), for all 
/9 > 0. Then 
(i) For all i = 1,... ,k and all 0 < p < oo there are unique control sets Di{p) and 
chain control sets Ei{p) satisfying the conditions in (2.4) and (2.5), respectively. 
(ii) For all i = 1,.. .k and all 0 < p < p^ < oo, we have 
Diip) C Eiip) C intDiip'). (2.6) 
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Proof. 
(i) The assertion for the map E j ( - )  is obvious. By ( I p )  with p  =  0  w e  find, by 
Theorem 2.25 (ii), there exist control sets , / > 0 satisfying the condition 
in (2.4). 
(ii) The first inclusion is trivial. Applying (i) and Theorem 2.25 (ii) implies the 
second inclusion. 
• 
Definition 2.27 
Let X  be a metric space and V  a topologicai space. F  :  X  — ^ 2 ^  is a set-valued 
map, where 2^ is the collection of all subsets of Y. 
(i) F is called a upper semicontinuous at x £ X., if for any neighborhood V of F{x), 
there exists 6 > 0 such that 
x' € B^{x,S) F{x') C V, 
where J5j^(x, 6) is the ^-ball of x in X. 
(ii) F is called a lower semicontinuous at x S X, ii for any sequence of elements 
x n  ^  X  converging to x ,  there exists a sequence of elements y n  € F { x n )  con­
verging to y. 
(iii) F is upper (resp. lower) semicontinuous if it is upper (resp. lower) semicontin­
uous at any point of X. 
The following theorem characterizes relations between control sets and chain control 
sets. 
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Theorem 2.28 
Let M be compact. Assume the control system {2.2)P satisfies (H) for all p > 0 
and the p — p' inner pair condition (Ip), for all p>0. Then for i = the 
map Di{p) and Ei{p), defined in (24) and (2.5), respectively, have the following 
properties: 
(i) D j { p )  a n d  E i { p )  a r e  s t r i c t l y  i n c r e a s i n g  i n  p .  
(ii) D i { p )  i s  l o w e r  s e m i c o n t i n u o u s  a n d  h e n c e  l e f t  c o n t i n u o u s ;  E ^ { p )  i s  u p p e r  s e m i -
continuous and hence right continuous. 
(iii) If the mapping Dj{p) is continuous at p then clDi{p) = E^{p). 
Proof. 
(i) This follows from (2.6), and the fact that chain control sets are closed. 
(ii) See [11, Theorem 5.2 (ii)]. The proof is for the case that M are projective spaces 
and systems are projected systems of bilinear control systems (for definitions, 
see Chapter 4 in this paper). However, this proof goes through for our general 
case. 
(iii) As E ^ { p )  is closed, c l D ^ { p )  C E j ^ [ p )  by (2.6). On the other hand, by (2.6) and 
the fact that clD^^p) = cl{intDj^{p)), we have 
c l D i i p )  C E i i p )  C clDiip'), for all p' > p. 
By continuity of at p, the result follows. 
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Theorem 2.28 (iii) tells us under the continuity every chain control set of (2.2) is 
exactly the closure of one control set. We show the generic property of such a result 
in Theorem 2.31. 
Definition 2.29 
The control system (2.2) is perfect, if every chain control set is the closure of one 
control set. 
Lemma 2.30 
Let X be a compact metric space. Fix a 6 > 0. Then X contains at most finitely 
many disjoint 6-balls. 
Proof. Let ^ e J} be a infinite collection of disjoint ^-balls of X. Then 
A' = %(A'\/>,|)UP, 
where P — U^gjr By the compactness of X, 
k c 
i=l ^ 
for some finite index subset {1,2,... A:} of J. We observe that for all x 6 X, either 
f C 
X G B^{X \ P, ^ or a: e unique for our choice of We conclude that 
k 
U JVi = U JVfl. 
i=i i3eJ 
a contradiction to the infinity of J. • 
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Theorem 2.31 
Let M he compact. Consider the control system {2.2)P and assume {Ip), for all 
p>0. Then (2.2)^ is perfect, except for possibly countably many /> > 0. 
Proof. Fix a ?• € {1,2,..., fc} and let be the map defined by (2.4). For notation 
convenience, we define Dp := D^{p). Assume that D is discontinuous at pa, where 
a € J, J is an uncountable index set. By Theorem 2.25(ii), 
cl{DpQi) C int{D^/), for all p' > pa-
Since D is not upper semicontinuous at /JQ, there exists an open set Npo^ such that 
Npa C int[D^,) \ cl{Dpa), 
for all p' > Pa- This iV^Q, is independent on p' > pa due to the monotonicity of Dp 
(w.r.t. p). Without loss of generality, we may assume that Np(^ is an open ball with 
r a d i u s  q p .  W e  n o t e  t h a t  t h e s e  N p f ^  a r e  d i s j o i n t  d u e  t o  t h e  m o n o t o n i c i t y  o f  D p .  
We observe that ^], (^ ? + 1] : k , l =  1,2,...} is a countable (disjoint) 
partition of (0, oo) C Without loss of generality, we may assume that 
contains uncountably many qa, say {q^ : G j'}- Then the corresponding (disjoint) 
open balls of M, iV^, have radii q^ > for all 13 6 j'. But according to Lemma 
2.30, it is impossible. Therefore, £>j(-) = D- has at most countably many disconti­
nuities. Now the result follows from Theorem 2.28 (iii). • 
For the rest of this chapter, M need not be compact unless further specified. 
We may define a (partial) order on the collection of control sets in the following 
way: Let Di,D2 C M he control sets of (2.2). We define 
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Di -< D2, if there is xj € Di with C?"'"(a:i) fl Z)2 ®-
The following lemma (cf. [10, Lemma 3.11]) investigates some topological prop­
erties of control sets via the order defined above. 
Lemma 2.32 
Consider the control system (2.2) and assume (H). 
(i) Open control sets are minimal, and closed control sets are maximal w.r.t. -<. 
(ii) Invariant control sets C C. M are always closed, and hence maximal w.r.t. •<. 
(iii) If K C M is a compact invariant set of (2.2), then there exist (at least) one 
open and one closed control set in K and they are exactly the minimal and the 
maximal elements w.r.t. •<. 
The question we are interested in here is, how the control sets of (2.2) are related 
to the w-limit sets of (2.3). The following theorem gives an answer, and provides an 
insight into the control structure of (2.2). Now we assume that the uncontrolled 
dynamical system (2.3) has a finest Morse decomposition M= 
i.e. the Mp i  —  1 , . .  . , k  are the connected components of the chain recurrent set of 
(2.3) [15, 7.2, Chapter 1]. The next theorem shows that the order of control sets of 
(2.2) is reflected in that of Morse sets of (2.3) defined as follows: 
• <  M j  if there are Morse sets = Mj j,..., =  M j  and points x i , . . . x p e  
M with aix^) C and uj(x^) C ^{,1+1 for I = 1,. ..p- 1. 
Here a(x/) and u;(x^) are the a- and w-limit sets of x^ for the uncontrolled dynamical 
system (2.3). 
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Theorem 2.33 
Let M be compact. Assume that for all p> 0, all x € ^if have that 
(0,x) is an inner pair of {2.2) P .  Let = r\p>oD^ as Theorem 2.25(iii), for 
i = 1,... fc. Then we have the following result. 
(i) If Mj -< M^, then •< for all p> 0. 
(ii) If D j ,  are the control sets with M j  =  C \ p > o D j !  M ^  =  n^ > o  
there is an pQ > 0 such that for all 0 < p < pQ : Dj •< then M j  - <  M f , .  
(iii) The invariant control sets of (2.2)'' correspond for p> 0 small enough to the 
maximal sets of (2.3), i.e. to the Morse sets which are attractors. 
The proof of Theorem 2.33 can be found in [9, Theorem 9]. 
Before ending this chapter, we define control Lyapunov functions for the control 
system (2.2) based on chain control sets. Such a definition is similar to Tsinias' 
one based on the prolongation limit sets, see [31] and [32]. On the other hand, this 
definition can be regarded as an analog of Lyapunov functions of dynamical systems, 
from a control flow point of view. We will discuss this in chapter 5. 
Definition 2.34 
A real-valued function .F is a control Lyapunov function (CLF) of the control 
system (2.2), if 
(i) is nonincreasing along trajectories. 
(ii) .F is strictly decreasing along trajectories outside chain control sets. 
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In particular, ^ is a strict control Lyapunov function (SCLF) if T is constant 
on each chain control set. 
Remark 2.35 
(i) We do not require control Lyapunov functions to be continuous in this definition, 
the reason is that such a requirement is too strong. 
(ii) The reason this definition is based on chain control sets rather than control sets 
is the following. We will see in chapter 5 that projections of chain recurrent 
components of control flows are exactly chain control sets. Therefore, there is a 
connection between Lyapunov functions for continuous dynamical systems and 
CLFs of control systems. 
Lemma 2.36 
A control Lyapunov function T of (2.8) is constant on each control set D. More­
over, T is constant on clD (the closure of D) if T is continuous on a neighborhood 
o f D .  
Proof. Given x,y E D, where D is a control set of the control system (2.2). Assume 
that t^(0,x,iii) = X and ((5(5,x,ui) = y for some ui eU, s > 0. Then 
^(<i^'(0,a;,ui)) < J^(v?(5,x,ui) 
The reverse inequality is similar. Therefore, ^ { x )  =  T { y ) .  i.e., T  is constant in D .  
The second results follows directly. • 
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CHAPTER 3. CONTROL LYAPUNOV FUNCTIONS OF CONTROL 
SYSTEMS 
After defining control Lyapunov functions at the end of the last chapter, we start 
to discuss some sufficient conditions for the existence of CLFs. As mentioned earlier, 
the existence of CLFs looks impossible, at least highly nontrivial. However, inspired 
by Conley's construction of strict Lyapunov functions of continuous dynamical sys­
tems, we can actually construct CLFs for certain control systems. 
First, we deal with some direct geometrical constructions of CLFs. It is feasible, 
as we see in the first section, when control trajectories show some uniformity. We 
will see that every one-dimensional control system and some two-dimensional control 
systems will fall into this category. 
In the second section related to Conley's construction of CLFs, we will discuss 
two cases individually, namely, control systems with a unique control set and with 
more than one control set. Linear control systems on do admit unique control 
sets; while the control system (2.2) with M compact has more than one control set. 
As an example, we will discuss a chemical reactor model. 
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Direct Geometrical Constructions 
General control systems with bounded control range defined on 3?^ is given by 
x  =  f { x , u ) ,  (3.1) 
where u eU = {u -yp-U, measurable }, and f/ C 3?^ compact, connected with 
0 e int t/. /? > 0 is the control range. 
Assumption 3.1 
We assume that / is a continuous function in both components, such that for 
every u €U there are at most finitely many zeros. 
As usual, the uncontrolled dynamical system is given by 
x = /(x,0). (3.2) 
Definition 3.2 
If xq € 3JMs a common equilibrium point of the vector field /(•, u), for all u 6 W 
then we call XQ a singular point of the control system (3.1). This system is called a 
singular system. Otherwise, the system is called a regular system. 
Example 3.3 
Consider the following control system on : 
x  =  x  +  u x ,  UG[—1,1]. (3.3) 
Then x = 0 is a unique equilibrium point for the uncontrolled dynamical system 
X = X and also a singular point for this control system. 
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Remark 3.4 
At the singular point xQ' ^ one-point invariant control set (singular 
control set). 
The next lemma characterizes chain recurrent sets of one-dimensional continuous 
dynamical systems. 
Lemma 3.5 
For every continuous dynamical system on 3?^, the chain recurrence set CTZ is 
the set of equilibrium points. 
Proof. Suppose that there exists p €. CTt such that p is not an equilibrium point. We 
note that there exists a sufficiently small e > 0 such that all S]^,S2 £ (p — -|- e) 
with < 0 < 52 satisfy the following condition: 
Either < p <  ^ { s 2 , p )  or ( p { s i , p )  < p <  ' p { s 2 , p ) .  
Without loss of generality, we may consider the first case. It implies that 
( p { t , p )  2  G  
if there is an equilibrium point z > p and no other equilibrium in (p, 2). Otherwise, 
(p{t,p) 00 as t 00, i.e., p ^ CTZ, a contradiction. • 
Lemma 3.6 Let / : 3?^ —> he a continuous function with finitely many zeros. 
Consider the continuous dynamical system x = f{x) on . Then it is gradient-like. 
Proof. We define V : as follows. First we define V at these equilibrium 
points such that 
{ x J  ^  { x j }  = >  V { x i )  >  V { x j ) ,  
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foT 1 <i.,j < k. Then we define 
V(a:) = for a: € [x,:,a:,-+i], 
where affine function between and i  =  1 , . . .  , k  —  1 .  Then 
V is a strict Lyapunov function. By Lemma 3.5, this system is gradient-like. • 
For one dimensional control system (3.1), Colonius and Kliemann characterize 
chain control sets and control sets via zeros of /, see [10]. The next lemma describes 
the flow behavior between chain control sets. 
Lemma 3.7 
Consider the one-dimensional control system (3.1). Then we have the following 
results. 
(i) There are finitely many chain control sets. These chain control sets are either a 
compact interval or a one-point set. 
(ii) For any x outside closure of control sets, /(x, u) > 0 for all u eU  if and only if 
f { x , 0 ) > 0 .  
(iii) (3.1) is perfect if every chain control set contains a unique control set. 
Proof. 
(i) See [10, Theorem 3.16(i)]. 
(ii) Let [aj,6J be the closure of a control set of (3.1), i = 1,2, Suppose that 
there exists a x € (6i,Oi-fi) such that /(x,0) > 0 and /(x,u) < 0, for some 
control u EU. Then for some e > 0 we have x y by u = 0, and j/ x by u, 
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for all y  e  { x , x  e). By (i), We may adjust e > 0 sufficiently small such that 
(x, X + e) contains no control sets. This implies that x must belong to a control 
set, a contradiction. 
(iii) We note that every control set D is contained in a chain control set E, i.e. 
clD C E asEis closed. By (ii), clD = E. Otherwise, iorx E E\ clD, /(x, it) > 0 
for all u G 1/ (or /(x, u) < 0, for all u G U). This implies that x can not be chain 
controllable to itself. On the other hand, every chain control set E' contains a 
unique control set D' . Similarly, by'(ii), E' = cW'. Therefore, the system is 
perfect. 
• 
Theorem 3.8 
Consider the one-dimensional control system (3.1). Then (3.1) admits a contin­
uous SCLF. 
Proof. Without loss of generality, we may assume that every chain control set is 
a compact interval. The following construction of SCLF is also applicable if (3.1) 
admits some one point chain control set. Let E^ = [a^, 6j] be a chain control set, 
I = 1,2,..., fc. First we define a real-valued function T on these chain control sets 
such that T is constant on each E^ and 
Ej^ Ej ^{Ej) > J - { E j ) „  for I  < i , j  <  k .  
Then we define 
J^(x) = Lj^,^^^^^j(x), I = 1,..., A: — 1, for X G (^>^,0^+1) outside chain control sets. 
L is the affine function. 
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E, Ej E3 
Figure 3.1: Continuous SCLF of the one-dimensional control system (3.1). There 
are three chain control sets = [a^, 6^], i = 1,2,3. Ej^ -< £'2, i = 1,3. 
For X G (—00, aj), can be any strictly increasing (resp. decreasing) linear function 
as the control trajectory is increasing (resp. decreasing) in (00, aj). Similarly, can 
be constructed in {bf,,oo) , see Figure 3.1. .F is a continuous SCLF of (3.1). M 
In general, a strict Lyapunov function of the uncontrolled dynamical system (3.2) 
is not necessarily a SCLF of (3.1). However, we have the following result. 
Corollary 3.9 
Consider the one-dimensional control system (3.1) Then a strict Lyapunov func­
tion V of (3.2) is also a SCLF of (3.1) if and only if every chain control set is an 
equilibrium point of (3.2). 
Proof. By Lemma 3.7(ii), V is also a continuous SCLF outside chain control sets. 
Since V is constant on each chain recurrent component which is an equilibrium point 
by Lemma 3.5, the result follows. • 
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Example 3.10 
Consider the following regular control system defined on 3?^, 
X = (x2 _ 1) _ u, u^U = [-0.5,0.5]. (3.4) 
ey 
The uncontrolled dynamical system x = x" — 1 has two equilibrium points = 1 
1 \/^ (source) and x = —1 (sink). The chain control sets of (3.4) are and 
V2 v2 
E2 = Figure 3.2. A piecewise linear SCLF of (3.4) 
is shown in Figure 3.3. 
To finish this subsection, we consider the linear single-input control system of 
the following form: 
X = ax + bu (3.5) 
on 3?^; a, 6 7^ 0; u € ZY = {u : -+ C/, measurable }, and U  =  [ — p , p ]  C /9 > 0. 
Without loss of generality, we may assume that 6 > 0. 
We note that for every constant function u^ U  (or u e U ) ,  there is a unique 
equilibrium point x = — ju. As usual, the uncontrolled dynamical system is given 
by X = ax. We discuss several basic properties of (3.5) as follows. For ug G U, the 
i/Q-system means the (continuous) dynamical system induced by the control system 
(2.2) with u = UQ-
Theorem 3.11 
Consider the control system (3.5). Then we have the following results. 
(i) The chain recurrent set CTZ of the uncontrolled dynamical system is {0}. 
(ii) The system (3.5) has the unique control set [\p-,—^p] if a < 0; [ — ^ p i \ p ]  i f  
a > 0. clD is also the unique chain control set of (3.5). 
34 
u=x -1 
0.5 
-0.5 
Figure 3.2: Two chain control sets of (3.4), E-^ and £2- Ei 
of El and E2 are determined hy u — 0.5 and u 
-< E2- The boundaries 
= -0.5. 
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E 
Figure 3.3: SCLF of (3.4). The flow behavior between control sets shows a unifor­
mity for all u E U. 
(iii) If a <0 then u) —+ [^p, —^p] as t —>• oo, for all x ^ [^p, —^p] and for 
a l l  u ^ U .  
• h h (iv) Let a > 0. If x E (—oo,—^p) then (p{t,x,u) —oo ast —* oo. If x € (^/9,oo) 
then ip(t,x,u) oo as t oo. 
(v) The system (3.5) admits a continuous SCLF. 
Proof. 
(i) This result follows from Lemma 3.5. 
(ii) We note that for every constant control u £ U there is a unique equilibrium 
point X  = — ^ u  for this u-system. For u  =  p  and — p ,  we get the boundary of 
the control set D, see Figure 3.4. As there is no zero for ax-\-hu\i x ^ D and 
the boundary of control sets are determined by zeros of ax + we conclude 
that D is the unique control set of (3.5). Since D is the unique control set, 
clD = D is the unique chain control set of (3.5) by [10, Theorem 3.16(i)]. 
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Figure 3.4: Control structure of the system (3.5). D is a unique control set, which is 
also a chain control set. There is no other control sets and chain control 
sets outside D. The boundary of D is decided by the constant controls 
u = —p and u = p. 
(iii),(iv) These are direct results from Lemma 3.7 (ii). 
(v) By Theorem 3.8. 
• 
Conley's Construction 
The direct geometrical construction of CLFs has at least one disadvantage: we 
need to find some uniformity of control trajectories. In general, it is impractical. We 
have seen this construction is valid for control systems defined on as the behavior 
of control trajectories outside chain control sets are very simple. We have also seen 
that there is a uniformity of control trajectories for planar decoupling control systems. 
In this section, we will follow Conley's construction of Lyapunov functions with 
respect to chain recurrent sets to construct CLFs of affine control systems defined on 
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M. However, before we start, we remember some lessons learned from the dynamical 
systems theory. We know that in Lyapunov functions do not exist globally for 
linear (time invariant) systems with a trajectory escaping to infinity. Otherwise, by 
Lyapunov direct method of stability, the origin will be asymptotically stable with 
domain of attraction equal to This gives us some insight about control systems 
whose trajectory behavior is more complicated than that of dynamical sj'stems. We 
should expect the existence of a semi-global CLF than a global one. A semi-global 
CLF is the one defined on a connected subset of M. 
In this section, we use the following notations for different reachable sets of 
A' C M. Fix a, u eU and t G [0,oo). 
• =  { y  E  M : y  =  i p { t ^ , x , u ) , x  e  A', for some > <}. 
C^[0 • =  { y  ^  M  : y  =  t p { t ' , x , u ) , x  E  K ,  for some 0 < <' < t } .  
O u  (A') : =  { y  E  M  :  y  =  i,« ) ,  x  e A', for some > 0}. 
Throughout this section of Conley's construction, we always assume (H) for the 
control system (2.2). 
Control Systems with a Unique Control Set 
We first discuss the case that (2.2) has a unique chain control set. 
Assumption 3.12 
( A l )  T h e  c o n t r o l  s y s t e m  ( 2 . 2 )  h a s  a  u n i q u e  c h a i n  c o n t r o l  s e t  E ,  E  ^  M .  
We denote such a system by (2.2)^2. 
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Later on, we will show that linear control systems satisfy the Assumption 3.12. First 
we define global attractors and reference points of (2.2)^j cis follows. 
Definition 3.13 
An invariant chain control set E is a. global attractor if clOu{x) r\ E for 
e v e r y  x  £  M  a n d  e v e r y  u  £ U .  
Definition 3.14 
p  £  M \ E  i s  a ,  r e f e r e n c e  p o i n t  if 0'^{p) H ^ 0. 
From now on, we fix a reference point p for the control system (2.2)^2 • 
Lemma 3.15 
Let E be a unique chain control set of {2.2)^-^ andp he a reference point. Define 
/p : —> [0,1] C 3? by 
l p { r )  : =  d { r , E ) l [ d ( r , E )  +  d { r , p ) ] ,  
where d is the (Riemannian) metric of M. Then Ip^(O) = E and = {p}. Ip 
is continuous on M; lp{M) = [0,1]. 
Proof. These are direct results from the definition of Ip. • 
Lemma 3.16 
Consider the system (2.2)^j. Let E be the global attractor. Fix a u e U . Then 
we have the following results. 
(i) For any (open) neighborhood of E, W, there exists some i >0 such that 
<= w'-
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(ii) Let W be a open neighborhood of E. Then for any compact subset K C M, 
K n E = 0, there is some i>0 such that 
0+^.(A-) C W. 
Proof. 
(i) Consider the u-system. Then the a;-limit set of W is contained in E. For the rest 
of the proof, see [15, 5.1 A]. 
(ii) For any x  E  K  and let t { x )  > 0 be the first hitting time of the trajectory u )  
to W, i.e., (^(i(x),x,w) G W  and ^ W ,  for all t  <  t { x ) .  Then t(a:) is 
continuous on K by classical dependence theorem on initial conditions. By 
compactness of K, t{x) attains maximum at some x = xg ^ This i(®o) is a 
choice for t. 
• 
Lemma 3.17 
Continuing from Lemma 3.15. Fix au GU. Define : JM [0,1] C 3? by 
ku{r) = snp{lp{ip{t,r,u)) ; i > 0}. 
Then 
(i) ku ^(0) C E. In particular, A:^^(0) = E if E is invariant. 
(p) = ^(1)-
k u { M ) c [ 0 , l ] .  
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(ii) ku is nonincreasing along control trajectories for all x £ M. 
(iii) ku is continuous on Ou (p)- In particular, ku is continuous on M. if E is a 
global attractor. 
Proof. 
(i) Let X  e k u ^ { 0 ) .  Then k u { x )  =  0. This implies that l p { i p { t , x ^ u ) )  —  0 for all 
f > 0. By Lemma 3.15, i p { t , x , u )  G E ,  for all f > 0. In particular, x  E  E .  If 
E is invariant, then lp{ip{t,x,u)) = 0, for any x E E, and for all t>0. This 
i m p l i e s  t h a t  k u { E )  =  0 ,  i . e . ,  E  =  
Let r G O u { p ) .  Then p  =  ( p { T , r , u )  for some T > 0. We note that 
k u { r )  >  l p { ( p { T , r , u ) )  =  l p { p )  = 1, 
i.e., k u { r )  =  1. We conclude that O u { p )  C k u ^ { l ) .  On the other hand, if 
r then there exists a sequence tn>0 such that lp{(p{tn,r.iu)) —* 1 
, as n —» CO. Then ( p { t n , r , u )  —> p, as n ^ oo. A s  p  ^  E ,  p  can not be an 
equilibrium point for the u-system. Hence (p{T,r,u) = p, for some T > 0, i.e., 
r&Ou (p). Hence ku^{l) C 0~(p). 
(ii) The fact that k u  is nonincreasing along control trajectories ( p { - , x , u )  is simply 
a property of the sup function. Define k :l( x M by k{u,r) = k u { r ) .  
By Lemma 3.16 and the continuity of <^(fQ,-,u) on M, lp{(p{tQ,-,u)) is also 
continuous on M.. The crucial part is to show that ku is continuous. 
Let x n  p .  Then l p { ( p { 0 , x n , u ) )  —> l p { ( p { 0 , p , u ) )  = 1, by the classical theorem 
of continuous dependence on initial conditions. We observe that 
l p { i p { 0 , x n , u ) )  <  k u { ^ { 0 , x m u ) )  <  1, 
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for all n. This implies k u {xn) —> 1 = k u { p )  and k u  is continuous at p .  Similarly, 
ku is continuous on (p). 
Assume that £ is a global attractor. We first show that k u  is continuous on E .  
Given e  G [0,1/2], choose any neighborhood W of £ such that l p { W )  <  t .  By 
Lemma 3.16, there is some f > 0 such that C W .  Then 
u,>t 
k u i O + i d W ) )  <  e .  
For each y € c/W, we define t y  :0 < t y  <t as follows. For y E E, set t y  = 0. 
Fo r  y G clW \ E, set ty — iii (p{i, y, u) ^ E; set ty such that (p{t, y, u) G W for 
a l l  t  G [ t y , t ] -  Cons ide r  t he  se t  N  C W :  
N  { z  E  0 ^ f ^ { y ) ,  for some y  G c l W } .  
Then for all x G iV, i p ( t ,  x ,  u )  G W, for all t > 0 .  Hence k u { x )  <  e ,  for all x  €  N .  
W e  a l s o  n o t e  t h a t  E  C  N ,  a , s  E  i s  i n v a r i a n t  a n d  E  C W .  
Now we show that every point of E is an interior point in N. As E is closed, 
E = intE U dE. It suffices to consdier x G dE. For any x € dE, if x G (VK) 
then by the homeomorphism property of ip{i, •, u), (W) is an open set in N. 
Hence x G intN. Assume that x 0 (^)- If x = tp{t, y), for some t >i, then 
X G 01^{W) C N, by the homeomorphism property of x G intN. 
Now we only need to consider the case that x = (^(f, j/, u), for some t  <  i .  Then 
t > ty, otherwise x hy the definition of ty, i.e. x ^ E. Again by the 
h o m e o m o r p h i s m  p e o p e r t y  o f  i p { t ,  • , u ) ,  x  G  i n t N .  
Now we conclude that E C intN. For any x E E, k u { B { x ) )  <  e ,  for some open 
b a l l  B { x )  C  N  o {  X .  T h e r e f o r e  k u  i s  c o n t i n u o u s  o n  E .  
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Given r  ^  E .  Let W be a neighborhood of E  such that sup(/p(iy)) < l p { r ) .  
Choose K a compact neighborhood of r such that K D {p} = 0 and 
s u p l p i W )  <  inf/p(A'). 
Since J? is a global attractor, there is some i  > 0  such that 4 K )  C W  by 
u,>t 
Lemma 3.16(ii). With this choice of i, r' G K implies 
k u { T ' )  =  s u p l p i O + i r ' ) )  =  
Now ku is continuous at r as sup depends continuously on / 
• 
We improve the nonincreasing property of ku to the strictly decreasing one in 
the next lemma. 
Lemma 3.18 
Continuing from Lemma 3.17 . Fix a u e U. Define gu '• M by 
f°° —<t 
9u{r) = jQ e kuMs,r,u))ds. 
Then 
(i) 9 u {M )  C [0,1]. g u^ { 0 )  C E .  In particular, 5^7^(0) = E  if E  is invariant. 
(ii) gu is nonincreasing along trajectories (p{-,x,u). If E is a global attractor, then 
gu is strictly decreasing along control trajectories outside E. 
(iii) gu is continuous on Ou{p)- Moreover, if E is a global attractor, then gu is 
continuous M. 
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Proof, (i) and (iii) are direct results from Lemma 3.17 and properties of the improper 
integral. We also note that this improper integral is convergent for all r G Now 
for > ^2 ^ 0 with ip{tj,r,u) ^ E. i = 1,2. Then 
9 u { ' p { t 2 ^ r , u ) )  -  g u i i p i t i , r , u ) )  
fOO 
rOO 
For this r, u), i = 1,2, there is a 5 > 0 such that 
(p(s + , r, u) G E, and (^(s + ^ 2' '"•) ^ ^ • 
Hence the last expression is strictly negative as the nonegative integrand is not iden­
tically zero in this case. 
Finally we have to show that the integrand is either identically zero if this control 
trajectory (p{-,r,u) never enters E. Let 6 := ti — t2 > 0 and e := > 0. 
Assume that 
P{s) := ku{^{s + t2,r,u)) - kuifis + ii,r,u)) = 0, for all s > 0. 
Now we may choose i > 0 such that s = A(ij — <2)? for some positive integer A, and 
A:u(¥'(5 + <i,r,u) < 
Otherwise, > ^ > 0, for some tn —+ 00. We observe that 
\ 6  +  t 2  = H i i — i 2 )  +  i 2  
= + (A — l)f2 — Ai2 + ^2 
= ^1 + (A — l)f J — (A — l)t2 
~ ^1 "f" ~ 1)^* 
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Hence 
However, 
fcu((^(A(5 +t2,r,u)) = ku{'f{{X-l)S + ti,r,u)) 
=  k u { f { { X - l ) 6  +  t 2 , r , u ) )  
= ku{ip{{X-2)S+ ti,r,u)) 
= kui^{ti,r,u)) 
= e. 
kui'p{\6 + t2,r,u)) = ku{v>{XS + ti,r,u)) < 
a contradiction. Therefore P{s) is not identically zero. B 
Lemma 3.19 
Given 7 > 0. Let {fa '• M —» [—7,7] C 3J,a G J} be a family of (uniformly) 
bounded, lower semicontinuous function on M.. Define 
F{x) := sup fa{x). 
ael 
Then F is well defined and lower semicontinuous on M.. 
Proof. F is well defined as fa{M) C [—7,7] for all a G J. Given e > 0. Fix a 
XQ ^ -M.- Then there exists an a £ J such that F{xq) < /a(®o) + f • continu­
ity of this fa, there is a (5 > 0 such that fa{x) — fa{ x q )  > —^7 for all x G B j ^ { x q , 6). 
We conclude that 
F { x) - F { x q )  >  f ( x )  - / a ( x o )  -  i  
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> faix) - fa{xQ) - ^  
€ € 
> - 2 - 5  =  -
for all X G Bj\yi{xQ,6). Hence F is lower semicontinuous on M. • 
The following theorem is one of the major results in this chapter: the existence 
of a SCLF for [2.2)which is lower semicontinuous on M. 
Theorem 3.20 
Consider the control system (2.2)^j with a unique chain control set E and let 
p be a reference point. Assume that E is a global attractor, then {2.2) o.dmits a 
lower semicontinuous SCLF on M.. ^~^(0) = E and J^{M.) C [0,1]. 
Proof. We define : M ^hy 
J^{x) ;= s\ip{gu{x) : u E U). 
By Lemma 3.19, T is well defined and lower semicontinuous on M.. Consider a 
control trajectory (/?(•,r,u). Let t2> ti > 0. Given e > 0, then there is a U2 G W 
such that ^((^(^2,^,")) < 5^2(<<^(^2'^'")) + Define u U C 3?"^ by 
u{t) = 
( 
u{t) t <t2 
U2{t) t > t2. 
Then u EU. We first observe that by the definition of u and a property of trajectories, 
we have 
f { s , < p { t 2 ^ r , u ) , u 2 )  =  ( p { s  +  t 2 , r , u )  
= 'fi{s,^{t2,r,u),u), 
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for any s > 0. This implies that ^^^2(¥5(^2?'')")) = 511(^(^2'Hence 
T{'^{i2,r,u)) < 5ti2(v(^2'^'")) +^ 
= 5uMi2''''")) + ^ 
< 5i2(s?(ib^")) + e 
= 5iiM<b^w)) + e 
< T { ( p { t i , r , u ) )  +  e .  
This implies that ^{ip{t2,r,u)) < J^{ip{ti,r,u)) , for e > 0 is arbitrary. T is nonin-
creasing along every control trajectory. In particular, T is strictly decreasing along 
the control trajectories outside £, as above third 
inequality, for any u corresponding to each e and r ^ E. 
Rest of results follow by Lemma 3.18. I 
Examples: Linear Affine Control Systems 
We consider the following linear affine control systems 
m 
x = Ax-\- ^ ui{t)Bi = Ax + Bu, (3.6) 
i=l 
where A € g/(n, 3J), are n x 1 column vectors, for i =1,2,... m. B = [Bi |... \Bm]-
X 6 5ft". We assume that system (3.6) has bounded control range p which is defined 
in the beginning if the section 2.2. Unbounded control system Scx) means the system 
(3.6) with unbounded control range. The index of controllability for Soo is the rank 
of the following matrix: 
[B\AB\A^B\...\A^-'^B]. 
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Remark 3.21 
(i) Consider the linear control system (3.6). Suppose that the index of controllability 
for unbounded control system SQO is k, k < n. Then every control set of (3.6) 
is contained in the fc-dimensional controllable subspace in 3?". The controllable 
subspace of JICXD is generated by [B\AB\A^B\...\A^B], k independent column 
vectors. See [28, Section 3.3]. 
(ii) Assume that A is asymptotically stable. Then (3.6) has the unique control set D 
and the unique chain control set E. Moreover E = clD, i.e. this system is per­
fect. E and D contains the unique equilibrium point a; = 0 of the uncontrolled 
dynamical system x = Ax. E is a. global attractor. 
Theorem 3.22 
Consider the linear control system (3.6). Assume that A is asymptotically stable. 
Then this linear control system admits a lower semicontinuous SCLF on 3?". 
Proof. The result follows by Remark 3.21 (ii) and Theorem 3.20. • 
Control Systems with More Than One Control Set 
In this subsection, we will construct CLFs via Conley's construction on affine 
control systems (2.2) with more than one control set. For this case, (2.2) have no 
global attractor. However, we may define the strict domains of attraction of chain 
control sets, such that invariant chain control sets play a role similar to global at-
tractors in these regions. 
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For perfect control systems, we may define an order, between chain control 
sets, which is similar to that between control sets. Let JSj and £2 be two chain 
control sets of (2.2). Then we define 
El X E2 if there is xj e Ei with fl JS2 ^ ®-
Definition 3.23 
Let JE be a chain control set of (2.2). The strict domain of attraction of E is 
defined by 
A ^ { E )  : = { y e M :  c l O i { y )  n £ ^  0 , for all u € U}. 
In this subsection, we assume that the system (2.2) has more than one control 
set and satisfies the following assumption. 
Assumption 3.24 
(A2) Consider the control system (2.2) which is perfect. Suppose that 
there are at least one maximal chain control set E and a minimal 
chain control set E* with respect to and E* •< E. We call these two 
chain control sets a pair of chain control sets . 
We denote this system by (2.2)^2-
If M is compact then (2.2) admits such a pair of chain control sets by Lemma 
2.32 (iii). In general, there are more than one pair of chain control sets. The idea of 
Conley's construction of CLFs for (2.2)^2 the following. First we construct a semi-
global CLF with respect to every pair of chain control sets. See Theorem 3.28 and 
49 
Corollary 3.29. Secondly, we somehow 'glue' these semi-global CLFs together and 
construct a global CLP on the state space M. We will illustrate this by a chemical 
reactor model at the end of this subsection. 
Now we are in a position to prove an existence theorem of CLFs of the system 
(2.2)^2- Basicalh^ Conley's construction in this case is an analog of the previous 
subsection. The idea is the following: E plays the similar role as a global attractor, 
and E* as a reference point. 
Lemma 3.25 (Analogous to Lemma 3.15) 
Consider the control system (2.2)^2- Define Z: —»• [0,1] C 3? it/ 
l{r) :=d{r,E)/[dir,E) + d{r,E*)]. 
Then I is continuous on M, /~^(0) = E, = E*, and 1{M) = [0,1]. 
Lemma 3.26 (Analogous to Lemma 3.17) 
Continuing from Lemma 3.25. Fix a u^U. Define ku '• M U by 
ku{r) = sup{l{(p{t,r,u)): i > 0}. 
Then 
(i) ku ^(0) C E. In particular, A;^^(0) = E if E is invariant. ^•17^(1) = Ou{E*), 
ku{M.) C [0,1]. 
(ii) ku is nonincreasing along control trajectories (p{-,x,u), for all x E M. 
(iii) ku is continuous on Ou{E*). In particular, ku is continuous on E* if M is 
compact. 
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(iv) ku is continuous on A^iE), if E is invariant. 
Lemma 3.27 (Analogous to Lemma 3.18) 
Continuing from Lemma 3.26. Fix au ^U. Define gu '• M. dt by 
fOO 
9u{r) = J^ e ^ku{'p{s,r,u))ds. 
Then 
(i) 5*17^(0) CI E. In particular, = E if E is invariant. 
(ii) gu is nonincreasing along control trajectories (^(•, x, u), for allx G M. Moreover, 
in A^{E), gu is strictly decreasing along control trajectories outside E if E is 
invariant . 
(iii) gu is continuous on Ou{E*). In particular, gu is continuous on E* if M is 
compact. 
(iv) gu is continuous on A^iE) if E is invariant. 
Theorem 3.28 
Consider the control system (2.2)^2- Then 
(i) There is a CLFT ; M ^  [0,1] C 3i, such thatJ^-'^[^) = E and O'{E*) C {\) 
(ii) !F in (i) is a lower semicontinuous SCLF on A^{E) if E is invariant. T is also 
lower semicontinuous on 0~{E*). 
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Proof. We define T •. M by 
^(r) = sup gu{r). 
uEU 
Then is well defined and lower semicontinuous by Lemma 3.19; and the proof is 
similar to that of Theorem 3.20. H 
Corollary 3.29 
Consider the system (2.2). Let M be compact. Then 
(i) There are a minimal chain control set E* and a maximal chain control set E 
with E* -< E. E is invariant. E* = 0~{E*). 
(ii) There is a CLF —> [0,1] C 5R such that = E, E* C ^""^(1). 
(iii) T is lower semicontinuous on E* and A^{E). 
(iv) is a SCLF in A'^{E). In particular, !F is a SCLF on M if E and E* are the 
only chain control sets of (2.2). 
Proof, (i) is by Lemma 2.32(iii) and the fact 0~^[E*) = E* \i M. is compact, (ii), 
(iii) and the first part of (iv) follow by Theorem 3.28. As for second part of (iv), we 
note that A^{E) = M \ A{E*) = M.\ E*. The result follows now by the first part 
of (iv). • 
Example 3.30 
Consider the following one-dimensional control system determined by projecting 
the two-dimensional bilinear control system 
1 0 
0  0 /  1 0 1  
v{t) = ui{t) 
/ - N ( \ 
J 0 0 
u(t) -I- U2{i) v{t) 
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onto the projective space P^, with U  =  [0,1] x [—1,0]. We parameterize via the 
angle as 
p '  =  { « - f < « < f ) .  
We also define the metric on P^ as follows. 
d { e i , e 2 )  =  \ e i - e 2 l  = 
c?(0, y) = f-— ^5 ^G[0, 
§•) = ^ + §>0)-
Now this projected system can be described by the following differential equation 
( w . r . t .  6 )  
6  —  («2 ~  )  cos 0  sin 6 .  
With the transformation r = tan 9, the above equation becomes 
r = (u2 — U2)r. 
There are two chain control sets for this system, namely, Ei = {^} and £'2 = {0} 
with El -< E^. Now we construct the Conley's SCLF for this one-dimensional control 
system. 
(i) For e s [0, f], i(r) = f; 
^"u{r) = for all u € U-, 
«"('•) = ¥ • (Kj-ig+l)' '<»• all " 6 
n r )  =  f. 
We observe that 1 < — U2 -|-1 < 3. 
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Figure 3.5: Conley's CLF for the one-dimensionaJ projected system. Two chain 
control sets are {^} -< {0}. 
( i i )For( le ( - f ,0 ) .  i (r )  = #i 
ku{r) = for all u G t/; 
9u{r) = # • S 
•^(r) = #. 
Also see Figure 3.5. 
Example 3.31 
Consider the following two-dimensional bilinear control system (also see [13, 
Example 4.11]). 
v{i) = ui(f) 
/ \ 
1 0 
0 1 
t;(t) + U2(0 
^ 0 1 
0 0 
( \ 
0 0 
v(t) (3.7) 
with 1/ = [0,2] X [^, 1] X [^11]. The control sets of the projected system of (3.7) on 
the projective space in are given by 
Dl = TT VI 
^ 2 )  
6 = avi,ae (-v^,-^) 
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Figure 3.6: Control sets of the projected system of (3.7). A lower semicontinuous 
strict control Lyapunov function, T is defined. In particular, F is con­
tinuous on = clDi-
where TT denotes the natural identification of points in as subspaces, i.e. as 
elements in P^, which is compact. We note that D\ is open aaid £>2 'S closed. By 
Lemma 2.32 (i) and (iii), we have Di •< D2. The chain control sets are Ei = clDi, 
E2 = D2 and E-^ -< E2, see Figure 3.6. This projected system is perfect. By the 
Corollary 3.29, there is a CLF such that {F{0) = £'2 and T{1) = JEJ. We note 
that ^^(^2) = \ -^l- Therefore we conclude that J" is a SCLF, which is lower 
semicontinuous on \ and T is continuous on Ei, 
55 
Figure 3.7: Phase portrait of the chemical reactor model (3.8) with u = 0. There are 
two stable equilibrium points: xq and x2, and one unstable equilibrium 
point: a:J. 
Example 3.32 (Chemical Reactor model: Arrhenius Dynamics) 
The model of a well-stirred chemical reactor can be described by the following 
equation 
( \ / 
XI 
_ 
\ 
\ 
u{t] 
/ \ 
XI - Xc (3.8) 
/ 
— X I  —  a ( x j  —  X c )  +  - 6 6 ( 1  —  X 2 ) e ^ ^  
—a:2 + 6(1 — a:2)e®l 0 
Here x i  is the (dimensionless) temperature, X2 is the product concentration, x c  >  0  
is the coolant temperature, and a,b,B are positive technical constants. The control 
input u is the heat transfer coefficient, and the state space is = (0,oo) x (0,1). 
For the numerical results below we have chosen xc = 1.0, a = 0.15, b = 0.05, B = 7.0, 
and U = [—0.15,0.15], see Poore [25] for the system behavior with different parameter 
values. 
For the parameter above, the equation (3.8) with constant control u{t) = u E U 
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has three equilibrium points in M., namely, 
/ \ 
xo(«) = 
a 
Xl(ti) 
X2(«) = 
^ 0.05e"/(l + 0.05e") j 
^ ^ 
0.05e^/(l + 0.05e^) ^ 
7 
0.05e')'/(l + 0.05eT) 
where o < < 7 are the zeros of the transcendental equation 
-1.15x + 0.15 - u{x - 1) + 0.35e®/(l + 0.05e®) = 0. 
xo(u) is stable, xi(u) is hyperbolic, i.e., the linearization of the uncontrolled dynam­
ical system about xj has a positive and a negative eigenvalue; X2(w) is stable. For 
the phase portrait of the uncontrolled dynamical system, see Figure 3.7. 
For small control range, Theorem 2.25(iii) yields the existence of exactly three 
control sets with nonvoid interior with x^(0) e intD^, i = 0,1,2. Dq and £>2 are 
invariant control sets and is a variant control set, see Figure 3.8. Also there are 
three chain control sets such that for i = 0,2 and E-^ = clD^. We note 
that El -< Eq and E^ -< E2. We consider the compact subset K = [0,7] x [0,1] of 
M. The domain of attraction of Dj (in K) is shown in Figure 3.9. Hence there exist 
lower semicontinuous SCLFs in A^{Eq) (to the left of >!l(Di)) and in A{E2) (to the 
right of A{Di)), say ^ and respectively. 
We can glue these two SCLFs together to form a global SCLF. We define this 
global SCLF .F : A' —> [0,1] C 3? as follows: 
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0.9 
0.8 
0.7 
0.6 
0.4 
0.3 
0.1 
DO 
Figure 3.8: Three control sets of the chemical reactor model (3.8). D q  and £>2 are 
invariant; D\ is variant. 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
DO 
Figure 3.9: Domain of attraction A {D t ^ ) of the control set of the chemical reactor 
model (3.8). 
58 
^(x) := if X G A^{Ei) U A{Di), i = 0,2. 
is well defined based on the following two facts: 
and 
K  —  [0,7] X [0,1] = U '^^(•^2) ^ which is a disjoint union. 
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CHAPTER 4. CONTROL LYAPUNOV FUNCTIONS OF BILINEAR 
CONTROL SYSTEMS 
The local study of ordinary differential equations and smooth dynamical systems 
via linearization techniques and Lyapunov exponents goes back to Lyapunov's work 
in 1892. In the time dependent case, Oseledec's multiplicative ergodic theorem shows 
how to obtain results about Lyapunov exponents, invariant manifolds, exponential 
stability, and behavior under small perturbations. Likewise, entropy theory, bifurca­
tion theory, strange attractors etc. can be closely related to Lyapunov exponents of 
dynamical systems. 
We can actually define Lyapunov exponents for control systems with a similar 
fashion. The following question arises: Can we determine the trajectory behavior via 
(control) Lyapunov exponents ? For general control systems, this question is hard to 
answer. However, Colonius and Kliemann [8, 11] analyze the control structure of the 
projected systems of bilinear control systems via Lyapunov exponents. 
In this chapter, we continue discussing the trajectory behavior of bilinear control 
systems via Lyapunov spectrum and then find SCLFs. In chapter 3, we find a semi-
global, lower semicontinuous SCLF of (2.2) via the Conley's construction, if (2.2) 
admits a global attractor. The reason that such a SCLF is semi-global is that we 
need a reference point to construct it. However, in this chapter, we can construct a 
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global lower semicontinuous SCLF of bilinear control system (4.1) via the Lyapunov 
spectrum, if (4.1) admits a global attractor. 
Control Structure of Bilinear Control Systems on Projective Spaces 
We consider the following bilinear control systems 
m 
x  = Aq x  -t- ^ ujA^x := A{u{t))x (4.1) 
i=l 
on 3?". Ai E gl{n, 3i), for all i = 0,1,... m. U C 3?"^ is compact and convex with 
0 € intU, the interior of U. As usual, the solution of (4.1) corresponding to u 6 2/ 
and initial value x G \ {0} will be denoted by <p(i, x, u), t E We note that for a 
given control function u El/, (4.1) is a linear homogeneous differential equation with 
time varying coefficients. 
Bilinear control systems are useful for analyzing the local behavior of nonlinear 
control systems while linearization techniques are applied. Therefore, understanding 
bilinear control systems may broaden our knowledge of nonlinear control systems, at 
least from local analysis point of views. For control systems with unbounded control 
ranges, this approach may be referred to [23, chapter 3]. Colonius and Kliemann [13] 
describe this method for control systems with bounded control ranges. 
In this chapter, rather than discussing linearization techniques, we focus on 
global pictures of bilinear control systems. In particular, the exponential growth 
behavior of control trajectories of bilinear systems. This can be studied via Lyapunov 
exponents and Lyapunov spectrum of the associated angular systems on projective 
spaces (called projected systems), obtained by identifying opposite point on 
the sphere in The projected system of (4.1) (let s be the angular component) is 
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described by the following equation: 
m 
s{t) = hQ{s{t)) + 2 Ui{t)hi{s{t)) := h{u{t),s{t)), (4.2) 
1=1 
where hj{s) := {Aj — sAjs • I)s, for i = 0,1,... ,m. 
For projected system (4.2), the local accessibility is equivalent to the following 
Lie algebra rank condition: 
(HP) dimCA{h{;u) : u G U}{x) = n - l,Vx 6 P""!. 
Remark 4.1 
(H) for (4.1) implies (HP) for (4.2). 
Before discussing CLFs, we need to understand more about the control structure 
of bilinear control systems. In general, it is difficult to find control sets of control 
systems (2.2) except by numerical simulations. However, one advantage of studying 
the bilinear control systems (4.1) via the projected systems (4.2) is that we can 
actually compute control sets (with nonvoid interior) of (4.2). It turns out that 
these control sets are closely related to generalized eigenspaces of the elements in the 
following systems semigroup S defined by 
5 = .. .exp(ii5i); tj > 0,Bj = A{uj),uj G U,j = l,...k,ke Af}, 
(4.3) 
where J\f is the collection of positive integers. In fact, this system semigroup S is 
contained in the following system group Q: 
g - (exp(ij.Bj(.)...exp((iSi);ij- £ = A(uj),uj £ U,j = 
(4.4) 
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^ is a Lie group acting naturally on \ {0} and on For i > 0 denote by 
the subset of S with Ylj=i ^ We note that by (H), the interior of «S<^ in 
the systems Lie group Q is nonvoid, for details, see [7], [11]. The control structure of 
systems (4.2) is realized by the following theorem. 
Theorem 4.2 
Consider bilinear control system (4.1) and assume (H). Then for the projected 
control system (4.2) we have the following results. 
(i) There are 1 <k <n control sets with nonvoid interior in 
called the main control sets. 
(ii) The interior of the main control sets are the connected components of 
PV ;= {PE{X)\X e spec{g),g G intS}, 
where spec{g) is the spectrum of g. PE{X) denoted the projection of the gener­
alized eigenspace of g corresponding to X onto the projective space P"~^. 
(iii) The main control sets are linearly ordered by -< D j  if there exist xj G D j ^ ,  
X j  G  D j  a n d  g  G  w i t h  g x ^  =  x j .  
(iv) For every t > 0 and every g G intS<^f and every X G spec{g), there is a main 
control set such that the generalized eigenspace E{X) satisfies 
P(£^(A)) C intD^, 
the interior of the main control sets consists exactly of these elements x G P^~l 
which are eigenvectors for a (real) eigenvalue of some g E Sff) intSc^f^^i 
some t > 0. is the subset of S with tj = t. j  ^  j  
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(v) For every g E S and every X e spec{g) there is some main control set with 
PE{X)f]clDj^ ^ 0; for every main control set D^and every g G S there is a 
X Espec{g) with PE{X) D c/Dj ^ 0. 
(vi) The control set C := Df. is closed and invariant and clC = nx^pdC^lx): the 
control set C* := is open and clC* = r\xGpclO~{x); all other main control 
sets are neither open nor closed. 
Proof. See [7, Theorem 3.10]. • 
The control structure of the projected system (4.2) with n = 2 turns out to be 
fairly simple. In particular, (4.2) is perfect in most cases, see (i) and (iii) in the 
following theorem. 
Theorem 4.3 
Consider the bilinear control system (4.I) with n = 2 and assume (H). Then the 
control structure of (4.2) has the following three possibilities: 
(i) The projected system has two main control sets Di -< D2 and two chain control 
sets El = clDi, E2 = D2 (Figure 4-i)-
(ii) The projected system has two main control sets Di D2, but one chain control 
set E = . 
(iii) The projected system has one main control set D = P^, hence the chain control 
set is E = . 
Proof By Theorem 4.2(i), there are at most two main control sets. The results follow 
by [11, Corollary 4.9]. • 
64 
Figure 4.1: Control structure of perfect projected systems (4.2) with n = 2. 
There are two main control sets and £>2 '^i^h Di -< £>2-
Lyapunov Exponents and Lyapunov Spectrum 
In this section, we introduce Lyapunov exponents for the bilinear control system 
(4.1) and the the Lyapunov spectrum for the projected systems (4.2). For n = 2, 
the Lyapunov spectrum can be characterized completely by constant controls [19]. 
For n > 2, the Lyapunov spectrum can be estimated via an outer approximation and 
an inner approximation. The outer approximation uses chain recurrent components 
of the projected control flow and the associated Morse spectrum, while the inner 
approximation considers the eigenspaces of periodic perturbations and associated 
Floquet exponents. Ideas from geometrical nonlinear control theory are used to 
combined these two approaches, these results can be referred to [11]. 
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Definition 4.4 
Lyapunov exponent of the solution ip{t,XQ,u) of (4.1) is defined as 
A(io,«) = limsup-log||(;o(<,xo,«)l|, 
t—*^oo * 
(4.5) 
with (^(0,a:,u) = x ^ 0 and || • || can be any norm on 3?^^. 
Remark 4.5 
For constant A{u) of (4.1), Lyapunov exponents are the real parts of the eigen-
valus of i4(u); for periodic i4(u), they are the corresponding Floquet exponents. In 
any case, A(x, u) < 0 if and only if (p{t, x, u) converges to zero faster than any expo­
nential exp(ai) with A(a:,u) < a < 0 (and slower than those with a < A(a:, u)). 
Definition 4.6 
Let D be a main control set of the projected system (4.2). The Lyapunov spec­
trum of (4.1) over clD (the closure of D) is defined by 
in fact, they are defined on the control flow associated with (4.1). The flow point 
of view allows us to use concepts and techniques from topological dynamics for the 
J2ijy{clD) := {A(u,p)|(u,p) EU X D,3T >0 ^{t,p,u) G clD,\/t > T}, 
where ^(•,SQ,U) denotes the solution of (4.2) with ^(0,SQ,U) = SQ ^ P"~^. 
The Lyapunov spectrum of the system (4.1) is 
T,Ly - («?3;) eU X W^,x 7^ 0}. 
Remark 4.7 
The Lyapunov exponents of (4.1) define a map 
A : X \ {0} ^ 3ft (4.6) 
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analysis of the Lyapunov spectrum. The details of control flows corresponding to 
control systems will be introduced in Section 5.1. 
Theorem 4.8 Consider the control system (4.1)^. Assume (H) for (4.1)/', for all 
p > 0; and {I)p for (4.2), for all p>0. Let D^,.. be the main control sets 
of {^.2)P. Then for except at most countably many p, we have the following results. 
(i) Each is a closed interval, for all i= 1,... k{p). 
(ii) J^Ly of the system (4.1)^ is a union of closed intervals 
Proof. 
(i) See [8, Theorem 3]. 
(ii) The result follows by [8, Theorem 3(2)] and [11, Corollary 5.6]. 
• 
The following theorem is a complete characterization of the Lyapunov spectrum 
of (4.1) with n = 2. ' 
Theorem 4.9 
Consider bilinear control systems (4.1) with n = 2. Assume (H) for (4.1). 
(i) If all eigenvalues of A{u) for all constant control u are real, then 
(a) there are two disjoint control sets Di and £>2, Di is open, D2 is closed in 
p l .  
(b) Ely = ZLy(clDi)UELy{D2)-
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(c) J2Ly(^2) ~ ['>'''^1 ^ ^ (maximal) real eigenvalues of some 
u  £ U ,  
(d) IIX,j^(C/JDI) = [7*,«*] and all X 6 [7*,«*] are (minimal) real eigenvalues 
o f  s o m e  u ^ U ,  
(e) the intervals JliyiclDi) and Y.Ly{D'}) can overlap strictly, i.e., with in­
terior points. 
(ii) If all eigenvalues of A(u) for all constant control u £ U are complex, then 
(a) there is one control set £) = P^, 
(b) Ely = ELy(-O), 
(c) J^LyiD) = [7, K] and all A € [7, K] are Floquet exponents of some periodic 
u  E U  w i t h  p e r i o d i c  t r a j e c t o r y  < ! > { • ,  0 , u )  i n  P ^ .  
(iii) If there exist 1x2,^2 ^("l) eigenvalue and A{u2) has 
complex eigenvalues, then 
(a) there is one control set D = P^, 
(b) Y^LyiD) — [7?'^] and all X € [7,«] are either real eigenvalues or Floquet expo­
nents of some periodic u Eli 
Proof. Joseph proves this theorem [19, Theorem 4.1] by considering all u e U . By 
[11, Corollary 4.9], it suffices to consider only constant control u E U for (i) and (ii). 
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In this section, we are interested in the bilinear control systems (4.1) satisfying 
the following assumption (A3). We denote such a system by (4.1)^3. 
(A3) Consider the bilinear control system (4.1)^. Assume (H) for (4.1)^, for all 
p> 0. Assume (Ip) for (4.2)^, for all p>0. Fix a p > 0, let be 
main control sets of (4.2)^. We assume that Y^j^yiclD^) is a closed interval, 
f o r  a l l  i  =  1 , . . . ,  k .  
We denote the bilinear control system (4.1) with control range /? > 0 satisfying (A3) 
by (4.1)X.3. 
Control Lyapunov Functions of Bilinear Control Systems 
Now we are in a position to analyze flow behavior of (4.1). The idea is to analyze 
flow behavior in each cone generated by main control sets of (4.2). 
The following theorem shows that control sets of (4.1) are those cones generated 
by particular main control sets. 
Theorem 4.10 
Consider the bilinear control system (4.1)^^. Let DP he a main control set. 
Then we have the following results: 
(i) If 0 € i'niY^j^y{clDP) then the system is completely controllable in the cone K 
(generated by DP), 
K := {ap\p e intDP^a > 0}. 
(ii) /f 0 0 I]£,y(c/(£>'')) then the system is not controllable in the cone K generated 
by DP, i.e., for any control set C of {4.1)^^, CCiK = 0. 
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Proof. See [8, Theorem 3(2), Theorem 7]. • 
Remark 4.11 The only case not covered by the theorem above is when 
0 e a-ZLylclD"), 
the boundary of YiLy{clDP). 
The following lemma describes flow behavior of (4.1) in those cones where the 
system is not completely controllable. 
Lemma 4.12 
Consider (4.1)^3. Let DP be a main control set and K be the cone generated by 
DP. Fix a x E K. 
(i) Assume that maxJ2Ly{<^^DP) < 0. Ifi^{i,x,u) = ax for some i > Q then a < 1. 
(ii) Assume that m\nY,j^y[clDP) > 0. If(p{i,x,u) = ax for some i > 0 then a > 1. 
Proof. 
(i) Assume that tfi{i,x,u) = ax, for some i > 0, some a > 1. Define v : [0,00) —>• U 
as follows: 
u ( f )  0  < t  < i  
u{t — It) t > i, 
where I is a nonnegative integer such that 0 < {t — It) < i. Then v is a periodic 
function (with period i) and v eU. We note that x, u) = a^x, for every 
nonnegative integer / as (4.1) is a linear homogeneous system. We compute the 
v(t) := < 
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following Lyapunov exponent, 
A(x,u) = limsup jlog||<^(i,x,u)l| > limsupilog||a^x|| 
t—*oo * /—»oo " 
= iloga>0, 
a contradiction. 
(ii) The proof is similar to (i). 
• 
The next lemma shows some limit behavior of control trajectories of bilinear 
systems. 
Lemma 4.13 
Consider the bilinear control system (4-1)- Let ^ be the solution of the projected 
system (4-S). 
(i) For any x E there is a u EK and aT > 0 such that 
${t, x ,  u) G intDf., for all t>T. 
(ii) Assume that (4.2) is perfect. Then for any x G P"~^, for any u eU, there is 
a T  > 0  s u c h  t h a t  
^{t,x,u) G clDj, for some j and all t>T. 
(iii) For any x G 3?", there is a u Eli and T > 0 such that 
(p{t,x,u) G clK, for all t>T, 
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Where K is the cone generated by Dj.. 
(iv) Assume that (4.S) is perfect. Then for any x G and any u E.U, there is a 
T >0 such that 
i p {t,x,u) e clK{ D j ) ,  for some j and all t >T. 
Where K{ D j )  is the cone generated by D j .  
Proof, (i) We note that is compact and Dj^ is (the unique) invariant control 
set. The results follows by [4, Lemma 6.1]. (ii) is the direct result from (i). 
We note that the a;(x,«), the w-limit of x in the projected u-system, is nonempty, 
as p"""! is compact. Moreover, w(x,it) C clDj by Remark 2.23, for some chain 
control set clDj of (4.2). As w-limit set is positive invariant, the result follows, (iv) 
is the direct result from (iii). • 
Remark 4.14 
The assumption ma,xY^£y{clDf^) < 0 implies that 
max Y,j^y{clj), for all j = 1,2,— 1. 
See [13, Theorem 4.10(iii)]. It guarantees that (4.1) has a global attractor {0} by 
Theorem 4.10(ii). Moreover, by Lemma4.13(iv) and the property of limsup, for any 
X 6 3?" and any u EU,vfe have 
IM<,a:,u)|| < 
for < > 0 sufficiently large, c := max^j^y{clD0. 
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The main theorem is this chapter is to construct a SCLF for (4.1) on 3?" . This 
can be regarded as an improvement of the Conley's construction of SCLFs via the 
Lyapunov spectrum method. 
Theorem 4.15 
Consider the bilinear control system (4.1)^0. Assume that 
< 0. 
Then (4-1)^3 admits a lower semicontinuous SCLF on 3?'^. 
Proof.  Let c := in&x'^j^y{clD^^^y Fix &u£U and b: 0 < b< —c. Then by Remark 
4.14, for any x G 3?", there exists > 0 such that 
||(^(i,a:,u)|| < for t  > tx-
Moreover, we may choose y) such that (i) u) increasing along the 
control trajectory ip{-,x,u) as f > 0 increases, (ii) t .  is continuous at any x 6 
Define gu ^ [0, oo) C Si by 
9uix) = e^^\<p{t,x,u)\\dt,  
where || • || can be any norm on 3?"'. Then gu is well defined on diP' as 
9uix) < e^ye^dt 
1 
< < oo. 
b + c 
gu is continuous at any x 6 as t and ip{t,  •, u) are continuous at any x £ 3?". 
N o w ,  f o r  a l l  t > Q ,  
f O O  L 
9u{ ' p { t , x , u ) )  =  \ \ e  ' ^ < p { T , i p { t , x , u ) , u ) \ \ d T  
' p { t , x , u )  
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= l°° e^ '^ \\(p{T + t,x,u)\\dT 
= e -bt 
We reach our first goal: gu is strictly decreasing along control trajectories 
(^(•,x,u), as is strictly decreasing, arid e^''^\\if{rj,x,u)\\dr] is nonin-(p[t,x,u) 
creasing as t increases. Our task now is to find a function !F such that T is strictly 
decreasing along every control trajectory. 
We define ^ as follows. 
^:=sup„g^5u(r). 
Then ! F  is well defined on 3?" as 0 < .F < — for all u  ^ U .  Consider a control 
t r a j e c t o r y  i p { - , r , u ) . ,  r  G  3 ? " '  a n d  u E U .  L e t  t 2 >  t i >  0 .  G i v e n  e  >  0 ,  l e t  U 2 ^ U  
satisfy 
J ^ { i f ( t 2 , x , u ) )  <  5u2(¥'(i2>a;,u)) + e. 
Define u : [0, oo) —• 3?"^ by 
u(f) = u{t) 0<t<t2 
U2it) t > ^ 2-
Then we observe that by the definition of u and the property of trajectories, we have 
t p { s , i p { t 2 , x , u ) , u 2 )  =  i p { s  +  t 2 , x , u )  
=  f { s , f { t 2 , x , u ) , u ) ,  
for any 5 > 0. This implies that guc){ip{t2,x,u)) = gu{'p{t2-,x,u)). Hence 
J ^ { i p { t 2 , x , u ) )  <  5u2(¥'(^2'a;,")) + e 
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< T { i p [ t i , x , u ) )  +  e  
=  J ^ { i p { t i , x , u ) )  +  e .  
Since e > 0 is arbitrary, ^{(p{t2,x,u)) < J^{ip{ti,x,u)). • 
Corollary 4.16 
Consider the bilinear control system (4.2)^g with the unique main control set 
DP. Assume that max J^Lyi^lDP) < 0. Then this system admits a SCLF on 3?". 
Proof. This is trivial, fl 
Example 4.17 (Controlled Linear Oscillator) 
Consider the linear oscillator with perturbation in the restoring force 
y + 2by + {l + u{t))y = 0, (4.7) 
where u{t) G [—1,1]- Setting (a;2)ar2) — iv^y) we can write 
( \ ( \ 
0 1 
+ u{t) 
0 0 
, -1 -2b \ / 
X € For 6^ < y/2 the projected system on has a unique main control set 
D = P^, compare e.g. [5, section 6]. If 6 > 0.25, then maxj^ j^y{clD) < 0, also see 
[5, section 6]. (4.8) admits a SCLF by Corollary 4.16. 
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CHAPTER 5. GLOBAL ANALYSIS OF CONTROL SYSTEMS: 
APPLICATIONS OF CONTROL LYAPUNOV FUNCTIONS 
In this chapter, we discuss several applications of control Lyapunov functions 
to global characterizations of control systems with bounded control ranges. Such a 
global analysis is one major advantage of our CLFs than other definitions of CLFs, 
e.g., Sontag's [29, 30]. The latter basically analyzes the local behavior of control 
systems. 
Some global aspects of control systems are illustrated by the following arrange­
ment. In section 1, we analyze control systems via control flows, which provide us a 
way of thinking of control systems as dynamical systems. In section 2, we discuss a 
particular phenomenon appeared in control systems , that is, multistability regions. 
Conley's construction of CLFs provide a nontrivial characterization of these regions. 
In section 3, we discuss the stability of (chain) control sets. This can be regarded as 
a control version of structural stability in dynamical systems theory. 
Control Flows of Control Systems 
Dynamical systems theory has developed a large tool-box for the analysis of sys­
tems. These concepts and results, together with ideas from control theory, should 
lead to a better understanding of various control theoretic problems and their solu­
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tions. First, we need a way of thinking of control systems as dynamical systems. One 
is the concept of the control flow and we describe as follows. 
The idea is, roughly speaking, to associate an infinite dimensional dynamical 
systems (called the control flow) to the control system (2.2), which is defined as 
follows: 
^ t x K x M - ^ U x M  
by 
$(<, u, x) = {etu, ip{t, X, u)), (5.1) 
where 6 f u { - )  = u{t + •) is the usual phcise shift by <; tp is the solution of the control 
system (2.2). 
The first step in analyzing the control flow is the definition of an appropriate 
topology on U, the space of control functions. U will be equipped with the weak*-
topology of L°°(3t, 3?"^) = (L^ (3t, 3?"^))*, because it implies the uniform convergence 
on compact time intervals of the corresponding trajectories of (2.2), and it seems 
appropriate for the control flow ^ on U x M.. 
Theorem 5.1 Consider the control system (2.2) and its control flow $. We have 
the following results. 
(i) {U X  M.,^) is a continuous dynamical system. 
(ii) U is a compact, separable metric space. 
(iii) { U , 9 )  i s  a  c h a i n  r e c u r r e n t  c o n t i n u o u s  d y n a m i c a l  s y s t e m .  
77 
Proof. 
(i) See [6, Lemma 3.4]. 
(ii) Define a metric on U by 
_ ^ 1 \ J ^ < u { t ) - v { t ) , x j . { t ) > d t \  
where {xf,,k = 1,2,..., oo} is a countable, dense subset of 3?"^). The 
conclusion were shown in [6, Lemma 2.1]. 
(iii) See [6, Proposition 2.6]. 
While using this control flow $ as in interplay between control theory and dy­
namical systems theory, the following problems arise. 
(a) How can typical control theoretical concepts (like controllability) be expressed in 
term of dynamical systems concepts for the control flow, and vice versa ? what 
can be learned from the global and limit structure analysis for control systems. 
(b) How is the control flow related to the long term behavior of uncontrolled dy­
namical system, whose dynamics we want to control ? 
(c) What is the long term behavior of the control flow, i.e., where do the controlled 
trajectories end up for i —> oo (—oo). This will answer stabilization, asymptotic 
controllability and robustness question. 
For (a) and (b), the concepts such as chain recurrence and topological mixing 
play important roles, see [4]. Colonius and Kliemann discuss (c) in [6] and also 
provides a generic result in [4] 
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Definition 5.2 
Let D C M. he a. control set of (2.2) with nonvoid interior. The lifted control set 
V cU y. M oi D \s defined by 
V  : =  c l { { u , x )  E U  X  G  i n t D , y t  G  3 i } ,  
where the closure is taken with respect to the weak*-topology in and the given 
topology on M. 
Remark 5.3 
We observe that V as well as the set { { u , x )  EU X x , u )  G intD,Wt G 3?} 
are invariant under the control flow #. If D is bounded in the metric given by the 
Riemannian structure on M, then V is compact. 
Definition 5.4 
Let { M , ^ )  be a continuous dynamical system. It is called topologically transi­
tive^ if there exists some x £ M such that a;(x) = M, and topologically mixing, if for 
any two open sets Vi, V2 C M, there exist TQ G 3i, Tj > 0 such that for all k G X, 
^ { — k T i  + Tq, Vj) n V2 ^ 0-
The following theorem describes the connection between the control flow $ and 
the control system (2.2) from the point of view of control sets. The notation 
represents the natural projection from U y. M onto M. 
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Theorem 5.5 
Consider the control system (2.2) and assume (H). Let V CU x M with 
intiUj^^V) ^ 0. 
Then 2? is maximally topologically mixing if and only if there exists a control set 
D such that V is the lifted control set of D. 
In this case, D is unique and 
intD = intiXlj^V) and clD = 
Proof. See [6, Theorem 3.9]. B 
The following theorem gives some semi-global pictures of control systems via 
control flows. 
Theorem 5.6 
Let D be a control set of (2.2) with nonviod interior. Let V be the lifted control 
set of D. Then we have the following results. 
(i) The periodic points of $ are dense in V. 
(ii) is topologically mixing and transitive. 
(iii) $|25 has sensitive dependence on initial conditions. 
Proof. See [6, Proposition 3.5]. I 
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Remark 5.7 
$|P is chaotic by Devaney's definition ([16, Definition 8.5]). 
Similarly, we may define lifted chain control sets and discuss the behavior of 
control flows in lifted chain control sets. 
Definition 5.8 
For a chain control set E of (2.2). We define the lifted chain control set of E as 
S := {(u,®) EU X M,(f{t^x,u) 6 E,\/t G 3?}. 
Theorem 5.9 
Consider the control system (2.2). We have the following results. 
(i) Let E C M be a chain control set. Then the lifted chain control £ CU x M of 
E is a maximal invariant connected component of chain recurrent set of the 
c o n t r o l  f l o w  { U  x  M ,  $ ) .  
(ii) Let £ CU X  M be a maximal invariant connected component of chain recurrent 
set of {U X  A^,$). Then Tlj^£ is a chain control set of (2.2). 
Proof. See [4, Theorem 4.9]. I 
Theorem 5.10 
Consider the control system (2.2). Let M be compact. Then the control flow 
{U X A^,$) admits a strict Lyapunov function. 
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Proof. We note that U y. Mis also a compact metric space by Theorem 5.1(ii). Then 
the result follows from Theorem 2.9. I 
Remark 5.11 
In general, control flows are not gradient-like. We observe that the chain recur­
rent sets stricly contain equlibrium points. 
In general, we can not construct CLFs of (2.2) via Lyapunov functions of the 
control flow. However, the following theorem shows the converse is true, namely, we 
can construct Lyapunov functions of the control flow via CLFs of (2.2). 
Theorem 5.12 
Consider the control system (2.2). We have the following results: 
(i) If is a continuous CLF of (2.2) then V := o 11 is a Lyapunov function 
of the control flow. In particular, if T is a continuous SCLF of (2.2) then 
V := !F 0 is a strict Lyapunov function of the control flow. 
(ii) I f J ^  i s  a  l o w e r  s e m i c o n t i n u o u s  C L F  o f  ( 2 . 2 )  t h e n  V  - . =  T  o  11^ is a lower semi-
continuous Lyapunov function of the control flow. In particular, If T is a lower 
semicontinuous SCLF of (2.2) then V := o Tlj^ is a lower semicontinuous 
strict Lyapunov function of the control flow. 
Proof. We simply need to prove second part of (i). Let £ CU x M be a chain 
r e c u r r e n t  c o m p o n e n t  f o r  t h e  c o n t r o l  f l o w  { U  x  M , ^ ) .  L e t  ( u , x )  a n d  { v , y )  G  £ .  
Then 
® = n^(ti,a:) e and y  =  U j ^ { v , y )  E  Il^^f. 
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Ilj^f is a subset of a chain control set of the control system (2.2), for is 
connected and chain controllable. We conclude that 
V { u ,  x )  =  T o  (tz, x )  =  T { x )  =  T { y )  =  V { v , y ) ,  
i.e., V is constant on each chain recurrent component of the control flow. 
Let be a trajectory outside the chain recurrent set of the control flow. 
Then 
F($(t,x,u)) = J^{Ilj^mt,x,u)) 
We note that (/?(•, x,w) is a control trajectory outside chain control sets by Theorem 
5.9. This implies V is strictly decreasing along $(-,a;,u). We conclude that V is a 
strict Lyapunov function of the control flow. • 
Multistability Regions 
Recently, the phenomenon of bistability (or better multistability) in control sys­
tems has attracted considerable attention: a point is multistable if the system re­
sponse from this point exhibits different limit behavior. While in (deterministic) 
dynamical system, the trajectory from an initial point converges to its unique limit 
set (or possibly to oo). 
Colonius et al. [12] characterize multistability regions via related invariant con­
trol sets. In this section, we characterize multistability regions by Conley's CLFs. In 
this section, we still consider the control system (2.2). 
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Definition 5.13 
A point arg G is multistable, if there exist two invariant control sets 
with XQ G A(Cj) for i = 1,2. The collection of such point is called the multistability 
region, denoted by jW5. We also use the following notation 
M S { C i , C 2 )  =  { x e M : x e  A { C i ) , i  =  1 , 2 }  
to represent the multistability region w.r.t. Cj and C2. 
Remark 5.14 
The multistability region MS can be expressed as \ J^^ j  M.S{Ci ,Cj )^  where 
Cj^iCj are (distinct) invariant control sets of (2.2). We note that MS{Ci,Cj) may 
be empty. 
We now proceed to describe M.S more precisely. In order to avoid certain 
degeneracies on the boundary dL of the compact, forward invariant set Z, C wM, we 
require that all limit sets of the control system (2.2) are uniformly bounded away 
from dL. The following strong invariance condition (of. [12, section 2]) turns out to 
be sufficient: 
(SI) L = cl{intL), and for all x G MS D intL there exists e{x) > 0 such that when­
ever (^(<,x,u) G MS for some < > 0, u G W then d{(p{t,x,u),dL) > e(x); there 
exists eg such that for all x G clMS and u^U yje have that if 
y —  lim ( p { t j j . , x , u )  e  M S ,  
k—*oo 
for some sequence 00, then d { y , d L )  >  eg. Here d  denotes the (Rieman-
nian) metric on the state space M. 
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The next lemma characterizes MS{ C ^ ,  C j )  via domains of attraction of control 
sets. 
Lemma 5.15 
Consider the control system (2.2) on L <Z M. with two invariant control sets C\ 
and Co, L is compact forward invariant. Assume (SI). Then we have the following 
results. 
(i) If X € MS{Ci,C2) ^  0 then there is a control set D C clO'^{x). 
(ii) Assume that D -< Q, i = 1,2, and D is maximal with this property, i.e. D < D' 
and D' -< C^, i = 1,2, for a control set D' implies D = . Then 
A { D )  =  M S i C i , C 2 )  
Proof. 
(i) See [12, Proposition 2.9]. 
(ii) See [12, Theorem 2.12, Corollary 2.10] 
• 
Theorem 5.16 
Consider the control systems (2.2) on L which is perfect and assume (SI). Let 
Ci and Ci be two distinct invariant control sets in L. and D is the only control set 
in L with Z? -< CJ, I = 1,2. Then there exist CLFs, L [0,1] such thai 
MS(Ci ,C2)  =  {J ' i rHl ) ,  
a n d  ( ^ j ) ~ ^ ( 0 )  =  i  
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Figure 5.1: Multistability region of the chemical reactor model (3.8). 
This region is exactly the domain of attraction of Dj, A{Di). 
Proof. First we note that there is no other control set D such that D D. By 
Lemma 5.15(ii), A{D) = MS{Ci,C2)- By Corollary 3.29 applied to L, there exist 
CLFs such that = A{D) and .^^"^(0) = i = 1,2. • 
Example 5.17 
We consider again the chemical reactor model, which is perfect, see Example 
3.32. We see that L = [0,7] x [0,1] is compact forward invariant. Dj is the only 
control set in L with Di ^ i = 0,2. The multistability region is given by 
M S  =  M S { D q , D 2 )  =  A { D I ) ,  
which is equal to (J^^)~^(l), i = 0,2, see Figure 5.1. 
Stability of Control Structures 
In this section, we investigate the connection of stability of (chain) control sets 
and control Lyapunov functions, which is analogous to dynamical systems theory. 
(01) 
2 4 7 1 3 6 
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One of the major results states that a system of ordinary differential equations is 
asymptotically stable in a neighborhood of a compact set K if and only if there exists 
a positive definite function on K which is strictly decreasing on the solutions outside 
K. These are the Lyapunov direct method and the converse Lyapunov theorem. 
In this section, we will give a sufficient condition for the stability of a (chain) 
control set via control Lyapunov functions. Our proof is basically following Tsinias' 
[32] with some modification. We consider the control system (2.2) in this section as 
usual. 
We define the reachable map of the control systems (2.2). Let 3?.}. be the set of 
nonnegative numbers. 
Definition 5.18 
Consider the control system (2.2). The reachable map R: 3?.^ x A4 is 
defined by 
Where 
0^(x) : =  { y  E  M  : y  =  ( p { t , x , u ) ,  for some u  G U } ,  
which is defined in section 2.2. 2"^ denotes the collection of all subsets of M. 
Tsinias discusses properties of reachable maps in the following lemma, whose 
proof can be seen in [32]. 
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Lemma 5.19 
Consider the reachable map R of the control system (2.2). 
(i) Let K he a compact subset of M with R{t,x) (jt K, for some x e K and t > 0. 
Then there exists at' <t such that R{t\x) D dK ^ 0. 
(ii) R is transitive, i.e., R{ti + ^ 2'®) = ^l'^2 > 0) 3: G M. 
Definition 5.20 
A nonempty subset K C jM is called stable, if for any neighborhood O of A', there 
exists a neighborhood W of A, such that R{t,W) C O, for all t >0. Otherwise, A' 
is unstable. Here R is the reachable map. 
Theorem 5.21 
Consider the system (2.2) with a bounded chain control set E. Assume there 
exists a lower semicontinuous CLF J- on W, a neighborhood of E, such that 
T { x )  >  J ^ { E ) ,  f o r  a l l x e W \ E .  
Then E is stable. 
Proof. Let e > 0 with clB{E,e) C W  and m  = min{.F(a:): x  €  d B { E , e ) } .  Then 
m > T{E). Let fi: T{E) < fi <m, and 
0 := {x E clB{E,t),T{x) < y.}. 
We show that i?(<, 0) C 0, for any f > 0. 
If not, we may assume that R{t, 0) (f. 0, for some i > 0. Then by Lemma 5.19(i), 
we may assume that there exists &y edO and x eO such that j/ G /?(<', x), for some 
0 < t' < t. Let y = ip(t',x,u), for some u£U. We may consider the following two 
cases. 
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(i) If X € 0 \ E ,  then T { y )  < J ^ { x )  < fi. On the other hand, J ^ { y )  = /x, for y e dO, 
a contradiction. 
(ii) U X  G E, then there is a 2 € dE such that z  =  ^ p { t " , x , u ) ,  for some t "  < and 
( p { T ,  X ,  u )  6 for all r : 0 < r < t " .  Now we have 
^ { y )  = 
= m 
= H E )  
This imphes that ^ { y )  = ^ { E ) ,  i.e., y  E  E .  This is also a contradiction. 
Now we reach a conclusion that R{t,0) C 0 and E is stable. • 
In chapter 3, we construct lower semicontinuous CLFs (or SCLFs) via Conley's 
constructions. We combine these results from chapter 3 with Theorem 5.21 in the 
following corollary. 
Corollary 5.22 
Consider the control system (2.2) and assume (I). Then we have the following 
results. 
(i) F o r  { 2 . 2 ) E  i s  a  g l o b a l  a t t r a c t o r  t h e n  E  i s  s t a b l e .  
(ii) For (2.2)_42, E' is unstable. If E is invariant then E is stable. 
(iii) Assume that M is compact. Then maximal chain control sets are stable and 
minimal ones are unstable. 
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Proof. 
(i) This is a result from Theorem 3.20 (ii) and Theorem 5.21 with W — A^{E) .  
(ii) This is a result from Theorem 3.28(i) (ii) and Theorem 5.21 with W = A^{E) .  
(iii) This is a result from Corollary 3.29(i) (ii) and Theorem 5.21 with W = A^(E) .  
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CHAPTER 6. CONCLUDING REMARKS 
In this paper, we explore further relationship between two control structures, 
namely, control sets and chain control sets. We prove that generically each chain 
control set is exactly the closure of a control set if the state space is compact. 
We have shown two systematic ways to construct control Lyapunov functions: 
Conley's Construction for affine control systems and Lyapunov spectrum method for 
bilinear control systems. CLFs are lower semicontinuous at least semi-globally for 
the first method. As for the second method, CLFs are globally lower semicontinuous. 
Conley's construction is a method adapting dynamical systems theory to control 
theory. On the other hand, Lyapunov spectrum method analyzes bilinear control 
systems via lower dimensional control systems (projected systems). There are yet 
several open problems. 
(i) Under what conditions, these CLFs are continuous on the whole state space M. 
(ii) Is it possible to find CLFs numerically ? We need to choose a proper control 
u '  such that g^ t { r )  (defined in chapter 3) is very closed to sup^^^ g^ / .  
The first idea come to the author is to consider extreme •points in the function 
space U. 
(ill) Is every CLF constant on multistability regions ? We prove that Conley's CLFs 
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are constant on these regions. 
Several contributions of this paper include technical constructions of CLFs and 
global analysis of control systems. We know more about applications of topological 
dynamics to control systems theory. Further research is promising. 
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