Introduction.
The classical formulation of boundary value problems for constant coefficient elliptic operators, or systems of operators, involves continuous data on the boundary of a (smooth) domain and leads to the existence and uniqueness of solutions continuous up to the boundary. If the given data is not continuous but exists only in some L^ space, it may still be possible to obtain unique solutions with this data. The data would be taken on in the sense of nontangential limits and one obtains nontangential L^ estimates on the solution which guarantee uniqueness in this class.
Let us recall the situation for harmonic functions in, say, the upper half space R^ [30] . Given data f(x) € L^R 71 " 1 ), 1 < p < oo, the function u(x^y) = Py * f(x) (where Py(x) denotes the Poisson kernel) is the unique solution to the Dirichlet problem : AIA = 0, u y=Q = f{x) with appropriate decay at oo, and for which the nontangial maximal function of u is also in L^R 77 '" 1 ). The nontangential maximal function of u is Nu{x) = sup{|zi(.r',^)| : \x' -x\ < q/}, the supremum of values of u taken in the cone T(x) = {{x'\y) : \x' -x\ < cy} with aperture determined by c. The nontangential maximal function plays a . Then as a consequence of linearity one has the estimate ||7V(u)||^p(^n-i) < C||/||^p(^n-i).
The L^-behavior of the nontangential maximal function gives very precise control over the growth of solutions to this elliptic boundary value problem, but it is not the only means of obtaining such control. One can also measure the P 3 norm of the square function of solutions ZA, denned for x e V 1 -1 by S(u)(x) = {Jp^ IVn^'.^IV-'Wch/}^. There are several reasons one might prefer L 13 estimates on the square function of a solution : the 'geometric 5 content of this quadratic expression, the connection with measuring Sobolev/Besov norms and the invariance of the square function under certain important linear operators that may not always be singular integral operators (e.g. Riesz transforms).
Our objective in this paper is to demonstrate the L^ equivalence (0 < p < oo) between the nontangential maximum function and the square function of solutions to the homogeneous equation for higher order elliptic systems on Lipschitz domains. Such results, in special cases, have been proven in earlier works [10] , [25] , [5] . Here we make no restriction on the order of differentiation or the size of the (determined) systems. The systems considered consist of only a principle part, satisfy the Legendre-Hadamard condition and are real symmetric.
In extending the square function estimates from the situation of harmonic functions in M^:, there are three essential difficulties to be overcome. First, the boundary of our domain f2 is not smooth and the quantity which replaces the factor of y = dist((a*, ^/); R 11 '" 1 ) in the definition, namely S(X) = dist(X,c%"2), is not more than once differentiable. Second, the elliptic operators are of higher order and may not have a quadratic form which is coercive (see [2] for example). In particular this means that the quadratic form associated to the operator is not in an obvious way related to the quadratic expression used in the definition of the square function. (Such relations exists when the operator can be written as a sum of squares however.) Finally, the situation of higher order systems is yet more complicated, and we develop an argument for reducing the case of systems of equations to single equations.
We can illustrate the elementary new arguments used to prove the square function estimates on nonsmooth domains just in the case of functions harmonic in a Lipschitz domain ^2. The idea is to use a variant of the 'adapted' distance function of Dahlberg [11] invented by C. Kenig and E. Stein [2] . The adapted distance function has been used to prove quadratic estimates in other settings - [22] for Clifford valued monogenic functions and [18] for solutions to parabolic equations.
Let Q C R 71 be the domain above the graph of a Lipschitz function and let 6(X) for X e ^2 be the adapted distance function as discussed in §1 below. The properties of 6 we need here are (i) 6(X) w dist(X, 9^), (ii) for u harmonic in f^, as above, and which illustrates the main ideas needed to prove the analogous result for higher order homogeneous elliptic equations possessing coercive bilinear forms.
We first note that to dominate the nontangential maximal function of a harmonic function u in ^2 by the square function of n, it suffices to dominate |H|L2(^,d<r) by \\S(u)\\^^,da)-For harmonic functions, this follows from Dahlberg's theorem on the L 2 -solvability of the Dirichlet problem ( [9] ). For biharmonic and polyharmonic functions, one needs the L 2 solvability results of [14] and [32] , and for the general case of higher order elliptic equations or systems of equations, one invokes the results of [27] and [33] . With this in mind, let us take a function n, harmonic in C R
71
, and show that 
The first integral above is zero, since 6 = 0 on 9fl, and the second integral above gives rise to three terms, upon distributing the derivative 
J=l
Now N.DnD^u = (A^,^ -N^D^u + M^,A,u. The expression Aj^n -NnDj for 1 < j ^ n -1 is a tangential derivative to the level sets of 6, and we shall integrate by parts noting that tangential derivatives of 6 are zero. This may be done by using the co-area formula So for form. For 1 < j < n, it remains to evaluate f^ --NjNnDjDnU. Again, We now give the argument for the converse inequality, which will require using the additional Carleson measure property (v) above
JQ^. J^i
The first integral above is bounded by the desired term f N 2 (u)do• and to handle the second integral, we introduce the quantityr -and Dn6 integrate by parts using Dn. Thus
and there are three terms arising from distributing the differentiation:
which is bounded by / N 2^) da. Jan
The first integral is bounded by (||^V(n)||^2) We note that the first equality in (1), which relates the square function to the differential operator and pertains to the coercivity problem mentioned above, is generalized by line (14) of §3 below. We also note that the L p equivalence (p ^ 2) between nontangential maximal functions and square functions of solutions can be obtained via the powerful technique of good-A inequalities ( [6] ). We briefly sketch the arguments in the higher order situation in §4.
We shall now point out some important applications of Theorems 1 and 2. The first concerns the weak maximum principle in non-smooth domains. It was shown in [26] for A^ = 0 in such domains.) As noted in [26] such an estimate has new consequences for the classical Dirichlet problem posed for continuous data. The main ingredients necessary to derive weak maximum principle are the following. First, one requires L 2 solvability of the Dirichlet and Regularity problems (see [27] and [33] for higher order equations and systems). Second, and most important, one must extend solvability of the Regularity problem to p near 1. In three dimensions, for second order elliptic systems, this is first done in [13] . These ideas were used in [26] for the biharmonic equation. Finally, one needs an LP relationship between solutions and their Riesz transforms for p near 1. This can be obtained from the L p equivalence between nontangential maximal functions and square functions. The observation that these three ingredients lead to weak maximum principles was first made in [26] , but see also [13] , [4] and [29] for other applications. For a sketch of the proof of the weak maximum principle for higher order systems see [33] .
Precise Sobolev/Besov space estimates on solutions are a second important application of square function estimates. These in turn lead to the existence and uniqueness of inhomogeneous Dirichlet problems for these higher order equations and systems of equations. Such a program has been carried out in the case of Laplace's equation in Lipschitz and C 1 domains in [19] and for the biharmonic operator in [1] . These inhomogeneous problems with Sobolev space data reduce to homogeneous problems with data in the appropriate trace spaces. One of the key ingredients in carrying out this program is determining precisely which Sobolev spaces tie the solution to Dirichlet or regularity problems with LP boundary data. Thus, for example, the estimate
for solutions u to 2m-order elliptic operators, together with interior estimates implies that V 771 " 1^ belongs to the Besov space A^Q).
Preliminaries.
We define an elliptic symmetric J^-system as follows. By D we [9] , [27] . Dirichlet data will be taken in ^(9^2) spaces with respect to surface measure da where in general 1 < p <, oo. Thus boundary values will be taken in the sense of nontangential convergence a.e. da. To do this we define nontangential approach regions for each Q € 9D 1 -^ ]R. We will need to recall the adapted distance function associated to ^ introduced in [11] as well as a version of this defined by [21] . , t > 0, and one defines 6(x,F{x,t)) = t. Then 6(X) w dist(X,<^2), Dn6(X) > C" > 0, |V5(X)| < C 1 ", and 6(X)\^6(X)\ 2 dX is a Carleson measure. It is easy to see that t|WF(.r, t^dxdt is a Carleson measure and the Carleson property of 6 follows from the relationships between the derivatives of 6 and of F.
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Transverse differentiation of F or 6 has an additional important property. r\ If we define ^(y) = ^Q/), then D^y) = -^ --^Q/), so that if T] is i ^Vi chosen appropriately to be radial and even, f ^ (y) = 0 for each i and so
dxdt is also a Carleson measure for any b € L°°. In terms of 6 c this means that ^/Dn6 may be replaced by terms of the form \7Dn6 where 6 has the properties that \DnS(X)\ 2 6~l{X)dX is a Carleson measure and \Dn^\ is uniformly bounded depending only on ||V^||oo. In fact we may
. These facts will°y j prove useful in proving Theorem 2 of §3. In general the Carleson measure properties of 6 that will be used take the form
Jo, Jan
The square function for a function u in f^ C M 71 is defined by
\Jr{Q} i^ -yi / For solutions to elliptic symmetric J^-systems of order 2m Lu = 0 it will be established in §4 that for any 0 < p < oo is equivalent to
{ N^^uYda JQ^I ( S^^^Pda. JQ^I
When p = 2, by Fubinfs theorem, this equivalence is the same as the equivalence between
Q^I and { IV^X^disHJQdX.
JQ JQ
This latter equivalence is proved in § §2 and 3.
The following lemma is a standard interior estimate for solutions v of -ftr-systems Lv = f ( [15] , p. 517, [3] ) using L 2 averages. To express it in this way requires an interior estimate assumption on / itself, which hypothesis will be met in the cases of interest to us. The distance of X to 90, will be denoted dist(X). 
LEMMA I (Interior estimates
LEMMA II. -Let fl. C S^ be a bounded Lipschitz domain and fix a point P* € ^. Let F 6 C 1^) with F(P*) = 0. Then for any £ > 0 there exists Ce < oo depending only £, P* and the Lipschitz nature offl, so that
Proof. -By [24] (see for example [31] ) ^ may be approximated by domains f^' C ^2 with Lipschitz nature the same as that of ^2 so that there is a homeomorphism A : 
JQ^. Jw
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Proof. -By the fundamental theorem of calculus we have for each
Similarly with a domain n' and homeomorphism A as in the proof of the last lemma we get
Thus,
Now one can average with respect to a continuum of such domains ^ and obtain (1). n 
J^.
-I where g is as in Lemma I of §1.
To prove this we will repeatedly apply the inequality established below. Proof. -We write the integral on the left side of (2) as
Jo. By the Schwarz inequality the first integral is bounded by
By the lemma on interior estimates (3) is bounded by
By the Schwarz inequality, interior estimates and the Carleson measure property of 6 the second integral is bounded by IIA^V 771 " 1^) !!^^) times the square root of (4) . n
Proof of Main Lemma. -By the Gauss divergence theorem the left side of (1) is equal to a sum of terms of the form / D^vD^DnV dX where H = m -1. Jfl.
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We apply Lemma 2 a total of m times in order to repeatedly bound the last term of Lemma 2. The result is (1) viz. on the level surface {6 = S{X)}. By the Legendre-Hadamard IVo^AJl condition A has a uniformly bounded inverse for all X and we rewrite (5) as
Next for each 1 < k < K the components of the vector obtained from operating with the matrix A may be analyzed by K
terms with one tangential derivative on 2m -1 spacial derivatives of v.
This follows by 2m applications of the "typical calculation" mentioned above. The last term in (1) is now obtained from the first term on the right of (7) when inserted in (6).
The tangential derivative terms of (7) all typically look like the last term of the "typical calculation" with \v\ = |/^| = 2m -1. Since the tangential derivative is along the level sets of 6, transferring it by integration by parts to the other functions in (6) results in either one more derivative on D^v or a second derivative on 6 when an N or Dn6 or coefficient from A~1 is differentiated. Since Dn6 is uniformly bounded away from zero and |V<5| is uniformly bounded from above, (6) now yields two more types of integrals which may be bounded by f iv^l |V 2m -l^m dX+ / ^r nl v\ IV^-^I IVV^dX. JÂ n application of Young's inequality and the interior estimate of Lemma I with i = m -1 to the first integral yields the first two terms on the right of (1). By the Schwarz inequality the second integral is bounded by
which by the Carleson measure property of 6 and Lemma I again yields the third summand on the right of (1). Q
We may now prove the theorem of this section THEOREM 1. -Let 0 C R 71 be a bounded Lipschitz domain with connected boundary. Fix a point P* e ^2. Let L be any elliptic symmetric K-system of order 2m from §1. Let u be any solution to Lu = 0 so that (P^V^P*),...^7 71 -1^? *) vanish. Then there exists a constant C depending only on the Lipschitz character off2, n, m, K and E so that (8) f N^-^u^da ^ C { IV^X^dist^dX.
JQ^I JP
roof. -Since it suffices to establish (8) on domains approximatinĝ from the inside as in Lemma II with a constant independent of the approximation we may assume that all nontangential limits for u and its derivatives exists on 9fl. Consequently by [27] (see [33] for systems) the left side of (8) 
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For each cylinder let \j be a smooth cut-off function supported in 2Zj, identically equal to 1 in Zj, and so that IV^^X)] < C^diamZ^)-f or all k > 0 and X € M 72 . Putting Uj = \ju we will prove for any e > 0 and each j (9) [
+e [ N^-^u^da Ja^i where Ce < oo depends only on e and the Lipschitz nature of f^. By choosing e small enough depending only on the Lipschitz nature of f ( 8) Then the left side of (9) 
hat gj satisfies the interior estimates in the hypothesis of Lemma I is standard (see e.g. Lemma 4.1 of [27] ). The first term on the right of (10) contains terms dominated by Applying Young's inequality to the last term on the right of (10), it may be dominated by, for example,
Jfl. J^t. Now there are just enough powers on the distance function so that the gj integral can still be dealt with as described above and the other term is lower order.
All together an inequality of the type (9) Let L = (^)^=i be an elliptic symmetric J^-system homogeneous of order 2m. When K > 2 one may define adj (L) to be the J^-system of cofactors of (L^). Then adj(L) is symmetric and homogeneous of order 2(JC-l)m. The Legendre=Hadamard condition for adj(L) follows from that for L and elementary properties of positive definite symmetric matrices. Likewise define det(L) to be the single elliptic operator homogeneous of order 2Km obtained by taking the determinant of (L^). Then
where I is the K x K identity operator.
If Lu = 0 in fl, we want to show that
JQQ. with C depending only on the Lipschitz nature of fL We will show in this section that (1) follows for 7^-systems, K >_ 2, under the assumption that it holds, for scalar solutions to single homogeneous equations of order 2m for any m. In particular we will assume that (1) holds for the operators det(L) with m replaced by Km. Since the components of w and all derivatives of those components each satisfy a single elliptic homogeneous equation of order 2Km^ our assumption yields
Jo. Proof. -Let ^ be smooth cut-off function supported in a covering cylinder 2Z such that \ = 1 in Z. Define u == \u and
<C ( N^^-
It suffices to obtain (3) with jZ D Qfl, in place of 9^1 on the left side.
Hence for Q e \Z^Q^l, N(W)(Q) < N(W){Q)+N(W-W){Q) and the last term is easily controlled by
since a single application of the Gauss divergence theorem yields
and (1 -\)u is supported uniformly away from X when X is in the truncated cones at Q.
To control N(W) define, as on p. 16 of [27] , the mth primitive u-rn of u so that D^u-m = u and u-rn is also supported in 2Z D fl. Here a rectangular coordinate system has been chosen so that the derivative Dn is transverse to 9^1 H 2Z. Then integrating (4) by parts to transfer the operator L onto u-m and the derivatives D a D^l yields as in line (3) But now the right side of (5) may be dealt with as in the proof of Theorem 4.6 of [27] by using Theorem 3.2 and Lemma 4.5 of that paper to control the first term and Lemma 4.4 [27] to control the second. (See [33] for a discussion of the extension of these results to symmetric JC-systems.)
Altogether and summing over all covering cylinders m-l
\\N{W)h^ < C ^ (||V^||^(^) + IIV^H^)).
k=0
Since the definition of W is unchanged upon subtracting any polynomial of degree m-l from IA, Poincare inequalities on ^l and 9^1 may be justified to yield (3) . D
We remark that it is the proof of this lemma with its reliance on the Riesz transform results of [27] and [33] where symmetry of our real systems plays a role. For some of the difficulties encountered with nonsymmetric or complex coefficient systems see [34] and [35] .
Maximal function dominates square function in L
2 -Part 2.
Part 1 above showed that the inequality (1) holds for solutions to -ftT-systems if it is known that (1) holds for solutions to single homogeneous equations of order 2m ,m € Z+. Now we will show that (1) must hold for these latter solutions if it is known that (1) holds for solutions to homogeneous equations A4u = 0 where M. is elliptic and of the specialized form
The pointwise quadratic form over the Sobolev space H 13^) associated with M. is then^ aa^u^X)) 2 , da > 0 for all |a| = p \a\=p which is clearly equivalent to [V^z^X)! 2 so that trivially
In part 3 below it will be shown how the latter quantity can be dominated by the right side of (1) plus a term that can be hidden on the left.
As an example of the type of elliptic operators we need to analyze here, consider in M 4 the 4th order operator
Given any e > 0 Le = L + s(D^ + D^ + D^) is an elliptic operator. L is derived from a corresponding semipositive definite polynomial known as a Motzkin polynomial [23] . It has been shown (see also [7] ) that L does not admit a form of the type required by the first hypothesis of the AronszajnSmith coerciveness Theorem [2] , p. 161, i.e. that the form be a sum of squares f ^^ (D^dX J^: j=l where the Pj(D) are homogeneous constant coefficient polynomials. It is easy to show that the same is true for Le when e is small.
The Aronszajn-Smith result is apparently still the best available for obtaining inequalities somewhat more general than (7) with C depending only on the Lipschitz nature of n (see comments [2] , p. 167), but clearly cannot be used for operators such as the L^.
Instead we rely on a theorem due to Habicht [17] , pp. 300-302 on strictly positive homogeneous polynomials with real coefficients, i.e. any of our elliptic operators L. By examination of the formula (11.3.2) of [17] , p. 302 one can assert that any elliptic homogeneous operator L with real coefficients will satisfy
where M. is as in (6) and At is another elliptic homogeneous operator like L.
But now L, M. and M have precisely the same formal relationship as they did in Part 1 above and one can argue in the same way. We conclude that
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(1) holds for solutions to Lu = 0 if it is known to hold for solutions to Mu = 0 with M as in (6) . all | a = m. We will establish the inequality 2 dâ JQf or solutions to Lu = 0. As explained in Part 2 above this suffices to establish (1) for all elliptic K -systems.
Maximal function dominates square functions in
As with the model case of harmonic functions, after replacing the distance function with the adapted distance function 6(X), our immediate goal is to use integration by parts twice in order to rewrite the left side of (8) as boundary integrals plus solid integrals with the latter integrals having two derivatives on 6. In order to do this we will use the following combinatorial lemma and a modification of it, Lemma 4, below. Denote the permutation group on m elements by Prn and members of Prn by 
Proof. -When m = 2 this readŝ
which is true.
For the inductive step assume (10) 
here the inductive hypothesis has been used. Thus
Multiplying (11) by m, substituting (12) for the second term under he summation on the right side, combining like terms, and noting that the first term on the right side of (11) becomes the k = m -1 term of (10) 
where the third equality uses the inductive hypothesis. Dividing by (m+1)! and using Lemma 2 on the last term we obtain The two summations in k combine to yield the summation in k of (9) when m is replaced with m + 1 and the lemma follows. D
The equation Lu = 0 will be used to eliminate the last terms arising from the application of Lemma 1 to the left side of (8) . The remaining terms allow us to transfer two derivatives to the (adapted) distance function. Unlike the first term, however, the middle summation does not directly yield boundary terms like the right side of (8) . To remedy this we resort to primitives as in the proof of the lemma from part 1 above. Here v-k will denote the fcth primitive of v and 9 will represent the derivative such that Q k v-k' First a preliminary lemma. 
We will establish (13) with m+1 in place of m assumming (13) Here we have used the identity
9D(UV) = 9\UDV-^ + 9\DUV-^ -9D{9UV,t
o each term on the left, obtaining three sums on the right from which we have isolated the mth term, the 1st term and the 1st term respectively.
Using the fact that we are summing over the permutation group, the first and second summations in k now add to zero. 
Using the identity
DMUV) = QD^UD^ + D^UV-^) -DMQUV^)
and summation over the permutation group, the m+1 case can be written (-l ) fc-l
