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SOLVABILITY OF CUBIC AND QUARTIC EQUATIONS USING ONE RADICAL
1
Danil Akhtyamov, Ilya Bogdanov
Theorem 1.1 from [CK] is similar to Theorem 2 from this note. And Theorem 1.2 from [CK]
is similar to Theorem 3 from this note. But Theorems 2 and 3 do not follow from Theorems,
which proved in [CK]. And Theorems of Chu and Kang do not follow from Theorems 2 and 3.
1 Formulations
We say that a polynomial is 1-solvable if it has a root x ∈ Q[r], where r ∈ R and rn ∈ Q
for some positive integer n. A ‘polynomial with rational coefficients’ is referred to merely as
polynomial.
Theorem 1. Assume that a polynomial of degree n is irreducible over Q and 1-solvable.
Then this polynomial has a root of the form A(r), where A is a polynomial, and a number r ∈ R
satisfies rn ∈ Q.
Theorem 2. For a cubic polynomial x3 + px+ q, the following conditions are equivalent:
(1-solvability) it is 1-solvable;
(a+br+cr2) this equation has a root of the form a+br+cr2, where r ∈ R and a, b, c, r3 ∈ Q;
(
√
Dpq ∈ Q) either it has a rational root, or Dpq ≥ 0 and
√
Dpq ∈ Q, whereDpq = (p3)3+( q2)2
Theorem 3. For an irreducible polynomial x4 + px2 + qx+ s , the following conditions are
equivalent:
(1-solvability) it is 1-solvable;
(a+ br+ cr2+ dr3) this equation has a root of the form a+ br+ cr2+ dr3, where r ∈ R and
a, b, c, d, r4 ∈ Q;
(
√
Γ ∈ Q) there exists α ∈ Q such that 2α > p and q2 − 4(p − 2α)(s − α2) = 0, and the
number Γ = 16(α2 − s)2 − (α2 − s)(2α + p)2 is a square of a rational number.
2 Proof of Theorem 1.
Proof of Theorem 1 uses the following statement.
Statement 1. Assume that r ∈ R \ Q and rn ∈ Q for some integer n > 1. Take any
β ∈ Q[r]. Then there exists a positive integer k such that β ∈ Q[rk] and rk ∈ Q[β] (in other
words, Q[rk] = Q[β]).
Proof. The number r is a root of some nonzero polynomial with coefficients in Q[β] (e.g.,
xn − rn. Choose such polynomial f(x) of the least possible degree k.
Consider the g.c.d. of xn − rn and f ; it also has r as a root, its coefficients lie in Q[β], and
its degree does not exceed k; this means that this g.c.d. is f itself. So all the complex roots
of f have the form rεin. Then, by the Vieta Theorem, the absolute value of the constant term
of f equals rk for some k ≤ n− 1. Since this constant term is real, we obtain that rk ∈ Q[β].
Now it remains to prove that β ∈ Q[rk]. Since β ∈ Q[r], we have
β = b0(r
k) + rb1(r
k) + . . .+ rk−1bk−1(r
k)
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for some polynomials b0, . . . , bk−1 ∈ Q[x]. If not all polynomials b1, . . . , bk−1 are zeroes, then r
is a root of a nonzero polynomial
(b0(r
k)− β) + xb1(rk) + . . .+ xk−1bk−1(rk)
whose degree is k, and whose coefficients lie in Q[β] (since β, rk ∈ Q[β]). This contradicts the
choice of f(x). Thus we arrive at b1 = · · · = bk−1 = 0, whence β = b0(rk) ∈ Q[rk].
Proof of Theorem 1. Let the given polynomial has a root y0 ∈ Q[R] for some R ∈ R satisfying
RD ∈ Q, where D is positive integer number. By Statement 1, we have Q[y0] = Q[Rk] for some
positive integer k.
Denote r = Rk. Since RD ∈ Q, one may choose the minimal positive integer d such that
rd ∈ Q; then r, r2, . . . , rd−1 /∈ Q. Therefore, the polynomial xd − rd is irreducible over Q
(since the constant term of any its nontrivial unitary factor has an irrational absolute value rt,
0 < t < d).
Finally, the equality Q[y0] = Q[r], combined with the dimension argument yield that any
two irreducible (over Q) polynomials, one with root y0 and the other with root r, have equal
degrees. This shows that n = d, as required. QED.
3 Proof of Theorem 2.
(1-solvability) ⇒ (a + br + cr2). If the given polynomial is reducible, then it has a rational root
which has the required form. Otherwise the result follows directly from Theorem 1.
(
√
Dpq ∈ Q)⇒ (1-solvability). Set r = 3
√
− q
2
+
√
Dpq. By Cardano’s formula, the unique
real root of the equation x3 + px+ q = 0 equals
r − p
3r
= r − p
3r3
· r2 = r − p
3
(− q
2
+
√
Dpq
) · r2.
Proof of the ’(a+ br + cr2)⇒ (√Dpq ∈ Q)’ part of Theorem 2 uses the following Lemmas
and Statements:
Conjugation Lemma. Let a, b, c, r3 ∈ Q , r 6∈ Q and number x0 := a + br + cr2 is a root
of polynomial F with rational coefficients. Then numbers
x1 = a + brǫ+ cr
2ǫ2, x2 = a+ brǫ
2 + cr2ǫ.
are also roots of F .
(a+ br + cr2)⇒ (√Dpq ∈ Q). Suppose the contrary. If r ∈ Q or b = c = 0, then the
equation has a rational root. In the remaining case, denote ε = i
√
3−1
2
. Each of the numbers x1,
x2, and x3 defined in Conjugation Lemma is a root of our equation. By Dpq 6= 0, these three
roots are distinct. Therefore, x1, x2, and x3 are all the roots of our equation. Now, we have
− 108Dpq = (x2 − x3)2(x1 − x3)2(x1 − x2)2
=
(
br(ε− ε2) + cr2(ε2 − ε))2(br(1− ε) + cr2(1− ε2))2(br(1− ε2) + cr2(1− ε))2
= ε2(1− ε)6(br − cr2)2(br + cr2(1 + ε))2(br(1 + ε) + cr2)2.
Since (1 + ε)(1 + ε2) = (−ε)(−ε2) = 1 and (ε− 1)3 = 3ε− 3ε2 = 3√3 i, we obtain
− 108Dpq = −27ε2(1 + ε)2(br − cr2)2
(
br(1 + ε2) + cr2
)2(
br(1 + ε) + cr2
)2
= −27(ε+ ε2)2(br − cr2)2(b2r2 + br · cr2 + c2r4)2 = −27((br)3 − (cr2)3)2.
This yields the required result. QED.
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4 Proof of Theorem 3.
(1-solvability) ⇒ (a+ br + cr2 + dr3) . It follows from Theorem 1.
Proof of the’(
√
Γ ∈ Q) ⇒ (a + br + cr2 + dr3)’ part of Theorem 3 uses the following
well-known Statement:
Statement(Ferrari’s Formula). Assume that F (x) = x4 + px2 + qx + s has rational
coefficients, α ∈ R, q2 − (p− 2α)(s− α2) = 0, 2α− p > 0 and
−2α− p+ 4
√
α2 − s > 0
. Let
x± := ±
√
2α− p+
√
−2α− p+ 4
√
α2 − s
. Then either F (x+) = 0 or F (x−) = 0.
Proof. We have q = ±√(2α− p)(α2 − s). Then
x4 + px2 + qx+ s = (x2 + α)2 − (x
√
2α− p±
√
α2 − s)2 =
= (x2 + α + x
√
2α− p±
√
α2 − s)(x2 + α− x
√
2α− p∓
√
α2 − s). QED.
(
√
Γ ∈ Q) ⇒ (1-solvability). By α2 − s > 0 and Γ ≥ 0 we have 16(α2 − s)− (2α+ p)2 ≥ 0.
Let r be real number such that
2r2 = 4
√
α2 − s+
√
16(α2 − s)− (2α + p)2.
Then r4 ∈ Q, because
4r4 = 16(α2 − s) + 8
√
16(α2 − s)2 − (α2 − s)(2α+ p)2+
+16(α2 − s)− (2α + p)2 = 32(α2 − s) + 8
√
Γ− (2α + p)2 ∈ Q.
Let F (t) := t2−4t√α2 − s+ (2α+p)2
4
. Then F (r2) = 0, i.e. r4−4r2√α2 − s+ (2α+p)2
4
= 0. Then
by r4 ∈ Q we have r2√α2 − s ∈ Q. Then 4√α2 − s = r2 + (2α+p)2
4r2
. Then
√
−2α− p+ 4
√
α2 − s =
√
−2α− p+ r2 + (2α+ p)
2
4r2
=
.
=
√
(r +
−2α− p
2r
)2 = |r + −2α− p
2r
| = |r + r
3(−2α− p)
2r4
|.
We have ±√(2α− p)(α2 − s) = q ∈ Q and r2√α2 − s ∈ Q. Then r2√2α− p ∈ Q. Then x±
are numbers of the form br + cr2 + dr3, where b, c, d, r4 ∈ Q, r ∈ R. QED.
Proof of the ‘(a + br + cr2 + dr3) ⇒ (√Γ ∈ Q)’ part of Theorem 3 uses the following
well-known Lemmas and Statements, some of which we prove for completeness.
Conjugation Lemma. Let a, b, c, d, r4 ∈ Q , r2 6∈ Q and number x0 := a + br + cr2 + dr3
is a root of polynomial F with rational coefficients. Then numbers
x1 := a− br + cr2 − dr3, x2 := a + bri− cr2 − dr3i, x3 := a− bri− cr2 + dr3i
are also roots of F .
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Proof. Let F (a+ bx+ cx2 + dx3) = B(x)(x4− r4) +wx3 + ux2 + vx+ t be a division with a
remainder. Then wr3+ur2+vr+t = 0. By the Linear Independence Lemma w = u = v = t = 0.
Then F (a+bx+cx2+dx3) = B(x)(x4−r4). Then F (a−br+cr2−dr3) = F (a+bri−cr2−dr3i) =
F (a− bri− cr2 + dr3i) = 0. QED.
Statement 2.Let r ∈ R, b, c, d, r4 ∈ Q, r2 6∈ Q, b2 + d2 6= 0. Then
(a) br − dr3 6= 0 and br + dr3 6= 0.
(b) numbers x0, x2, x1, x3 from the Conjugation Lemma. are pairwise different.
Proof of (a). Assume the contrary. If d = 0, then b = 0, which is a contradiction. If d 6= 0,
then either r2 = b/d ∈ Q or r2 = −b/d ∈ Q, which is a contradiction. QED.
Proof of (b). Suppose the contrary. Then either x0 = x2 or x1 = x3. Then either br−dr3 = 0
or br + dr3 = 0, which contradicts to (a). QED.
Statement 3. Let x0, x1, x2, x3 be the roots of polynomial x
4+px2+ qx+ s (not necessarily
coinciding with the numbers from the Conjugation Lemma). Let α = x0x2+x1x3
2
. Then:
(a) 4(α2 − s) = (x0x2 − x1x3)2.
(b) p− 2α = (x0 + x2)(x1 + x3).
(c) q2 − 4(p− 2α)(s− α2) = 0 .
(d) Γ = −(x0x2 − x1x3)2(x1 − x3)2(x0 − x2)2.
Proof of (a). By Vieta Theorem:
4(α2 − s) = (x0x2 + x1x3)2 − 4x1x2x3x4 = (x0x2 − x1x3)2. QED.
Proof of (b). By Vieta Theorem:
p− 2α = x0x1 + x0x3 + x1x2 + x2x3 = (x0 + x2)(x1 + x3). QED.
Proof of (c). Since x0 + x1 + x2 + x3 = 0, by 1(a) and 1(b) we have:
q2−4(p−2α)(s−α2) = (x0x1x2+x0x1x3+x0x2x3+x1x2x3)2+4(x0+x2)(x1+x3)(x0x2 − x1x3)
2
4
=
= (x0x2(x1 + x3) + x1x3(x0 + x2))
2 + (x0 + x2)(x1 + x3)(x0x2 − x1x3)2 =
= (x0x2 − x1x3)2(x0 + x2)2 − (x0 + x2)2(x0x2 − x1x3)2 = 0. QED.
Proof of (d). Since x0 + x1 + x2 + x3 = 0, by Statement 3(b) and 3(c):
4Γ = 4(x0x2 − x1x3)4 − (x0x2 − x1x3)2((x0 + x2)(x1 + x3) + 2(x0x2 + x1x3)) =
= (x0x2 − x1x3)2(2x0x2 − 2x1x3 − 2x0x2 − 2x1x3 + (x1 + x3)2)×
×(2x0x2 − 2x1x3 + 2x0x2 + 2x1x3 − (x0 + x2)2) =
= (x0x2 − x1x3)2((x1 + x3)2 − 4x1x3)(4x0x2 − (x0 + x2)2) =
= −(x0x2 − x1x3)2(x1 − x3)2(x0 − x2)2
(a+ br + cr2 + dr3) ⇒ (√Γ ∈ Q). By the Conjugation Lemma the numbers x0, x1, x2, x3
from the Lemma are roots of F . Then by the Statement 2(b) and Vieta Theorem −4a = 0.
Let α := x0x2+x1x3
2
. Then polynomial q2 − 4(p− 2x)(s− x2) has a rational root x = α, because
2α = x0x2 + x1x3 = (cr
2)2 − (br + dr3)2 + (cr2)2 − (dr3i− bri)2 =
= 2c2r4 − r2(b+ dr2)2 + r2(b− dr2)2 = 2c2r4 − 4r2bdr2 ∈ Q.
By 3(b) p− 2α = (x0 + x2)(x1 + x3) = −(x0 + x2)2 < 0.
4
By 3(d):
4Γ = −(x0x2 − x1x3)2(x1 − x3)2(x0 − x2)2 =
−(c2r4 − (br + dr3)2 − c2r4 − (br − dr3)2)2(2br + 2dr3)2(2bri− 2dr3i2)2 =
= 16r4(−2b2r2 − 2d2r6)2(b+ dr2)2(b− dr2)2 =
= 64r8(b2 + d2r4)2(b2 − d2r4)2 = 64r8(b4 − d4r8)2. QED.
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