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A FINITIZATION OF THE BEAD PROCESS
BENJAMIN J. FLEMING, PETER J. FORRESTER, AND ERIC NORDENSTAM
Abstract. The bead process is the particle system defined on parallel lines, with underlying
measure giving constant weight to all configurations in which particles on neighbouring lines
interlace, and zero weight otherwise. Motivated by the statistical mechanical model of the
tiling of an abc-hexagon by three species of rhombi, a finitized version of the bead process
is defined. The corresponding joint distribution can be realized as an eigenvalue probability
density function for a sequence of random matrices. The finitized bead process is determinan-
tal, and we give the correlation kernel in terms of Jacobi polynomials. Two scaling limits are
considered: a global limit in which the spacing between lines goes to zero, and a certain bulk
scaling limit. In the global limit the shape of the support of the particles is determined, while
in the bulk scaling limit the bead process kernel of Boutillier is reclaimed, after approriate
identification of the anisotropy parameter therein.
1. Introduction
Consider a particle system confined to equally spaced lines that are parallel to the y-axis and
pass through the points x = k for k ∈ Z+, and let this latter integer label the lines. For each line
k place point particles uniformly at random, with the constraint that their positions interlace
with the positions of the particles on lines k ± 1. It has been shown by Boutillier [Bou09]
that such uniformly distributed interlaced configurations — referred to as a bead process —
are naturally generated within dimer models. Furthermore, it is shown in [Bou09] that the
bead process is an example of a determinantal point process: the k-point correlation function
is equal to a k × k determinant with entries independent of k. If all the particles are on the
same line, this correlation function is precisely that for the eigenvalues in the bulk of a random
matrix ensemble with unitary symmetry, for example the Gaussian unitary ensemble of complex
Hermitian matrices (GUE).
If some of the particles are on different lines, and the anisotropy parameter (see below for this
notion) is zero, the correlations between particles on different lines coincide with the correlation
between bulk eigenvalues in the GUE minor process [FN08]. The latter is the multi-species
particle system formed by the eigenvalues of a GUE matrix and its successive minors. Let Mn
denote an n × n GUE matrix, and form the principal minors Mt, t = 1, . . . , n − 1 as the t × t
GUE matrices corresponding to the top t× t block of Mn. Let the eigenvalues of Mt be denoted
by {x(t)j }j=1,...,t with x(t)t < · · · < x(t)1 . By a theorem of linear algebra, the successive minors
Mt+1, Mt have the fundamental property that their eigenvalues interlace,
(1.1) x
(t+1)
t+1 < x
(t)
t < x
(t+1)
t < · · · < x(t+1)2 < x(t)1 < x(t+1)1
for t = 1, . . . , n− 1. It turns out that for n× n GUE matrices [Bar01], the joint distribution of
all the 12n(n+ 1) eigenvalues ∪ns=1{x(s)j }j=1,...,s of all successive minors is proportional to
(1.2)
n−1∏
s=1
χ(x(s), x(s+1))
n∏
j=1
e−(x
(n)
j
)2
∏
1≤j<k≤n
(x
(n)
j − x(n)k )
1
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where χ(x(s), x(s+1)) denotes the interlacing (1.1) between neighbouring species. Regarding
species (s) as occuring on line s, one sees that the eigenvalues to the left of line n all occur
uniformly within interlaced regions, precisely as required by the bead process.
The main objective of this paper is to construct and analyze a finitization of the bead process.
Like in [Bou09], we are motivated by a statistical mechanical model — in our case the tiling of
an abc-hexagon by three species of rhombi. However unlike in [Bou09] this statistical mechanical
model plays no essential role in the ensuing analysis. We will see in Section 2 that the rhombi
tiling of an abc-hexagon leads to a particle system defined on the segments 0 < y < 1 of the lines
at x = 1, 2, . . . , p+ q− 1 (p ≤ q) in the xy-plane. The number of particles, r(t) say, on line x = t
(to be referred henceforth as line t) is given by
(1.3) r(t) =


t, t ≤ p
p, p ≤ t ≤ q
p+ q − t, q ≤ t.
Denote the coordinates on line t by x(t) := {x(t)j }j=1,...,r(t), and require that the particles be
ordered xr(t) < · · · < x1. With χ(x(s), x(s+1)) denoting the interlacing (1.1) between particles on
neighbouring lines the particle system—which is our finitization of the bead process—is specified
by the joint probability density function (PDF) on the line segments proportional to
(1.4)
p−1∏
t=1
χ(x(t), x(t+1))
q−1∏
t=p
χ(x(t), x(t+1) ∪ {0})
p+q−1∏
t=q
χ(x(t), x(t+1) ∪ {0, 1}).
The particles in the tiling problem are restricted to lattice sites. To obtain our finitization
of the bead process requires taking a continuum limit in which the lengths of the vertical side
of the abc-hexagon is taken to infinity. This is done in Section 3. There we also compute the
marginal distribution of (1.4) on any one line, and we use that knowledge, together with some
random matrix theory, to compute the shape formed by the support of the particles in the limit
that the lines form a continuum in the horizontal direction.
We know that the PDF (1.4) can be realized as a joint eigenvalue PDF as well as a distribution
relating to both queues [Bar01] and tilings [JN06]. Likewise, in Section 4 we show that the PDF
(1.4), which can be obtained as the continuum limit of a tiling problem, can also be realized as
an eigenvalue PDF for a certain sequence of random matrices.
Section 5 is devoted to the computation of the general n-point correlation function for n parti-
cles on arbitrary lines in our finitized bead process. The joint PDF (1.4) is a determinantal point
process, meaning that the n-point correlation function can be specified as an n× n determinant
with entries independent of n. To compute the entries, referred to as the correlation kernel, we
use a method based on a formulation in terms of the diagonalization of certain matrices, due to
Borodin and collaborators [BFPS07]. In Section 6 we take up the task of computing the bulk
scaling of the correlation function. This involves us choosing the origin at the midpoint of a
collection lines spaced O(1) apart, scaling the distances on the lines so that the mean density
in the neigbourhood of these points is unity, then taking the limit that the number of particles
goes to infinity. At a technical level, this requires use of a certain asymptotic formula for Jacobi
polynomials, due to Chen and Ismail [CI91]. Their formula contains small errors of detail in its
presentation, which we remedy in the Appendix. We reclaim the bead process correlation kernel
obtained by Boutillier [Bou09], after identification of the anisotropy parameter therein with a
parameter defined in terms of the continuum line number, and an anisotropy parameter relating
to our underlying abc-hexagon.
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2. Discrete model
Construct a square grid from the lines x = j, y = k, (j, k ∈ Z) in the xy-plane. On this grid
construct continuous lattice paths which consist of straight line segments connecting the lattice
point (x, y) to (x+ 1, y ± 1) for one of ±. Such a lattice path, starting at (x, y) and finishing at
(x +N, y + p) say, can be thought of as the space time trajectory of a random walker confined
to the y-axis. The random walker starts at y, and finishes at y + p after N steps, each of which
are one unit down, or one unit up. We are interested in n such lattice paths, conditioned never
to intersect, starting at (0, 2i) and ending at (p + q,−p + q + 2i) for i = 0, . . . , n − 1. Such
configurations are in bijection with lozenge tilings of a hexagon as seen in Figure 1. It can be
shown, [Joh02] that the positions of the lattice paths along the lines, i.e. the red particles in
Figure 1, form a determinantal process. But our interest is not in the particle process defined by
the paths, which is further studied in [OR06, Gor08] but rather the process defined by the empty
sites (holes) between the paths, which in Figure 1 are the blue particles. It suffices to assume
p ≤ q, as the other case reduces to this under reflection.
Along line t there will be r(t) blue particles, where r(t) is given by (1.3). Let {x(t)j }j=1,...,r(t),
with xr(t) < · · · < x1 be their corresponding positions. The highest possible position for x(t)1 is
a(t) and the lowest possible position for x
(t)
r(t) is b(t) where
a(t) =
{
2(n− 1) + t t ≤ q
2(n+ q − 1)− t t ≥ q b(t) =
{
−t t ≤ p
−2p+ t t ≥ p.(2.1)
With t in these equations regarded as a continuous parameter, 0 ≤ t ≤ p + q, these lines form
the four non-vertical sides of the hexagon in Figure 1.
Let us introduce some fixed (virtual) particles by setting
x
(t)
t+1 := −t− 2 = b(t)− 2 (t = 0, . . . , p− 1)(2.2)
and
x
(t)
0 := 2(n+ q)− t = a(t) + 2 (t = q, . . . , p+ q − 1).(2.3)
Then it is a consequence of the combinatorics of this model, as can easily be seen in Figure 1,
that the blue particles fulfill certain interlacing requirements,
(2.4) x
(t)
i+1 < x
(t+1)
i+1 < x
(t)
i ,
for t = 0, . . . , q − 1 and
(2.5) x
(t)
i+1 < x
(t+1)
i < x
(t)
i ,
for t = q, . . . , p+ q − 1. The probability of ∪p+qt=0 {x(t)j }j=1,...,r(t)} is therefore proportional to
(2.6)
q−1∏
t=0
χ˜(x(t), x(t+1))
p+q−1∏
t=q
χ˜(x(t), x(t+1)).
Here χ˜(x, y) refers to the ordering between sets x = {x1, . . . , xr} and y = {y1, . . . , yr} of the
same cardinality,
xr < yr < · · · < x1 < y1.
Note that (2.6) is a discrete version of the joint PDF for our finitization of the bead process,
(1.4).
The probability (2.6) can be written in terms of determinants. Thus, using the identity
(2.7) χxr<yr−1<···<x2<y1<x1 = det[χyj>xk ]j,k=1,...,r
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Figure 1. In the text the spacing between lattice paths is 2 units, while in the x-
direction the spacing between lines is 1 unit, but in the figure these lengths have
been scaled so that the six internal corner angles of the hexagon are equal. The
three independent side lengths—left, bottom left, top left—are in correspondence
with the number of walkers n, and the parameters p and q of the text respectively.
The red particles are marked by squares and the blue by triangles.
(see e.g. [FR04, Lemma 1]), and writing φ(x, y) := χy>x, (2.6) reads
(2.8)
q−1∏
t=0
det[φ(x
(t)
i , x
(t+1)
j )]
r(t+1)
i,j=1 ×
p+q−1∏
t=q
det[φ(x
(t)
i , x
(t+1)
j−1 )]
r(t)
i,j=1,
One way to think about this expression is that the blue particles themselves are the positions
of some dual random walks, with step probability φ. By the Lindstro¨m-Gessel-Viennot method,
the measure on configurations is given exactly by (2.8).
A natural question to ask then is what is the probability distribution of the blue particles at
time t. The idea is to compute the number of possible configurations to the right and to the left
of t and divide by the total number of possible tilings. For this we need the following lemma.
Lemma 2.1. Let t ≤ p. Given some configuration x(t), the number of configurations to the left
of line t, i.e.
(2.9) Ht(x
(t)) =
∑
x(1),...,x(t−1)
t−1∏
s=1
det[φ(x
(s)
i , x
(s+1)
j )]
s+1
i,j=1
is
(2.10) Ht(x1, . . . , xt) = ct∆(x1, . . . , xt).
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where ∆ is the Vandermonde determinant and
(2.11) ct =
1
2t(t−1)/2
∏t−1
k=1 k!
.
Proof. Induction over t. For t = 1 it is indeed true that H1(x) ≡ 1. Assuming the statement is
true for t, consider t+1. By summing the distinct variables along distinct rows of the determinant
we have
Ht+1(x1, . . . , xt+1) =
∑
xi<yi<xi+1
ct
∣∣∣∣∣∣∣
1 y1 . . . y
t−1
1
...
1 yt . . . y
t−1
t
∣∣∣∣∣∣∣
(2.12)
= ct
∣∣∣∣∣∣∣
p0(x1)− p0(x2) p1(x1)− p1(x2) . . . pt−1(x1)− pt−1(x2)
...
p0(xt)− p0(xt+1) p1(xt)− p1(xt+1) . . . pt−1(xt)− pt−1(xt+1)
∣∣∣∣∣∣∣(2.13)
where pk(x) =
∑x/2
y=2M (2y)
k for x even and pk(x) =
∑(x−1)/2
y=2M (2y + 1)
k for x odd, M is an
arbitrary big negative number. It can be checked that pk is a polynomial and that pk(x) =
xk+1/2(k + 1) + O(xk). Performing column operations in the determinant removes dependence
on all but the highest order coefficient in pk and gives
= ct
∣∣∣∣∣∣∣
1
2 (x1 − x2) 14 (x21 − x22) . . . 12t (xt1 − xt2)
...
1
2 (xt − xt+1) 14 (x2t − x2t+1) . . . 12t (xtt − xtt+1)
∣∣∣∣∣∣∣(2.14)
Pull out constants and border the matrix to make it t+ 1 by t+ 1 to obtain
=
ct
2tt!
∣∣∣∣∣∣∣∣∣
0 x1 − x2 x21 − x22 . . . xt1 − xt2
...
0 xt − xt+1 x2t − x2t+1 . . . xtt − xtt+1
1 xt+1 x
2
t+1 . . . x
t
t+1
∣∣∣∣∣∣∣∣∣
.(2.15)
Row operations now complete the proof. 
Theorem 2.2. The probability that at time t the blue particles are at positions x1 > · · · > xr(t)
is
(2.16) pt(x1, . . . , xr(t)) = Z
−1
t ∆
2(x1, . . . , xr(t))
r(t)∏
i=1
ft(xi)
where
(2.17) ft(x) =
|q−t|∏
k=1
(a(t) + 2k − x)
|p−t|∏
k=1
(x− b(t) + 2k)
and Zt is some normalizing constant.
Note that this is called the Hahn ensemble in the literature, see for example [Joh02].
Proof. Case t ≤ p: The area to the left of t can be tiled in Ht(x1, . . . , xt) ways and the area to
the right of t can be tiled in Hp+q−t(x−q+t+1, . . . , x1, . . . , xt, . . . , xp) ways where we introduce
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Figure 2. Construction of virtual particles as used in the case t ≤ p of the
proof of Theorem 2.2. The blue particles can be seen as the positions of some
dual random walkers, leading to a probability distribution proportional to the
expression in (2.8). The blue particles are marked with triangles while the virtual
blue particles are green circles.
virtual particles x−q+t+i = a(t) + 2(q − t − i + 1), for i = 1, . . . , q − t and xt+i = b(t) − 2i for
i = 1, . . . , p− t (see Figure 2) Then
(2.18) pt(x1, . . . , xr(t)) = const
−1Ht(x1, . . . , xt)Hp+q−t(x−q+t+1, . . . , x1, . . . , xt, . . . , xp)
which proves the theorem in this case since the part of the Vandermonde determinant that has
to do with the virtual particles is exactly ft.
Case p ≤ t ≤ q: The area to the left of t can be tiled in Ht(x1, . . . , xp, . . . , xt) ways where
we introduce virtual particles xp+i = b(t) − 2i for i = 1, . . . , t − p. The area to the right
of t can be tiled in exactly Hp+q−t(x−q+t+1, . . . , x1, . . . , xp) ways where the virtual particles
x−q+t+i = a(t) + 2i for i = 1, . . . , q − t. The theorem then follows just like in the first case.
Case q ≤ t. The area to the left of t can be tiled in Ht(xq−t+1, . . . , x1, . . . , xp) ways with
virtual particles xq−t+i = a(t) + q− t− 2i for i = 1, . . . , t− q and xp+q−t+i = b(t)− 2i for i = 1,
. . . , t− p. Again the theorem follows. 
In [JN06] it is shown that the positions of all the blue particles—with the probability measure
defined by (2.6)—is a determinantal point process and its kernel is computed in terms of the
Hahn polynomials. An alternative proof of Proposition 5.1 would be to take their expression and
applying the known limit formula
(2.19) lim
N→∞
Qn(Nx, α, β,N) =
Pα,βn (1− 2x)
Pα,βn (1)
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where Qn and P
α,β
n is the n:th Hahn polynomial respectively Jacobi polynomial. Our motivation
for proving Proposition 5.1 from first principles in section 5 is that our proof is more direct and
intuitive. Also, the idea of virtual particles in fixed positions, as illustrated in the previous proof,
has not been previously used to our knowledge. That idea also gives a simple proof, see [Nor09],
of a result conjectured in [JN06] and proved in [OR06], that the GUE minor process can be
obtained as a scaling limit of lozenge tilings of a hexagon close to the boundary.
3. Continuous model
We are interested in the measure corresponding to the probability (2.8) under the rescaling
x
(i)
j 7→ x(i)j /n when n → ∞ while p and q are kept fixed. It is easy to see that this is exactly
the measure corresponding to the PDF (1.4). We have thus derived our finitized bead process
as the continuum limit of a tiling model. In fact a semi-continuous lattice paths model (see
Figure 3) equivalent to our finitized bead process was proposed in [BBDS06] to model the bus
transportation system in Cuernavaca (Mexico). In that context, for p ≤ t ≤ q the particle
configuration {x(t)j }j=1,...,r(t) is the time at which bus number j arrives at bus stop labelled t.
For future reference, we note that analogous to the equality between (2.6) and (2.8), use
of (2.7) allows (1.4) to be rewritten as
(3.1)
q−1∏
t=1
det[φ(x
(t)
i , x
(t+1)
j )]
r(t+1)
i,j=1 ×
p+q−1∏
t=q
det[φ(x
(t)
i , x
(t+1)
j−1 )]
r(t)
i,j=1,
which apart from the absence of the t = 0 term in the first product is formally identical to (2.8).
The variables take values on different sets though, with those in (2.8) being confined to lattice
points, and furthermore in (3.1) the virtual particles are now specified by
x
(t)
(t+1) = 0 (t = 1, . . . , p− 1) x(t)0 = 1 (t = q, . . . , p+ q − 1)(3.2)
instead of (2.2), (2.3).
Rescaling the measure in Theorem 2.2 gives the following (cf. [BBDS06, eq. (10)]).
Proposition 3.1. The projection of the PDF (1.4) to x(t) is for x1 > · · · > xr(t) the density
(3.3) pt(x1, . . . , xr(t)) = Z
−1
t ∆
2(x1, . . . , xr(t))
r(t)∏
i=1
ft(xi)
where
(3.4) ft(x) = (1− x)|q−t|x|p−t|
and Zt is some normalizing constant.
The PDF (3.3) is familiar in random matrix theory as the eigenvalue probability density
function for the Jacobi unitary ensemble (see e.g. [For10]). Due to this interpretation, it has
appeared in a number of previous studies, and some properties of relevance to the bead process
are known. Two of these are the support of the limiting density, and the limiting density itself.
To specify these results, for notational convenience let us write r(t) = n and
(3.5) ft(x) = x
α(1− x)β ,
and consider (3.3) in the case that α = an, β = bn and n → ∞. Then we know from [Col05,
For10, Wac80] that the limiting support is the interval [c, d], where c and d are specified in terms
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Figure 3. In this lattice paths model introduced in [BBDS06], up/right corners
correspond to arrival times at stations 2, 3, 4, 5. Regarding all the up/right
corners as particles our finitized bead process results.
of a, b by
c+ d =
(2 + a+ b)2 + (a2 − b2)
(2 + a+ b)2
d− c =
√
(c+ d)2 − 4cd,(3.6)
and in this interval
(3.7) ρ˜(1)(y) = lim
n→∞
1
n
ρ(1)(y)
∣∣∣α=an
β=bn
=
2 + a+ b
2π
√
(y − c)(d− y)
y(1− y) .
To make use of these results, let us introduce a scaled label S for line t, and a scaled measure
of the difference in the left bottom and left top side measures of the hexagon by
S = t/p, k = (q − p)/p(3.8)
respectively. We can then analyze the limit of the finitized bead process in which t, p, q → ∞
with S, k fixed. Note that the scaled line label can take on values
(3.9) 0 ≤ S ≤ 2 + k.
Straightforward application of (3.6) and (3.7) reveals the following limit theorem for the finitized
bead process.
Theorem 3.2. In the above specified setting, the support of the bead process along scaled line S
is [cS , dS ] with
cS =
Sk
(k + 2)2
+
1
k + 2
− 2
√
S(k + 1)(k + 2− S)
(k + 2)2
dS =
Sk
(k + 2)2
+
1
k + 2
+
2
√
S(k + 1)(k + 2− S)
(k + 2)2
.(3.10)
The normalized density is given by (3.7) with c = cS, d = dS and (a, b) given by(
1− S
S
,
k + 1− S
S
)
, (S − 1, k + 1− S),
(
S − 1
2 + k − S ,
S − k − 1
2 + k − S
)
(3.11)
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for 0 ≤ S ≤ 1, 1 ≤ S ≤ 1 + k and 1 + k ≤ S ≤ 2 + k respectively.
We note that at S = 0, cS = dS = 1/(k + 2), and similarly at S = k + 2, cS = dS =
(k + 1)/(k + 2). The degeneration of the support to a single point at the left and right sides is
in keeping with the number of particles in the bead process starting off at one at these sides.
In (3.4), when t = p the exponent α in (3.5) vanishes. Thinking of the factor xα as a repulsion
from x = 0, with this term not present we would expect that the left support to be its smallest
allowed value, cS = 0, which is indeed the case in (3.10) with S = 1. Similarly, in (3.4) with
t = q the exponent β in (3.5) vanishes, and correspondingly in (3.10) dS = 1 for S = 1 + k.
A particular realization of the boundary of support as implied by (3.10) is plotted in Figure
4.
4. Realization as a random matrix PDF
We have seen that the joint PDF (1.4) defining our finitization of the bead process arises
naturally in the context of the tiling of an abc-hexagon, or equivalently by the consideration of
non-intersecting paths. Here it will be shown that (1.4) can be obtained as the joint eigenvalue
PDF of a sequence of random matrices.
Our construction is based on theory related to certain random corank 1 projections contained
in [Bar01, FR05], which will now be revised. Let
M = ΠAΠ, Π = I− ~x~x†
where
A = diag
(
(a1)
s1 , (a2)
s2 , . . . , (an)
sn
)
.
Here the notation (a)p means a is repeated p times, and it is assumed a1 > a2 > · · · > an, while
~x is a normalized complex Gaussian vector of the same number of rows as A. The eigenvalues ai
of A occur in M with multiplicity si − 1. Zero is also an eigenvalue of M . The remaining n− 1
eigenvalues of M occur at the zeros of the random rational function
(4.1)
n∑
i=1
qi
x− ai
where (q1, . . . , qn) has the Dirichlet distribution D[s1, . . . , sn]. With these n − 1 eigenvalues
denoted λ1 > · · · > λn−1, it follows from this latter fact that their joint distribution is equal to
(4.2)
Γ(s1 + · · ·+ sn)
Γ(s1) · · ·Γ(sn)
∏
1≤j<k≤n−1(λj − λk)∏
1≤j<k≤n(aj − ak)sj+sk−1

n−1∏
j=1
n∏
p=1
|λj − ap|sp−1

χa1>λ1>a2>···>λn−1>an
(as done in (1.2), the indicator function will be abbreviated χ(λ, a)).
After this revision, we begin the construction by formingM1 = ΠA1Π, whereA1 = diag((0)
p, (1)q).
It follows from the above that M1 has one eigenvalue λ
(1)
1 different from 0 and 1 satisfying
0 < λ
(1)
1 < 1, and this eigenvalue has PDF proportional to
(λ
(1)
1 )
p−1(1 − λ(1)1 )q−1.
Now, for r = 2, . . . , p inductively generate {λ(r)i }i=1,...,r as the eigenvalues different from 0 and
1 of the matrix
Mr = ΠArΠ
where
Ar = diag
(
(0)p−r+1, λ
(r−1)
1 , . . . , λ
(r−1)
r−1 , (1)
q−r+1
)
.
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It follows from (4.2) that the PDF of {λ(r)j }j=1,...,r, for given {λ(r−1)j }j=1,...,r−1, is proportional
to
(4.3) χ(λ(r−1) ≺ λ(r))
∏r
i<j(λ
(r)
i − λ(r)j )
∏r
k=1(1− λ(r)k )q−r(λ(r)k )p−r∏r−1
i<j (λ
(r−1)
i − λ(r−1)j )
∏r−1
k=1(1 − λ(r−1)k )q−r+1(λ(r−1)k )p−r+1
.
Forming the product of (4.3) over r = 1, . . . , p gives the joint PDF of ∪ps=1{λ(s)i } which is therefore
proportional to
(4.4)
p∏
r=2
χ(λ(r−1), λ(r))
p∏
i<j
(λ
(p)
i − λ(p)j )
p∏
k=1
(1 − λ(q)k )q−p.
Next, for r = 1, . . . , q − p, inductively generate {λ(p+r)i }i=1,...,p as the eigenvalues different
from 0 and 1 of
Mp+r = ΠAp+rΠ
where
Ap+r = diag
(
λ
(p+r−1)
1 , . . . , λ
(p+r−1)
p , (1)
q−p−r+1
)
.
We have from (4.2) that the PDF of {λ(p+r)j }j=1,...,p, for given {λ(p+r−1)j }j=1,...,p, is proportional
to
(4.5) χ(λ(p+r−1), λ(p+r) ∪ {0})
∏p
i<j(λ
(p+r)
i − λ(p+r)j )
∏p
k=1(1 − λ(p+r)k )q−p−r∏p
i<j(λ
(p+r−1)
i − λ(p+r−1)j )
∏p
k=1(1− λ(p+r−1)k )q−r+1
.
The joint PDF of ∪qs=1{λ(s)j } is obtained by multiplying the product of (4.5) over r = 1, . . . , q−p
by (4.4). It is therefore proportional to
(4.6)
p∏
r=2
χ(λ(r−1), λ(r))
q∏
r=p+1
χ(λ(r−1), λ(r) ∪ {0})
p∏
i<j
(λ
(q)
i − λ(q)j ).
The final step is to inductively generate {λ(q+r)i }i=1,...,p−r (r = 1, . . . , p− 1) as the eigenvalue
different from 0 of
Mq+r = ΠAq+rΠ
where
Aq+r = diag
(
λ
(q+r−1)
1 , . . . , λ
(q+r−1)
p
)
.
According to (4.2), the PDF of {λ(q+r)j }j=1,...,p−r for given {λ(q+r−1)j }j=1,...,p−r+1 is proportional
to
(4.7) χ(λ(q+r−1), λ(q+r) ∪ {0, 1})
∏p−r
i<j (λ
(q+r)
i − λ(q+r)j )
∏p−r
k=1(1 − λ(q+r)k )p−q−r∏p−r−1
i<j (λ
(q+r−1)
i − λ(q+r−1)j )
∏p−r−1
k=1 (1− λ(q+r−1)k )q−r+1
.
Forming the product over r = 1, . . . , p − 1 and multiplying by the conditional PDF (4.6) gives
that the joint PDF of ∪q+p−1s=1 {λ(s)j } is proportional to
(4.8)
p∏
r=2
χ(λ(r−1), λ(r))
q∏
r=p+1
χ(λ(r−1), λ(r) ∪ {0})
q+p−1∏
r=q+1
χ(λ(r−1), λ(r) ∪ {0, 1})
and thus to the finite bead process (1.4).
Graphical output from the implementation of this construction for particular p and q is given
in Figure 4.
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Figure 4. A configuration of the finite bead process with p = 4, q = 12,
generated from the zeros of a sequence of random rational functions (4.1), cor-
responding to the eigenvalues of the sequence of random matrices described in
the text. The bounding curves are the limiting shape as implied by (3.10).
5. Correlation functions
It was shown in [JN06] that the GUE minor process as specified by the joint PDF (1.2) is
determinantal, with the correlations between n eigenvalues chosen from any of the minors being
given by an n × n determinant. The functional form of the entries of the determinant is of
particular interest. Thus we have from [JN06] that
(5.1) ρ(n)({(sj , yj)}j=1,...,n) = det[KGUEm((sj , yj), (sk, yk))]j,k=1,...,n
with
(5.2) KGUEm((s, x), (t, y)) =


e−(x
2+y2)/2
√
π
t∑
k=1
Hs−k(x)Ht−k(y)
2t−k(t− k)! , s ≥ t
−e
−(x2+y2)/2
√
π
0∑
k=−∞
Hs−k(x)Ht−k(y)
2t−k(t− k)! , s ≥ t
(here Hj(x) denotes the Hermite polynomials of degree j). We seek an analogous formula for
the correlations of our finitized bead process. For this we make us of a linear algebra method
developed by Borodin and collaborators [BR05, BFPS07], although an alternative strategy would
be the method of Nagao and Forrester [NF98]. Either method can be used to calculate (5.2),
and various generalizations [FN08, FN09].
Formalism. We take line j, which is the segment in the xy-plane (j, t), 0 ≤ t ≤ 1, and replace
it with a discretization Mj . In the limit that |Mj | → ∞ it is required that the discretization
be dense on the segment. On the sets Mj ∪ {0} (j = 1, . . . , p − 1) distribute j + 1 points
{x(j)i }i=1,...,j+1 with x(j)j+1 = 0; on the sets Mp−1+j (j = 1, . . . , q − p + 1) distribute p points
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{x(p−1+j)i }i=1,...,p; and on the sets Mq+j ∪ {1} (j = 1, . . . , p − 1) distribute p + 1 − j points
{x(q+j)i }i=0,...,p−j with x(q+j)0 = 1.
On the configuration of points X := ∪p+q−1j=1 {x(j)i } define a (possibly signed) measure
(5.3)
1
C
q−1∏
t=1
det[Wl(x
(t)
i , x
(t+1)
j )]
r(t+1)
i,j=1 ×
p+q−2∏
t=q
det[Wl(x
(t)
i , x
(t+1)
j−1 )]
r(t)
i,j=1
for some functions {Wi : Mi ×Mi+1 → R}i=1,...,p+q−1. With Wl(y, x) = φ(y, x) = χx>y, this
corresponds to a discretization of the PDF (3.1) for our finitized bead process.
Next introduce the |Ml| × |Ml+1| matrices Wl = [Wl(xi, yj)]xi∈Ml,yj∈Ml+1 . Introduce too
the p× |Ml+1| matrices El (l = 0, . . . , p− 1) with entries in row l+1 all 1s and all other entries
0, and the Mp+q−l × p matrices Fl (l = 1, . . . , p) with entries in column l all 1s and all other
entries 0. In terms of these matrices, with M := {1, . . . , p} ∪M1 ∪ · · · ∪ Mp+q−1, define the
|M| × |M| matrix L by

0 E0 E1 E2 . . . Ep−1 0 . . . . . . . . . 0
0 0 −W1 0 . . . 0 0 . . . . . . . . . 0
0 0 0 −W2 . . .
...
...
...
...
...
...
. . .
. . . 0
...
...
...
...
...
. . . 0 −Wp−1 0
...
... 0 . . . . . . . . . 0 −Wp . . .
...
0
...
. . .
. . . 0
...
Fp−1
... 0 −Wq+1 . . .
...
...
...
. . .
. . . 0
F2 0 . . . . . . . . . . . . . . . . . . . . . 0 −Wp+q−2
F1 0 . . . . . . . . . . . . . . . . . . . . . . . . 0


for block 0 matrices of appropriate size. Note that the rows and columns of L are labelled by
the set M.
For Y ⊂ M, introduce the notation LY to denote the restriction of L to the corresponding
rows and columns. Then, in accordance with the general theory of L-ensembles [BR05], our
matrix L has been constructed so that the measure (5.3) is equal to
(5.4)
det L{1,...,p}∪X
det(1∗ + L)
where 1∗ is the |M| × |M| identity matrix with the first p ones set to zero. The significance of
this structure is the general fact that the correlation function for particles at Y ⊂M/{1, . . . , p}
is then given by
ρ(Y ) = detKY , K = 1
∗ − (1∗ + L)−1|M/{1,...,p}.(5.5)
Our aim then is to evaluate K in the continuum limit, with Wi(y, x) = χy<x independent of
i, and to do this we must turn (1∗ + L)−1 into a form that can be computed explicitly. As a
start, write L in the structured form
(5.6) L =
[
0 B
C D − 1
]
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where
B = [E0, E1, . . . , Ep−1, 0, 0, . . . , 0](5.7)
C = [0, 0, . . . , 0, Fp−1, Fp−2, . . . , F1]
T(5.8)
We know that [BR05]
(5.9) K = 1∗ −D−1 +D−1CM−1BD−1
with M := BD−1C and furthermore
(5.10) D−1 = 1+ [W[i,j)]i,j=1,...,p+q−1
for
(5.11) W[i,j) =
{
Wi . . .Wj−1, i < j
0, i ≥ j.
From (5.10) we compute that the m-th member of the block row vector BD−1 is equal to
(5.12) Em−1 +
m−1∑
k=1
Ek−1W[k,m)
for 1 ≤ m ≤ p and
(5.13)
p∑
k=1
Ek−1W[k,m)
for p+1 ≤ m ≤ p+ q− 1. Similarly the m-th member of the block column vector D−1C is equal
to
(5.14)
p−1∑
k=1
W[m,q+k)Fp−k
for 1 ≤ m ≤ q and
(5.15) Fp+q−m +
p+q−1−m∑
k=1
W[m,m+k)Fp+q−m−k
for q + 1 ≤ m ≤ p+ q − 1.
Explicit formulas. Our aim is to find square, p× p matrices B0, C0 such that: BD−1 = B0Φ
for some block row vector Φ = [Φ1, . . . ,Φp+q−1]; D−1C = ΨC0 for some block column vector
Ψ = [Ψ1, . . . ,Ψp+q−1]; and B0C0 = M . Finding these square matrices will allow us to compute
K explicitly, since if the above equalities hold, then
(5.16) K = 1∗ −D−1 +ΨΦ
We introduce the notation
(5.17) (a ∗ b)(y, x) =
∫ 1
0
a(y, z)b(z, x)dz
and note that, in the continuum limit Mi → [0, 1], (i = 1, . . . , p + q − 1), and with the lattice
points weighted by their mean spacing, (5.11) becomes
(5.18) W[i,j)(y, x) =
{
(Wi ∗ · · · ∗Wj−1)(y, x), i < j
0, i ≥ j
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Independent of i, Wi(y, x) = χy<x and so
(5.19) W[i,j)(y, x) =
1
(j − i− 1)!χy<x(x− y)
j−i−1
With the entry of K corresponding to line s, position y for the row, and line t, position x for the
column, denoted K(s, y; t, x) it follows from (5.10) , (5.16) and (5.19) that
(5.20) K(s, y; t, x) = − 1
(t− s− 1)! (x− y)
t−s−1χy<x +
p∑
l=1
(Ψs)y,l(Φ
t)l,x
so our task is to calculate the quantities (ψs)y,l, (Φ
t)l,x.
We begin by looking at the m-th member of the block row vector BD−1 for m ≤ p as shown
in (5.12). Using (5.19) we see that
(5.21)
(
Em−1 +
m−1∑
k=1
Ek−1W[k,m)
)
l,x
=
xm−l
(m− l)!
where the convention 1a! = 0 for a ∈ Z<0 is to be used for m < l. Next define the family of
polynomials
(5.22) P˜ (a,b)n (x) = P
(a,b)
n (1− 2x) =


1
n!
1
xa(1− x)b
dn
dxn
(
xn+a(1− x)n+b) , n ≥ 0
0 , n < 0
These polynomials have orthogonality
(5.23)
∫ 1
0
xa(1 − x)bP˜ (a,b)j (x)P˜ (a,b)k (x)dx = N (a,b)j δjk
where
(5.24) N (a,b)n =
1
2n+ a+ b+ 1
(n+ a)!(n+ b)!
n!(n+ a+ b)!
and as such, as indicated in (5.22), are the Jacobi polynomials P
(a,b)
n modified to be orthogonal
on (0, 1).
Expressing (5.21) as a sum of these polynomials for certain a = p−m, b = q −m gives
xm−l
(m− l)! =
1
(m− l)!
m∑
j=l
P˜
(p−m, q−m)
m−j (x)
N (p−m, q−m)m−j
∫ 1
0
tm−l tp−m(1− t)q−mP˜ (p−m, q−m)m−j (t)dt
=
m∑
j=1
(−1)m+j
(m− j)!
P˜
(p−m,q−m)
m−j (x)
N (p−m, q−m)m−j
1
(j − l)!
∫ 1
0
tp−l(1− t)q−ldt,(5.25)
where the second equality follows using (5.22) and integrating by parts m− j times. If we let
(5.26) (B0)l,n =
(−1)p+n
N (0,q−p)p−n (p− n)!(n− l)!
∫ 1
0
tp−l(1 − t)q−ldt
and
(5.27) (Φm)n,x =

 (−1)
p+m (p+ q −m− n)!
(q − n)! P˜
(p−m, q−m)
m−n (x) n ≤ m
0 n > m
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then
(5.28)
xm−l
(m− l)! =
p∑
n=1
(B0)l,n(Φ
m)n,x
and therefore
(5.29) Em−1 +
m−1∑
k=1
Ek−1W[k,m) = B0Φ
m
Consider next the m = (p+ j)-th member of the block row vector BD−1 as shown in (5.13).
Using (5.19) we see that
(5.30)
(
p∑
k=1
Ek−1W[k,p+j)
)
l,x
=
xp+j−l
(p+ j − l)!
To start with, we look at the m = p case of (5.28)
(5.31)
xp−l
(p− l)! =
p∑
n=1
(B0)l,n P˜
(0,q−p)
p−n (x)
We introduce the operator J [f(x)] =
∫ x
0
f(t)dt and note that
(5.32) Jj [f(x)] =
1
(j − 1)!
∫ x
0
(x− t)j−1f(t)dt
Applying Jj to both sides of (5.31) gives
(5.33)
xp+j−l
(p+ j − l)! =
p∑
n=1
(B0)l,n
(j − 1)!
∫ x
0
(x− t)j−1 P˜ (0,q−p)p−n (t)dt
If we let
(5.34) (Φp+j)n,x =
1
(j − 1)!
∫ x
0
(x− t)j−1 P˜ (0,q−p)p−n (t)dt
then it follows from (5.30) and (5.34) that
(5.35)
p∑
k=1
Ek−1W[k,p+j) = B0Φ
p+j
and this coupled with (5.29) gives us our desired BD−1 = B0Φ.
Now that we have defined B0, we can set about finding what C0 must be, using the equation
(5.36) B0C0 =M
First, using (5.7), (5.8) and (5.10) we have
(5.37) M =

p−1∑
j=1
(
p∑
k=1
Ek−1W[k,q+j)
)
Fp−j

 .
The formula (5.30) for the inner sum implies
(5.38) (M)j,k =
1
(p+ q + 1− j − k)!
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To proceed further requires the first of Jacobi polynomial identities
d
dx
(
xaP˜ (a,b)n (x)
)
= (n+ a)xa−1P (a−1,b+1)n (x)(5.39)
d
dx
(
(1 − x)bP˜ (a,b)n (x)
)
= −(n+ b)(1− x)b−1P (a+1,b−1)n (x),(5.40)
which can be verified from (5.22) (the second will be of use subsequently). Setting j = q + 1 −
m, l = n and x = 1 in (5.33) gives
(5.41)
1
(p+ q + 1− n−m)! =
p∑
k=1
(B0)n,k
∫ 1
0
(1 − t)q−m
(q −m)! P˜
(0,q−p)
p−k (t)dt
But it follows from (5.39) that
(5.42) P˜ (0,a)n (x) =
n!
(n+ a)!
da
dxa
(xaP˜ (a,0)n (x)), a ∈ Z≥0,
so the integral in (5.41) can be reduced by integration by parts, giving
(5.43)
1
(p+ q + 1− n−m)! =
p∑
k=1
(B0)n,k
(k − n)!
∫ 1
0
tq−k(1− t)p−m
(q − k)! dt
Recalling (5.36) and (5.38) we thus have
(5.44) (C0)k,m =
1
(k −m)!(q − k)!
∫ 1
0
tq−k(1− t)p−mdt
We now look at the m = (q + j)-th member of the block column vector D−1C as shown in
(5.15). We see that
(5.45)
(
Fp+1−j +
p−1−j∑
k=1
W[q+j,q+j+k)Fp−j−k
)
y,n
=
(1− y)p+1−j−n
(p+ 1 + j − n)!
Expressing this as a sum of the polynomials from (5.22) for certain a = j + q − p, b = j gives
(1− y)p−j−n
(p− j − n)! =
1
(p− j − n)!
p−j∑
k=n
P˜
(j+q−p,j)
p−j−k (y)
N (j+q−p,j)p−j−k
×
∫ 1
0
(1 − t)p−j−n tj+q−p(1 − t)jP˜ (j+q−p,j)p−j−k (t)dt
=
p−j∑
k=1
(C0)k,n
(q − k)!
(p− j − k)!
P˜
(j+q−p,j)
p−j−k (y)
N (j+q−p,j)p−j−k
(5.46)
We remark that this equation can alternatively be derived from (5.25) by writing x = 1 − y,
m = p + 1 − j, l = n, and noting the symmetry of the Jacobi polynomials P˜ (a,b)n (1 − x) =
(−1)nP˜ (b,a)n (x). It follows from (5.45) and (5.46) that by setting
(5.47) (Ψq+j)y,k =


(q − k)!
(p− j − k)!
P˜
(j+q−p,j)
p−j−k (x)
N (j+p−q,j)p−j−k
k ≤ p− j
0 k > p− j
we obtain
(5.48) Fp−j +
p−1−j∑
k=1
W[q+j,q+j+k)Fp−j−k = Ψ
q+jC0
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Finally, we look at the m-th block of the column vector D−1C as shown in (5.14). We see
that
(5.49)
(
p−1∑
k=1
W[m,q+k)Fp−k
)
y,n
=
(1− y)p+q−m−n
(p+ q −m− n)!
With m = q this corresponds to j = 0 case in (5.46), so we have
(5.50)
(1− y)p−n
(p− n)! =
p∑
k=1
(C0)k,n
(q − k)!
(p− k)!
P˜
(q−p,0)
p−k (y)
N (q−p,0)p−k
After making a substitution 1− y = w and applying Jj , j = q −m, we end up with
(1− y)p+q−m−n
(p+ q −m− n)! =
p∑
l=1
(C0)l,n
N (q−p,0)p−l
(q − l)!
(p− l)!
∫ 1
y
(z − y)q−1−m
(q − 1−m)! P˜
(q−p,0)
p−l (z)dz(5.51)
Setting
(5.52) (Ψm)y,l =
1
N (q−p,0)p−l
(q − l)!
(p− l)!
∫ 1
y
(z − y)q−m
(q −m)! P˜
(q−p,0)
p−l (z)dz
gives us
(5.53)
p−1∑
k=1
W[m,q+k)Fp−k = Ψ
mC0
and this, along with (5.48) gives us our desired D−1C = ΨC0.
The quantities (Ψs)y,l and (Φ
t)l,x in (5.20) have now been specified in (5.27), (5.34), (5.47)
and (5.52), allowing us (after a little bit more calculation) to write down the explicit form of the
entries for the correlation function in terms of Jacobi polynomials.
Proposition 5.1. Let (t, x) refer to the position x on line t of the bead process. For the config-
uration Y =
⋃n
i=1{(ti, xi)} the correlation function is given by
(5.54) ρ(Y ) = det[K(ti, xi; tj , xj)]i,j=1,...,n
where
(5.55) K(s, y; t, x) =


as(y)bt(x)
α(s,t)∑
l=1
C(s)l
C(t)l
Q
(s)
l (y)Q
(t)
l (x)
N (t)l
, s ≥ t
−as(y)bt(x)
0∑
l=−∞
C(s)l
C(t)l
Q
(s)
l (y)Q
(t)
l (x)
N (t)l
, s < t
Here
(5.56) as(y) =


(−y)p−s(1− y)q−s 0 < s ≤ p
(1 − y)q−s p < s ≤ q
1 q < s ≤ p+ q
(5.57) bt(x) =


(−1)p−t 0 < t ≤ p
xt−p p < t ≤ q
xt−p(1− x)t−q q < t ≤ p+ q − 1
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(5.58) C(t)l =


(t− l)!
(p− l)! 0 < t ≤ p
(q − l)!
(p+ q − t− l)! p < t ≤ q
(t− l)!
(p− l)! q < t ≤ p+ q − 1
(5.59) Q
(t)
l (x) =


P˜
(p−t,q−t)
t−l (x) 0 < t ≤ p
P˜
(t−p,q−t)
p−l (x) p < t ≤ q
P˜
(t−p,t−q)
p+q−t−l (x) q < t ≤ p+ q − 1
(5.60) N (t)l (x) =


N (p−t,q−t)t−l 0 < t ≤ p
N (t−p,q−t)p−l p < t ≤ q
N (t−p,t−q)p+q−t−l q < t ≤ p+ q − 1
and α(s, t) = min[p+ q − s, t, p].
Proof. The s ≥ t case follows directly from (5.20) by inputing the values given in (5.27), (5.34),
(5.47) and (5.52), and using (5.22), (5.39) and (5.40). For s < t some further calculation is
required, as in this case the first term in (5.20) is non-zero. In this case we express this term as
a sum of polynomials in x
(5.61)
1
(t− s− 1)! (x− y)
t−s−1χy<x = bt(x)
∞∑
l=−∞
αlQ
(t)
l (x)
(or similarly in y), with the aim to obtain the form in (5.55). It turns out that this expansion is
such that
bt(x)
0∑
l=−∞
αlQ
(t)
l (x) = as(y)bt(x)
0∑
l=−∞
C(s)l
C(t)l
Q
(s)
l (y)Q
(t)
l (x)
N (t)l
(5.62)
bt(x)
∞∑
l=1
αlQ
(t)
l (x) =
p∑
l=1
(Ψs)y,l(Φ
t)l,x(5.63)
For example, for p ≤ s < t ≤ q
(5.64)
p∑
l=1
(Ψs)y,l(Φ
t)l,x = x
t−p(1− y)q−s
p∑
l=1
(s− l)!
(t − l)!
P˜
(t−p,q−t)
p−l (x)P˜
(s−p,q−s)
p−l (y)
N (s−p,q−s)p−l
We expand in y
(5.65)
1
(t− s− 1)! (x− y)
t−s−1χy<x = (1 − y)q−s
∞∑
l=0
αlP˜
(s−p,q−s)
l (y)
Using the orthogonality (5.23)
(5.66) N (s−p,q−s)l αl =
∫ x
0
(x− u)t−s−1
(t− s− 1)! u
s−pP˜
(s−p,q−s)
l (u)du
Using (5.39) and integration by parts (t− s) times gives
(5.67) N (s−p,q−s)l αl =
(l + s− p)!
(l + t− p)!x
t−pP˜
(t−p,q−t)
l (x)
A FINITIZATION OF THE BEAD PROCESS 19
so
1
(t− s− 1)! (x− y)
t−s−1χy<x = x
t−p(1 − y)q−s
p∑
l=−∞
(s− l)!
(t − l)!
P˜
(t−p,q−t)
p−l (x)P˜
(s−p,q−s)
p−l (y)
N (s−p,q−s)l
(5.68)
=
p∑
l=1
(Ψs)y,l(Φ
t)l,x + as(y)bt(x)
0∑
l=−∞
C(s)l
C(t)l
Q
(s)
l (y)Q
(t)
l (x)
N (t)l
(5.69)
as required. 
6. Bulk scaling
In Section 3, a scaled limit of the bead process was considered in which the lines themselves
formed a continuum. We computed the support of the density, and the density profile. In this
section we focus attention on a different scaled limit—referred to as bulk scaling—in which the
particles are on lines a finite distance (as measured by the line number difference) apart, with the
interparticle spacing on the lines scaled to be unity. We require too that the particles be away
from the boundary of support (thus the use of the term bulk scaling), which we do by requiring
them to be in the neighbourhood of the midpoint of the support, (cS + dS)/2 in the notation of
Theorem 3.2.
Explicitly, the location t of the lines will be measured from a reference line of continuum label
S (recall (3.8), and thus t 7→ pS + t. With XS := (cS + dS)/2 denoting the midpoint of the
support on line S, and
(6.1) uS := ρ˜(1)(XS)
where ρ˜(1) is the normalized density (3.7) on line S the location x of the particles are to be chosen
so that x = X +Xi/(r(pS)uS). (The quantity r(t) denotes the number of particles on line t as
specified by (1.3)). Our objective in this section is to compute the scaled correlation kernel
(6.2) K¯(s0, Y ; t0, X) := lim
p→∞
1
r(pS)uS
K
(
pS + s0, y; pS + t0, x
)
with
x = XS +
X
r(pS)uS
, y = XS +
Y
r(pS)uS
,(6.3)
and thus according to (5.54) the scaled correlation function
(6.4) ρ¯(t1, X1; . . . ; tn, Xn)
= lim
p→∞
( 1
r(pS)uS
)n
ρ(pS + t1, XS +X1/(r(pS)uS); . . . ; pS + tn, XS +Xn/(r(pS)uS)).
The strategy to be adopted is to make use of a known asymptotic expansion for the large n form
of Pα+an,β+bnn (x) with x such that the leading behaviour is oscillatory (outside this interval there
is exponential decay) [CI91]. Based on experience with similar calculations [FNH99, FN08, FN09]
we expect that this will show that to leading order the sums are Riemann sums, and so turn into
integrals in the limit p→∞.
20 BENJAMIN J. FLEMING, PETER J. FORRESTER, AND ERIC NORDENSTAM
Proposition 6.1. Let a, b, x be given, and define the parameters ∆, ρ, θ, γ according to
∆ = [a(x+ 1) + b(x− 1)]2 − 4(a+ b+ 1)(1− x2)
2eiρ√
(1 + a+ b)(1− x2) =
a(x+ 1) + b(x− 1) + i√−∆
(1 + a+ b)(1− x2) −π < ρ ≤ π,√
2(a+ 1)
(1− x)(1 + a+ b)e
iθ =
(a+ b + 2)x− (3a+ b + 2)− i√−∆
2(x− 1)(1 + a+ b) −π < θ ≤ π√
2(b+ 1)
(1 + x)(1 + a+ b)
eiγ =
(a+ b + 2)x+ (a+ 3b+ 2)− i√−∆
2(x+ 1)(1 + a+ b)
−π < γ ≤ π(6.5)
For ∆ < 0 we have the large n asymptotic expansion
(6.6) P (α+an,β+bn)n (x) ∼
(
4
πn
√−∆
) 1
2
[
2(a+ 1)
(1− x)(1 + a+ b)
]n
2 (a+1)+
α
2 +
1
4
×
[
2(b+ 1)
(1 + x)(1 + a+ b)
]n
2 (b+1)+
β
2 +
1
4
[
(1 − x2)(a+ b+ 1)
4
]n
2 +
1
4
× cos
(
[n(a+ 1) + α+
1
2
]θ + [n(b+ 1) + β +
1
2
]γ − (n+ 1
2
)ρ+
π
4
)(
1 +O
(
1
n
))
valid for general α, β ∈ R for a, b ≥ 0. As noted in [Col05], results from [GS91, BG99] imply
that the O(1/n) term holds uniformly in the parameters.
Actually (6.6) differs from the form reported in [CI91], with our
√−∆ in the denominator of
the first term on the RHS, whereas it is in the numerator of the corresponding term in [CI91],
and furthermore some signs and factors of 2 in the cosine are in disagreement. One check is to
exhibit the symmetry of the Jacobi polynomials
(6.7) P (c,d)n (−x) = (−1)nP (d,c)n (x)
For this we examine the effect on the parameters (6.5) under the mappings
x 7→ −x, a 7→ b, b 7→ a(6.8)
We see that ∆ is unchanged, while
ρ 7→ π − ρ, θ 7→ −γ, γ 7→ −θ.(6.9)
Making the substitutions (6.8), (6.9) in (6.6), along with α 7→ β, β 7→ α we see that indeed the
RHS is consistent with (6.7). Another check is to specialize to the case a = b = 0. Then with
x = cosφ, 0 ≤ φ ≤ π we can check from (6.5) that √−∆ = 2 sinφ, ρ = π/2, θ = π/2 − φ/2,
γ = −φ/2 and so
P (α,β)n (cosφ) ∼
( 1
πn
)1/2 1
(sinφ/2)α+1/2(cosφ/2)β+1/2
cos
(
(n+(α+ β+1)/2)θ− (α+1/2)π/2
)
which agrees with the result in Szego¨’s book [Sze75]. We give our working in the Appendix.
According to (5.55) and (5.59) the particular Jacobi polynomials appearing in the summation
specifying K in (6.2) depends on the range of values of the continuum line label S. Let us
suppose that 1 ≤ S ≤ k + 1, and so the number of particles on each line is p. In this case, and
with s0 ≥ t0
(6.10) K(pS + s0, y; pS + t0, x) =
p−1∑
n=0
cn(x, y)P˜
(an+t0,bn−t0)
n (x)P˜
(an+s0,bn−s0)
n (y)
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where
(6.11) cn(x, y) = (1− y)bn−s0xan+t0 (2n+ an+ bn+ 1)(n+ an+ bn)!n!
(bn+ n− s0)!(an+ n+ t0)!
and with w := n/p,
a :=
S − 1
w
, b =
1 + k − S
w
.(6.12)
The expression in the case s0 < t0 is the same except that the range of the sum is now over 1 to
∞ instead of 0 to p− 1. With x and y given by (6.3) and r(pS) therein equal to p (recall (1.3)),
we want to replace the summand by its large n asymptotic form. Because of the form of x and
y in (6.3), the parameters ∆, ρ, θ, γ in Proposition 6.1, as they apply to the Jacobi polynomials
in (5.59), all have expansions in inverse powers of 1/p.
Lemma 6.2. Write
x 7→ 1− 2x with x = XS + X
puS
.(6.13)
The quantities (6.5) have the large p expansion
∆ = ∆0 +∆1X/p+O(1/p
2)
ρ = ρ0 + ρ1X/p+O(1/p
2)
θ = θ0 + θ1X/p+O(1/p
2)
γ = γ0 + γ1X/p+O(1/p
2)(6.14)
where
∆0 =4
(
a2(1−XS)2 −XS(2a(2 + b)(1−XS) + b2XS − 4b(1−XS)− 4(1−XS))
)
∆1 =
8
uS
(
(4 + b2)XS − 2− a2(1−XS)− a(2 + b)(1− 2XS)− 2b(1− 2XS)
)
eiρ0 =
2a(1−XS)− 2bXS + i
√−∆0
4
√
(1 + a+ b)XS(1−XS)
ρ1 =
1√−∆0
a− (a− b)XS
uSXS(1−XS)
eiθ0 =
2a+ 2(a+ b + 2)XS + i
√−∆0
4
√
(a+ 1)(1 + a+ b)XS
θ1 =
1√−∆0
a(1−XS)− (2 + b)XS
uSXS
eiγ0 =
4
√
(b + 1)(1 + a+ b)(1−XS)
2a+ 4b+ 4− 2(a+ b+ 2)XS − i
√−∆0
γ1 =
1√−∆0
(2 + b)XS − a(1−XS)− 2
uS(1−XS) .(6.15)
Proof. According to (6.5), the expansions of ρ, θ, γ depend on the expansion ∆, so the latter
must be done first. For this, all that is required is to substitute (6.13) in its definition and
perform elementary manipulations. Substituting the expansion of ∆ into the definitions of ρ, θ, γ
the values of ρ0, θ0, γ0 can be determined immediately. Making use of these, the stated values of
ρ1, θ1, γ1 then follow. 
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The use of this result is that it allows the terms in the summation (6.10) to be exhibited to
have a Riemann sum form. The idea is to replace the discrete summation label n by a continuous
index 1/w specifying the proportionality of the summation label to the large parameter p.
Proposition 6.3. Let x, y be as in (6.3), and let w0 < w ≤ 1 correspond to ∆(w) < 0. Let w
be fixed and p, n large. To leading order in contribution to the summation, we can replace
cn(x, y)P˜
(an+t0,bn−t0)
n (x)P˜
(an+s0,bn−s0)
n (y)
with
(6.16)
2(a+ b+ 2)
π
√−∆0
ns0−t0
(
x
y
) an
2
(
1− y
1− x
) bn
2
× Re
[
exp
(
iw(X − Y )√−∆0
4uSXS(1−XS)
)(
2a(1−XS) + 2bXS + i
√−∆0
4XS(1−XS)
)s0−t0]
.
For 0 < w < w0, corresponding to ∆ > 0, to the same order the summand can be replaced by
zero.
Proof. Use of Stirling’s formula gives
(6.17) cn(x, y) ∼ (1− y)bn−s0xan+t0wp(a+ b+ 2)(n+ bn)
s0
(n+ an)t0
(a+ b+ 1)n(a+b+1)+
1
2
(a+ 1)n(a+1)+
1
2 (b+ 1)n(b+1)+
1
2
.
Note that a and b depend on w, but not on n. Furthermore, we read off from (6.6) that, provided
∆ < 0 and thus w0 < w ≤ 1. The assumptions in Proposition 6.1 are therefore satisfied and we
obtain
(6.18) P˜ (an+t0,bn−t0)n (x)P˜
(an+s0,bn−s0)
n (y) ∼
4
πn
(
1√
∆(x)∆(y)
) 1
2
×
[
(a+ 1)
(1 + a+ b)
]n(a+1)+ (s0+t0)2 + 12 [ (b+ 1)
(1 + a+ b)
]n(b+1)− (s0+t0)2 + 12
× (a+ b+ 1)n+ 12 (xy)−n2 (a+1)− 14 [(1 − x)(1 − y)]−n2 (b+1)− 14
× [xy(1− x)(1 − y)]n2 + 14 cosAx cosAy
where
Ax := [n(a+ 1) + t0 +
1
2
]θx + [n(b+ 1)− t0 + 1
2
]γx − (n+ 1
2
)ρx +
π
4
Ay := [n(a+ 1) + s0 +
1
2
]θy + [n(b+ 1)− s0 + 1
2
]γy − (n+ 1
2
)ρy +
π
4
.(6.19)
We are justified in ignoring the terms O(1/p) in (6.6) due to it being a uniform bound. Combining
(6.17) and (6.18) shows
(6.20) cnP
(an+t0,bn−t0)
n (x)P
(an+s0,bn−s0)
n (y)
∼ 4(a+ b+ 2)
π
√−∆0
ns0−t0(a+ 1)
s0−t0
2 (b+ 1)
s0−t0
2
(
x
y
) an
2
(
1− y
1− x
) bn
2
cos (Ax) cos (By)
Next we make use of the trigonometric identity cos (A) cos (B) = 12 (cos (A+B)+cos (A−B)).
The term cos (A+B) oscillates with frequency proportional to p so contributes at a lower order
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to the summation than the term cos(A−B) which has argument of order unity. Now from (6.14)
and (6.19)
(6.21) cos(Ax −AY ) ∼ cos (w(X − Y )(θ1(a+ 1) + γ1(b + 1)− ρ1)− (s0 − t0)(θ0 − γ0))
which using (6.15) can be written
(6.22) cos(Ax −AY ) ∼ Re
(
exp
[
iw(X − Y )√−∆0
4uXs(1−Xs)
]
ei(s0−t0)(θ0−γ0)
)
Further, we have from (6.15) that
(6.23)
ei(s0−t0)(θ0−γ0) =
(
1
(a+ 1)(b+ 1)(1−XS)XS
) s0−t0
2
(
2a(1−XS) + 2bXS + i
√−∆0
4
)s0−t0
Substituting (6.23) in (6.22), multiplying by 1/2 and substituting in (6.20) gives (6.16). The
summand for 0 < w ≤ 1 contributes to a lower order because with ∆ > 0 the Jacobi polynomials
are exponentially small [CI91, Ize07]. 
This result in turn allows the leading large p behaviour of the sum in (6.10) and thus the limit
of the scaled correlation kernel (6.2) to be computed.
Proposition 6.4. Let K¯(s0, Y ; t0, X) be as specified by (6.2), and let S be such that 1 ≤ S ≤ k+1
so that r(pS) = p. Introduce too the notation
(6.24) ν :=
2 + k
k
√
1 + k
S(2 + k − S) .
We have
(6.25) K¯(s0, Y ; t0, X) = AX−Y Bs0−t0K∗(s0, Y ; t0, X)
where
A = epiν , B = (2 + k)
2kS(2− k − S)
4 + 8k + k3(1 + S) + k2(5 + 2S − S2)(6.26)
and
(6.27) K∗(s0, Y ; t0, X) =


∫ 1
0
Re
(
epiit(X−Y )(1 + itν)s0−t0
)
dt, s0 ≥ t0,
−
∫ ∞
1
Re
(
epiit(X−Y )(1 + itν)s0−t0
)
dt, s0 < t0.
Proof. It follows from Proposition 6.3 that
(6.28)
p−1∑
n=0
cnP
(an+t0,bn−t0)
n (x)P
(an+s0,bn−s0)
n (y) ∼
2ps0−t0+1
π
(
x
y
) (S−1)p
2
(
1− y
1− x
) (1+k−S)p
2
I
where, with w0 such that −∆0 = 0,
I :=
∫ 1
w0
a+ b+ 2
π
√−∆0
Re
[
exp
(
iw(X − Y )√−∆
4uXS(1−XS)
)(
2aw(1−XS) + 2bwXS + iw
√−∆0
4XS(1 −XS)
)s0−t0]
dw
Recalling the dependence of a and b on w from (6.12), and making the substitution
t =
w
√−∆0
4πXS(1−XS)uS
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gives
(6.29) I =
∫ 1
0
πu
2
Re
[
exp(πit(X − Y ))
(
(2 + k)2(k2S + 2iGt+ k(2S − S2 + iGt))
4 + 8k + k3(1 + S) + k2(5 + 2S − S2)
)s0−t0]
dt
where G =
√
S(2 + k − S)(1 + k). Substituting (6.29) in (6.28) and recalling (6.10) we obtain,
after some further minor manipulations, the result (6.25) in the case s0 ≥ t0. As noted below
(6.12), in the case s0 < t0, instead of (6.10) we have
K(pS + s0, y; pS + t0, x) = −
∞∑
n=p
cn(x, y)P˜
(an+t0,bn−t0)
n (x)P˜
(an+s0,bn−s0)
n (y)
Thus, up to the minus sign, the asymptotic form is again given by (6.28), but with the terminal
of integration in I now from 1 to ∞. This gives (6.25) for s0 > t0. 
Corollary 6.5. With the scaled correlation function ρ¯ specifed by (6.4), and K∗ specified by
(6.27) we have
ρ¯(t1, X1; . . . ; tn, Xn) = det[K
∗(Xi, ti;Xj , tj)]i,j=1,...,n.(6.30)
Proof. In the region 1 ≤ S ≤ k+1, this is an immediate consequence of Proposition 6.4 (note that
the prefactors AX−Y Bs0−t0 in (6.25) cancel out of the determinant). The correlation function
in the region 1 + k ≤ S < 2 + k follows from the form in the region 0 < S < 1 upon making the
mappings
(Xi, ti) 7→ (−Xi,−ti), S 7→ 2 + k − S
which from (6.27) is indeed a symmetry of (6.4). To show that (6.4) is valid for 0 < S < 1
requires deriving the analogue (6.4) in this case. Recalling 5.55) and (5.59), and with s0 ≥ t0,
we must then obtain the large p form of
(6.31) K(pS + s0, y; pS + t0, x) =
p−1∑
n=0
c˜n(x, y)P˜
(−an−t0,bn−t0)
an+t0+n (x)P˜
(−an−s0,bn−s0)
an+t0+n (y).
We have done this, using the same general strategy as for 1 + k ≤ S < 2 + k, obtaining a result
consistent with (6.4). 
In the Introduction it was remarked that the bead process was introduced by Boutillier [Bou09]
as a continuum limit of a dimer model on the honeycomb lattice. The corresponding scaled
correlation was calculated to be of the form (6.30) but with K∗ replaced by Jγ , where
(6.32) Jγ(s0, Y ; t0, X) =


1
2π
∫ 1
−1
(
eit(X−Y )(γ + it
√
1− γ2)s0−t0
)
dt, s0 ≥ t0,
− 1
2π
∫
R [−1,1]
(
eit(X−Y )(γ + it
√
1− γ2)s0−t0
)
dt, s0 < t0.
The parameter γ, |γ| < 1, represents an anisotropy in the underlying abc-hexagon, with γ = 0
corresponding to the symmetrical case.
We observe that the factor (γ + it
√
1− γ2)s0−t0 in the integrands of (6.32) can be replaced
by (1 + it
√
1− γ2/γ)s0−t0 without changing the value of the determinant. Changing scale
Jγ(s0, Y ; t0, X) 7→ πJγ(s0, πY ; t0, πX), and comparing the resulting form of (6.32) with (6.27)
shows the two results to be the same, upon the identification
(6.33)
√
1− γ2
γ
=
2 + k
k
√
1 + k
S(2 + k − S) ,
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although the quantity on the RHS is always positive. This latter feature is a consequence of the
calculations relating to our finitized bead process being carried out under the assumption that
q ≥ p. From the symmetry of the hexagon, the case q < p is obtained by simply replacing X,Y
in (6.32) by −X,−Y , or equivalently replacing ν in (6.27) by −ν. This then allows us to extend
(6.33) to the region −1 < γ < 0, by replacing the γ in the denominator by |γ|.
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Appendix
Chen and Ismail [CI91] use the asymptotic method of Darboux (see e.g. [Sze75]) applied to
the generating function
(A.1)
∞∑
n=0
Pα+an,β+bnn (x)t
n = (1 + ξ)α+1(1 + η)β+1[1− aξ − bη − (1 + a+ b)ξη]−1 =: f(t),
where ξ and η depend on x and t according to
(A.2) ξ =
1
2
(x+ 1)t(1 + ξ)1+a(1 + η)1+b and η =
x− 1
x+ 1
ξ.
The basic idea is to identify and analyze the neighbourhood of the t-singularities of f(t), to
replace f(t) in (A.1) by its leading asymptotic form g(t) in the neighbourhood of the singularities
(referred to as the comparison function), and finally to expand the latter about the origin to
equate coefficients of tn and so read off the asymptotic form of Pα+an,β+bnn (x).
It is shown in [CI91] that the t-singularities of f(t) occur at
(A.3) t± =
b(x− 1) + a(x+ 1)± i√−∆
(1 + a+ b)(1− x2) [1 + ξ±]
−1−a[1 + η±]
−1−b
where ∆ is given by (6.5) and
ξ± =
b(x− 1) + a(x+ 1)± i√∆
2(1 + a+ b)(1− x) , η± =
x− 1
x+ 1
ξ±(A.4)
The comparison function is computed as
(A.5) g(t) = B+(t+ − t)−1/2 +B−(t1 − t)−1/2
where
(A.6) B± = lim
t→t±
(t± − t)1/2f(t).
Since we know from [CI91] that
dt
dξ
∣∣∣
ξ=ξ±
= 0,
d2t
dξ2
∣∣∣
ξ=ξ±
=
±2i√−∆
(1 + x)2(1 + ξ±)2+a(1 + η±)2+b
=: 2A±,
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we calculate from (A.6) that
B± =∓ (1 + ξ±)
α+1(1 + η+)
β+1(x+ 1)
√−A±
i
√−∆(A.7)
= e∓pii/4(−∆)−1/4(1 + ξ±)α−a/2(1 + η±)β−b/2
The first of the formulas in (A.7) is not reported in [CI91], while the second is their (2.14), (2.15)
but with our e∓pii/4(−∆)−1/4 replaced by −i(∆)−1/4 and i(−√∆)−1/2 respectively.
The coefficient of tn in (A.5), and thus the leading asymptotic form of Pα+an,β+bnn (x) according
to the method of Darboux, is equal to
(A.8) (−1)n
(− 12
n
)
[B+t
−n− 12
+ +B−t
−n− 12
− ]
To simplify this, we note from (6.5) and (A.4) that
1 + ξ± =
( 2(a+ 1)
(1 − x)(a+ b+ 1)
)1/2
e±iθ
1 + η± =
( 2(b+ 1)
(1 + x)(a+ b+ 1)
)1/2
e±iγ
2ξ±
x+ 1
=
2e±iρ√
(a+ b+ 1)(1− x2)
These substituted in (A.3) and (A.7) give
B+t
−n− 12
+ +B−t
−n− 12
− =
(
1√−∆
) 1
2
2 cosh(θ, γ, ρ)
[
2(a+ 1)
(1− x)(1 + a+ b)
]n
2 (a+1)+
α
2 +
1
4
×
[
2(b+ 1)
(1 + x)(1 + a+ b)
]n
2 (b+1)+
β
2 +
1
4
[
(1− x2)(a+ b+ 1)
4
]n
2 +
1
4
where
h(θ, γ, ρ) = [n(a+ 1) + α+
1
2
]θ + [n(b+ 1) + β +
1
2
]iγ − (n+ 1
2
)ρ+
π
4
This, together with the expansion
(−1)n
(− 12
n
)
∼ n
− 12√
π
substituted in (A.8) gives (6.6).
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