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FEEDBACK CONTROL OF CHARGED IDEAL FLUIDS
SIMON HOCHGERNER
Abstract. The theory of controlled mechanical systems of [6, 3, 4] is extended to the case
of ideal incompressible fluids consisting of charged particles in the presence of an external
magnetic field. The resulting control is of feedback type and depends on the Eulerian state of
the controlled system. Moreover, the control is set up so that the corresponding closed loop
equations are Lie-Poisson. This implies that the energy-momentum method of [1, 11] can be
used to find a stabilizing control.
As an example the case of planar parallel shear flow with an inflection point is treated. A
state dependent feedback control is constructed which stabilizes the system for an arbitrarily
long channel.
Introduction
The feedback control method of Lagrangian or Hamiltonian mechanical systems with sym-
metries has been initiated in [5] and then further developed in [6, 3, 4] as-well as, more recently,
in [14]. The idea of this method consists in modifying the kinetic energy metric of a given
mechanical system by means of a Kaluza-Klein construction. The modified metric then yields
a new Hamiltonian system and the energy-momentum method of [1, 11] can be used to find
conditions on the Kaluza-Klein construction such that an unstable equilibrium for the uncon-
trolled system is (nonlinearly) stable for the new system. The method is set up in such a way
that the Kaluza-Klein modification can be identified with a feedback control acting on the
internal symmetry variables, and the new Hamiltonian system corresponds to the closed loop
equations associated to the feedback control. Hence, the control stabilizes a given equilibrium
if, and only if, it is stable for the modified Hamiltonian system. Stability shall be understood
throughout in the nonlinear sense, as in [11].
To describe this idea in more detail, consider the example of a satellite with an internal rotor
attached to the third principal axis. The configuration space of this system is P = SO(3)×S1.
Given moments of inertia I1 > I2 > I3, the rotation of the satellite about the second axis is an
unstable equilibrium. The kinetic energy of the system is the Hamiltonian function associated
to a Kaluza-Klein metric µP0 on the S
1-principal bundle P → SO(3) which is determined by
the following three ingredients: a metric µS0 on S = SO(3); an inertia tensor I0 on R (viewed
as the Lie algebra of S1); a connection form A0 : TSO(3) → R. Now the control approach
of [6, 3, 4] consists of modifying the data (µS0 , I0, A0). This yields a new Kaluza-Klein metric
µPC on P , thus a new kinetic energy, and thus a new Hamiltonian system. Moreover, the
modification can be identified with a feedback control of the form q = −CΠ where q ∈ R
is the angular momentum of the rotor, Π ∈ R3 is the angular momentum of the satellite in
the body representation and C : R3 → R is a linear map. Then it is shown that the closed
loop equations associated to C coincide with the Hamiltonian equations with respect to the
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kinetic energy Hamiltonian of µPC . Therefore, the energy-momentum method can be used to
find a control which stabilizes rotation of the satellite about the middle axis. The details of
this example are described in Section 1.
The advantage of the method of controlled Hamiltonians is that it gives and algorithmic
and explicit construction of feedback controls which stabilize a given (unstable) equilibrium. It
should be noted, however, that this approach only yields stability with respect to perturbations
after factoring out the internal symmetries. In the satellite example, this means that stability
with respect to perturbations in the rotor variable cannot be concluded. A generalization to
show stability in the full phase space has been carried out in [4], but this will not be further
addressed in this paper.
The theory of [6, 3, 4] applies to mechanical systems where the configuration space is a
direct product of two (finite dimensional) Lie groups. We extend this method to treat fluid
dynamical systems defined on semi-direct products of infinite dimensional groups.
More precisely, consider the group A of volume preserving automorphisms of a trivial prin-
ciple bundle P =M ×K →M with base M ⊂ Rn and a (finite dimensional) structure group
K. This group is a semi-direct product
A = DsG
where D = Diff0(M) is the group of volume preserving diffeomorphisms ofM and G = F(M, k)
are functions on M with values in the Lie algebra k. Let µM0 be the induced Euclidean
metric on M , I0 ∈ F(M, k∗ ⊗ k∗) a domain dependent inertia tensor (i.e., an Ad(K)-invariant
symmetric positive definite bilinear form) on k, and A0 : TM → k a connection form on the
(trivial) principal bundle P →M . Let µP0 denote the Kaluza-Klein metric on P associated to
(µM0 , I0, A0) and volP the associated volume form. This gives rise to a right invariant L
2 metric
[µP0 ] on A and thus to a kinetic energy Hamiltonian H0 : T ∗A = A × aut∗0 → R, (Φ, η) 7→
〈η, [µP0 ]−1η〉/2, where the trivialization T ∗A = A × aut∗0 follows from right multiplication in
A. Due to right invariance, this system can further be viewed as a Lie-Poisson system
ν˙ = −ad(u)∗ν −X ⋄ q, q˙ = −ρu(q)− ad(X)∗q,
(
u
X
)
= [µP0 ]
−1
(
ν
q
)
(2.45)
on aut∗0 = diff
∗
0 × gau∗; here diff0 = TeD and gau = TeG, (u, ν) ∈ diff0 × diff∗0 and (X, q) ∈
gau×gau∗. The first equation is the Euler equation for ideal incompressible fluid flow of charged
particles in M under the influence of the external Yang-Mills field CurvA0 = dA0 + [A0, A0]/2
and the second equation represents conservation of charge. See [9] for an Euler-Poincare´ version
of this equation and a discussion. We also refer to [10] for further background. However,
contrary to [10], we do not include dynamical equations for the Yang-Mills field. Thus we
assume that the motion of the fluid does not influence the field.
To extend the theory of [6, 3, 4] we construct a force F acting on the charge variables q
which is of the form
(2.66)
Dq
dt
= −F (ν, q)
and we emphasize the q-dependence. This dependence is a new feature compared to the
approach of [6, 3, 4]. It is necessary because of the X ⋄ q term in the dynamical equation,
which, in turn, is due to the semi-direct product structure.
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Using an explicit expression for the force F , we obtain a new conserved quantity p0. This
allows to identify the admissible control laws as
(2.69) q = Tp− Cν
where p = ρφ
−1
Ad(g−1)∗p0 is defined as the advection of p0, T : gau
∗ → gau∗ is an isomorphism
and C : diff∗0 → gau∗ is a linear operator. This control law is admissible in the sense that it
can be shown that, if T and C satisfy the assumptions of Theorem 2.8, then the corresponding
closed loop equations coincide with a forced Lie-Poisson system associated to an explicit force
term f acting on the fluid momentum variables ν and a kinetic energy HamiltonianHC : aut
∗
0 =
diff∗0 × gau∗, η 7→ 〈η, [µPC]−1η〉/2. The construction is such that [µPC] can be expressed as a
Kaluza-Klein inner product on aut0 = diff0×gau which arises as a modification ([µMC ], IC , AC),
of the data (µM0 , I0, A0). This is the content of Theorem 2.8.
With the goal of obtaining a Lie-Poisson system on diff∗0, and accompanying stabilization
conditions, we set p0 = 0. Since p0 is a conserved quantity, this corresponds to a symplectic
reduction of T ∗A with respect to the cotangent lifted action of G at p0, followed by a passage
from T ∗D to diff∗0, which is the Poisson reduction with respect to the remaining D-symmetry.
In order to have an unforced Lie-Poisson system on diff∗0, we look for controls such that f = 0.
It turns out that this determines C to be of the form
(2.93) C = γR−1I0A0[µ
M
0 ]
−1 : diff∗0 → gau∗
where γ is a parameter such that R : gau∗ → gau∗, p 7→ p − γI0A0[µM0 ]−1[A∗0p] is invertible;
here [A∗0p] is the class of A
∗
0p = p ◦ A0 ∈ Ω1(M) in diff∗0 = Ω1(M)/dF(M). In fact, as shown
in Theorem 2.12, this also fixes T and we obtain
(2.96) ν˙ = ad([µMC ]
−1ν)∗ν
which is a Lie-Poisson system on diff∗0 with respect to the kinetic energy Hamiltonian hC(ν) =
〈ν, [µMC ]−1ν〉/2. Note that, once (µM0 , I0, A0) are fixed, the only free parameter in (2.93) is γ.
Assume now that νe is an unstable equilibrium of the (uncontrolled) Euler equation ν˙ =
ad([µM0 ]
−1ν)∗ν. If νe is a (nonlinearly) stable equilibrium of the controlled system (2.96), then
the control C yields stabilization of νe with respect to perturbations in the ν-variables. Since
(2.96) is Lie-Poisson, it is in particular Hamiltonian, and the techniques of [1, 11] can be
applied to find conditions on hC such that stability of νe follows. These conditions translate
to explicit conditions on C. Therefore, the approach yields a constructive way to design
stabilizing feedback controls.
In Section 6 this method is applied to the example of ideal incompressible shear flow with a
sinusoidal velocity profile ue(x, y) = (sin(y +
1
2
), 0) in a channel M = [0, Xpi]× [0, Y pi] where
Y < 1. This shear flow has an inflection point and is known to be a stable equilibrium of the
Euler equation ν˙ = ad([µM0 ]
−1ν)∗ν, where µM0 is the Euclidean metric, if X is sufficiently small.
For large X , the equilibrium is unstable. Assuming that the fluid consists of charged particles
in an external magnetic field dA0 = −a′0(y) dx∧dy and I0 = 1, we explicitly construct a control
which stabilizes the shear flow for arbitrarily large X . Since the only free parameter in (2.93)
is γ, this amounts to finding a vector potential A0 = a0(y) dx such that C acts stabilizing
for ±γ sufficiently large. An explicit formula for A0, with γ = 1, is given in Theorem 6.2:
a0(y) = b(ωe(y)) where ωe(y) = − cos(y + 12) is the vorticity function associated to ue and b is
a linear map defined in terms of the channel length Xpi and width Y pi.
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Structure of the paper. Section 1 is a detailed exposition of the satellite example of [6, 12]
mentioned above. The notation is chosen so that the comparison with Section 2 is straight-
forward. Moreover, we emphasize a point that is mentioned in [6, 12], but not explained
very prominently: the identification of the closed loop equations with the Hamiltonian equa-
tions associated to the modified Kaluza-Klein metric involves also a change in the momentum
variables. See Remarks 1.1 and 1.3. Because of the semi-direct product structure, it is nec-
essary to formalize this change in the momentum variables by the use of the isomorphism
T : gau∗ → gau∗ in Section 2.
Section 2 contains the extension of the theory of controlled Hamiltonians to the case of
incompressible ideal fluids under the influence of an external Yang-Mills field. The main
results are Theorem 2.8, which provides the link between the closed loop equations and the
(forced) Lie-Poisson system, and Theorem 2.12, which shows that, if I0 is constant, there is
a control q = Tp − Cν such that the reduction to diff∗0 yields a true (unforced) Lie-Poisson
system (2.96); moreover C and T are given explicitly.
Section 3 collects some results concerning the stability of equilibria from [1, 2, 11] and
provides the context so that these results can be applied to the system (2.96).
Section 4 treats again the satellite with a rotor example, but this time from the combined
points of view of Sections 2 and 3.
Section 5 provides further background on the stability of equilibria for two-dimensional flows.
Thus we assume that M ⊂ R2 and adapt the two-dimensional results of [1, 2] to the case of
Section 2.
Section 6 contains the shear flow example. We consider incompressible ideal flow of charged
particles in an external magnetic field. In Theorem 6.2 it is shown how the approach of
Section 2, together with the background from Section 5, yields a control on the charge such
that the flow is stabilized with respect to perturbations in the fluid momentum variables.
Acknowledgements. I am very grateful to Darryl Holm for drawing my attention to [6, 12]
and all the patient explanations, and to Florian Gach for all the helpful discussions.
1. Feedback control of the rigid body with a rotor
This section is a detailed account of the satellite with a rotor example in [6, 12]. Its purpose
is twofold: Firstly, to compare the construction of Section 2. Secondly, to explain that the
control mechanism of [6, 12] involves not only a Kaluza-Klein construction, but also a change
in the momentum variable (Remarks 1.1 and 1.3).
1.A. The free system. Let S = SO(3), K = S1 and P = S ×K the configuration space of
the rigid body with one rotor about the third principal axis. Let I1 > I2 > I3 be the rigid
body moments of inertia and i1 = i2 > i3 those of the rotor. We use left multiplication in
the direct product group P to write the tangent bundle TP ∼= P × so(3) × R ∼= P × R4 in
body coordinates (g, α,Ω, x). This means that g gives the orientation of the body, Ω the body
angular velocity, α the relative angle of the rotor and x the rotor angular velocity. The metric
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tensor is
(1.1) µP0 =


λ1
λ2
λ3 i3
i3 i3

 with inverse (µP0 )−1 =


λ−11
λ−12
I−13 −I−13
−I−13 i−13 + I−13


where λj = Ij + ij . The equations of motion are determined by the free Hamiltonian system
(T ∗P,ΩT
∗P , H0) where Ω
T ∗P is the canonical symplectic form, and
(1.2) H0 :
(
Π
q
)
7→ 1
2
〈
(µP0 )
−1
(
Π
q
)
,
(
Π
q
)〉
where Π and q are the body and rotor angular momenta, respectively. Since P is a Lie group,
the equations of motion are given by
(1.3)
(
Π˙
q˙
)
= ad
(
Ω
x
)∗(
Π
q
)
,
(
Ω
x
)
= (µP0 )
−1
(
Π
q
)
=
(
g−1g˙
α˙
)
.
Explicitly, since ad(a)∗b = −ad(a)b = −[a, b] and (so(3), [., .]) = (R3,×), this is
Π˙ = −Ω× Π =

(−λ−12 + I−13 )Π2Π3 − I−13 qΠ2(λ−11 − I−13 )Π1Π3 + I−13 qΠ1
(−λ−11 + λ−12 )Π1Π2

(1.4)
q˙ = 0.(1.5)
Consider the action by K = S1 on P = SO(3)×K given by the action on the second factor.
This action leaves the metric µP0 (., .) = 〈µP0 ., .〉 invariant and pi : P → S is a principal bundle.
There is a natural connection on this bundle given by the splitting
(1.6) TP = Hor0 ⊕ Ver,
where Ver = ker(Tpi) and Hor0 is the orthogonal complement with respect to µ
P
0 . This is the
so-called mechanical connection. Let
(1.7) A0 : TS → k = R, Ω 7→ Ω3
denote the associated (local) connection form. The associated (local) curvature form is denoted
by K0 = dA0. Note that this is a two-from on S and satisfies
(1.8) i(Ω)K0 =

 Ω2−Ω1
0


The system (T ∗P,ΩT
∗P , H0) is invariant under the cotangent lifted action of K. Let
Hor∗ := Ann(Ver) and Ver∗0 := Ann(Hor0)
Note that Hor∗ is canonically defined, while Ver∗0 depends on the choice of connection. Consider
the connection dependent isomorphism
(1.9) Ψ0 : T
∗P ∼= Hor∗ ⊕ Ver∗0 ∼= P ×S T ∗S × k∗
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given by
(1.10)
(
Π
q
)
7→


Π1
Π2
Π3 − q
0

⊕


0
0
q
q

 7→ (Φ, p0)
where Φ1 = Π1, Φ2 = Π2, Φ3 = Π3 − q and p0 = q. In these coordinates the equations of
motion (1.4), (1.5) become
Φ˙ =

(−λ−12 + I−13 )Φ2Φ3 − λ−12 p0Φ2(λ−11 − I−13 )Φ1Φ3 + λ−11 p0Φ1
(−λ−11 + λ−12 )Φ1Φ2

 =

(−λ−12 + I−13 )Φ2Φ3(λ−11 − I−13 )Φ1Φ3
(−λ−11 + λ−12 )Φ1Φ2

− p0

 λ−12 Φ2−λ−11 Φ1
0


= ad((µS0 )
−1Φ)∗.Φ− 〈p0, i((µS0 )−1Φ)K0〉(1.11)
p˙0 = 0.(1.12)
where µS0 is defined as follows. Let hl
0 : P × TS → Hor0 denote the horizontal lift map
associated to A0, that is hl
0 : Ω 7→ (Ω,−Ω3). Define the induced metric µS0 on S by
(1.13) µS0 (Ω, Ω˜) = µ
P
0 (hl
0
Ω, hl
0
Ω˜
) = 〈diag(λ1, λ2, I3)Ω, Ω˜〉
such that pi : (P, µP0 ) → (S, µS0 ) is a Riemannian submersion. Consider the associated Hamil-
tonian function
(1.14) h0 : T
∗S × k∗ → R, (Φ, p0) 7→ 12〈(µS0 )−1Φ,Φ〉+ 12i−13 p20.
Then equations (1.11) and (1.12) are the Hamiltonian equations associated to h0 and the
following direct product Poisson structure: on k∗ = R we consider the trivial Poisson structure
(whose symplectic orbits are points); on T ∗S we consider the magnetic symplectic form
(1.15) Ω0 = ΩT
∗S − 〈p0, K0〉
Indeed, this follows immediately from µS0 = diag(λ1, λ2, I3) and equation (1.8).
This construction can be summed up by saying that (T ∗S×{p0},Ω0, h0) is the Hamiltonian
reduction of (T ∗P,ΩT
∗P , H0) at p0 with respect to the K-action.
1.B. Feedback control via magnetic reduction. Consider the controlled equations
Π˙ = −Ω× Π =

(−λ−12 + I−13 )Π2Π3 − I−13 qΠ2(λ−11 − I−13 )Π1Π3 + I−13 qΠ1
(−λ−11 + λ−12 )Π1Π2

(1.16)
q˙ = U(1.17)
where U is the control. Following [6, 12] we show how certain feedback controls U can be
obtained from a Kaluza-Klein construction. Let k be a parameter and ϕk a number such that
ϕ0 = 1. Then we define a new (local) connection form
(1.18) Ak : TS → k, Ω 7→ ϕkΩ3
giving rise to a new horizontal bundle Hork = {(Ω, x) ∈ TP : x = −ϕkΩ3}. We use the splitting
TP = Hork ⊕ Ver to define a new metric µPk on P :
• Let µSk be a metric on S. We require that Tpi : Hork → TS is an isometry. This defines
µPk on horizontal vectors.
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• Let Ik be an inner product on k. We require that µPk (ζx, ζy) = Ik(x, y) for all x, y ∈ k,
where ζ : k→ X (P ) is the fundamental vector field map associated to the K-action.
• Hork and Ver shall be orthogonal with respect to µPk .
The orthogonality condition is important since we want Ak to be a mechanical connection in
order to apply the (magnetic) Hamiltonian reduction procedure. We call µPk = µ
KK(µSk , Ik, Ak)
the Kaluza-Klein metric associated to (µSk , Ik, Ak). Further, the metric µ
S
k should be left-
invariant and we assume that the metric tensor
(1.19) µSk =

λ˜1 λ˜2
I˜3


is of diagonal form. Since k = R the vertical part of the metric is determined by a number
Ik > 0. Let Hk denote the natural Hamiltonian with respect to µ
P
k . Since (T
∗P,ΩT
∗P , Hk) is
still invariant under the K-action, with the same momentum map J : T ∗P → k∗, we can carry
out Hamiltonian reduction at a level p˜k ∈ k∗. This yields, exactly as above, the equations of
motion
Φ˙ =

(−λ˜−12 + I˜−13 )Φ2Φ3(λ˜−11 − I˜−13 )Φ1Φ3
(−λ˜−11 + λ˜−12 )Φ1Φ2

− ϕkp˜k

 λ˜−12 Φ2−λ˜−11 Φ1
0

(1.20)
˙˜pk = 0.(1.21)
Let us now assume λ˜1 = λ1, λ˜2 = λ2, I˜3 = (1 − k)−1I3 and p˜k = (1 − k)−1ϕ−1k pk. With the
assignment Π1 = Φ1, Π2 = Φ2 and Π3 = Φ3 + ϕkp˜k, which corresponds to the Ak-dependent
isomorphism Hor∗ ⊕Ver∗k → T ∗P , equations (1.20) can be rearranged to give
Π˙ =

−λ−12 Π2Π3 + I−13 Π2((1− k)Π3 − pk)λ−11 Π1Π3 − I−13 Π1((1− k)Π3 − pk)
(−λ−11 + λ−12 )Π1Π2

(1.22)
which are the closed loop equations corresponding to (1.16), (1.17) with respect to the control
U = k(−λ−11 + λ−12 )Π1Π2 = kΠ˙3. That is
(1.23) q = pk + kΠ3
for a constant pk. The control law yields a new conserved quantity pk = q− kΠ3 and, because
of (1.26), this implies that ϕk is given by (1.27).
Remark 1.1. Note that we had to change the momentum value from pk = q−kΠ3 to p˜k such
that ϕkp˜k = (1 − k)−1p. This means that the controlled equations (1.22) are not obtained
by replacing (1.11) with Φ˙ = ad((µSk )
−1Φ)∗Φ − 〈pk, i((µSk )−1Φ)Kk〉, where Kk = ϕkK0 is the
curvature of Ak = ϕkA0. This is consistent with [6, 12] and the factor of 1− k is mentioned in
the sentence immediately after [6, Equ. (3.7)].
1.C. Controlling the conserved quantity: Lie-Poisson approach. Fix a k-dependent
linear map Ck : so(3)
∗ = R3 → k∗ = R and consider
(1.24) Jk : T
∗P → k∗, (Π, q) 7→ J(Π, q) + Ck(Π) = q + Ck(Π).
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In the above example, we have
(1.25) Ck(Π) = −kΠ3.
The map Ck determines the feedback control law by requiring pk = Jk(Π, q) to be constant.
Thus, Ck provides a new conserved quantity, it is however not a momentum map. The mo-
mentum map remains unchanged and is J : (Π, q) 7→ q. With Ck(Π) = −kΠ3 and notation as
above, the conservation of Jk can be linked to a conservation law associated to a Kaluza-Klein
metric µPk = µ
KK(µSk , Ik, Ak = ϕkA0) if, and only if, the following diagram commutes:
(1.26)
(Ω, x)
❴
µP
0

(Ω, x)
❴
µP
k

(λ1Ω1, λ2Ω2, λ3Ω3 + i3x, i3Ω3 + i3x)
❴
Jk

(λ˜1Ω1, λ˜2Ω2, (I˜3 + ϕ
2
kIk)Ω3 + ϕkIkx, ϕkIkΩ3 + Ikx)
❴
J

i3(1− k)x+ (i3 − kλ3)Ω3 ❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ ❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ Ik(ϕkΩ3 + x)
This holds if Ik = i3(1− k) and
(1.27) ϕk = I
−1
k (i3 − kλ3).
In terms of angular velocities, the feedback control law Jk = const. is thus
(1.28) x˙ = − i3 − kλ3
i3(1− k)Ω˙3.
Now, the map (1.25) yields a conserved quantity pk, such that q˙ + Ck(Π˙) = p˙k = 0. The
closed loop equations associated to the corresponding control q = pk − Ck(Π) and (1.3) are
(1.29) Π˙ = ad
(
(pr1 ◦ (µP0 )−1)(Π, q)
)∗
Π = ad
(
(pr1 ◦ (µP0 )−1)(Π, pk − Ck(Π))
)∗
Π
Thus we have to find a constant p˜k and µ
P
k = µ
KK(µSk , Ik, Ak) such that
(1.30) Π˙ = ad
(
(pr1 ◦ (µPk )−1)(Π, p˜k)
)∗
Π = (1.29)
Because Ik and Ak are already determined by (1.26) we have to find a suitable µ
S
k . Consider
again the connection dependent isomorphism
(1.31) Ψk : TP → Hork ⊕ Ver, (Ω, x) 7→ ((Ω,−ϕkΩ3); (0, x+ ϕkΩ3))
and the dual isomorphism
(1.32) Ψ∗k : T
∗P → Hor∗ ⊕Ver∗k, (Π, q) 7→ ((Π1,Π2,Π3 − ϕkq, 0); (0, 0, ϕkq, q))
Notice that
(1.33) (µPk )
−1 = Ψ−1k ◦
(
(µSk )
−1 0
0 I−1k
)
◦Ψ∗k.
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Therefore, the defining equation for µSk and p˜k is
(pr1 ◦ (µP0 )−1)(Π, pk − Ck(Π)) = (λ−11 Π1, λ−12 Π2, I−13 ((1− k)Π3 − pk))
= (pr1 ◦Ψ−1k )
(
((µSk )
−1 ⊕ I−1k )((Π1,Π2,Π3 − p˜k); pk)
)
= (µSk )
−1(Π1,Π2,Π3 − p˜k)
which yields equation (1.19) with λ˜1 = λ1, λ˜2 = λ2, I˜3 = (1− k)−1I3, that is
(1.34) µSk =

λ1 λ2
(1− k)−1I3


and
(1.35) p˜k = (1− k)−1ϕ−1k pk =
i3
i3 − kλ3pk.
Remark 1.2. The law (1.24) means that ∂
∂t
J = −Ck(Π˙) = k(λ−11 − λ−12 )Π1Π2. Thus the
control is physically given by a force acting in the symmetry direction. Compare with [6,
Equation (1.10)].
It follows that the closed loop equation (1.29) for Π and with control constant pk is equivalent
to the system of Hamiltonian (Lie-Poisson) equations
(1.36)
∂
∂t
(
Π
p˜k
)
= ad
(
(µPk )
−1
(
Π
p˜k
))∗(
Π
p˜k
)
on the direct product dual Lie algebra so(3)∗ × R.
Remark 1.3. Note that not only the Kaluza-Klein data (µS0 , I0, A0) are changed but also the
value of the conserved quantity. Compare with Remark 1.1.
1.D. Stabilization about the middle axis. Equation (1.36) is the Lie-Poisson version of
Hamiltonian equations (with magnetic term) (1.20) and (1.21). This means that the energy-
momentum method can be used to analyze stability of equilibria.
If p˜k = (1 − k)−1ϕ−1k pk = 0, the first line of equation (1.36) is the Lie-Poisson equation of
motion of the rigid body with respect to the moment of inertia tensor (1.34). Thus (0,M, 0)⊤
is an equilibrium solution, and this equilibrium is stable if (1− k)−1I3 = I˜3 > λ˜2 = λ2:
Proposition 1.4 (Prop. 3.1 in [6]). Let 1 > k > 1−I3/λ2 (i.e. (1−k)−1I3 > λ2) and q = kΠ3
(i.e. p˜k = 0), then the control Ck(Π) = −kΠ3 stabilizes the motion such that (0,M, 0)⊤ becomes
a (nonlinearly) stable equilibrium.
The rotor about the third axis increases the third moment of inertia (in the abstract sys-
tem (1.36)) and if we turn it fast enough, the moment of inertia about the third axis becomes
larger than that about the second axis, yielding new stability properties.
2. Feedback control of fluids with internal symmetries
2.A. Semi direct product structure. Let K be a finite dimensional Lie group and M
a compact domain, possibly with boundary, in Rn. Consider the trivial principal bundle
P := M × K → M where the principal bundle action is given by right multiplication in
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the group. Let µM0 = 〈., .〉 denote the induced Euclidean metric on M ⊂ Rn and I0 a
symmetric positive definite bilinear form on k which is Ad(k)-invariant. We fix a connec-
tion form A0 : TM → k. The horizontal space Hor0 ⊂ TP = M × K × Rn × k is thus
Hor0 = {(u, k, ux, X) : X + A0(x)ux = 0}. Denote the Kaluza-Klein metric on M ×K associ-
ated to (µM0 , I0, A0) by
(2.37) µP0 = µ
KK(µM0 , I0, A0).
For (ux, X), (vx, Y ) ∈ T (x, e)P = Rn × k this means
µP0
(
(ux, X), (vx, Y )
)
= 〈ux, vx〉+ I0
(
X + A0(x)(ux), Y + A0(x)(vx)
)
.
We refer to a triple, such as (µM0 , I0, A0), consisting of a Riemannian metric, a symmetric
Ad(K)-invariant positive definite bilinear form and a connection as a set of Kaluza-Klein data
on the principal bundle P →M . Let volP , volM = dx denote the volume forms on P , M with
respect to µP0 , µ
M
0 respectively.
Remark 2.1. In the following, the data (µM0 , I0, A0) will be changed. However the volume
forms will be kept fixed throughout. Thus the divergence of v ∈ X (M) will be with respect to
volM , while the divergence of v ∈ X (P ) will be with respect to volP .
For k ∈ K, let rk : P → P , (x, g) 7→ (x, gk) denote the principal right action. Consider the
volume preserving automorphisms
A := Aut0(P ) := {Φ ∈ Diff(P ) : Φ ◦ rk = rk ◦ Φ ∀k ∈ K & Φ∗volP = volP}
which, as explained in [9], can be identified as
A = Diff0(M)sF(M,K) = DsG
where D := Diff0(M) is the set of volM -preserving diffeomorphisms and G := F(M,K) denotes
functions from M to K (of a fixed differentiability class which we do not specify). The semi-
direct product structure is given in (2.38). Composition from the right gives rise to a right
representation
ρ : D → Aut(G), φ 7→ ρφ
where ρφ(g) = g ◦ φ.
Consider the action by point-wise right multiplication Rg : G → G, h 7→ hg. The induced
right action on A is again denoted by R:
(2.38) R(ψ,g)(φ, h) = (φ · ψ,Rg(ρψ(h))).
In particular, A → A/G = D is a right principal G bundle. We also consider the right
trivializations
(2.39) TA ∼= A× aut0 = D × diff0 × G × gau and T ∗A ∼= A× aut∗0 = D × diff∗0 × G × gau∗
using the right multiplication in A, where aut0 = TeA, diff0 = TeD = X 0(M) are divergence
free vector fields tangent to the boundary and gau = TeG = F(M, k). Here, aut∗0, diff∗0 and
gau∗ denote the smooth part of the dual.
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We have diff∗0 = Ω
1(M)/dF(M) and gau∗ = F(M, k∗). The pairings are given by
diff∗0 × diff0 → R, ([Π], u) 7→
∫
M
〈Πx, ux〉 dx
gau∗ × gau→ R, (q,X) 7→
∫
M
〈qx, Xx〉 dx
where [Π] is the class of Π ∈ Ω1(M). By definition, the smooth duals are the isomorphic
images of the maps
[µM0 ] : diff0 → diff∗0, u 7→ [µM0 (u)]
and I : gau → gau∗, where [µM0 (u)] is the class of µM0 (u) ∈ Ω1(M) in Ω1(M)/dF(M) = diff∗0.
The inverse is
[µM0 ]
−1 : [Π] 7→ P(µ−10 (Π))
where Π is a representative of [Π] and P is the Helmholtz-Hodge-Leray projection. For a
vector field u ∈ X (M) the Helmholtz-Hodge-Leray projection is divergence free, tangent to
the boundary, and given by P(u) = u−∇g where g is determined by ∆g = divu with Neumann
boundary conditions.
The representation ρ gives rise to an infinitesimal representations ρφX and ρu(X) = dX.u =
LuX = ∇uX with φ ∈ D, u ∈ diff0 and X ∈ gau. The corresponding coadjoint representations
are given by ρφ(q) = (ρφ
−1
)∗(q) and ρu(q) = (ρ−u)∗(q) with q ∈ gau∗.
We define the bracket [., .] on diff0 (and similarly for aut0) to be the negative of the usual
Lie bracket: [u, u] := −∇uv + ∇vu where ∇uv = 〈u,∇〉v and u, v ∈ diff0. This choice of
sign is compatible with [1, 2]. Further, we define the operator ad(u).v = [u, v]. Its dual is
ad(u)∗[Π] = [Π ◦ ad(u)] for [Π] ∈ diff∗0.
Remark 2.2. Contrary to Section 1, we now perform all calculations in the right trivialization.
Lemma 2.3 (Metric formula). Let (µM , I, A) denote a set of Kaluza-Klein data.
(1) Using the splitting TP =M×K×Rn×k, the isomorphism µP = µKK(µM , I, A) : Rn×k →
R
n × k∗ can be expressed as
(2.40) µP =
(
µM + A∗IA A∗I
IA I
)
with inverse
(2.41) (µP )−1 =
(
(µM)−1 −(µM )−1A∗
−A(µM )−1 I−1 + A(µM)−1A∗
)
(2) Since aut0 = diff0 × gau, we obtain the isomorphisms
[µP ] : aut0 → aut∗0,
(
u,X
)⊤
7→
(
[(µM + A∗IA)u+ A∗IX ], I(Au+X)
)⊤
[µP ]−1 : aut∗0 → aut0,
(
[Π], q
)⊤
7→
(
[µM ]−1[Π− A∗q],−A[µM ]−1[Π] +Qq
)⊤
where Qq := I−1q + A[µM ]−1[A∗]q and [A∗]q := [A∗q].
(3) Let L1 : diff
∗
0 → diff∗0 and L2 : gau∗ → gau∗ be invertible operators such that L∗1 =
[µM ]−1L1[µ
M ], L∗2 = I
−1L2I and Ad(k)
∗L2IAd(k) = L2I. Let τ : diff0 → gau be a linear
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map. Then the Kaluza-Klein inner product [µ] := µKK(L1[µ
M ], L2I, A+ τ) on aut0, given
by
[µ]
(
(u,X), (v, Y )
)
= 〈L1[µM ]u, v〉+ 〈L2I(X + Aτu), Y + Aτ (v)〉
for (u,X), (v, Y ) ∈ diff0 × gau and where Aτ = A+ τ , can be expressed as
(2.42) [µ] =
(
L1[µ
M ] + [A∗τ ]L2IAτ [A
∗
τ ]L2I
L2IAτ L2I
)
with inverse
(2.43) [µ]−1 =
(
[µM ]−1L−11 −[µM ]−1L−11 [A∗τ ]
−Aτ [µM ]−1L−11 I−1L−12 + Aτ [µM ]−1L−11 [A∗τ ]
)
Proof. Let (u,X)⊤, (v, Y )⊤ ∈ Rn × k. It suffices to verify that〈
µP
(
u
X
)
,
(
v
Y
)〉
= 〈µM(u), v〉+ 〈I(X + Au), Y + Av〉
=
〈(
µM + A∗IA A∗I
IA I
)(
u
X
)
,
(
v
Y
)〉

2.B. Lie-Poisson structure. Let
(2.44) h0 : aut
∗
0 → R, ([Π], q)⊤ 7→ 12〈([Π], q)⊤, [µP0 ]−1([Π], q)⊤〉
denote the natural kinetic energy Hamiltonian. The corresponding Lie-Poisson equations are
˙[Π] = −ad(u)∗[Π]−X ⋄ q(2.45)
q˙ = −ρu(q)− ad(X)∗q(2.46) (
u
X
)
= [µP0 ]
−1
(
[Π]
q
)
(2.47)
where the notation for ρ is explained in Section 2.A. The diamond ⋄ : gau× gau∗ → diff∗0 is a
bilinear map defined by
(2.48)
〈X ⋄ q, u〉1 = 〈q, ρuX〉2 = 〈q, ∂∂t |0X(exp(tu))〉2 =
∫
M
〈q, LuX〉3 volM =
∫
M
〈q,∇uX〉3 volM
where 〈., .〉i for i = 1, 2, 3 stands for the duality pairing on diff∗0 × diff0, gau∗ × gau, k∗ × k,
respectively. Since k is finite dimensional, the Lie derivative Lu is applied component wise,
and it coincides with the covariant derivative ∇u because µM0 = 〈., .〉 is the Euclidean inner
product.
Remark 2.4 (Charged fluid). The Lie-Poisson system (2.45), (2.46), (2.47) is the incompress-
ible version of [9, Equ. (6)], with the difference that [9] are more general in the sense that
they allow inner products that involve positive symmetric differential operators Q1 : X (M)→
X (M)∗ and Q2 : gau→ gau∗. We will need this generality in (2.84), (2.85) below. The Euler-
Poincare´ version of (2.45), (2.46), (2.47) is given in [9, Prop. 4.3]. These equations describe
the motion of an incompressible fluid consisting of charged particles in an external Yang-Mills
field M = CurvA0 = dA0 + 12 [A0, A0]. If K is abelian, then M = dA0 is a magnetic field.
Equation (2.46) says that charge is conserved along the flow.
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2.C. Lie-Poisson approach: controlling the conserved quantity. Let from now on ν =
[Π] ∈ diff∗0 and define [A∗0] : gau∗ → diff∗0, q 7→ [A∗0q]. The cotangent lifted right action by A
on T ∗A induces an equivariant momentum map
J : T ∗A = D × G × diff0 × gau→ diff∗0 × gau∗, (φ, g, ν, q)⊤ 7→ (Ad(φ, g)⊤)∗(ν, q)⊤(2.49)
where 〈
J
((
φ
g
)
,
(
ν
q
))
,
(
u
X
)〉
=
〈(
ν
q
)
,
(
Ad(φ)u
ρφ
−1
(
TRg
−1
.T g.u+Ad(g)X
))〉
=
〈(
Ad(φ)∗ν + (Tg)∗(TRg
−1
)∗ρφ(q)
Ad(g)∗ρφ(q)
)
,
(
u
X
)〉
The momentum map JG with respect to the cotangent lifted G action is therefore given by
(2.50) JG(φ, g, ν, q) = pr2J(φ, g, ν, q) = (Ad(g)
∗ ◦ ρφ)(q)
where pr2 : diff
∗
0 × gau∗ → gau∗ is the projection.
As in (1.24) we want to do work in the direction of the internal symmetry. Thus we consider
a linear operator
(2.51) C : diff∗0 → gau∗.
Define F : T ∗A = A× aut∗0 → gau∗ through
F (φ, g, ν, q) = Ad(g)∗ρφ
(
(ρu + ad(X)∗)Cν − C(ad(u)∗ν +X ⋄ q)
)
(2.52)
= pr2
(
Ad
(
φ
g
)∗(
ad
(
u
X
)∗(
0
Cν
)
−
(
0
C(ad(u)∗ν +X ⋄ q)
)))
(2.53)
where (u,X) = [µP0 ]
−1(ν, q). Assume that (φt, gt, νt, qt) ∈ D × G × diff∗0 × gau∗ is a curve such
that:
(1) (φ0, g0) = (e, e) and (φ˙, g˙) = TR
(φ,g)(u,X) where R is the ρ-dependent semi-direct
product right multiplication on A and (u,X) = [µP0 ]−1(ν, q).
(2) (2.45) holds.
The dynamical equation for q is now given by applying the force F such that
(2.54) ∂
∂t
JG(φ, g, ν, q) = −F (φ, g, ν, q).
Because of (2.45) it follows that F (φ, g, ν, q) = ∂
∂t
Ad(g)∗ρφ(Cν), whence we obtain a new
conserved quantity, namely
(2.55) JG(φ, g, ν, q) + pr2Ad(φ, g)
∗(0, Cν) = Ad(g)∗ρφ(q + Cν) = p0 = const.
As in Section 1, we introduce a new variable p:
(2.56) pt := (ρ
φ−1t ◦ Ad(g−1t )∗)p0 = qt + Cνt
where we have added the subscript t to highlight the time dependence. Therefore, the control
law following from the force (2.52) is
(2.57) qt = pt − Cνt
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which should be compared with equation (1.23). The resulting equations of motion are
ν˙ = −ad(u)∗ν −X ⋄ q(2.58)
q˙ = −ρu(q)− ad(X)∗q − (ρu)∗Cν − ad(X)∗Cν + C
(
ad(u)∗ν +X ⋄ q
)
(2.59) (
u
X
)
= [µP0 ]
−1
(
ν
q
)
(2.60)
We think of (ν, q) as the physical variables which are controlled, while (ν, p) are abstract
variables which should be described by means of a Hamiltonian (Lie-Poisson) system. In
terms of the latter, equations (2.58) and (2.59) can be rewritten as
ν˙ = −ad(u)∗ν −X ⋄ (p− Cν)(2.61)
p˙ = −ρu(p)− ad(X)∗p(2.62)
where (2.60) is changed to
(2.63)
(
u
X
)
= [µP0 ]
−1
(
ν
p− Cν
)
= [µP0 ]
−1
(
1 0
−C 1
)(
ν
p
)
.
Equation (2.61) is the closed loop equation associated to (2.45), (2.47) and the feedback control
(2.57).
Remark 2.5. The above equations (2.61), (2.62) and (2.63) almost look like a Lie-Poisson
system. The problem is that the matrix
[µP0 ]
−1
(
1 0
−C 1
)
is not symmetric, thus this term does not give rise to a metric operator. If the diamond term
in (2.61) was not present, we could introduce a new variable p˜ to account for this asymmetry.
This was the approach of Section 1. See Remarks 1.1 and 1.3. However, because of the
diamond term, this does not work for the semi-direct product structure.
2.D. Lie-Poisson approach: controlling the conserved quantity with T and C. As
in (1.24) we want to do work in the direction of the internal symmetry. Thus we consider a
linear map
(2.64) C : diff∗0 → gau∗.
Let T : gau∗ → gau∗ be an isomorphism.
Define F : aut∗0 = diff
∗
0 × gau∗ → gau∗ through
F (ν, q) :=− C
(
ad(u)∗ν +X ⋄ q
)
+ T
(
ad(X)∗ + ρu
)
(T−1Cν)(2.65)
+
(
T (ad(X)∗ + ρu)T−1 − ad(X)∗ − ρu
)
q
where (u,X)⊤ = [µP0 ]
−1(ν, q)⊤.
Proposition 2.6. Let (φt, gt, νt, qt) ∈ T ∗A be a curve such that (φt, νt) solves (2.45) subject
to (2.47) and (φ˙, g˙) = TR(φ,g)(u,X). Let (φ0, g0) = (e, e). The following are equivalent.
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(1) With Dq
dt
= q˙ + ad(X)∗q + ρuq,
(2.66)
Dq
dt
= −F (ν, q).
(2) The following quantity is conserved:
(2.67) Ad(gt)
∗ρφt(T−1qt + T
−1Cνt) = p0 = const.
(3) The quantity pt := T
−1qt + T
−1Cνt satisfies
(2.68) p˙ = −ρup− ad(X)∗p.
Proof. (2) and (3) are equivalent, since pt = T
−1qt + T
−1Cνt and
∂
∂t
Ad(gt)
∗ρφtpt = Ad(gt)
∗ρφt(p˙t + ρ
utpt + ad(Xt)
∗pt).
Further, (1) implies (3) because, using (2.45),
p˙ = T−1q˙ + T−1Cν˙ = T−1
(Dq
dt
− ad(X)∗q − ρuq + Cν˙
)
= T−1
(
− Cν˙ − T (ad(X)∗ + ρu)(T−1Cν)
− (T (ad(X)∗ + ρu)T−1 − ad(X)∗ − ρu)q
− ad(X)∗q − ρuq + Cν˙
)
= −(ad(X)∗ + ρu)T−1Cν − (ad(X)∗ + ρu)T−1q
and the converse direction follows by calculating q˙ from this equation. 
Thus the control law associated to exerting the force (2.66) is
(2.69) qt = Tpt − Cνt
where, as in (2.56), pt := ρ
φ−1t Ad(g−1t )
∗p0. The controlled equations of motion follow from
(2.45), (2.68) and (2.47), and are
ν˙ = −ad(u)∗ν −X ⋄ (Tp− Cν)(2.70)
p˙ = −(ρu + ad(X)∗)p(2.71) (
u
X
)
= [µP0 ]
−1
(
ν
Tp− Cν
)
= [µP0 ]
−1
(
1 0
−C T
)(
ν
p
)
.(2.72)
Since µP0 = µ
KK(µM0 , I0, A0), Lemma 2.3 implies
(2.73) [µP0 ]
−1
(
1 0
−C T
)
=
(
[µMC ]
−1 −[µM0 ]−1[A∗0]T
−A0[µMC ]−1 − I−10 C Q0T
)
where
(2.74) [µMC ] := (1 + [A
∗
0]C)
−1[µM0 ]
and
(2.75) Q0 := I
−1
0 + A0[µ
M
0 ]
−1[A∗0].
We assume that 1 + [A∗0]C is invertible.
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Remark 2.7. Note that we did not assume that 1 + [A∗0]C is a local operator. In fact, C
may involve a convolution, as in the example in Section 6. Thus [µMC ] need not come from a
Riemannian metric µMC on M . Nevertheless, it still makes sense to require (2.73) to define a
Kaluza-Klein inner product on aut0 as in Lemma 2.3. This is the situation of [9, Equ. (6)],
compare with Remark 2.4.
Owing to Lemma 2.3, for the expression (2.73) to be a Kaluza-Klein inner product on aut0,
with the connection form
AC := A0 + I
−1
0 C[µ
M
C ] = A0 + I
−1
0 C(1 + [A
∗
0]C)
−1[µM0 ],(2.76)
the following have to hold:
AC [µ
M
C ]
−1 = T ∗A0[µ
M
0 ]
−1(2.77)
I
−1
C = I
−1
0 T − (AC − A0)[µMC ]−1[A∗C ](2.78)
which is equivalent to
[A∗0]T = [µ
M
0 ][µ
M
C ]
−1[A∗C ] = (1 + [A
∗
0]C)[A
∗
C ](2.79)
I
−1
C = I
−1
0 (T − C[A∗C ])(2.80)
where T−C[A∗C ] is assumed to be invertible. Recall that we assume throughout that (µM0 , I0, A0)
is a Kaluza-Klein triple which means, in particular, that I0 is Ad(K)-invariant. We obtain:
Theorem 2.8. Assume 1+[A∗0]C, T and T −C[A∗C ] are invertible, and that T satisfies (2.79).
Let L1 := (1 + [A
∗
0]C)
−1 and L2 := (T − C[A∗C ])−1 and assume further that
(2.81) L∗1 = [µ
M
0 ]
−1L1[µ
M
0 ], L
∗
2 = I
−1
0 L2I0
and Ad(k)∗L2I0Ad(k) = L2I0 for all k ∈ K. Let
(2.82) [µPC ] = µ
KK([µMC ], IC , AC).
be the Kaluza-Klein inner product on aut0 associated to [µ
M
C ] = L1[µ
M
0 ], IC = L2I0 and AC as
defined by (2.76). Then
(2.83) [µPC ]
−1 = [µP0 ]
−1
(
1 0
−C T
)
and equations (2.70), (2.71), (2.72) can be written as a forced Lie-Poisson system
ν˙ = −ad(u)∗ν −X ⋄ p+ f(2.84)
p˙ = −ρu(p)− ad(X)∗p(2.85) (
u
X
)
= [µPC ]
−1
(
ν
p
)
(2.86)
with a force term
(2.87) f := −X ⋄ ((T − 1)p− Cν)
Remark 2.9. An applied force F on the internal variable q results, via the feedback law (2.69),
in an equivalent system with a force f acting on the fluid flow variable.
Remark 2.10. The map T replaces the need for introducing a new variable p˜. Compare with
Remarks 1.1 and 1.3. As explained in Remark 2.5, the p˜-construction does not work for fluid
dynamical systems.
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2.E. Momentum p = 0. Stabilization in Section 1.D was achieved by considering the case of
zero momentum. For the general system (2.84), p = 0 yields
ν˙ = −ad(u)∗ν + f, u = [µMC ]−1ν(2.88)
with a force term
(2.89) f = −
(
AC [µ
M
C ]
−1ν
)
⋄
(
Cν
)
2.F. C = γI0A0[µ
M
0 ]
−1 and p = 0. Let γ ∈ R be a control parameter and define the control
law (2.69) by
(2.90) C = γI0A0[µ
M
0 ]
−1.
Remark 2.11. Note that equation (1.25) can be written in this form with k = −γi3I−13 .
Using definition (2.48), the force f on v ∈ diff0 is, with ν ∈ diff∗0 and Y = A0[µM0 ]−1ν,
f(v) = −
∫
M
〈Cν,∇v
(
AC [µ
M
C ]
−1ν
)
〉 dx
= −
∫
M
〈γI0A0[µM0 ]−1ν,∇v
(
(A0[µ
M
0 ]
−1(1 + [A∗0]C) + I
−1
0 C)ν
)
〉 dx(2.91)
= −γ
∫
M
〈I0Y,∇v
(
(1 + γA0[µ
M
0 ]
−1[A∗0]I0 + γ)Y
)
〉 dx
= −γ
∫
M
〈I0Y,∇v
(
(1 + γQ0I0)Y
)
〉 dx
= −γM
∫
div
(
〈I0Y, Y 〉v
)
dx− γ2
∫
M
〈I0Y,∇v
(
Q0I0Y
)
〉 dx
Let us assume that ∇vI0 = 0. Then it follows that f(v) = 0, if ∇v(Q0I0Y ) = λ∇vY for some
λ ∈ R.
2.G. C = γR−1I0A0[µ
M
0 ]
−1 and p = 0. Now we shall modify the control so that f = 0
whenever I0 is constant. Assume that ∇vI0 = 0 for all v ∈ diff0. Equation (2.91) implies that
f = 0 if
(2.92) λI−10 C = γ
(
A0[µ
M
0 ]
−1[A∗0]C + I
−1
0 C + A0[µ
M
0 ]
−1
)
for control parameters λ and γ. Clearly, λ and γ are not independent, and it will be convenient
to choose λ := γ + 1. Let
(2.93) C := γR−1I0A0[µ
M
0 ]
−1
where
(2.94) R := 1− γI0A0[µM0 ]−1[A∗0]
and γ is chosen so that R−1 exists. If R−1 exists, so that C is well-defined, we have R−1 =
1 + C[A∗0]. It follows that C satisfies (2.92).
We recall that we assume throughout that (µM0 , I0, A0) is a Kaluza-Klein triple which means,
in particular, that I0 is Ad(K)-invariant.
18 SIMON HOCHGERNER
Theorem 2.12. Assume that I0 is constant. Define AC by (2.76). Assume that γ is sufficiently
small so that R, 1 + [A∗0]C and
T := 1 + γ + C[A∗C ] = 1 + γ + (1 + γ)C[A
∗
0](2.95)
are invertible. Define [µMC ] and IC by (2.74) and (2.80), respectively. Then the following are
true:
(1) T satisfies (2.79).
(2) IC = (1+ γ)
−1
I0 is invertible and Ad(K)-invariant. Moreover, [µ
M
C ]
∗ = [µMC ] and I
∗
C = IC.
(3) The feedback control system (2.84), at momentum p = 0, is
ν˙ = −ad(uC)∗ν, uC = [µMC ]−1ν(2.96)
which is a Lie-Poisson system with respect to the Hamiltonian
(2.97) hCM : diff
∗
0 → R, ν 7→ 12〈ν, [µMC ]−1ν〉 = 12
∫
〈ν, [µMC ]−1ν〉 volM
(4) If νe is an equilibrium of the Lie-Poisson system associated to the uncontrolled (C = 0)
Hamiltonian h0M and Cνe = 0, then νe is also an equilibrium for (2.96).
Proof. To see that T satisfies (2.79), note that [A∗0]R = (1 + A
∗
0C)
−1[A∗0], which implies
(1 + [A∗0]C)[A
∗
C ] = [A
∗
0] + [µ
M
C ]C
∗
I
−1
0 + [A
∗
0]C([A
∗
0] + [µ
M
C ]C
∗
I
−1
0 )
= [A∗0] + γ(1 + [A
∗
0]C)
−1[A∗0]R
−1 + [A∗0]C[A
∗
0] + γ[A
∗
0]C(1 + [A
∗
0]C)
−1A∗0R
−1
= [A∗0]
(
1 + γC(1 + [A∗0]C)
−1[A∗0]
)
R−1 + γ(1 + [A∗0]C)
−1[A∗0]R
−1
= [A∗0]
(
R−1 + γ + γC[A∗0]
)
= [A∗0]
(
1 + C[A∗0] + γ + γC[A
∗
0]
)
= [A∗0]T.
Since R∗ = I−10 RI0, it follows that(
[µMC ]
−1
)∗
=
(
[µM0 ]
−1(1 + [A∗0]C)
)∗
= (1 + γ[µM0 ]
−1A∗0I0(R
−1)∗A0)[µ
M
0 ]
−1
= [µM0 ]
−1(1 + γ[A∗0]R
−1
I0A0[µ
M
0 ]
−1) = [µMC ]
−1.
Since C satisfies (2.92) by construction, it follows that
γf(v) = −γ
∫
M
〈Cν,∇v
(
AC [µ
M
C ]
−1ν
)
〉 dx
= −γ
∫
M
〈Cν,∇v
(
(A0[µ
M
0 ]
−1(1 + [A∗0]C) + I
−1
0 C)ν
)
〉 dx
= −
∫
M
〈Cν,∇v
(
(γ + 1)I−10 Cν
)
〉 dx
= −(γ + 1)
∫
M
div
(
〈Cν, I−10 Cν〉v
)
dx = 0
Concerning the last point, note that Cνe = 0 implies [µ
M
0 ]
−1νe = [µ
M
C ]
−1νe. 
Remark 2.13. The map T does not appear in the system (2.96) and (2.97), because we
assume p = 0 which, according to (2.69), means the control is q = −Cν. However, T was used
in the construction of the forced Lie-Poisson system of Theorem 2.8, without which we could
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not have obtained the Lie-Poisson system (2.96). Further, the force (2.65), which contains the
physical interpretation of the control C, does depend on T .
Remark 2.14. Once A0 is specified, the only free parameter that remains is γ. The control C
is completely determined by the requirement that the force f should vanish and T is, in turn,
fixed by (2.79). Thinking of the rigid body example, this makes physical sense: Once the rotor
A0 is attached to the third axis, the only quantity left to control is the rotor’s speed. Now in
order to obtain a conserved quantity, the rotor’s speed has to be constant. This constant is
the parameter γ and Proposition 1.4 says how to choose γ = −i−13 I3k so that rotation about
the middle axis is stable. While the force f is due to the diamond term and therefore absent
in the rigid body example, the fact that the only free choice concerns the parameter γ is a
property that seems fundamental to the controlled Hamiltonian method.
3. Stabilization
Let the notation be as in Section 2. Assume that νe is an equilibrium of the uncontrolled
Lie-Poisson system
(3.98) ν˙ = −ad([µM0 ]−1ν)∗ν
in diff∗0. This equation is Lie-Poisson with respect to the standard Poisson bracket {., .} inher-
ited from the canonical symplectic form on T ∗D. It is the Euler equation for the Hamiltonian
hM0 : diff
∗
0 → R, ν 7→ 12〈ν, [µM0 ]−1ν〉.
Since the controlled system (2.96) and (2.97) is Lie-Poisson with respect to the same bracket
{., .}, the set of Casimir functions remains unchanged. Moreover, the symplectic leaves depend
only {., .} but not on the dynamical equation. Thus, if the symplectic leaf passing through νe
consists only of this one point, then νe is also an equilibrium of (2.96).
Let us assume that νe is an unstable equilibrium of (3.98). The goal is to find a control C
(acting on the internal momentum variable q) such that νe is a stable equilibrium of (2.96).
To this end we consider some of the points of the stabilization algorithm of [11]:
(A) Hamiltonian form: This is satisfied by construction since (2.96) is Lie-Poisson.
(C) First variation: If g0 is a constant of motion such that νe is a critical point of h
M
0 + g0,
then νe may (as in the rigid body example in Section 4) or may not (as in the shear
flow example of Section 6) be a critical point of hMC +g0. In the latter case the potential
A0 and the control C need to be constructed so that there exists a constant of motion
gC such that νe is a critical point of h
M
C + gC .
(D1) Formal stability: With g = g0 or g = gC , show that the second variation D
2(hMC +g)(νe)
is positive or negative definite. Alternatively, one may consider the inclusion ι : O →
diff∗0 of the coadjoint orbit O through νe, and show that D2(ι∗hMC )(νe) is definite.
Remark 3.1. Starting from a general form of the control C, the idea is that the above steps
should yield conditions on C such that νe is a stable equilibrium of (2.96). This presupposes
the existence of internal symmetries G on which C can act (via the force (2.65)). It should
be noted that this process only allows to conclude stability with respect to variations in the
ν-variables.
The following is a version of [1, Equ. (44)]:1
1In (3.99) we do not have the factor 1
2
of [1, Equ. (44)] because we use the convention of [11] for the definition
of the second variation.
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Proposition 3.2 (Second variation). Let νe be an equilibrium of (2.96), let O be the coadjoint
orbit through νe and let ι : O → diff∗0 be the inclusion. Then the second variation of ι∗hMC at
νe is given by
(3.99) D2(ι∗hMC )(νe)(δν, δν) = 〈δν, [µMC ]−1δν + [v, [µMC ]−1νe]〉
where δν = ad(v)∗νe ∈ TνeO with v ∈ diff0.
Proof. Since exp(tv) and exp(sv) commute,
D2(ι∗hMC )(νe)(δν, δν) =
∂2
∂t2
|0(ι∗hMC )(Ad(exp(tv))∗νe)
=
1
2
∂
∂s
|0 ∂
∂t
|0〈Ad(exp(tv))∗Ad(exp(sv))∗νe, [µMC ]−1Ad(exp(tv))∗Ad(exp(sv))∗νe〉
= − ∂
∂s
|0〈ad([µMC ]−1Ad(exp(sv)∗νe)∗Ad(exp(sv)∗νe, v〉
= 〈ad(v)∗νe, [µMC ]−1ad(v)∗νe + [v, [µMC ]−1νe]〉.
To show that (3.99) depends only on δν and not on v, one proceeds exactly as in [1]: Suppose
δν = ad(v)∗νe = ad(w)
∗νe, and use the Jacobi identity and ad([µ
M
C ]
−1νe)
∗νe = 0 to show that
〈δν, [v − w, [µMC ]−1νe]〉 = 〈νe, [[v, v − w], [µMC ]−1νe] + [v − w, [v, [µMC ]−1νe]〉
= 〈ad(v − w)∗νe, [v, [µMC ]−1νe]〉 = 0.

4. The rigid body with a rotor in the context of Theorem 2.12
Let us apply Theorem 2.12 and the algorithm of Section 3 to the rigid body example of
Section 1. This is along the lines of [11, Equ. (3.1C)]. In the notation of Section 2 we have now
D = SO(3) and G = S1. The connection is A0u = 〈e3, u〉 = u3, the metric is given in (1.13) as
(4.100) µM0 = µ
S
0 = diag(λ1, λ2, I3)
where λj = Ij + ij , and the inertia tensor is I0X = i3X . As in Section 1, we assume the
ordering I1 > I2 > I3. The corresponding Hamiltonian function on R
3, viewed as the dual to
the Lie algebra of SO(3), is h0 : R
3 → R, Π 7→ 1
2
〈Π, (µS0 )−1Π〉. Since the Kaluza-Klein data
µM0 , I0 and A0 are constant in the configuration space variable, we can apply formula (2.93)
with R = 1 and define the control as
(4.101) C : R3 → R, Π 7→ γI0A0(µS0 )−1Π = i3I−13 γΠ3
which coincides with (1.25) if we put
(4.102) k = −i3I−13 γ.
The Casimirs of the Poisson algebra C∞(R3) are of the form
gϕ(Π) = ϕ(
|Π|2
2
)
for ϕ ∈ C∞(R). Consider the equilibrium Πe = (0, 1, 0)⊤. This is unstable for the Lie-Poisson
system associated to h0. To relate Πe to a Casimir function, note that
D(h0 + gϕ)(Πe)δν = 〈(µS0 )−1Πe + ϕ′( |Πe|
2
2
)Πe, δν〉
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which implies the condition ϕ′(1
2
) = −λ−12 . Now, observe that
(4.103) CΠe = 0.
With equation (2.74) this yields
Dh0(Πe) = (µ
S
0 )
−1Πe = (µ
S
C)
−1Πe = DhC(Πe)
where hC is, according to (2.97), given by hC : R
3 → R, Π 7→ 1
2
〈Π, (µSC)−1Π〉 and µSC =
(1 + A∗0C)
−1µS0 = (1− ke3e⊤3 )−1µS0 = (1.34) as defined by (2.74).
Remark 4.1. In step (C) in the stability algorithm this corresponds to the case where we do
not have to change the constant of motion. Thus gϕ can be used for the stability analysis.
Now one proceeds with the stability analysis by calculating the second variation D2(hC +
g0)(Πe). One finds the stability condition
(4.104) − i3I−13 γ > 1− I3λ−12
which makes D2(hC + g0)(Πe) negative definite and, due to (4.102), coincides with Proposi-
tion 1.4.
Remark 4.2. Contrary to Section 1, specifically equation (1.36), we did not need to intro-
duce a new momentum value p˜. This is because of the map T . However, to correctly apply
Theorem 2.12, it should be checked that T is invertible. A calculation indeed shows that
T = (i3 − kλ3)/i3, which is consistent with (1.35).
5. Formal stability of two-dimensional fluids in an external field
Consider now a compact domain M ⊂ R2 with smooth boundary ∂M . Assume that M is
filled with an ideal incompressible fluid which consists of charged particles. The fluid is subject
to an external field and we wish to control the charge of the fluid in a domain dependent
manner. The external field is modelled as the curvature of a connection on a trivial principal
bundle P =M ×K over M .
5.A. Formal stability. Let P = M × K, µM0 is the Euclidean inner product, I0 = 1, A0 ∈
Ω1(M, k) and µP0 is given by (2.37). Let the control be given by (2.93) and consider the feedback
system (2.96) and (2.97).
The stream function of a vector field v ∈ diff0 is a function ψ such that ψ is constant on the
boundary and
∇sψ = (−∂yψ, ∂xψ)⊤ = v.
The vorticity of an element ν = [Π] ∈ diff∗0 is the function ων = ∗dΠ where ∗ is the Hodge star
operator.
Note that vorticity is conserved by (2.96). Indeed, with uC = [µ
M
C ]
−1(ν)
(5.105) ω˙ν = − ∗ d(ad(uC)∗Π) = − ∗ d(LuCΠ) = − ∗ LuC (dΠ) = −LuCων
where LuC = di(uC) + i(uC)d is the Lie derivative along uC .
Proposition 5.1 (Second variation). Let νe be an equilibrium of the uncontrolled Euler equa-
tion (3.98) and of the controlled Euler equation (2.96), let O be the coadjoint orbit through νe
and let ι : O → diff∗0 be the inclusion. Let ψ0 and ψC be the stream functions of [µM0 ]−1νe and
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[µMC ]
−1νe, respectively. Assume there is a function ϕ such that ∇ψC = ϕ∇ψ0. Then the second
variation of ι∗hMC at νe is given by
(5.106) D2(ι∗hMC )(νe)(δν, δν) = 〈δν, [µMC ]−1δν〉+
∫
M
ϕ
∇ψ0
∇∆ψ0 (δω)
2 dxdy
where δν = ad(v)∗νe ∈ TνeO, δω = Lvωe with v ∈ diff0 and ωe = ωνe.
Proof. The proof follows [2, II. Thm. 4.1]. For vector fields v, u ∈ diff0 we may write the
bracket as [v, u] = −∇vu + ∇uv = −∇s(v ×3 u) where v ×3 u is the third component of the
cross product of the vectors v, u when extended to R3. With δν = Lvνe and u
e
C = [µ
M
C ]
−1(νe)
we have
〈δν, [v, ueC]〉 = −〈δν,∇s(v ×3 ueC)〉 =
∫
M
(∗dLvνe) · (v ×3 ueC) dxdy
=
∫
M
(Lvωe) · (v ×3 ueC) dxdy =
∫
M
δω · (v ×3 ueC) dxdy
Observe that ωe = ∗dΠe = ∗dµM0 ∇sψ0 = ∆ψ0 and that ∇ψ0 is parallel to ∇∆ψ0, since νe
is an equilibrium of (3.98). Therefore, the equations v ×3 ueC = 〈v,∇ψC〉 = 〈v, ϕ∇ψ0〉 and
δω = Lvωe = 〈v,∇∆ψ0〉 imply that
v ×3 ueC = ϕ
∇ψ0
∇∆ψ0 δω
whence the result follows from Proposition 3.2. 
We say that νe is formally stable for (2.96) if there is ε > 0, such that either
(5.107) D2(ι∗hMC )(νe)(δν, δν) > ε
∫
M
(δω)2 dxdy
or
(5.108) −D2(ι∗hMC )(νe)(δν, δν) > ε
∫
M
(δω)2 dxdy.
6. Feedback stabilization of shear flow in a magnetic field
6.A. Shear flow. Consider the example of [2, Ch. II, Ex. 4.6]. Let X, Y > 0, M = {(x, y) :
0 ≤ x ≤ Xpi, 0 ≤ y ≤ Y pi}, µM0 = 〈., .〉 the Euclidean metric and consider Πe = Γ(y) dx. Then
νe = [Πe] ∈ diff∗0 is an equilibrium solution of the Euler equation (3.98) in M . In the following,
we assume periodic boundary conditions in x, with periodicity Xpi.
Let Γ(y) = sin(y + pi
2
) and assume that Y > 1
2
. Then the flow has an inflection point at
y = pi
2
. The stream function is ψ0(x, y) = ψ0(y) = cos(y +
pi
2
) and
(6.109)
∇ψ0
∇∆ψ0 = −1
whence criterion (5.107) cannot be satisfied. However, if X is sufficiently small then (5.108)
yields stability of νe. The vorticity function of νe is ωe(y) = ∆ψ0(y) = − cos(y + pi2 ).
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6.B. Magnetic field. Let K = S1, I0 = 1, P = M ×K → M a trivial principle bundle and
consider the connection form A0 : TM → k = R given by
A0(x, y) = a0(y) dx.
The associated magnetic field is M = −a′0(y) dx ∧ dy, which is a field that is orthogonal to
the plane. We shall identify k = R = k∗ and accordingly gau = F(M,R) = gau∗ from now on.
The potential will be specified subject to certain conditions which are found below. In line
with Remark 2.14, finding a stabilizing control C amounts to finding a suitable potential A0.
6.C. The free system. The free system corresponding to shear flow in a magnetic field
M = dA0 is, as in (2.45), (2.46), (2.47),
ν˙ = −ad(u)∗ν −X ⋄ q(6.110)
q˙ = −ρu(q)(6.111) (
u
X
)
= [µP0 ]
−1
(
ν
q
)
(6.112)
where ν = [Π] ∈ diff∗0 and the metric µP0 is given by Lemma 2.3 as
µP0 = µ
KK(µM0 , I0, A0) =
(
µM0 + A
∗
0A0 A
∗
0
A0 1
)
.
The variable q corresponds to the charge of the particles and (6.111) says that charge is
conserved along flow lines.
6.D. Control. We wish to apply a force (2.66) to the charge q, thereby obtaining a feedback
control q = −Cν which yields closed loop equations that are of Lie-Poisson type (2.96). Thus
we use (2.93) to define the control as
(6.113) C = γR−1A0[µ
M
0 ]
−1 = γ(1− γA0[µM0 ]−1[A∗0])−1A0[µM0 ]−1.
Lemma 6.1. Let µ˜MC := Φγ dx⊗dx+dy⊗dy where Φγ := 1−γa20 and assume γa20 < 1. Then
(6.114) [µMC ] = [µ˜
M
C ]
where [µMC ] is defined by (2.74).
Proof. Let u = (u1, u2)
⊤ ∈ diff0. Now,
(1 + [A∗0]C)[µ˜
M
C ](u) = (1 + [A
∗
0]C)[Φγu1dx+ u2dy]
= (1 + γ[A∗0]R
−1A0[µ
M
0 ]
−1)[Φγu1dx+ u2dy]
= [Φγu1dx+ u2dy] + γ[A
∗
0]R
−1A0
((
Φγu1
u2
)
−∇g1
)
= [Φγu1dx+ u2dy] + γ[A
∗
0]R
−1
(
a0Φγu1 − a0∂xg1
)
= [Φγu1dx+ u2dy] + γ[a0R
−1
(
a0Φγu1 − a0∂xg1
)
dx]
where g1 is determined by ∆g1 = Φγ∂xu1 + ∂yu2 = −γa20∂xu1, since a0 does not depend on
x, together with Neumann boundary conditions. The boundary of M is ∂M = {y = 0} ∪
{y = Y pi} because we assume periodicity in x. Therefore, u ∈ diff0 implies that u2|∂M = 0
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whence the relevant boundary condition is 〈∇g1|∂M, n〉 = u2|∂M = 0 where n is the outward
pointing unit normal vector.
To show that [µMC ]
−1[µ˜MC ](u) = [µ
M
0 ]
−1(1 + [A∗0]C)[µ˜
M
C ](u) = u it thus suffices to check that
γa20u1 − γa0R−1
(
a0Φγu1 − a0∂xg1
)
= 0.
We have
R(a0u1) = (1− γA0[µM0 ]−1[A∗0])(a0u1) = a0u1 − γA0
((
a20u1
0
)
−∇g2
)
(6.115)
where g2 is determined by ∆g2 = a
2
0∂xu1 = −γ−1∆g1, since a0 does not depend on x, together
with Neumann boundary conditions. The relevant boundary condition is 〈∇g2|∂M, n〉 = 0.
Therefore, g2 = −γ−1g1 and
(6.115) = a0u
1 − γa0(a20u1 + γ−1∂xg1) = a0Φγu1 − a0∂xg1.

Therefore, in this case, [µMC ] does come from a Riemannian metric µ˜
M
C on M , and we shall
omit the tilde from now and write µMC = µ˜
M
C . Compare with Remark 2.7.
In order for µMC to be a well-defined metric it follows that γ and a
2
0 have to be chosen such
that
(6.116) Condition: γa20 < 1
or else (6.114) would not be positive definite.
The map T : gau∗ → gau∗ is defined according to (2.95) and it can be checked that (6.115)
implies
(6.117) T = 1 + γ + γ(1 + γ)R−1A0[µ
M
0 ]
−1[A∗0] =
1 + γ
1− γa20
which is invertible under assumptions (6.116) and (6.124). Similarly, (6.115) yields
(6.118) C =
γ
1− γa20
A0[µ
M
0 ]
−1.
6.E. Formal stability condition. Let v ∈ diff0. With k(y) :=
∫ y
0
Γ(z)∂z(Φ
−1
γ Γ)(z) dz it
follows that 〈ad([µMC ]−1νe)∗νe, v〉 =
∫
M
〈v,∇k〉 dxdy = 0, whence
ad([µMC ]
−1νe)
∗νe = 0
and νe = [Πe] is also an equilibrium of the controlled Lie-Poisson equation (2.96). Further, we
have
(6.119) ∇sψeC = [µMC ]−1νe = Φ−1γ [µM0 ]−1νe = Φ−1γ ∇sψe0.
Therefore, the second variation of ι∗hMC at νe, where ι is the inclusion of the coadjoint orbit
through νe, is given by Proposition 5.1. We want to find conditions on γ and a0 so that (3.99)
is negative definite. (Since ∇ψ0/∇∆ψ0 < 0 and Φ−1γ > 0, it cannot be positive definite.)
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To this end, let ν = [µMC ]∇sψC and observe∫
M
〈ν, [µMC ]−1ν〉 dxdy =
∫
M
〈(
Φγ
1
)(−(ψC)y
(ψC)x
)
,
(−(ψC)y
(ψC)x
)〉
dxdy
= −
∫
M
ψCdiv
((
1
Φγ
)
∇ψC
)
dxdy(6.120)
where
∆Cϕ := div
((
1
Φγ
)
∇ϕ
)
is an elliptic operator in divergence form. To transform this to a drifted Laplacian, consider
the change of variable
z(y) =
∫ y
0
1√
Φγ(s)
ds
which is well-defined and invertible since the integrand is strictly positive. Thus y(z) exists
and satisfies y′(z) = (z′(y(z)))−1 =
√
Φγ(y(z)) and y
′′(z) = 1
2
Φ′γ(y(z)). For ϕ = ϕ(x, y) let
ϕ˜(x, z) = ϕ(x, y(z)). It follows that
∆ϕ˜(x, z) = ∂2xϕ(x, y(z)) + y
′′(z)∂yϕ(x, y(z)) + (y
′(z))2∂2yϕ(x, y(z))
= ∆Cϕ(x, y(z))− 1
2
Φ′γ(y(z))∂yϕ(x, y(z))
whence we obtain the drifted Laplacian, ∆g = ∆−∇g,
(6.121) (∆Cϕ)(x, y(z)) = (∆ + 1
2
〈∇(log Φ˜γ,∇ϕ˜〉)(x, z) = ∆gϕ˜(x, z)
where Φ˜γ(z) = Φγ(y(z)) and g := −12 log Φ˜γ . We apply Theorem 7.1 to ∆g. Therefore, we
look for conditions on γ and a0 yielding an (ideally) large constant K ∈ R such that
(6.122) Hessg ≥ KµM0
where Hessg is the Hessian matrix of g. The only non-zero entry in Hessg is ∂
2
zg. Thus K = 0
is the largest possible constant. Since
(6.123) ∂2zg(z) = −
1
2
ΦγΦ
′′
γ − 12(Φ′γ)2
Φγ
(y(z)) =
1
2
2γ((a′0)
2 + a0a
′′
0)Φγ +
1
2
(Φ′γ)
2
Φγ
(y(z))
and Φγ > 0, a sufficient condition for K = 0 is that γ and a0a
′′
0 are positive. We shall assume
from now on
(6.124) Condition: γ > 0 and a0a
′′
0 ≥ 0.
Theorem 7.1 now implies that the first Dirichlet eigenvalue λ1(γ) of ∆g onMγ = [0, Xpi]×[0, Zγ]
satisfies
(6.125) λ1(γ) ≥ pi
2
pi2X2 + Z2γ
where Zγ is
(6.126) Zγ = z(Y pi) =
∫ Y pi
0
1√
Φγ(s)
ds.
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The change of variable y = y(z) and the reverse Poincare inequality (7.135) together with
y′(z) = e−g(z) therefore yield
(6.120) = −
∫ Xpi
0
∫ Y pi
0
ψC(x, y)∆
CψC(x, y) dxdy
= −
∫ Xpi
0
∫ Zγ
0
ψ˜C(x, z)∆gψ˜C(x, z) y
′(z) dxdz
≤ λ1(γ)−1
∫ Xpi
0
∫ Zγ
0
(
∆gψ˜C(x, z)
)2
y′(z) dxdz
= λ1(γ)
−1
∫ Xpi
0
∫ Y pi
0
(
∆CψC(x, y)
)2
dxdy(6.127)
where, as in (6.121), ψ˜C(x, z) = ψC(x, y(z)). Since ∇sψC = (−(ψC)y, (ψC)x)⊤ = [µMC ]−1ν and
ω = ∗dν = ∗dµMC ∇sψC = ∗d(−Φγ(ψC)ydx+ (ψC)xdy) = ∆CψC
it follows that
(6.127) = λ1(γ)
−1
∫ Xpi
0
∫ Y pi
0
ω2 dxdy ≤ pi
2X2 + Z2γ
pi2
∫
M
ω2 dxdy.
With (5.106) we can therefore express the second variation of hMC , restricted to the orbit O
through νe, as
D2(ι∗hMC )(νe)(ν, ν) = 〈ν, [µMC ]−1ν〉 +
∫
M
Φ−1γ (y)
∇ψ0
∇∆ψ0ω
2 dxdy
≤ pi
2X2 + Z2γ
pi2
∫
M
ω2 dxdy −
∫
M
Φ−1γ (y)ω
2 dxdy.
Let Φγ = max0≤y≤Y piΦγ(y) and Φγ = min0≤y≤Y piΦγ(y). Notice that Z
2
γ ≤ pi2Y 2/Φγ and∫
M
Φ−1γ ω
2 dxdy ≥ Φ−1γ
∫
M
ω2 dxdy. It follows that a sufficient condition for the second variation
D2(ι∗hMC )(νe)(ν, ν) to be negative definite is
(6.128) Condition: ΦγX
2 +
Φγ
Φγ
Y 2 < 1.
6.F. Stability of controlled shear flow. We recall the main assumptions of this section.
Let 1
2
≤ Y < 1 and X > 0 arbitrary. Consider shear flow on M = [0, Xpi] × [0, Y pi] and
Πe = sin(y +
pi
2
)dx, as above. Then νe = [Πe] is a stationary solution of the (uncontrolled)
Euler equation (6.110), which is stable for sufficiently small X and unstable for large X . The
fluid is assumed to consist of charged particles subject to an external magnetic fieldM = dA0
where A0 = a0(y)dx.
In the following, stability is understood in the nonlinear sense and with respect to pertur-
bations whose circulations around ∂M vanish.
Theorem 6.2. Let a0(y) = b(ωe(y)), where ωe = − cos(y + pi2 ) is the vorticity function asso-
ciated to Πe, let b : [0, 1]→ [b, b] ⊂ (0, 1), ω 7→ b− (b− b)ω and
b =
√
1− α
β
, b =
√
1− α, α = r
X2
, β =
Y 2 + r
Y 2
, r =
1− Y 2
3
.
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Then the control (6.113), with γ = 1, yields a feedback system (2.96) which is Lie-Poisson,
and νe is a stable equilibrium for this system.
Hence the control (6.113) stabilizes the equilibrium νe for γ = 1. The magnetic field is
M = −a′0 dx ∧ dy = (b− b)ω′e dx ∧ dy = (b− b) sin(y + pi2 ) dx ∧ dy = (b− b)Πe ∧ dy
and the stabilizing control C : diff∗0 → gau∗ is, according to equation (6.118),
C =
b(ωe)
1− b(ωe)2dx ◦ [µ
M
0 ]
−1.
Concretely, νe is stabilized, with respect to perturbations in ν, by applying the closed loop
equations that arise when feeding the control
q = −b(ωe) dx([µ
M
0 ]
−1ν)
1− b(ωe)2
into (6.110) and (6.112). This control law is equivalent to subjecting the charge q of the
physical system of Section 6.C to the force (2.65), with T defined in (6.117), and requiring the
initial condition q0 = −Cν0.
Proof. The conditions for formal stability are, by construction, (6.116), (6.124) and (6.128).
To see that these are satisfied, note that
(6.129) a0(y)a
′′
0(y) = −b(ωe(y))(b− b)ω′′e (y) = −b(ωe(y))(b− b) cos(y + pi2 ) ≥ 0
for y ∈ [0, Y pi]. Further, we have a0 < 1 and
(6.130) Φ1X
2 +
Φ1
Φ1
Y 2 = (1− b2)X2 + 1− b
2
1− b2
Y 2 = αX2 + βY 2 = 1− r < 1.
Consider the functional relation Ψ0 ◦ ωe = ψe0 which is simply given by Ψ0(ω) = −ω. Here
ψe0(y) = cos(y +
pi
2
) is the stream function associated to [µM0 ]
−1νe. To find a similar relation
for ψeC , which is the stream function of [µ
M
C ]
−1νe, use (6.119) and consider
ψeC(y) =
∫ y
0
∂sψ
e
C(s) ds =
∫ y
0
Φ1(s)
−1∂sψ
e
0(s) ds =
∫ y
0
(1− b(ωe(s))2)−1∂s(Ψ0 ◦ ωe)(s) ds
=
∫ y
0
(1− b(ωe(s))2)−1Ψ′0(ωe(s))ω′e(s) ds =
∫ y
0
∂s(ΨC ◦ ωe)(s) ds = ΨC(ωe(y))
where ΨC(ω) :=
∫ ω
0
(1 − b(η)2)−1Ψ′0(η) dη = −
∫ ω
0
(1 − b(η)2)−1 dη. We thus have ∇ψeC =
Ψ′C(ωe)∇ωe.
The rest of the proof follows now [2, Ch. 2]. Extend b to a smooth function on R such that
0 < b − ε ≤ b(ω) ≤ b + ε < 1 for a small ε > 0 and all ω ∈ R. Thus Φ1 and ΨC are extended
to R as-well. For τ ∈ R let
φC(τ) =
∫ τ
0
ΨC(θ) dθ
whence
−φ′′C(ω) = −Ψ′C(ω) =
1
Φ1(ω)
≥ 1
Φ1 + 2bε− ε2
=
1
Φ1
− κ
for all ω ∈ R and where κ = ε(2b− ε)/(Φ1(Φ1 + (2b− ε)ε)).
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For ν ∈ diff∗0 define
H(ν) = hMC (ν) +
∫
M
φC ◦ ω dxdy
where ω is the vorticity of ν. Since (2.96) is vorticity preserving, H is conserved along solutions.
Hence the same is true for Hˆ(ν) = H(ν + νe) −H(νe), where ν + νe is a perturbed solution.
One decomposes Hˆ = Hˆ1 + Hˆ2 where
Hˆ1(ν) =
∫
B
(
〈ν, [µMC ]−1νe〉+ φ′C(ωe)ω
)
dxdy
and
Hˆ2(ν) =
∫
B
(
1
2
〈ν, [µMC ]−1ν〉 + φC(ω + ωe)− φC(ωe)− φ′C(ωe)ω
)
dxdy.
We only consider perturbations ν whose circulation around ∂M vanishes. The circulation of
ν + νe around ∂M is preserved by the Kelvin Circulation Theorem and equals the circulation
of νe around ∂M . It follows that Hˆ1(νt) = 0, and Hˆ2(νt) is constant in t. (The details of this
argument are in the proof of [2, Ch. 2, Thm. 4.3].)
The formal stability condition (6.130) now implies that we can bound the perturbation’s
vorticity by
−Hˆ2(ν0) = −Hˆ2(νt) = −
∫
M
(
1
2
〈νt, [µMC ]−1νt〉+ φC(ωt + ωe)− φC(ωe)− φ′C(ωe)ωt
)
dxdy
≥ −1
2
(X2 + Φ−11 Y
2)
∫
M
ω2t dxdy +
1
2
(Φ
−1
1 − κ)
∫
M
ω2t dxdy
= 1
2
Φ
−1
1
(
− Φ1X2 − Φ1Φ−11 Y 2 + 1− κΦ1
)∫
M
ω2t dxdy
= 1
2
Φ
−1
1
(
r − κΦ1
)∫
M
ω2t dxdy
and this completes the proof by choosing ε such that ε(2b− ε)/(Φ1 + (2b− ε)ε) < r. 
Remark 6.3. We have assumed that Y ≥ 1
2
to ensure that ωe assumes all values between 0
and 1, otherwise the definition of b(ω) would have to be slightly adapted as b(ω) = b − (b −
b)ω/max(ωe). The assumption Y < 1 is more restrictive as it is necessary to apply the bound
of Theorem 7.1. If there is a sharper bound for the first eigenvalue λ1 of the drifted Laplacian
∆g defined in (6.121), then this assumption may be relaxed. However, the range of y is also
constrained by the requirement (6.129).
7. Appendix
7.A. Drifted Laplacian. Let M be a compact domain in Rn with smooth boundary ∂M .
Let g :M → R be a smooth function and define the drifted Laplacian
(7.131) ∆g = ∆− 〈∇g,∇〉
where ∆ is the ordinary Laplacian. One can check that ∆g is symmetric with respect to the
weighted measure e−gdx:
(7.132) −
∫
M
ϕ(∆gψ) e
−gdx =
∫
M
〈∇ϕ,∇ψ〉 e−gdx = −
∫
M
ψ(∆gϕ) e
−gdx
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where ϕ, ψ are functions on M which vanish at the boundary. The drifted Laplacian is also
called Witten-Laplacian in [8]. The eigenvalue equation for ∆g is −∆gψ = λψ.
Theorem 7.1 ([8]). Let (M,µM0 ) be an n-dimensional compact Riemannian manifold, and let
g ∈ C2(M). Suppose that there exists a constant K ∈ R such that
(7.133) Ric + Hessg ≥ KµM0 .
Then the first non-zero eigenvalue λ1 of the Witten-Laplacian ∆g satisfies
(7.134) λ1 ≥ sup
s∈(0,1)
{4s(1− s)pi2
d2
+ sK}
where d is the diameter of (M,µM0 ).
In Section 6.E we apply this result to the case of a flat 2-dimensional domain to bound the
constant λ1 in the reverse Poincare´ inequality
(7.135)
∫
M
(∆gϕ)
2 e−gdx ≥ −λ1
∫
M
ϕ(∆gϕ) e
−gdx.
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