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This note tries to study different solution sets of the interval linearmatrix equationAX = B,
where A is a known square interval matrix of dimensionm×m, B is a rectangular interval
matrix of dimensionm×n, while the unknownmatrix X is also of dimensionm×n. Firstly,
we show that Shary’s results for interval linear systemswith a single right-hand side vector
cannot be simply generalized to the case of interval linear systems of the form AX = B.
Secondly, we give some analytical characterizations of the AE-solution sets of this interval
matrix equation. We use a linear programming method in order to find the interval hull
matrix. On the other hand, we propose the use of an interval Gaussian elimination to find
an enclosure for the united solution set of thismatrix equation, since the LU decomposition
of A is needed only once. Numerical examples have also been given.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Many applications such as in electromagnetic scattering, structural mechanics and computation of the frequency
response matrix in control theory require the solution of several linear systems that have the same coefficient matrix but
differ in their right-hand sides [1,2]. These systems can be written in a matrix form as
AX = B, (1)
where A and B are the known real matrices of dimensionm×m andm× n, respectively, while the unknownmatrix X is an
m×n real matrix. The linearmatrix equation (1) is called solvable (consistent) if it has a solutionmatrix. Thismatrix equation
has been considered previously by several authors. See for example [3].
Though the matrix equation AX = B is studied in the literature, less attention has been paid to the form of uncertainties
that may occur in the elements of A and B. The elements of A and B occurring in practice are usually obtained from
experiments and most measuring instruments, for example, have a built-in uncertainty, and therefore a result is measured
within uncertainty. Thus,wehave a problemwith uncertain data. If only fragmentary information onuncertain parameters is
available, it is possible to establish the least favorable response and themost favorable response of the problemusing interval
analysis. We represent the uncertain elements in an interval form, and hence we have the following interval equation:
AX = B, (2)
where A and B are interval matrices. We also assume that the interval elements in the matrices are mutually independent.
The special case n = 1 which corresponds to an interval linear system with a single right-hand side vector is well-known.
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While there arewell-establishedmethods for computing different solution sets of such interval linear systems, less attention
has been paid to interval equations like (2) for the general case n ≥ 1.
We stress again that the real (non-interval) matrix equation (1) is also known as a (real) linear system with multiple
right-hand sides. We have two choices for how to tackle the interval equation (2) as well. The first choice is to consider (2)
as an interval linear system with multiple right-hand sides. And the second choice is to consider (2) as an interval linear matrix
equation. A first contribution of this paper is to show that unlike the situation for the non-interval equation (1), where these
two considerations are the same, this is not the case for the interval equation (2). Indeed, we need to define different solution
sets corresponding to each of these two considerations. We explore both perspectives and show their differences.
An important example of the use of the interval equation (2) is when computing the inverse of an interval matrix.
Rump [4] and Rohn [5] used different right-hand sides to define and to compute the inverse of an interval matrix in Intlab
and Versoft. They obtained the inverse of a squarem× m interval matrix A in a columnwise manner, i.e., by consideringm
interval linear systems of the form Axi = Ii, i = 1, . . . ,m, in which Ii is the ith column of the real identity matrix I . Finally,
they defined X = [x1|x2| . . . |xm] ∈ IRm×m as the hull of the inverse interval matrix A.
A first idea for dealing with the interval equation (2) is to convert it to the interval linear system
Mx = b, whereM = In ⊗ A, x = vec(X) and b = vec(B). (3)
Herein, ⊗ denotes the Kronecker product. For two interval matrices A ∈ IRm×n and B ∈ IRk×t it is given by the mk × nt
block interval matrix
A⊗ B =
a11B . . . a1nB... . . . ...
am1B . . . amnB
 .
For A = (aij) ∈ IRm×n the vector vec(A) ∈ IRmn is obtained by stacking the columns of A, i.e.,
vec(A) = (a11, . . . , am1, a12, . . . , am2, . . . , a1n, . . . , amn)T .
SoM is an interval matrix of size mn × mn, and vec(X) and vec(C) are vectors of length mn. The common approach in the
interval analysis community when considering the interval linear system (3), transformed from an interval matrix equation,
is to treat (3) as a non-parametric interval linear systemwhere the elements of the interval matrixM and the interval vector
b are supposed to vary independently of each other. In this paper we will pay more attention to the special structure of
the interval matrix M in (3) and note that its elements depend on each other, and that the interval linear system (3) is a
parametric interval linear system. Parametric interval linear systems have already been considered in, e.g., [6–8].
In this paper we use the standard notation of interval analysis as mentioned in [9]. So, bold-face letters are used to show
intervals.R denotes the field of real numbers,Rm×m the vector space ofm×mmatrices with real coefficients and IRm×m the
set of allm× m interval matrices. For a real number xwe define sgn(x) = 1 if x ≥ 0 and sgn(x) = −1 otherwise. For a real
matrix A we also define sgn(A) componentwise. If x ∈ IR, then min x := x and max x := x are the lower and upper bounds
of x, respectively. The width of x is wid x := x− x ≥ 0, its radius is rad x := 12 (x− x), its midpoint is mid x := 12 (x+ x), and
the absolute value of x is abs x := max{|x| | x ∈ x} = max{|x|, |x|}. For interval vectors and matrices these operations will
be applied componentwise. Hence, for the interval matrix A we can write A = [midA− radA,mid A+ radA] with midA
and radA the real center matrix and the real radius matrix of the interval matrix A, respectively. Also, X will be used to
show the interval hull of a bounded set X , i.e., the tightest interval that contains all the elements of X .
The organization of this paper is as follows. In Section 2, we define the generalized AE-solution sets of an interval linear
system with multiple right-hand sides and also those of the interval matrix equation (2). We also clarify the difference
between these two perspectives in the way in which we look at the interval equation AX = B. We then provide some
analytical characterization of the solution sets of AX = Bwhenwe consider it as an interval matrix equation. Section 3 ends
this paper with a short discussion of possible numerical methods for estimating AE-solution sets.
2. The generalized AE-solution set and its characterizations
Consider the interval equation (2). Let A ∈ IRm×m and B ∈ IRm×n. It is easily understandable that (2) is a collection of all
real linear matrix equations with the elements that belong to A and B, respectively. A matrix X ∈ Rm×n is called a possible
solution of the interval matrix equation (2) if it satisfies AX = B for some A ∈ A and B ∈ B. Also, we say that the interval
matrix equation (2) is solvable if it has a possible solution.
Shary [10] introduced the concept of AE-solution sets for a system of interval linear equations in order to specify various
possible ways of describing the distribution of uncertainty types with respect to the interval parameters of the system. We
define the AE-solution sets of the interval equation (2) using a similar convention. Different components of the interval
matrices A and B can correspond to different types of uncertainty. So in order to describe the most general case, let the
entire set of the index pairs (i, j) that describe the component aij of the matrix A be divided into two non-intersecting parts:
Ω ′ = {ω′1, ω′2, . . . , ω′p} andΩ ′′ = {ω′′1, ω′′2, . . . , ω′′r } in which p+ r = m×m. These sets have the following interpretation.
If (i, j) ∈ Ω ′ then the parameter aij is of A-uncertainty. If (i, j) ∈ Ω ′′ then the parameter aij is of E-uncertainty. Similarly,
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we introduce two non-intersecting sets of integer indices: Θ ′ = {θ ′1, θ ′2, . . . , θ ′s} and Θ ′′ = {θ ′′1 , θ ′′2 , . . . , θ ′′t } in which
s + t = m × n. These sets have the following interpretation. If (i, j) ∈ Θ ′ then the parameter bij is of A-uncertainty. If
(i, j) ∈ Θ ′′ then the parameter bij is of E-uncertainty. Some of the setsΩ ′,Ω ′′,Θ ′,Θ ′′ may be empty.
Definition 2.1. Suppose we consider the interval equation (2) as an interval linear system with multiple right-hand sides
and let Xi and Bi denote the ith column of matrices X and B, respectively. We define the AE-solution set of type αβ for the
interval linear system with multiple right-hand sides (2) as the set
Ξαβ(A, B) := {X = [X1|X2| . . . |Xn] ∈ Rm×n| (∀aω′1 ∈ aω′1) . . . (∀aω′p ∈ aω′p)(∀bθ ′1 ∈ bθ ′1)
. . . (∀bθ ′s ∈ bθ ′s )(∃aω′′1 ∈ aω′′1 ) . . . (∃aω′′r ∈ aω′′r )(∃bθ ′′1 ∈ bθ ′′1 ) . . . (∃bθ ′′t ∈ bθ ′′t )
(AXi = Bi); i = 1, 2, . . . , n}, (4)
where them×m quantifier matrix α = (αij) and them× nmatrix β = (βij) satisfy
αij =
∀, if (i, j) ∈ Ω ′,
∃, if (i, j) ∈ Ω ′′, and βij =
∀, if (i, j) ∈ Θ ′,
∃, if (i, j) ∈ Θ ′′.
We can define the following special cases ofΞαβ(A, B) for an interval linear system with multiple right-hand sides.
• The united solution set of an interval linear system with multiple right-hand sides
Ξ∃∃(A, B) := {X = [X1|X2| . . . |Xn] ∈ Rm×n|(∃A ∈ A)(∃B1 ∈ B1)
(∃B2 ∈ B2) . . . (∃Bn ∈ Bn); (AXi = Bi); i = 1, 2, . . . , n}, (5)
where Bi stands for the ith column of B.• The tolerable solution set of an interval linear system with multiple right-hand sides
Ξ∀∃(A, B) := {X = [X1|X2| . . . |Xn] ∈ Rm×n|(∀A ∈ A)(∃B1 ∈ B1)
(∃B2 ∈ B2) . . . (∃Bn ∈ Bn); (AXi = Bi); i = 1, 2, . . . , n}. (6)
• The controllable solution set of an interval linear system with multiple right-hand sides
Ξ∃∀(A, B) := {X = [X1|X2| . . . |Xn] ∈ Rm×n|(∀B1 ∈ B1)(∀B2 ∈ B2)
. . . (∀Bn ∈ Bn)(∃A ∈ A); (AXi = Bi); i = 1, 2, . . . , n}. (7)
Them× m interval matrices A∀ = (a∀ij) and A∃ = (a∃ij) and them× n interval matrices B∀ = (b∀ij) and B∃ = (b∃ij) can be
defined as follows:
a∀ij =

aij, if αij = ∀,
0, otherwise, and a
∃
ij =

aij, if αij = ∃,
0, otherwise.
b∀ij =

bij, if βij = ∀,
0, otherwise, and b
∃
ij =

bij, if βij = ∃,
0, otherwise.
Thus
A = A∀ + A∃, B = B∀ + B∃,
and for all i, j
a∀ija
∃
ij = 0, b∀ijb∃ij = 0.
Hence, the matrices A∀,A∃, B∀, B∃ form disjoint decompositions for A and B. The above-mentioned interpretation enables
us to formulate what we mean by a solution of the interval matrix equation (2).
Definition 2.2. Suppose we consider the interval equation (2) as an interval matrix equation. With the same notation as in
Definition 2.1 we define the AE-solution set of type αβ for the interval linear matrix equation (2) as the set
Ξ ′αβ(A, B) := {X ∈ Rm×n| (∀aω′1 ∈ aω′1) . . . (∀aω′p ∈ aω′p)(∀bθ ′1 ∈ bθ ′1) . . . (∀bθ ′s ∈ bθ ′s )
(∃aω′′1 ∈ aω′′1 ) . . . (∃aω′′r ∈ aω′′r )(∃bθ ′′1 ∈ bθ ′′1 ) . . . (∃bθ ′′t ∈ bθ ′′t )(AX = B)}. (8)
Using the above general definition we can construct the following solution sets for the interval matrix equation (2) as
particular cases ofΞ ′αβ(A, B):
• The united solution set of the interval matrix equation AX = B:
Ξ ′∃∃(A, B) := {X ∈ Rm×n|(∃A ∈ A)(∃B ∈ B); AX = B}. (9)
In fact the united solution set of (2) is the set of all possible solutions.
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• The tolerable solution set of the interval matrix equation AX = B:
Ξ ′∀∃(A, B) := {X ∈ Rm×n|(∀A ∈ A)(∃B ∈ B); AX = B}. (10)
formed by all matrices X ∈ Rm×n such that the product AX falls into B for any A ∈ A.
• The controllable solution set of the interval matrix equation AX = B:
Ξ ′∃∀(A, B) := {X ∈ Rm×n|(∀B ∈ B)(∃A ∈ A); AX = B}. (11)
formed by all matrices X ∈ Rm×n such that for any desired B ∈ Bwe can find an appropriate A ∈ A satisfying AX = B.
The most important special case among different possible choices occurs for α = β = ∃, i.e., when we choose the
existential quantifier for all the components of both quantifier matrices α and β . This corresponds to thewell-known united
solution set. Notice that always Ξ ′αβ(A, B) ⊆ Ξ ′∃∃(A, B), that is, the united solution set is the widest in the collection of all
AE-solution sets to the interval matrix equation (2).
Now consider the united solution set of a simple case for the interval equation (2) where the matrix B has two column
vectors, i.e., we have B = [b | c] and X = [x | y]. Using the Kronecker product we can form the interval linear system
(I2 ⊗ A)x′ = b′ where
I2 ⊗ A =

A 0
0 A

, x′ =

x
y

, b′ =

b
c

.
This interval linear system has a special dependence structure. It is interesting that we can derive explicit conditions for
(weak) solvability of such a system thanks to Hladik’s research [11] that contains a generalization of the well-known
Oettli–Prager theorem [12] for such a system.
Lemma 1. Let A ∈ IRm×m and b, c ∈ IRm. Then for certain A ∈ A, b ∈ b and c ∈ c the vectors x, y ∈ Rm form a solution of the
system
Ax = b,
Ay = c,
if and only if they satisfy|mid (A)x−mid (b)| ≤ rad (A)|x| + rad (b),|mid (A)y−mid (c)| ≤ rad (A)|y| + rad (c),|(mid (A)x−mid (b))yT − (mid (A)y−mid (c))xT | ≤ rad (A)|xyT − yxT | + rad (b)|yT | + rad (c)|xT |. (12)
Proof. This is a direct consequence of the long proof of Theorem 1 in [11]. 
We now show, through an example, the difference between the above-mentioned perspectives, i.e., the difference
between an interval linear system with multiple right-hand sides and the interval matrix equation (2).
Example 2.3. Consider the simple interval equation
[2, 3] (x1 x2) = ([1, 2] [2, 4]),
which has the form (2), with A = [2, 3] ∈ IR1×1 and B = ([1, 2] [2, 4]) ∈ IR1×2.
A first idea is to consider it as an interval linear systemwith two different right-hand sides, in the sense of Definition 2.1.
It is clear that the united solution set of the first interval linear system Ax1 = B1 with B1 = [1, 2] is x1 = [ 13 , 1] and the
united solution set of the second interval linear system Ax2 = B2 with B2 = [2, 4] is x2 = [ 23 , 2]. So,
Ξ∃∃(A, B) =
[
1
3
, 1
] [
2
3
, 2
]
.
The second idea is to consider the given interval equation as an interval linear matrix equation. So, we can use Kronecker
product and vec operator to transform it into an interval linear system of the form Mx = b with a 2 × 2 interval matrix
M = I ⊗ A and a single 2× 1 right-hand side vector b = vec B:
M =
[2, 3] 0
0 [2, 3]

, b =
[1, 2]
[2, 4]

.
As we have already mentioned, usually the dependencies between the elements of the interval matrixM are neglected. To
put this another way, usually it is supposed that the entries ofM vary independently of each other. The united solution set
of this interval linear system is ([ 13 , 1] [ 23 , 2])T . This box, that has been shown as the gray part of Fig. 1, is the same as the
boxΞ∃∃(A, B) obtained through the first idea.
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Fig. 1. Different solution sets in Example 2.3.
The final strategy is to take into account the dependencies between elements of the interval matrixM , i.e., to transform
the original interval matrix equation into a parameter-dependent interval linear system of the formM(p)x = bwith
M(p) =

p 0
0 p

,
where the parameter p varies within the interval [2, 3]. The united solution set of this parametric interval linear system is
x(p) =

[
1
p
,
2
p
]
[
2
p
,
4
p
]
 .
In simple terms the united solution set is ([ 12 , 1] [1, 2])T for p = 2, while this is ([ 13 , 23 ] [ 23 , 43 ])T for p = 3. The former
has been shown as a box at the back while the latter is the smaller box at the front in Fig. 1. The true united solution set
Ξ ′∃∃(A, B) of the given interval matrix equation consists of both boxes and other points between these two boxes that have
been bounded with skew lines. To show this, consider all four possible combinations among the end points of x(p) for
2 ≤ p ≤ 3. One combination is x(p) = ( 1p 4p )T , that corresponds to the linear function y = 4x for 13 ≤ x ≤ 12 . It is one of the
four skew lines in Fig. 1. Another combination makes the skew line y = 2x for 13 ≤ x ≤ 12 . The remaining two combinations
correspond to y = x and y = 2x for 23 ≤ x ≤ 1. So, the boundary ofΞ ′∃∃(A, B) for this example consists of linear functions.
As a final note choose three sample points X0 = ( 512 , 56 ), X1 = ( 13 , 2) and X2 = (1, 23 ). All the points X0, X1 and X2 do
belong to the united solution set Ξ∃∃(A, B) of the non-parametric interval linear systemMx = b (the gray region in Fig. 1.
On the other hand, X0 belongs to Ξ ′∃∃(A, B) since for A = 3 ∈ A and B = ( 54 52 ) ∈ B we have AX0 = B. But there do not
exist any A ∈ A and any B ∈ B for X1 and also for X2 such that AXi = B for i = 1, 2. So, X1 and X2 do not belong toΞ ′∃∃(A, B).
Another way to show this is by observing that X0 satisfies the last inequality in (12), but X1 and X2 do not satisfy it. This
clearly shows thatΞ∃∃(A, B) andΞ ′∃∃(A, B) are not the same.
Remark 2.4. Suppose that X ∈ Rm×n and the elements of the interval matrix C vary independently of each other. The exact
equality
C · X = {CX | C ∈ C}, (13)
with an interval matrix C is valid only if X is a real vector, i.e., if n = 1. Note that the left side of the equality sign in (13) is
the interval operation while the right side is the power set operation. In the case of X being anm× n real matrix with n > 1
the weaker equality
C · X = {CX | C ∈ C}, (14)
holds instead of (13). Indeed, when n = 1 the right side of (14) is the same as the right side of (13). So, in the most general
case, n ≥ 1, the relation (14) holds true instead of (13). As a simple example let C = [1, 2] be a 1 × 1 interval matrix and
X = (x1 x2) = (1 2) be a 1× 2 real point matrix. In the interval matrix–vector algebra we have
C · (x1 x2) = (Cx1 Cx2) = ([1, 2] [2, 4]),
while the set {CX | C ∈ C} = {(Cx1 Cx2) | C ∈ C} = {(C 2C) | C ∈ [1, 2]} forming the right side of (13) occupies only the
diagonal of the 1× 2 interval matrix ([1, 2] [2, 4]).
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Lemma 2 ([13, pp. 83]). Let A ∈ IRm×n, and let Σ,Σ ′ be subsets of Rm×n. Then
Σ ⊆ A→ Σ ⊆ A,
Σ ⊆ Σ ′ → Σ ⊆ Σ ′.
2.1. Characterization of the AE-solution setΞ ′αβ(A, B)
Here, we derive equivalent descriptions of the AE-solution sets for the interval matrix equation (2) and study some
properties of these solution sets.
Theorem 2.5.
Ξ ′αβ(A, B) =

A′∈A∀

B′∈B∀

A′′∈A∃

B′′∈B∃
{X ∈ Rm×n| (A′ + A′′)X = (B′ + B′′)}.
Proof. Using the matrices A∀, A∃ B∀, and B∃, introduced above, we can rewrite the definition of AE-solution set Ξ ′αβ(A, B)
in the following equivalent form:
Ξ ′αβ(A, B) = {X ∈ Rm×n| (∀A′ ∈ A∀)(∀B′ ∈ B∀)(∃A′′ ∈ A∃)(∃B′′ ∈ B∃)((A′ + A′′)X = (B′ + B′′))}. (15)
So, according to the definition of the intersection and the union of sets, we have
Ξ ′αβ(A, B) =

A′∈A∀

B′∈B∀
{X ∈ Rm×n| (∃A′′ ∈ A∃)(∃B′′ ∈ B∃)(A′ + A′′)X = (B′ + B′′)}
=

A′∈A∀

B′∈B∀

A′′∈A∃

B′′∈B∃
{X ∈ Rm×n| ((A′ + A′′)X = (B′ + B′′))}. 
Corollary 1. In particular, for the united solution set (9) of the interval matrix equation (2) we have
Ξ ′∃∃(A, B) =

A∈A

B∈B
{X ∈ Rm×n | AX = B},
which clarifies the name united solution set. For the tolerable solution set (10) we have
Ξ ′∀∃(A, B) =

A∈A

B∈B
{X ∈ Rm×n | AX = B}.
For the controllable solution set (11) we have
Ξ ′∃∀(A, B) =

A∈A

B∈B
{X ∈ Rm×n|AX = B}.
Remark 2.6. For an interval linear system Ax = b, with independent data, Shary proved in Theorem 3.4 of [10] that
x ∈ Ξαβ(A, b) if and only if A∀X − b∀ ⊆ b∃ − A∃X . This result cannot be generalized in a completely similar manner
to the interval matrix equation (2). In contrast to the case for Theorem 3.4 of Shary, we can only provide a one-sided result;
see Theorem 2.7 in the following and compare it with the above-mentioned result of Shary. A very first reason for this would
be the dependence between the elements of the interval matrix M in (3). Indeed, the interval components of the interval
linear system (3) would not remain independent, even though we have already supposed that the interval components of
the matrix equation (2) are mutually independent.
Theorem 2.7. If the real matrix X belongs to the AE-solution set Ξ ′αβ(A, B), then
A∀X − B∀ ⊆ B∃ − A∃X . (16)
Proof. Using (15), we have
Ξ ′αβ(A, B) = {X ∈ Rm×n| (∀A′ ∈ A∀)(∀B′ ∈ B∀)(∃A′′ ∈ A∃)(∃B′′ ∈ B∃)(A′X − B′) = (B′′ − A′′X)}
⊆ {X ∈ Rm×n| (∀A′ ∈ A∀)(∀B′ ∈ B∀)(A′X − B′) ∈ (B∃ − A∃X)} (17)
⊆ {X ∈ Rm×n| (A∀X − B∀) ⊆ (B∃ − A∃X)}. (18)
Inclusion (17) holds since for a realm× n point matrix X with n > 1 we have
B∃ − A∃ · X = {B− AX | A ∈ A∃, B ∈ B∃}.
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To prove inclusion (18) observe that for all A′ ∈ A∀ and all B′ ∈ B∀,
A′X − B′ ∈ B∃ − A∃X
reads as
{A′X − B′ | A′ ∈ A∀, B′ ∈ B∀} ⊆ B∃ − A∃X .
Now using the first part of Lemma 2 we have
{A′X − B′ | A′ ∈ A∀, B′ ∈ B∀} ⊆ B∃ − A∃X,
which by
A∀ · X − B∀ = {A′X − B′ | A′ ∈ A∀, B′ ∈ B∀}.
proves inclusion (18). See for example the useful book [13, pp. 80–81]. 
Theorem 2.8. If the real matrix X belongs to the AE-solution set Ξ ′αβ(A, B) then
|midA · X −mid B| ≤ (radA∃ − radA∀) · |X | + (rad B∃ − rad B∀). (19)
Proof. Neumaier [13] noted that if F , G belong to IRn×m then we have
F ⊆ G ⇔ G ≤ F & F ≤ G ⇔ |midG −mid F | ≤ radG − rad F .
Let X ∈ Ξαβ(A, B). Hence the characterization (16) can be rewritten as in the following:
|mid (B∃ − A∃ · X)−mid (A∀ · X − B∀)| ≤ rad (B∃ − A∃ · X)− rad (A∀ · X − B∀). (20)
On the other hand we also have [13]
rad (F ± G) = rad F + radG, mid (F ± G) = mid F ±midG.
Therefore (20) holds if and only if
|mid B∃ −mid (A∃ · X)−mid (A∀ · X)+mid B∀| ≤ rad B∃ + rad (A∃ · X)− rad (A∀ · X)− rad B∀.
Also, since
mid (A∃ · X) = (midA∃) · X, mid (A∀ · X) = (midA∀) · X,
rad (A∃ · X) = (radA∃) · |X |, rad (A∀ · X) = (radA∀) · |X |,
we have
|midA · X −mid B| ≤ (radA∃ − radA∀)|X | + (rad B∃ − rad B∀). 
The following result is also a direct consequence of the above theorem.
Corollary 2. Let X be a possible solution of (2). If X belongs to the united solution set (9) then
|midA · X −mid B| ≤ radA · |X | + rad B. (21)
Proof. The proof is clear. Just let A∀ = B∀ = 0 in the above theorem. 
Theorem 2.9. Ξ ′αβ(A, B) ⊆ Ξαβ(A, B).
Proof. From Definitions 2.1 and 2.2 it is clear that Ξ ′αβ(A, B) ⊆ Ξαβ(A, B). So, using the second part of Lemma 2 the proof
is completed. 
3. Estimating solution sets
It is well-known that the complexity of the direct description of the AE-solution set Ξαβ(A, b) for an interval linear
system with a single right-hand side vector may grow exponentially with the size of the system. Even checking solvability
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of (2) is NP-hard. Thus, it makes good sense not to aim at finding the complete description of Ξαβ(A, B) and Ξ ′αβ(A, B) in
practice and it would suffice to compute only approximations ofΞαβ(A, B) andΞ ′αβ(A, B).
Consider nowΞ ′αβ(A, B) in the sense of an interval matrix equation as in Definition 2.2. In modern interval analysis, the
most commonly encountered ways of approximating a solution set are known to be the inner interval estimation and the
outer interval estimation.
• The inner estimation problem
Find an interval matrix that is contained in the solution setΞ ′αβ(A, B) (if it is nonempty) of the interval matrix equation
(2).
• The outer estimation problem
Find an interval matrix that contains the solution setΞ ′αβ(A, B) (if it is nonempty) of the interval matrix equation (2).
The most important and well-known one of the solution sets in AE-solution sets is the united solutions set. Moreover, as
we noted above, the united solution set is the widest in the collection of all AE-solution sets. So, we emphasize our attention
to the united solution set of the interval equation (2). The problems of exactly computing the united solution setsΞ∃∃(A, B)
and Ξ ′∃∃(A, B) are both NP-hard, because those are generalizations of Ξ∃∃(A, b) for an interval linear system with a single
right-hand side vector and the exact computation of the united solution set of interval linear systems is NP-hard [14].
In general, the united solution set (9) has a very complicated structure. If the united solution set (9) is a bounded set of
realm× nmatrices, then we can define its interval hull Ξ ′∃∃(A, B) as follows:
Ξ ′∃∃(A, B) = [X, X], (22)
where X = (xij), X = (xij) and
xij = min{xij; X ∈ Ξ ′∃∃(A, B)},
xij = max{xij; X ∈ Ξ ′∃∃(A, B)}. ∀i = 1, 2, . . . ,m,∀j = 1, 2, . . . , n. (23)
Ξ ′∃∃(A, B) is the tightest interval matrix enclosing the united solution set Ξ
′
∃∃(A, B). So, it is an outer estimation for
Ξ ′∃∃(A, B). If we want to find the interval hull of the united solution set Ξ
′
∃∃(A, B), we can suppose that X ∈ Ξ ′∃∃(A, B) and
use Corollary 2. Then, we have
midA · X − radA · |X | ≤ B,
midA · X + radA · |X | ≥ B.
Let us define the signmatrix T = (tij) of the solutionmatrix X = (xij), in which tij = sgn(xij). Then, we canwrite |X | = T ◦X ,
where ◦ denotes the Hadamard product. However, we know neither the solutionmatrix X , nor the signmatrix T . So, in order
to find an element xij of the interval hull matrix, we can solve the following linear programming problems:
min xij
subject to:

midA · X − radA · (T ◦ X) ≤ B,
midA · X + radA · (T ◦ X) ≥ B,
for all possible sign matrices T , i.e., 2mn linear programming problems, for each of the elements of the interval hull matrix.
Example 3.1. Consider the interval matrix equation AX = B in which
A =
[30, 30] [1, 12] [1, 12]
[1, 12]
[1, 12]
[30, 30]
[1, 12]
[1, 12]
[30, 30]

, B =
[−30, 30] [−2, 4] [−1, 3]
[−30, 30]
[−30, 30]
[2, 6]
[2, 4]
[1, 3]
[4, 8]

.
By using the above linear programming method, we find that the interval hull of its united solution set is the following
interval matrix:
X =
[−2.5701, 2.5701] [−0.2835, 0.1618] [−0.2539, 0.1521]
[−2.5701, 2.5701]
[−2.5701, 2.5701]
[−0.0530, 0.3055]
[−0.0903, 0.2365]
[−0.1573, 0.1895]
[0.0574, 0.3863]

.
It is worth noting that the above-mentioned method enables us to compute the precise interval hull matrix as defined by
(22). However, there are 2mn×2mn linear programming problems to be solved, whichmakes the problem very troublesome
even with small values ofm and n.
Let us now consider the problem of computing inner and outer estimations for the united solution set Ξ∃∃(A, B) of
the problem of interval linear systems with multiple right-hand sides. Then we can use Shary’s formal approach [10] in
the framework of Kaucher’s generalized interval arithmetic. An alternative approach for the case of computing an outer
estimation for Ξ∃∃(A, B) is to apply the interval Gaussian elimination [15,16] several times, each time to an interval linear
system Ax = Bi with one of the right-hand side vectors Bi, where i = 1, . . . , n. It is well-known that using Gaussian
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elimination and computing the LU factorization of the coefficient matrix is more efficient than iterative methods in the
presence of several solutions sharing the same coefficient matrix and this is the case for the problem under consideration in
this paper. The interval Gaussian elimination is also widely used in order to construct an enclosure for the united solution
set of interval linear systems with a single right-hand side vector [16,17,13]. For two given interval matrices A ∈ IRm×m and
B ∈ IRm×n we propose the following version of the interval Gaussian elimination.
First, we compute, consecutively, A(k) ∈ IRm×m and B(k) ∈ IRm×n by using the formulae
A(1) := A, B(1) := B,
a(k+1)ij :=

a(k)ij i = 1, 2, . . . , k; j = 1, 2, . . . ,m,
a(k)ij −
a(k)ik .a
(k)
kj
a(k)kk
i = k+ 1, . . . ,m; j = k+ 1, . . . ,m,
0, for all other pairs (i, j),
b(k+1)ij :=

b(k)ij i = 1, 2, . . . , k; j = 1, 2, . . . , n,
b(k)ij −
a(k)ik
a(k)kk
.b(k)kj i = k+ 1, . . . ,m; j = 1, . . . , n,
k = 1, 2, . . . ,m− 1.
When we know A(m) and B(m) we can subsequently compute the components xij of the interval matrix XG by using the
formulae
xGmj :=
b(m)mj
a(m)mm
, j = 1, 2, . . . , n
xGij :=
b(m)ij −
m∑
l=i+1
a(m)il x
G
lj
a(m)ii
, i = m− 1,m− 2, . . . , 1; j = 1, 2, . . . , n.
Example 3.2. Consider the previous interval equation as in Example 3.1, but this time in the sense of (5), i.e., as an interval
linear system with three different right-hand side vectors. We have implemented the above-mentioned interval Gaussian
elimination algorithm using the Matlab toolbox Intlab [4] and obtained the following results:
A(3) =
[30.0000, 30.0000] [1.0000, 12.0000] [1.0000, 12.0000]
[0.0000, 0.0000]
[0.0000, 0.0000]
[25.2000, 29.9667]
[0.0000, 0.0000]
[−3.8000, 11.9667]
[19.5174, 31.4841]

,
B(3) =
[−30.0000, 30.0000] [−2.0000, 4.0000] [−1.0000, 3.0000]
[−42.0000, 42.0000]
[−61.9444, 61.9444]
[0.4000, 6.8000]
[−2.8291, 5.8254]
[−0.2000, 3.4000]
[1.9854, 8.9127]

.
And the following enclosure for the interval hull of the united solution setΞ∃∃(A, B) has been obtained:
XG =
[−3.5390, 3.5390] [−0.3215, 0.2416] [−0.2975, 0.1882]
[−3.1738, 3.1738]
[−3.1738, 3.1738]
[−0.1259, 0.3387]
[−0.1450, 0.2985]
[−0.2248, 0.2038]
[0.0524, 0.4566]

.
Note also that sinceΞ ′αβ(A, B) ⊆ Ξαβ(A, B), any outer estimation ofΞαβ(A, B), like the one obtained in the above using
the interval Gaussian elimination, is also an outer estimation for Ξ ′αβ(A, B). We can also apply Shary’s formal approach for
computing outer estimations for interval linear systems with a single right-hand side vector to be used also for computing
outer estimations forΞ ′αβ(A, B). But the situation is more complicated for inner estimations ofΞ ′αβ(A, B). Here, we cannot
easily generalize Shary’s formal approach, because in contrast to the case of having Shary’s main theorem in [10] (Theorem
3.4), we only have Theorem 2.7 in the present paper. We will continue working on this direction as our future research. If
we were to be able to compute inner estimations for Ξ ′αβ(A, B), then the same approach could be used for Ξαβ(A, B), too.
A better alternative for Shary’s formal approach for computing inner estimations seems to be the use of numerical methods
for solving parametric interval linear systems as mentioned in [6–8].
Acknowledgements
The authors would like to offer special thanks to Professor Dr. Walter Krämer for his constructive and valuable
suggestions. Our thanks also go to the anonymous reviewers for their useful comments.
2978 B. Hashemi, M. Dehghan / Journal of Computational and Applied Mathematics 235 (2011) 2969–2978
References
[1] A. El Guennouni, K. Jbilou, H. Sadok, A block version of BICGSTAB for linear systems with multiple right-hand sides, Electronic Trans. Numer. Anal. 16
(2003) 129–142.
[2] M. Nilsson, Fast numerical techniques for electromagnetic problems in frequency domain, Ph.D. Thesis, Uppsala University, 2003.
[3] F. Uhlig, On the matrix equation AX = Bwith applications to the generators of a controllability matrix, Linear Algebra Appl. 85 (1987) 203–209.
[4] S.M. Rump, INTLAB — INTerval LABoratory, in: Tibor Csendes (Ed.), Developments in Reliable Computing, Kluwer, Dordrecht, Netherlands, 1999,
pp. 77–105.
[5] J. Rohn, Verification Software in MATLAB/INTLAB. Available online at http://uivtx.cs.cas.cz/~rohn/matlab.
[6] E. Popova, Quality of the solution sets of parameter-dependent interval linear systems, Z. Angew. Math. Mech. 82 (2002) 723–727.
[7] E. Popova, W. Krämer, Inner and outer bounds for the solution set of parametric interval linear systems, J. Comput. Appl. Math. 199 (2007) 310–316.
[8] E. Popova, W. Krämer, Visualizing parametric solution sets, BIT 48 (2008) 95–115.
[9] R.B. Kearfott, M.T. Nakao, A. Neumaier, S.M. Rump, S.P. Shary, P. van Hentenryck, Standardized notation in interval analysis, Comput. Technol. 15
(2010) 7–13. Also available at http://www.mat.univie.ac.at/~neum/ms/notation.pdf.
[10] S.P. Shary, A new technique in systems analysis under interval uncertainty and ambiguity, Reliab. Comput. 8 (2002) 321–418.
[11] M. Hladik, Solution set characterization of linear interval systems with a specific dependence structure, Reliab. Comput. 13 (2007) 361–374.
[12] W. Oettli, W. Prager, Compatibility of approximate solution of linear equations with given error bounds for coefficients and right hand sides, Numer.
Math. 6 (1964) 405–409.
[13] A. Neumaier, Interval Methods for Systems of Equations, Cambridge University Press, Cambridge, 1990.
[14] J. Rohn, Enclosing solutions of linear interval equations is NP-hard, Computing 53 (1994) 365–368.
[15] G. Alefeld, J. Herzberger, Introduction to Interval Computations, Academic Press, New York, 1983.
[16] A. Frommer, G. Mayer, A new criterion to guarantee the feasibility of the interval Gaussian algorithm, SIAM J. Matrix Anal. Appl. 14 (1993) 408–419.
[17] A. Neumaier, New techniques for the analysis of linear interval equations, Linear Algebra Appl. 58 (1984) 273–325.
