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Experimental control over ultracold quantum gases has made it possible to investigate low-
dimensional systems of both bosonic and fermionic atoms. In closed 1D systems there are a lot
of similarities in the dynamics of local quantities for spinless fermions and strongly interacting
“hard-core” bosons, which on a lattice can be formalised via a Jordan-Wigner transformation. In
this study, we analyse the similarities and differences for spinless fermions and hard-core bosons
on a lattice in the presence of particle loss. The removal of a single fermion causes differences in
local quantities compared with the bosonic case, because of the different particle exchange symme-
try in the two cases. We identify deterministic and probabilistic signatures of these dynamics in
terms of local particle density, which could be measured in ongoing experiments with quantum gas
microscopes.
PACS numbers: 37.10.Jk, 67.85.-d, 42.50.-p
I. INTRODUCTION
In the past few years, there has been rapid progress
in the characterization and control of dissipative dynam-
ics for ultracold atoms in optical lattices. While these
systems are most known for the possibility to engineer
Hamiltonians for strongly interacting systems towards
quantum simulation purposes, [1, 2], the same level of
microscopic understanding, in which models can be de-
rived from first principles under well-controlled approxi-
mations, is also available for most of the dominant forms
of dissipation that occur naturally in experiments. This
applies, in particular, to our understanding of incoher-
ent light scattering and the resulting dephasing of the
many-body state [3, 4], and to our treatment of atom loss
[5]. Studying these sources of dissipation is of importance
well beyond gaining a better understanding of experimen-
tal imperfections - it allows for the use of dissipation (i) in
probing many-body states and their dynamics [6, 7], (ii)
in the controlled preparation of interesting many-body
states [6, 8], and (iii) in understanding how signatures
of fundamental effects from closed systems (e.g., many-
body localisation (MBL)) survive in the presence of cou-
pling to an environment [9–13].
In this work, we explore how the differences between
many-body states of hard-core bosons (HCB) and spin-
less fermions confined to move in one dimension (1D) can
be probed using particle loss. In 1D, where strongly in-
teracting bosons cannot pass each other, there are strong
formal similarities between HCB and spinless fermions
[14]. These regimes have been realised in experiments
with cold bosonic atoms in strongly confined 1D tubes
[15], and in lattices [16, 17], and the consequences can
be seen clearly, even for just two atoms, in quantum
gas microscope experiments [18]. For particles mov-
ing on a lattice, this similarity can be formalised via
a Jordan-Wigner transformation to spin operators [19],
where we see that for local models, the energy eigenval-
ues will be identical, and local correlations – both for
the eigenstates and out-of-equilibrium dynamics induced
by changing local trap quantities – will be equal as well.
However, single-particle loss can generate differences in
local quantities due to the different exchange symmetries
in the many-body wavefunction. These differences man-
ifest themselves in local density distributions, which are
accessible with current experimental techniques in quan-
tum gas microscopes[20–25].
Making use of symmetries in tensor-network-based nu-
merical methods, we calculate the dynamics of exam-
ple systems for typical experimental sizes and parameter
scales in the presence of loss. The efficient simulation of
such systems requires the proper inclusion of symmetries
in these numerical methods in order to account for the
loss process in an affordable manner. We first study the
loss process as a deterministic event and then employ a
quantum trajectory approach [26–28] to determine fea-
tures of bosons and fermions that survive stochastically
occurring loss events.
The rest of the paper is structured as follows. In
Sec. II, we discuss the theoretical model for fermions and
bosons confined in 1D subject to dissipation. In Sec. III,
we highlight the differences we expect to observe between
the different types of particle statistics in the event of a
loss, and in Sec. IV, we describe the numerical approach
that allows for the computationally efficient simulation
of a system subject to this kind of dissipation. In Sec. V,
we then analyze the dynamics following losses that occur
at deterministic times and locations, identifying acces-
sible parameter regimes where the differences between
HCB and spinless fermions are significant and could be
engineered and observed using quantum gas microscopes
[29–31]. In Sec. VI, we study which of those features
identified in Sec. V survive under stochastic losses and
which of them vanish when the losses occur randomly,
providing local and spatially averaged quantities that can
be obtained through density measurements. Finally, in
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2Sec. VII we discuss our findings.
II. MODEL: FERMIONS AND HARD-CORE
BOSONS IN THE PRESENCE OF LOCAL
PARTICLE LOSS
In this section, we introduce a model for particle loss
in spinless fermions or hard-core bosons confined to move
along one direction of an optical lattice (and tightly con-
fined in the other two directions).
For fermions in the lowest Bloch band of the optical
lattice, the system is well described by a tight-binding
Hamiltonian(~ ≡ 1),
Hˆ = −J
∑
〈ij〉
aˆ†i aˆj , (1)
where 〈ij〉 indicates that the sum runs over all near-
est neighbours, the operator aˆ
(†)
i annihilates (creates) a
fermionic particle on the site i where nˆa,i = aˆ
†
i aˆi ∈ [0, 1]
is the fermionic number operator of the site i ∈ [1,M ],
where M is the lattice system size, and J is the tunnel-
ing amplitude in the lattice. The fermionic operators
obey the usual anticommutation rules,
{
aˆ
(†)
i , aˆ
(†)
j
}
=
0;
{
aˆi, aˆ
†
j
}
= δi,j .
An analogous model can be considered for the case of
hard-core bosons, for which the Hamiltonian can be seen
as a limiting case of the Bose-Hubbard Hamiltonian [32],
and is given by:
Hˆ = −J
∑
〈ij〉
bˆ†i bˆj , bˆ
2
l ≡ 0 , (2)
where the operator bˆ
(†)
i annihilates (creates) a bosonic
particle on the site i and nˆb,i = bˆ
†
i bˆi ∈ [0, 1] is the
bosonic number operator for the site i. In contrast
to the fermionic case, the bosonic creation/annihilation
operators obey usual commutation rules,
[
bˆ
(†)
i , bˆ
(†)
j
]
=
0;
[
bˆi, bˆ
†
j
]
= δi,j .
We can describe the dissipative dynamics of such sys-
tems in the presence of particle loss via a master equation
for the system density operator ρtot. The master equa-
tion arises on a microscopic level because in these atomic
physics systems we can usually make a Born-Markov ap-
proximation, justified by the existence of a single domi-
nant frequency for each process (given by the energy of
the lost atom for single-particle loss, and by the photon
frequency for dephasing due to light scattering [28]). The
resulting master equation is given by
dρ
dt
= −i
[
Hˆ, ρ
]
− 1
2
2M∑
m
γm(Jˆ
†
mJˆmρ+ρJˆ
†
mJˆm−2JˆmρJˆ†m) ,
(3)
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FIG. 1. (a) Diagram of a loss event in an optical lattice on
site i with probability γi. The density hole created will prop-
agate through normal tunneling processes and will delocalize
over time; (b) Evolution of the particle density for bosons nˆbi ,
fermions nˆfi and the normalised difference of these, ∆nˆi, as a
function of time. In this case, loss occurs on site i = 10 on
a lattice with M = 20 from an initial product state with a
single particle on each site, so a single sign is applied to the
fermionic wavefunction and both profiles remain identical, i.e.
∆nˆi = 0.
where Jˆm = aˆm(bˆm) form ∈ [1,M ] represents the loss of
a fermion (boson) on site m, Jˆm = nˆa,m(nˆb,m) form ∈
[M + 1, 2M ] describes the dephasing process and γm is
the decay amplitude for them-th dissipation channel that
will be different for dephasing and loss processes. The in-
clusion of dephasing, which is naturally present in exper-
imental realisations due to light scattering [3, 4, 9, 33],
will allow us to test whether any differences between spin-
less fermions and bosons are diminished by this form of
dissipation. Numerical solutions to the evolution of the
system will be discussed in subsequent sections.
Fig. 1 shows a schematic view of the density profiles
after a deterministic loss event in the middle site at t = 0,
beginning from an initial product state with one atom
on every lattice site. Because of the simple initial state
and the single loss process, the density distributions for
bosons and fermions as a function of time are identical,
i.e., the normalised difference,
∆nˆi =
nˆbi − nˆfi
nˆbi + nˆ
f
i
, (4)
where nˆbi = 〈nˆb,i〉 and nˆfi = 〈nˆa,i〉, is zero in this case.
In analysing different parameter regimes and identifying
differences between HCB and spinless fermions, we focus
particularly on this quantity in the following sections.
III. DIFFERENCES BETWEEN FERMIONS
AND BOSONS IN THE PRESENCE OF LOSS
Bosonic and fermionic atoms will behave differently in
the presence of dissipation as a result of the difference in
the sign of the wavefunction under exchange of particles.
One way to see this is to use a Jordan-Wigner trans-
formation to map each of these cases to spin operators
[19]. A single-species model for hard-core bosons can be
3directly rewritten as an equivalent spin-1/2 model, with
the spin states associated with each lattice site denoting
presence (|↑〉) or absence (|↓〉) of a particle on that site.
Because bosons commute, the mapping between particle
annihilation operators and spin lowering operators σˆ−l is
a direct replacement, bˆl → σˆ−l . However, the same map-
ping for fermions requires a sign determined by a string
operator in order to account for anti-commutation of the
annihilation operators with all other operators present in
the state description, aˆl → (−1)
∑
i<l nˆa,i σˆ−l .
It is clear that a loss event can thus affect the many-
body state differently for fermions and for hard-core
bosons. Our goal here is to identify whether there are
differences that can be extracted solely from the local
density distribution, nˆa/b,l, which translates the same
way into spin operators for bosons and fermions under a
Jordan-Wigner transformation, nˆa/b,l → σˆ+l σˆ−l . Indeed,
for unitary dynamics involving only onsite and nearest-
neighbour terms, the two cases, of spinless fermions and
HCB, are identical as all of the signs vanish.
The vanishing of these phases for fermions after the
transformation can be easily understood if we consider
that they arise in the first place due to the commuta-
tion of the annihilation operators with the rest of the
operators describing the state of the system. The lo-
cal density is proportional to a product of two operators
nˆa,i = aˆ
†
l aˆl, thus any phase that arises from the commu-
tation will cancel and nˆa,i = σˆ
+
l σˆ
−
l . Similarly, if we con-
sider terms that only include first-neighbour tunneling
aˆ†l aˆl±1 all signs will disappear; and so under local per-
turbations, the dynamics are identical for both species.
Physically, this arises because these local operators can-
not (for spinless fermions or HCB) exchange two parti-
cles that are present on different sites. However, in the
presence of loss, there is an additional sign from the com-
mutation of the operator to the respective site. This also
implies that (at least in this formalism) the loss operator
is in principle non-local for fermions.
IV. NUMERICAL METHODS AND THE
RELEVANCE OF SYSTEM SYMMETRIES
In order to determine the dynamics for up to tens of
lattice sites (which correspond to current experiments
[20–25]), we make use of tensor-network methods [34–
36]. These methods provide us with efficient tools to
compute the time evolution of both closed and open 1D
many-body systems through the time-evolving block dec-
imation (TEBD) algorithm [37]. In particular, open dy-
namics have been described through tensor networks by
mapping the density operator ρ to a matrix product oper-
ator (MPO) [38, 39]. Alternatively, the system evolution
can be computed using a quantum trajectory approach
[28] where we can map the density operator dynamics to
a stochastic sampling of pure-state evolutions in the form
of matrix product states (MPS).
When we consider the case of fermionic losses, the
string operator Nˆ<k = (−1)
∑
i<k nˆa,i is an expensive op-
erator to compute in terms of matrix product states, as
it is a highly non-local term and lacks a simple represen-
tation as an MPO. However, as shown recently [13], this
operator can be efficiently applied if we split our state
representation into parity conserving sectors. In a simi-
lar manner, we will benefit from making use of number
conserving sectors [40, 41], which optimise time evolu-
tion calculations for pure states implementing quantum-
trajectories techniques for the master equation [28].
In this particular case, we structure the matrix product
state in such a way that the storage scheme for the local
tensor Adi (with maximum bond dimension D) for site
i with local dimension di (in our case di = dim(ni) =
2) groups together the states that correspond to every
possible population quantum number to the left of site i.
In this way, the string operator reduces to a trivial value
N<k = ±1 depending on a number that we store for every
state in every site. As a result, the application of an
annihilation operator, representing a loss in the lattice,
becomes the application of a local operator multiplied by
a known phase.
Note that all the other terms appearing in the dynam-
ics [Eqs.(1)-(3)], both in the unitary and the dissipative
part, are either proportional to nˆa,i = aˆ
†
i aˆi, or propor-
tional to aˆ†i aˆi±1, with all string operators evaluating to
one as discussed in Sec. III. Thus, the only non-local
phase arises from the loss term that we have already
adapted. As a result, we can apply standard TEBD al-
gorithms to compute the time evolution and study the
dissipative dynamics through quantum trajectories effi-
ciently as all our terms become local.
Below we will first use these techniques to compute
the dynamics resulting from loss at a particular site and
a particular time. We then follow this by simulating a
master equation that describes loss processes that occur
at random during the dynamics.
V. DETERMINISTIC LOSSES
In this section we study the dynamics of the system
when we induce the loss of a particle starting from a par-
ticular initial state. This could be achieved in a quantum
gas microscope using single site addressing (freezing the
state by rapidly increasing the lattice depth, changing the
internal state, and removing the resulting atoms [30]), or
by making use of addressing with an electron beam [31].
Outside of the loss events, we compute the unitary evo-
lution of spinless fermions and hardcore bosons governed
by the Hamiltonians in Eq. (1) and Eq. (2). We first
consider the atoms to be in a product state and induce
a loss at t = 0 on site M0 = M/2. A second loss event
is then induced at a chosen time t = τ0 on site M0− δM ,
with δM a chosen lattice distance. We consider different
filling factors n0 = N0/M , where N0 is the initial num-
ber of particles and M is the number of lattice sites. In
particular, we will start both with a configuration con-
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FIG. 2. (a) Evolution of the difference in density distribution
∆nˆi for a system with M = 20, n0 = 1, D = 100, dt = 0.001,
J = 1, i = 0 (∀i), τ0 = 1, δM = 0; (b) Same as (a) with
τ0 = 2 and n0 = 0.5; (c) Same as (a) with τ0 = 2 and δM = 4;
(d) Same as (a) with τ0 = 2, n0 = 0.5 and δM = 4. These
calculations are performed beginning from a product state
with the corresponding densities indicated above: a single
particle on each lattice site (n0 = 1) or every odd site (n0 =
0.5).
sisting of a single atom per site (n0 = 1) and a charge
density wave state, with only odd sites occupied initially
(n0 = 0.5).
In Fig. 2, we present the difference in density distri-
bution ∆nˆi. We observe that the dynamical evolution of
the density of hardcore bosons and fermions is identical
up to the point of the second loss event. This occurs be-
cause the initial product state results in a single phase
being applied to the whole fermionic state N<M/2 = ±1,
as was shown in Fig. 1. However, when the second loss
occurs, the delocalisation of the initial hole results in a
superposition of different numbers of particles to the left
of any given site, and so the effect of the phase is non-
trivial. As a result, the densities of HCBs and spinless
fermions start to differ in a well-defined light-cone in a
ballistic manner. This is reminiscent of the spreading of
correlation functions we expect in this system [42]. In
the unit-filling regime (Fig. 2a and Fig. 2c), we observe
that only losses occurring close to the region where the
first one occurred (δM ∼ 0), i.e. where the population is
not still deeply in the unit-filling Mott phase, lead to a
significant difference between bosons and fermions, as it
is only in this case that the effects of the string opera-
tor are non-trivial. In the case of half filling (Fig. 2b and
Fig. 2d), as the particles are allowed to quickly delocalize,
the difference is greater in magnitude and the relevance
of the position, where the second loss occur, disappears.
In Fig. 3, we present the weighted difference in the
entanglement entropy ∆S =
SbvN−SfvN
SbvN+S
f
vN
, where S
b/f
vN =
−tr(ρb/f ln ρb/f ) at every bipartition of both the bosonic
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FIG. 3. (a) Evolution of the weighted difference in the entan-
glement entropy ∆S at every lattice bipartition for a system
with M = 20, n0 = 1, D = 100, dt = 0.001, J = 1, i = 0 (∀i),
τ0 = 1, δM = 0; (b) Same as (a) with τ0 = 2 and n0 = 0.5;
(c) Same as (a) with τ0 = 2 and δM = 4; (d) Same as (a)
with τ0 = 2, n0 = 0.5 and δM = 4. These calculations are
performed beginning from a product state with the corre-
sponding densities indicated above: a single particle on each
lattice site (n0 = 1) or every odd site (n0 = 0.5).
and fermionic systems. This is another indicator of the
differences in the dynamics, and can also be measured di-
rectly in quantum gas microscope experiments for both
fermions and HCBs [43–45]. After the losses occur we
observe regions with higher entropy for the bosonic case
as the non-local phase associated with the fermionic loss
permits a faster spreading of the entanglement along the
system. Note that now lattice configurations away from
unit filling (compare Fig. 3a and Fig. 3b) exhibit smaller
differences between fermions and bosons. This is due to
the fact that the higher mobility in the lattice contributes
to overall higher values of SvN for both species and we are
representing normalized differences. Similar to the case
of the density, losses that occur near the boundary of the
lattice (Fig. 3c,d) lead to a smaller observable difference
as the fermionic state is closer to a product state.
VI. NON-DETERMINISTIC LOSSES
While these differences between HCBs and spinless
fermions can be probed directly in experiments by in-
ducing losses at particular lattice sites and times, it is
important also to ask whether the difference is directly
observable when losses occur at random, for example,
via collisions with background gas or photon scattering
bursts [9]. In experiments, we also typically deal with
two other elements that we have not included up to now.
At finite interaction strengths between bosons, a nearest-
neighbour interaction term arises in second-order pertur-
bation theory, which we model by considering offsite in-
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FIG. 4. (a) Comparison of bosonic and fermionic evolution
of the middle site density 〈nM/2〉 for a system with M = 16,
n0 = 0.5, J = 1, γl = 0.01, γd = 0; numerical parameters
are dt = 0.001 and D = 200. The inset shows the total
particle number nT to provide some guidance over the evo-
lution of the total occupation in the lattice as losses occur.
(b) Same as (a) for the normalized total density fluctuations∑
i σni/M . These calculations are performed beginning from
a charge density wave at half-filling, with a particle on each
even-numbered site. Note that these functions are rapidly
oscillating, and that each point represents a snapshot of the
values on a randomly spaced grid in time. The data includes
statistical error bars, which are contained within the point
markers in most of the cases.
teractions of the form
∑
〈ij〉 Unˆinˆj . Also, we usually en-
counter some level of dephasing due to light scattering.
To properly investigate the effects of the latter in typ-
ical experiments, we compute the dissipative dynamics
in the presence of both losses (with amplitude γl) and
dephasing (with amplitude γd) for the same initial con-
figurations provided in the deterministic case. We focus
our interest again on quantities related to local densities
that can be measured in quantum gas microscopes, and
which would be identical for HCBs and spinless fermions
in the absence of losses.
In Fig. 4, we plot the evolution of different observables
for both fermions and bosons. Fig. 4a shows the local
density on the central site 〈nM/2〉, where the values for
the two species are measurably different. Specifically, we
observe that local densities experience significantly larger
amplitude oscillations in the fermionic case, and a sub-
stantial difference in the density profile persists over time.
In Fig. 4b, we compute the lattice average fluctuations∑
i σni =
∑
i(〈nˆ2i 〉 − 〈nˆi〉2). The first conclusion that we
can extract is that while fluctuations in local values ap-
pear to differ quite strongly, lattice averaging seems to
wash out the discrepancy. The simplest example of an
averaged quantity is the mean particle number per site,
which is shown in the inset of Fig. 4a, and simply corre-
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FIG. 5. (a) Comparison of bosonic and fermionic evolution
of the middle site density 〈nM/2〉 for a system with M =
16, n0 = 0.5, J = 1, dt = 0.001, γl = 0.01, γd = 0; (b)
same as (a) with γd = 0.01; (c) Comparison of bosonic and
fermionic evolution of the imbalance I with same parameters
as (a); (d) same as (c) with γd = 0.01. These calculations
are performed beginning from a charge density wave at half-
filling, with a particle on each even-numbered site. Note that
these functions are rapidly oscillating, and that each point
represents a snapshot of the values on a regularly spaced grid
in time.
sponds to an exponential decay with a rate γl. Although
the total fluctuations presented in Fig.4b are very simi-
lar, a particularly precise measurement could distinguish
these, as the fermionic case has a higher oscillation am-
plitude. However, to provide more realistic conditions
for measurements we consider a set of snapshots at ran-
domized time steps that mimic the measurement of local
densities in a quantum gas microscope. We observe that
at certain times, the measurement coincides with a peak
in the fermionic oscillations leading to a clear distinction
but overall the differences remain much smaller for this
lattice-averaged density fluctuation.
However, not all the global quantities suffer from the
averaging. To look at this further, we consider the total
odd-even site density imbalance,
I = nˆ
o − nˆe
nˆo + nˆe
, (5)
where nˆo/e =
∑M
i∈odd/even〈nˆi〉; the imbalance is a com-
monly considered variable in the context of many-body
localisation in cold atoms [46]. In Fig. 5, we show both
the local density on the central lattice site and the system
imbalance. We also analyze the robustness of both quan-
tities in the presence of dephasing. In the absence of this
source of dissipation, both quantities allow us to differ-
entiate between bosonic and fermionic dynamics as the
profiles are significantly separated. However, while the
differences in the local densities reduce at longer times,
the fermionic imbalance exhibits much larger oscillations
than the bosonic one and this feature persists over the
simulated length of time. We observe that the inclu-
sion of dephasing, corresponding to the values shown
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FIG. 6. Comparison of bosonic (dashed line) and fermionic
(solid line) evolution of the time-block averaged imbalance
I¯ =∑i+N∆ti |I(ti)|/N∆t for a system with M = 16, n0 = 0.5,
J = 1, dt = 0.001, N∆t = 300, γl = 0.01, γd = 0 and variable
offsite interaction strength U . The imbalance average drops
over time in the presence of interaction but remain distin-
guishable for both species. Inset: total density fluctuation for
the same parameters, included for the purpose of comparison.
Here, all lines overlap while we observe relevant differences in
the imbalance. These calculations are performed beginning
from a charge density wave at half-filling, with a particle on
each odd-numbered site.
in Fig. 5b,d, reduces this clear separation. Neverthe-
less, this reduction is much stronger in the local density,
whereas the even-odd imbalance seems to be more robust
to the presence of dephasing.
Finally, in Fig. 6 we investigate whether this imbalance
discrepancy remains robust in the presence of offsite in-
teractions. As the imbalance is a highly-oscillating func-
tion specially for the fermionic case, we present here a
time-block averaged imbalance I¯ =∑i+N∆ti |I(ti)|/N∆t,
where N∆t is the number of time points over which we
average. For the sake of clarity, the absolute value is re-
quired as the imbalance should average to zero after a
transient time much shorter than the timescale we sim-
ulate. As the interaction ramps up, the separation re-
duces between the fermionic and bosonic case. Never-
theless, the separation is still much greater than the one
we can observe from the total fluctuations of the den-
sity. From this analysis we can establish that the im-
balance – a global quantity related to local densities –
is robust to moderate interactions and to moderate de-
phasing at rates comparable to the losses, and provides
an interesting quantity with which to investigate differ-
ences between HCBs and spinless fermions also in the
case of randomized losses in space and time.
VII. SUMMARY AND OUTLOOK
In this article, we have investigated how quantities
that are related to the local density, and are experimen-
tally measurable in quantum gas microscopes, allow us
to distinguish between spinless fermions and hard-core
bosons in the presence of particle loss. In the absence
of loss, these quantities would in each case be identical
for fermions and bosons. We have shown that the under-
standing of loss is not only a relevant element towards the
correct description of the experimental conditions, but it
can also play an essential role as a tool to access infor-
mation about aspects of the closed-system dynamics.
In the future, understanding these processes could help
probe particular types of many-body effects. It is an
important ingredient to better understand the effects of
losses in optical lattice experiments, as well as to investi-
gate the effects of losses in the study of systems with slow
intrinsic time scales, e.g., many-body localised states in
the presence of dissipation.
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