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The first passage time (FPT) problem is studied for superstatistical models assuming that the
mesoscopic system dynamics is described by a Fokker-Planck equation. We show that all moments of
the random intensive parameter associated to the superstatistical approach can be put in one-to-one
correspondence with the moments of the FPT. For systems subjected to an additional uncorrelated
external force, the same statistical information is obtained from the dependence of the FPT-moments
on the external force. These results provide an alternative technique for checking the validity of
superstatistical models. As an example, we characterize the mean FPT for a forced Brownian
particle.
I. INTRODUCTION
Superstatistics is an approximation that allows to
modeling complex nonequilibrium system dynamics [1].
It applies when temporal or inhomogeneous spatial fluc-
tuations of the environment occur on a large time scale,
while the local system dynamics relaxes in a faster time
scale [2], staying in equilibrium for some time. Hence, its
dynamics follows from a double average (superstatistics)
consisting in a local equilibrium probability distribution
which in turn depends on a random intensive parameter
associated to the environment fluctuations. A central
feature of this approach is the possibility of modeling
non-Gibbsian equilibrium-like system distributions [3].
At the beginning of its formulation, superstatistics was
applied in the context of turbulent Lagrangian dynamics
[4–6]. Nevertheless, since that, it has been also used for
studying diverse kind of complex systems such as ultra-
cold gases [7], quantum entanglement in Ising-like models
[8], bacterial DNA architecture [9], migration of tumor
cells [10], plasma physics [11], nanoscale electromechani-
cal systems [12], work fluctuation theorems [13], and mar-
ket signals [14] just to name a few [15–21].
Many efforts were also devoted to deriving the super-
statistical approach from underlying descriptions such as
entropic principles [22–25], and dynamical ones based
on underlying Fokker-Planck equations that include the
intensive parameter as a stochastic dynamical variable
[26]. More recently, multiscale and hierarchical systems
[27, 28] were also proposed, as well as Langevin dynam-
ics with diffusing diffusivity [29]. Theoretical results of
these kinds are of relevance because they allow to ex-
ploring under which conditions superstatistical dynamics
may apply. With a similar motivation, the main goal of
this paper is to introduce an extra criterion for checking
the validity of superstatistical models. We study the first
passage time (FPT) problem for dynamics where this ap-
proach applies.
The FPT measures when a system of interest crosses
a given boundary or threshold value for the first time.
Its statistics has played an important role in many dis-
ciplines [30–33]. Its properties has been scarcely studied
in the context of the superstatistical approach [20]. We
show that the statistics of the FPT can be put in-one-
to-one correspondence with the statistics of the random
intensive parameter of the superstatistical model. The
same information can be obtained by driving the sys-
tem with an external uncorrelated force. Added to their
theoretical interest, these results provide an alternative
technique for measuring the underlying environment fluc-
tuations and checking in consequence the validity of a
superstatistical approximation.
The paper is outlined as follows. In Sec. II we calculate
the FPT statistics for both unforced and forced Fokker-
Planck dynamics. In Sec. III we apply the main results to
a superstatistical (forced) Brownian particle. Sec. IV is
devoted to the conclusions. Calculus details that support
the main results are found in the Appendixes.
II. SUPERSTATISTICAL MODEL AND FIRST
PASSAGE TIME STATISTICS
The FPT problem is sets by a domain D and its fron-
tier ∂D, which defines the first passage condition. In
an “experimental setup,” the domain D may be fixed in
“space” or alternatively, it may be located following the
“system position.” The system relaxes in a faster time
scale. Thus, inside the domain D, and during the mea-
surement of the FPT, we can assume that the environ-
ment is characterized by a (random) time-independent
“intensive parameter” β, which modifies the system dy-
namics. We consider a system of arbitrary dimensional-
ity, and assume that its mesoscopic local dynamics (dur-
ing the measurement time) is described by a probability
distribution Pt(y|x) which obeys a Fokker-Planck equa-
tion
∂
∂t
Pt(y|x) = 1
β
L0Pt(y|x). (1)
2Here, L0 is the Fokker-Planck differential operator, where
y labels the relevant system coordinate, while x ∈ D is
its value at the initial time t0 = 0.
The previous description is consistent if each measure-
ment of the FPT is performed at separate time intervals
larger than the correlation time of the environment fluc-
tuations. Thus, in agreement with the superstatistical
approach [29], the value of β in each measurement as-
sumes a different random value. It probability density
p(β) remains unspecified.
As is well known, for stochastic processes that obey a
Fokker-Planck equation, the mean FPT obey a differen-
tial equation, named as Dynkin equation [34]. It is de-
fined by the adjoint Fokker-Planck operator, where the
spatial coordinate labels the initial system position [31–
33]. Hence, for each “realization” of β, the mean FPT
T (1)(x) obeys
β−1L†0T
(1)(x) = −1, (2)
where L†0 is the adjoint Fokker-Planck differential oper-
ator. This equation must to be solved for x ∈ D, where
the domain D and its frontier ∂D define the first passage
condition. Hence, T (1)(∂D) = 0. By denoting the average
over p(β) with 〈· · · 〉, the previous equation straightfor-
wardly leads to
L
†
0〈T (1)(x)〉 = −〈β〉. (3)
Hence, the mean FPT is the same than in the absence
of β-fluctuations, but with an effective value β → 〈β〉.
Now, we explore if a similar relation is valid for higher
moments of the FPT.
In general, higher moments T (n)(x) obey the recur-
rence relation [31, 33]
β−1L†0T
(n)(x) = −nT (n−1)(x). (4)
Given that T (n)(x) and β are correlated, in this case
averaging with p(β) is not a trivial task. Techniques
arising in disordered systems [35, 36] may be proposed
for performing the average. Nevertheless, a simpler so-
lution is available. First, we notice that Eq. (4) can
formally be solved as (L†0)
nT (n)(x) = (−1)nn!βn, where
the boundary conditions of this differential equation are
(L†0)
mT (n)(∂D) = 0, ∀m ≤ n. This solution says us that
T (n)(x) only depends on βn. Hence, averaging over β be-
comes an easy task,
(L†0)
n〈T (n)(x)〉 = (−1)nn!〈βn〉. (5)
This result generalizes Eq. (3). It gives us one of the
central results of this paper: as the n-moment 〈T (n)(x)〉
of the FPT only depends on the n-moment of 〈βn〉, their
measurement allows to determine the full statistic (mo-
ments) of the random intensive parameter β. The de-
pendence on x only takes into account the geometry of
the problem. Notice that the previous equation can be
rewritten as
〈T (n)(x)〉 = T (n)(x)|βn→〈βn〉. (6)
Hence, any moment 〈T (n)(x)〉 can be obtained from
the standard solution T (n)(x) under the replacement
βn → 〈βn〉. In contrast with Eq. (5), this result, jointly
with Eq. (4), provides a simpler technique for calculating
〈T (n)(x)〉.
External forcing
Now, we consider that an external driving force is ap-
plied over the system. This situation is of interest from
an experimental point of view. In fact, the external force
may delay the exit time, or even it may “localize” the
system in the surroundings of the domain D.
We assume that the external force has not any cor-
relation with the environment fluctuations. Hence, the
Fokker-Planck equation becomes
∂
∂t
Pt(y|x) = (εLf + β−1L0)Pt(y|x). (7)
Here, Lf is the contribution induced by the external
force, while the parameter ε measures its strength. For
each value of β, the FPT n-moments T (n)(x) obey the
equation
(εL†f + β
−1
L
†
0)T
(n)(x) = −nT (n−1)(x). (8)
In this case, averaging over β is also a nontrivial task
[36]. Nevertheless, as in the previous case, Eq. (8) can
formally be solved as
(εL†f + β
−1
L
†
0)
nT (n)(x) = (−1)nn!. (9)
For solving this equation we propose a series solution in
the strength force, T (n)(x) =
∑∞
j=0 ε
jβn+jτj(x), where
the set of functions {τj(x)}∞j=0 (defined for each n) satisfy
the same boundary conditions than T (n)(x). This series
expansion implies that the set of functions {τj(x)}∞j=0 do
not depend on β (Appendix A). Thus, we arrive to the
second main result,
〈T (n)(x)〉 =
∑∞
j=0
εj〈βn+j〉τj(x). (10)
This expression demonstrates that all moments 〈βn〉 can
alternatively be determined by studying the dependence
of 〈T (n)(x)〉 on the force strength ε. On the other hand,
notice that the functions {τj(x)}∞j=0 are the same that
arise for a deterministic value of β. They only depend on
the geometry and symmetries of the problem.
From Eq. (10), for the mean FPT we get
〈T (1)〉(x)=〈β〉τ0(x) + ε〈β2〉τ1(x) + ε2〈β3〉τ2(x) + · · · ,
(11)
where the functions {τj(x)}∞j=0 satisfy (Appendix A)
L
†
0τ0(x) = −1, L†0τj(x) = −L†fτj−1(x), (12)
which in fact do not depend on β.
3III. SYMMETRICALLY-FORCED BROWNIAN
MOTION
The previous results are valid for models defined with
arbitrary Fokker-Planck operators L0 and Lf . In order to
exemplify how they apply, we consider a diffusive particle
whose velocity relaxes in a faster time scale when com-
pared with the environment fluctuations. Thus, in the
last time scale, its position performs a Brownian motion
[31–33]. In addition, we consider that an external un-
correlated constant force, F(x) = εn, is applied over it.
The (unit) vector n gives its direction in space. In con-
sequence, the probability density Pt(y|x) for its position
y obeys the (Smoluchowski) Fokker-Planck equation
∂
∂t
Pt(y|x) = (ε∇ · n+ β−1∇2)Pt(y|x), (13)
where Lf = ∇ and L0 = ∇2 are the gradient and
Laplacian operators in dimension d = 1, 2, 3. Notice that
for this dynamics, β−1 becomes the diffusion coefficient.
Therefore, β may be associated with inverse-temperature
fluctuations of the environment.
The Dynkin equation for the mean FPT becomes
(εn · ∇+ β−1∇2)T (1)(x) = −1. (14)
For simplifying and showing the main features of the
problem, we consider symmetrical domains and forces
that do not break their symmetry. Hence, in d = 2, 3 the
domain D is the inner region of a circle and a sphere of
radius R respectively. The force is radial in both cases,
which defines the direction n. In d = 1, for mimicking the
higher dimensional cases, a reflecting boundary is taken
at the origin. In all cases, the only relevant (radial) ini-
tial coordinate is denoted with ρ. Hence, the frontier ∂D
is taken into account through the absorbing boundary
condition T (1)(ρ = R) = 0.
The solution of Eq. (14) for arbitrary ε and β can be
found in an exact way (Appendix B). After performing
a series expansion in ε and averaging over β, we get the
exact expression
〈T (1)(ρ)〉 =
∞∑
n=1
(−1)n+1
rd(n)
εn−1〈βn〉(Rn+1 − ρn+1), (15)
where the function rd(n), depending on the space di-
mension (d = 1, 2, 3), read r1(n) = (n + 1)n!, r2(n) =
(n + 1)(n + 1)!, and r3(n) = (n + 1)(n + 2)!/2 respec-
tively. We notice that Eq. (15) is consistent with the
general result (11). In the limit ε≪ 1, it follows
〈T (1)(ρ)〉 ≃ 〈β〉
a
(R2 − ρ2)− ε 〈β
2〉
b
(R3 − ρ3), (16)
where the pairs of constants (a, b), depending on the
space dimension (d = 1, 2, 3), read (2, 6), (4, 18), and
(6, 36) respectively.
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FIG. 1: Mean first passage time (mFPT) 〈T (1)(ρ)〉 in presence
of a constant uncorrelated radial force in 3D [Eq. (15)] and
Gamma distributed β−fluctuations [Eq. (17)]. T (1)(ρ) is the
solution in absence of fluctuations, p(β) = δ(β − 〈β〉). Time
is measured in units T0 = 〈β〉R
2/6. (a) Dependence on the
initial position ρ, for negative (circles), null (dotted line), and
positive (squares) forces. The parameters fulfill |ε|〈β〉R = 0.7.
(b) Dependence with the external dimensionless force ε〈β〉R
at the initial position ρ = 0.
In Fig. 1 we plot the mean FPT 〈T (1)(ρ)〉 [Eq. (15)]
for a 3D Brownian particle, in the case in which the
β−fluctuations are Gamma distributed [2],
p(β) =
1
Γ(α)
(
α
〈β〉
)α
βα−1 exp
(−αβ
〈β〉
)
, (17)
with α = 3/2. The moments are
〈βn〉 = 2nΓ(α+ n)
Γ(α)
( 〈β〉
2α
)n
. (18)
In addition, we plot the solution in absence of fluctu-
ations p(β) = δ(β − 〈β〉), which is denoted as T (1)(ρ).
Time is measured in units of T0 = 〈β〉R2/6, which cor-
responds to the mean FPT starting at the origin in the
undriven 3D case, Eq. (16) with ρ = 0 and ε = 0 respec-
tively.
In Fig. 1(a) we observe that, for any particular initial
condition ρ, with respect to the undriven case (dotted
line) a decreasing (increasing) of the mean FPT is ob-
served for outward (ε > 0, squares) (inwards, ε > 0,
circles) radial forces. These two behaviors are expected
ones. Nevertheless, we notice that a crossover between
〈T (1)(ρ)〉 and T (1)(ρ) occurs when the force change of
sign. In fact 〈T (1)(ρ)〉 ≷ T (1)(ρ) for ε ≶ 0. This effect is
independent of the specific value of ε, property confirmed
in Fig. 1(b). In this case, we plot the same objects as
a function of the dimensionless force ε〈β〉R at the initial
condition ρ = 0.
The crossover induced by the environment fluctuations
(Fig. 1) can be quantified from Eq. (16), which gives
〈T (1)(ρ)〉 − T (1)(ρ) ≃ −ε[〈β2〉 − 〈β〉2]τ1(ρ), (19)
where τ1(ρ) = (R
3 − ρ3)/36. Thus, the crossover around
small forces is governed by the cumulant 〈β2〉−〈β〉2. This
result gives us a procedure for checking the environment
fluctuations. From the undriven dynamics it is possible
4to determine 〈β〉. By subjecting the system to a small
constant force the mean FPT allows to measure the en-
vironment quadratic fluctuations. In fact, in the forced
case, 〈T (1)(ρ)〉 cannot be fit with the single parameter
〈β〉. From Eq. (15) we deduce that higher n-orders in ε
are weighted by [〈βn〉 − 〈β〉n]. Thus, the crossover gives
us direct information about all centered moments of the
bath fluctuations.
We remark that the previous results do not depend
on the specific studied model. In fact, Eq. (19) re-
mains valid in general. The only change is the term
τ1(ρ) which takes into account the force and geometry
of the problem. For example, the same behaviors such as
those shown in Fig. 1 also arise for radial harmonic forces
F(x) = εx and Coulomb-like ones F(x) = εf(|x|)x/|x|,
where f(|x|) = 1/|x|d−1, and d = 2, 3 is the space dimen-
sionality (Appendix B).
Forces that depend on position, as the previous ones,
may be implemented at a fixed position in space. Never-
theless, one may also be interested in tracking the parti-
cle position while it diffuses in different spatial regions of
the environment. Thus, the successive domains D should
be chosen around the (time-dependent) particle position.
In this case, a homogeneous force along space may be
the more appropriate one, while D may be chosen as a
“square” surrounding the particle in each FPT measure-
ment. This case can be analytically characterized, and
also confirms the proposed approach (Appendix C). In
fact, the previous results and conclusions remain valid
independently of the nature of the experimental setup
chosen for measuring the FPT.
We based our analysis on Eq. (13), which applies when
the environment induces diffusion coefficient (tempera-
ture) fluctuations. Alternatively, the environment may
induce fluctuations in the dissipative coefficient of the
velocity dynamics. For the particle position it becomes a
global multiplicative constant [31–33]. After a redefini-
tion of the parameters, its description can be recovered
from Eq. (13) under the replacement ε→ εβ−1. In conse-
quence, the Dynkin equation (14) assumes the structure
given by Eq. (2). The mean FPT can therefore be writ-
ten as
〈T (1)(ρ)〉 = 〈β〉
∞∑
n=1
(−1)n+1
rd(n)
εn−1(Rn+1 − ρn+1). (20)
Comparing this expression with Eq. (15), we realize that
the measurement of the mean FPT in the forced case
allows, in addition, to discriminate between both situa-
tions, that is, diffusion versus dissipative coefficient fluc-
tuations. This property is also valid for arbitrary exter-
nal forces.
IV. SUMMARY AND CONCLUSIONS
We have characterized the FPT problem for supersta-
tistical models where the mesoscopic local system dy-
namics is described by a Fokker-Planck operator. In the
first case, the (slow) environmental fluctuations are taken
into account by an intensive parameter that affects the
total system dynamics. It was shown that all moments
of the random intensive parameter can be put in one-
to-one correspondence with the moments of the FPT. In
addition, in the second case, it was shown that the same
statistical information can be obtained by subjecting the
system to an external force that is independent of the
environment fluctuations. The approach was exemplified
with the paradigmatic case of a superstatistical (forced)
Brownian particle. In the independent force case, de-
pending on its action, a crossover between the mean FPT
in presence and absence of environmental fluctuations is
observed. Furthermore, we showed that external driv-
ing forces allows to discriminate between diffusion and
dissipative coefficient fluctuations. These properties are
a fingerprint of the environment fluctuations which are
found whenever a superstatistical approach applies.
The obtained results provide two complementary ex-
perimental methods for checking the consistence of the
hypothesis (spatiotemporal scales) under which a super-
statistical modeling may applies. In fact, the super-
statistical approach leads to a precise structure of the
FPT problem that goes beyond the possible consistence
with stationary non-Gibbsian equilibrium-like distribu-
tions. Given the present technological advances in single
particle tracking, as well as the possibility of processing
measurement signals of diverse complex systems, the de-
veloped results provide a theoretical tool that may be of
relevance in different realistic experimental setups.
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Appendix A: Solution for the first passage n-moment
Here, we demonstrate that the n-moment of the first
passage time (FPT) T (n)(x), in the forced case, can be
expressed as the series expansion
T (n)(x) = βnτ0(x) + εβ
n+1τ1(x) + ε
2βn+2τ2(x) + · · · ,
(A1)
which lead to Eq. (10). T (n)(x) satisfies the recursive
relation
(εL†f + β
−1
L
†
0)T
(n)(x) = −nT (n−1)(x), (A2)
which is formally solved by
(εL†f + β
−1
L
†
0)
nT (n)(x) = (−1)nn!. (A3)
The differential operator is rewritten as
(εL†f + β
−1
L
†
0)
n =
∑n
i=0
εi
βn−i
Si, (A4)
5where {Si}ni=0 are operators that can be written in
terms of L†0 and L
†
f . Applying the previous expression
to Eq. (A1), after solving each order in the ε, Eq. (A3)
leads to a set of consistent equations for the functions
{τj(x)}∞j=0. We explicitly get
S0[τ0(x)] = (−1)nn!, (A5)
while for 1 ≤ i < n∑i
j=0
Sj [τi−j(x)] = 0, 1 ≤ i < n. (A6)
For i ≥ n it follows∑n
j=0
Sj [τi−j(x)] = 0, n ≤ i. (A7)
These set of equations do not include the parameter β.
Therefore, the series Eq. (A1) gives a consistent solu-
tion of Eq. (A3). In fact, after solving τ0(x) one can
obtain τ1(x), and so on. The posterior average over β is
straightforward.
For n = 1, after taking S0 = L
†
0 and S1 = L
†
f , the
previous relations lead to
L
†
0τ0(x) = −1, L†0τj(x) = −L†fτj−1(x). (A8)
For n = 2, the equations are
S0[τ0(x)] = 2, (A9)
while for τ1(x)
S0[τ1(x)] + S1[τ0(x)] = 0. (A10)
For τj(x) with j ≥ 2,
S0[τj(x)] + S1[τj−1(x)] + S2[τj−2(x)] = 0. (A11)
The operators are
S0 = (L
†
0)
2, S1 = L
†
0L
†
f +L
†
fL
†
0, S2 = (L
†
f )
2. (A12)
Appendix B: Exact solutions for the mean FPT for
radial forces
In presence of radial forces, F(x) = εf(|x|)x/|x|, the
Fokker-Planck equation is (uncorrelated force)
∂
∂t
Pt(y|x) =
(
ε∇· y|y|f(|y|) + β
−1∇2
)
Pt(y|x). (B1)
Dynkin equation hence becomes(
εf(|x|) x|x| · ∇+ β
−1∇2
)
T (1)(x) = −1. (B2)
This equation can be solved for different space depen-
dences f(|x|) and configurations of interest. In each case,
the parameter ε changes its units.
1. Constant radial forces
For constant radial forces, it follows f(|x|) = 1. Solu-
tions of Dynkin equation depend on the space dimension-
ality and the chosen domain D.
a. Mean FPT in 1D
In the unidimensional case the Brownian particle
moves on a line. Its position is denoted by ρ. Eq. (B2)
becomes
ε
∂T (1)(ρ)
∂ρ
+ β−1
∂2T (1)(ρ)
∂ρ2
= −1. (B3)
We consider the passage problem in the domain
D = [0, R]. Hence, T (1)(R) = 0. For simplicity,
we consider that the origin is a reflecting boundary
∂T (1)(ρ)/∂ρ|ρ=0 = 0. In addition, this election mimics
the boundary conditions in higher dimensions.
By a direct integration, and after imposing the bound-
ary conditions, the solution of (B3) can be written as
T (1)(ρ) =
1
ε
(R − ρ)− 1
ε
∫ R
ρ
exp[−εβρ′]dρ′. (B4)
By performing a series expansion of the integral contri-
bution, terms proportional to (1/ε) cancels out, while the
remaining ones recover Eq. (15).
b. Mean FPT in 2D
In the plane, the domain D is taken as a circle of radius
R. The external force is directed in the radial direction,
whose coordinate is denoted by ρ. Given the symmetry
of the problem, Eq. (B2) is
ε
∂T (1)(ρ)
∂ρ
+
β−1
ρ
∂
∂ρ
(
ρ
∂T (1)(ρ)
∂ρ
)
= −1. (B5)
This equation can be solved by finding two homoge-
neous solutions, Y1(ρ) and Y2(ρ), and writing a partic-
ular one Yp(ρ) as a function of them [37], given rise to
T (1)(ρ) = c1Y1(ρ) + c2Y2(ρ) + Yp(ρ). We get Y1(ρ) = 1,
Y2(ρ) =
∫ ρ
dρ′ exp(−εβρ′)/ρ′, and Yp(ρ) = −ε−1[ρ −
(εβ)−1 ln(ρ)]. The two indeterminate constants, c1 and
c2, are chosen for satisfying the boundary condition
T (1)(R) = 0 and for avoiding a divergence at the origin.
The solution then reads
T (1)(ρ) =
1
ε
(R− ρ)− 1
ε2β
∫ R
ρ
1− exp[−εβρ′]
ρ′
dρ′. (B6)
By performing a series expansion of the integral contri-
bution, Eq. (15) is recovered.
6c. Mean FPT in 3D
In the three dimensional case, the domain D is taken as
a sphere of radius R. Given the symmetry of the problem,
the solution only depends on the radial coordinate ρ. The
Dynkin differential equation becomes [Eq. (B2)]
ε
∂T (1)(ρ)
∂ρ
+
β−1
ρ2
∂
∂ρ
(
ρ2
∂T (1)(ρ)
∂ρ
)
= −1, (B7)
with boundary condition T (1)(R) = 0. The solution
can be found as in the two-dimensional case, T (1)(ρ) =
c1Y1(ρ) + c2Y2(ρ) + Yp(ρ), with Y1(ρ) = 1, Y2(ρ) =∫ ρ
dρ′ exp(−εβρ′)/(ρ′)2, and Yp(ρ) = ε−3β−2[2ρ−1 +
2(εβ) ln(ρ)− (εβ)2ρ]. The exact solution is
T (1)(ρ) =
1
ε
(R−ρ)−2β
2
ε3
∫ R
ρ
exp[−εβρ′]− (1− εβρ′)
ρ′2
dρ′.
(B8)
By performing a series expansion of the integral contri-
bution, Eq. (15) is recovered.
2. Harmonic radial forces
Here, we consider harmonic radial forces, f(|x|) = |x|.
a. Mean FPT in 2D
In this case, the domain D is also taken as a circle of
radius R. Given the symmetry of the problem, Eq. (B2)
is
ερ
∂T (1)(ρ)
∂ρ
+
β−1
ρ
∂
∂ρ
(
ρ
∂T (1)(ρ)
∂ρ
)
= −1. (B9)
Notice that this expression follow from Eq. (B5) un-
der the replacement ε → ερ. The boundary condition is
T (1)(R) = 0.
The homogeneous solutions of Eq. (B9) are Y1(ρ) = 1,
and Y2(ρ) =
∫ ρ
dρ′(1/ρ′) exp(−εβρ′2/2). The particular
one is Yp(ρ) = − ln(ρ)/ε. After imposing the boundary
condition, we get the exact solution
T (1)(ρ) =
1
ε
∫ R
ρ
1− exp[−εβρ′2/2]
ρ′
dρ′. (B10)
By performing a series expansion of the integral contribu-
tion, and after performing the average over β, it follows
the series
〈T (1)(ρ)〉 =
∞∑
n=1
(−1)n+1
r2(n)
εn−1〈βn〉(R2n − ρ2n). (B11)
Here, r2(n) = 2
n+1n!n. In the limit ε≪ 1, we get
〈T (1)(ρ)〉 ≃ 〈β〉
4
(R2 − ρ2)− ε 〈β
2〉
32
(R4 − ρ4). (B12)
b. Mean FPT in 3D
The domain D is a sphere of radius R. Given the sym-
metry of the problem, Dynkin equation (B2) becomes
ερ
∂T (1)(ρ)
∂ρ
+
β−1
ρ2
∂
∂ρ
(
ρ2
∂T (1)(ρ)
∂ρ
)
= −1, (B13)
with boundary condition T (1)(R) = 0. This equation can
be read from Eq. (B7) under the replacement ε→ ερ.
The homogeneous solutions of Eq. (B13) are Y1(ρ) =
1, and Y2(ρ) =
∫ ρ
dρ′(1/ρ′2) exp(−εβρ′2/2). The partic-
ular one is Yp(ρ) = −β
∫ ρ
dρ′[̥(ρ′)/ρ′2] exp(−εβρ′2/2),
where the function ̥(ρ) is defined by the relation
d
dρ
̥(ρ) = ρ2 exp
(
εβρ2
2
)
. (B14)
The solution Y2(ρ) is divergent at the origin. Thus, the
final exact solution of Eq. (B13) can be written as
T (1)(ρ) = β
∫ R
ρ
exp[−εβρ′2/2]
ρ′2
̥(ρ′)dρ′. (B15)
For performing a series expansion in ε, first we note that
̥(ρ), from Eq. (B14), can be written as
̥(ρ) =
∞∑
n=0
εnβnρ2n+3
2nn!(2n+ 3)
. (B16)
By inserting this expression into Eq. (B15), developing
in series the exponential factor, and after performing the
average over β, we get
〈T (1)(ρ)〉 =
∞∑
n=1
(−1)n+1
r3(n)
εn−1〈βn〉(R2n − ρ2n). (B17)
Here, r3(n) = (2n)!(1 + 2n)/[2
n−1(n− 1)!]. For ε≪ 1,
〈T (1)(ρ)〉 ≃ 〈β〉
6
(R2 − ρ2)− ε 〈β
2〉
60
(R4 − ρ4). (B18)
In deriving Eq. (B17) we have used the product se-
ries result:
∑∞
i=0 aix
i
∑∞
j=0 bjx
j =
∑∞
k=0 ckx
k, with co-
efficient ck =
∑k
s=0 asbk−s. Furthermore, the addition∑n
s=0(−1)s[s!(2s+3)(n−s)]−1 =
√
pi/[4Γ(n+ 52 )], jointly
with Γ(n+ 1) = nΓ(n) and Γ(12 + n) =
√
pi(2n)!/(4nn!),
where Γ(x) is the Gamma function [38].
3. Coulomb-like forces
Here, we consider radial forces whose strength change
in space as Coulomb electrical forces do.
7a. Mean FPT in 2D
As an underlying physical model, we consider an elec-
tric charge uniformly distributed on a (effectively infi-
nite) cylinder of radius Ra. The charge generates an elec-
trical field (force) which, over the plane perpendicular to
the cylinder, is directed in the radial direction. Its am-
plitude decay as f(ρ) = 1/ρ. It is assumed that diffusion
in the direction parallel to the cylinder axe can be disre-
garded. Thus, the problem is a bidimensional one. The
domain D is taken as a circle of radius Rb > Ra. Given
the symmetry of the problem, Eq. (B2) becomes
ε
ρ
∂T (1)(ρ)
∂ρ
+
β−1
ρ
∂
∂ρ
(
ρ
∂T (1)(ρ)
∂ρ
)
= −1. (B19)
This expression follows from Eq. (B5) under the re-
placement ε → ε/ρ. We consider that the Brown-
ian particle cannot diffuse inside the cylinder. Hence,
(∂/∂ρ)T (1)(ρ)|ρ=Ra = 0. Furthermore, T (1)(Rb) = 0.
The homogeneous solutions of Eq. (B19) are Y1(ρ) =
1, and Y2(ρ) = ρ
−εβ , while the particular one reads
Yp(ρ) = −ρ2/[2(2β−1+ε)]. After imposing the boundary
conditions it follows (Ra ≤ ρ ≤ Rb),
T (1)(ρ) =
(R2b − ρ2)
2(2β−1 + ε)
+
β−1R2+εβa
ε(2β−1 + ε)
(R−εβb − ρ−εβ).
(B20)
In the limit Ra → 0, it reduces to (Rb → R)
T (1)(ρ) =
(R2 − ρ2)
2(2β−1 + ε)
. (B21)
This last solution is only valid for ε > −β/2, while for
ε ≤ −β/2 a divergence is obtained, T (1)(ρ) = ∞. This
singular property follows because for ε ≤ −β/2 the origin
lead to a non-regular boundary condition [32, 33].
By performing a series expansion in ε, both Eq. (B20)
and (B21) confirm the series expansion found in the
manuscript. For the former one, we get
〈T (1)(ρ)〉 ≃
[
R2b − ρ2
4
+
R2a ln(
ρ
Rb
)
2
]
〈β〉 − ε〈β2〉 (B22)
×
{
R2b − ρ2
8
+
R2a ln(
ρ
Rb
)[1 + ln(Rbρ
R2
a
)]
4
}
,
while for the last one it follows
〈T (1)(ρ)〉 ≃ (R
2 − ρ2)
4
(
〈β〉 − ε 〈β
2〉
2
+ ε2
〈β3〉
4
· · ·
)
.
(B23)
b. Mean FPT in 3D
In this example, the electric charge is uniformly dis-
tributed on a sphere of radius Ra. This distribution gen-
erates a radial force with intensity f(ρ) = 1/ρ2. The do-
main D is taken as a sphere of radius Rb > Ra. Given
the symmetry of the problem, Eq. (B2) becomes
ε
ρ2
∂T (1)(ρ)
∂ρ
+
β−1
ρ2
∂
∂ρ
(
ρ2
∂T (1)(ρ)
∂ρ
)
= −1, (B24)
which can be read from Eq. (B7) under the replace-
ment ε→ ε/ρ2. Given that the particle cannot diffuse in-
side the sphere, it follows (∂/∂ρ)T (1)(ρ)|ρ=Ra = 0, while
T (1)(Rb) = 0.
The solution of Eq. (B24) can be written as
T (1)(ρ) = c1 + c2 exp(εβ/ρ) +
(ερ− β−1ρ2)
6β−2
+
ε2 exp(εβ/ρ)
6β−3
Ei(−β/ρ), (B25)
where Ei(z) ≡ −
∫∞
−z
dt exp[−t]/t is the exponential inte-
gral function. The undetermined constants c1 and c2 can
be obtained after imposing the boundary conditions. We
notice that in the case Ra = 0, for avoiding a divergence
at the origin, the constant c2 must to vanishes. In this
limit case, only solutions for ε > 0 are admissible, while
T (1)(ρ) =∞ for ε < 0.
A series expansion in the parameter ε of Eq. (B25)
leads
〈T (1)(ρ)〉 ≃
[
R2b − ρ2
6
− R
3
a(Rb − ρ)
3Rbρ
]
〈β〉 − ε〈β2〉 (B26)
×
{
(Rb − ρ)[R2bρ2 +R3a(Rb + ρ)− 3R2aRbρ]
6R2bρ
2
}
.
For Ra = 0, Rb → R, the previous result reduces to
〈T (1)(ρ)〉 ≃ 〈β〉 (R
2 − ρ2)
6
− ε 〈β
2〉
6
(R− ρ), (B27)
expression valid for ε > 0.
Appendix C: Exact solutions for the mean FPT for
spatially homogeneous forces
In this example the force is spatially homogeneous. We
consider a 2D problem, where the coordinates are (x, y).
The domain D is taken as a square of length L, one of its
vertices being located at the origin of coordinates. The
force is directed in the x-direction. Hence, the Dynkin
equation becomes[
β−1
(
∂2
∂x2
+
∂2
∂y2
)
+ ε
∂
∂x
]
T (1)(x, y) = −1, (C1)
with T (1)(0, y) = T (1)(L, y) = T (1)(x, 0) = T (1)(x, L) =
0. This equation can be solved by proposing the solution
T (1)(x, y) =
∞∑
m=1
am sin(kmy)fm(x), (C2)
8where km = mpi/L, while the coefficients {am} are de-
fined by the relation
∞∑
m=1
am sin(kmy) = 1, y ∈ (0, L), (C3)
leading to am = 4/(mpi) for odd m, while am = 0 for
even m. Inserting Eq. (C2) into Dynkin equation (C1) it
follows[
β−1
(
∂2
∂x2
− k2m
)
+ ε
∂
∂x
]
fm(x) = −1. (C4)
The solution of this differential equation is
fm(x) =
β
k2m
+ b+e
w+x + b−e
w
−
x, (C5)
where w± are the solutions of [β
−1(w2 − k2m) + εw] = 0.
The coefficients b± are chosen such that the boundary
conditions fm(0) = fm(L) = 0 are fulfilled. Extension
of the solution (C2) to 3D is straightforward from the
previous calculation steps, k2m → k2m + k2n, where kn =
npi/L introduces the discretization in the z−direction.
For small forces, after performing the average over β,
from Eq. (C2) we get
〈T (1)〉(x, y)≃〈β〉τ0(x, y) + ε〈β2〉τ1(x, y) + ε2〈β3〉τ2(x, y),
(C6)
where the auxiliary functions can be written as
τi(x, y) =
∞∑
m=1
sin(kmy)g
(i)
m (x). (C7)
The addition is over odd m, while
g(0)m (x) =
4L2
(mpi)3
{
1− cosh
[
mpi
2
(
1− 2 x
L
)]
cosh
[
mpi
2
]
}
, (C8)
jointly with
g(1)m (x) =
L2
(mpi)3
[coth(mpi) − 1]e−mpixL [(L− x) (C9)
× (empi − empi(L+2x)L ) + x(e2mpi − e 2mpixL )
]
.
This function vanishes at x = L/2, g
(1)
m (L/2) = 0. This
fact follow from the symmetries of the problem. Only
for this single segment, x = L/2, 0 < y < L, the first
correction to Eq. (C6) is order ε2. The geometrical factor
is
g(2)m (L/2) = L
4
[
2 tanh
(
mpi
2
)−mpi]
8m4pi4 cosh(mpi2 )
. (C10)
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