T oday, dense network deployment is being considered as one of the effective strategies to meet the capacity and connectivity demands of the fifth-generation (5G) cellular system. Among several challenges, energy consumption will be a critical consideration in the 5G era. In this direction, base station (BS) on/off operation (sleep mode) is an effective technique for mitigating the excessive energy consumption in ultradense cellular networks. However, the current implementation of this technique is unsuitable for dynamic networks with fluctuating traffic profiles because of coverage constraints, quality-of-service (QoS) requirements, and hardware switching latency.
To address this, we propose an energy/load proportional approach for 5G BSs with control/data plane separation. The proposed approach depends on a multistep sleep mode profiling and predicts the BS vacation time in advance. Such a prediction enables selecting the best sleep mode strategy while minimizing the effect of BS activation/reactivation latency, resulting in significant energy savings. 
An Opportunity for Energy Savings
Energy-saving technologies for cellular communications systems have recently received a great deal of attention in the context of growing energy demand and increasing energy prices. Many international research projects on energy saving have sprung up over the past decade-e.g., GreenTouch, Energy Aware Radio and Network Technologies (EARTH), and Mobile VCE's Green Radio-and have reported some energy savings. Most of these projects found that the radio access network (RAN) nodes of current systems, such as long-term evolution (LTE), consume much energy even in low-traffic conditions. In other words, the BSs are characterized by almost load-independent power consumption profiles. As an illustration, the EARTH power model shows that the LTE Pico BS without load consumes 92.9% of the power consumed by a fully loaded Pico BS. Such a profile can be traced to the always-on service approach adopted in traditional RANs, in addition to the BSs' component design and power characteristics. In this regard, more energy can be saved by fully adapting BS energy consumption to the traffic, as state-of-theart BSs still consume a significant amount of power in low-traffic hours and active/idle (sleep) mode. In sleep mode, a BS does not provide data services and consumes less energy than in the on state. However, the energy consumption in the sleep mode is still significant because a sleeping BS has to be quickly activated when needed. The main dc-dc power supply and the baseband components, which have a very long reactivation time, must stay on in this mode. Consequently, the baseline power consumption of a small BS in sleep mode remains high and could reach about 50% of the peak value [1] .
In the off state, the BS is deactivated completely, i.e., almost all of the components in its circuitry are switched off. Hence, the BS energy consumption in this state is negligible. Based on the present technology, the time to transmission from the off state to the on is nonnegligible, and this may violate the QoS constraints, especially when the traffic suddenly increases. As a result, stateof-the-art energy saving schemes focus only on putting BSs in the sleep mode, which consumes nonnegligible energy even without any traffic.
Achieving a fully energy-proportional network requires adopting deep-sleep modes, i.e., partial deactivation of the hardware component, and a fast wake-up. The evolution of the 5G RAN with new concepts, such as the dual-connectivity RAN with control/data plane separation, can be advantageous in the light of achieving an energy-proportional network. In such an architecture, connectivity and data transmission are provided by separate nodes, i.e., a macro BS and a small BS, respectively. This provides a degree of freedom because the small BS can be put in a deep-sleep mode or completely switched off without affecting the basic mobility and connectivity services [2] - [4] . As a result, the RAN energy consumption can be significantly reduced by adopting an on-demand approach with deep-sleep modes in the small BSs. This, in turn, allows the small BSs to stay in deep sleep for a longer time. Moreover, the control-data separation architecture (CDSA) has in-built support for a deeper sleep state at data BSs because of its mobility management functionality being located at the control plane.
In this article, we propose an energy/load proportional approach for BSs of the dual-connectivity CDSA. This architecture has been adopted in the 5G RAN standard. Our approach depends on estimating the vacation period of the BS in advance to optimally match its vacation time with the sleep depth. This technique creates a compromise between the deactivation duration, actual sleep duration, and reactivation duration. We demonstrate that the power consumed in the actual sleep duration is an exponential decaying function of the deactivation duration. Our numerical results demonstrate the effectiveness of finding the optimal deactivation duration for each sleep depth, resulting in significant power-saving gains for 5G networks.
RAN with Control/Data Plane Separation
BS on/off operation via sleep modes is one of the most effective techniques to mitigate the excessive energy consumption in ultradense cellular networks. However, the current implementation of this technique is unsuitable for dynamic networks with fluctuating traffic patterns [5] . Coverage constraints limit the achievable gains of BS sleep mode in the conventional RAN architecture. This can be traced to the coupling between connectivity and data access points, which require an always-on RAN regardless of the actual traffic profile. Expressed differently, most of the BS sleep mode challenges and limitations originate from the control plane and data plane coupling approach adopted in the conventional RAN. Therefore, separating the connectivity services (provided by the control plane) and the data services (provided by the data plane) produces a framework with relaxed constraints for BS sleep modes.
The basic concept behind the CDSA is the fact that ubiquitous connectivity does not imply high data rate transmission. The latter is needed on demand, which suggests an adaptive on/off data layer complemented by an always-on coverage layer. In this direction, the CDSA consists of two layers, as can be seen in Figure 1 2) Data BS (DBS) layer: This consists of efficient small BSs deployed within the CBS footprint to provide data transmission and on-demand services. As shown in Figure 1 , idle users are anchored only to the CBS. Active users, on the other hand, establish a link with the DBS (for data transmission) in addition to the connectivity link with the CBS [3] . In other words, the DBS connection is needed only for active users, as the connectivity services are provided by the CBS layer. As a result, the DBS can be dynamically switched on and off depending on the traffic profile. At the hardware level, the CDSA allows an independent design for the DBS and the CBS components. For instance, the CBS power amplifier can be independently designed to operate near the saturation region for low-rate coverage services with low-order constant envelope modulations.
In ultradense deployment scenarios, the DBS density will be high while the CBS density could be low to moderate. Thus, the linear relationship between the energy consumption and the network density suggests focusing on the DBS layer. Fortunately, most network adaptation techniques can be used with relaxed constraints in the DBSs. The runtime energy-saving approaches and the sleep modes could benefit from the flexible DBS adaptation opportunities when mobility management and network connectivity are delegated to the CBS. This, in turn, increases the energy-saving gains [6] , [7] and improves the energy/load scaling profile [8] . In particular, by using the conventional single-level sleep strategy in [9] , the CDSA can save more than one-third of the overall network energy consumed in the conventional cellular architecture [8] . Further energy savings can also be achieved with the CDSA by utilizing optimized sleep mode techniques to dynamically change the DBS sleep level. Moreover, the DBS provides one-to-one data transmission with user-specific signals rather than cell-specific signals [3] . This reduction in signaling overhead can also be translated into increased energy savings.
The CDSA allows network-driven DBS-user equipment (UE) association strategies. Typically, an idle UE device requests resources from the CBS when it starts a data session. The CBS chooses the best-serving DBS, switches it on, and associates the UE with the chosen DBS. From a delay perspective, [10] estimates that the dual-connection feature allows reducing the time to use a justturned-on DBS from 1,100 ms (in the conventional RAN) to 240 ms (in the CDSA). In addition, system-level simulation results reported in [11] show that the BS sleep modes provide throughput gains of 10-20% when the small BSs are switched on whenever a UE is associated with them (even if the UE is idle, as in the conventional RAN). When the small BSs are switched on only when there are active UE devices (as in the CDSA), the throughput gain reaches 30-110%. Thus, it can be said that the CDSA has a built-in feature to support the network-driven sleep mode methods with a lower delay, lower on/off oscillations, a higher energy efficiency, and a higher QoS. 
A Tractable and Analytical DBS Power Consumption Model for 5G User-Centric Networks
One of the requirements for 5G is the increase in energy efficiency (i.e., the bit-per-joule capacity) by at least ten to 100 times. Technologies such as network densification; massive multiple-input, multiple-output; and millimeter wave are all aimed toward achieving a high bit rate in 5G networks. However, network densification in particular could result in an increase in the networks' power consumption and, consequently, a reduction in the energy efficiency if not well managed. Nevertheless, the 5G energy efficiency target can be achieved by implementing architectures such as the CDSA, a user-centric network, and an efficient BS on/off switching strategy. In this section, we introduce the state-of-the-art BS sleep strategy for the CDSA architecture, and we propose an optimized user-centric and multilevel sleep strategy that can achieve the 5G energy efficiency target.
To this end, the authors in [5] presented four different sleep modes (see also [16] ), with each achieving different power savings related to the BSs' hardware capability. Sleep mode 1 corresponds to the shortest BS sleeping time, which is of the orthogonal frequencydivision multiplexing symbol duration, i.e., 71 s.
n In this state, however, the BS remains fully operational and is able to receive data. Hence, sleep mode 1 can be used when the BS is not actively transmitting. Sleep mode 2, on the other hand, is a medium sleep condition, where more components go to sleep and that corresponds to the LTE subframe duration, i.e., 1 ms. In sleep mode 3, most of the BS's components are deactivated and it can be referred to as a slow-sleep mode, which corresponds to the duration of 1 LTE radio frame, i.e., 10 ms. Finally, there is sleep mode 4, which also corresponds to the BS standby mode. Here, the BS is out of operation but can be awakened. This mode's time unit is defined by its minimum duration, which is 1 s.
In [12] , using the four sleep modes defined in [5] , the authors evaluated the impact of a sleeping BS on the overall BS energy consumption. Their results showed a gain of about 22% in energy savings. In [13] , the authors proposed an advanced sleep modes model, where BSs are gradually deactivated to reduce energy consumption. The proposed scheme allows for the management of users whose service request occurs when a BS is in sleep mode.
In [14] , the authors utilized a curve-fitting function to approximate the sleep mode power consumption as a function of the sleep depth. Their evaluation allows for selecting the optimal sleep depth for a given BS idle period while considering the BS deactivation and reactivation power consumption. In [15] , the authors formulated the energy efficiency resource allocation optimization problem in the downlink transmission scheme of a sparsely deployed phantom cellular network with nonperfect channel-state information available at the BSs' transmitters. It is also shown that the achievable energy efficiency deteriorates with an increase in the number of phantom cells.
Always-Connected DBS Strategy
In the Always Connected paradigm in Figure 2 , it is assumed that the DBSs are always switched on, i.e., they are in either the active or idle state. This paradigm is more driven toward the QoS or spectral efficiency than the power efficiency or savings, as the only possibility for the 
Conventional DBS Single-Level Sleep Strategy
It is important to highlight that the DBS in the Baseline paradigm or single-level sleep strategy in Figure 2 can operate in three states, i.e., sleep, idle, or active. The DBS components are considered to be completely active in both the idle and active states; in the active mode, they are assumed to be receiving or transmitting data, and in idle, they are waiting for the arrival of new user requests. If the DBS does not receive any user request during the hysteresis time interval , T then it will enter a sleep state; otherwise, it will immediately start its service, remaining in an active state. The power consumption of a DBS in the sleep state (unable to serve user requests), denoted by , PS is lower than those of the active or idle states PA and , PI respectively. As the power consumption in the active state is far more than in the other two modes, power savings can be achieved for all of the transitions originating from the active state. Similarly, the transition from idle to sleep will result in a power savings gain due to the fact that the power consumption in the sleep state is always less than .
PI This paradigm is more focused toward power savings and can switch off the DBS (or switch it to a sleep state). The sleep state consists of the deactivation, actual sleep level, and reactivation phases. After the DBS actual sleep duration expires, it requires setup time for the wake-up, and after that, if there is still no user request, it will enter an idle state.
Optimized Multilevel Sleep Strategy for DBSs
In the proposed multilevel sleep strategy, the vacation period and operational time of a DBS can be estimated or predicted in advance using some intelligence in the network via self-organizing network concepts by applying machinelearning techniques, such as the support vector machine regression model, on the historical network traffic profile. Based on the memory and history of the network, a sleep mode profile is defined for each DBS. This profile captures the statistics of the idle time duration and defines the DBS sleeping depth. The DBS-based sleep mode profile is understood to be a location-based approach that implicitly takes into account the spatial variation of traffic demand and idle time duration. That is why a time-varying DBS sleep mode profile is suggested, as the pure DBS-based profile does not consider the temporal variation of idle time duration.
In contrast to the aforementioned conventional singlelevel sleep strategy, the DBS can enter another vacation period if there is no user request for the DBS after the vacation period, and the DBS vacation period can be rightly matched with the sleep depth that minimizes the average power consumption of a DBS. The objective is to provide the optimal matching of the sleep depth (i.e., optimized deactivation, actual sleep level, and reactivation transition latency) with the DBS vacation period to maximize the power savings. First, we present a tractable and analytical power consumption model for the various phases of the DBS sleep depth for a given vacation period.
The transition of a DBS in the lth vacation period from the active state to the sleep state is termed the deactivation phase, with the power level . PD l In the sleep state, the DBS can switch off only those components whose transition latency-i.e., the time interval duration for both the deactivation and reactivation phases-is shorter than its vacation period , v which is termed the actual sleep phase, with the power level . PS l The transition of a DBS from the sleep state to the active state is defined as the reactivation phase, with the power level . PR l After the DBS wake-up, it requires some further reactivation time to warm up, and afterward it can start serving the user requests. It should also be noted that the power consumption in this reactivation time captures the cost for the DBS state transition and is mostly higher than . PI l The DBS lth vacation period vl consists of the component deactivation latency , vD l the actual sleep duration , vS l and the component reactivation latency , vR l as shown in Figure 3 . (From this point on, we have dropped the subscript l for convenience.) From Figure 3 , we can also observe that the actual sleep duration for the DBS is less than the DBS vacation period.
Furthermore, the measurements in the EARTH project have shown that the reactivation transition latency is always higher than the deactivation transition latency. Similarly, the power consumed during the deactivation and reactivation phases is more than the power consumed in the actual sleep state.
The components are deactivated in a manner such that those with the shorter deactivation transition latency are the first to be dealt with. (It should be noted that each component deactivation latency is matched to its corresponding reactivation latency.) This process continues until no further component deactivation affects the power consumption of the DBS. The power usage in the actual sleep duration PS decreases, with an increase in the DBS deactivation transition latency allowing the deactivation of more components, as shown in Figure 3 .
Similarly, for the given DBS vacation period , v the power consumed in the actual sleep level PS is modeled as an exponential decay function of the component deactivation latency , vD decay constant , and idle state power consumption . PI Since the deactivation phase arises because of the DBS transition from the idle to the sleep state, the consumed power is somehow dependent on both PI and . PS Hence, the power consumption in the deactivation phase PD is defined as the linear function of the mean consumed power over the transition period from the idle state until when the actual sleep level is achieved. PD decreases with an increase in the deactivation latency , vD which will result in decreasing the actual sleep level (or reduced sleep power consumption) and increasing the reactivation transition latency (or increasing the reactivation power consumption) because of the fact that more components need to be reactivated. Finally, the power consumption in the reactivation phase PR is interpreted as the function of the power consumption in the actual sleep level and increases with a rise in the deactivation transition latency. It is also assumed that
$ and, because of this, , PD , PS and PR can be represented in terms of the deactivation transition latency .
vD Increasing N implies that an increase in the component reactivation latency will also cause a decrease in the optimal component deactivation latency, as more power is consumed in the reactivation phase in comparison to the deactivation phase. Reactivation Power Consumption P R = 1 (2P I -P S ) 
Discrete Multilevel Sleep Strategy for DBSs
In this multilevel sleep strategy, the power consumption for the deactivation and reactivation phases is computed in a manner similar to the outline in the previous section. The major difference is in the computation of the power consumption for the actual sleep level, and the different deactivation transition latencies , vD dependent on the vacation period v for each discrete sleep level, are predefined as shown in Table 1 .
As the deactivation transition latency is predefined, we can utilize this information to compute the reactivation transition latency, which is usually a scalar multiplier N times the deactivation transition latency, and we can also compute the actual sleep duration in terms of the deactivation transition latency. The component deactivation, actual sleep level, and component reactivation latency for this strategy are fixed, in contrast to the previous strategy, wherein the respective latency of the three phases were computed in an optimal manner to minimize the total power consumption.
Performance Evaluation
The DBS is made up of several components and subcomponents. Each of these is characterized by its activation and deactivation latency. Let the set B with cardinality B denote the set of all the DBS components and subcomponents. The reactivation latency Moving to a higher sleep level, i.e., increasing , vq leads to deactivating more DBS components and subcomponents and a reduction in the sleep-mode power consumption. The system parameters are as follows:
, Table 1 . In each discrete sleep level, the actual sleep duration of the vacation period can be obtained as , vS where the discrete vD defined in Table 1 is dependent on the vacation period. Hence, increasing the mean vacation time leads to a reduction in the average power consumption. Hence, in the optimal case, the DBS continues to operate in no-load for all of the vacation time, which is less than v u since the cost of v r For the suboptimal case, we observe that the average power consumption could even be higher than the no-load power consumption for some mean DBS vacation time. Figure 5 depicts the power savings gain versus the mean vacation time v r to evaluate the effectiveness of the optimized multilevel sleep strategy. The power savings gain can be computed as a ratio of the average power consumption, according to the discrete sleep levels defined in Table 1 to the average power consumption based on the optimized multilevel sleep strategy. In this article, the no-sleeping case is considered as the benchmark case wherein DBS consumes the no-load power consumption during the vacation period. It is quite evident from Figure 5 that the optimized multilevel sleep strategy always results in a power savings gain greater than 1, , v 6 r showing the effectiveness of the proposed optimized multilevel sleep strategy.
Conclusions and Future Directions
In this article, we have integrated hardware (components, subcomponents, and a functional unit) dynamic capability analysis, considering the CDSA as a base RAN architecture. Using system-level simulations and analytical techniques, the implication of network architectures on the hardware was investigated. The transition delay (i.e., the deactivation and reactivation delay) and the deactivation power consumption and energy consumption at the component, subcomponent, and functional unit levels were also analyzed. Taking input from the hardware dynamic capability analysis, we analyzed the deepsleep opportunity and the potential minimum bound of power consumption for the sleep mode under the CDSA configuration. Multiple discretized sleep levels based on the transition latency were al so identified. The network-driven sleep modes with CBS assistance provide the highest potential energy-savings gains. Thus, we developed dynamic energysaving techniques, with a focus on the CDSA, where the CBS (or a separate entity) assists the DBS sleep mode and wake-up decisions. The indirect measurement and prediction techniques were proposed to avoid the periodic transmission of pilot signals, thus overcoming limitations of the traditional sleep mechanisms while improving the prediction outcome.
Future directions based on this article are the investigation of the DBS switching mechanism to improve the energy efficiency in the context of CDSA and the impact of the DBSs switching off on the reliability and low latency needed for future ultrareliable low-latency communications. In short, there are many aspects relevant to CDSA that need further investigation to evaluate its suitability as a candidate RAN for 5G networks. Table 1 , 1 = 1, 2 = 2, N = 1
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