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Abstract 
Antarctic sea-ice thickness, concentration and extent all play a vital role in con-
trolling the exchange processes between ocean and atmosphere in the polar regions. 
This study investigates how distributions of these characteristics are determined by 
sea-ice growth, drift and deformation. Drift and deformation of East Antarctic sea 
ice are investigated using in situ observations of sea-ice drift since the mid 1980s, 
and results from numerical models. From the drift data a climatology of the East 
Antarctic sea-ice velocity distribution is derived, and recurrent features in the drift 
pattern are identified. The average daily drift speed in the westward flow near the 
Antarctic coast is 0.22 m s -1 (19.0 km d-1 ) with considerable spatial and tempo-
ral variability. In the eastward flow north of the Antarctic Divergence the average is 
0.17 m s-1 (14.7 km d-1 ). The average ice motion over wide parts of the overall East 
Antarctic sea-ice zone has a net northward component (0.04 m s -1 or 3.5 km (1-1 ) 
transporting pack ice equatorward. A new method is used to derive the mean winter 
position of the Antarctic Divergence from ice-movement data. It is found that during 
winter the Antarctic Divergence is further north than the mean annual position derived 
from hydrographic measurements. 
Thermodynamic ice growth near the coast of East Antarctica is modelled using field 
data obtained since the late 1950s. The availability of atmospheric and some hy-
drographic observations makes it possible to estimate the heat flux from the oceanic 
mixed-layer to the underside of the sea ice. The magnitude of this oceanic-heat flux 
is highest in early spring, and lowest in autumn. Annual mean values of the oceanic-
heat flux vary between 5 and 12 W M-2 , with an average of 7.9 W M-2 . On decadal 
time-scales a decrease in oceanic-heat flux is found from the 1950s to 1980s for the area 
studied. At sites close to the coast the annual maximum ice thicknesses are linked to 
the extent of the cooling of the oceanic mixed-layer occuring in upstream polynyas. 
Data from a regional experiment in the coastal current off Adelie Land yield new 
insight into sea-ice deformation and the variability of forcing processes. Although 
ice drift is dominated by long-term changes, sea-ice deformation exhibits significant 
short-term variability. Numerical simulations show that in the absence of tidal forcing, 
inertial motion can account for the formation of substantial open water within the 
pack. Regional modelling shows that such a motion has a considerable impact on the 
ice growth, and can roughly double the rate of ice production by allowing rapid growth 
in recurrent open-water patches. This also significantly increases the amount of salt 
rejected to the ocean. 
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Chapter 1 
Introduction 
Early signs of climate change - both natural and anthropogenic - are expected where 
extreme climatic conditions prevail. Sea ice, restricted to the polar latitudes, has been 
shown to be a sensitive component of the global climate [Stewart, 1978; Budd, 1986; 
Ledley, 1991]. The seasonal variability of sea-ice characteristics such as extent, con-
centration and thickness make it a potential indicator of climate changes: as sea ice 
forms and decays each year the impact of changes in the forcing conditions are re-
flected quickly in the sea-ice characteristics. To successfully interpret the relevance of 
any changes in the climate system, and their impact on human activities, it is neces-
sary to understand the processes of sea-ice dynamics and thermodynamics and their 
interactions with ocean, atmosphere and biosphere; and to be able to mathematically 
represent these in numerical models that simulate the global climate. New insight on 
sea-ice processes is presented in this thesis from the analysis of data collected in situ 
during field investigations, from self-sufficient platforms, and from remote sensing in-
struments. Additionally, the results of modelling studies present new information on 
sea-ice characteristics and processes. 
The presence of sea ice affects the climate system in various ways. The amount of 
short-wave radiation absorbed is dramatically reduced for a surface such as sea ice which 
has a reflectivity many times that of ocean water. Furthermore, the sea ice effectively 
acts like a thermal and inertial insulator between ocean and atmosphere, modifying 
the exchange of heat, mass and momentum between the two media. Sea ice imposes 
changes on the other variables of the coupled system through a series of interactions. 
An example of this is the density increase of surface water due to brine expulsion from 
overlying sea ice, and thus the initiation of convection in the ocean column. 
All these processes are complicated by the movement of the pack ice cover. Ice 
floes move both relative to a fixed grid (translation and rotation) and relative to each 
other (deformation). Translation carries sea ice away from the region of its origin, 
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hence causing a negative heat- and mass flux and a positive salt flux to the ocean at 
the point of origin. The long-term sea-ice drift of East Antarctica is related to mean 
oceanic surface currents [Deacon, 1982], while deviations from this mean transport are 
most often induced by changing surface winds due to overpassing atmospheric pressure 
systems, although ocean-current anomalies may also occur due to transient phenomena 
such as ocean eddies. The motion and deformation of sea ice takes place on a range 
of spatial and temporal scales, of which high-frequency processes have not yet been 
thoroughly investigated. 
Most early investigations of sea ice focussed on the Arctic. Since the 1970s increasing 
attention has been paid to the Southern Hemisphere sea ice, particularly the Weddel 
Sea. Until a decade ago little had been published in the western literature about sea 
ice of East Antarctica, although satelite observations enabled a first description of 
the ice extent and concentration. However, details on sea-ice characteristics, drift and 
deformation were lacking in this region. The East Antarctic sea-ice zone comprises 
parts of the Indian Ocean and the Western Pacific sectors of the Southern Ocean, and, 
in contrast to the Ross or Weddel seas, the latitudinal spread of the sea ice is confined 
to a narrow band close to the continent. The sea-ice cover in this region is highly 
seasonal, and despite its wide longitudinal extent, which surrounds more than one 
third of the Antarctic continent, the maximum areal coverage of sea ice as derived from 
SMMR and SSM// passive microwave data is smal: 3.6.106 km2 when compared to the 
total Antarctic sea ice of over 15.106 km2 [Gloersen et al., 1992]. Nevertheless there 
are indications that the sea ice in this highly dynamic region contributes substantialy 
to the overal Antarctic sea-ice heat and mass balances, and that it influences a large 
volume of polar ocean and atmosphere. 
The primary aims of this thesis are to identify the pattern of sea-ice drift in the East 
Antarctic region, to compare this pattern with the atmospheric and oceanic forcing 
fields, and to relate the distribution of other sea-ice variables such as the ice-growth rate 
or the ice extent to the sea-ice dynamics. To support the discussion of the derived sea-ice 
variables the spatial and temporal pattern of atmospheric and oceanic characteristics 
are reviewed in Chapter 2. This is folowed, in Chapter 3, by a discussion of sea-ice 
characteristics. Physical processes associated with the growth, drift, and decay of the 
sea ice, and their representation in numerical models, are also discussed in this chapter. 
Early studies of the East Antarctic sea ice used data from drifting icebergs [Tchernia 
and Jeannin, 1980] and drifting buoys [Alison, 1989a]. Beginning in the early 1980s the 
Australian National Antarctic Research Expedition (ANARE) colected positional and 
meteorological surface data from within the sea-ice zone with drifting buoys. The data 
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are made available to operational weather analysis centres via the Global Telecommu-
nication System (GTS). Since then a significant number of buoys have been deployed 
by ANARE. Data from these drifters are used in this work to study sea-ice dynamics 
in the East Antarctic region. This data set is one of the most coherent drifting buoy 
data sets for Antarctic sea ice. 
The ANARE data set alows derivation of the mean velocity field of the East Antarc-
tic pack and provides information about the scale of variability of sea-ice velocity. In 
Chapter 4 details of the buoy data, their analysis and the derived sea-ice velocities 
are presented. Typical drift paths are discussed in the context of the oceanic and at-
mospheric forcing. Frequency spectra for the buoy data are analyzed and discussed. 
In Chapter 5 this analysis is taken further, and the climatological distribution of the 
sea-ice velocity over the East Antarctic region is presented. Persistent features in the 
ice drift and the temporal variability are discussed. Additionaly, the pattern of sea-ice 
velocity is related to simultaneous observations of other sea-ice variables such as ice 
extent. The buoy-derived velocity field is compared to iceberg drift rates and used to 
assess sea-ice velocity fields derived from passive microwave data, and from numerical 
modeling. Similarities and diferences between the various data sets are discussed. 
Numerical models represent the mathematical formulation of our understanding of 
sea-ice processes. Combined with measurements of the external forcing and ice char-
acteristics they can be used to explore poorly known components in the system. In 
Chapter 6 a thermodynamic sea-ice model is used to study the magnitude and temporal 
variability of the oceanic-heat flux supplied to the underside of landfast ice. This is fol-
lowed by analysis and modeling of the efect of high-frequency deformational processes 
on the annual net growth of the sea ice. This discussion includes the deformation com-
ponents of the sea ice and their temporal variations. In the final section of Chapter 6 
a preliminary numerical model of high-frequency sea-ice dynamics is introduced. The 
implications of inertial oscilations on sea-ice drift is highlighted through reexamination 
of field data, using a sea-ice model containing an improved boundary layer formulation 
that couples the ice to the surface ocean current. 
Chapter 7 presents the overal conclusions of this study. Future research priorities for 
both experimental and numerical modeling studies are highlighted. The importance 
of integrated systems utilizing in situ observations, remote sensing, and a modeling 
component to establish a baseline of ice properties, and the study of temporal changes 
of these in the context of global climate, are discussed. 
Chapter 2 
The Southern Ocean region 
When studying sea ice and its characteristics it is necessary to view the development 
of the ice in context with other components of the polar climate system. For exam-
ple, knowledge of the winds and oceanic currents, and their temporal variabilities, are 
important to the study of sea-ice drift. The main aim of this chapter is to provide back-
ground information on the oceanic and atmospheric circulation in the area of interest 
for this work, the Antarctic sea-ice zone. Initially the general atmospheric features at 
sea level and dominant temporal patterns are discussed. This is followed by a brief 
description of the wind systems which directly or indirectly influence the growth, drift 
and deformation of the sea ice. For the oceanic circulation the basic features are first 
described, then typical water masses found within the Southern Ocean are reviewed. 
This provides information used later in the discussion of the derived sea-ice drift pat-
terns and associated changes within these patterns. For both the ocean and atmosphere 
the typical spatial and temporal scales are given, and their variability is discussed. 
The net radiation at the surface of earth has a positive balance for the low latitudes 
between about 40°N and 35°S [Barry and Chorley, 1987; Peixoto and Oort, 1992], 
while there is a marked loss over the remaining surface areas. The imbalance between 
low and high latitudes in the radiation budget forces a large-scale circulation in both 
atmosphere and ocean. This circulation transports mass and thermal energy between 
various locations of the global climate system. Heat is advected by either the movement 
of a body, which is warm relative to its environment (sensible heat), or the transfer of 
mass, which undergoes a phase transition (latent heat). The relative strength of these 
mechanisms change with season as well as with latitude [Dietrich et al., 1975]. 
The circulatory systems of the ocean and atmosphere react on different time scales. 
The atmosphere responds with very little delay to external forcing; storms can evolve 
within a few days [Barry and Chorley, 1987; Peixoto and Oort, 1992]. Horizontal 
motion in the atmosphere may last for a few days up to month and encompass wide 
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regions. Atmospheric processes are therefore closely linked with the weather or short-
term climate. The ocean on the other hand reacts more slowly to external forcing. Daily 
forcing, due to the diurnal cycle, afects only the surface layers. The bulk of the ocean is 
driven by forcing on seasonal, interannual, decadal or longer time scales. Typical time 
scales for water transport varies from weeks (e.g. sinking of bottom water), through a 
few years (e.g. propagation of Labrador bottom water across the North Atlantic [Rhein, 
1996]) to many centuries (e.g. deep water circulation around the world oceans). Thus 
oceanic processes correspond to the long-term climate and its variability. 
2.1 Overview of the subpolar atmospheric boundary layer 
For the study of interactions between ocean, sea-ice and atmosphere, knowledge of the 
atmospheric boundary layer and the lower troposphere in subpolar and polar regions 
is required. In this section the pressure distribution at mean sea level, the dominant 
wind regimes, and the variability associated with these atmospheric phenomena are 
presented. 
2.1.1 Sea-level pressure distribution 
In the maritime subpolar atmosphere the dominant feature found in the seasonal pres-
sure distribution at mean sea level (MSL) is the continuous band of low pressure around 
the Antarctic continent. Its mean latitude is at 66°S [King and Turner, 1997], and it 
is generaly found to the north of the Antarctic continent. This wel established feature 
is known as Antarctic circumpolar trough, low-pressure trough or CircumPolar Low 
(CPL). The existence of the low-pressure trough has been linked to the persistent high 
cyclone activity encountered around the Antarctic coast [Jones and Simmonds, 1993]. 
Atmospheric pressure systems are the means by which thermal energy is transported. 
Relatively warm and humid air travels in the wake of low-pressure systems. Quasi-
stationary polar low-pressure centres are located northeast of the continental ice shelf 
in the Ross Sea (150°W), northeast of the Amery Ice Shelf (90°E) and northeast of 
the Weddel Sea (20°E). The distribution of the quasi-stationary low-pressure systems 
indicates that they are caused by the local orography and regional surface tempera-
ture diferences [King and Turner, 1997]. These low-pressure centres introduce zonal 
variability in the distribution of MSL pressure within the trough. Figure 2.1 shows 
the distribution of the mean sea level pressure for 10 years for summer (left frame) and 
winter (right frame). A ring of low pressure just ofshore of Antarctica is wel depicted, 
as are the quasi-stationary low-pressure systems. 
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Figure 2.1: Distribution of atmospheric pressure at mean sea level as derived from 
10 years (1981 - 1990) from NCEP analysis averaged over the months of DJF (austral 
summer, left frame) and JJA (austral winter, right frame) with a contour interval of 
3 hPa. Note that MSL pressure over the Antarctic continent is an artificial quantity as 
the surface pressure in the interior of Antarctica is 600 hPa or less due to the extreme 
altitudes of the Antarctic continent. 
Ridges of high pressure are found on the western side of the Ross Ice Shelf and over 
the western Amery Ice Shelf. These ridges extend from far inland to the coast. Air 
flow around the high-pressure zones tends to bring down very cold and dry air from the 
continental ice sheet, greatly afecting the surface temperature of the near-coastal pack 
ice. These high-pressure ridges are dominant influences on the outflow of katabatic 
winds from the continent into the maritime system. 
Synoptic and mesoscale systems Synoptic and mesoscale atmospheric systems are 
distinguished by the horizontal scale of the area of low pressure (known as a depression). 
Depressions often show a near circular isobaric pattern. If this extends over a horizontal 
length scale of 1000 to 2000 km then it is termed a synoptic system; their life time is 
generaly 4 to 7 days [King and Turner, 1997]. Such depressions are also termed lows 
or cyclones [Barry and Chorley, 1987]. Within such a depression the convergence of 
air masses with diferent heat and moisture content takes place. Often a frontal wave 
with its apex at the centre of the low forms at the interface between a converging air 
masses [Barry and Chorley, 1987]. On the downstream side of this wave the warm front 
is located, while the cold front folows. 
Mesoscale systems are smaler. Their horizontal length scale ranges between a few 
hundred and 1000 km, and they often have a life time of one day or less [King and 
Turner, 1997], although these have been found to develop into large scale systems. 
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Mesoscale systems are often an expression of an orographicaly or a convectively-
generated wind system [Barry and Chorley, 1987]. While current General Circula-
tion Models (GCMs) are able to forecast synoptic-scale features, they generaly fail to 
predict the occurrence of mesoscale systems. This should however be overcome with 
increasing spatial resolution in the numerical models. 
2.1.2 Atmospheric variability 
The position of the circumpolar trough, and with it the changes in the regional wind 
field folow a half-yearly as wel as an annual cycle [van Loon, 1971]. This cycle in the 
MSL pressure is thought to be a result of the bimodal maxima found in the merid-
ional surface temperature gradient between middle and high latitudes within each year 
[Enomoto and Ohmura, 1990]. The existence of these maxima in temperature gradient 
are due to the coreless-winter phenomen [van Loon, 1967], and is associated with high 
cyclonic activity [Jones and Simmonds, 1993]. The northernmost position of the CPL 
occurs early during austral summer, while a secondary peak of northernmost position 
occurs for most years in late austral autumn. During winter the trough is found up to 
100 south of the summer position [Enomoto and Ohmura, 1992]. In contrast, further 
north the latitudinal position of the subtropical pressure system is dominated by annual 
cycles, rather than semi-annual cycles. 
Cyclone activity and the relative position of the CPL have been linked by Jones 
and Simmonds [1993], while Okada and Yamanouchi [1995] suggest that cyclonic in-
tensity might be linked to the surface heat balance. Zilman [1972a] found that cyclone 
activity enhances the exchange of turbulent heat between ocean and atmosphere. Inter-
annual modulations of the half-yearly cycle appear to be related to the relative seasonal 
strength of the trough [Enomoto and Ohmura, 1992]. In some years low-pressure sys-
tems are more frequent than in others, causing the CPL to reside for extended intervals 
south of the climatic mean position. These changes in the pressure field at mean 
sea level are reflected in the mean geostrophic winds. This clearly demonstrates the 
linkage between the half-yearly propagation of the CPL and the mean wind field. Fur-
thermore, variations in the seasonal transition of the CPL cause variability in the mean 
wind field, which has a crucial impact on other components of the climate system, such 
as the oceanic surface circulation. 
Trenberth [1981] identified variations on longer time scales in the location of the 
circumpolar trough. These variations are linked to the quasi-biennial oscilation (QBO). 
From atmospheric data Enomoto and Ohmura [1992] found that the temporal scale of 
changes in absolute location of the low-pressure trough correlate wel with the QBO. 
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Plotting the atmospheric pressure field at mean sea level for several years shows that 
there is a long-period component to the positioning of the CPL [Okada and Yamanouchi, 
19951, which is smal compared to the high-frequency components. Hurre11 and van 
Loon [1994] found that a transition in the half-yearly cycle had taken place in the early 
eighties. This modulation of the half-yearly cycle might account for the long-period 
component documented by Okada and Yamanouchi [1995]. 
2.1.3 Oceanic wind regime 
Over the Southern Ocean two major wind systems are found. These are the mid-latitude 
eastward winds', exhibiting relatively high speeds and near-constant wind direction, 
and the polar easterlies, a wind blowing towards the west [Barry and Chorley, 1987]. In 
the zone of the westerlies the pressure distribution at mean sea level is primarily zonal 
(Figure 2.1), consistent with the path of cyclones from lower latitudes of the Southern 
Ocean towards the Antarctic coast [Jones and Simmonds, 1993]. 
To the south of the low-pressure trough (mean latitude at 66°S) the synoptic pressure 
gradient in the surface layers produces easterly winds. These continue al around the 
verge of the Antarctic continent, and are enhanced by atmospheric depressions at sea 
level. On short intervals this interaction of persistent polar easterlies with superimposed 
cyclones can erode the climatological pattern of westward wind and turn these winds 
eastward for short time intervals. However, over much of the coastal Indian Ocean and 
Western Pacific Ocean easterly winds prevail in the mean distribution of surface winds 
[Barry and Chorley, 1987]. 
During winter the transition zone between the westerlies and the polar easterlies is 
found over the pack ice. The frequent passage of low-pressure systems into the pack-ice 
zone imposes continuous changes in weather conditions. The northern pack-ice region, 
which is dominated by eastward winds, is afected by a higher number of passing low-
pressure systems than are the southern regions of the pack. However, depressions 
reaching the southern pack are in general more intense than those over the northern 
pack. Low-pressure systems have been documented to encroach onto the Antarctic 
continent and to break-down the downslope air flow [James, 1997]. When atmospheric 
low-pressure systems move over the sea-ice zone, they disturb the pack by changing the 
ice velocity and inducing deformation on the ice floes. 
11n this thesis the folowing convention regarding drift and wind directions wil be applied: the 
sufix "-erly" is used to express the direction from which a flow originates, e.g. "easterly" means a flow 
from the east. The sufix "-ward" is used to express the direction towards which the flow is aimed, e.g. 
"eastward" is a flow to the east. 
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2.1.4 Katabatic winds 
The Antarctic continental sheet experiences significant net radiative cooling over the 
entire year. This loss of thermal energy increases the density of the air masses close 
the surface. As a consequence the katabatic wind, which by definition is a gravity-
driven flow, is generated by the downward slope of the orography [e.g. Bromwich et al., 
1993]. Where the downward sloping orography terminates along the Antarctic coast, 
the forcing mechanism of the katabatic wind ceases, causing the wind to weaken. From 
the interior of the continent the direction of the katabatic wind is increasingly deflected 
to the left of its propagation path (in the southern hemisphere) by the Coriolis force 
resulting in a northwestward direction of the katabatics along the coast. Katabatic 
winds die out over the sea ice within a few tens of kilometres from the coast and the 
meteorological conditions become dominated by the polar easterlies, the oceanic wind 
regime. 
2.2 Overview of the Southern Ocean circulation 
The Southern Ocean is unique as it has the Earth's only continuous oceanic current 
circumnavigating al longitudes. The Antarctic Circumpolar Current (ACC) is the 
major current of the Southern Ocean. It provides the conveyor which transports water 
between the other three major oceans. The relative contributions of surface wind stress 
and thermohaline processes in driving this circulation has not been resolved [Nowlin and 
Klinck, 1986]. The ACC encompasses the complete vertical water column. While the 
baroclinic component determines the mean flow of the ACC, the barotropic component 
accounts for as much as 30 % of the mean transport [Gordon, 1980]. South of the ACC 
this relation reverses, and with a near homogeneous vertical distribution of velocity 
the barotropic component has been found to be the main component of the ocean 
circulation [Gordon, 1980]. Within the ACC the folowing fronts have been identified: 
The Subtropical Front (STF), the Subantarctic Front (SAP), the Polar Front (PF), and 
the Southern ACC Front (SACCF) [Sparrow et al., 1996]. A further front is present to 
the south of the ACC: Nowlin and Klinck [1986] identified this as the Continental Water 
Boundary (CWB), while Jacobs [1991] termed it the Antarctic Slope Front (ASP). 
The mean flow direction of the ACC is to the east. Within the Southern Ocean a 
mean maximum current speed of 0.45 m s-1 is encountered in the region of the Polar 
Front [Hofmann, 1985]. In some longitudes the currents peak at over 0.50 m s-1, e.g. 
between 30° and 90°E. Nowlin and Cliford [1982] found 60 % of the total transport of 
the ACC to be contained within the Subantartic and Polar fronts. This implies that the 
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average current speed over the remaining area of the ACC is proportionaly smaler. 
These two fronts have also been associated with high mesoscale variability, as the 
development of meanders and subsequent cold and warm eddies has been documented 
along their frontal axes [Nowlin and Klinck, 1986]. 
The yearly mean transport of the ACC through Drake passage has been calculated to 
be 97 Sv for a reference level at 3000 m depth [Orsi et al., 1995]. The mean current axis is 
zonaly aligned, but wavelike deviations appear wherever a topographic barrier, such as 
the South Antilen Ridge (35° - 50°W), the South Atlantic Ridge (20°E), the Kerguelen 
Plateau (70° - 80°E), the Macquarie Ridge (150°E) or the South Pacific Ridge (145°W), 
is encountered. Together these deviations behave like a standing wave relative to the 
east-west axis. The circulation is deflected to the left (north) upstream of a topographic 
obstacle, downstream of the obstacle it returns south, conserving potential vorticity. 
The coexistence of those barriers and of large embayments associated with the Antarctic 
topography result in large-scale cyclonic features such as the Weddel Gyre, the Ross 
Sea Gyre, and the Prydz Bay Gyre. In some places the ACC widens significantly, 
e.g. between 20° and 30°E, at 90°E, and between 145° and 120°W [Patterson and 
Whitworth, 1990; Orsi et al., 1995]. Two factors, the barotropic component and the 
changing width of the ACC, contribute to variations in the transport and the current 
structure of the ACC along its path. The ACC is not a surface-dominated current, 
and the velocity field below the mixed layer shows a high degree of variability and a 
relatively high velocity when compared to deep currents in other ocean basins [Deacon, 
1984]. 
Seasonal variations in the transport of the ACC are induced by the changes in two 
atmospheric pressure ridges which are positioned over the two latitudinal extremes of 
the ACC [Peterson, 1988]. These are the subpolar and the subtropical atmospheric-
pressure systems. The first one exerts a strong semi-annual variation on the transport 
of the southern part of the ACC. The subtropical system mainly imposes an annual 
cycle of transport variations over the whole width of the ACC, although there is also a 
semi-annual component associated with this system. 
Although the ACC is the dominant current within the Southern Ocean, it is also 
necessary to present information of the coastal current and embayments for the purposes 
of later discussions of the sea ice; and to address the relevance of eddies within the 
oceanic system. 
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2.2.1 General circulation of the Southern Ocean 
In oceanography it is useful to separate horizontal and vertical water mass transport. 
Vertical exchanges in water mass comprise a comparatively smal volume, however 
up- and downweling regions are important to climate processes. Vertical water-mass 
transport is encountered under a number of circumstances. This can be in the transition 
zone between two major wind systems; in locations where a bathymetric boundary 
restricts the free flow; or where surface processes alter the vertical density statification 
(e.g. North Atlantic cooling or where sea ice forms). Al of these processes are buoyancy 
forced. Generaly, the physical basis for vertical transport is given by Ekman pumping 
associated with the upward or downward sloping of isopleths in response to wind forcing 
[Dietrich et al., 1975]. According to the banded structure of up- and downweling regions 
a zonation of the water masses can be classified for the Southern Ocean. 
Transition zones are the Subtropical Front (STF), the Subantarctic Front (SAF), the 
Polar Front (PF), the Antarctic Divergence (AD) [Peterson and Whitworth, 1989], and 
the Antarctic Slope Front (ASF) [Jacobs, 1991]. Here only processes with relevance 
to the folowing discussion wil be presented. Water mass sinking is observed in the 
Antarctic Slope Front as wel as over the Antarctic shelf. While in both sinking regions 
the water masses are oxygen-rich, the first is warmer and fresher compared to the 
latter. Also, in the ASF the downward motion predominately occurs along isopycnal 
lines, therefore this flow exhibits considerable lateral movement. Over the shelf the 
sinking motion extends over the complete water column; the motion is diapycnal. In 
the AD warm, salty, oxygen-depleted and nutrient-rich waters upwel into the mixed 
layer. The upweling of Circumpolar Deep Water in the AD is necessary to balance the 
formation of bottom water (discussed in Chapter 2.2.2). The AD is the mean location 
for oceanic upweling regimes. At the surface, the AD is defined by the interaction 
between the polar easterlies with a net southward component and the westerlies with 
a net northward component, thereby creating a surface divergence [Gordon, 1971]. 
Along many longitudes the annual mean position of the AD coincides with the climatic 
mean position of an atmospheric system, the low pressure trough. Figure 2.2 shows 
a vertical section of the principal water-mass movements important to the meridional 
ocean circulation. Due to variability in the atmospheric circulation, both position and 
strength of the AD vary seasonaly. 
Horizontal motion, on the other hand generaly involves larger volumes and takes 
place over large scales. A good example is the thermohaline circulation, which is found 
on a global scale. There is also the horizontal surface circulation, which is primarily 
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Figure 2.2: Conceptual sketch of the meridional circulation of the Southern Ocean 
typical for the Western Pacific sector. The vertical axis is water depth in metres, the 
horizontal scale is latitude south. Abbrevations of water masses and fronts are defined 
in the text. 
a consequence of wind stress, with water being pushed by the wind forcing and then 
deviating to the left (in SH) from its drift path. Below the mixed layer of the Southern 
Ocean the dominant flow along the north-south axis is the transport of a warm deep 
current, the Circumpolar Deep Water (see 2.2.2), which rises from below 2300 m at 
45°S to a minimum depth of 300 m in the AD and in regions close to the Antarctic 
continental shelf. 
2.2.2 Water mass characterisation 
Carmack [1977] estimated the total water mass in the Southern Ocean to the south 
of the Polar Front as 138.9 • 106 km3, of which as little as 1.3 • 106 km3 resides on 
the continental shelf. Antarctic Bottom Water and Circumpolar Deep Water are the 
dominant water masses, with a considerable amount of water to be found in transitional 
stages [Carmack, 1977]. Here water masses relevant to this study are discussed. 
Circumpolar Deep Water 
Circumpolar Deep Water (CDW) is the largest water volume of al ocean waters and 
is found in al abyssal regions of the oceans. The average residence time is several 
hundred years [Dietrich et al., 1975], during which it upwels to shalower levels via 
the main thermocline, and erodes its characteristics by mixing and difusion, before it 
finaly emerges at the ocean surface. Deep water is in general warm, salty and poor in 
oxygen compared with bottom water. An important type of deep water is the North 
Atlantic Deep Water (NADW), which carries signatures of Labrador and Greenland 
waters. This water type is found to be the main source of Circumpolar Deep Water 
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[Deacon, 1984], found in the Southern Ocean. Its properties are marked by warm 
temperature and a high salt content relative to the overlying water mass. However, the 
temperature and salinity maxima occur at diferent depths, which divides the CDW 
respectively into Upper CDW (UCDW) and Lower CDW (LCDW). 
On approach to the continental shelf from the north, lateral mixing reduces the 
volume of the CDW layer and decreases its temperature. The changes in the properties 
of the CDW are significant, so that a new name, modified CDW (MCDW), is applied. 
For details see Whitworth et al. [1998] or Wong et al. [1998]. Since the water volume 
on the shelf is removed by northward currents, mass conservation causes MCDW to 
enter onto the continental shelf. It is thought that deep canyons not only direct the 
MCDW to specific locations on the shelf, but also bring it close to the coast in certain 
places, e.g. in the western Weddel Sea [Gordon et al., 1981]. Commonly the maximum 
temperature of the MCDW in the vicinity of the shelf break is below 0.0° C. However, 
Deacon [1984] reports of regions where warm water, which has to be identified as 
MCDW, reaches onto the shelf. These regions are found in parts of the Indian Ocean 
sector and in the east of the Pacific sector. 
Once the deep water reaches the Antarctic continental shelf it provides a vital link in 
the global circulation between the ocean and atmosphere. The important consequence 
of MCDW entraining onto the shelf is that it provides heat and salt to the upper polar 
ocean. The heat warms the ocean mixed layer, thereby producing a pool of thermal 
energy which is then cooled by the overlying atmosphere, which is usualy considerably 
colder than the oceanic water masses. A further consequence of the presence of MCDW 
within the upper polar ocean might be the delayed formation of sea ice; or, in case of 
an existing ice cover, basal melting of the ice and the formation of winter ofshore 
polynyas. The addition of salt into the shelf waters by the MCDW preconditions these 
for the formation of dense water masses, which wil be discussed below. 
Shelf Water or Winter Water 
As the names imply, this type of water resides over the continental shelf of Antarctica, 
where it is formed during winter. Shelf water comprises water of high salinity and 
very low temperature reaching down to the freezing point during winter. This makes 
the shelf water one of the densest in the world's oceans. Withworth et al. [1998] 
distinguish shelf water as the colder part (T < -1.7° C) of waters with a density higher 
than 1028.27 kg m-3. This water is generated as a consequence of sea-ice formation, 
which induces cooling and salt rejection into the underlying ocean. Major volumes of 
shelf water are found in the Weddel and Ross seas. Gordon [1974] found a correlation 
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between the salinity of the shelf water and the width of the shelf itself. In regions with 
a wide continental shelf (e.g. Ross or Weddel seas) the highest salinity values have 
been found, while the narrow shelf structures exhibit shelf waters of comparatively low 
salinity. This leads to the conclusion that the trapping of salt expeled during the 
formation of sea ice is the major salinity source on a shelf [Gordon, 1974]. The mixing 
process between shelf water and modified CDW generates Antarctic Bottom Water 
(AABW) (discussed below), a sensitive component of the climate in the oceanic system. 
The amount of highly saline shelf water available at a certain location determines the 
local rate of bottom-water production. Processes determining the formation of shelf 
water therefore have an influence on the formation of AABW, and hence afect the 
large-scale ocean circulation. 
Antarctic Bottom Water 
Characteristics of the Antarctic Bottom Water (AABW) are a minimum in temperature 
(below 0.0° C) and a maximum in oxygen when compared to surrounding water masses. 
Bottom water is formed in a few high-latitude locations in the Arctic and along the 
Antarctic continental shelf. Vertical transport of cold and oxygen-rich water is caused 
by density increase and imbalance at the surface. This process takes place where the 
temperature gradient between surface ocean and overlying atmosphere is great enough 
to cool the surface water significantly, or where salt is injected into the oceanic mixed 
layer by the formation of sea-ice or by mixing with saltier water masses. As a result 
the vertical density stratification becomes unstable and the heavier surface water sinks 
in a convective motion. If the preconditioning is strong enough to form enough shelf 
water to force it over surrounding sils out from the continental shelf, then this water 
mass eventualy sinks into the abyssal ocean, where it is caled bottom water. 
In the Antarctic region, the Weddel and Ross seas with their expansive ice shelves 
have been considered the largest sources of bottom water, therefore most of the ex-
perimental investigations have concentrated within these regions. From measurements 
Carmack and Forster [1975] estimated a net flow of 16 106 Sv of bottom water out of 
the Weddel Sea. Gordon [1971] presented data that also imply the formation of bottom 
water along the continental shelf of East Antarctica. This has been confirmed recently 
in the vicinity of the Adelie depression [Rintoul, 1998]. New work on bottom-water 
formation in Prydz Bay has been carried out by Wong et al. [1998]. They proposed 
bottom-water formation along the continental slope of Prydz Bay or west of Prydz 
Bay of Enderby Land. They concluded that this water is a product of mixing mod-
ified CDW from on-shelf transport with high salinity shelf water produced by sea-ice 
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formation over Prydz Bay. 
In places the formation of Antarctic Bottom Water may be linked to interactions of 
shelf water with continental ice shelves, the latter covering 40 % of the continental shelf. 
Changes in the extent of glacial ice sheets on the margin of the Southern Ocean are 
therefore likely to impact the production rate of AABW. Another process of AABW 
formation is associated with the formation of the sea-ice cover. The sea ice itself 
strongly depends on atmosphere and ocean conditions. Therefore these conditions and 
the changes in sea-ice formation exert a high variability on the annual production rate 
of AABW. 
2.2.3 Near coastal circulation in East Antarctica 
In this section the oceanic features of the study region are discussed with regard to 
their importance for sea-ice processes. To the south of the ACC the coastal current 
is a common feature of the oceanic region around East Antarctica. Other components 
are the cyclonic Prydz Bay Gyre, which is situated in the major oceanic embayment 
of East Antarctica; and local circulation cels. 
Coastal current Around Antarctica a near-complete coastal current flows westward 
in a relatively narrow band along the coast. This current is mainly influenced by the 
easterly winds [Middleton and Humphries, 1989] and surface current speeds average 
around 0.1 m s-1 [Sverdrup [1953] as cited by Carmack [1990]. The width of this 
current varies from less than 100 km in the vicinity of Cape Anne to more than 300 km 
in the margin of the Riser Larsen Ridge and in Prydz Bay. The northward limit of 
the westward current is defined by the Antarctic Divergence (see 2.2.1). Therefore 
the westward current lies south of the low-pressure trough surrounding the continent. 
The zonal position of this northern limit of the coastal current changes not only as 
a function of longitude, but also temporaly with season [Orsi et al., 1995], as wel 
as on interannual scales, with the seasonal variation being dominant. The associated 
variability in the ice transport wil be discussed in Chapter 5. To the north of the 
Antarctic Divergence the southern bands of the ACC provide a major transport of 
water and sea ice towards the east. 
Prydz Bay Gyre Water flow in Prydz Bay is highly barotropic (e.g. Hodgkinson 
et al. [1988]). North of Prydz Bay baxotropic flow is also dominant in the open 
ocean region Pang et al., 1993]. Over the shelf in Prydz Bay, the local circulation 
is dominated by a cyclonic gyre [Smith et al., 1984; Middleton and Humphries, 1989; 
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and Nunes Vaz and Lennon, 1996], which extends north-westward over the shelf edge 
to about 66.5°S. The strength of the cyclonic circulation is likely to be driven by 
a combination of Ekman pumping and topographic steering, similar to the Weddel 
Gyre and Ross Sea Gyre. An intensification of the clockwise circulation is found in the 
southeastern part of the bay Pang et al., 1993]. On the western rim of Prydz Bay a 
persistent northwestward current is found. On departure from the Prydz Bay region 
this current turns west and continues along the shelf as a coastal current. However, 
some of the flow branches to the north, where it rejoins the eastward moving waters to 
the south of the ACC [Nunes Vaz and Lennon, 1996]. 
There is evidence for a sub-ice shelf circulation, which originates from the clockwise 
gyre, reaching an oceanic layer thickness of over 600 m below the ice shelf. This circula-
tion reaches as far south as 73°S, recent work [Philips et al., 1998] suggests even further 
southward extension of this sub-ice shelf circulation. In the water column underneath 
the shelf various processes, such as basal melt of glacial ice, are induced by the stream 
of relatively warmer water from Prydz Bay [Wong et al., 1998]. Due to the negative 
temperature gradient between ice shelf and ocean water a considerable amount of the 
lower ice shelf melts, thereby forming supercooled water. Due to the reduced freezing 
point of sea water under increased pressure at such depth, water masses emerging from 
underneath the Amery Ice Shelf are likely to be supercooled and to play a part in 
the formation of platelet ice. The only platelet ice reported in Prydz Bay occurred in 
the south-western region [Penrose et al., 1994]. This is consistent with the clockwise 
circulation below the ice shelf, where relatively warm Prydz Bay waters enter under 
the shelf from the northeast, travel southward along preferred paths folowing the local 
bottom topography, before finaly turning west and then north to exit from beneath 
the ice shelf back into the Prydz Bay regime [Wong et al., 1998; Wiliams et al., 1998]. 
Along the shelf break of Prydz Bay some canyons are found [Australian Antarctic 
Division, 1997], although these are not as prominent as the canyons found along the 
shelf break of the Weddel Sea [Gordon et al., 1981]. Therefore the inflow of deep 
water to Prydz Bay relative to the Weddel Sea appears to be limited, which in turn 
restricts the formation of water masses similar to the Weddel Deep Water. As there 
are no obvious upward pathways along the shelf break it is felt that the water-mass 
distribution in Prydz Bay does not contain significant amounts of modified deep water. 
This is in agreement with recent observations [Wong et al., 1998]. However, traces of 
CDW entraining onto the continental shelf have been found in Prydz Bay [Middleton 
and Humphries, 1989]. Current-meter data [Hodkinson et al., 1988] reveal diurnal 
tides near the shelf break, and Smith and Treguer [1994] noted that these propagate as 
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continental shelf waves with the ability to bring warm water from the deeper ocean onto 
the shelf. Furthermore, east of Fram Bank onshore motion through the whole depth 
of the water column is found to be especialy strong [Liang et al., 1993]. By supplying 
salty, dense water this might increase the likelihood of bottom-water formation within 
the Prydz Bay region. 
Local recirculation cells Along the continental shelf smaler cyclonic circulation 
cels are found. These closed cels cross the boundary between the coastal current and 
the eastward flowing current. The longitudinal extent generaly exceeds the latitudinal 
extent, with typical dimensions over a few hundred kilometres in longitude and around 
one hundred kilometres in latitude. Various recirculation cels have been observed, e.g. 
north of Prydz Bay or of Wilkes Land [Smith et al., 1984; Wakatsuchi et al., 1994]. The 
formation of these recirculation cels has been associated with eddies, which form as a 
result of the interaction between cold coastal water, which are deflected north by an 
obstacle, and water which upwels within the AD [Wakatsuchi et al., 1994]. Together 
these water masses form a dome of dense water when they mix [Wakatsuchi et al., 
1994]. To stabilize the density imbalance a cyclonic recirculation is invoked. Similarly, 
deep holows can produce a circulation cel around the depression. However, not al of 
the observed recirculation cels are associated with coastal obstacles. Therefore further 
mechanisms need to be explored to explain these closed cels. 
2.2.4 East Antarctic coastal bathymetry and regional discrimination 
Ocean depth of the continental shelf commonly exceeds 4500 m (Figure 2.3). On the 
edge of the shelf the depth is typicaly more than 500 m. Shelf width is commonly of 
the order of 100 km, widening at some distinct embayments (Weddel and Ross seas 
and Prydz Bay). On the shelf itself the ocean depth is highly variable. Canyons and 
channel systems form a web of depressions and localized troughs. The first are able to 
transport dense water along the shelf; in the latter large amounts of dense waters can 
be trapped. Continental ice shelves cover part of the coastline and extend into marine 
regimes. Underneath floating ice shelves water circulation occurs and processes occur 
which contribute to the water-mass modification and transport (e.g. underneath the 
Amery Ice Shelf [Wong et al., 1998]). 
To assist with the forthcoming discussion of sea-ice motion, the marine zone of East 
Antarctica wil be divided into subregions. The terminology (Indian Ocean and Western 
Pacific sectors) folows Gloersen et al. [1992], although the regional boundaries have 
been altered. An additional sector (Prydz Bay sector) has been added to account for 
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Figure 2.3: Bathymetry (colour scale in m) of the Southern Ocean and coastal outline 
of Antarctica from ETOP05 [NOAA, 1988]. Abbreviations used in the figure stand for 
Litzow Holm Bay (LH), Cape Anne (CA), MacRobertson Land (MR Land), Mackenzie 
Bay (MB) and Prydz Bay (PB). 
local circulation. Bathymetric and oceanographic particularities of these subregions 
are discussed here. Figure 2.4 shows the regions of interest for the folowing work. 
Indian Ocean sector Within this study the Indian Ocean sector is defined as the 
part of the Southern Ocean which lies to the west of Prydz Bay, including the waters 
north of MacRobertson Land past Enderby Land, around to the east of the region of 
Maud Rise (3°E, 65°S). The western limit of the Indian Ocean sector is given by the 
Weddel retroflection, which is a circulatory system determined by the northward out-
flow of the Weddel embayment and its confluence with the ACC. In terms of longitude 
the Indian Ocean sector extends from 20.00 to 67.5°E. 
Enderby Land protrudes northward within the eastern part of the Indian Ocean 
sector. Its predominant feature is Cape Anne, a knol of land, about 250 km wide, 
which extends more than 200 km further north than the surrounding coast. To either 
side of the knol the coastline trends as far south as 69°S into Prydz Bay (to the east) 
and into Lfitzow Holm Bay (to the west). As a consequence of this northward extent 
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Figure 2.4: Map of south-polar region with definitions of regions of interest. Ab-
breviations used in the figure stand for Litzow Holm Bay (LH), Cape Anne (CA), 
MacRobertson Land (MR Land), Mackenzie Bay (MB) and Prydz  Bay (PB). 
of the Antarctic continent the shelf width around Cape Anne is narrow. The western 
part of the Indian Ocean sector is marked by the Riser Larsen Ridge, which is the 
underwater continuation of another continental protrusion just  to the west of Litzow 
Holm Bay. This ridge extends northeast for more than 500 km. 
Prydz Bay sector Prydz Bay is a major southward indentation of the East Antarctic 
coastline at 67.5° to 82.5°E. It is not as extensive in size and does not reach as far 
south as the two other major Antarctic embayments (Weddel  and Ross seas). In 
Prydz Bay the ocean reaches just south of 69°S. Prydz Bay is  bordered to the south 
by the Amery Ice Shelf and neighbouring ice shelves. At the continental shelf edge 
the water depth is around 500 m, but in the central basin, covering most of Prydz 
Bay, the average depth is in excess of 550 m [Smith and Treguer, 1994]. However, 
the ocean bottom is undulated, and sils such as Four Ladies Bank and Fram Bank 
have average depths of 200 m (minima at 128 m) [Smith and Treguer, 1994] and form 
efective barriers between the shelf and the outer ocean. Depths in excess of 1000 m 
have been found on the shelf in the vicinity of the Amery and Publication ice shelves, 
e.g. the Lambert Deep, a depression running westsouthwest to eastnortheast, which 
reaches below 1085 m [Smith et al., 1984] but is not directly connected to the open 
ocean via a deep canyon. There is a connection to deeper ofshelf  waters via the Amery 
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Depression and the Prydz Channel, which reach depths in excess of 800 m and 600 m, 
respectively. 
Western Pacific sector To the east of Prydz Bay the coastline is irregular and 
extends as far north as 65.1°S. The only place where the Antarctic continent reaches 
further northward is on the Antarctic Peninsula. The width of the shelf is relatively 
narrow (200 km or less) and a number of continental ice shelves extend over the coastline 
out onto the shelf (e.g. West and Shackleton ice shelves). Within this study the Western 
Pacific sector extends from 82.5° to 160°E. 
In a subregion of the Western Pacific sector, the Adelie Coast, Gordon and Tchernia 
[1972] found bottom water in cavities along the continental shelf. This is most likely a 
local product of winter convection resulting from sea-ice formation. Relatively recently 
this area has been included in an hydrographic survey, the Antarctic Margin Experiment 
[Bindof et al., 1997], along the coast. CTD-casts and bottle sampling taken between 
80° and 150°E revealed that the bottom water was restricted to few regions on the 
shelf, mainly depressions, and to some drainage channels along the continental shelf. 
Warren [1981] considered the volume of the bottom water produced on the shelf to be 
smal since it has not been measured at great distances from the shelf. However, new 
data analyses suggest that the continental shelf along East Antarctica, especialy of 
Adelie Land, is an important place for the bottom-water production, with an estimated 
volume greater than the Ross Sea bottom water [Rintoul, 1998]. Perennial polynyas 
are thought to precondition the water on the shelf by rapid ice formation so it can gain 
density by cooling and salinisation (due to ice formation) and eventualy form bottom 
water. With an extensive field investigation scheduled for the winter 1999 new light wil 
be shed on this question and wil determine if a substantial amount of bottom water 
forms along the East Antarctic continental shelf. 
2.3 Dynamic processes 
In the folowing section processes relating to the dynamic component of the ocean 
are described. It is necessary to discuss these processes here, since previous analyses 
of drifting sea-ice buoys (e.g. Rowe et al. [1989], Geiger et al. [1997]) showed sea 
ice incorporates into its motion significant energy from the surrounding ocean and 
atmosphere. Here the principles of the relevant oceanic processes are discussed. In 
Chapter 4 these wil be evaluated as potential sources for forcing the sea-ice motion. 
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2.3.1 Inertial motion 
Inertial motion is associated with a rotating system. If a moving body on a horizontal 
surface within a rotating system is free of external forcing, then in a rotating reference 
frame it wil folow a circular motion, caled inertial oscilation. This motion is the 
equivalent of straight linear motion for a body within a stationary system. If the body 
experiences constant acceleration, then inertial motion is described by Newton's law. 
For this type of motion the acceleration is presented as a constant change in direction. 
In the ideal case with no friction involved a body would move indefinitely in a circle 
as long as no external forces act on it. In reality inertial motion is superimposed onto 
other forms of motion and can be dificult to identify. 
For the earth, the radius (_,R:nertial)  of the inertial motion is decribed as (e.g. Dietrich 
et al. [1975]): 
Rinertzal = 212.sin0 
where v is the velocity of the center of mass, It is the angular frequency of the earth's 
rotation, and 0 is the latitude at which the motion takes place. Inertial oscilations take 
place on spatial scales smaler than the baroclinic Rossby radius, which renders them as 
local phenomena. For the East Antarctic region the theoretical inertial radius would be 
between 0.6 and 1.5 km for typical ice velocities between 0.08 and 0.2 m s-1 respectively. 
The period of the inertial motion is given as: 
7r 
rifler tial = 	  nsinEr 
which is half a Pendulum Day of a Foucault pendulum. At 60°S the inertial period is 
13.82 hours and decreases towards higher latitude. 
In a non-idealized situation however, the amplitude of inertial drift is variable since 
it depends on the magnitude of the forcing mechanism. Decay occurs due to friction. 
The direction of the rotation in the inertial circle is clockwise (viewed from above) in 
the Northern Hemisphere and anticlockwise in the Southern Hemisphere. 
2.3.2 Tidal currents 
On Earth, tidal motion is caused by gravitational attraction of the sun and moon. 
Tidal waves can be standing or propagating,both with a very long wavelength in the 
order of 100 km to 1000 km, and generaly a relatively smal amplitude in the order 
of centimetres to tens of centimetres [Dietrich et al., 1975]. Coriolis force, friction, 
reflection and refraction interfere with tidal waves. However, tidal waves are some of 
the most energetic waves in the world's oceans. 
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The tidal force is a combination of gravitational and centrifugal force [Dietrich et 
al., 1975]. Its vertical component is negligible compared to gravity, but its horizontal 
components are strong and induce variations in sea level at diferent periods. Table 
2.1 gives an overview of the basic tidal periods and their forcing mechanisms. Many 
more tidal constituents have been identified, but those listed in Table 2.1 are relevant 
to sea-ice motion. 
Table 2.1: Selected primary tidal constituents and their periods. 
Name Symbol Period 
Principal lunar diurnal 01 25h 49' 
Principal solar diurnal P1 24h 00' 
Luni-solar diurnal K1 23h 56' 
Larger lunar eliptic diurnal Qi 26h 52' 
Principal lunar semi-diurnal M2 12h 25' 
Principal solar semi-diurnal S2 12h 00' 
Large lunar eliptic semi-diurnal N2 12h 40' 
Luni-solar semi-diurnal K2 11h 58' 
While tidal currents are smal (in the order of 0.01 m s-1) over the deep ocean, 
a build-up in shalow water enhances the tidal currents to the order of 1 m s 
observed along coastlines. Nevertheless, in shalow oceans tides afect oceanic properties 
by inducing physical processes such as mixing of the upper ocean layer or upweling 
of warm water into the ocean surface from underneath the mixed layer. In the polar 
oceans this afects the formation of seasonal sea ice, as tides can cause upweling of 
heat stored in the upper ocean and may therefore delay the sea-ice formation. 
In coastal regions high tidal components may delay the formation of fast ice. Tides 
can also afect an existing ice cover [Zubov, 1945]. Near the coast large drifting ice floes 
may break up when passing through an area of high tidal activity [Zubov, 1945]. Tides 
also induce periodical opening and closing of leads in the sea-ice cover. This occurs 
both on the shelf and over the deeper ocean. Depending on the temperature gradient 
between ocean and atmosphere, these areas of open water refreeze within hours. When 
the tidal motion reverses, the thin ice rafts or ridges. Towards the end of the freezing 
season, tides can promote the break-up of fast ice and accelerate the removal of the 
ice cover before the thermal equilibrium between ocean and atmosphere induces melt. 
This in turn causes a further loss of heat from the ocean into the atmosphere. 
From this discussion it becomes evident that tidal motion not only afects surface 
drift, but also that it creates openings in the sea ice, and therefore tidal motion enhances 
the exposure of the ocean to the generaly colder atmosphere. 
Chapter 3 
Sea ice: Characteristics and 
model physics 
Sea ice is found at the interface of ocean and atmosphere at high latitudes. It is the 
solid phase of oceanic water, however a certain fraction of the sea-ice slab remains in 
the gaseous and liquid phase. The multiphase nature of the sea ice complicates its 
physics. For example residual salt reduces the freezing temperature of the aggregate 
and changes its structure and mechanical properties. Visually a number of ice types 
can be differentiated, e.g. slush, grease, nilas, pancakes, grey ice, multi-year ice; as can 
different regimes of ice cover, e.g. the Marginal Ice Zone (MIZ), the inner pack and the 
fast ice cover. 
In this chapter characteristics of the sea ice are discussed for both the Arctic and 
Antarctic. Information on sea-ice extent and concentration is generally derived from 
passive microwave or Synthetic Aperture Radar (SAR) data collected by satellites. 
Knowledge of ice extent and ice concentration is important for determining the mass-
and heat budget over the sea-ice zones. Ice thickness is more difficult to derive from 
remote measurements. Therefore most estimates of ice thickness distributions are based 
on in situ or ship-based observations. In order to resolve the surface roughness and the 
floe-size distribution one relies on smallscale and mesoscale measurements conducted 
from vessels, aircraft or submarines. Satellite technology is still too coarse to map the 
variety of such features. Similarly the sea-ice drift is generally derived from in situ 
measurements. However, advances in the analysis of remotely sensed data allow the 
derivation of the large-scale drift pattern (e.g. Emery et al. [1997]). Here a review is 
given of a number of Antarctic sea-ice characteristics that are relevant in the context 
of the new work presented in this thesis. 
Everywhere within the pack the mass and volume of the sea ice are regulated by 
local processes, such as growth and decay of sea ice; as well as by advective processes, 
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such as import and export of sea ice, and by mechanical interaction. Numerical models 
for the simulation of the sea-ice cover account for these processes by either explicit 
inclusion of the physical processes or by parametrization of more complex processes. 
Depending on the physical processes considered numerical models of sea ice can be 
divided into thermodynamic, dynamic and combined models. While thermodynamic 
processes preferentialy afect the ice growth in the vertical axis, dynamic processes have 
stronger influence in the horizontal plane. The latter also determine ice divergence, 
convergence and ridging. 
Folowing the discussion of the sea-ice characteristics the processes relevant to the 
behaviour of sea ice are presented. Physical processes of the thermodynamic sea-ice 
growth and decay are discussed. These are then used in the construction of a thermody-
namic model which is used to derive the values of oceanic-heat flux (Chapter 6.1). This 
chapter concludes with a brief review of mathematical expressions of the sea-ice dy-
namics, of the thermodynamic-dynamic coupling and of the coupling of sea-ice models 
with ocean or atmosphere models. 
3.1 Sea-ice characteristics 
Every winter the seasonal cycle of sea-ice growth repeats itself in both polar regions. 
However, structure and distribution of the ice vary considerably between the two re-
gions. While most of the ice in the northern hemisphere is landlocked at high latitude 
within the Arctic Basin, the sea ice of the southern hemisphere forms around the 
Antarctic continent, and is generaly free to diverge. Due to its narrow latitudinal but 
elongated longitudinal extent the East Antarctic region is a special case within the 
southern hemispheric sea-ice zone. In contrast to the Arctic, Weddel or Ross seas, 
the East Antarctic sea-ice zone ofers no obvious barrier to the ice flow, except for 
the Antarctic continent towards the south. Although the basic physical processes are 
the same for al sea ice, distinct regional features are found. In the folowing the spa-
tial characteristics of the sea ice for the diferent regions wil be discussed and where 
available, information on temporal variations wil be provided. Many of the available 
observational data are derived from satelite passive microwave sensors. These pro-
vide a continuous global record of sea-ice extent and estimates of sea-ice concentration 
since 1973. Here it is worth mentioning that the ability of current algorithms to accu-
rately derive ice concentration have been questioned within the scientific community, 
especialy over highly concentrated but thin ice (e.g. Massom et al., 19991). 
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3.1.1 Sea-ice concentration and extent 
Sea-ice concentration The sea-ice concentration around Antarctica is on average 
lower than the Arctic. During winter the observed average sea-ice concentration in 
the Arctic is 97% [Gloersen et al., 1992]. On average 80% of the area of the Arctic 
summer pack is covered by ice using the NASA Team algorithm [Gloersen et al., 1992]. 
Using the same ice-concentration algorithm Antarctic figures difer from these with an 
observed average concentration of 79 % during winter and 58 % during summer within 
the seasonal pack-ice zone [Gloersen et al., 1992]. 
The high amount of open water within the Antarctic ice pack is due to wind and 
current induced divergence, as wel as to the relatively lower latitudes at which the 
Antarctic sea ice occurs [Washington and Parkinson, 1986]. Deep within the pack and 
also close to the coast the sea ice covers the oceanic surface almost completely. However, 
on the large scale the sea-ice cover seldom achieves a ful 100 % cover due to diferential 
motion and localized ablation [Washington and Parkinson, 1986]. 
A regional study in the Ross Sea [Jacobs and Comiso, 1989] showed that the ice 
concentration near the coast and over the shelf (shalower than 1000 m) was generaly 
lower than further out over the open ocean. Average concentration as derived from 
the combined ESMR/ SMMR data set was around 86 % on the shelf and around 95 % 
of the shelf (NASA Team algorithm; Jacobs and Comiso [1989]). Analysis of SSM// 
microwave data (bootstrap algorithm; Comiso [1995]) for 1987 to 1996 show that ice 
concentration within the East Antarctic pack-ice zone ranges between 76 and 98 % 
during winter. The majority of the ice cover has 85 % or higher ice concentration. This 
is in the same range as for the Ross Sea one decade earlier [Jacobs and Comiso, 1989]. 
Ice concentration in the outer 100 km is highly variable with typical values ranging from 
below 15 % (the cut-of value for the microwave sensor) to 84 % (bootstrap algorithm; 
Comiso [1995]). During winter areas of open water or reduced ice concentration are 
frequently found in close proximity to the coast. This reflects the strong ofshore forcing 
of the katabatic winds near the coast. The summer distribution of ice concentration is 
dominated by ice dynamics. 
Sea-ice extent By definition, sea-ice extent describes the horizontal extent of the sea-
ice cover towards lower latitudes, while the sea-ice area accounts only for ice covered 
regions within this. The two are related via the ice concentration: 
sea-ice area = ice concentration x sea-ice extent 
From remotely sensed data the maximum sea-ice extent of the Arctic is estimated to 
average 15.6•106 km2, while the averaged maximum sea-ice extent for the Antarctic 
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sea-ice region 18.4 106 km2 [Cavadieri et al., 1994 Seasonal variations are significant: 
minimum and maximum sea-ice extent difer by 75 % in area in the Antarctic but by 
only about 50 % in the Arctic. This is a result of the diference in the latitudinal position 
of the sea-ice zones in the two hemispheres. In the Antarctic the average position of the 
sea ice is further equatorward than in the Arctic, hence higher seasonal variations are 
expected due to greater amplitudes for changes between summer and winter climate, 
and due to longer intervals of solar incidence at lower latitude. This efect is further 
enhanced due to the restrictive influence of bordering land masses on the spread of the 
Arctic sea-ice cover: equatorward sea-ice ejection is restricted to few channels, such as 
Fram and Greenland straits, while in the southern hemisphere no physical boundary 
hampers the spread of sea ice to lower latitudes. 
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Figure 3.1: Average seasonal cycle of sea-ice extent around Antarctica (solid line, Glo-
ersen et al. [1992]) and for the combined Indian Ocean, Prydz Bay and Western Pacific 
sectors (dotted line) derived from SMMR and SSM// data. 
In the southern hemisphere sea ice reaches its northernmost latitude generaly around 
late September. The maximum northward extent of the sea ice is often used as a 
measure of the intensity of a certain season as compared to others. The annual cycle of 
sea-ice advance starts in early autumn, when little sea ice is left along the coast except 
deep within embayments, such as the Weddel or Ross seas. With colder temperatures 
the thermodynamic growth of the ice cover starts from the south. Ice motion due to 
ocean currents and large scale winds continualy advect the newly formed ice. Two 
processes contribute to the northward expansion of the sea-ice zone: sea-ice advection 
and the equatorward advance of the freezing isotherm at the sea surface. Some sea-ice 
melt may occur in balance with ongoing northward ice advection. The sea-ice edge 
takes a quasi-stationary position; and at the time of maximum sea-ice extent short-
term deviations from the mean equilibrium position of the ice edge are produced by 
storm fronts moving in from over the open ocean [Wadhams, 1986; Cavalieri et al., 
1997] with warmer air in their wake. 
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Southward of an ice concentration of 15 % the ice edge compacts quickly. Location 
and time of maximum extent of the ice edge are interannualy variable and unevenly 
distributed around al longitudes. With the advancing spring season heat infiltrates 
. from both the ocean mixed layer and from the atmosphere and sea-ice melt is initiated. 
However, due to advective processes the quasi-stationary position of sea-ice extent is 
maintained for as many as 50 days [Ackley, 1979]. A rapid southward retreat of the 
sea-ice extent then takes places, until the minimum is reached again in later summer. 
The ice covered area of East Antarctica (200 - 160°E) between 1979 and 1996 as 
derived from SMMR and SSM/ data [National Ice Center, 1996] averaged 5.9 • 106 km2 
at the maximum. The mean latitude of the ice edge at maximum ice extent was at 
61° 13'S; extreme positions were found between 550  16' S and 64° 33'S. Figure 3.1 shows 
the extent of sea ice around the East Antarctic sea-ice zone and for comparison around 
al Antarctica. Both curves clearly show the asymmetry between growth and decay 
seasons, the latter being much shorter. 
Interannual variations Since growth and advection of sea ice are determined by a 
large variety of parameters, which experience diferent degrees of variation with time, 
a high degree of variability is anticipated for the state of the sea ice. This should 
then be manifested as variations in sea-ice extent [Murphy et al., 1995], concentration, 
thickness, drift rate and so on. The extent of the seasonal sea-ice cover is thought to 
be sensitive enough to the parameters of the climate system to be a good indicator 
of climate change. It is most sensitive when it is at maximum extent [Enomoto and 
Ohmura, 1990]. 
However, the record of measurements of sea-ice extent with remote sensing technol-
ogy, which is considered to be the only method of obtaining measurements over the 
vast regions, commences only in the early 1970's [Zwaly et al., 1979]. Therefore there 
is insuficient information to determine ice changes with confidence prior to the 1970's. 
Parkinson [1990] finds good agreement for the northern ice edge between the historical 
records from shipping records for the 18th and 19th century and the 1970's remotely 
sensed measurements. The few regions that had their ice edge in lower latitudes in 
historical times might be explained by finger-like bulges in certain locations or as local 
minima in ice-edge latitude of the circumpolar wave of anomalies [White and Peterson, 
1996; discussed below] rather than a complete northward displacement of the ice edge 
al around Antarctica in historical times. In contrast to the above are the findings of 
de la Mare [1997], who utilized whaling records from the 1930's, 1946 - 1958 and 1971 
- 1986 to analyze the northward extent of sea ice around Antarctica. For the months 
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between October and April de la Mare finds an ice-edge retreat of 2.8° over 20 years 
from the mid fifties. This is equivalent to a decrease of 12.5 % per decade in sea-ice 
extent. This would represent a fundamental change in the mass balance of Antarctic 
sea ice. 
White and Peterson [1996] identified a circumpolar wave of anomalies in sea-level 
pressure, sea-surface temperature, meridional wind stress and sea-ice extent, with a 
period of 4 - 5 years. This is in agreement with Budd [1991], who proposes propagation 
periods of 3 - 5 years for the southern gyres and the ACC. White and Peterson [1996] 
describe an eastward propagating signal, which is strongest in the Pacific region, e.g. an 
amplitude of 350 km has been presented for interannual changes in the sea-ice extent. 
The authors note there has been no net efect on the total hemispheric sea-ice extent 
between 1979 and 1992. Parkinson [1994] analyzed the spatial variation of the length 
of the sea-ice season. She found that the local sea-ice extent is not constant over the 
years, identifying various modulations. In a recent study [Cavalieri et al., 1997] passive 
microwave data were reanalyzed over the interval from 1978 through 1996. From this 
it was found that the areal extent of sea ice around Antarctica increased by 1.3 % per 
decade. The same study revealed a decrease of 2.9 % per decade for the Arctic over 
the same time interval. Interannual variations in the Arctic were found to be 2.3 % at 
a typical period of 5 years, while in the Antarctic the interannual variability was 3.4 % 
at a typical period of 3 years. 
3.1.2 Sea-ice thickness and topography 
Ice thickness Average ice thickness in the Arctic is 3.0 to 4.0 m [Colony and 
Thorndike, 1984; Wadhams, 1991]. Antarctic ice thickness has been estimated to aver-
age somewhere between 0.5 and 1.0 m [Budd, 1991; Washington and Parkinson, 1986]. 
This diference in ice thickness reflects the fact that most ice in the Antarctic regions is 
first year ice (in excess of 80% [Wadhams, 1991]). There are only a few areas around 
the Antarctic continent where sea ice is able to survive for one or more summer seasons, 
e.g. the western Weddel Sea [Lange and Eicken, 1991]; parts of the Ross Sea [Jefries et 
al., 1993], or around wel established iceberg tongues [Gow, 1970]. Extreme thicknesses 
of up to 25 m have been measured in the Arctic [Zubov, 1945] and, much more rarely, 
around 15 m in the Antarctic [Gow, 1970]. In the East Antarctic region (20° - 170°E ) 
no more than 10% of the ice is older than one year [Worby et al., 1998]. This is also 
mirrored in the average age of sea ice in the two regions: On average the Antarctic ice 
is relatively young (less than 1 year [Wadhams, 1986]) when compared- to Arctic ice (in 
excess of 2 years [Harder, 1996]). However, structural analysis of sea-ice cores taken 
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from a fast ice tongue in McMurdo Sound, Ross Sea [Jefries et al., 1993] show extreme 
ages in excess of a decade. Sea ice locked in such vicinities has been found to grow as 
thick as 15 m [Lewis and Weeks, 1971]. 
Wadhams [1991] used a variety of measurements to analyze seasonal and interannual 
variability of sea-ice thickness for the Arctic and Antarctic. He concludes that there 
are a number of regimes within the Arctic which can be distinguished in regard to their 
variations in sea-ice thickness. First there is ice which is not restricted by a land mass, 
e.g. the ice that drifts out of the Pram Strait. The ice thickness exhibits very little 
seasonal or interannual variability. The situation is diferent where the flow of the ice 
is restricted, e.g. the region which lies in the upstream path of Greenland, which shows 
a high variability in ice thickness. These changes have been associated with variations 
in wind conditions, which induce convergent or divergent ice motion. A further regime 
of variability of ice thickness was identified by Wadhams [1991] in the Canadian Basin, 
where the co-existence of an open ocean boundary during summer and variability in 
the forcing winds alow the ice to be distributed over a wider region. From the limited 
number of measurements available in the Antarctic Wadhams [1991] concluded that 
there was no evidence for changing ice thicknesses in the Weddel Gyre. 
For the East Antarctic region Worby et al. [1998] presented a comprehensive de-
scription of sea-ice properties. For undeformed ice they found a mean area-weighted 
ice thickness of 0.31 m during spring and 0.52 m just prior to the annual maximum ice 
extent, with an annual mean of 0.40 m. Figure 3.2 shows the seasonal cycle of the area-
weighted average ice thickness for the East Antarctic sea-ice zone. These data show 
maximum mean ice thickness for the month of August, which is before the seasonal 
maximum ice extent is reached. 
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Figure 3.2: Monthly mean thickness for sea ice including the open-water fraction in the 
East Antarctic sea-ice zone as derived from hourly bridge observations. Data interpo-
lated from Worby et al. [1998]. 
Surface topography The degree of surface roughness of the sea ice is determined 
by mechanical processes such as rafting and ridging. Thin (zi„ < 30 cm [Leppdranta, 
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1981]), undeformed ice is subject to rafting, which is described as the overriding of one 
piece of ice on top of another piece. Around the edges of the floes the ice thickness 
approximately doubles during this process, while the local surface roughness is virtualy 
unchanged. However, due to the local increase in ice thickness the roughness of the 
pack as a whole increases. A special case of rafting is the so-caled process of finger 
rafting, where nilas, which is very thin, young ice, breaks in preferred directions and 
shifts over top of other nilas as a results of wind forcing, or due to pressure from other, 
wel established floes. 
Ridging takes place when two or more thick ice floes colide. During colision parts of 
the floes around the edges break of and build up underneath and on top of the original 
floes. The local roughness increases considerably during the ridging process as does 
the overal roughness of the pack. Both processes involve increase in ice thickness and 
surface roughness and reduction of the horizontal extent of the original ice sheet. 
It is noted that there are other processes apart from sea-ice deformation which in-
crease the surface roughness. In the vertical scale the latter wil generaly not exceed 
1 m [Weeks et al., 1989], while deformation induced features cover the scale from cen-
timetres to tens of metres. It is however the smal scale features which largely determine 
the ocean and atmosphere drag coeficients of the sea ice [Andreas et al., 1993]. 
A high percentage of the Arctic ice cover consists of ridges and other deformations. 
This is due to the convergent character of the Arctic ice field and to the force of older 
and thicker floes on newly formed, thinner ice, which results in rafting and ridging in the 
northern polar regions. The average divergent structure of the Antarctic sea ice limits 
extensive pressure ridging. However variable divergence and convergence cycles due to 
synoptic systems cause rafting and ridging. These are found to contribute considerably 
to the area averaged ice thickness [e.g., Ackley, 1979; Worby et al., 1998; or Lytle et 
al., 1998a]. Furthermore surface roughness influences the drag coeficients [Lange and 
Eicken, 1991]. 
From aerial measurements with laser profilers Weeks et al. [1980] derived a mean 
ridge height of 1.51 m for the central Arctic. The average occurrence was between 3 
and 5 ridges per km. Investigations in the Antarctic have focussed on the Weddel [e.g., 
Gow et al., 1982;, Lange and Eicken, 1991; Lytle and Ackley, 1991; Dierking, 1995] or 
Ross seas [Weeks et al., 1989]. Diferent methods in measuring surface roughness were 
employed: laser profiling (both from air or directly on an ice floe) and hole driling. 
Weeks et al. [1989] used a laser profiler from an aeroplane over the western Ross Sea 
along a total of 15 transects. Using a lower cutof height of 0.9 m the average ridge 
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height was 1.21 m with a standard deviation below 0.10 m. Ridges occurred at a rates 
of 1.9 per km (away from coast) to 6.8 per km (in vicinity of coast), and averaged 
2.5 ridges per km. 
Measurements for the Weddel Sea are also available. Lytle and Ackley [1991] ob-
tained eight acoustic profile transects in eastern Weddel region during winter. Except 
for one site, which was at the coastal shear zone, variability in ridge occurrence was 
smal. An average ridging occurrence of 1.1 ridges per km was found away from the 
coast, and 5.5 ridges per km in the coastal region, where the variability was higher. 
Overal mean ridge height was 1.12 m, and this did not change greatly with location. 
Lange and Eicken [1991] used their measurements (e.g. ice and snow thickness, draft) 
from 19 on-floe transects in the north-western Weddel Sea to derive the atmospheric 
and oceanic drag coeficients (1.58. 10-3 and 2.75. 10-3 respectively). They conclude 
that the derived values of drag coeficients are in agreement with results for the Arctic. 
For the East Antarctic region Lytle et al. [1998a] found that for a cutof ridge height 
of 0.8 m the average ridging occurrence was at 6.7 ridges per km. Their data showed a 
latitudinal variability (0.6 to 22.1 ridges per km) with lower values found to the north. 
They also estimated the occurrence of ridges for a lower cutof value (0.4 m) and found 
that exclusion of lower ridges may significantly underestimate the total ice volume. 
3.1.3 Floe-size distribution 
The distribution of floe size ranges from tens of centimetres to many kilometres. Initialy 
a new ice cover forms as a loose colection of crystals. These crystals wil form a coherent 
sheet of nilas in calm conditions. Under wind and wave action smal rounded floes, so-
caled ice pancakes, wil form. Pancakes wil grow lateraly when coliding with each 
other under freezing conditions, while nilas sheets are most likely to break into smaler 
pieces and eventualy to be rafted into thicker floes. Further vertical growth may occur 
by basal freezing onto an existing ice cover. In the inner pack vast ice floes can be found, 
if there is. no wave action and no deformation. They can reach horizontal dimensions 
in excess of many tens of kilometres. However, these floes are constantly exposed to 
interaction with wind, ocean currents and neighbouring floes. These continualy change 
the properties of the ice floe and induce processes such as ridging, break-up, cracks or 
lead formation. 
In the outer pack on the boundary of the open ocean, often caled Marginal Ice Zone 
(MIZ), the distribution of floe size is not limited to any particular value [Worby et al., 
1998], however ice thickness is usualy smal. 
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During the winter of 1995 the break up of a large area of vast ice floes was observed in 
situ and also with satelite-borne microwave instruments [Lytle et al., 1998b]. The vast 
ice floes had previously survived storms and strong winds associated with atmospheric 
low-pressure systems and reacted like a solid body to wind-induced rotation. However, 
break up into floes of smal size (in the order of tens of metres) occurred once oceanic 
swel penetrated deep into the pack and interacted with the ice sheet [Lytle et al, 
1998b]. This is in agreement with Robin [1963], who found that low-frequency waves 
are able to survive initial power absorption by the ice. Robin [1963] suggested that 
this component is removed from the wave spectrum when larger floes are encountered. 
Dissipation of this wave energy may be via the break up of large floes as observed by 
Lytle et al. [1998b]. Ice concentration appears to have little efect on the absorption 
of wave energy [Robin, 1966], but pressure between ice floes is likely to modify the 
propagation of ocean waves through the ice pack. 
Although not a floe-size category, fast ice is discussed here. This is sea ice which in 
part is physicaly attached to the coast or glacial ice, and therefore does not experience 
significant translation. Tidal cracks are likely to run along the coast within the fast 
ice. Fast ice grows in calm waters, away from tidal cracks and anchor feet, until further 
expansion is limited through interaction with the moving pack ice further away from 
the coast. Fast ice is often found along the coast around the Arctic basin, in fjords and 
other river deltas in Svalbard, Scandinavia, Siberia and the North American continent. 
It is found al around the Antarctic continent and inshore islands. In the Southern 
Ocean fast-ice tongues are often found around an accumulation of grounded icebergs. 
Maximum seaward fast-ice extent can be many tens of kilometres, e.g. near the Mawson 
station, Antarctica. The annual cycle of fast-ice formation is often accompanied by 
near-complete breakouts and the reformation of a new fast-ice sheet. 
3.1.4 Sea-ice drift 
As a variety of forces act upon the sea ice (Chapter 3.3.1), the ice is forced to move. 
Here a brief description of the general ice circulation for both polar regions is presented 
and typical drift rates are given. 
In the Arctic the mean circulation of the sea ice consists of the clockwise circulation 
within the Beaufort Sea (Beaufort Gyre) and the so-caled transpolar drift, which takes 
the ice from the Canadian and Siberian basins across the north pole and out of the 
Arctic basin through the Pram and Greenland straits. A ful path along this route 
takes on average eight years [Thorndike, 1986]. Typical ice velocities in the Arctic pack 
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are in the order of 0.01 to 0.1 m s-1 with mean velocities below 0.1 m s-1 [Thorndike, 
1986]. 
The mean circulation of sea ice in the Antarctic region has several key elements. 
Within the major embayments (Weddel and Ross seas) the ice circulation folows the 
cyclonic gyres, which eject both multiyear and first year ice from their western limbs 
into the general region of the ACC. This surface circulation is indicated by the drift 
trajectories of beset ships [e.g. Brennecke, 1921] and sea-ice buoys [e.g., Ackley and 
Holt, 1984; Kottmeier et al., 1997]. The derived duration of one cycle along the rim 
of the Weddel Gyre averages 2.8 years. In East Antarctica there is another, smaler 
cyclonic gyre, the Prydz Bay Gyre. In other regions along the coast of Antarctica the 
ice drift consists of a coastal current (east to west) and a band of eastward drift further 
to the north, separated by an east-west shear zone. Published literature (e.g. Ackley 
and Holt [1984]; Alison [1989b]; Limbert et al. [1989]) refer to ice velocities in the 
order of a few times 0.01 to a few times 0.1 m s-1 with the average sea-ice velocity 
close to or above 0.1 m s-1. In this study a comprehensive data set of sea-ice drift in 
the East Antarctic region extending over more than one decade is discussed in detail 
in Chapter 4. 
Temporal variations The mean motion of the sea ice is due to forcing by oceanic 
currents and atmospheric systems. In the Canadian Basin of the Arctic Ocean Serreze 
et al. [1989] found highest variance in sea-ice motion at periods of 4 to 10 days. This is 
similar to the life time of synoptic weather systems. Data colected by 80 buoys in the 
Weddel Sea show that 60 % of the variance of sea-ice drift is explained by variations 
taking place on a time scale of 1 to 7days [Kottmeier et al., 1997]. This time span is 
associated with atmospheric changes, and is in agreement with results from the Arctic 
as reported by Serreze et al. [1989]. 
However, new high-resolution measurements of sea-ice motion reveal high variability 
on even shorter time scales (subdaily), which is usualy expressed as diferential motion. 
Of East Antarctica as much as 30 % of the total variance can be explained by subdaily 
motion. Such motion is generaly due to inertial oscilation, oceanic eddy forcing, or 
ocean tides. In the light of data colected at higher temporal resolution the distribu-
tion of variance in sea-ice motion and deformation parameters needs to be reassessed. 
Results on sea-ice drift and deformation in the East Antarctic region are presented in 
detail in Chapters 4 and 6. 
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3.2 Thermodynamic sea-ice growth 
The physical processes of thermodynamic ice growth described here in summary, and 
previously presented in Heil et al. [1996], are used to derive the results presented 
in Chapter 6.1. During the formation of sea ice the heat released from the ocean 
is transferred into the atmosphere. Such a thermodynamic ice growth by freezing 
of ocean water occurs on existing ice floes (basal growth) or in open water (lateral 
growth). Other contributions to the sea-ice mass are due to metamorphosis of snow, 
which accumulates on top of the sea ice. The snow transforms to ice when flooded or 
infiltrated with sea water under freezing conditions (e.g. Wu [1993], Ledley [1991]). 
Ablation processes may take place on the upper and lower surface of the ice as wel as 
on the sides. Numerical models of the thermodynamic growth of sea ice are presented 
by Maykut and Untersteiner [1971], Semtner [1976], Parkinson and Washington [1979], 
and Ebert and Curry [1993]. 
In the folowing, the physical processes of sea-ice thermodynamics during growth and 
decay of sea ice are discussed. A description of the accompanying salinity processes 
is also presented. In the formulation of a one-dimensional thermodynamic model as 
presented in Chapter 6.1 the representation of the sea-ice column is based on the model 
by Semtner [1976], however a multi-layer approach is applied. Within the model any 
snow is contained in a single layer covering the sea ice, while the ice column is divided 
into a number of layers of equal thickness. Continuity equations for conductive heat 
fluxes apply at the snow-ice interface as wel as at the ice-ice intrafaces. 
Assuming the ideal case of no snow cover the heat balance at the ice-atmosphere 
interface can, in absence, of surface melt be written as: 
(1 — C)FSWin — 	 FLWin FLWout FSH FLH = Fc 	 (3.1) 
Here Fswin is the incoming short-wave radiation; a the surface albedo; 10 the net 
flux of radiative energy, which is transmitted and stored in the interior layers of the sea 
ice; FLwin the incoming long-wave radiation; FLwout the outgoing long-wave radiation; 
FsH the sensible-heat flux; FLH the latent-heat flux; and Fc the conductive-heat flux 
at the ice-atmosphere interface. The ice surface temperature at the air interface is a 
function of the net heat flux at this interface. See Figure 3.3 for a simplified description 
of the heat fluxes across the interfaces of the sea ice with atmosphere and ocean. 
At the lower surface of the sea ice the heat balance can be written as: 
Focean 	 = —Fe. (5Zi 
	 (3.2) 
Here L1 is the latent heat of fusion of the sea ice, pi is the bulk density of the sea 
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Figure 3.3: Idealized picture of heat fluxes found on the ice-atmosphere and ice-ocean 
interfaces. FLf stands for the term piL f V- from Equation 3.2. Other abbreviations of 
heat fluxes are found in the text. The shading indicates the diferent layers. From top 
to bottom they are atmosphere, sea ice and ocean. 
ice, §-it is the ice-growth rate, Fo„,„ the vertical-heat flux from the ocean and F. the 
conductive-heat flux at the bottom of the ice. 
Heat conducted through the sea ice balances the other fluxes at the surface. Internal 
heat storage and radiation penetration can cause this conductive heat transport to be 
non-constant with depth. 
Sea ice also forms on open-water surfaces when the sea surface reaches freezing 
temperature. When this occurs equations 3.1 and 3.2 can be combined to give: 
(1 — 010)Fswin FLWin FLWout FSH FLH Focean = Fnet 	 (3.3) 
Here Fnet is the remainder of the energy flux going into the oceanic surface layer. co 
is the open-water albedo which is generaly much smaler than that of sea ice or snow. 
The storage term h is implicit in the lower albedo. Equation 3.3 is a bulk balance for 
whole ocean volume. 
3.2.1 Radiative forcing 
Incoming short-wave radiation is calculated with a Zilman-type model [Zilman, 197213], 
which is modified for cloudiness as wel as for high-latitude efects such as enhanced 
scattering. The incoming global radiation under cloud-free conditions Fswo depends 
on latitude, day and time: 
• cos2A (3.4) Fswo = (cosA + 1.0)ea • 10-5 + cosA + 0.046 
Here Sc is the solar constant (1368 W 	 [Gil, 1982]); A is the solar altitude, a 
function of latitude, day and local time; and ea is the partial water-vapour pressure 
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Table 3.1: Clear sky albedo for polar surfaces with an ice thickness of zi„. The key to 
references is given in the text. 
Medium Albedo a Reference 
open water and leads 0.08 - 0.10 W72, A93 
Nilas.(2 - 2.5 cm thick) 0.11 A93 
Nilas (3.7 - 4cm thick) 0.16 A93 
Nilas (6 - 9 cm thick) 0.24 A93 
young grey ice without snow 0.20 P86 
young grey ice with some snow 0.30 P86 
ice (zie, < 0.8 m) without snow 0.24 ± 0.60 zice — 4.88 . 10-3 zle ± 1.27. 10-5 zle W72 ice (zi„ > 0.8 m) without snow 0.73 W72 
ice with snow cover 0.82 GM77 
melting ice or snow 0.2 - 0.65 B99,L66 
of the atmosphere (given in Pa). Over ice the water-vapour pressure is empiricaly 
calculated as a function of the air temperature [Gil, 1982]: 
ea= q • pRuT 	 (3.5) 
q is the specific humidity, R is 461.5 J kg-1 K-1, and T is the absolute temperature. 
When calculating the incoming short-wave radiation it is necessary, due to the daily 
cycle in incoming short-wave radiation, to obtain average values of this parameter by 
integration of the global radiation in time steps smaler than the temporal resolution 
of the numerical model. 
Clouds are a major problem in the surface energy balance. It is hard to measure 
them, and also to fuly represent their interaction with the short- and long-wave ra-
diations when modeling those fluxes. It is necessary to apply an adjustment for the 
cloudiness by parameterizing the loss caused due to scattering [Laevastu, 1960]: 
Fswin = FSW0 (1.0 — 0.6 • c3) 	 (3.6) 
where c is the observed total cloudiness (in tenths). 
The net absorbed short-wave irradiance depends on the surface conditions of the 
medium. The reflectivity of the surface, or the surface albedo, reduces the net gain of 
solar irradiance to the medium. Within the climate system the surface albedo is an 
important parameter as it establishes positive feedback efects with changes in climate 
conditions. 
The surface albedo varies significantly for diferent ice surface types. It is a function 
of ice thickness and temperature, gaseous and brine content, crystal size and spectral 
characteristics of both the ice and any overlying snow cover (e.g. Alison et al. [1993]). 
Therefore albedo wil vary for ice of diferent age, composition and snow coverage. Var-
ious authors investigated these changes: Langleben [1966] (L66), Weler [1972] (W72), 
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Grenfel and Maykut [1977] (GM77 Perovich et al. [1986] (P86), Alison et al. [1993] 
(A93), and Brandt et al. [1999] (B99). These results are summarized in Table 3.1. 
As can be seen from Table 3.1, the surface albedo diference between ice-free and ice-
covered conditions is substantial. This implies that changes in the extent of the sea-ice 
cover wil have a significant impact on the global net absorption of solar irradiance. 
The penetration of short-wave radiation into the sea ice is especialy efective over 
snow-free surfaces. For snow-free ice a certain percentage, A, of the incoming short-
wave radiation, 10, penetrates into the ice, and leads to heat storage in the top layers 
of the ice column [Maykut, 1986; Ebert and Curry, 1993]. For southern-hemisphere 
conditions A is approximately 17%. As result of this the internal ice temperature 
rises, and the rate of heat conduction is reduced. h is given by: 
jo = A (1 — ce) Fswin 	 (3.7) 
The outgoing long-wave radiation, FLw,,t, is calculated using the Stefan-Boltzman 
law of a grey body. The efective emissivity is esur = 0.97 for sea ice, leads and melt 
ponds, and es, = 0.99 for snow [Gil, 1982]. 
FLWout = esuraTs4ur 	 (3.8) 
Here a is the Stefan-Boltzman constant and T,, is the surface temperature of the 
ocean, sea ice or snow. 
The incoming long-wave radiation, FLwin, is modified by the scattering and reflection 
from clouds and particles in the atmosphere. The emissivity of the air, 60, can be 
calculated as a function of the air temperature, Tai,. (in Kelvin) [Idso and Jackson, 
1969]. 
Eo = 1 — 0.261e-7.7710-4(Ta,r-273.15)2 	 (3.9) 
Clouds also afect the amount of long-wave radiation received at the ice-atmosphere 
interface. In the presence of clouds c (in tenths) FLwin increases: 
FLwin = (I + nc) coo-Ta4u. 	 (3.10) 
Here n is an empirical constant, equal to 0.275 [Schwerdtfeger, 1984]. 
3.2.2 Turbulent-heat fluxes 
Diferences in temperature and water-vapour content between atmosphere and ice sur- 
face result in turbulent transport of sensible and latent heat in the atmospheric bound- 
ary layer. Both fluxes are generaly smaler than the individual radiative fluxes, but 
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they are of the same order of magnitude as the net radiation, and therefore are signif-
icant within the heat balance. Assuming that the fluxes within the surface layer are 
verticaly constant (Monin-Obukhov similarity theory) [Louis, 1979], then in a neutraly 
stable atmosphere the heat fluxes can be parameterized as shown below. 
The sensible-heat flux, Fs H, is a function of the air density, Pair; the specific heat at 
constant pressure, cp; the thermal difusivity, C, = 1.7 •10-3; the wind speed, u; and the 
diference between air temperature, Tair; and surface temperature, Tsar [Maykut, 1986]; 
Fs H = PairCpC an (Tair Tsur) (3.11) 
The flux of latent heat depends on the water vapour difusivity, Ce = 1.65 •10-3; the 
latent heat of vapourization or freezing, L1; and the diference in the specific humidity 
between a height of 10 m, qair; and directly above the sea ice-atmosphere interface, qs, 
[Maykut, 1986]; 
FLH — Pair CaL f u(qair  -  qsar) (3.12) 
The latent heat of sea ice is itself a function of the ice temperature, Tice (in Kelvin), 
and the ice salinity, Sice, [Yen, 1981]: 
L f = 4.19 103 (79.68 - 0.505(Tie - 273.15) - 27.3Swe  + 4311.5Tice _Sice  273.15 
(3.13) 
The largest uncertainty in the calculation of the turbulent heat fluxes is due to the 
choice of eddy difusivities [Maykut, 1986]. Temporal changes of one order of magnitude 
have been recorded over multiyear ice [Untersteiner and Badgley, 1965]. Surface rough-
ness also changes the eddy difusivities [Andreas and Ackley, 1982]. Spatial variability 
of the eddy difusivities are therefore crucial for the determination of the turbulent heat 
fluxes. 
3.2.3 Ablation and accumulation 
In the Arctic, numerous summer melt pools occur on the sea ice, and surface melt at 
the ice-atmosphere interface is important. This is in contrast with the Antarctic, where 
usualy few melt pools are found, and surface ablation is less important. However, the 
ablation rate, a, on the top surface of the sea ice is calculated for snow-free ice by using 
an empirical function of the air temperature, which is fitted to measured data from 
Budd [1967]; 
/n(a) = (1.28 + 0.116 * (Tair - 273.15) 8640 (3.14) 
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The equation is valid for air temperatures, Tair, between 243 K and 273 K. bt is the 
timestep (in seconds) between two successive calculations. 
The basal ablation of the sea-ice cover wil be discussed below (section 3.2.6). 
3.2.4 Growth and decay of sea ice 
Growth of sea ice commences when the sea-surface temperature drops to its freezing 
point. The thickness of the sea ice and the vertical temperature profile within the ice 
are governed by the energy balances at both the upper and lower surfaces, and by the 
conduction of heat through the ice column. The equation of heat balance is written as: 
	
dT 	 d2T 
Pici Tit 	 dZ2 (3.15) 
Here the product of the bulk density (p2) and the specific-heat capacity (ci) of the sea 
ice form the volumetric heat capacity, and g is the temporal temperature gradient. 
ki is the bulk thermal conductivity of an ice layer with a thickness z [Yen, 1981]. A 
similar equation applies where there is a snow cover. 
The conductive-heat flux (Fe) is: 
dT = ni --- dz (3.16) 
This conductive-heat flux Fc transports heat from the relatively warm bottom through 
the ice to the surface. It therefore supplies thermal energy, which is contained in the 
ocean, to the cold polar atmosphere. 
3.2.5 Salinity profile 
The vertical salinity profile evolves as a function of both the original oceanic salinity 
and various processes of brine transport within the ice slab, which depend on the ice 
growth rate and temperature. Brine is transported within the sea ice mainly by gravity 
drainage which transports salt from the top layers of the sea ice into the bottom layers, 
and from there into the ocean. Desalination of the sea ice is controled by this process. 
In the numerical model the salinity-transport rates are calculated individualy for each 
layer, and then combined at each time step with the layer history to estimate the bulk 
salinity of the sea-ice cover. 
The loss of salinity per time step, dSi„/dt, is a function of the vertical temperature 
gradient, dTi„/dz, and the brine volume, vbri. Cox and Weeks [1988] presented equa-
tions which describe these changes in salinity with time: 
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dS,„ 	 i" = 1.68 • 1 	 dT 0-5 	 3.37 • 10-7 ve,r,c1Tid" 	 (3.17) dt 	 dz 
During growth the temperature of the ice decreases from 7). to T2. This and the 
subsequent freezing of remaining liquid in the interior cause the expulsion of brine out 
of the cavities [Cox and Weeks, 1986]: 
Sice(T2)  sbri (T2) (1-1/Pice ) Pbri(T2) eC I pice(Sbrs(T2)—Sbri(Z)) [ 	  (3.18) Swe(Ti) 	 Sbri (Ti ) 	 Pbr1(71) 
Sice is the salinity of the sea ice at a given temperature, Sbfi the salinity of the entrapped 
brine at a certain temperature, pice the density of pure ice (917 kg m-3), pbri the brine 
density at a given temperature, and C is a constant describing the brine-density gradient 
with temperature (0.8 kg r11-3 K-1). 
Brine expulsion (Equation 3.18) is significantly less than the loss of brine due to 
gravity drainage (Equation 3.17). Although equations 3.17 and 3.18 have been devel-
oped for Arctic ice, it has been shown [Drinkwater, 1995] that these also are applicable 
to Antarctic ice. 
3.2.6 Oceanic-heat flux 
The heat from the ocean to the underside of the sea ice is of major importance to the 
growth and decay of sea ice. The basal ablation or the basal growth rate is determined 
by the remainder of the oceanic- and the conductive-heat flux in equation 3.2: If the 
remainder is negative then ice growth occurs, otherwise basal melt is induced. The 
amount of external oceanic heat is therefore crucial in determining if the thickness 
of the sea ice increases or decreases. As the oceanic-heat flux defines the amount of 
external heat available at the base and sides of the ice slab, it controls the heat balance 
and therefore the mass balance of the sea ice. Few direct or indirect measurements of 
the oceanic-heat flux are available and, particularly in the Antarctic, almost nothing is 
known of its temporal and spatial variability. 
In the Arctic the oceanic-heat flux is estimated to be smal: On large scales McPhee 
and Untersteiner [1982] determined a heat flux of less than 2W m-2, although re-
cent studies [Morison et al., 1998] suggest a higher oceanic heat content due to major 
changes in the structure of the Arctic Ocean. In the southern-hemispheric polar region 
Gordon [1981] proposed relatively higher values (25 - 40W m-2) for the oceanic-heat 
flux. Alison et al. [1982] reported temperature and salinity profiles year-round over 
the continental shelf near Mawson station west of Prydz Bay. They found the annual 
average of the oceanic-heat flux around 10 to 15 W 111-2 and a winter maximum of 
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about 20W m-2. Lytle and Ackley [1996] reported an autumn and early winter heat 
flux of 5 to 9 W 131-2 from the ocean to the ice in the western Weddel Sea. Heil et 
al. [1996] derived an annual mean between 5 and 12 W 131-2 for various seasons of ice 
measurements taken in land-fast ice of MacRobertson Land. Chapter 6.1 expands on 
the seasonal and interannual variability of the oceanic-heat flux as measured at Maw-
son station and on more recent winter results for the region of Adelie Land. For the 
sea ice of East Antarctica Lytle et al. [1999] measured a winter flux of oceanic heat 
of 15W m-2. These findings lead to the conclusion that the amounts of oceanic heat 
available in the mixed layer vary from hemisphere to hemisphere and within a hemi-
sphere on smaler spatial scales. A similar magnitude of variability has been found on 
temporal scales, where seasonal variations were identified. It has yet to be determined 
if there is a long-term drift in distribution of the oceanic-heat flux. 
In sea-ice models the oceanic-heat flux is commonly prescribed as a constant. Various 
investigators derived values or sets of values for the oceanic-heat flux required to suc-
cessfuly simulate the observed characteristics (e.g. ice extent, thickness and velocity) 
of the sea ice within numerical models. For the southern hemisphere, Parkinson and 
Washington [1979] required an average heat flux of 25 W 111-2 when modeling the polar 
ocean. This in good agreement with Martinson [1990], who analyzed the development 
of the mixed layer of the Southern Ocean. For a subregion, the Weddel Sea, Martinson 
[1990] derived an average oceanic-heat flux between 25 and 40 W m-2, while Hibler and 
Ackley [1982, 1983] concluded from a regional study in the Weddel Sea that on average 
as little as 2 W 111-2 are supplied from the ocean to the sea ice. 
As wil be discussed later (Chapter 6.1), knowledge of al other parameters forcing 
the thermodynamic growth of sea ice and their evolution with time alows the oceanic 
heat flux to be derived iteratively as closure of the heat balance. 
3.2.7 Thermodynamic model 
In a one-dimensional model the numerical code is set up to iteratively derive the surface 
temperature T8ur for each time step from equation 3.1. Equations 3.15 and 3.16 are 
then used to solve for the convective-heat flux through each layer while considering 
internal heat storage. The conductive heat flux transmitted to the base of the ice is 
then applied to equation 3.2 to derive the amount of basal ice growth or melt as a 
function of the available oceanic-heat flux. Vertical profiles of the parameters, such as 
ice temperature, ice salinity or ice density, are derived simultaneously. Details on the 
numerics of the model can be found in Heil et al. [1996]. 
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3.3 Sea-ice dynamics 
Thermodynamic and dynamic processes interact strongly and together they determine 
the state of the sea-ice cover. Knowledge of sea-ice translation, describing the motion 
of the ice, is necessary to completely describe the state of the sea ice. Knowledge of 
absolute ice motion provides information on the overal translation of the oceanic ice 
sheet, while diferential motion between various ice floes explains deformation processes 
of the sea ice. 
3.3.1 Momentum equation 
To model sea-ice dynamics one generaly treats the ice as a two-dimensional continuum. 
Newton's second law of motion for the forcing on the sea-ice can be expressed as a 
summation equation: 
m 
 (
—
of;  
 + V 2 7 at E j=1 (3.19) 
where the total time change of velocity i of a unit of sea ice with mass m is equal to 
the sum of external and internal forces Pi experienced by the unit of sea ice. 
Folowing Hibler [1979] the momentum equation for sea ice is written as: 
	
Dil 	 L 	 — mgV. HP0 — mfi m— 	 cx i + Dt (3.20) 
where D/Dt is the total derivative explicitly given on the left hand side of equation 
3.19, fa and r; the forces due to air and water stress, g the gravitational acceleration, 
VHP0 the horizontal pressure gradient at sea level due to tilt of the sea surface, f is 
the Coriolis parameter, and I represents the internal forces of the ice. 
Assuming that the ice velocity is negligible when compared to the geostrophic wind 
velocity, McPhee [1986] proposed expressing the external stresses as: 
= ca I fig I (Vgcoso + k x V.gsinO) 	 (3.21) 
and 
r; = C I (vw -17) I ow - ocoso 	 (17, _ sin9) 	 (3.22) 
where Ca and Cw  are the drag coeficients for atmosphere and ocean; pa and p,„ are the 
air and water densities; Vg is the geostrophic wind and 17w  is the geostrophic component 
of the ocean current; and q and 0 are the relative turning angles to atmospheric and 
oceanic forcing. The turning angles are due to the surface Ekman layer developing in 
both the atmospheric and the oceanic boundary layers. In the southern hemisphere the 
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Ekman spiral for the ocean surface or sea ice turns towards the left of the surface wind 
direction. Hibler [1979] applies the same turning angle to both media: 0 = U = 25°. 
The drag coeficients Ca and C,„ are non-linear and depend on wind and current ve-
locities respectively. Their parameterization may be linear, as shown here, or quadratic 
[McPhee, 1986]: 
Ca = Pa Ca I 17g I 
	 (3.23) 
and 
	
= Pw Cw I 17w — I 	 (3.24) 
where ca and c„, are absolute drag coeficients, which are given by Hibler [1979] as 
1.2 10-3 and 5.5 10-3. 
The Coriolis term in equation 3.20 accounts for the fact that sea-ice motion takes 
place within a rotating coordinate system. Internal ice forces are due to stress occurring 
within the ice continuum. The complicated and nonlinear nature of ice stress has to 
date not alowed for a conclusive mathematical expression to satisfactorily describe the 
physics involved. 
3.3.2 Constitutive law 
The relationship between stress occurring within the ice and deformation occurring as 
a result of stress is described by a constitutive law. Hibler [1979] represented internal 
ice interaction as: 
= v 	 (3.25) 
where & is the stress tensor with components axy. The stress tensor is a function of the 
strain rate, e, which itself is a kinematic variable. The sea-ice strain rate is given by: 
exy0.5 (au ± av) (3.26) ay 	 3x) 
where u and v are the zonal and meridional sea-ice velocity components; and x and y 
are zonal and meridional coordinates respectively. 
Diferent ice rheologies have been employed in numerical models to account for a vari-
ety of physical processes: viscous, viscous-plastic, elastic and elastic-plastic [Hakkinen, 
1990]. They difer in how the stress tensor, 5, relates to the strain rate, e. As an 
ilustration, the viscous-plastic rheology wil be considered here. 
Assuming isotropy within the ice continuum, the nonlinear viscous-plastic approach 
alows for compressive stress, shear stress and tensile stress. The strain rate, exy, relates 
CHAPTER 3. SEA ICE: CHARACTERISTICS AND MODEL PHYSICS 	 44 
to the stress tensor, crxy, viz: 
crxy = 27/exy + [(C - 71) ezz - 	 (5xy 	 (3.27) 
where ?I is the bulk viscosity and the shear viscosity, both of which are nonlinear 
functions of the ice strain rate, exy, and the ice strength, P. 6xy is the Kroneker 
symbol. zz indicate the symmetry axes, and is from xx to yy. and P are invariants 
of the stress tensor. The latter is similar to a pressure, and is parameterized as a 
function of sea-ice thickness, h, and compactness, A: 
P(h, A) = p* h . e-c(i-A) 	 (3.28) 
where P*, the hardness of the ice, and C are empirical constants [Hibler, 1977]. 
The above formulation of the constitutive law alows one to separate the stress ten-
sor into components representing compression and deviation. Folowing Hibler [1984] 
equation 3.27 can be separated into: 
azz = 2(ezz — 2P 	 Compressive stress 	 (3.29) 
a/ = 2nE ./ xy 	 xy 	 Deviation stress 	 (3.30) 
where exy is the deviatoric strain rate [Hibler, 1984]: 
eixy = exy - 0.5 • ezz 
Indices x and y stand for the zonal and meridional components of the coordinate system, 
while zz indicate the symmetry axes of the tensor, and are also from xx to yy. 
It can be seen from the brief discussion of dynamic processes, which are simulated 
in sea-ice models, that dificulties arise when one seeks to represent adequately ex-
ternal and internal stresses in the form of mathematical expressions. Boundary-layer 
processes require a proper choice of parameters, which is assisted by comparison with 
experimental results. Generaly, however, empirical parameters used in the mathemat-
ical expressions are dificult to determine. A number of investigations both in field and 
laboratory have been undertaken to determine these parameters. However, the problem 
with these is that sea ice behaves diferently when looked at on diferent spatial scales 
(e.g. granular on smal scale, two-dimensional continuum on large scale). There is no 
direct way to translate results between diferent spatial scales. 
When dealing with contemporary dynamic sea-ice models one must be aware that 
physical processes are often represented in a simplified way in order to reduce computa-
tional expenses. Furthermore the choice for empirical parameters, e.g. drag coeficients, 
is often determined by the adjustment of model results to the best fit with measured 
data. 
(3.31) 
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3.3.3 Temporal and spatial scales of dynamic processes 
Thermodynamic processes of sea-ice growth and decay are linked to local processes 
on a variety of spatial and temporal scales and are dominated by the seasonal cycle. 
Dynamic processes also act on a wide band of temporal and spatial scales. Translation 
of the ice takes place over al spatial scales from smal (o(smaler than 1 km) to large 
(0(100 km). Sea-ice deformation mostly occurs on smal scale and mesoscale. Time 
scales for dynamic processes reach over the whole spectrum from the order of seconds 
to years. New work presented in this thesis wil deal with dynamic processes recorded 
on spatial scales from several metres up to large-scale events. The temporal scale of 
these processes resolves hourly through to seasonal information, as wel as some decadal 
data. 
3.4 Thermodynamic - dynamic approach 
To achieve a complete description of sea-ice processes within a numerical model both 
the thermodynamic and the dynamic component are needed. Within the numerical 
model variables are determined from a set of equations, which express the momentum 
balance, surface energy balance, and the conservation of ice and snow mass. 
Parkinson and Washington [1979] report results of a global thermodynamic-dynamic 
model, where sea-ice dynamics are approximated by advection. For the Arctic region 
Hibler [1979] presents results of a thermodynamic-dynamic sea-ice model, which explic-
itly includes the momentum equations. Hibler and Ackley [1983] demonstrate that, in 
the Weddel Sea, exclusion of the dynamic component from their model leads to a much 
smaler summer ice melt than observed or successfuly simulated with their combined 
(thermodynamic and dynamic) model, while the thermodynamic-only model is able 
to produce a satisfactory northward advance of the ice edge leading up to maximum 
sea-ice extent. While most models do contain a thermodynamic model based on Semt-
ner's [1976] one- or three-layer approch, some investigators compromise the degree of 
sophistication of the dynamic component for gains in computing speed. However, with 
the decoupling of the zonal and meridional momentum equations proposed by Zhang 
and Hibler [1997] dynamic models such as the one described in 3.3.2 no longer make 
a large demand on computing time; this alows complex rheologies to be included in 
coupled models. 
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3.5 Coupled sea-ice models 
Coupling sea-ice models with ocean or atmosphere models alows realistic numerical 
simulations of the large-scale sea-ice distribution and the global circulations. Large-
scale ocean-ice models were developed, e.g. by Hibler and Bryan [1984, 1987], and 
Semtner [1987]. Both these models contain an ice model consisting of thermodynamics 
and dynamics, and a multilayered ocean model. These models show that inclusion of 
the oceanic component significantly changes the drift rate of the sea-ice. Furthermore 
it is found that the position of the ice edge can be simulated more accurately when 
the oceanic model is included. For mesoscale studies the coupling of ocean and sea-ice 
models [Hakkinen, 1986] also yields improved simulations when compared to ice-only 
models. 
Sea-ice models may also be coupled to atmosphere models with prescribed oceanic 
boundary conditions. For example, with their coupled sea ice-atmosphere model Wu 
et al. [1999] interactively simulate the distribution of sea-ice thickness, concentration 
and velocity around Antarctica. 
Some Global Circulation Models (GCMs) contain sea-ice models, e.g., Polard and 
Thompson [1994], or Gordon and O'Farrel [1997]. The inclusion of ful thermodynamic-
dynamic sea-ice models into GCMs provides a counterbalance between the various 
components of the complete system and their feedbacks. For example, Polard and 
Thompson [1994] compare a fuly coupled run of the NCAR GCM with the case of 
a thermodynamic-only ice component. They find that when applying a doubled CO2 
scenario the fuly coupled (thermodynamic-dynamic) model shows a globaly averaged 
temperature increase that is 10 % less for the equilibrium state than for the uncoupled 
control run. 
3.6 Conclusions 
This chapter has discussed sea ice, its characteristics and the representation of sea-ice 
physics within numerical models. The complexity of the sea ice and of the variety of 
interactions that take place between ice, atmosphere and ocean, and within the ice itself, 
have been highlighted. The capability to trace, measure and simulate the variety of sea-
ice processes is yet not fuly developed. Further research is required to determine and 
explain spatial and temporal variability of a number of parameters within the system. 
This study presents results of investigations into the sea-ice velocity (Chapter 4) and 
the oceanic-heat flux (Chapter 6.1). 
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As presented in the discussion on sea-ice characteristics, it is not yet known how 
much variability is caused by sea-ice dynamics and associated changes. In the folowing 
parts of this study the drift and deformation of sea ice wil be addressed through the 
analysis of sea-ice buoy data from the East Antarctic region, as wel as of supplementary 
data. 
Chapter 4 
Buoy-derived sea-ice motion 
This chapter focuses on the sea-ice drift within the pack off East Antarctica. Here the 
ANARE drifting-buoy data set is used to derive basic information on the ice motion. 
This data set was collected between 1985 and 1997; data acquisition is continuing 
and further buoy deployments are scheduled by ANARE. Details on buoy types and 
instrumentation are presented first, then deployment details, seasonal distribution and 
lifetime of the buoys are discussed. Details on the processing of buoy data and the data 
compilation are presented. Position accuracy and windage effects are discussed. The 
resulting drifting-buoy data set is then used to derive a comprehensive description of 
the sea-ice motion within the region. 
The East Antarctic sea-ice zone stretches from the eastern limb of the Weddell Gyre 
to the western arm of the Ross Sea Gyre. With little sea ice remaining during summer, 
it is primarily a seasonal sea-ice zone. The large-scale features of the sea-ice drift 
within the East Antarctic zone have been described by several authors, e.g. Budd 
[1986 and 1991], and Allison [1989a and 1989b]. However, detailed information and 
a climatology are still lacking. A description of the characteristics of East Antarctic 
sea-ice drift is required to understand the dynamic behaviour of the sea ice in this 
special zone. The derived knowledge can then be used to validate and to improve 
numerical sea-ice models. New insight on the relation between external forcing (e.g. 
wind velocity or oceanic current) and sea-ice drift and deformation is vital for the 
improvement of numerical models, as is detailed analysis of the behaviour of sea-ice 
drift and deformation on different temporal scales. In this study, the characteristics 
of the sea-ice velocity for the East Antarctic sea-ice zone and the frequency spectra of 
the ice motion are presented. Based on the distribution of buoy trajectories the East 
Antarctic sea-ice zone is divided into three regions (as defined in Figure 2.4), which 
reflect differences in local conditions. 
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4.1 Measurement of sea-ice motion using drifting buoys 
Remotely tracked expendable platforms, which move on the ice as Lagrangian drifters, 
are a convenient method to observe ice movement. Service Argos provides an opera-
tional satelite-based system to locate platforms and to colect and relay auxiliary data 
measured at these platforms. Deployed on NOAA satelites which are in polar orbit, 
the Argos system obtains ful global coverage. The position of a drifting transmitter is 
determined from the Doppler shift of a calibrated frequency signal emitted from each 
buoy and received by the Argos system. A description of the Doppler-shift calculation 
can be found in the Service Argos [1996] user manual. A newer type of positioning via 
the Global Positioning System (GPS) alows higher spatial accuracy. Here the drifting 
platforms act as receivers of a coded frequency signal from three or more satelites of the 
GPS constelation. However, when operating expendable platforms, where no revisit 
for data recovery is scheduled, al GPS information from these needs to be recovered via 
Service Argos. This link-up between buoy and satelite furthermore alows the transfer 
of data (e.g. meteorological measurements), which can be routinely colected onboard 
the buoy. 
4.1.1 ANARE sea-ice buoy data set 
Early in the 1980's the first drifting buoys of the Australian National Antarctic Research 
Expeditions (ANARE) were deployed in the East Antarctic sea-ice zone [Alison and 
Morrissy, 1981]. Since then the drifting sea-ice buoy project has been part of the 
ANARE glaciological program, with further buoy deployments scheduled for upcoming 
years. In this thesis ANARE buoy data from early 1985 to the end of the 1997 sea-ice 
season are presented. 
Specifications and instrumentation of the buoys have changed over time. A variety 
of buoy types were tested for their performance and lifetime. Details are presented in 
Appendix A. Within the narrow belt of pack ice around East Antarctica the lifetime 
of buoys within the sea-ice zone is shortened due to the northward drift into ice-free 
regions. Buoys are lost either when they drift northward out of the seasonal sea-ice 
zone or when their battery supply runs out. 
The survival times vary greatly for the ANARE buoys (Figure 4.1). This figure 
does not include information from platforms AAD22 - AAD31, since these buoys were 
recovered at the end of the experiment. The short lifetime of some buoys is attributed 
to poor design, and possibly to mechanical failure. More than one fifth of the deployed 
buoys survived long enough to record data for two ful sea-ice seasons (400 days) or 
longer, while 45 % of the buoys ceased operation within 3 months of deployment. 
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Figure 4.1: Histogram for the survival rate of 35 expendable ANARE buoys. 
Most buoys were also equipped with sensors for air pressure and temperature (Ap-
pendix A). These surface parameters were input to the World Meteorological Orga-
nization's Global Telecommunications System (GTS) for use by operational weather 
analysis centres. Additional sensors were sometimes added for specific studies, e.g. un-
derwater thermistor chains to resolve seasonal temperature gradients between mixed 
layer and deeper ocean. Specifications for the ANARE buoys are shown in Table 4.1. 
Individual buoys of the ANARE programme are identified by consecutive deployment 
numbers starting in the 1984/85 season. The PTT number is the transmitter identi-
fication number assigned by Service Argos. PTT numbers are reused. ANARE buoys 
were assembled by the Christian Michaelsen Institute (CMI), Norway; Tasmanian Un-
derwater Research and Oceanographic (TURO) Technoloy, Australia; MetOcean (MO), 
Canada; or were custom-designed and assembled (AAD/Telonics). 
Deployment positions are shown in Figure 4.2. The majority of drifting sea-ice buoys 
were deployed during resupply cruises to ANARE stations. Preferred times of buoy 
deployment are autumn or early winter, in order to maximize the possible residence 
time within the pack. High drift rates and the overal divergent motion, especialy 
in late summer and early autumn, result in most buoys experiencing only one sea-ice 
season. Compared to the Arctic or even the Weddel Sea, where drifting buoys often 
remain for several years within the sea-ice zone, this is a relatively short interval. 
Al ANARE buoys were deployed within the westward flowing coastal current of 
the East Antarctic coast, with the exception of two deployments in the Ross Sea. For 
the first few seasons the buoys were often placed into open, freshly freezing water. 
With the advance of the sea-ice season the buoys then froze into the newly forming 
ice cover. With the inauguration of a new, ice-strengthened vessel the annual shipping 
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Figure 4.2: Deployment position for 45 ANARE sea-ice buoys between 1985 and 1997. 
season was extended into late autumn in the early 1990's. Consequently new ice was 
usualy encountered during the last voyage of the shipping season, during which buoy 
deployments took place, and the buoys were usualy placed on existing ice floes rather 
than into the open water. 
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Table 4.1: Buoy type, deployment details and sensor list for the ANARE buoys used within this study. The 
buoys are identified by their username (ID) during the data analysis and by their PTT number during data 
colection. Dates are shown as month and year of deployment. Sensor abbreviations are Pair for barometric 
pressure sensors, Tair for air temperature sensors, Ts for sea-surface temperature sensors, and Tmix  for 
thermistor chains deployed in the upper ocean. 
ID PTT 
Date I 
Deployment 
Lat (°S) Lon (°E) 
Buoy type 
Pair Tair Tss Wind 
Sensors 
Tmix GPS 
AADO1 1166 .02.85 68.0 	 73.0 CMI XX  ><
X
X
X  
X
X
X  
X  
X
X  >4 X  
X
X
X  
	
1  
100 m 
AADO2 1167 .03.85 65.5 	 70.0 CMI 100 m 
AADO3 1168 .03.85 65.5 	 76.0 CMI 100 m 
AADO4 1162 .03.87 68.0 	 78.0 CMI 
AAD05 1161 .03.87 68.0 	 73.0 CMI 
AAD06 1163 .03.87 66.0 	 68.0 CMI 
AADO7 1165 .03.87 67.0 	 68.0 CMI 
AADO8 1164 .03.87 66.0 	 73.5 CMI 
AADO9 1166 .03.87 66.0 	 77.5 CMI 
AAD10 4470 .11.92 67.1 	 74.0 Turo T-AN301 200 m 
AAD11 4472 .11.92 68.8 	 76.0 Turo T-AN301 k x 200m 
AAD12 4474 .04.93 65.6 	 147.7 Turo T-AN301 200 m 
AAD13 4473 .03.93 66.0 	 145.9 Turo T-AN301 200 m 
AAD14 4471 .03.93 65.5 	 144.0 Turo T-AN301 200 m 
AAD15 4475 .03.95 66.0 	 70.0 Turo T-AN301 200 m 
AAD16 6983 .03.95 65.9 	 145.2 Turo T-AN302 
AAD17 6984 .03.95 66.0 	 62.0 Turo T-AN302 
AAD18 4471 .04.95 64.6 	 110.9 CMI 
AAD19 4473 .04.95 64.6 	 120.0 CMI 
AAD20 4474 .04.95 65.2 	 127.8 CMI 
CHAP TER 4. BUOY-DE RIVED SEA-ICE MOTION 
Table 4.1: cont. 
* indicates a thermistor string deployed through ice and snow cover rather than a probe at the sea surface. 
ID PTT 
Date 
Deployment 
Lat (°S) Lon (°E) 
Buoy type 
Pair Tair Zs Wind 
Sensors 
Tmix 
. 
GPS 
AAD21 24663 .08.95 64.6 	 140.3 MO Ice TOGA ><X
>SYS  
X
X 
X
X
X 
X 
AAD22 24773 .08.95 64.7 	 141.7 AAD/Telonics 
AAD23 24774 .08.95 65.0 	 141.5 AAD/Telonics 
AAD24 24775 .08.95 65.1 	 141.3 AAD/Telonics x 
AAD25 24776 .08.95 65.1 	 141.4 AAD/Telonics 
AAD26 24771 .08.95 65.1 	 141.3 AAD/Telonics 
AAD27 24772 .08.95 65.0 	 141.6 AAD/Telonics 
AAD28 24770 .08.95 65.0 	 141.8 AAD/Telonics x 
AAD29 24777 .08.95 64.9 	 141.3 AAD/Telonics 
AAD30 24777 .08.95 64.7 	 139.5 AAD/Telonics 
AAD31 24774 .08.95 65.1 	 139.7 AAD/Telonics 
AAD32 24665 .08.95 64.6 	 141.2 MO Ice TOGA 
AAD33 24664 .08.95 64.5 	 141.0 MO Ice TOGA x x k 
AAD34 24669 .03.96 65.7 	 150.0 Turo T-AN302 
AAD35 24673 .03.96 65.7 	 149.9 Turo T-AN302 
AAD36 24672 .04.96 65.2 	• 	 79.3 Turo T-AN302 
AAD37 24674 .04.96 64.3 	 89.7 Turo T-AN302 
AAD38 24670 .04.96 63.7 	 99.9 Turo T-AN302 
AAD39 24671 .04.96 64.4 	 114.4 Turo T-AN302 
AAD40 24668 .04.97 64.9 	 117.3 MO Ice TOGA 
AAD41 18648 .04.97 65.2 	 128.2 MO Ice TOGA 
AAD42 18647 .04.97 65.2 	 140.0 MO Ice TOGA 
AAD43 18649 .04.97 64.3 	 148.8 MO Ice TOGA 
AAD44 24667 .04.97 75.6 	 176.2 MO Ice TOGA 
AAD45 24666 .04.97 74.0 	 176.1 MO Ice TOGA 
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Figure 4.3: Cumulative buoy distribution as function of time during the year. The time 
scale is given in Day of Year (DoY, bottom) as wel as in months (top) with dashes 
indicating the middle of a month. 
The daily distribution of operational buoys (Figure 4.3) shows two distinct maxima 
and one clear minimum in buoy numbers. The first peak in autumn represents the 
regular pattern of buoy deployment over many years, while the peak in August is due 
to the high number of deployments and recoveries during the regional sea-ice drift 
and deformation experiment, which took place in 1995. For this experiment, thirteen 
buoys were deployed over a mesoscale region; ten were recovered at the end of the one 
and a half months long field investigation. From the autumn peak the distribution 
quickly drops of. This is associated with the short survival time of some platforms, 
especialy for buoys deployed in 1996. Later during the year the buoy distribution fals 
of smoothly, with more than one third of the platforms lasting into the summer and 
through into the folowing sea-ice season. The loss of buoys due to northward drift 
out of the sea-ice zone is strongest towards the end of summer. The uniform buoy 
distribution from late winter to the end of summer indicates that buoys surviving the 
winter conditions are very likely to make it into the next sea-ice season. However, in 
early autumn the buoy distribution reaches a minimum. This is probably associated 
with increased storm activity at this time [King and Turner, 1997], which under open-
water conditions exerts strain on both the structure and the electronic components 
of the buoys. Maximum lifetime of buoy operation is restricted by the battery life of 
around three years. 
4.1.2 Processing of buoy data 
Information on the buoy drift was obtained by generating an individual raw data file of 
position with time for each of the platforms. The raw data were manualy screened for 
temporal resolution and buoy data with less than three reports per day were rejected. 
350 
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Accidental positional outliers were removed by a despiking routine. This leaves clean 
files ready to produce uniform-temporaly gridded data. 
Horizontal accuracy The positional error, also caled the statistical noise within 
the position data, was estimated from predeployment trials. Each buoy was tested in 
Kingston, Tasmania before being shipped south for deployment. Argos reported loca-
tions for each set of stationary buoys at Kingston were analyzed for spatial accuracy. 
Generaly position accuracies provided by Argos have improved with time as the satel-
lite system has been upgraded and processing procedures have improved. The error 
estimation is described in Appendix A.3.1. For Argos buoys the instrument error was 
determined to be less than ± 280 m in the horizontal plane. This error compares wel 
with estimates of other investigators using the Argos locationing system; e.g. Hoeber 
and Gube-Lehnhardt [1987] determined the accuracy of their platforms to be ± 250 m, 
and Kottmeier and Selmann [1996] assume an accuracy of ± 350 m for the buoys used 
within their investigation. The horizontal accuracy of the GPS buoys used is better 
than ± 100 m. 
Data gridding Temporal spacing of the Argos data varies over time for each single 
buoy, and from buoy to buoy. Since the first ANARE deployments the temporal spacing 
has generaly improved. Environmental conditions, such as a heavy snow cover, can 
also interfere with the transmission between buoy and satelite. To maximize buoy-
derived information the positional time series were produced at a variety of resolutions, 
e.g. daily, half-daily, 6-hourly, 2-hourly and 1-hourly. Some buoys deployed very early 
during the ANARE project fulfil only the criteria for daily and half-daily positioning, 
while buoys deployed in the 1990's generaly report suficient data to derive two-hourly 
positions. 
The data were temporaly interpolated (Appendix A.4) and normed to 00:00UT 
time to assist comparison between individual buoys, and to derive a climatology of the 
associated sea-ice velocity field in the region of interest. Equidistant time bins for the 
time resolutions mentioned above were generated through spline functions [Press et al., 
1990] with weighted, harmonic regression interpolators from the clean version of the 
raw data files. 
Ice-zone data discrimination The data set of buoy position contains daily infor-
mation from 45 buoy deployments covering a total of 7570 buoy days. For the study of 
sea-ice motion this data set needs to be reduced to times when the buoys were drifting 
within the pack ice. Ice-concentration data derived from satelite passive microwave 
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(SMMR and SSM/) measurements were used to remove any time intervals where buoys 
were drifting in the open water, using a value of 15 % ice concentration as a cut-of be-
tween open water and the sea-ice zone. This discrimination between buoys in ice and 
open water was also checked against measurements of sea-surface- and ice temperature 
taken at the buoys. 
The data set was further divided into diferent ice-concentration classes using the 
satelite passive microwave data. There are problems with present ice-concentration 
algorithms, which can represent a highly concentrated but thin and fractured ice cover 
as an ice type of low ice concentration [Massom et al., 1999]. This misinterpretation is 
due to the diference of physical properties of the ice-snow conglomerate encountered 
between ice edge (thin ice, smal floes, often flooded) and coast (thicker ice, floe size 
generaly above 20 m, consolidated pack) which yield similar microwave signals. How-
ever, based on changes in the ice-drift characteristics, a cut-of value of 30 % for the ice 
concentration is chosen to discriminate between the two most conspicuous conditions: 
ice-drift characteristics are separately analyzed for buoys drifting within low concen-
trated ice (30 > concentration > 15 %; "low-concentration ice") and buoys drifting 
in higher concentrated ice (concentration > 30 %; "high-concentration ice"). Overal 
the data set covering the high-concentration ice category contains 5267 buoy days; there 
are data from 822 buoy days for low-concentration ice. 
The final data set for 43 buoys covers 6089 buoy days for times when the buoys drifted 
within an ice cover of more than 15 % concentration. In addition two-hourly data 
are available for 30 buoys. This set contains a total of 31205 data pairs of time and 
position. Hourly data are derived only for nine buoys carrying GPS units, this set 
carries 2158 data pairs of time and position. 
Windage effect A number of authors have studied the efect of wind on buoy drift, 
however this was for open-ocean buoys deployed to measure drift of the surface currents. 
Most prominently Kirwan et al. [1975, 1978] and McNaly [1981] pursued experimental 
and theoretical work to investigate this problem. Their main finding was that, under 
assumptions of ocean and wind drag acting on the submerged and exposed portions 
of the buoy, the drift can be corrected as a function of wind velocity [Kirwan et al., 
1975]. In a later publication Kirwan et al. [1978] showed that for high wind speeds this 
correction overestimates the wind-drag efects. In some cases this correction resulted 
in a reversal of the measured current direction. McNaly [1981] suggested that the 
overestimation results from the procedure of deriving the surface wind speed from the 
wind speed measured relative to 2 m or 10 m. Another possibility for the overestimation 
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might lie in assuming a geostrophic balance when calculating the wind vector from the 
mean-sea-level pressure distribution. Based on an extensive comparative study, Mc-
Naly [1981] and also Large and van Loon [1989] argued that oceanic current estimates 
derived from surface-drogued and undrogued buoys do not difer significantly. Investi-
gations into the windage efects of the ANARE buoy set have shown that any correction 
is strongly determined by the choice of the drag coeficients. The results showed an 
overcorrection due to the dominance of the atmospheric drag. This is as the ANARE 
buoys are generaly deployed on large sea-ice floes. Hence the windage efect is close to 
zero and the buoy data presented in the folowing study are not windage adjusted. 
Meander coefficient The meander coeficient relates the overal motion of the buoy 
to its net translation. For each day the meander coeficient is defined as the ratio 
of the total buoy trajectory length determined from two-hourly positions to the net 
displacement over 24 hours. A high meander coeficient indicates an erratic trajectory, 
whereas a meander coeficient of one implies a buoy moving on a straight line (e.g. 
Limbert et al. [1989]; Massom [1992]). The local meander coeficient is then defined 
as the mean of al meander coeficients calculated within a defined area. In order to 
maximize the information contained in the buoy data, in this study the local meander 
coeficients were calculated using two-hourly data, where available, from al seasons, 
and from buoys both within the sea ice and in the ice-free ocean. 
Directional meander coeficents are also derived. Here the meander coeficents are 
calculated separately for the horizontal components of the sea-ice velocity. The direc-
tional meander coeficient (') for a given time interval (i=1.N) is defined as: MCy 
mcx = x(1) — x(N) 
and analogously: 
b(i) 
mcy = 	 (4.2) y(1) — y(N)' 
where x(j) and y(j) (j = 1,N) are the cartesian coordinates for start and end position; 
and 8x(i) and 8y(i) are the zonal and meridional translation at time i. 
4.2 Sea-ice drift characteristics off East Antarctica 
Individual drifters are often widely separated from each other, making smal- and 
mesoscale spatial analysis of the sea-ice velocity field dificult. However, as other co- 
herent methods to measure sea-ice drift are lacking, the buoys provide data from which 
8x(i) j=1 (4.1) 
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"long-term means and spatial correlations of the ice motion" [Colony and Thorndike, 
1984] can be derived. Even with the sophisticated remote sensing technology available 
today, which alows for the deriviation of the sea-ice velocity (e.g. Drinkwater [1998] or 
Emery et al. [1997]), sea-ice buoys, especialy GPS located ones, stil find application, 
e.g. for determination of smal- and mesoscale drift or short-term diferential sea-ice 
motion. Buoy-derived parameters can also be used to verify remotely-sensed parame-
ters [Serreze et al., 1989], to initialize numerical models, or to compare model results 
against the measured parameters. 
In the folowing section the ice drift and its characteristics within the East Antarctic 
zone and its relationship to atmospheric forcing are explored. Local peculiarities and 
seasonal variations are analyzed. Forcing components are evaluated and related to the 
sea ice and its response via cross-spectral analysis. The influence of sea-ice drift on 
sea-ice edge, concentration and thickness is highlighted. 
Previous studies (e.g. Thorndike and Colony [1982], Colony and Thorndike [1984], 
Budd [1986] and Alison [1989b]) showed that on long time scales the drift of sea ice is 
driven by the oceanic surface currents, which in turn are largely wind-driven but also 
influenced by deep currents and ocean bathymetry. On shorter time scales (e.g. a few 
days or subdaily) atmospheric forcing contributes directly to the sea-ice motion [Budd, 
1986]. In the East Antarctic, storm systems have been found to efectively decouple 
the ice from the mean ocean current for short intervals [Worby et al., 1996; Heil et 
al., 1998]. As a result the sea ice deviates for a limited time interval from its general 
translation path. The efect of these deviations on net ice drift and net deformation of 
the sea ice are analyzed in Chapter 6. 
Daily drift trajectories within the sea-ice zone derived from ANARE buoys between 
1985 and 1997 are presented in Figure 4.4. The sea-ice drift within the East Antarctic 
region is not uniform and not unidirectional. Dominant features are the ice drift to the 
west hugging the Antarctic continent, the drift towards the east in the outer pack, the 
strong northward transport in the Prydz Bay region, and the northward transport paths 
in the Western Pacific sector at about 85°, 95°, 1100, 125° and 135°E. Also striking are 
the separation of the westward current from the continental shelf to the west of 40°E 
and the steady eastward drift east at 150°E north of 65°S, which coincides with the 
northern arm of the Ross Sea Gyre. In the folowing sections the sea-ice drift wil first 
be discussed for the individual subregions of the Indian Ocean, Prydz Bay and Western 
Pacific sectors (Figure 2.4). This is folowed by a comparison between the subregions. 
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Figure 4.4: Daily drift trajectories within the sea-ice zone derived from ANARE buoys 
between 1985 and 1997. Filed diamonds indicate the first reported position after 
deployment in the ice; light diamonds show where a buoy re-entered the sea ice ending 
its drift within less concentrated ice or open water. 
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4.2.1 Sea-ice drift within the Indian Ocean sector 
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Figure 4.5: Drift trajectories from daily positions of ANARE  buoys transecting the 
Indian Ocean sector. Tracks are shown only for times when a buoy was located within 
the pack (ice concentration > 15 %). Filed diamonds indicate the first reported position 
after deployment in the pack ice; light diamonds show where a buoy re-entered the 
pack ice ending its drift within less concentrated ice or open water. For reasons of 
completeness drift tracks of buoys originating in the Prydz Bay sector are also plotted. 
The colour scale represents the ocean bathymetry (ETOP05 [NOAA, 1988]). 
In the Indian Ocean sector, al buoys drifting within the westward flowing coastal 
current were either deployed in the far eastern part of the sector (east of 60°E) or 
are carried over from southern Prydz Bay, which forms the eastern boundary of the 
Indian Ocean sector. This implies that the ice drift in the Indian Ocean sector, as 
measured by ANARE buoys, has a strictly westward net transport. The ANARE buoy 
set does not reveal any net eastward drift in this sector. From the discussion of the 
surface circulation of the Southern Ocean (Chapter 2.2.1), such an eastward return 
flow is known for ice drifting to the north of the Antarctic Divergence, which in the 
Indian Ocean sector, under conditions of maximum ice extent, lies wel south of the 
ice edge [Deacon, 1984]. The existence of net eastward ice motion within the outer 
CHAPTER 4. BUOY-DERIVED SEA-ICE MOTION 	 61 
ice belt in the far western Indian Ocean sector is documented from other observations 
of drifting buoy (e.g. Vihma et al. [1996], Kottmeier and Selmann [1996]) and from 
the analysis of satelite imagery (e.g. Drinkwater [1998]). However, since the ANARE 
data set does not show any transition zones of ice from the westward current west of 
65°E into the eastward drifting pack, there are presumably no significant northward 
transport paths feeding from the coastal current into the eastward current further to 
the north. Although direct observations are lacking, the inferred conclusion is that 
ice drifting in the eastward stream of the outer pack of the Indian Ocean sector has 
either been imported from the Weddel Sea or has formed localy. This conclusion is 
consistent with buoy data reported by Wadhams et al. [1989], Vihma and Launiainen 
[1993], and Hoeber [1991], of eastward ice drift in the far west of the Indian Ocean 
sector or in the northern Weddel Sea. 
The transport of buoys from southern Prydz Bay into the Indian Ocean sector is as-
sociated with a bifurcation of the cyclonic Prydz Bay Gyre. Section 4.2.2 describes how 
the current folows the coastline from the south towards Mackenzie Bay, where it splits 
with a limb feeding westward along the continental shelf while the remainder circulates 
north and closes the gyre of the shelf [Nunes Vaz and Lennon, 1996]. This bifurcation 
of the Prydz Bay Gyre in a west- and a northward limb on Prydz Bay's western border 
maintains a continuous westward flow from Prydz Bay along the continental shelf of 
MacRobertson Land. 
West of Prydz Bay, within the westward current, the sea-ice buoys generaly folow 
contours of constant depth along the shelf break. Buoys, deployed wel south of the 
shelf-break, experience an initial northwestward drift, join the predominantly westward 
course and drift paralel to the continental shelf break. The mean ice drift corresponds 
to the oceanic current, which due to the low baroclinity [Gordon, 1980] is modulated 
through the changing bottom topography. 
The ANARE data set documents one large-scale eddy-like motion within the west-
ward flow of the Indian Ocean sector. This is found to the northeast of the Riser Larsen 
Ridge (Figure 4.6). Of the three buoys crossing this western Indian Ocean region one, 
AAD01, was diverted northeastward along the ridge axis into a cyclonic loop. This 
motion of AADO1 was initiated when the buoy approached water depths of less than 
1500 m, which are associated the eastern flank of the Riser Larsen Ridge. This devia-
tion took the buoy northeastward over deeper water, from where it first recirculated to 
the south and then to the west. This westward motion led the buoy over the northern 
tip of the Riser Larsen Ridge. Folowing a further but smaler cyclonic motion it then 
continued westward along deeper bathymetric contour lines. The axis length of this 
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Figure 4.6: Drift trajectory for buoy AADO1 while drifting in vicinity of the Riser 
Larsen Ridge, where it experienced a significant deviation from the mean drift. The 
dotted lines represent the 1000 m, 1500 m and 3000 m contour lines. 
cyclonic feature was 180 km and the buoy took in excess of one month on this deviation 
before resuming its westward motion. The breakdown of the bathymetricaly guided 
motion within the westward current is likely to be associated with the ice reaching a 
critical minimum water depth (here around 1400 m). 
Yamanouchi et al. [1992] presented results on the ice motion of the coast of Queen 
Maud Land and Enderby Land as derived from Advanced Very High Resolution Ra-
diometer data. From these data Yamanouchi et al. [1992] surmised that during the 
seasonal retreat of the ice edge due to barotropic instabilities in the ocean circulation, 
part of the ice approaching the Riser Larsen Ridge reverses direction and contributes 
to the eddy formation, while the remainder of the ice crosses the ridge westward, where 
it may be integrated in another eddy centered further to the west at around 28°E. 
Buoy AADO1 passed the region during winter, a time when such cyclonic motion had 
previously not been identified. AADO1 ceased transmission at the longitude of another 
probable cyclonic circulation. Richardson et al. [1979] (as cited in Tchernia and Jean-
nin [1980]) reported the relation between bathymetric obstacles and the onset of closed 
circulation cels in the Gulf Stream. This together with the results reported by Ya-
manouchi et al. [1992] suggest that oceanographic preconditioning, such as barotropic 
instabilities, alow the westward moving sea ice to be deflected on a closed recirculation 
loop on encountering significant bathymetric obstacles along its propagation path. 
Further along the western side of the Riser Larsen Ridge the motion of the sea ice is 
less uniform (Figure 4.5), with the ice flow separating from the bathymetric contours. 
Although there are only limited ANARE data (159 buoy days) available for this region, 
these show a complicated picture with a net westward translation. It appears that 
the surface circulation to the west of 30°E is influenced by the circulation associated 
CHAPTER 4. BUOY-DERIVED SEA-ICE MOTION 	 63 
with Maud Rise and the recirculation of the eastern branch of the Weddel Sea Gyre. 
Calculations of the meander coeficient for the ice drift in the westernmost part of the 
Indian Ocean sector confirm this complicated surface circulation. In this region the 
meander coficient along the track of AADO1 is extremely large. this is likely to be due 
to the confluence of the two circulation systems to the east of Maud Rise and expresses 
the variability associated with each of the gyres in the region. 
Sea-ice buoys, deployed by other investigators (e.g. Wadhams et al. [1989] or Hoeber 
[1991]), have transected this particular zone. They also find that south of 60°S the drift 
pattern in the region between 10°W and 30°E is complex in association with diferent 
oceanic regimes encountered there. 
As wil be shown in Chapter 5, the velocity distribution west of Cape Anne is clearly 
separated into zones of high and low velocities due to the Riser Larsen Ridge. East 
of the ridge ice velocities are extremely high, with daily mean speeds peaking at 
0.58 m s-1 (49.9 km d-1). On approach to the ridge the mean velocity reduces by 
a factor of two for both autumn and winter conditions. The mean ice velocity of the 
western edge of Cape Anne (37.5° - 50°E) is 0.35 m s-1, it decreases in vicinity of the 
Riser Larsen Ridge (32.5° - 37.5°E) to 0.20 m s-1, while to the west of the ridge (west 
of 32.5°E) it is 0.15 m s-1. 
Diferences are found on comparing ice drift and conditions on either side of Cape 
Anne. Ice velocities are significantly lower on the eastern side of Cape Anne (east of 
52.5°E; 0.23 m s-1) compared to the region to the west of the cape (west of 52.5°E; 
0.29 m s-1). From the east there is a tendency towards decreasing velocities in the sea 
ice drifting westward towards the cape. This is most likely associated with the conver-
gent conditions in this region, induced by the northward protrusion of the continent 
at Cape Anne. Traveling around the obstacle, the ice slows due to confluence with 
neighbouring ice streams. This convergence is likely to be associated with deformation 
and increased ice concentration. Once the tip of the cape is passed, the convergent 
conditions are overcome and the westward moving ice gains speed while folowing along 
bathymetric contours. The mean ice velocity increases from 0.26 m s-1 at the vertex 
of the obstacle to 0.35 m s-1 just west of the cape. 
Spectral analysis 
Although the analyses of the velocity components along individual buoy tracks sug- 
gest that the buoy drifts are determined by a long-term component, at certain stages 
the buoys exhibited recurrent short-term motion. In this section the nature of the 
CHAPTER 4. BUOY-DERIVED SEA-ICE MOTION 	 64 
drift variability is investigated for al buoys with suficient two-hourly data using spec-
tral analysis techniques. This is done via Fourier analysis of the buoy velocity data 
(Appendix B.3). The temporal band resolved in the frequency analysis is between 
4 hours and 12 days. After 12 days the data are back folded into the same frequency 
spectrum. Within this study the folowing frequency bands are defined: Frequencies 
below 0.83 cycles per day are classified in the low-frequency band; frequencies between 
0.83 and 2.5 cycles per day are referred to as medium frequencies; while frequencies 
above 2.5 cycles per day are in the high-frequency band. The latter is to be distin-
guished from the term higher frequencies, which shal include al frequencies exceeding 
a defined value. 
To investigate the spatial and temporal homogeneity along a drift trajectory, subsets 
of the data from a single buoy are analyzed. Within the same oceanic circulations 
system the variability between the frequency spectra of subsets of a single buoy is 
generaly smaler than for spectra from diferent buoys. This gives confidence in the 
validity of the interpretation of the frequency spectrum of single buoys. 
For the four buoys drifting within the Indian Ocean sector, which have high temporal 
resolution data, frequency spectra up to the Nyquist frequency of 6 cycles per day are 
shown in Figures 4.7 (total velocity), 4.8 (zonal velocity component) and 4.9 (meridional 
velocity component). These spectra reveal that the zonal velocity component in general 
exceeds the meridional component. On average the power in the zonal component is 
more than double that in the meridional component. This ratio is denoted by Pz//3,7, in 
Table 4.2. This confirms previous findings that the Indian Ocean sector is dominated 
by zonal motion and that no extensive meridional ice transport is found between Prydz 
Bay and the eastern reaches of the Weddel Sea. 
Table 4.2: Ratio of zonal to meridional power (A/Pm). Also shown are the mean zonal 
and meridional velocity components. (Number of frequency bins is 64.) 
Buoy AADO1 AADO4 AAD15 AAD17 
Pd Pm  2.08 2.14 2.23 2.81 
U -0.05 -0.04 -0.14 -0.17 
0 -0.02 0.02 0.06 -0.06 
(i)2 3.51 4.28 5.44 6.64 
Furthermore the spectral analysis clearly demonstrates that the bulk of the power 
density of the buoy motion is contained in the low-frequency motion, with local peaks 
at frequencies representing physical processes which take place on scales in excess of 
1.2 days. Sources for forcing on such scales are typicaly atmospheric pressure systems, 
or oceanic eddies and frontal processes. In addition, distinct local peaks at higher 
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frequencies occur for most of these buoys. These high frequency peaks are found around 
2 and 4 cycles per day. Forcing at 2 cycles per day may be interpreted either as inertial 
motion (Chapter 2.3.1) or as tidal forcing (Chapter 2.3.2). 
0 	 2 	 4 	 6 
Frequency (cycles day-1) 
Figure 4.7: Power spectral density calculated for the total horizontal motion of ANARE 
buoys drifting in the pack ice within the Indian Ocean sector. Upper and lower con-
fidence intervals (based on the 90 % confidence limits) are ilustrated by the dotted 
lines. To convert these and the folowing spectra into velocity power density the power 
spectral density by the bandwidth. The unit for this is then m2 s-2• The annotation JO 
in the panel of buoy AADO4 refers to the fact that here only that part of AADO4's drift 
trajectory that was colected within the Indian Ocean sector is processed. (Number of 
frequency bins is 64.) 
Table 4.3: Ratio of power spectral density for the bin peaking at 2 cycles per day 
relative to the overal power in the spectrum. (Number of frequency bins is 64.) 
Buoy AADO1 AADO4 AAD15 AAD17 
Variance ratio 0.011 0.045 0.013 0.028 
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Figure 4.8: Power spectral density calculated for the zonal component of ANARE buoys 
drifting in the pack ice within the Indian Ocean sector. (Number of frequency bins is 
64.) 
Figure 4.9: Power spectral density calculated for the meridional component of ANARE 
buoys drifting in the pack ice within the Indian Ocean sector. (Number of frequency 
bins is 64.) 
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Tidal forcing occurs on daily and half-daily periods. In the general region of interest, 
oceanographic studies (e.g. Hodgkinson et al., 1988]) showed that, at low depth along 
the continental shelf break, the power density is similar for both daily and half-daily 
periods within the oceanic surface layer, although this changes as a function of latitude. 
ANARE buoys drifted mostly of the shelf over deeper water, and there are no dominant 
diurnal peaks in the power spectra, suggesting that inertial motion, rather than tides, 
is associated with the motion detected at 2 cycles per day in the spectra. The relative 
strength of these subdaily peaks varies for diferent buoys. Regional diferences can be 
identified by the amount of power density present due to inertial forcing relative to the 
overal power density contained in the buoy motion. The ratio of the power spectral 
density at the inertial frequency to the total power in the spectrum for the analyzed 
buoys is given in Table 4.3. 
The ratios of inertial to total power vary considerably as seen in Table 4.3. However, 
this variance can be linked to regional diferences. Buoy AADO4 shows considerable 
power density associated with half-daily processes. Analysis shows that AADO4 exhib-
ited a high degree of meandering once west of the Riser Larsen Ridge. Buoy AAD17, 
near the shelf break, also exhibits a relatively high amount of power density at half-
daily periods. This buoy was deployed of MacRobertson Land and shows a tendency 
to short-term meandering along its trajectory around Cape Anne. The other two buoys 
show lower power ratios. This suggests that, over deep water, inertial rather than tidal 
processes contribute to the power density at half-daily frequencies, while at shalow 
depth along the shelf break a combination of both are thought to induce semidhu-nal 
ice motion. 
To the knowledge of the author there has been no previous report of sea-ice motion 
at frequencies around 4 cycles per day. There is no obvious physical explanation for 
the elevated levels of power density at this frequency. Hence it needs to be examined 
whether this high-frequency signal may be an artifact of the Fourier analysis. A study 
by Hibler and LeSchack [1972] supports this interpretation. In an analysis of sea-ice 
ridges they applied the Fourier analysis to thickness-profile data in order to obtain 
the periodicity of the various ice thicknesses. To understand the occurrence of high-
frequency peaks Hibler and LeSchack [1972] studied the efect of the Fourier analysis on 
ideal and also on nonperfect sine waves. They find that both frequency spectra exhibit 
power density at the frequency of the sine waves. However the power spectrum of the 
nonperfect sine wave showed additional peaks at frequencies of the harmonics. These 
harmonics are due to the truncation process during reconstuction of the nonperfect sine 
wave from sine- and cosine functions. A variation on the study of Hibler and LeSchack 
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[1972] was performed on four velocity time series from ANARE buoys. Bandpass filters 
of central frequencies of 2 and 4 cycles per day, with bandwidths of 0.28 cycles per day 
(equivalent to three frequency bins), were constructed. The velocity time series were 
separately passed through each filter, and the resulting filtered time series were Fourier 
analyzed in the usual manner. For the time series bandpass filtered with the 2 cycles 
per day filter, peaks were seen in the power spectra at both 2 and 4 cycles per day. For 
the time series bandpass filtered with the 4 cycles per day filter, little power was seen 
in the resulting spectra. This gives confidence in the identification of the 4 cycles per 
day peak as a computational artifact of the inertial forcing at 2 cycles per day. 
The explanation forwarded above for raised levels of power density near 4 cycles 
per day holds only if there is significant power density near 2 cycles per day, which 
is generaly the case. However, buoy AAD15 exhibits raised levels of power density 
around 4 cycles per day but not around 2 cycles per day. It is suggested that an overlap 
of the semidiurnal tides may generate a compound tide at 4 cycles per day. This could 
be tested by binning the diurnal cycles for a longer time interval, e.g. one week, and to 
examine this data series for changes at the lunar period. Here the length of the data 
records with a peak at 4 cycles per day but no significant peak at 2 cycles per day, are 
not suficient to explore this possibility. 
No meteorological or hydrographical measurements, which could reveal any direct 
forcing mechanism on the drift of the buoys traced in the Indian Ocean sector, were 
obtained in conjunction with the buoy deployments. Measurements of air pressure 
and temperature were made onboard the drifting platforms. The variations in these 
time series are analyzed for the scales on which meteorological changes occur. Spectral 
analysis of the atmospheric pressure revealed that the power density associated with 
overpassing systems is contained at the low frequency end of the scale, with little power 
density showing up for periods shorter than several days. Power density distribution 
taken over monthly intervals shows the bulk of the power density at low frequencies, an 
exponential decline at around periods of 4 days and a low-level white-noise spectrum 
for higher frequencies. No attempt was made to resolve semiannual or longer periods 
in the pressure as long time series obtained from the sea-ice buoys are complicated due 
to spatial efects of the buoy movement. 
In summary, we find that in the Indian Ocean sector the sea ice exhibits most power 
density for drift associated with the low-frequency motion. This is associated with the 
mean oceanic and atmospheric circulation and also with synoptic systems. On average, 
the power density of this low-frequency motion exceeds the power density contained in 
higher frequency motion by nearly an order of magnitude. Persistent peaks exist at 
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higher frequencies in the power density spectrum, most notably near 2 cycles per day, 
which is apparently associated with inertial forcing, and at low depth along the shelf 
break also with tidal motion. 
4.2.2 Sea-ice drift within the Prydz Bay sector 
The Prydz Bay sector is the eastern neighbour of the Indian Ocean sector. The east-
west extent of this sector is considerably smaler than the other two sectors of East 
Antarctica. Due to the gyral oceanic circulation, Prydz Bay is a unique region of ice 
drift and divergence within the East Antarctic sea-ice zone. 
Bathymetry (m) 
Figure 4.10: Drift trajectories from daily positions of ANARE buoys within the Prydz 
Bay sector. Tracks are only shown for times when a buoy was located within the pack 
where ice concentration was more than 15%. Diamonds indicate the first reported 
position after deployment or on re-entering into the pack ice. CD stands for Cape 
Darnley and FB for Fram Bank. The colour scale represents the bathymetry (ETOP05 
[NOAA, 1988]). 
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In Prydz Bay sea-ice drift (Figure 4.10) duplicates the complexity of the oceanic 
surface circulation pattern: a cyclonic gyre dominates the current over the shelf and in 
the region just of the shelf break; to the northeast of the gyre opposing surface currents 
create a shear zone, which is oriented east-west; from there a broad northward current 
departs into the regime of the ACC (e.g. Smith et al. [1984]; Nunes Vaz and Lennon 
[1996]). Sea ice in the southern part of Prydz Bay, wel south of the shelf break, is 
carried around the bay by a clockwise gyre. The drift in the southeastern quadrant is 
to the southwest, towards the Amery Ice Shelf. In the southwestern quadrant the drift 
is to the north with a westward component. The mean sea-ice speed in southern Prydz 
Bay is 0.17 m s-1 and is dominated by a net zonal motion to the west. As demonstrated 
by several buoys, e.g. AADO4 or AAD11, at the western limit the southern arm of the 
Prydz Bay Gyre moves around an obstruction formed by Cape Darnley and a near-by 
accumulation of grounded icebergs along Fram Bank. The buoy trajectories show that 
sea ice from southern Prydz Bay generaly remains within the westward current after 
departing Prydz Bay. This is due to the bifurcation of the Prydz Bay Gyre into a 
westward branch and an ofshore component. 
Limited evidence of a closure of the oceanic Prydz Bay Gyre is shown by buoy 
AAD08, which was deployed north of the shelf break; and also by the ofshore movement 
of buoy AAD05, which for some time veered eastward. This eastward motion just 
to the north of the shelf break is interpreted as the closure of the Prydz Bay Gyre 
(e.g. Smith et al. [1984]). Buoy AADO8 traveled predominantly east at a mean 
speed of 0.20 m s-1. However, the buoy was short-lived and ceased transmission after 
half a month of eastward drift along bathymetric contour lines. The sudden end of 
transmission might have been due to convergent ice conditions, associated with the 
shear zone formed by the northern arm of the Prydz Bay Gyre, which exhibits an 
eastward flow, and the northward vent, which is fed by sea ice coming from eastern 
Prydz Bay or from further east (e.g. from area of the West Ice Shelf). 
Further to the north the ice is forced northward via a broad conveyor, making the 
transition from the coastal current into the outer, eastward drifting pack. This north-
ward transport of ice is clearly shown by several buoys, e.g AAD02, AADO3 and AAD36. 
The Prydz Bay outlet is the only broad and extensive export channel from the coastal 
ice drift found in this study, and it is one of few found around Antarctica, al of which 
are associated with large gyres within coastal embayments. Such a northward ice trans-
port is considered to have great impact on the mass and heat balance of the ice cover 
for the whole region. 
Early season northward transport (March to June) is ilustrated by buoys AADO2 and 
A 
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AAD03, which were deployed at similar latitudes within the newly freezing water north 
of the continental shelf of Prydz Bay and made the transition into the outer eastward 
current within 1.5 months of each other. On deployment their zonal separation was of 
the order of 600 km, and initialy both buoys proceeded westward. While AADO2 spent 
()ily a few days on a west-northwestward course before heading north, AADO3 took a 
meandering course to the west, reducing its net meridional translation. AADO3 kept its 
westward course for 3 months, exceeding the westernmost position reached by AAD02, 
before turning north. The northward drift of AADO3 included a deviation from the 
mean drift, which took the form of a large anticyclonic loop. 
During the initial westward drift and the folowing northward drift of these buoys 
their drift speed was similar (mean velocities of 0.13 m 5-1 and 0.17 m s-1). However, 
once they were within the eastward current AADO2 showed a much smaler mean drift 
rate (0.12 m s-1) than AADO3 (0.22 m s-1). A possible explanation for the diference 
in drift rate within the eastward current is the spatial separation of the two buoys. 
AADO3 always remained southeast of the 4000 m depth contour and later moved over 
the Kerguelen Plateau, while AADO2 drifted further north towards less concentrated 
ice and later out in the open ocean. 
Water-temperature sensors confirmed that initialy buoy AADO2 was frozen into ice 
and moved north within the pack. Passive microwave imagery shows that AADO2 stayed 
within close proximity of the ice edge at al times through the growth season, and was 
advancing northward at a similar rate as the ice edge. It was expeled into the open 
water once the seasonal melt cycle had started and the ice edge retreated southward. 
Sea-surface temperatures and vertical temperature profiles measured on the buoy sug-
gest that the ice found around the northward advancing ice edge is primarily advected 
there from further south, rather than being formed localy due to thermodynamic pro-
cesses, in agreement with Alison [198913]. The northward movement of AADO3 was 
delayed by a month compared to AAD02. 
AADO2 and AADO3 both represent ice motion early in the sea-ice season. It needs 
to be determined if the identified northward ice export from the westward current is a 
phenomenon typicaly associated with ice drift early in the season, or if this northward 
transport is maintained al through the sea-ice season. In the southern region, just of 
the shelf, data from other buoys are available. These indicate ongoing northward ice 
export through to midwinter. The rate of northward ice transport around midwinter 
appears to be slightly higher (0.19 m s-1) than derived from the autumn data (AADO2 
and AAD03). However, these data are limited to regions south of 62°S. Also there 
were no data obtained from within the region of northward transport for times later 
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than September. 
In the ANARE data set there is no evidence of sea ice entering Prydz Bay from 
the east. However there are records [Tchernia and Jeannin, 1980; Young, 1999] of 
iceberg drift from the West Ice Shelf, which show that the coastal current feeds from 
the east into the Prydz Bay circulation. While the observed icebergs remain north of 
the continental shelf, it is thought that sea ice moves into southeastern Prydz Bay, 
where it amalgamates with localy formed sea ice. 
Spectral analysis 
Additional information on the drift of sea-ice in the Prydz Bay sector is obtained from 
the frequency analysis of the velocity data. For the Prydz Bay sector the results of the 
power density distribution are discussed separately for the ice drift on the shelf and of 
the shelf. The Prydz Bay sector is divided into a southern part (within the Prydz Bay 
Gyre) and a northern part (in the northward transport channel). 
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Figure 4.11: Power spectral density calculated for the total horizontal motion of 
ANARE buoys drifting in the pack ice over the continental shelf of southern Prydz 
Bay. Upper and lower confidence intervals are ilustrated by the dotted lines. (Number 
of frequency bins is 64.) 
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Figure 4.12: Power spectral density calculated for the zonal component of ANARE 
buoys drifting in the pack ice over the continental shelf of southern Prydz Bay. (Number 
of frequency bins is 64.) 
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Figure 4.13: Power spectral density calculated for the meridional component of ANARE 
buoys drifting in the pack ice over the continental shelf of southern Prydz Bay. (Number 
of frequency bins is 64.) 
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Southern Prydz Bay sector 
Information from four buoys is presented for the southern part of Prydz Bay: AAD04, 
AADO5 and AAD11 are analyzed for times when they drifted over the continental 
shelf (Figure 4.11). Data from buoys AAD06, AAD07, AADO8 and AAD10 are not 
considered due to their limited lift in the region. Since AAD15 was deployed over the 
shelf break of western Prydz Bay it is also presented here. Note that while AAD15 is 
the same time series as discussed in Chapter 4.2.1, for buoy AADO4 independent time 
series are discussed within the two diferent sectors. 
The total power density (Figure 4.11) contained in the spectra of AAD04, AADO5 and 
AAD15 are in good agreement with each other while the total power density for AAD11 
is smaler by half a magnitude. This diference may be related to the season during 
which the buoys operated. AAD11 was deployed in late spring and during the folowing 
summer and early autumn transected through Prydz Bay. In contrast, the other buoys 
discussed here were deployed in Prydz Bay during autumn, although in diferent years. 
These buoys remained within the southern part of Prydz Bay for autumn and part 
of the folowing winter. This diference in operating season between AAD11 and the 
other Prydz Bay buoys, and associated seasonal changes to the ice cover, are likely to 
be reflected in the drift behaviour of the sea ice. Changing ice conditions, especialy 
reduced summer ice concentrations, afect the interactions between the ice floes. This 
modifies the relative strength of the forcing components as compared to the internal 
stress within the momentum equation for sea-ice motion (Chapter 3.3.1). 
A second contributor to the diferences between the drift of AAD11 and the other 
buoys might be the seasonal changes of the wind system and the oceanic circulation. 
Limited information about the seasonal cycle of the ocean flow can be obtained from 
current-meter data. Several series of current meters were deployed by ANARE in 
the Prydz Bay region and adjacent shelf regions (e.g. of Mawson). Hodgkinson et al. 
[1991b] report data from several moorings recovered from southeastern Prydz Bay. The 
current-meter data indicate a weakening of the oceanic circulation along the southern 
rim of Prydz Bay and a variable current direction during spring, and moderate currents 
during summer. Later, with the advance of the sea-ice season, the current velocity in-
creases with a predominantly westward direction. Similarly there is a seasonal change 
in the surface winds. During winter the wind direction in Prydz Bay is predominantly 
from the northeast or southeast. Summer wind directions are biased around north-
easterlies and southwesterlies, at the same time wind speeds are low as compared to 
winter wind speeds [Philpot, 1997]. These hydrographic and meteorological data are 
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consistent with the reduced power density seen in the AAD11 spectrum from spring to 
autumn. 
In the medium-frequency range, power density signals are generaly just below 
2 cycles per day. These can be associated with semidiurnal oceanic tides, or with 
inertial forcing. On the inner continental shelf in the Prydz Bay region tidal motion 
has been monitored by current meters [Hodgkinson et al., 1988], with tide gauges, and 
also at a sea-level measuring station [Summerson et al., 1997]. Generaly the domi-
nant tidal constituents were found to be the diurnal and semidiurnal tides. Data from 
Hodgkinson et al. [1988] showed that over Prydz Bay itself in the surface mixed layer 
diurnal tides were dominant. The dominant occurrence of power density at 2 cycles per 
day suggests therefore that ice motion is primarily associated with inertial oscilations 
induced by changing winds. 
AAD11 exhibits considerable power density around 2 and 4 cycles per day. AADO4 
and AADO5 show peaks in their power density spectra at 2 and 4 cycles per day. AAD15 
shows increased power density at low (below 1 cycle per day) and middle frequencies 
and just below 4 cycles per day. Initialy the drift trajectories of AADO4 and AAD11 
are wel onto the continental shelf leading them close to the coast or ice shelves along 
the southern rim of Prydz Bay. Although in a similar location, diferences in the power , 
spectra of AADO4 and AAD11 are explained by the seasonal changes in the forcing 
fields and also in the sea-ice velocity field and the ice characteristics. AAD05, also 
deployed over the continental shelf, quickly traverses over the shelf break into deep 
waters. Once north of the continental shelf break tidal efects are reduced and high 
frequency power density is predominantly associated with inertial motion. 
Table 4.4: Ratio of zonal to meridional power (15, /Pm). Also shown are the mean zonal 
and meridional velocity components. (Number of frequency bins is 64.) 
Buoy AADO4 AADO5 AAD11 AAD15 
I', / Pm  1.29 0.81 0.89 2.23 
U -0.18 -0.07 -0.03 -0.14 
U 0.11 0.12 0.04 0.06 
(D2 2.44 0.34 0.43 4.55 
Further information on the sea-ice drift can be obtained from frequency spectra of the 
east-west and north-south velocity components (Table 4.4). For AADO4 and AAD15 
the east-west component of the power exceeds the north-south component, in contrast 
to buoys AADO5 and AAD11. The east-west component in the motion of AADO4 and 
AAD15 is dominated by the oceanic forcing due to the coastal current, which extends 
east-west over a narrow range of latitudes. AADO5 on the other hand shows high power 
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Figure 4.14: Comparison of spectral analysis of ice motion (dotted line) to oceanic cur-
rent (solid line). Results are from AADO4 and a current meter deployed in southeastern 
Prydz Bay (a), and from AADO5 and a current meter deployed at the shelf break north 
of Prydz Bay (b). 
density for north-south motion. This agrees wel with drift in a current system that is 
dictated by northward transport. The drift of AAD11 is generaly within the circular 
Prydz Bay Gyre; and its north-south motion is slightly larger than its east-west motion. 
From al the analyzed spectra, peaks around 2 cycles per day show up more strongly 
in the north-south component for AADO5 and to a lesser extent for AAD11, while 
for AADO4 and AAD15 this peak is stronger in the east-west component. This is in 
agreement with the preferred orientation of their motion. 
The relationship between the oceanic forcing and the sea-ice motion wil now be con-
sidered. Current-meter data are available for Prydz Bay and the shelf of MacRobertson 
Land. Current-meter data colected between January 1985 and March 1988 by ANARE 
[Hodgkinson et al., 1988; Hodgkinson et al., 1991a and 199113] were available to this 
study. These data overlap with the first two years of buoy deployments. From twelve 
moorings deployed over three years, seven moorings were successfuly recovered. From 
these a data set was derived from 23 individual current meters. Time series and spectral 
behaviour of these data were analyzed in the same manner as for the processing of the 
sea-ice buoy data. Here the comparison of the spectral analysis between mixed-layer 
ocean current and sea-ice drift is discussed at two locations. Results of AADO4 are 
compared to current-meter data from (a) southeastern Prydz Bay (76.5°E, 68.7°S), 
and results of AADO5 are compared to data from a current meter deployed on (b) the 
shelf break north of Prydz Bay (72.9°E, 66.8°S). The buoy data are from 1987. For 
AADO4 the record length is just less than 9 months. For AADO5 data from 2 months 
are available. Both current meters were initialy deployed during January 1985 at a 
depth of about 100 m below the sea surface in regions where total water depths were 
640 m (a) and 540 m (b). Recovery and redeployment of the current meters took place 
at both locations in January 1986, and at the site in southeastern Prydz Bay also in 
October 1987. Al overlapping data were used. 
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Figure 4.15: Cross spectral analysis between sea-ice drift and oceanic surface current 
for the same pairs as in Figure 4.14 a) between buoy AADO4 and the current meter in 
south-eastern Prydz Bay and b) between buoy AADO5 and the current meter at the 
shelf break in northern Prydz Bay. Diamonds indicate frequencies where the coherence 
is significant at the 95 % level. 
The frequency-integrated power contained in the motion of the sea ice is comparable 
for the two buoys discussed, but the magnitude of the power spectra of the two oceanic 
currents are dissimilar (Figure 4.14). This diference in power magnitude is due to 
the direct wind forcing experienced by the sea ice. In southeastern Prydz Bay the 
oceanic current exhibits the bulk of the power density at low frequencies, which is 
associated with the mean movement. A secondary peak occurs at 2 cycles per day and 
a minor peak at 1 cycle per day. A diferent picture is found on the shelf break. There 
peaks at 1 and 2 cycles per day are of similar strength to the peak for low frequency 
motion. Also there are further peaks at about 3, 4 and 5 cycles per day. Comparison 
with the current-meter analysis carried out by Hodgkinson et al. [1988] indicates that 
these peaks are associated with tidal oscilations and their harmonics. This is also in 
agreement with Middleton and Hurriphries [1989] who suggested that diurnal tidal waves 
provide onshore movement of Circumpolar Deep Water onto the shelf in Prydz Bay. The 
match of low-frequency peaks between ice and oceanic frequency distribution indicate 
that the sea ice gains part of its low-frequency energy from the ocean. However the 
sea-ice spectra show greater power than the oceanic spectra at most frequencies. The 
unaccounted diference in power density is most likely due to direct wind forcing. For 
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both AADO4 and AAD05, evidence of enhanced power density is found at frequencies 
of 2 and 4 cycles per day, the latter being an artifact of the Fourier transformation. 
Missing peaks of power density at 1 cycle per day in the sea-ice motion lead to the 
conclusion that tidal forcing is only of minor importance to ice drift compared to other 
forcings such as inertial or synoptic. A decoupling of sea-ice motion and the oceanic 
surface circulation on daily and subdaily time scales by a stronger atmospheric forcing 
would explain the diferences in the spectra of sea ice and ocean. 
This hypothesis is tested by cross-spectral analysis between the velocity time series 
of sea ice and oceanic current. The cross-spectral power density is plotted (Figure 4.15) 
for both pairs presented in Figure 4.14. Considering only peaks of the cross-spectra 
which exhibit high coherence it is clear that there exists a dependency of the sea-ice 
drift on oceanic forcing for low frequencies and at a frequency around 2 cycles per 
day. At higher frequencies little cross-spectral coherence between ocean current and 
ice motion was found, suggesting that they are decoupled at short time scales. For buoy 
AADO5 there also is some indication of a dependency near the daily tidal frequency, 
although significance levels drop of around 1 cycle per day. AADO4 and the respective 
current meter exhibit cross-spectral power just below 2 cycles per day. This coherence 
is attributed to the transmission of inertial oscilations from the ocean to the ice. 
Northern Prydz Bay sector 
For the discussion of sea-ice drift over the deep ocean within the Prydz Bay sector 
the dynamic spectrum of the power density is used. This provides information on the 
temporal evolution of the power-density distribution of the sea-ice motion. 
Figure 4.16 shows the dynamic spectrum of power density of AAD02. Here a time 
step of 6 days (non-overlapping) between individual spectra is chosen. Initial transmis-
sion problems and decreasing data quality for records of AADO2 shorten the amount 
of high-resolution data available for the dynamic analysis. Therefore the displayed 
temporal evolution is limited to the later interval of northward advection and the tran-
sition of AADO2 into the eastward current. A consistent feature of the power density 
distribution over time is the dominance of low-frequency power. Raised levels of power 
density occur infrequently in the range 0.8 to 1.4 cycles per day and around frequencies 
of 2 cycles per day. Depressions in power density at high frequencies outweigh any 
significant increased level (e.g. depressions around DoY 164, 194 or 218, with the only 
major increase in power density between DoY 146 and 152). It is noted that increased 
levels of power density around the 2 cycles per day occur in conjunction with increased 
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Dynamic spectrum for AADO2 	 (32) 
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Figure 4.16: Dynamic spectrum of power density calculated over  6 day, non-overlapping 
intervals for the total velocity of AAD02. The colour scale is logarithmic in power 
spectral density. 
Figure 4.17: Dynamic spectrum of power density calculated over  6 day non-overlapping 
intervals for the total velocity of AADO3 while drifting in pack ice from a position on 
the continental shelf northward of the shelf at Prydz Bay, then northward and finaly 
eastward within the ACC. The colour scale is logarithmic in power spectral density. 
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Figure 4.16: Dynamic spectrum of power density calculated over 6 day, non-overlapping 
intervals for the total velocity of AAD02. The colour scale is logarithmic in power 
spectral density. 
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Figure 4.17: Dynamic spectrum of power density calculated over 6 day non-overlapping 
intervals for the total velocity of AADO3 while drifting in pack ice from a position on 
the continental shelf northward of the shelf at Prydz Bay, then northward and finaly 
eastward within the ACC. The colour scale is logarithmic in power spectral density. 
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power at the low-frequency end and a lesser increase over the remainder of the spec-
trum. As the strength of the oceanic tide changes with the lunar-solar cycle, a possible 
dependence of the power increase at 1 cycle per day and 2 cycles per day on this cycle 
has been studied. While the changes in power for frequencies around 1 cycle per day 
appear to fit this cycle, the analysis of the phase shows that the changes of power 
do not coincide with the lunar-solar cycle. This irregular feature of change in power 
implies that the sea-ice motion taking place around 2 cycles per day is associated with 
an inertial motion rather than with a tidal signal. 
The dynamic spectrum for the horizontal velocity of AADO3 is shown in Figure 4.17. 
The general picture of the distribution of power density over frequency is similar to 
AAD02. Levels of power density at low frequencies are in general one to two orders of 
magnitude greater than the power density for the subdaily processes. Power density is 
concentrated below 0.4 cycles per day, with secondary peaks occurring around 1 and 
2 cycles per day or even higher frequencies. A curious feature of the temporal evolution 
of the spectra is the amount of total power at DoY 103. In the early stage after 
its deployment AADO3 drifts northwestward. Around DoY 103 it deviates from the 
westward track and undertakes a large clockwise loop motion, which initialy takes it 
to the north. This cyclonic deviation takes AADO3 out of the convergent zone, in which 
southward recirculation from the of-shelf branch of the Prydz Bay Gyre competes with 
the general flow around the continent (see Figure 4 in Nunes Vaz and Lennon [1996D. 
The distinct increase of total spectral power density around DoY 103 reflects this freeing 
up of the drift. During the time which AADO3 spent on the cyclonic deviation (just 
after DoY 103), the total power spectral density is high, and the proportion of the 
power at high frequencies is increased. Similar but less intense increases in power and 
relative increases in high frequency power occur around DoY 151 and 205. 
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Figure 4.18: Comparison between theoretical values of inertial frequency (dotted line) 
as function of latitude with secondary peaks (cross) obtained from the power spectral 
analysis for AAD03. Width of errorbars is one frequency bin. 
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Noticeable is the irregular enhancement of power in the frequency bands around 
2 cycles per day. This phenomenon, found for both AADO2 and AAD03, is more pro-
nounced for the latter. This recurrent feature indicates that the underlying forcing 
mechanism is associated with inertial motion. Supporting this is the reduction in the 
frequency at which these peaks occur as the buoys move northward. As is wel known 
the inertial frequency shifts towards lower values as a body moves equatorward. A 
comparison between the curve of theoretical values of inertial frequency as function of 
latitude with the secondary peaks obtained from the Fourier analysis of AADO3 (Figure 
4.18) demonstrates a reasonable agreement between them, with a correlation coeficient 
of 0.91 between theoretical values of the inertial peri'ods and the secondary peaks in the 
power spectrum of AAD03. In southern regions, where the inertial period is close to 
the period of semidiurnal tides, the results of the frequency analysis might be shifted 
towards 2 cycles per day. Further north the separation of frequencies for semidiurnal 
and inertial motions increases, and the frequency analysis identifies inertial motion 
more clearly (Figure 4.18 for latitudes north of 64°S). 
A simplified view of the information contained in dynamic spectra is obtained by 
integration of the spectral components over the total frequency range or over defined 
frequency bands. As before frequency bands are defined as: low-frequency (below 
0.83 cycles per day) medium-frequency (between 0.83 and 2.5 cycles per day); and high-
frequency (in excess of 2.5 cycles per day). 
Figures 4.19 and 4.20 detail the temporal evolution of the total power density and in 
the three frequency bands for buoys AADO2 and AAD03. The time series of total power 
density for AADO2 (Figure 4.19a) shows values varying significantly. At some times 
(e.g. DoY 169) the total power density associated with the motion is up to six times its 
value at times of low power density (e.g. DoY 133, 163 or 193). The variation in total 
power density does not show any trends, but appears almost cyclic with a period of 
1 month, which points towards tidal influence. The temporal evolution of total power 
density for AADO3 is also modulated. Overal the total power density of AADO2 is on 
average 2.7 times smaler than the power density derived for AAD03. 
Two points are worth noting in the total power density profile of AAD03. Firstly, 
during the first five intervals (covering one month) the total power density is smal, 
and similar to values obtained for AAD02. Around DoY 103 a tenfold increase in total 
power density takes place. This increase in power density occurred across al frequency 
bands as seen in Figures 4.17 and 4.19 (b). As discussed before this particular feature is 
associated with the transition of AADO3 into the northward current. Secondly, during 
the last 2 months of analysis the level of total power density is remarkably constant 
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compared to the overal profile. This smooth part of the profile captures the drift of 
AADO3 within the eastward current, which is associated with the southern bands of 
the ACC. 
For AADO2 the band-integrated power density for low-frequency processes averages 
54 % of the total power, 27% for medium-frequency processes and 19 % for high-
frequency processes over the interval analyzed (Figure 4.20a). On al but one occa-
sion (DoY 205) the low-frequency band dominates, and on al but two occasions (DoY 
145 and 169) the medium-frequency band contains more power density than the high-
frequency band. The temporal variation of the diferent contributions to the total power 
density is smal compared to the variations of the total power. However, these relative 
changes yield information on changes in the energy input and therefore on changes 
within the forcing fields, with abnormaly high energy input occurring at frequencies 
corresponding to the raised band. 
AADO3 exhibits on average 67% of the band integrated power density at the low-
frequency end of the scale, 21 % for medium-frequency processes and 12 % for high-
frequency processes. The low-frequency band was on al but one occasion larger than 
the other two bands. At DoY 110 similar amounts of power density occur at both the 
high- and the low-frequency band. This and DoY 146 are the only occasions when 
more power density is associated with the high-frequency band than with the medium 
band. Note that one reversal of the relative power density contained in the medium-
and high-frequency band occurs almost concurrently for both AADO2 and AAD03, at 
DoY 145 and 146 respectively. At this stage the two buoys were separated by around 
320 km. However, at both locations low surface pressures were measured onboard the 
buoys; NCEP analyses showed an established cyclonic system over the area where the 
buoys were located. 
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Figure 4.19: Total power derived for the total velocity of (a) AADO2 and (b)  AAD03. 
Plot (a) and (b) extend over the same drift intervals as 4.16 and 4.17 respectively. 
Figure 4.20: Band-integrated power separated over frequency bands for the  total ve-
locity of (a) AADO2 and (b) AAD03. Plot (a) and (b) cover the same drift intervals as 
4.16 and 4.17 respectively. 
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4.2.3 Sea-ice drift within the Western Pacific sector 
The Western Pacific sector, to the east of the Prydz Bay sector, includes the region 
across to the western margin of the Ross Sea. This forms an extended east-west sector 
extending over nearly 800 of longitude. With the exception of the Antarctic Peninsula, 
the Western Pacific sector includes the northernmost Antarctic coastline. Due to this 
equatorward extreme position of the coastline the meridional extent of the seasonaly 
forming ice cover is smal in this sector. Generaly only extending a few degrees of 
latitude during winter, most of the sea ice in this region is strongly afected by processes 
associated with the marginal ice zone. Such processes are wave and swel modulations 
[Lytle et al., 1998b], and frequent passage of atmospheric storm systems [Jones and 
Simmonds, 1993]. 
Deployment of ANARE buoys took place exclusively in the westward coastal current. 
This was done to gain as much drift information as possible per buoy deployment, since 
ice and therefore buoys quickly disperse equatorward once they are in the eastward 
current. Hence Figure 4.21 largely shows ice drift within the westward current. The 
figure also depicts the presence of distinct northward vents, which connect the westward 
coastal current to the eastward current, and also a closed recirculation cel between 
120° and 127°E. North of the westward coastal current the ice drifts eastward within 
the southern filaments of the ACC. In the far east of the Western Pacific sector buoys 
within the eastward stream have an increased northward drift component. On the 
northeastward course this brings them into the region north of the Ross Sea, which is 
in agreement with the surface circulation of the Southern Ocean at these longitudes 
[Olbers et al., 1992]. 
The ice drift in the westward current within the Western Pacific sector generaly 
folows bathymetric contours, regardless of ocean depth, but often close to the shelf 
break. The westward drift exhibits a smal net northward component. On only one 
occasion (AAD41) was a significant southward drift towards the coast observed. 
Previous studies (e.g. Carmack [1990]) have shown the westward oceanic current 
stretches as a continuous band around the Antarctic continent from the Ross Sea to the 
Weddel Sea. The only identified discontinuity was found at Prydz Bay. In the present 
study evidence for further discontinuities in the westward current is presented. While 
few buoy data are available over the shalow continental shelf, the ANARE data show 
that more than half of al buoys within the shelf-break region, or slightly to the north of 
it, do not sustain the westward drift but are deflected to the north. There they join the 
eastward sea-ice drift. These northward drift routes are most likely caused by stationary 
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oceanic features, such as eddies or smal gyres. On two occasions an opposite motion 
was observed, with buoys recirculating to the south (near 127° and 135°E) rejoining the 
coastal current. Such observations seem in support of Deacon [1984], who suggested 
the westward current was built of a series of extensive cyclonic gyres. However, not al 
buoys in this region were deflected north, with some buoys passing through zones where 
strong northward transport had been observed at other times. It is proposed here that 
the buoy recirculation into the westward coastal current is associated with transient 
oceanic eddies superimposed on the stationary oceanic circulation. This agrees with 
the limited observations of a closure of the cyclonic cels. The ANARE data show that 
the coastal current is composed of a band of primarily westward motion extending over 
two to five degrees of latitude with a series of superimposed northward outlets, some 
of which recirculate south. As seen in Figure 4.21 the width of this westward current 
shrinks considerably from west to east. 
Recurrent northward motion has been observed near longitudes 85°, 97°, 110°, 
121°and 137°E. The vent at 85°E is the largest, extending over many degrees of 
latitude. Drift trajectories of icebergs [Tchernia and Jeannin, 1980] show that these 
are expeled from the westward current into the eastward drift once they enter the re-
gion around the West Ice Shelf (83° to 87°E). For this region bathymetric data reveal 
that the Kerguelen Gaussberg Ridge is a separation zone between the Davis Sea and 
Prydz Bay. However, recent observations of iceberg drift [Young, 1999] show that some 
icebergs remain within the westward current while passing in front of the West Ice 
Shelf. A mechanism of northward ice transport from the westward current within the 
Western Pacific sector wil be discussed in Chapter 5.1.3. 
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Figure 4.21: Drift trajectories from daily positions of ANARE buoys transecting the 
Western Pacific sector. KGR stands for the Kerguelen Gaussberg Ridge. Tracks are 
shown only for times when a buoy was located within the pack with an ice concentration 
of more than 15 %. Filled diamonds indicate the first reported  position after deployment 
in the pack ice; light diamonds show where a buoy re-entered the pack ice ending its 
drift within less concentrated ice or open water. The grey circle indicates the site of the 
1995 field experiment, where AAD22 to AAD31 were deployed. These are not labelled 
individually. The colour scale represents the bathymetry  (ETOP05 [NOAA, 1988]). 
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Spectral analysis 
Further insight into the sea-ice motion in the Western Pacific sector is derived from the 
spectral analysis of the velocity field. For eight diferent buoys time series covering a 
ful sea-ice season are available on a temporaly high-resolution grid (2 h). As there are 
data from two ful sea-ice seasons for AAD18, nine frequency spectra were generated. 
Together these cover three consecutive years. 
The power density contained in the spectra of the total velocity for each buoy shown 
in Figure 4.22 has large power at low frequencies and low levels for middle and higher 
frequencies. Buoy AAD18 (1996), the buoy with highest total power density, exhibits 
five times the total power density of buoy AAD40, which shows the lowest value of 
total power density. Buoys AAD16, AAD18 (1995), AAD33 and AAD43 contain very 
similar total power density, with the variation between these buoy being less than 8%. 
Only AAD40 contains less total power density than these buoys. When comparing the 
power spectra of the buoys shown in Figure 4.22 one should keep in mind that the data 
not only were colected during diferent years and over seasons of diferent length, but 
also that the buoys were distributed over a wide region stretching from 82.5° to 160°E. 
This is a very wide region compared to that discussed in the spectral analysis of the 
Prydz Bay sector. 
For the spectra from the Western Pacific sector, the high-frequency bins carry one 
tenth to one hundredth of the power spectral density of the low-frequency bins. As 
wel as low-frequency maximum some buoys exhibit secondary maxima in the medium-
and high-frequency bands. Most dominant are the peaks around the half-daily period. 
Buoys AAD16, AAD18 (1995), AAD18 (1996), AAD32, AAD40 and AAD43 give ev-
idence of signals around 2 cycles per day. AAD33 and AAD42 exhibit similar signals 
at slightly lower frequencies (1.8 cycles per day). Other peaks occur at 1 cycle per day 
(AAD43, or raised level of power density around 1 cycle per day for AAD18 (1996) 
which are dificult to separate from raised levels at low frequencies, and at 4 cycles per 
day (AAD18 (1996), AAD32, AAD40, AAD42, AAD43). Physical processes associated 
with these peaks are tidal forcing (1 and 2 cycles per day) and inertial motion (2 cycles 
per day). Based on the discussion in 4.2.1 it is suggested that frequency signals peaking 
near 4 cycles per day are due to the Fourier analysis which produces artificial signals 
at frequencies of the harmonics as associated with the representation of the inertial 
motion (at 2 cycles per day) from sine- and cosine waves. 
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Figure 4.23: Power spectral density calculated for the zonal component of ANARE 
buoys drifting in the pack ice of the Western Pacific sector. (Number of frequency bins 
is 64.) 
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Table 4.5: Ratio of zonal to meridional power (Pz//3,). Also shown are the mean zonal 
and meridional velocity components. (Number of frequency bins is 64.) 
Buoy AAD16 AAD18 AAD18 AAD20 AAD32 AAD33 AAD40 AAD42 AAD43 
(1995) (1996) 
Pz /.Pin ratio 5.61 1.52 2.89 2.19 4.72 2.27 2.98 3.21 0.94 
ft -0.09 -0.03 -0.07 -0.05 -0.05 -0.02 -0.06 -0.08 0.05 
i; 0.04 0.02 0.04 0.01 0.01 0.01 0.04 0.03 0.06 
()2 5.84 1.75 2.48 4.06 9.02 2.28 3.06 4.25 0.69 
Comparing the relative distribution of power of the zonal (Figure 4.23) and merid-
ional (Figure 4.24) components, it is found that in al but one case (AAD43) the 
zonal component contains more power than the meridional. AAD43 represents ice drift 
near the eastern boundary of the sector, where the surface current is primarily to the 
north. Maximum ratios of the power in the zonal to the meridional velocity compo-
nents (/505,7,) occur for buoys AAD16 and AAD32 (Table 4.5). These two buoys were 
both deployed in the region east of 140°E and took similar routes to the west, before 
both turning north at around 125°E. Both buoys were deployed in 1995. However, 
AAD16 was deployed in April and about 150 km to the southeast of AAD32, which 
was deployed in early August. For the remaining buoys the total power in the spectra 
of the zonal velocity component is about two to three times the total power of the 
meridional velocity component. This implies that overal energy contributions to the 
movement of the buoys, and therefore of the sea ice, occur primarily along the zonal 
axis, in agreement with the zonal character of the westward current. 
In the spectra of the horizontal components secondary maxima are found. For the 
zonal component a clear peak at 1 cycle per day is shown for AAD43. The meridional 
component has peaks occurring at around the same frequency bin for AAD16, AAD18 
(1996) and AAD33. The forcing for motion at this frequency is believed to be oceanic 
tides. As oceanic tides strengthen with decreasing oceanic depth, the associated signal 
in powep occurs in the velocity components perpendicular to the direction in which 
the topographic feature is aligned. Peaks representing inertial motion (around 2 cycles 
per day), occur for buoys AAD16, AAD18 (1995), AAD18 (1996), AAD32, AAD40 and 
AAD43 (zonal component) and for buoys AAD16, AAD18 (1995), AAD32, AAD40 and 
AAD43 (meridional component). These are associated with the inertial reaction of the 
sea-ice to changes in the wind forcing. Further peaks occur at even higher frequencies 
and again peaks around 4 cycles per day. The consistent occurrence of power at this 
frequency associated with peaks around 2 cycles per day suggests that these can be 
interpreted as harmonics of the inertial oscilations. 
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Dynamic frequency spectra were also produced for buoys drifting in the Western 
Pacific sector. Here the results from buoy AAD18 are discussed. Figure 4.25b shows 
the evolution of the total power density for AAD18 from autumn through to spring. 
Again the bulk of power density is found at low frequencies. Similarly to buoy AADO3 
infrequent enhancement of power density occurred at frequencies around 2 cycles per 
day. However, here the enhancements at half-daily periods are not coupled with any 
significant enhancement at daily periods. Also the relative increase of power density 
around frequencies of 2 cycles per day strongly dominates the total enhancement. 
Figure 4.25a shows the meridional position of AAD18 as function of time. A close 
relationship exists between the northward buoy translation and the relative increase 
of power density occurring around half-daily periods. This implies that processes as-
sociated with a relative northward buoy displacement correspond to increased power 
density within the medium-frequency band. Through to DoY 258 buoy AAD28 re-
mained within the westward current before crossing into the eastward current. In the 
westward current AAD28 moved within a band of 3° meridional width. In the eastward 
current its meridional displacement was smal, keeping it in close proximity to the zonal 
shear zone. From the pattern in the dynamic frequency spectrum it appears that the 
occurrence of enhanced medium-frequency processes is linked to the meridional position 
of the buoy relative to the shear zone between westward and eastward current. Physical 
characteristics and processes of the sea ice near the shear zone alow the drifting ice 
(and with that buoy AAD18) to take up enhanced variability at frequencies just below 
2 cycles per day. From the previous discussion (Figure 4.18) it is concluded that the 
occurrence of this subdaily motion is associated with inertial motion of the sea ice. 
The dynamic frequency spectra for the zonal (Figure 4.26) and meridional compo-
nent (Figure 4.27) of the motion of AAD18 show that for the zonal component at 
low frequencies the raised power covers a wider range than for the meridional compo-
nent. For example raised levels of power density in the zonal component extend up 
to 0.9 cycles per day while the same generaly do not exceed 0.6 cycles per day for the 
meridional component. The figures also reveal that the integrated power contained in 
the zonal component exceeds that of the meridional component. This together with the 
zonal orientation of the continental shelf leads to the conclusion that the dominantly 
zonal oceanic forcing determines the power density at the low-frequency band. Power 
density occurring at frequencies just below 2 cycles per day are comparable between 
the two components. This supports the suggestion that these levels of power density 
are enhanced due to inertial oscilations. 
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Figure 4.25: a) Time series of the meridional position of AAD18 during the sea-ice 
season of 1995. b) Dynamic spectrum of power density calculated over 6 day non-
overlapping intervals during 1995 for the total velocity of AAD18 while drifting within 
pack ice in the Western Pacific sector. The colour scale is logarithmic in power spectral 
density. (Number of frequency bins is 32.) 
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Figure 4.26: Dynamic spectrum of power density calculated over 6 day non-overlapping 
intervals in 1995 for the zonal velocity component of AAD18 for same time as Figure 
4.25. The colour scale is logarithmic in power spectral density. (Number of frequency 
bins is 32.) 
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Figure 4.27: Dynamic spectrum of power density calculated over 6 day, non-overlapping 
intervals in 1995 for the meridional velocity component of AAD18 for same time as 
Figure 4.25. The colour scale is logarithmic in power spectral density. (Number of 
frequency bins is 32.) 
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4.2.4 Regional comparison and summary 
This section looks at diferences and similarities of sea-ice drift between the three sub-
regions discussed in sections 4.2.1, 4.2.2 and 4.2.3. This is done by comparison of 
the magnitudes of the ratio of zonal motion to meridional motion, by comparison of 
the power spectra and the distribution of power density over the diferent frequency 
bands, and by comparison of middle- and high-frequency components and their relative 
importance to the ice motion. 
In the Indian Ocean sector al buoys exhibited more than twice as much power density 
for zonal motion as for meridional motion. In contrast in the southern Prydz Bay sector 
two of four buoys had less power density in the zonal than in the meridional motion. For 
the other two, one buoy had more than 25 % excess and another buoy had more than 
100 % excess in zonal power density. In the northern Pyrdz Bay sector only one of four 
buoys shows such excessive zonal power density. In the Western Pacific sector al but 
one of nine buoys exhibit higher power density for zonal compared to meridional motion. 
The mean ratio of zonal to meridional power in the Western Pacific sector is 2.93 ± 
1.47, and it is 2.31 ± 0.33 in the Indian Ocean sector. From this analysis it is clear, that 
zonal ice drift dominates in both the Indian Ocean and Western Pacific sectors. Within 
the Prydz Bay Gyre there is a dichotomy between ice preferentialy drifting northward 
and ice preferentialy drifting westward. This split is mirrored in the bifurcation of the 
western arm of the Prydz Bay Gyre, which separates into a northward recirculation 
branch and a westward branch feeding into the coastal current of MacRobertson Land. 
In the northern Prydz Bay sector northward ice motion strongly dominates. There the 
mean ratio of zonal to meridional power is 0.69 ± 0.31, while in the southern Prydz 
Bay sector a mean ratio of zonal to meridional power of 1.31 ± 0.55 was found. This 
reflects the strong northward ice transport found to the north of the Prydz Bay Gyre. 
Inspection of power spectral density for al drifting buoys showed that the bulk of 
the power spectral density associated with sea-ice motion is at low frequencies, due to 
oceanic and atmospheric forcing on multiday scales. Further peaks are predominantly 
found at 1 and 2 cycles per day. Motion at both 1 and 2 cycles per day can be asso-
ciated with tidal forcing, while the latter can also be related to forcing due to inertial 
motion. Comparison with frequency analysis of oceanic current-meter data, and the 
interpretation of the individual power spectra, lead to the conclusion that motion at 
around 2 cycles per day is generaly associated with inertial oscilations. Tidal motion 
was observed only in shalow waters over the continental shelf. Furthermore, daily 
tides were restricted to shalow waters near the shelf break. This finding of substantial 
inertial motion within the buoy spectra difers from a one-buoy study by Vihma and 
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Launiainen [1993], who did not find any apparent inertial peaks in their data covering 
the central Weddel Sea during winter. Similarly McPhee [1980] noted that inertial mo-
tion was of rare occurrence in the Arctic during winter. This diference highlights the 
fact that the Weddel Sea and the Arctic have diferent ice drift and forcing processes 
than the East Antarctic sea-ice zone. It is concluded that, although the bulk of en-
ergy contained in the sea-ice motion originates from multiday oceanic and atmospheric 
processes, subdaily forcing contributes crucialy to the motion of the sea ice in East 
Antarctica. 
Overal, the comparison between the subregions of the East Antarctic sea-ice zone 
showed that while each subregion exhibits its own drift characteristics, the ice drift 
within the westward current is similar between the subregions. The Prydz Bay sector 
however stands out as it contains a major northward ice vent, which dominates the 
large-scale characteristics of equatorward East Antarctic sea-ice drift. New evidence 
presented here showed that the Western Pacific sector contributes to this divergent ice 
motion. 
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4.3 Ice drift and wind forcing 
In this section the relationship between sea-ice motion in the East Antarctic zone and 
the atmospheric forcing is considered. Worby et al. [1996] reported on the dependency 
of sea-ice drift on the local surface winds during winter. Here the relationship between 
the ice drift and surface winds is examined for a set of ANARE buoys deployed of Adelie 
Land during winter 1995. As part of a drift and deformation experiment [Worby et al., 
1996] ten GPS-located and three Argos-located buoys were deployed. One GPS-located 
buoy failed soon after deployment. Two of the GPS-located buoys were equipped with 
automatic weather stations. Wind speed at these was measured with cup anemometers, 
which had a threshold speed of 0.4 m s-1. Instrument accuracy was ±0.4 m s-1. Wind 
direction was measured with a wind vane, which had an accuracy of ±5°. 
The wind sensors at the buoys were mounted at 2.8 m above the snow surface at de-
ployment. During the experiment snow accumulation was negligible; instrument height 
did not change significantly. Additional data were obtained onboard the research ves-
sel from a meteorological system, surface observations and from twice-daily radiosonde 
flights. Wind data from the vessel were obtained throughout the experiment. Wind 
data for buoys AAD24 and AAD28 are available for 11 and 17 days respectively dur-
ing August 1995. The mean wind speed measured at AAD24 was 6.66 m s-1, and 
at AAD28 7.34 m s-1. Wind directions were generaly from the east, but with two 
intervals of southwesterlies each lasting for two days. Both wind speed and direction 
agreed wel between the diferent measurement sites on the two buoys as wel as on the 
vessel. Buoy AAD28 drifted to the northwest of AAD24. On average the buoys were 
separated from each other by 55 km, the vessel moved around the buoy array with a 
maximum distance of less than 180 km from either buoy. 
4.3.1 Synoptic systems 
As discussed in Chapter 2.1.1 atmospheric lows move frequently over the Southern 
Ocean, changing the balance of force driving the sea-ice drift. During the 1995 field 
experiment, the westward ice motion stagnated on approach of a low-pressure system. 
As the ice speed reduced, the sea ice moved in a smal-scale cyclonic pattern. After the 
atmospheric depression had passed, the sea ice resumed its westward movement. The 
analysis of several other buoy tracks in the East Antarctic sea-ice zone showed that 
circular trajectories associated with atmospheric depressions were not always closed. 
Instead, also under the influence of passing low-pressure systems, the sea-ice floes mean- 
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Figure 4.28: Distribution of wind direction as measured during August 1995 by auto-
matic weather stations deployed on sea-ice buoys AAD24 and AAD28. 
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Figure 4.29: Distribution of wind direction as a function of increasing wind speed as 
measured during August 1995 by automatic weather stations deployed on sea-ice buoys 
AAD24 and AAD28. 
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dered around their generaly westward drift path. Meanders, as opposed to closed 
cyclonic tracks, might be explained by the assumption that the wind forcing due the 
low-pressure system acts tangentialy rather than perpendicularly on the ice trajectory. 
Typicaly the duration of such cyclic motion varied between 1 and 5 days for ice floes 
tracked by ANARE buoys. This duration was found to be proportional to the severity 
of the atmospheric depressions. 
The predominant wind direction over the coastal current is from the east. Figure 
4.28 shows how the overal distribution of wind directions is bimodal; either easterly or 
westerly. On 67 % of al occasions the wind was from the east, on 25 % of al occasions 
the wind was from the west, and at remaining times the wind was mostly from the 
southwest or southeast. This confirms that the polar easterlies dominate the westward 
ice flow in this coastal region. 
Figure 4.29 shows the distribution of wind direction as a function of wind speed. For 
low wind speeds about 45 % of the winds blow from the south or westsouthwest. These 
winds are associated with a general atmospheric flow outward from the continent. The 
remaining contribution for low wind speeds is from polar easterlies. At higher wind 
speeds (in excess of 10 m s—') the persistent wind direction is tightly focussed around 
60 to 1100. 
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Figure 4.30: Cross-spectral analysis between sea-ice drift and surface wind. The wind 
data are measured by an automatic weather station deployed on AAD28 in winter 1995. 
Diamonds indicate frequencies where the coherence is significant at the 95 % level. 
The cross-spectral power of the local surface wind with the ice-drift rates are shown 
in Figure 4.30. Based on the occurrence of high coherence in the cross-spectrum it 
can be seen that the local winds and the sea-ice drift exhibit good coherence for low 
frequencies and to a lesser extent also at around 1 cycle per day. Cross correlation (not 
shown here) indicates that the sea ice folows the changes in wind velocity although 
with some time lag. The low level of coherence between wind and sea-ice velocities at 
medium and high frequencies represents the transient phase which the sea ice requires 
to adjust to changes in the wind field, or ice interaction. 
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4.3.2 Speed ratio 
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Figure 4.31: a) Scatter plot for wind speed as measured by the automatic weather 
station deployed on AAD28, and sea-ice speed for AAD28. The dotted line indicates 
ice drifting at a speed of 2.8 % of the wind speed. b) Wind speed (solid line) as measured 
at a height of 2.8 m by the automatic weather station deployed on AAD28, and ice-
drift rate (dotted line) of AAD28. c) Speed ratio between ice drift and wind speed for 
AAD28 during August 1995. 
To study the dependence of the ice drift on the wind, the speed ratio and the divagation 
angle are calculated. The divagation angle, often also referred to as the turning angle, 
is the angle between wind direction and sea-ice drift. Here data from the 1995 drift 
and deformation experiment are discussed. Because of its extended length the time 
series for AAD28 are shown here. Calculations, however, have also been carried out 
with winds from AAD24 as wel as from the vessel. Figure 4.31a shows the relationship 
between wind and sea-ice speeds. It appears that for high wind speeds the point-to-
point variability of the sea-ice velocity increases. Time series for both quantities (Figure 
4.31b) and the speed ratio (Figure 4.31c) are also presented. Although it appears as 
if the speed ratio itself does not depend on the wind speed, it can be clearly seen that 
the point to point variability of the speed ratio reduces at high wind speeds. This is 
diferent to the result from the Weddel Sea, where Vihma and Launiainen [1993] show 
that the temporal variations of the speed ratio do not depend on the wind speed. 
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From these data it was found that the speed ratios varied from buoy to buoy, but the 
temporal evolution between buoys generaly agreed wel. A mean winter speed ratio of 
0.028 ± 0.010 (at a wind reference level of 2.8 m) was derived for the East Antarctic sea-
ice zone. Assuming a logarithmic wind profile in a neutral atmosphere this translates 
to a speed ratio of 0.025 at a reference level of 10 m. This compares with a speed ratio 
of 0.032 in the Weddel Sea during winter [Martinson and Wamser, 1990], or 0.031 over 
Maud Rise [McPhee et al., 1996] (both referenced to the 10 m level). Speed ratios for 
sea ice in the Weddel Sea are about a fifth larger than for sea ice in the East Antarctic 
sea-ice zone. 
4.3.3 Divagation angle 
The distribution between wind direction and the direction of sea-ice drift is largely 
bimodal (Figure 4.32a), with the ice drift to the right of the wind and little scatter 
for easterly winds, and ice drift to the left of the wind for westerly winds. The dis-
tribution of divagation angles at the 2.8 m level over the complete set of GPS buoys 
was coherent, with a large angle between wind direction and sea-ice drift occurring as 
the wind direction swung between extremes (e.g. at DoY 218.5 in Figure 4.32b and 
c). Based on data from the GPS buoys deployed during the 1995 field experiment the 
mean divagation angle between wind direction and sea-ice drift was 14° during August 
1995, the sea ice on average drifting to the left of the wind. A long interval of nearly 
constant divagation is seen between DoY 222 and 228 for AAD29 between two succes-
sive passages of low-pressure systems. At this time the divagation of the sea ice was to 
the right of the wind. 
Direct comparison between the sea-ice drift direction and the direction of the wind 
was carried out for the two buoys (AAD24 and AAD28) with automatic weather sta-
tions. Figure 4.33 shows the probability distribution of the divagation angle between 
the wind direction and the ice drift. Positive angles refer to ice drift to the left of the 
wind. From the normalized distributions it can be seen that at both sites sea ice drifted 
predominantly to the right of the wind, although with smal divagation angles. The 
probability distribution at the site of AAD24 presents a Gaussian distribution centered 
on the bin of -30° to -20°. At the al level the ice-drift directions are within a range of 
-40° to -10° of the wind direction. At AAD28, which was located further to the north, 
the ice drift was closer to the wind direction. The distribution of the divagation angle 
between wind direction and ice drift is no longer symmetric and it peaks for the bin of 
-20° to -10°. Despite the large variation in the distribution of the divagation angle this 
could indicate latitudinal diferences in the sea-ice drift. 
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Figure 4.32: a) Scatter plot for wind direction as measured by the automatic weather 
station deployed on AAD28, and ice-drift direction for AAD28. The dotted line repre-
sents identical directions for wind and sea ice. b) Wind direction (solid line) ice-drift 
direction (dotted line). c) Divagation angle between wind direction and ice drift for 
AAD28 during August 1995. A positive divagation angle indicates the buoys drift to 
the left of the wind. 
The divagation angle between wind direction and sea-ice drift is a function of strength 
and direction of the wind as wel as of the degree of freedom in movement within the 
pack. Figure 4.34 shows the distribution of the divagation angle for buoys AAD24 (left 
side) and AAD28 (right side) for wind speed categories from 0 to 17.5 m s-1 in steps of 
2.5 m s-1. Categories of wind speed with less than 10 observations are omitted. It is 
seen that for wind speeds below 7.5 m s-1 the individual divagation angles are widely 
scattered. For higher wind speeds the scatter of the divagation angle narrows towards 
the center of the probability distribution. 
Figure 4.35 shows the distribution of divagation angles for diferent wind direction 
categories. Categories of wind direction with less than 10 observations are omitted. As 
seen before surface winds over the pack ice have only a few preferred directions. The 
dominant wind direction is from the east with a secondary maximum in wind direction 
from the southwest. For AAD24 the distribution of the divagation angle as function of 
the wind direction peaks at -40 to -50° (to the right) for northeasterlies, and at -30 to 
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Figure 4.33: Probability distribution of the divagation angle between wind _direction 
and sea-ice drift for AAD24 (top) and AAD28 (bottom). 
-40° (to the right) for easterly winds. Both distributions are Gaussian. However, when 
the wind direction is from the southwest, then the distribution of the divagation angle 
is broader. In this case most divagation angles are close to zero with a peak at 0 to 
-10° (to the right), with several positive divagation angles indicating ice drift to the left 
of the wind direction. 
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Figure 4.34: Probability distribution of the divagation angle between wind direction 
and sea-ice drift as a function of the wind speed for buoys a) AAD24 and b) AAD28. 
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Figure 4.35: Probability distribution of the angle between wind direction and sea-ice 
drift as a function of wind direction for buoys a) AAD24 and b) AAD28. 
The distribution of divagation angles for AAD28 difers from the one for AAD24. 
For AAD28 the divagation angles are widely spread for winds from the northeast, 
southeast and west. A close relationship between wind direction and divagation angle 
is only obtained for winds blowing from the east and the southwest (see also Figure 
4.32a). This is in part a consequence of the relationship between wind speed and 
direction during this experiment (Figure 4.29). Both distributions (Figure 4.35) peak 
close to 0°, with the one for southwesterly winds showing on average a deflection of the 
sea-ice drift to the left of the wind direction. This deflection to the left is also strongly 
pronounced for the distribution of divagation angles caused by westerlies. This shows 
that the sign of the divagation angle depends not only on the direction from which the 
wind stress is acting but that it is also influenced by the flow of the deeper ocean, which 
depends on the bathymetry and the vertical density structure. With ice drifting to the 
right of easterly winds and to the left of westerly winds the divagation between wind 
and sea ice exemplifies the divergent conditions in the region caused by the ocean flow. 
The sign of the divagation angle relative to the wind direction changes in response to 
the oceanic flow. 
CHAPTER 4. BUOY-DERIVED SEA-ICE MOTION 	 105 
4.4 Overview 
Analysis of the buoy spectra and comparison of these with available atmospheric and 
oceanic data show that the mean sea-ice drift is driven by the low-frequency atmospheric 
and oceanic circulation processes. In the coastal current the oceanic forcing causes 
strong zonal ice motion. Forcing associated with atmospheric pressure systems has been 
found to contribute to short-term cyclical motion of the sea ice. At higher frequencies 
the ice drift can be associated with oceanic tidal oscilations (1 and 2 cycles per day). 
However, major contributions are due to both direct and indirect atmospheric forcing 
resulting in inertial motion (around 2 cycles per day) of the sea ice. This is substantiated 
by the latitudinal variation of the frequency for this peak. It was found that sea-ice 
motion associated with inertial oscilations exceeded tidaly induced ice motion except 
in shalow water near the shelf break, where both processes contribute to the short-
term sea-ice motion. Although six hourly signals were found in the power spectra any 
possible forcing processes were generaly excluded, and the signal was explained as an 
artifact of the Fourier analysis in reconstructing the inertial oscilation from sine- and 
cosine waves. 
The analysis of ice drift and wind velocity for buoys drifting in the westward current 
during winter showed a dependence of sea-ice drift on the wind speed and direction. The 
importance of atmospheric depressions and the associated wind fields on the trajectory 
of the sea ice has been clearly shown. It is concluded that atmospheric .and oceanic 
forcing influence the sea-ice drift not only at long time scales, but also at subdaily scales. 
Ice drift on such a smal time scale is especialy important to sea-ice deformation and 
wil be discussed in Chapter 6. Although no direct observations of internal ice stresses 
are available, their importance in this study appears to be restricted to high-frequency 
sea-ice drift on short time scales. 
Chapter 5 
The pattern of East Antarctic 
sea-ice drift 
Sea-ice drift physically redistributes the pack, it changes ice extent and concentration, 
and, through deformation, it influences the ice thickness distribution. In this chapter, 
data from all ANARE satellite-tracked buoys drifting off East Antarctica, as discussed 
in Chapter 4, are used to derive the pattern of the sea-ice velocity distribution. The 
main features of this distribution are a westward drift parallel to the bathymetry near 
the Antarctic continent; a cyclonic circulation in Prydz Bay; and an eastward drift 
of the ice to the north of the east-west shear zone. Characteristics of the ice velocity 
field are discussed in relation to regional topographic features and the oceanic and 
atmospheric circulations. Annual ice-drift variability is analyzed and interannual drift 
anomalies are investigated. 
A method of deriving the mean position of the Antarctic Divergence from buoy data 
is presented and applied to the East Antarctic sea-ice zone. The position of the Antarc-
tic Divergence derived by this method is compared to that derived from hydrographic 
observations. The locations of northward outflows from the coastal westward current 
are identified and examined in relationship with both bottom topography and the sea-
sonally varying position of the Antarctic Divergence. The discharge of sea ice from the 
westward drift along the continent into the northern belt of eastward flow is highlighted. 
The net northward transport and its temporal variability are examined. Finally, the 
buoy-derived sea-ice velocity field is compared to that derived from satellite imagery 
and to the output fields of numerical model. Similarities and discrepancies between the 
various fields are discussed in the context of the different methods. 
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5.1 Sea-ice velocity pattern for the East Antarctic zone 
For geographical assessment, al available daily sea-ice velocity data are grouped on a 
spatial grid with a resolution of 2.5° longitude and 1° latitude. The grid resolution is 
equivalent to about 110 km x 110 km. The grid extends from 20° to 160°E and from 
58° to 70°S. This area contains the Indian Ocean sector (20° to 67.5°E), the Prydz 
Bay sector (67.5° to 82.5°E) and the Western Pacific sector (82.5° to 160°E). Drift 
tracks of buoys were segmented accordingly and the distribution of the days-of-year 
spent within a grid cel, as wel as the zonal and meridional velocity components and 
the velocity vector, were derived over the grid. If a single buoy remained for at least 
four consecutive days within a grid box, then its velocity data were considered to be 
statisticaly relevant for that grid cel. An exemption was made in known regions of 
very high drift rates, where this requirement was thought to select against high ice 
velocities. The distribution of statisticaly significant buoy data for high-concentration 
ice (ice concentration > 30 %) and for low-concentration ice (ice concentration between 
15 and 30%) are shown in Figures 5.1a and 5.1b. The number of buoys which spent 
at least four days in a particular grid box are represented by the symbol size in the 
figures. No account was taken of the year or season in determining the spatialy averaged 
velocity fields, although seasonal variability is considered later. 
Before discussion of the buoy-derived velocity data, the variance of these is considered 
here. The variance of the sea-ice drift is described as a function of the variances of the 
zonal and meridional components of the ice drift. The zonal variance shows little 
spatial variability. Only in the region west of Cape Anne and at few locations close 
to the coast are high values found for the zonal variance. The meridional variance is 
generaly smaler than the zonal variance. Maximum meridional variance is associated 
with the regions where meridional drift rates exceed zonal drift rates. For the total ice 
drift in the East Antarctic sea-ice zone the variance (standard deviation) was found to 
vary between 0.005 m2 s-  2 (0.07 m s-1) and 0.020 m2 S-2 (0.14 m s-1). 
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Figure 5.1: b) As Figure 5.1a but for low-concentration ice (30% > ice concentration 
> .15 %). 
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5.1.1 Position of Antarctic Divergence 
As explained in Chapter 2.2.1 the AD is a region of upweling and mixing extending 
around most of the Antarctic continent. The latitudinal position of the AD can there-
fore be derived from a sequence of meridional hydrographic transects. Due to logistical 
constraints, associated with the sea-ice cover at some locations, hydrographic obser-
vations cannot be made at al times of the year. Here a new method is presented to 
determine the position of the Antarctic Divergence from its surface expression; this 
method is independent of the occurrence of open water or sea ice in the region. 
• oe  
Figure 5.2: Mean position of the Antarctic Divergence (diamonds) derived from buoy 
data, and the mean annual position of the AD (solid line; adapted Orsi et al. [1995]) 
as determined from hydrographic data. The shading indicates the ratio of the local 
meander coeficient components. 
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In this approach the distribution of zonal shear is derived from al high temporal 
resolution buoy data and is used to identify the position of the AD in the region 
covered by ANARE buoys. The position of the east-west shear zone at every degree 
of longitude is defined as the latitude with the highest ratio of the zonal component of 
the meander coeficient to the meridional component (defined in Chapter 4.1.2). The 
meander-coeficient measurement of the variance in the velocity components is thus used 
to locate the shear zone. Figure 5.2 shows the location of the AD (diamonds) for the 
region between 200 and 160°E where suficient buoy data are available to calculate the 
meander coeficient. The position of the AD is shown at increments of 10 of longitude 
and 0.2° of latitude to alow more detailed investigation. The latitude of the buoy-
derived AD lies between 62° and 66°S, with a mean at 63.4°S. Northward excursions 
of the buoy-derived AD are found west of 44°E (near Cape Anne), east of 70°E, west 
of 90°E (West Ice Shelf), and to a lesser extent east of 137°E. This is compared with 
the mean annual position of the AD derived from 84 hydrographic transects across 
the southern ACC [Orsi et al., 1995] (solid line in Figure 5.2). Generaly the two 
agree wel, however the buoy data suggest that the AD might lie further north around 
60°E, around 70°E and eastward of 138°E than indicated by the data of Orsi et al. 
[1995]. This diference may be explained by the seasonality in the latitudinal position 
of the AD: hydrographic data used by Orsi et al. [1995] are thought to represent the 
annual mean, while the buoy-derived data are biased towards winter conditions. The 
latitudinal diference of the AD position derived from the buoy data fits the seasonal 
variations of the position of the circumpolar low pressure trough as described in Chapter 
2.1.2. It is likely that a combination of comprehensive buoy and hydrographic data set 
would yield better information of the seasonal variability of the AD position. 
The latitudinal position of the AD during winter, as derived from drifting sea-ice 
buoys, generaly does not vary much interannualy. The standard deviation of the 
meridional position of the AD, at a site where buoy data are available from four buoys 
covering three diferent years, is ±0.19° of latitude. However, although not wel docu-
mented in the ANARE data set, the data suggest a relationship between the time of 
the seasonal northward movement of the AD and the net annual ice production. Future 
measurements of sea-ice drift wil help to clarify this. In a season when this northward 
shift occurs late compared to the average, a surplus of sea ice is lost across the zonal 
shear zone into the eastward moving pack as confirmed by passive microwave obser-
vations of ice edge and concentration. This results in additional ice formation in the 
region south of the AD. The exact time of the northward propagation of the AD largely 
depends on the seasonal oscilation of the atmospheric low pressure trough, which ex- 
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hibits some degree of interannual variability (e.g. HtuTel and van Loon [1994]), and 
which causes anomalous variations of surface pressure and winds. 
5.1.2 Zonal drift 
The spatial patterns of the zonal and meridional components of mean ice drift in the 
East Antarctic pack for ice concentrations of more than 30% are discussed first, and 
then the vectors of daily mean total drift are presented. This analysis is similar to the 
one presented in Heil and Alison [1999] but here more recent data are included. 
The average magnitude of the daily zonal pack-ice speed, for grid cels for which 
there are data, is shown in Figure 5.3. The zone of westward ice transport along the 
coast or coast-locked fast ice is only 2 - 4° of latitude wide in the Western Pacific 
sector (82.5° - 160°E), while in the Indian Ocean sector (200 - 67.5°E) a generaly 
wider westward current (about 5° of latitude) flows towards the Weddel Sea. Drift 
trajectories, which are close to the coast further east, detach from the coast downstream 
of the Riser Larsen Ridge. The zonal velocity component has a maximum daily mean of 
0.49 m s-1 (42.3 km d-1) in the vicinity of Cape Anne (52°E). Overal zonal velocities 
in the Indian Ocean sector (mean daily velocity of 0.23 m s-I) are higher than in other 
regions (0.16 m s-1 for the Western Pacific sector and 0.11 m s-I for the Prydz Bay 
sector between 67.5° and 82.5°E). 
At a smaler scale, zonal velocities are relatively high on the westward or down-
stream side of north extending obstacles such as the coast line, ice shelf or regions of 
grounded icebergs, and considerably lower on the eastern or upstream side of these fea-
tures. High-speed westward drift from 40° to 55°E, where the Antarctic coastline bends 
southward, contrasts with the lower drift speeds between 60° and 65°E and between 
20° and 32.5°E, where the coastline folows a relatively constant latitude. However, 
since the data for the zone west of 35°E cover a region wel north of the coast, the 
efect of coastal features is not seen in these. Instead, the slow drift there is more 
likely a consequence of the complicated oceanic current system to the northeast of the 
Weddel Sea. This current system is composed of the outer arms of the Weddel Sea 
recirculation cel [Litjeharms, 1985], a local anticyclonic circulation around Maud Rise 
(centered at 2°E, 65°S) [Gordon, 1998], and the southern branch of the Weddel Gyre 
[Gordon, 1998] merging with the westward coastal current. 
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Figure 5.3: Distribution of the zonal velocity of high-concentration ice (> 30 %) in 
the East Antarctic sea-ice zone. The 1000 m and 3000 m bathymetric contours are 
represented by the dashed and dotted line, respectively. Diamonds indicate the position 
of the AD derived from the meandering of the buoy drift. Negative velocities are 
directed to the west, while positive velocities are eastward. 
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At around 95°E, the edge of the Shackleton Ice Shelf and a large grounded iceberg 
from the Denman Glacier create an efective coastline that extends further north than 
elsewhere in the region, and localy reduces the westward speed of the coastal drift. 
In the region between 800 and 140°E there are numerous coastal protuberances and 
ice tongues, and the relationship between the coastline and the broad-scale zonal ice-
drift speed is not as simple as in the Indian Ocean sector. Regions of localy high 
zonal speed occur around 106°E, 118°E, 121° to 132°E, 138°E, and 142° to 148°E. 
These high speeds occur both close to the coast, e.g. at 106°E, and also in regions 
away from the coast and its protuberances. Hence, coastal features or features of the 
continental shelf are not the sole controling mechanisms. Since the mean velocity field 
in these regions is derived from multiple buoy tracks, these local maxima are believed 
to be persistent features in the distribution of zonal sea-ice velocity. In other regions of 
westward flow within the Western Pacific sector the zonal velocity is moderate to low. 
In the western part of Prydz Bay to the south of the AD there are regions of both 
westward ice drift and eastward drift. Within 2° of latitude of the coast the drift 
is westward, while further north, but stil south of the AD, eastward velocities are 
encountered. However, the net zonal ice drift across this band south of the AD is 
westward. The eastward return flow in the ice drift as documented by AADO8 is 
thought to reflect the presence of a cyclonic gyre, extending northward over the shelf 
break into deep water (e.g. Smith et al. [1984]). 
Within the shear zone associated with the AD the zonal ice speed is generaly low, 
and the meridional extent of the AD itself is rather narrow with a rapid gradient, 
from the core of westward flow. To the north of the AD drift speeds are in general 
smaler than those within the westward coastal current, and the spatial variability is 
less. The lower drift rates in the eastward current might be due to the fact that the 
buoy-derived velocity field does not cover the northern regions which are influenced by 
the faster ACC. Here the distribution of zonal velocities is more uniform than within 
the westward current; suggesting that the ice drift is more influenced by steady oceanic 
forcing in the ACC rather than by variable forcing. 
No buoys west of 65°E escaped northward of the AD into the eastward current, 
suggesting that the sole transport path for the ice within the coastal current of this 
sector is from Prydz Bay and the Indian Ocean towards the Weddel Gyre. The ice 
that occurs north of the AD in this region either originates further west (e.g. in the 
northeastern region of the Weddel Gyre), or is formed localy. Between about 65° and 
75°E there are indications for a confluence of the ACC and the Prydz Bay Gyre, where 
ice fed from south of the AD converges with that transported from further west. 
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5.1.3 Meridional drift 
Figure 5.4 shows the pattern of mean meridional flow which, particularly south of the 
AD where the direction of the meridional velocity component varies with longitude, 
is not as uniform as the zonal flow, although velocity magnitudes are smaler. The 
meridional flow appears to be strongly related to the bathymetry. The averaged merid-
ional motion south of the AD and between 200 and 160°E is southward, but smal 
(-0.02 m s-1). However, when the sector west of 52.5°E is excluded the averaged 
meridional flow in the westward current is towards the north (0.04 m s-1), indicating 
that to the east of 52.5°E local regions of persistent northward transport dominate 
the mean. In general the ice tends to meander both northward and southward while 
progressing to the west, particularly along the irregular outline of the continental shelf 
in the Western Pacific sector. Especialy south of the AD, the distribution of the 
meridional velocity component indicates the relevance of the bathymetric features to 
the surface flow and ice drift in the south polar ocean. 
In the Indian Ocean sector between 40° and 55°E, where the coastline bends south-
westward, the meridional component of ice drift is uniformly to the south, with a daily 
average of -0.18 m s-1. West of 37.5°E there is a net northward flow, probably induced 
by the northward extending Riser Larsen Ridge, and stabilized by eastward arms of 
the Weddel Gyre flowing past Maud Rise [Gordon et al., 1978]. Localy intensified 
northward flow occurs upstream of coastline protuberances and ice tongues, folowed 
by net southward motion in the lee of the obstacle. 
North of the AD the western Prydz Bay sector is dominated by net northward ice 
flow centered around 68°E, but there is also a second region of enhanced net northward 
ice flow around 77°E. These act as broad conveyors of sea ice (and ocean water) from 
the coastal current into the ACC. They are associated with the oceanic eddies and 
their northward extension. As discussed, there is a wel established cyclonic circulation 
extending northward from western Prydz Bay (68°E) with further transport to the 
north; and at 79°E there is an eddy [Smith et al., 1984]. This double channel with two 
northward directed currents in close proximity at about 68° and 79°E strengthens the 
large-scale northward transport of sea ice from Prydz Bay. 
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Figure 5.4: Same as in Figure 5.3 but for the meridional velocity of high-concentration 
ice (> 30%). Positive velocities are directed to the north, while negative velocities are 
southward. 
CHAPTER 5. THE PATTERN OF EAST ANTARCTIC SEA-ICE DRIFT 	 117 
Other areas of net northward sea-ice transport out of the coastal current are seen at 
85°E, 98°E, 102°E, 108°E, 112°E, 138°E and 146°E. Except for the most easterly 
location these relate to the bottom topography, as most clearly ilustrated by the north-
ward velocity around 85°E, where the ice is diverted to the northeast by the bathymetry 
associated with the Kerguelen Plateau. Evidence for some of these "ice outlets" is also 
found in oceanic and hydrographic data [Wakatsuchi et al., 1994; Smith et al., 1984]. 
From these data eddy-like features were identified at 69°E, 79°E, 95°E and 110°E 
which correlate with northward water flow around topographic obstacles. Wakatsuchi 
et al. [1994] concluded that eddy maintenance in the Western Pacific and Prydz Bay 
sectors depend on topographicaly steered northward transport of cold coastal waters. 
Coastal waters deflected north may reach the AD, where they contact water of high 
salinity (CDW) which upweled at the divergence, and increased its density by surface 
cooling. Together these can form a dome of dense water and promote cyclonic circu-
lation [Wakatsuchi et al., 1994] to stabilize the density stratification. This circulation 
may extend beyond the meridional boundaries of the AD, and thus transport ice north 
of it. In the Indian Ocean sector this mechanism is not efective, since the AD lies wel 
to the north of the coast, beyond the transport of cold shelf waters. This eddy mech-
anism explains many of the northward "ice outlets" in Prydz Bay and in the Western 
Pacific sector, which are absent in the Indian Ocean sector. 
Because obstacle-like features in the local bathymetry are required to deflect cold 
water masses to the north, the locations of the stabilizing eddies and therefore of 
the northward ice transport do not change from year to year. However, the volume 
of the northward ice transport may change seasonaly as the seasonal change of the 
meridional position of the AD varies [Deacon, 1982]. The northward export of sea ice 
from the westward current, and the variability of this transport, have great impact on 
sea-ice deformation as wel as on the mass- and heat balance of the coupled ocean-ice-
atmosphere system. As a consequence the local net ice production rate may change, 
and for example conditions for the formation of bottom water may vary. 
The buoy-derived distribution of meridional ice velocity within the coastal current 
has been compared with a simple model of wind-driven ice motion. In this model the 
ice is assumed to be in free drift, with a speed of 2.5% of the 10m level wind speed, 
and a direction of 16° to the left of the wind (modified from Worby et al. [1996] to 
include the results from Chapter 4.3). The non-variant speed ratio and divagation 
angle between sea ice and wind were chosen to represent typical conditions of higher 
wind speeds, where the point to point variability of speed ratio and divagation angle 
is smal. The model resolution is 0.56° x 0.56°. Surface wind velocities used are from 
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the ECMWF analysis for May to October 1995. The wind fields were visualy checked 
against maps of surface pressure. As shown in Figure 5.5 the simple model has difi-
culties reproducing the regions of pronounced northward flow that were identified in 
the buoy data. Although the modeled field does resolve some northward flow in the 
Indian Ocean sector and parts of the Western Pacific sector, and resolves the northward 
circulation extending from the Prydz Bay Gyre, between 87.5° and 135°E the modeled 
northward ice flow does not connect into the eastward current. Hence it is probable 
that a combination of topographic, oceanic and atmospheric forcing is responsible for 
the northward transport of ice between the coastal current and the eastward ice flow 
at the south of the ACC. This conclusion is consistent with those in the previous sec-
tions, where the equatorward ice motion was found to depend on both oceanic and 
atmospheric forcing. 
A few buoys remained within the pack ice north of the AD for an extended time inter-
val. These buoys were mostly in the area to the north of Prydz Bay or north of Wilkes 
Land (100° to 130°E) and Adelie Land (130° to 145°E). Meridional ice drift north 
of the AD was not uniform, although generaly of smal magnitude. Low meridional 
drift rates were found along the northern edge of the pack-ice zone around the time of 
maximum seasonal ice extent. This suggests that at maximum extent, the ice edge is 
largely dynamicaly controled. If the location of the ice edge was to be determined by 
thermodynamic processes, then some of the sea-ice buoys would be expected to drift 
free from the pack-ice zone during the peak of the winter season. However, the buoys 
generaly remained within the eastward moving ice associated with the ACC until the 
ice edge retreated at the end of the winter season. Only then did the buoys leave the 
high-concentration ice. This is diferent to the situation in the central Weddel Sea, 
where Massom [1992] found that the northward movement of the ice edge preceded the 
drifting buoys, indicating that the advance of the Weddel Sea ice edge is dominated 
by thermodynamic growth. 
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Figure 5.5: Distribution of the sea-ice velocity vectors for May to October as obtained 
from a simple free-drift model forced with ECMWF analysis for May to October 1995. 
The sea ice is taken to drift at a rate of 2.5 % of the 10 m wind with an angle of 16° to 
the left of the wind. The model resolution is 0.56° in both longitude and latitude, the 
figure shows the velocity field on a 1.1° by 1.1° grid. 
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Figure 5.6: Sea-ice velocity field of the sectors of the Indian Ocean, Prydz Bay and 
Western Pacific as derived from the drifting buoys for high-concentration ice (>  30%) 
from 1985 to 1997. The colour shading indicates the bathymetry (in metres) from 
ETOP05 [NOAA, 1988]. 
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Table 5.1: Mean daily drift velocities (in m s-1) for diferent sectors a) north and b) south of the Antarctic Divergence. 
a)North of the Antarctic Divergence: 
65.0°- 	72.5°- 
72.5°E 	82.5°E 
82.5°- 
87.5°E 
87.5°- 
95.0°E 
95.0° - 	 107.5° - 	112.5° - 	122.5° - 
102.5°E 	112.5°E 	122.5°E 	135.0°E 
135°- 
150.0°E 
0.12 	 0.24 0.26 0.11 0.21 	 0.19 	 0.21 	 0.13 0.20 
b)South of the Antarctic Divergence: 200_ 	 350_ 	 500_ 	 550_ 	 62.5° - 	67.5°- 
35.0°E 	50.0°E 	55.0°E 	62.5°E 	67.5°E 	77.5°E 
82.5° - 
92.5°E 
92.5° - 
105.0°E 
105.0° - 	115.0° - 	122.5° - 	135.0°- 
115.0°E 	122.5°E 	135.0°E 	147.5°E 
147.5° - 
150.0°E 
0.20 	 0.30 	 0.27 	 0.35 	 0.29 	 0.17 0.12 0.23 0.19 	 0.23 	 0.22 	 0.26 0.12 
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5.1.4 Total drift 
The average ice-velocity vectors for each grid cel with data are shown in Figure 5.6. 
Regions of high ice velocity (in excess of 0.30 m s-1 with standard deviations of the order 
of 0.13 m s-1) occur between 37.5° and 50.0°E, 55.0° and 60.0°E, 75.0° and 77.5°E, 
82.5° and 87.5°E, 122.5° and 127.5°E as wel as between 137.5° and 140°E. Generaly 
these high velocity cels are wel within the westward coastal current, and most are 
close to the Antarctic continent or to the land locked fast ice. Other regions south of 
the AD show moderate drift rates (0.15 to 0.30 m s-1 with standard deviations of the 
order of 0.09 m s-1), and only two regions, to the west of 35°E and just to the north 
of the Amery Ice Shelf, have low velocities (less than 0.15 m s-1). The slow drift in 
the far west of the Indian Ocean sector is a consequence of the strong ice convergence 
that occurs there for most of the year, and which results from the complex interaction 
between the circulation around the Maud Rise and a northeastern extension of the 
Weddel Gyre. The slow ice drift in front of the Amery Ice Shelf in southwestern Prydz 
Bay results from the shape of the regional coastal topography. 
To the north of the AD, mostly moderate (0.15 to 0.30 m s-1) to slow drift rates (less 
than 0.15 m s-1) are found, while faster moving ice is restricted to smal regions. Two 
of the pockets with high drift rates identified above are found in the eastward moving 
pack to the north of the AD. Both are centered at a latitude around 62.5°S, one in the 
northeastern Prydz Bay sector (77°E), the other to the north of West Ice Shelf (87°E). 
Along the northern edge of the area of high-concentration ice the drift is slow. Slow 
movement is also found along the western branch of the northward moving Prydz Bay 
extension. This may be caused by the confluence of the eastward moving ice, which 
approaches the Prydz Bay sector from further west, and the northward drifting ice, 
which is ejected from southern Prydz Bay. Confluence of the two systems is likely to 
slow ice-drift rates. 
In general the Western Pacific sector has alternating regions of fast and slow ice 
motion, while the Indian Ocean sector is bimodal, with slower motion in the region 
adjacent to the northeastern arm of the Weddel Gyre, and a near continuous band of 
fast motion further to the east. Prydz Bay has generaly uniformly moderate ice drift 
rates, which are lowest in the southwestern part of Prydz Bay and also in large areas 
within the northwestern pack of the continental shelf. 
The mean daily drift speeds for each of the defined sectors are shown in Table 5.1. 
North of the AD, where eastward ice drift is largely decoupled from the westward 
drifting ice, and little influenced by coastal irregularities, broad longitudinal sectors 
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are defined (Table 5.1a). Longitudinal variability in the measured high-concentration 
ice drift speeds, and distinct coastal geographical features (discussed in sections 5.1.2 
and 5.1.3), were used to divide the zone south of the AD into the sectors shown in Table 
5.1b. Only in regions of "ice outlets" do the eastward and westward flows interact. 
5.1.5 Drift within low sea-ice concentration 
Sea ice of low concentration (15 - 30 %) is primarily found in summer, generaly early 
during the autumn growth season, and also in the Marginal Ice Zone (MIZ) during 
other seasons. Because interactions between floes are less than in higher concentration 
ice, and open-water efects are strong at these low ice concentrations, the ice drift under 
low ice concentration is considered separately. The distribution of available data of low 
concentration ice is shown in Figure 5.1 b, and the distribution of the average drift rates 
derived from these data shown in Figure 5.7. 
The low concentration ice-drift rates do not represent a regional average over the 
total season. Drift data are available from ice of low concentration both when the 
buoys were deployed early in the season and subsequently were advected northward 
with the ice, as wel as from near the ice edge at annual maximum ice extent later 
in winter or spring. In the Indian Ocean sector few buoy data are available from the 
marginal ice zone near the ice edge in autumn or early winter. Data to the south and 
along the coast come from the short interval in summer when the MIZ is highly dynamic 
with strong advection, especialy in embayments such as Prydz Bay. At this time there 
are frequent storms. Thermodynamic ice-growth rates are also high. The average drift 
rates are comparable for the diferent sectors: 0.37 m s-1 in the Indian Ocean sector, 
0.31 m s-1 in the Prydz Bay sector, and 0.30 m s-1 in the Western Pacific sector. 
In contrast, the more northerly data come from an interval when maximum sea-ice 
extent is attained, and when low-concentration ice in the MIZ near the ice edge persists 
over several weeks. Most data covering this time of the year are restricted to the Prydz 
Bay sector. Drift rates at this time are generaly slower (maximum of 0.18 m s-1), 
and the prevailing drift direction changes from northward to eastward. Late in the 
sea-ice season, when the ice edge has retreated to the south of the AD, the ice-drift 
rates increase slightly, and there is some indication of westward drift within the MIZ 
of the Western Pacific sector. 
The diference for low-concentration ice between high drift rates during summer and 
low drift rates along the winter ice edge is thought to be a combined efect of temporal 
and regional variability. The regions in the westward current, where high drift rates 
were identified for low-concentration ice, generaly exhibits faster ice motion than the 
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eastward current. However, temporal variability is also associated with the westward 
drift. There are not suficient data to identify a ful annual cycle for drift rates in 
the northern part of the eastward current, where low-concentration ice is found during 
winter. 
CHAPTER 5. THE PATTERN OF EAST ANTARCTIC SEA-ICE DRIFT 	 125 
Nq36 _55' 
-0e 
Figure 5.7: Distribution of the average daily ice-velocity vectors for the East Antarc-
tic sea-ice zone for low-concentration ice between 15 and 30%. The colour shading 
indicates the bathymetry (in metres) from ETOP05 [NOAA, 1988]. 
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5.1.6 Drift within open water 
Although not the principal aim of this study, the velocity distribution has also been 
examined for times of open-water conditions (Appendix A.4). Here results are summa-
rized. Data for open-water conditions are generaly derived from buoys surviving the 
sea-ice season and drifting outside the sea-ice zone during summer. Most of these data 
are limited to the Western Pacific sector. Typicaly drift rates in open water are up 
to a factor of two larger than those in sea ice. Mean drift rates in open water are 30 
to 50 % larger than in high-concentration ice. Short-term variability increased signifi-
cantly compared to buoy drift within the pack ice. This said, it is necessary to note that 
these data are from diferent geographical regions, with the open-water drift usualy 
to the north of drift within the ice. Information of drift within open water was used 
for the study of the efects of temporal resolution on the mean drift rates (Appendix 
A.4). It was found that open-water velocities were more dependent on the sampling 
interval of the measurement integration than were the sea-ice velocities. Based on this 
a separation index (Appendix A.4) was defined to distinguish between drift in open 
water and sea ice. Separation results using this index were found to agree wel with 
dates of transition between ice and open water or vice versa derived from auxiliary 
measurements, such as sea-surface temperature. 
5.2 Seasonal and interannual variability in sea-ice drift 
The drifting buoys were usualy deployed early in the annual sea7ice cycle (February to 
May), although there were some deployments in the mature pack. Ice-drift observations 
are available for most regions at a number of diferent times throughout the year, but 
to examine any seasonal variability in the drift rates it is first necessary to remove the 
regional variability discussed above. Hence normalised drift speeds have been calculated 
for each grid box by dividing single daily velocities by the average of al available 
measurements for the particular grid cel. A normalised speed greater than one thus 
represents a measurement at a time when the drift rate is greater than the long-term 
average; and vice versa. 
The normalised drift speeds for ice concentrations greater than 15 % are shown as a 
time series in Figure 5.8. In this representation data from buoys that survive within 
ice into the folowing year are plotted against day numbers (DoY) greater than 365. 
These results are restricted to the regions close to the coast (asterisks in Figure 5.8), 
because at this time little ice remains and then only in the southernmost latitudes. 
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As might be expected there is considerable variability in the data, but on average the 
normalized drift speeds are greater by up to 35 % early in the season than during winter 
(DoY 174 - 266) and spring (DoY 267 - 357). The distribution of the monthly means 
of the normalized drift rates and the associated variance (Figure 5.9) shows a seasonal 
decrease for the ice to the south of the AD, and to a lesser degree also for the ice north 
of the AD. Normalized drift rates close to the coast show a clear trend towards high 
ice speed during summer (DoY > 357) associated with a large variance. This increase 
during summer is most likely due to reduced ice concentration in the coastal pack, 
which frees the ice motion in regions that are otherwise marked by consistently slow 
motion compared to the rest of the pack. The seasonal change in normalized ice-drift 
rate for ice away from the coast could be due to either a change in the external forcing 
(wind and current), or to a change in the interaction between floes with increasing ice 
concentration and thickness. For the region around 40°E Oshima et al. [1996] report 
high oceanic current speeds during autumn. Hodgkinson et al. [1991b] showed current-
meter data which during summer indicate the increase of current speed near the shelf 
break. Wind speeds are generaly higher during autumn and spring when the mean 
position of the circumpolar low pressure trough is closer to the Antarctic coast [King 
and Turner, 1997]. Hence the seasonal cycle of the external forces may contribute to 
the seasonal variations in the normalized sea-ice velocity. 
The short-term variability in the normalised drift is considerably greater in autumn 
than in winter and spring. Also, the drift variability is greater to the north of the 
AD (circles in Figure 5.8), by as much as 1.5, than in the coastal current (crosses in 
Figure 5.8). In autumn high winds and frequent storms induce high levels of variability 
in the motion of the ice. As the wind field moderates towards winter and the ice 
concentration increases, the degree of variability in the normalized velocity reduces. 
Although increasing ice concentration and reduced variation in normalized ice velocity 
seem to correspond with each other, there is no significant correlation between the 
buoy-derived normalised drift speed and the ice concentration derived from passive 
microwave data. Instead the seasonal cycle of ice-drift rates appears to depend on 
changes in the oceanic surface currents. 
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Figure 5.8: Seasonal distribution of the normalised ice drift rates for ice concentrations 
> 15 %. Each value is weighted relative to the mean velocity of its cel. Circles represent 
data from north of the AD (red line is a 15 day moving mean), crosses represent data 
from south of the AD (green line is a 15 day moving mean), while asterisks represent 
data within 10 of latitude from the coast (blue line is a 15 day moving mean). 
Figure 5.9: Seasonal distribution of the monthly normalised ice drift speed and its stan-
dard deviation. The variance was calculated separately for the three zones distinguished 
earlier. 
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Buoy data are not available for every year of the study, but are suficient to examine 
some features of the interannual variability in ice drift. The winter pattern of the 
mean ice velocity is relatively constant with time over wide areas. This is reflected 
in the buoy-derived mean position of the AD (Figure 5.2), which does not change 
significantly between years. South of the AD there is temporal variability only in 
certain regions. The winter westward ice velocity is fairly constant over the whole 
Indian Ocean sector, for wide stretches of the Western Pacific sector, as wel as for the 
Prydz Bay sector. However there are some changes in sea-ice velocity, especialy in the 
eastern part of the Western Pacific sector, and in recent ice seasons (1995 and 1996) 
the average northward component of the sea-ice motion here has reduced compared to 
earlier seasons. This implies that the divergent motion of previous years, as measured 
by buoys deployed during 1992 and 1993, has weakened. For example, in the eastern 
part of the Western Pacific sector the mean northward velocity measured during 1993 
was (0.08 ± 0.02) m s-1. During 1995 and 1996 a mean northward velocity of (0.03 
± 0.02) m s-1 was measured in the same region. This represents a reduction of more 
than 50 % in the drift rate. This agrees with observation of strong wind anomalies in 
1994 and 1995 to the west and southwest in the far western and eastern region of the 
Western Pacific sector and also in the Prydz Bay sector [National Climate Centre, 1994 
and 1995]. 
SSM// passive microwave data show interannual changes in ice extent and concen-
tration in the same areas. In the early nineties (up to 1993), when available buoy data 
show on average stronger northward drift, the ice extent between 60° and 110°E and 
east of 135°E was greater than in subsequent years. This change in ice extent can be 
seen in Figure 5.10 as anomalies from the longterm annual mean position for the years 
between 1992 and 1996. There are large positive (northward) anomalies for 1992 and 
1993, and to a lesser degree also for 1994. These anomalies are dominant for the Prydz 
Bay sector, the adjacent western part (82.5° to 110°E) of the Western Pacific sector, 
and the eastern part (east of 135°E) of the Western Pacific sector. During winter of 
1995 there is only a smal positive anomaly in sea-ice extent, in the same regions that 
showed strong positive anomalies during 1992 and 1993, indicating reduced northward 
transport. 
There have also been changes in sea-ice concentration. For the early years (1992 - 
1993) bands of ice concentration larger than > 85 % are shown in the SSM// data for 
the outer pack to the north, while the same data show relatively low ice concentration 
within the westward current. For the later years however, especialy for 1995 and 
1996, the SSM// data show higher ice concentrations in the coastal pack and a less 
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concentrated ice cover to the north, which agrees with shorter lengths of the sea-ice 
season in 1992 and 1993 in the Western Pacific sector [Parkinson, 1998]. This coincides 
with an extreme southerly position of winter ice edge in the western and eastern Western 
Pacific sector (1995 in Figure 5.10). 
Figure 5.10: Hovmoler diagram of the anomalies in the ice edge position between 1992 
and 1996 in the Prydz Bay and Western Pacific sectors as derived from weekly data by 
the National Ice Center [1996]. The colour scale represents the anomaly of the ice-edge 
position in degrees of latitude. Contour intervals are in 50  of latitude. 
This change in spatial distribution of ice concentration coincides with a reduction in 
northward ice drift as recorded by the ANARE buoys, and implies that during 1995 and 
1996 less ice was transported from the coastal region to the outer pack. Therefore the 
northward expanse of the ice edge is limited, and ice concentration of the outer pack 
is lower. This clearly exemplifies the close relationship between the sea-ice velocity 
field, the latitudinal distribution of the ice concentration and the position of the ice 
edge at maximum ice extent. It also demonstrates the efect that ice transport (sea-ice 
dynamics) exerts on the interannual variability of sea-ice  parameters, such as sea-ice 
extent and concentration, and their large-scale distribution. 
The reduction in the local sea-ice extent and increase  in compaction discussed above 
may be related to the same mechanism as the Antarctic  Circumpolar Wave (ACW) 
[White and Peterson, 1996]. The ACW, with a period of 4 to 5 years, is seen as 
eastward propagating cyclical anomalies in Southern Ocean surface pressure, sea-surface 
temperature, wind shear and sea-ice extent. White and Peterson [1996] suggested 
that the ACW may be linked to the El Nirio-Southern Oscilation, and they further 
suggested that this circumpolar disturbance originates in the  Western Pacific. This is 
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also the region where the buoy-derived sea-ice drift exhibits the highest interannual 
variability. Generaly, high meridional velocities coincide with northward anomalies 
in sea-ice extent. However, the data available here are not suficient to identify any 
variability in the sea-ice drift associated with the ACW for the Indian Ocean or Prydz 
Bay sectors. 
• The locations of net northward sea-ice transport are relatively constant. This rein-
forces the argument that the position of these zones is largely determined by the ocean 
bathymetry. There is some interannual variability of the northward ice-drift rates in 
these ice outlets, but no identifiable trend. It appears that the annualy integrated 
northward transport depends on the length of time for which the AD occupied its 
seasonal positions in the north and south respectively. While this intraseasonal shift 
of the AD is associated with the wind stress, a delayed northward movement of the 
AD results in an increased northward ice transport, which seasonaly integrated causes 
an anomalously high northernmost position of the ice edge. This agrees with passive 
microwave imagery of ice extent and concentration. 
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5.3 Comparison of buoy-derived ice velocity with those of 
other methods 
Sea-ice velocity can be derived by a variety of observational methods and from nu-
merical simulations. Comparisons between velocity fields from diferent sources aid 
the validation of the various methods and the identification of possible shortcomings. 
Here the buoy-derived velocity field is first compared to iceberg drift rates, and then 
used to assess remotely sensed and numericaly modeled velocity fields. When com-
paring parameters from diferent sources one has to keep in mind that those diferent 
methods are associated with a variety of temporal and spatial resolutions, and that 
point measurements (buoy data) are compared to values integrated over larger areas 
(remote-sensed data and results from numerical models). 
5.3.1 Buoy-derived sea-ice velocity field versus iceberg drift 
Since the 1970s satelite-located sensors have been used to track drifting icebergs. Once 
calved of the continental ice sheet icebergs are moved by the volume integrated efect 
of near-surface ocean currents and atmospheric winds. Due to their typical draft of 
120 to 350 m, the upper ocean currents below the oceanic surface boundary layer are 
the major forcing of iceberg motion. Hence it is possible to derive verticaly integrated 
current rates and water-volume transport rates from measurements of iceberg drift. 
Here measurements of iceberg drift rates are used to cross-check with buoy-derived 
sea-ice velocities. 
Tchernia and Jeannin [1984] tracked 13 icebergs of East Antarctica with satelite 
transponders. Average drift rates within the westward current were 0.09 to 0.17 m s-1, 
with occasional accelerations to 0.58 m s-1. The tracks taken by the icebergs include a 
high degree of meandering. At some locations, e.g. 950,  110° or 150°E, some icebergs 
were expeled to the north and from there eventualy into the regime of the eastward 
drift. Orheim et al. [1997] have presented a comprehensive 15 year data base of iceberg 
observations in the Southern Ocean. They identify westerly iceberg drift in the coastal 
region, and distinct zones of northward iceberg motion around 90°E, 165° - 210°E, and 
300° to 345°E, similar to Tchernia and Jeannin [1984]. 
In the Weddel Sea and the Indian Ocean sector, Vinje [1980] found that icebergs 
of diferent drafts responded uniformly to wind forcing if they were within highly con-
centrated sea ice (concentration in excess of > 70%). Vinje [1980] compared iceberg 
drift directly to measurements of sea-ice velocity and found close similarity in the drift 
pattern and in average drift rates on long time scales in a region with a weak and 
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variable oceanic circulation. 
In an annual study Dhaluin [1980] investigated drift rates of icebergs and their 
distribution within the Southern Ocean. Iceberg drift was simulated with purpose-
built drifting buoys, which were drogued to 200 m depth. Four-daily satelite-relayed 
positions were analyzed for 1979 and compared with results from surface drifters, which 
were deployed in 1976. Dhaluin [1980] found that, when assuming similar current fields 
in the upper ocean for 1976 and 1979, the depth-integrated drift was 20 % lower than 
the pure surface drift. This compares wel with the result of Romanov [1972], who 
found that the drift of icebergs in the Davis Sea was 25 to 35 % lower than sea-ice or 
oceanic surface drift. 
Here drift rates of East Antarctic icebergs are compared with the buoy-derived sea-
ice motion. Data of positions of five icebergs drifting of the East Antarctic coast 
are available from 1992 to 1996 derived from ERS wind scatterometer data [Young, 
1999]. In these data icebergs appear generaly as bright objects compared to sea ice 
or open ocean. To obtain complete coverage of the Antarctic coastal zones the data 
were integrated over 5 days. Hence the temporal resolution of the scatterometer-derived 
iceberg data is less than for buoy-tracked icebergs (e.g. Tchernia and Jeannin [1980]). 
Any data from times when the icebergs were grounded were removed. 
Velocities averaged over five days were derived and restricted to times when the 
icebergs drifted within ice of high concentration (concentration > 30%). In regions 
where concurrent iceberg and sea-ice buoy data are available their five-daily velocities 
are compared with each other. The area averaged five-day iceberg velocity ranges 
between 0.09 and 0.13 m s-1 (see Figure 5 in Young [1999]), and five-daily sea-ice 
velocities average 0.14 m s-1. Iceberg velocities are 10 to 40% slower than sea-ice 
drift, and hence generaly within the range found by Romanov [1972]. In considering 
this velocity diference it is worth noting that the icebergs used in this study were 
tracked by the ERS Wind scatterometer. Hence these icebergs are biased towards the 
larger iceberg sizes. It is believed that the drift of larger icebergs, with deeper draft, is 
dominated by the oceanic currents below the boundary layer, which are smaler than 
the surface currents. 
5.3.2 Buoy-derived versus satelite-derived sea-ice velocity field 
In the Arctic there have been cross-comparisons between ice velocity derived from buoy 
and satelite measurements. Arctic ice motion derived from SSM// satelite measure-
ments was found to agree wel with ice motion derived from drifting buoy data, as 
wel as with ice motion simulated from geostrophic wind fields [Emery et al., 1997]. 
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For the Antarctic, however, no direct comparisons have been carried out between buoy 
and SSM// ice-motion fields. Drinkwater and Kottmeier [1994] compared 1992 drifting 
buoy data from the Weddel Sea with ice-velocity products derived from image pairs 
from SAR. However, they encountered problems due to a relatively low sampling rate 
and the smal footprint of the satelite data. 
Emery et al. [1997] derived the velocity distribution of the mean daily sea-ice motion 
for the interval 1988 - 1994 over the Southern Ocean from the SSM// 85.5 GHz channel, 
which has a spatial resolution of 12.5 km. Their seven year mean daily velocity field 
over this time is shown in Figure 5.11, where the data are resolved on a grid of 100 km 
x 100 km. Velocity maxima are found in the northward band of the Ross Sea Gyre, in 
the northernmost ice bands to the northeast of the Weddel Sea and Ross Sea gyres, and 
within the MIZ to the north of Adelie Land, as wel as in the northern Belingshausen 
Sea. Daily ice velocities in the outer pack rarely exceed 0.11 m s-1. Along the East 
Antarctic coast weak westward ice drift is depicted. The width of the band of westward 
ice transport varies between 2.7° (north of Wilkes Coast) and 8° of latitude (north of 
Enderby Land and in the western limb of the Prydz Bay Gyre). To the north of the 
westward current, the satelite-derived velocity field shows an eastward moving band. 
The width of this band, which depends on the equatorward ice extent and the relative 
position of the AD, varies with longitude, and is in general twice as wide in the Indian 
Ocean and Prydz Bay sectors as it is in the Western Pacific sector. 
The satelite-derived velocity field also depicts northward ice outlets from the coastal 
current into the zone of eastward transport. Recirculation cels with southward ice 
transport are shown northwest of the Riser Larsen Ridge, in the Davis Sea (to the 
northeast of Prydz Bay) and to the northeast of the Ross Sea. Al of these are clockwise 
gyres with a width of 30° to 40° longitude. Their positions reflect the three deep oceanic 
basins of the Southern Ocean (Figure 2.3). 
To assess the satelite-derived velocity field against the buoy-derived field, a velocity 
distribution was generated from a subset of the SSM// data in order to match the times 
for which ANARE buoy data are available. This subset is shown in blue in Figure 5.12. 
The buoy-derived velocity field (computed from daily mean positions) for the same 
years is plotted in red. 
The comparison between the two velocity fields reveals that general features in sea-
ice drift agree wel, but details and velocity magnitudes difer markedly. Both fields 
show a coastal current that varies in width with longitude; several northward paths of 
ice transport into the region of the eastward current; changes in velocity between the 
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Figure 5.11: Mean daily sea-ice velocity for 1988 - 1994 derived from the 85.5 GHz 
channel of the SS/10. The isobars represent the 1988 to 1994 ECMWF mean sea-level 
pressure (in hPa). Figure adapted from Emery et al. [1997] (Copyright 1997 by AGU). 
sectors; some closed recirculation cels between the coastal current and the eastward 
ice stream of the northerly pack; and eddy-like structures along the northern westward 
current. 
Both data sets show the reduction in width of coastal and eastward ice drifts from 
west to east in the Western Pacifc sector. Strong northward transport paths to the 
north of Prydz Bay and a_region east of 80°E are identified in both data sets. Major 
diferences between the two velocity fields exist in the overal magnitude of the ice 
transport and the exact zone of separation between east- and westward ice motion. In 
the Indian Ocean sector discrepancies are found for the velocity pattern from the two 
data sets. 
A further discrepancy between the buoy- and satelite-derived patterns is the struc-
ture of the northward ice transport in the western limb of the Prydz Bay sector. The 
satelite-derived data show decreasing northward velocities from the base of the Amery 
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Figure 5.12: Mean daily sea-ice velocity for selected years between 1992 and 1997 (in 
blue) derived from the 85.5 GHz channel of the SSW/ (data courtesy W.D. Emery and 
C.W. Fowler, University of Colorado). In red the mean daily sea-ice velocity field as 
derived from the ANARE drifting buoys. 
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Ice Shelf to the meridional shear zone; from there the velocity increases. At the same 
time the zonal velocity component increases towards the meridional shear zone, where 
the drift pattern swings first towards northward and then towards eastward motion. 
In contrast, the buoy-derived velocity distribution at the same longitude shows the 
strongest ice transport in the inner region of the pack south of the shear zone, with 
decreasing drift rates to the north and south. 
This comparison highlights the dificulties in mapping sea-ice velocities with a 
remote-sensing passive microwave instrument. Although the spatial resolution of re-
motely sensed microwave data has increased in recent years, the size of a single pixel 
is stil large (12.5 km resolution for 85.5 GHz channel) compared to the floe size. To 
determine sea-ice velocity the translation of features, which consists of a number of 
individual pixels, is measured as function of time. Feature tracking therefore further 
reduces the spatial resolution of the data. This behaviour might be compared to the dif-
ference in phase and group velocity. Identifying the phase velocity as the buoy-derived 
velocity and the satelite-derived velocity as the group velocity the sea-ice motion would 
represent a dispersion free propagation. Reduced resolution acts as spatial integrator 
and therefore reduces the velocity signals. Another problem associated with feature 
tracking is that due to the dificulties with the spatial integration near the land mask, 
the velocity distribution in the coastal regions cannot be resolved. 
Direct comparison of daily data between satelite-derived and buoy-derived velocities 
has been made for subregions of the East Antarctic sea-ice zone. With typical daily sea-
ice velocities of 15 km d-1 and more, the daily displacement of sea ice is of the same size 
as the spatial resolution of the 85.5 GHz channel. For example at a position of 67°E, 
65°S buoy data are available for the years of 1987, 1992 and 1995. The buoy-derived 
daily mean ice velocity near this location is 17.9 km d-1. The standard deviation 
in the ice drift for the diferent platforms is ± 3.1 km d-1. Interannual variability 
is smal. The mean daily value from satelite measurements, averaged for the same 
years, is 8.7 km d-1, around half of the buoy-derived velocity. This is a surprisingly 
large discrepancy between the two methods, considering that Emery et al. [1997] found 
buoy- and satelite derived sea-ice drift rates matched wel in the Arctic. There the 
relatively good agreement between buoy- and satelite-derived ice drift is associated 
with the nature of Arctic sea-ice dynamics. Drift rates in the Arctic are smaler than 
in the Antarctic. Convergence is dominant for the Arctic ice, while around Antarctica 
divergence prevails. Both these characteristics of Arctic sea ice cause the drift rates for 
individual ice floes in the Arctic to converge towards the drift rates of slower large-scale 
sea-ice features. The ice-velocity diference found here between the two is attributed 
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to the spatial scale on which the data are sampled, and also to the feature tracking 
method used to derive the velocity field. 
5.3.3 Buoy-derived versus two model sea-ice velocity fields 
Sea-ice models have been coupled to both atmospheric and oceanic General Circulation 
Models (GCMs). It has been shown (e.g. Lemke et al. [1990]; Hibler and Walsh [1982]; 
Hibler and Ackley [1983]) that for successful large-scale simulation of the observed 
variables of the ice cover both oceanic and atmospheric forcing are required. While 
much attention has been paid to modeled results of sea-ice extent, area, thickness, 
mass and concentration, it is important to ensure that a model also reproduces the 
observed dynamic fields. In this section the field of mean sea-ice velocity as derived 
from the ANARE drifting buoy data set is used to assess the results of two numerical 
models, one being an ocean-ice model, the other being an atmospheric GCM. 
Hakkinen [1995] presented results of a coupled ice-ocean model with a resolution of 
1.25° longitude and 0.67° latitude and 18 a levels in the vertical for the Southern Ocean 
between 45° and 78°S. The model extended as far north as 34°S, however with coarser 
latitudinal resolution. The ice model included a generalized viscous rheology [Hakkinen 
and Melor, 1992] and Semtner's [1976] one-layer ice thermodynamics, which was mod-
ified to account for lead processes. Meteorological fields were prescribed from ECMWF 
data for 1985 to 1989, which were averaged into a monthly climatology. The model was 
run to reach an equilibrium ice cover, which occurred after 6 years. Equilibrium states 
for ice and snow thickness were reached before that for ice concentration. 
Seasonal maxima and minima in ice extent were found in September and February, 
similar to observations. The seasonal cycle of ice-edge expansion and retreat and its 
spatial variability are also reflected. However, throughout the year the modeled ice 
covered area was less than found from SMMR observations [Gloersen et al., 1992]. At 
maximum ice extent the simulations accounted only for 50 % of the observed ice covered 
area. Hakkinen [1995] attributed this to deficiencies in the ECMWF forcing, especialy 
in the wind stress field. 
The September modeled velocity field (Figure 5.13) shows a continuous westward 
coastal current for the region from 20° to 135°E. There is an overal northward com-
ponent in al grid cels except for the southeastern corner of Prydz Bay. Northward 
transport of the ice is weaker west of Cape Anne than on the eastern side of the cape. 
Also, in the Indian Ocean sector, drift rates directly adjacent to the coast are smaler 
than further north. West of the Riser Larsen Ridge westward velocity components in- 
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Figure 5.13: Modeled sea-ice velocity for September 6 years after spin-up. Velocities 
higher than 0.15 m s truncated. This figure is adapted from Hakkinen [1995] 
(Copyright 1995 by AGU). 
crease towards the Weddel Sea. There is a smal retroflection to the northeast at 20°E 
and a strong eastward expulsion of ice from the northern arm of the Weddel Sea Gyre. 
However, the latter does not reach eastward of 25°E. In the Prydz Bay sector strong 
westward and weak northward transport of sea ice prevail. Strong ice import from the 
region north of the West Ice Shelf dominates the Prydz Bay sector. The maximum of 
northward transport is found around 70°E, but here the ice does not reach as far north 
as 60°S. On the shelf low velocities in the western Prydz Bay represent convergent 
conditions as the ice moves around the gyre. In the Western Pacific sector information 
on ice velocities is sparse due to the insuficient ice extent produced by the model. Here 
the modeled drift pattern shows irregular but high drift rates at 120°E. Features of 
this sector are northward transport channels at 140°E and to a lesser extent also at 
110°E. 
Despite some limitations of the model results, such as underestimation of the ice 
extent, these are assessed with the buoy-derived sea-ice velocity field. Where there are 
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suficient model data available agreement in the general pattern between the two data 
sets is found. Discrepancies, however, are found in the details. The major diference 
between the two data sets is the persistent northward component found in the modeled 
data in most grid cels. This becomes especialy obvious in the Indian Ocean sector 
to the west of Cape Anne, where the buoy data indicate a strong southward transport 
between Cape Anne and Riser Larsen Ridge. Further to the west the drift directions 
generaly agree, but modeled drift rates do not reduce as the measured ones do, and 
they also give the impression of a uniform velocity field over this rather complex region. 
Intense northwestward flow between Cape Anne and Prydz Bay in the model suggests 
that the eastern part of this region is an area of high divergence, contrary to the results 
from the buoy data. 
Within Prydz Bay the modeled northward ice extent is significantly smaler than 
for the buoy-derived field. This reduced ice extent is likely to be influenced by the 
dominance of westward over northward ice transport in the model in the Prydz Bay 
sector. Furthermore, the model results of the sea-ice velocity field imply an area of high 
ice production in the vicinity of the West Ice Shelf with westward ice transport from 
this region into the Prydz Bay sector. Buoy data, on the other hand, do not show such 
a broad connection from the West Ice Shelf, or further east, into the Prydz Bay sector. 
Instead large amounts of ice are pushed out to the north when in transit of the West 
Ice Shelf, and only some ice reaches Prydz Bay from the east. Model information on 
ice drift in the Western Pacific sector is too sparse to be assessed in detail. However, 
similarities in the locations of northward ice transport were identified in both data sets. 
The final note of this assessment is on the discrepancy in the velocity magnitude 
between the two data sets. The modeled field exhibits drift rates consistently smaler 
than the buoy-derived velocity field. Direct comparison of monthly modeled and buoy-
derived velocity fields shows that the drift rates difer by up to a factor of 1.6. This 
is similar to the result of the comparison of satelite-derived data with buoy-derived 
data on sea-ice velocity (Chapter 5.3.2), however in general the modeled velocity field 
is closer to the buoy-derived values than to satelite-derived velocities. 
The second model to be discussed is that of Wu et al. [1997] who studied the efect 
of sea-ice advection in an atmospheric GCM (AGCM). Their model, the Melbourne 
University GCM [Simmonds, 1985], used an R21 (rhomboidal 21) grid with 9 a layers in 
the atmosphere. The ice model had a thermodynamic component similar to Hakkinen 
[1995] with a 30m mixed layer in the ocean which did not include explicit surface 
currents. Dynamic processes were captured by a simplified rheology, which considered 
compressive stresses only, and a parameterization for rafting processes. 
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Figure 5.14: Modeled mean September sea-ice velocity for 6 years. This figure is 
adapted from Wu et al. [1997] (Copyright 1997 by British Antarctic Survey). 
The mean sea-ice velocity for September as presented by Wu et al. [1997] (Figure 
5.14) is assessed against the buoy-derived velocity field. The coarse resolution of their 
model prevents detailed information on the velocity structure being obtained. In the 
Indian Ocean sector a wide, westward coastal current is simulated. West of Cape Anne 
modeled ice drift rates peak at 0.07 m s-1 and show a decrease with westward advance 
towards the Weddel Sea. The velocity distribution also depicts a strong northward 
component at around 25°E, which feeds into the eastward current of ice originating in 
the Weddel Sea. Eastward of 25°E, towards the Prydz Bay sector, the model does 
not show any eastward flow. This may be due to the coarse grid resolution of the 
model. Northwest of Cape Anne the only evidence of net southward ice transport 
within the Indian Ocean sector is seen. This is in a sector where the buoy-derived ice 
field shows wide regions of net southward flow. Along the 65°S paralel of latitude 
drift rates decrease as the ice approaches Cape Anne from the west, but increase once 
past the obstacle. Towards the open ocean north of Cape Anne slow northwestward ice 
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movement is shown. 
The coarse model resolution alows for only a few velocity vectors in Prydz Bay. 
With only four grid points south of 62°S in this region the Prydz Bay Gyre is not 
resolved, although west-northwestward and pure northward motion are indicated at 
speeds around 0.04 m s-1. At 65.0°S little northward motion is shown, but there is a 
strong westward ice flow. Divergent ice transport to the north of the gyre is resolved. 
The meridional profile of ice transport is rather curious, since it suggests divergence 
not only in or around the southernmost cels at 67.5°S but also in the cels at 65°S. 
This is inferred from the strong westward ice transport shown for this latitude band, 
which has larger drift rates here than on either side, and is stronger in the west than 
in the east. This efectively removes ice to the west, rather than supplying the ice to 
the eastward current in the north as found from the buoy data. 
Information on sea-ice drift within the Western Pacific sector is confined to two 
latitudinal bands. The simulated field is rather smooth in direction and also uniform 
in speed between 115° and 150°E. Everywhere the ice drift is to the northwest. On 
approach to Prydz Bay in the westward current the zonal component increases at the 
same time as the total drift rate reduces. Between Prydz Bay and 120°E the ice 
extends further north than in the remainder of the region, where the northwestward 
drift strengthens towards the west. 
Again, an obvious diference between the modeled and the buoy-derived sea-ice 
velocity fields is the large diference in absolute drift rate. In the numerical model 
velocity vectors do not exceed 0.20 m s-1, and in the East Antarctic sea-ice zone an 
average drift rate of 0.07 m s-1 is estimated. Based on monthly displacement values 
the buoy-derived field for mid-winter conditions has a mean drift rate of 0.14 m s-1, 
twice the modeled value. Part of this diference can be attributed to the coarse spatial 
resolution of the model, which does not resolve smal- and medium-scale processes. 
A higher spatial resolution model might overcome some of this diference in mean 
velocity. Furthermore, there are few regions of net southward transport in the modeled 
data, while this is clearly evidenced in the buoy-derived data. Overestimation of the 
direct wind forcing on the ice displacement, which induces overal northward ice drift, 
and problems in the treatment of the divagation angle are most likely to cause this. 
Other features missing in the results of Wu et al. [1997] are the persistent channels 
of northward ice expulsion out of Prydz Bay and the Western Pacific sector, although 
this may be inherent to the interpolation from the coarse spatial resolution. Similarly 
the rather smooth appearance of the modeled velocity field is thought to be associated 
with the coarse spatial resolution and the neglect of bathymetric steering. 
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To summarize, the assessment of the numericaly modeled velocity fields with the 
buoy-derived field shows that general features in the drift pattern, such as the mean 
drift direction and the east-west transport, agree wel, while there are discrepancies in 
smal- and mesoscale characteristics of the flow field, especialy for the model with low 
spatial resolution [Wu et al., 1997]. Overal the models do not produce southward ice 
transport as observed by the buoys. This deficiency is likely to be associated with the 
formulation of dynamic coupling between ocean, sea ice and atmosphere (e.g. formu-
lation of divagation angles or drag coeficients), and due to uncertainty of the exact 
wind stress field acting on the sea ice. The higher resolution model [Hakkinen, 1995] is 
generaly capable of reproducing the northward transport at locations identified with 
the buoy-derived field. The major diference for absolute drift rates is that on average 
the buoy-derived drift rates are up to two times the modeled values. It is thought 
that this is due to deficiencies in the wind forcing and in the realisation of the coupling 
between ocean, sea ice and atmosphere. Also, for the model with low spatial resolution 
[Wu et al., 1997] part of this diference in magnitude between the velocity fields is likely 
to be associated with the coarse spatial resolution acting as a spatial integrator sup-
pressing high drift rates. The discrepancy in drift-rate magnitude has implications, not 
only on the ice advection and sea-ice deformation processes, but also on the estimates 
of net ice production rate and secondary processes such as heat and salt fluxes in the 
ocean. These in turn are crucial to other processes important in the climate system and 
may nulify the model results. It is therefore important to resolve these discrepancies 
between modeled and observed fields. 
5.4 Overview 
The distribution of sea-ice velocity between 200 and 160°E has been derived from a set 
of drifting buoy data extending over thirteen years. This velocity field shows that the 
Antarctic Divergence is a persistent feature separating the westward flowing sea ice to 
the south from the eastward flow to the north. There is a tendency for high westward 
velocities to be concentrated near the continental shelf slope. Deviations from this 
general trend are usualy associated with marked variations in the bathymetry. Average 
drift rates in the eastward flow are consistently less than drift rates to the south of the 
Antarctic Divergence. This might be due to the fact that the buoy-derived velocity field 
does not extend as far north to capture the stronger eastward currents. Ice transport 
paths from the belt of coastal sea ice to the north have been identified in the Prydz Bay 
and the Western Pacific sectors. Although northward extensions from the Prydz Bay 
Gyre (a result of oceanic and atmospheric forcing) were identified as providing the bulk 
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of the northward ice transport in the East Antarctic sea-ice zone, northward ice drift 
in the Western Pacific sector is also important. This occurs at locations controled by 
the coastline or the bathymetry. This is thought to be associated with the generation 
of oceanic eddies as a consequence of a dome of dense water in the upweling regions 
associated with the AD. While the location of these northward ice outlets are .constant 
over time, the strength of the ice transport within them may change from year to year. 
Distinct regions of persistently high velocity have been identified in parts of the Indian 
Ocean sector. Drift rates in the Prydz Bay and Western Pacific sectors were in general 
lower than further to the west. The westward ice drift is continuous from the Western 
Pacific sector through Prydz Bay into the Indian Ocean sector. The eastward ice drift 
north of the Antarctic Divergence is interrupted by the broad northward conveyor of 
ice found in the northern Prydz Bay sector. 
The seasonal change in the velocity pattern is evidence that advective processes 
provide a major contribution to the annual maximum extent of the sea-ice cover. The 
sea-ice drift shows seasonal variability. In autumn rapid ice advection with a strong 
northward component takes place. This is folowed by a moderate drift from late 
autumn through to the end of winter into early spring. There is an indication of an 
increased ice drift speed once the retreat of the ice edge has started, which could be 
associated with a reduced ice concentration in the interior portion of the pack due to 
decay. From the given data set interannual variability in the sea-ice drift was identified 
in the eastern Western Pacific sector. Substantial interannual changes in the northward 
transport rate were identified in this region, and changes in the meridional distribution 
of the ice concentration were related to this. 
Comparison with iceberg drift data supports the buoy-derived velocity field, both 
in pattern and magnitude. The buoy-derived velocity field was used to assess the 
performance of sea-ice velocity fields produced from passive microwave and numericaly 
modeled data. These sea-ice velocity fields were found to reproduce the general features 
of the buoy-derived velocity pattern. However, it was also found that they did not 
successfuly reproduce smal- and mesoscale features including the balance between 
northward and southward ice transport. The major diference between the buoy-derived 
velocity field and the others is the inability of the latter to reproduce the observed 
magnitude of ice-drift rates: buoy-derived drift speeds are about a factor of 1.6 to two 
higher. While diferences in the spatial resolution of the diferent methods contribute 
to this, they do not totaly account for the discrepancy. The buoy-derived velocity 
fields can be used to indicate areas of further improvement to satelite techniques and 
to numerical models. 
Chapter 6 
Regional sea-ice growth and 
dynamics 
Both sea-ice advection and deformation influence the local sea-ice growth rate as well 
as the mass balance. It is necessary to explore the full implications of the various 
processes that contribute to changes in ice-growth rate as the net sea-ice production 
has significant impact on polar energy- and mass balance (e.g. change of reflectivity 
due to an ice cover on the ocean's surface results in a reduction of net radiative energy 
at the Earth's surface). One crucial component in the energy balance governing the 
growth of sea ice is the oceanic-heat flux. In the next section of this chapter it will 
be demonstrated how, in a coastal environment, variations in the sea-ice thickness are 
linked to the heat flux provided by the ocean. Seasonal and interannual changes in the 
oceanic-heat flux are derived. In the second section of this chapter the frequency scales 
of sea-ice drift and deformation are determined. These are then examined in regard to 
their effect on the net sea-ice production. Special attention is given to inertial forcing 
which was found Chapter 4 to be an important driving mechanism of variability in 
the ice velocity field. This may give rise to differential motion of the sea-ice cover. 
An assessment is made of the net effect of short-lived openings of ice-free areas within 
the pack on the development of the sea-ice thickness. The chapter concludes with an 
introduction to the simulation of high-frequency sea-ice processes with a mechanistic 
model. 
6.1 Growth of landfast sea ice 
Here the growth of landfast sea ice as reported by Heil et al. [1996] is reviewed. A 
multilayer thermodynamic model is used to simulate sea-ice growth for 12 years (for 
which simultaneous ice-thickness and meteorological data are available) between 1958 
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and 1986 in the vicinity of the Australian station Mawson on the East Antarctic coast. 
The atmospheric forcing data for the model are derived from surface measurements 
and from radiosonde profiles. Global radiation data are available for four years. These 
measurements are used to calibrate the results of a Zilman-type model [Zilman, 1972b] 
(Equation 3.4) for global radiation. Combining the thermodynamic model with sea-ice 
thickness measurements, the complete energy balance (Equations 3.1 and 3.2) of the 
sea-ice column is solved for the oceanic-heat flux. As discussed in Chapter 3.2.6 the 
oceanic-heat flux localy is not constant but changes with time, both within the year 
and from year to year. Here the seasonal variability as wel as the interannual mean of 
the oceanic-heat flux and its variation at a coastal location are investigated. Long-term 
trends are analyzed. 
Figure 6.1: The coastline of East Antarctica around Prydz Bay showing the 400 m (dot-
ted) and 1000 m (dashed) bathymetric lines (ETOP05). Also shown are the geostrophic 
contour lines (red lines) adapted from Nunes Vaz and Lennon [1996]. 
6.1.1 Description of model and forcing data 
Thermodynamic model 
The physical processes of thermodynamic sea-ice growth have been described in Chapter 
3.2. In a one-dimensional mode equation 3.1 is used to derive the surface temperature 
of the sea ice from the flux balance. From there the conduction of heat through the 
ice and internal heat storage within the ice are derived to yield the conductive-heat 
flux at the base of the sea ice. Knowing the ice-growth rate from in situ measurements 
the oceanic-heat flux is derived as a remainder of the energy balance at the base of 
the ice (Equation 3.2). The numerical code keeps a history of vertical profiles of the 
temperature and salinity through the sea ice. 
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Meteorological Observations 
Three-hourly surface and twelve-hourly radiosonde observations are available at Maw-
son and Davis stations from the Bureau of Meteorology. From the radiosonde data 
the air temperature and the relative humidity measurements at 2m and 50 m levels 
are used to interpolate data to 10 m. Surface air pressure, wind speed and direction 
at 10 m elevation, cloudiness and visibility are available from surface measurements. 
This meteorological dataset and derived parameters enable the calculation of necessary 
radiation and turbulent fluxes at the ice-atmosphere interface. 
The measurement site for the meteorological variables is uphil from the site where 
the sea ice measurements were made. Hence the air temperature and wind speed may 
be slightly diferent from those at the sea-ice site. Efects of this are examined as part 
of a sensitivity study. The global radiation was measured comprehensively in 1965. 
Further, less complete, measurements are also vailable for 1969, 1976 and 1977. 
Thickness measurements of the fast ice 
Measurements of sea-ice thickness at Australian coastal Antarctic stations have been 
made intermittently since the first ANARE stations were established in Antarctica in 
1954. Thickness measurements were made in freshly driled 5 cm diameter holes in 
the ice, using a tape with a cross bar at the lower end. A separate hole was usualy 
driled for each observation, but always within a few metres of the observing site which 
was marked with a cane. Accuracy of the measurements is estimated at ±2 cm. The 
observers also recorded dates of ice formation, breakout, and other major phenomena. 
In addition the thickness of the overlying snow was measured. From al available 
measurements those in 1969 contain the most extensive data set for Mawson. 
In this study observations colected at Mawson between 1958 and 1986 are used. Al 
observations are of undeformed landfast sea ice, which remained attached to the coast 
or islands throughout the season. Measurements from Mawson are from a site a few 
hundred metres ofshore in West Bay. Water depth at this site is over 300 m and the 
bay is connected via a deep glacial canyon, Kista Strait, to the continental shelf north 
of coastal islands. Kista Strait runs north northeast and has a water depth greater 
than 350 m; this alows a penetration of most of the shelf water column to the coastline 
at Mawson. The 400 m bathymetric contour on Figure 6.1 shows the deep indention of 
the contour upstream of Mawson. 
In the waters around Mawson frazil and pancake ice usualy start to form from late 
February to early March. A continuous ice cover has usualy formed by late March to 
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Figure 6.2: Distribution of the seasonal maximum sea-ice thickness at Mawson. b) 
Maximum ice thickness as function of the length of the ice-growth season (crosses 
represent years before 1970; stars represent years during the 1970s; and circles represent 
years during the 1980s). 
early April. The climate of this area is characterized by persistent and strong ofshore 
katabatic winds which may delay ice formation in "wind pools" (typicaly of tens to 
hundreds of metres in dimension) along the coast. The winds usualy keep the sea 
ice close to the shoreline clear of snow, while ofshore islands help to hold the sea 
ice in place. Initial thin ice covers may be dissipated by storm events but, with few 
exceptions, a solid fast-ice cover exists from mid April onwards. Stable landfast ice 
usualy persists throughout the winter for a hundred kilometres both east and west of 
Mawson. Due north of Mawson, the fast ice extends for tens of kilometres. There is no 
platelet ice found at the measurement sites around Mawson. 
At Mawson maximum ice thickness, which can vary from 1.3 m to nearly 2.0 m, is 
attained around early October. The final breakout of the seasonal fast ice near Mawson 
usualy occurs in mid to late January, during high tide and strong winds. Breakout 
is often induced by resupply ships breaking the last few kilometres of ice into the 
harbour in January. Figure 6.2 ilustrates the distribution of ice formation and growth 
at Mawson. Table 6.1 lists the occurrence of the break out events, and the growth 
statistics for the ice cover, which may have formed after initial break outs. 
A limited number of sea-ice observations are also available from Davis. At Davis 
ice-thickness measurements were made about 1 km north of the station, in water of less 
than 10 m deep. Water depths immediately around Davis and the ofshore islands are 
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Table 6.1: Statistics of sea-ice development and air temperature normalized over the 
ice-growth season near Mawson. 
Year Start day 
of initial 
ice growth 
(DoY) 
Day of 
break 
out 
(DoY) 
Start day 
of second 
ice growth 
(DoY) 
Day of 
max. ice 
thickness 
(DoY) 
Max. ice 
thickness 
(m) 
Max. 
snow 
height 
(m) 
Mean 
air 
temp. 
( K) 
1958 93 - 288 1.50 0.06 254.9 1965 94 130 135 274 1.35 0.07 253.7 1969 85 89 105 279 1.31 0.09 254.7 1976 88 - - 279 1.57 0.05 254.4 1977 78 - - 273 1.51 0.05 257.6 1979 82 88 101 288 1.71 0.02 254.7 1980 88 96 114 308 1.80 0.00 255.5 1981 104 - - 294 1.57 0.05 255.6 1982 92 - - 290 1.89 0.04 252.4 1984 85 89 91 297 1.58 0.04 256.0 1985 83 312 1.70 0.02 255.7 1986 82 85 102 295 1.91 0.03 255.5 
M eans  87.8 - 108 290 1.62 0.04 255.1 (± 7.0) (± 15.1) (± 12.4) (± 0.17) (± 0.02) (± 1.27) 
much shalower than around Mawson. Therefore little warm water originating from 
the deep ocean is expected to surface around Davis, resulting in a low oceanic-heat 
flux, and little impact on the ice growth. Davis is on the edge of the Vestfold Hils 
and does not experience frequent katabatic winds; consequently a snow cover usualy 
develops on the ice. Ice starts to form at Davis from early March and a stable cover 
usualy persists within the immediate vicinity of the station from April onwards. For 
the six years of data from this site the maximum ice thickness was 1.6 to 1.8 m, usualy 
attained in early November. Final break up of the fast ice usualy occurs during high 
tide and strong winds from late December to January. 
6.1.2 Modelling results 
For the twelve years for which detailed ice-thickness and meteorological measurements 
around Mawson are available, the oceanic-heat flux was determined as the residual of 
the energy balance combined with ice-thickness data. This provides an estimate of the 
annual variability of the oceanic-heat flux. 
Within this study the year 1969 was chosen as a reference year due to the high fre-
quency on which ice-thickness measurements were made. The calculated oceanic-heat 
flux and the measured ice thickness are shown in Figure 6.3. It is obvious from these 
results that the oceanic-heat flux can be subdivided into three diferent time regimes. 
Up until the end of August (DoY 240) the oceanic heat flux averages 7W m-2. From 
late August until the end of September (DoY 270) the heat flux averages 12 W m-2, 
and increases after this to an average of 18 W m-2. Alison [1981] found two peaks in 
the seasonal cycle of the oceanic-heat flux. The first peak, explained by strong thermo- 
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Figure 6.3: The seasonal development of the sea-ice thickness for 1969. The dashed 
line indicates the observed ice thickness, while the solid line represents the modeled 
oceanic-heat flux. The three characteristic time regimes of the oceanic-heat flux are 
separated by the vertical lines. Figure taken from Heil et al. [1996] (Copyright 1996 
by AGU). 
haline convection, proved to be overestimated, since the snow cover was not properly 
accounted for. The second peak matches wel with our results: for 1969 Alison [1981] 
obtained an oceanic-heat flux of 18.8 W 111-2 in late September, which compares with 
our calculated value of 18 W I11-2 at the end of September just before the maximum ice 
thickness was reached. 
Because the ice-thickness data from years other than 1969 are less frequent an aver-
aged oceanic-heat flux is presented for the diferent time regimes rather than at each 
time step. Prior to 1979 the derived values of oceanic-heat flux each year show a similar 
seasonal variation with significant increases occurring at the end of August (DoY 240) 
and the end of September (DoY 270) (Table 6.2). After 1979 the derived oceanic-heat 
flux varied in a more complicated manner, with up to four changes in magnitude re-
quired to match the measured ice growth. For 1979 and later, the heat flux early in 
the year is significantly reduced, remaining below 4 W I11-2 at least until DoY 240, and 
in many years until DoY 270. With exception of 1979, in al years the oceanic-heat 
flux reaches at least 15 W m-2 by the end of the year, although after 1979 this increase 
occurs later, by as much as one month. In order to compare between the observed years 
the oceanic-heat flux is calculated as the average over three fixed intervals (Table 6.3). 
A decrease in the heat-flux regime at the end of the seventies is evident. 
In order to compare the average annual oceanic-heat fluxes, the total energy is cal- 
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Table 6.2: Variations of the oceanic-heat flux required for best fit of the multilayer 
model. DoYi is the day of the year for which the i-th adjustment in the oceanic-heat 
flux was made in order to fit the observed ice growth. 
Year 
Foceani ( w m-2 ) 
Dal 
Foceanz 
(wm-2 ) 
DoY2 
Foceon3  
(wm-2 ) 
DoY3 
Foceon4 
(wm-2 ) 
DoY4 
Foceans 
(wm-2 ) 
1958 
6 
240 
10 
270 
18 
1965 
6 
240 
12 
270 
18 
1969 
7 
240 
12 
270 
18 
1976 
5 
240 
12 
270 
17 
1977 240 
10 
270 
17 
1979 
2 
200 
0 
240 
4 
270 
13 
1980 
.0 
190 
5 
240 
8 
270 
2 
310 
18 
1981 
0 
190 
6 
240 
10 
270 
0 
280 
18 
1982 
2 
240 
0 
280 
10 
300 
15 
1984 
0 
190 
1 
240 
8 
270 
18 
1985 
0 
160 
1 
190 
4 
240 
1 
290 
18 
1986 
4 
150 
1 
190 
0 
240 
5 
295 
15 
Table 6.3: Interannual change of the oceanic-heat flux (in W m-2) weighted over the 
three defined time intervals. 
Year Interval 1 
DoY <240 
Interval 2 
240 < DoY <270 
Interval 3 
DoY > 270 
1958 6.0 10.0 18.0 
1965 6.0 12.0 18.0 
1969 7.0 12.0 18.0 
1976 5.0 12.0 17.0 
1977 6.0 10.0 17.0 
1979 1.4 4.0 13.0 
1980 2.0 8.0 11.3 
1981 2.2 10.0 16.1 
1982 2.0 0.0 12.4 
1984 0.3 8.0 18.0 
1985 1.5 1.0 14.4 
1986 1.7 5.0 12.4 
0 
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Table 6.4: Total energy and weighted average oceanic-heat flux. 
Year 
Duration of 
seasonal ice cover 
(days) 
Energy 
(iv jm-2) 
Weighted oceanic 
heat flux (wm-2 ) 
1958 267 243.65 10.6 
1965 205 195.96 11.1 
1969 260 262.05 11.7 
1976 242 186.36 8.9 
1977 252 199.50 9.2 
1979 264 134.18 5.9 
1980 251 134.78 6.2 
1981 261 158.59 8.2 
1982 273 127.09 5.4 
1984 274 174.36 7.4 
1985 282 142.56 5.8 
1986 253 133.06 6.0 
culated as the oceanic-heat flux multiplied by the period in days over which this flux 
is applied (Table 6.4). The weighted average oceanic-heat flux is derived from this. 
The comparison over al years for which data are available indicates a long-term trend: 
the average oceanic-heat flux decreases from 1958 to the eighties (Figure 6.4). This 
coincides with higher ice-thickness maxima in the eighties than in the earlier years. 
Figure 6.5 shows the relationship between the maximum ice thickness and the calcu-
lated oceanic-heat flux. 
1955 	 1960 	 1965 	 1970 	 1975 	 1980 	 1985 	 1990 
Time (years) 
Figure 6.4: Time series of the averaged oceanic-heat flux. Circles indicate years for 
which no passive microwave imagery is available. For later years, SMMR data provide 
information on the occurrence of polynyas. There is a correlation between low oceanic-
heat fluxes around Mawson and the existence of a polynya (as indicated by a star) 
in the Prydz Bay region. Years with no polynya (as indicated by a cross) coincide 
with higher values in the oceanic-heat flux. The shorter line represents the derived 
oceanic-heat flux at Davis. Figure taken from Heil et al. [1996] (Copyright 1996 by 
AGU). 
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Figure 6.5: Relationship between the yearly maximum ice thickness and the weighted 
oceanic-heat flux. The symbols are the same as in the previous figure. A linear 
regression through the data yields a correlation coeficient of -0.93 for the relation 
Focean = —10.9 zicema. +25.6. This equation may be useful to estimate the oceanic-heat 
flux for other years when there is only data on ice-thickness measurements available. 
As a check on these calculations the oceanic-heat flux is also modeled using data 
on ice thickne§s and forcing variables from Davis for the years from 1980 to 1985. 
Because the bathymetry around Davis is rather shalow, and the coastal waters are not 
subject to exchange with the deeper waters, high values for the oceanic-heat flux are 
not expected at Davis. The results confirm this: Figure 6.4 shows the oceanic-heat flux 
at Davis is smal compared to the values obtained for Mawson. 
Model sensitivity 
The sensitivity of the model to forcing variables is estimated by calculating changes 
to the maximum ice thickness for a given change in the variable under investigation. 
At any time only a single variable is investigated while the others are held at their 
standard values. The parameters studied are given in Table 6.5, together with their 
mean values. 
Table 6.5: Seasonal sensitivity of the maximum ice thickness and the derived oceanic-
heat flux to external model forcing. 
Variable Typical annual 
average 
Range of Variations 
from the actual value Ace... I (m) 
I 5 Focean I
( W M -2 ) 
SW 138 W m-2 ±5% 0.013 0.20 
10 17% ±100% 0.006 0.09 
LWin 198 W 111-2 ±5 % 0.056 0.87 
Tair 261K ±1K 0.044 0.68 
gair 0.83 ±5% 0.017 0.26 
u 12.5 m s-1 ±50% 0.008 0.13 
snow height 0.05m -100% 0.016 0.25 
Focean 11.6 W m-2 ± 1 Wm-2 0.058 - 
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Figure 6.6: Comparison between measured and modeled global radiation for Mawson in 
1965. The solid line shows the observed values, the dashed line the modeled radiation. 
The period of ice growth is indicated. Figure taken from Heil et al. [1996] (Copyright 
1996 by AGU). 
Global radiation data are only available for the years 1965, 1969, 1976 and 1977. 
The quality of radiation measurements depends very much on the care given to the 
instrumental environment. From notes accompanying the Mawson measurements it is 
concluded that large error bars (±30 %) apply in most years. However these measure-
ments are used to test the performance of the Zilman-type radiation model (Equation 
3.4; Figure 6.6). The summer maximum of the modeled global radiation is less than 
that measured, but in spring and autumn the model gives higher values. For example, 
in spring 1965 typical measured values of the global radiation are only half of that 
which the model calculates. Although the results of the modified Zilman-type model 
do not agree wel with the measured global radiation, it is considered that the modeled 
results are reasonable in the absence of more comprehensive measurements. 
It is important to note that the sensitivity of the thermodynamic ice model to the 
incoming short-wave radiation is rather low. This is primarily because (1) the solar 
radiation during the ice-growth season is low, and (2) the albedo of the ice surface is 
usualy high, reducing the net efect of the short-wave' radiation. 
The maximum diference in the air temperature between the location of the weather 
station at Mawson and the locations of the ice measurement site is considered to be 
smaler than ± 1 K. For 1969, this results in a change in maximum ice thickness of 
0.044 m (Figure 6.7a). 
Figure 6.7c shows the response of the modeled ice thickness to variations in the 
oceanic-heat flux of ± 1 W m-2 for 1969. While the ice is very thin (zi„ < 0.5 m) the 
growth rate and therefore the ice thickness are relatively insensitive to the oceanic-heat 
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Figure 6.7: Sensitivity of the thermodynamic model to external forcing variables for 
1969. The standard case is the solid line. a) Change in air temperature of 1 K increase 
(dashed) and 1K decrease (dotted). b) No snow cover at al (dotted). c) The influ-
ence of the oceanic-heat flux of a 1 W M-2 increase (dashed) and a 1 W M-2 decrease 
(dotted). 
flux as it is only a smal 'fraction of the total heat transport through the ice. However, 
for thicker ice, the growth rate becomes sensitive to the magnitude of the oceanic-
heat flux. The maximum deviation between the standard and the "± 1 W m-2" case 
is 0.058 m. A 5 % variation in the annualy integrated oceanic-heat flux results in a 
10.8 % change in annual ice thickness. The accuracy of the oceanic-heat flux calculation 
depends on the growth rate of the ice. Assuming constant accuracy of the ice-thickness 
measurements (± 0.02 m) the accuracy of the estimated oceanic-heat flux varies from 
± 0.05 W m-2, for an ice-growth rate of <0.18 cm d-1, to ± 0.31 W m-2, for an ice-
growth rate >3.1 cm d-1. That is, as the ice-growth rate decreases the accuracy in 
the determination of the oceanic-heat flux increases. 
Table 6.5 summarizes the sensitivity of the maximum ice thickness zi„„ax and the 
modeled oceanic-heat flux Fo„an to short-wave radiation SWin, internal heat storage 
10, incoming long-wave radiation LWin, air temperature Tau., specific humidity gar, 
wind speed u, snow height and the oceanic-heat flux F ocean • From these tests it is 
concluded that the growth of sea ice is highly sensitive to the incoming long-wave 
radiation, the air temperature and the oceanic-heat flux. This result encourages the 
estimation of the oceanic-heat flux as the residual of the energy-balance equation, when 
al other fluxes are derived from measured data. To conclude, using this method, it 
appears that the oceanic-heat flux averaged over the whole ice season can be estimated 
to an accuracy better than ± 1.0 W m-2. Furthermore, because of the sensitivity 
of ice thickness to oceanic-heat flux, it is apparent that the ice thickness cannot be 
satisfactorily modeled with a constant value of oceanic-heat flux through the season. 
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This is in agreement with Washington et al. [1976], who found for the Arctic that ice 
thickness is sensitive to seasonal changes in the oceanic-heat flux. 
6.1.3 Discussion 
Seasonal variability 
The high sensitivity of the thermodynamic model to the oceanic-heat flux alows-an 
estimation of the seasonal changes in the oceanic-heat flux. The general seasonal feature 
for al years reveals relatively low values of the oceanic-heat flux in the early growth 
period, typicaly less than 6 W m 2. In late winter (DoY 240 to 270) the heat flux 
increases, often doubling over the early values. The seasonal variability fals into two 
distinct regimes. In the earlier years (1958 - 1977) the oceanic-heat flux increases from 
6 W 111-2 to about 10 to 12 W m-2 at the end of August (DoY 240) with a further 
increase a month later to values of 15 to 18W m-2. The seasonal variation of the 
oceanic-heat flux is steady and pronounced in these early years. In the more recent 
years the heat flux tends to fluctuate without folowing a specific pattern, although 
there is stil a tendency to increase from initial low values to high values late during 
the sea-ice season. 
There are several potential sources for the oceanic-heat flux. Firstly absorption of 
solar radiation within the surface layer in the ice-free ocean could provide heat which 
is then transported horizontaly. Another source for oceanic heat into the upper layer 
of the polar ocean is by upweling of warmer deep water. Gordon [1981] estimates that 
both mechanisms on average over the year contribute equaly to the oceanic heat in the 
upper layers of the Southern Ocean. Furthermore horizontal advection can contribute 
to the input of heat into the upper ocean. Combinations of these three mechanisms may 
operate. The input of solar radiation is dominant during summer months when there 
is more open water. The upweling of deep water dominates during winter. The annual 
cycle of upweling has a winter maximum due to convective processes associated with 
surface cooling and the formation of sea-ice. Since the penetration of deep water from 
the deep ocean onto the shelf takes place in certain locations only, the winter supply 
of oceanic heat from the deep ocean onto the shelf is confined to few source locations, 
e.g. Prydz Bay region. Advection along the shelf horizontaly distributes this oceanic 
heat. 
As discussed in Chapter 2.2.1 there is a cyclonic gyre within Prydz Bay, which extends 
to the northwest over the shelf break. The associated inflow into this region is from 
the north and the west [Nunes Vaz and Lennon, 1996; Smith et al., 1984]. Some of the 
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Figure 6.8: The change in heat content of the oceanic-water column calculated from 
CTD profiles measured in 1980/81 and 1981/82. The measured loss of oceanic heat 
(solid line) of the water column is in phase and of the same order of magnitude as the 
model estimate of oceanic heat (dashed line) supplied to the underside of the sea ice. 
water entering Prydz Bay from the north is directed through the gyre and funneled 
along the continental shelf towards Mawson (Figure 6.1). The waters close to Mawson 
are at least partialy formed from this shelf current which has traveled through the 
Prydz Bay region. This is confirmed from hydrographic surveys [e.g. Smith et al., 
1984], studies of iceberg and sea-ice buoy drifts [e.g. Alison, 1989a; Heil and Alison, 
1999; Chapter 4] and biological studies [e.g. Hosie, 1991]. The buoy-derived sea-ice 
velocity field (Chapter 4) shows a mean transport speed of 0.21 m s-1 for the coastal 
current between Prydz Bay and MacRobertson Land. Most of oceanographic data in 
this region were colected during summer months. However, Alison et al. [1985] report 
on CTD data colected during the winter on the continental shelf near Mawson. The 
data were colected over two diferent years (1980 and 1982), but together they comprise 
a composite picture of an annual cycle. In late autumn the water is nearly isothermal 
around the surface freezing point (-1.85 ° C). Before July there is little excess heat in 
the water to supply to the ice and, during this time interval, the oceanic-heat flux to 
the ice is close to 0 W m-2. During winter the water temperature increases markedly 
as a result of convection and advection. The increase in heat content of the water 
column folows the same general pattern as the calculated oceanic-heat flux (Figure 
6.8). Hence, it appears that the changes in oceanic-heat flux are indicative of seasonal 
changes in the water masses advected along the shelf. A similar pattern occurs in the 
other years also, with an increase in oceanic-heat flux each spring from DoY 270 (end 
-10 
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of September) to DoY 303 (end of October). However, the magnitude of this increase is 
more abrupt after 1979 than in the earlier years. With the exception of 1981, for years 
later than 1979 there is an increase in the oceanic-heat flux from less than 8 W 111-2 to 
15 - 18W m-2. In 1981, and the years prior to 1980, this increase is more gradual from 
around 10- 12 W M-2 in September, to 13 - 18 W m-2. This may indicate that prior 
to 1980, the water advected along the shelf during September was warmer than what 
it has been since that time. 
Ofshore from Mawson at 630 m water depth, current-meter data from 1985 [Nunes 
Vaz and Lennon, 1996] give evidence of modified warm Circumpolar Deep Water es-
caping the Prydz Bay Gyre and propagating towards the north-west in early spring. 
Currents were measured for an entire year at depths of 178 m, 325m, 516 m and 620 m. 
North of Mawson the current direction at al depths were consistently to the west-
northwest, with speeds of up to 1.2 m s-1, an order of magnitude higher than in Prydz 
Bay itself. The exception to this was during July and August when the currents north 
of Mawson decreased significantly. It is interesting to note that the currents were not 
correlated with the winds at Mawson station. The northwestward flow of the coastal 
current along the shelf ofshore from Mawson is in agreement with the distribution of 
the geopotential anomaly (Figure 6.1) as derived from hydrographic data [Nunes Vaz 
and Lennon, 1996]. Additional current-meter data from within Prydz Bay consistently 
showed reduced flow from July to early August at most depths compared to other 
winter months. The strongest reduction occurred below the mixed layer. Because of 
these reduced flow rates it is estimated that the water at these times resides three to 
five times longer within Prydz Bay than at other times. Consequently this water has 
greater exposure to any cooling processes taking place in Prydz Bay. From a combi-
nation of the current speed along the shelf and the reduced flow within Prydz Bay, it 
is estimated that water, which experienced this extended cooling in Prydz Bay during 
July and early August, would have passed Mawson by the end of September. Warmer 
water would be expected to folow. The model results for 1985 give an oceanic-heat flux 
of 4 W M-2 or less until DoY 290 (October 17), increasing to 18 W M-2 after that date. 
From these limited data it is suggested that the seasonal variability of the oceanic-heat 
flux underneath the landfast ice at Mawson may be caused by changes in the proper-
ties of the surrounding water bodies. These changes may result from reduction in the 
current speed. The circulation pattern appears to be unchanged. 
Since the Prydz Bay region is considered at least as part of the source of these 
changes in water bodies reaching the shelf ofshore at Mawson, the processes which 
may induce cooling on the water masses in Prydz Bay are further investigated. Active 
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sea-ice formation enhances the thermohaline convection in the winter months, cooling 
the intrusions of CDW, especialy during the beginning of the ice-growth season. Strong 
cooling wil continue in regions of open water, particularly in polynyas. Generaly, by 
mid spring as air temperatures increase, the sea-ice concentration in Prydz Bay begins 
to decrease below 60 - 80% [Gloersen et al., 1992]. The reduction in ice formation, 
and the associated decrease in the vertical thermohaline convection may alow CDW 
to reach further onto the shelf, or alternatively, to circulate through the Prydz Bay 
region without significant cooling, thus alowing warmer water to reach the shelf near 
Mawson. There is insuficient year-round hydrographic data in the pack ice zone to 
confirm this, but the good correlation between the onset of the sea-ice melt as observed 
at Mawson and the increase in the oceanic-heat content as derived from available CTD 
measurements is encouraging. Increased open-water areas in the middle of spring wil 
also alow increased absorption of solar radiation. The warmer waters seen around 
Mawson and the associated increase in the oceanic-heat flux are likely to be at least 
partly a result of the decrease in ice formation and pack-ice concentration in the Prydz 
Bay region. 
To summarize, this investigation found strong evidence for a seasonal variation in 
the oceanic-heat flux in the near-ofshore area around Mawson. The oceanic-heat flux 
must increase threefold or more late in the winter to explain the observed ice thickness. 
The seasonal cycle of sea-ice formation and decay in Prydz Bay may be a cause of the 
seasonal variation in the oceanic-heat flux downstream of the Prydz Bay Gyre, near 
Mawson. The thermohaline convection caused by the ice formation and associated 
brine rejection cools the deep water as it flows through the gyre. This is analogous to 
the Weddel Gyre where modified CDW is cooled as it traverses the gyre [Fahrbach et 
al., 1994]. Consequently in autumn and early winter, when the sea-ice formation rate in 
Prydz Bay is high, thermohaline convection may cool the deeper, warmer waters there. 
Hence downstream near Mawson the waters are near isothermal at -1.85° C, and there 
is little oceanic-heat flux. The approach of spring, with little or no sea-ice growth in 
Prydz Bay, corresponds to an increase in the water temperatures around Mawson, and 
an increase in the oceanic-heat flux. Therefore, the oceanic-heat flux under the fast ice 
appears to be influenced by deep convection and mixing of the waters as they travel 
through the gyre. Increased absorption of solar radiation in spring may also contribute 
to this warming. 
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Interannual variability 
From the data available the average oceanic-heat flux appears to have decreased since 
1958 (Figure 6.4). Before 1979, the annual average oceanic-heat flux ranged around 
11 W m-2, with the total flux decreasing by 2 W M -2 in the middle seventies. From 
1979 onwards consistently low values for the total oceanic-heat flux, averaging around 
6.4 W m-2, are found. 
50 	 10 	 20 	 30 	 40 	 50 	 60 	 70 Length of open water during winter (days) 
Figure 6.9: The yearly average oceanic-heat flux against the length of open-water areas 
within Mackenzie Bay. Symbols are the same as in Figure 6.5. Years before SSMR are 
omitted. 
Passive microwave satelite data show that the Prydz Bay region is the location of the 
greatest seasonal and interannual variability for East Antarctic sea-ice concentration. 
Analysis of passive microwave data of the SMMR for the years 1979 to 1986 reveals that 
the longest sea-ice season for the Prydz Bay region was in 1981 [Parkinson, 1994]; the 
shortest season within this period was in 1986. The same data show that the maximum 
extent in the sea ice corresponds to the longest season (1981), while the minimum extent 
coincides with the shortest season (1986). The maximum ice thickness at Mawson was 
1.57 m during 1981 and 1.91 m for the 1986 season, the latter being the thickest fast ice 
measured after 1979. From the model it was found that the averaged oceanic-heat flux 
was 8.2 W M -2 in 1981 and 6.0 W M -2 in 1986. The years with more sea ice in Prydz 
Bay correspond to a thinner fast ice cover and higher oceanic-heat flux near Mawson. 
Similarly, years with a shorter ice season in Prydz Bay correspond to a thicker fast-ice 
cover and a smaler oceanic-heat flux near Mawson. 
Polynyas occur frequently in the south-west side of Prydz Bay [Gloersen et al., 1992]. 
These are most likely generated and maintained by strong and persistent ofshore winds 
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in Mackenzie Bay. To quantify the persistence of the polynya in the south-west corner 
of Prydz Bay in this study, passive microwave data from 1979 to 1986 are analyzed. 
The average number of days with sea ice of 50 % or greater concentration present both 
in this part of Prydz Bay and in the rest of Prydz Bay were calculated. The diference 
between these values is the length of time a polynya was present. Figure 6.9 shows the 
yearly averaged oceanic-heat flux against the interval length of open water at Mackenzie 
Bay during mid winter based on 50 % ice concentration. Similar scatterplots are seen 
for 30 % or 15 % concentration. Only in 1981 and 1984 was the ice duration (and 
concentration) in the south-west corner similar to the rest of the bay, indicating no 
polynya formed in those years. In other years the ice cover at Mackenzie Bay was far 
less persistent. For years other than 1981 and 1984, low ice concentration in winter 
persisted for a total of 47 to 61 days. 
Openings or polynyas in the sea-ice cover of Mackenzie Bay coincide with very thick 
fast ice at Mawson, while in years without a winter opening in Mackenzie Bay thinner 
ice was found at Mawson (Figure 6.4). The oceanic-heat flux in years without an 
open-water interval in Mackenzie Bay is 35% higher than in years with an opening. 
A possible coupling mechanism between the two phenomena is the very strong loss of 
heat from the ocean into the atmosphere over the open-water area in Prydz Bay. This 
is in agreement with the model estimates of the oceanic-heat flux; increases in polynya 
duration result in decreased oceanic-heat flux (Table 6.4). 
Before 1979 there are no detailed data to determine periods of ice coverage and 
concentration. It is hypothesized here that the long-term decrease in oceanic-heat flux 
at Mawson is linked to an increase in the occurrence of areas of open water within the 
winter pack of part of Prydz Bay. Comparing the interannual variations in oceanic-
heat flux between the 1950s and the 1980s, it is concluded that there were fewer open-
water events within Prydz Bay in the late 1950's and 1960's. This may imply that 
there has been a change in the atmospheric circulation, since the open-water area in 
Mackenzie Bay is mainly generated by winds, or that there has been a change in the 
water properties of the region. 
Concluding this discussion, it is necessary to emphasise that historical data sets of 
sea-ice and meteorological measurements are, although isolated, useful for the identi-
fication of trends or large-scale changes. The maximum thickness of the fast ice near 
Mawson has increased from about 1.3 m in the late 1950's to about 1.8 m in the mid 
1980's. This corresponds to almost a 50 % variation in the average oceanic-heat flux 
from around 11 to 6 W M-2 over the three decades of the study. Although these data 
are from a single location, they are indicative of broader changes which may be occur- 
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ring in the Prydz Bay region. Here it is suggested that at least part of this decrease in 
oceanic-heat flux is related to decadal changes in sea-ice conditions in Prydz Bay. In 
recent years, when the oceanic-heat flux can be compared with the sea-ice conditions 
using passive satelite data, there is a good correspondence between a lower oceanic-
heat flux at Mawson and less sea ice in Prydz Bay. This change could also be the result 
of changing properties in the oceanic circulation; for example less (or cooler) CDW 
entrained in the Prydz Bay Gyre. However, the agreement of the seasonal variations in 
both Prydz Bay and ofshore from Mawson point to a causal connection between the 
decrease in the sea ice at Prydz Bay and the changes in the landfast ice at Mawson. 
6.2 Enhanced ice growth rate by dynamic processes 
In this section the relative importance of sea-ice deformation on the net sea-ice growth is 
discussed. Diferential ice motion restructures the ice-thickness distribution. Recurrent 
cycles of divergence and convergence act to increase the local ice-growth rate. Heil 
et al. [1998] found that short-term diferential ice motion is capable of increasing the 
local ice-formation rate by 40 to 50 % of the thermodynamic growth rate. Here the 
efect of such recurrent processes on the sea-ice growth are explicitly studied with a 
numerical model. Diferential ice velocity data are taken from ANARE buoy data for 
a field experiment carried out during August 1995 [Worby et al., 1996]. 
6.2.1 Field measurements, forcing data, and kinematic parameters 
An extensive set of mesoscale data on sea-ice drift and deformation was colected during 
an ANARE winter expedition within the inner pack of Adelie Land. This multidisci-
plinary experiment was based on repetitive hydrographic transects along a box 110 km 
by 110 km, and the measurement of sea-ice drift through this box. Details of the 
experiment are presented in Worby et al. [1996]. Here observations of ice drift and 
deformation as measured by a total of 13 buoys are described. For ten of these the buoy 
location was obtained via the GPS; the Argos system was used for three others. To 
calculate sea-ice deformation a number of arrays were defined (Figure 6.10a). Each of 
these arrays consisted of three to five buoys drifting through the region of interest. Ini-
tialy eight GPS buoys were deployed in a staggered, roughly triangular arrangement. 
One of these did not report any positions and is therefore not discussed any further. 
The initial buoy configuration moved from the southeast through the experimental box 
within one week (Figure 6.10b). Some of the buoys were recovered and redeployed 
(Figure 6.10c) to maintain observations from the same geographical location. Six ar- 
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rays (Figure 6.10a) covering areas between 50 and 2000 km2 were defined. These alow 
determination of deformational efects at diferent spatial scales. Each of these arrays 
lasted between 8 and 16 days. Table 6.6 shows the deployment and recovery times of 
the arrays, and the net diferential kinematic parameters (see below). 
Meteorological forcing data 
For this study both direct meteorological measurements as wel as analyses from the 
European Centre for Medium-range Weather Forecasting (ECMWF) are available. As 
the ECMWF data extend spatialy and temporaly on either side of the experiment 
these are used to force the numerical model. Figure 6.11 shows time series of selected• 
atmospheric forcing variables for a grid cel within the experimental box. Direct me-
teorological measurements carried out during the experiment but not included in the 
ECMWF model analyses are used to the crosscheck the ECMWF parameter fields as 
wel as to explain local pecularities in ice growth and drift. These measurements in-
cluded air pressure, air temperature, wind speed and direction, relative humidity, and 
incoming short-wave radiation. 
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Figure 6.10: a) Configuration of the deformation arrays at their initial positions. Array 
deployments did not take place simultaneously, but over 2 weeks. 
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Figure 6.10: cont. b) Tracks from daily data of buoys deployed of Adelie Land to 
measure sea-ice drift and deformation. Also shown is the outline of an oceanographic 
experiment box which is orientated with its southern most side roughly paralel to 
the local topography. ETOP05 data NOAA, 1988] are used for the bathymetric. 
c) Expanded view of the drift trajectories (2 hourly data). Stars represent 00:00UT 
position of buoys deployed at the beginning of the field experiement; circles represent 
the 00:00UT position of redeployed buoys. 
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Figure 6.11: Time series of main atmospheric forcing variables for the grid cel centered 
at 140°E, 65°S. Data from ECMWF analyses. Positive zonal velocities are to the east; 
positive meridional velocities are to the north. 
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From surface measurements Heil et al. [1998] reported the weather conditions during 
this experiment as folows: Prior to the experiment the surface temperatures were high, 
with some temperatures above 0° C. Consequently some melting occurred. During the 
first three days after deployment of the buoys the surface temperatures ranged from 
-15 to -4° C, but with the passage of a low pressure system on August 7 (DoY 219) 
temperatures briefly rose, peaking near the freezing point. After the passage of this 
system, temperatures plunged to -23° C and remained low for several days to the end of 
the field investigation (range: -29 to -13° C). On August 16 (DoY 228) a low pressure 
system with a central pressure below 950 hPa passed over the region, on August 25 (DoY 
237) this was folowed by an even stronger system with a centre pressure of 934 hPa. 
The passage of these systems through the sea ice is a common feature in this region 
(Chapter 2.1.1). These changes in atmospheric conditions are important not only for 
the sea-ice dynamics but also for the thermodynamic growth of the ice. During cold 
intervals of the experiment there was rapid formation of new ice in openings, and little 
open water was observed. 
Sea-ice deformation 
The two-dimensional strain components (ex, 4, E;y, E'x) and the rotation component 
(th) folow from Taylor expansion for the diferential displacements and Pi [Jaeger, 
1969]: 
4 EXy ---- Ey. x = 1/au 	 av) ax) (6.1) 
= 1 (av au) 2 ax ay ) (6.2) 
The strain-rate components are related to each other via the compatibility condition 
[Jaeger, 1969]. Hence they are not independent, but can be written as: 
82ex 	 a2 	 A2E  • 
cY = 2 	 xY 	 (6.3) ayz 	 ax2 	 axay 
The strain components can be used to derive the principal strain rates, which are defined 
as the extrema of the strain rate (ex, 4) which occur in the orthogonal directions (x, y) 
of the principal axes of strain at an angle e to the east-west direction, where 0 is given 
by: 
1 8 = tan-1 (  2 EXY 	 (6.4) ex — 
The first and second invariants of the strain rate tensor (ej and ei) are then given by 
[Jaeger, 1969]: 
. 	 an aV 
El = — +- Ox Oy (6.5) 
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E. = 	 ( 	 Dv \)2 ay y+ 	 au (y+ at) 2 1 
A third invariant is related to the rotation rate or vorticity and is equal 2 a,. 
(6.6) 
Considering sea ice as a homogenous continuum, deformation and rotation of sea-
ice are described using Diferential Kinematic Parameters (DKPs) [e.g. Wadhams et 
al., 1989; Massom, 1992; Geiger et al., 1998]. These are defined analogously to their 
oceanic use of Kirwan [1975] and Molinari and Kirwan [1975] (Equations 6.7 to 6.10). 
The constituent DKPs are divergence (D), vorticity (V), shear deformation (S) and 
normal deformation (N); they are derived from the strain components: 
Du au 	 . 
	
D= 	 -F=.7 El 
Dv au = 	
-  	
= 2 6.) ax ay 
Dv au S = 	 + 	 = 2 Ey 
Du Dv N = 	 = Es -- EY aX 
-  
Dy 
(6.7) 
(6.8) 
(6.9) 
(6.10) 
Al of the DKPs describe the deformation characteristics of the sea ice. However, only 
divergence, which is equal to ej, and vorticity, which is equal to 2 Co, are invariants of 
the system. Hence they are independent of the choice of coordinate system used for the 
calculations. The two non-invariant DKPs, shear deformation and normal deformation, 
are the north-south and east-west components of a further invariant, the maximum 
shear, MS, which is equal to 
Sea-ice deformation is a combination of divergence, shear- and normal deformation, 
while the vorticity determines the rotational component of the sea-ice velocity field. 
For a given array pure divergence is the change of area without any rotation or change 
of shape. Positive divergence represents an expansion of the array. Shear deformation 
is a change of shape due to tangential forces without any rotation or change of area. 
Similarly, normal deformation is the change of shape due to perpendicular forces, again 
without any rotation or change of area. Positive shear deformation is found for shear 
inducing compression of the northeast - southwest axis of the array. Positive normal 
deformation is associated with compression along the north-south axis relative to the 
east-west axis. The maximum shear derives from both shear and normal deformation. 
Hence it describes changes in array area associated with tangential and perpendicular 
deformation forces. Vorticity is the rotation of the array without any change of area or 
shape. Positive vorticity indicates anticlockwise rotation. 
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Table 6.6: Diferential Kinematic Parameters and the magnitude of the maximum shear 
for the various strain arrays during the experiment. The second line of each row shows 
the standard deviation of the DKPs. Array names represent the total number of buoys 
within an array, while "A" refers to arrays built solely from GPS buoys and "B" to 
arrays consisting of GPS buoys and one Argos buoy. 
Array 
name 
Start/End 
day 
(DoY) 
Divergence 
(10-6s-1) 
Vorticity 
(10-6s-1) 
Shear 
deformation 
(10-68-1) 
Normal 
deformation 
(10-6s-1) 
MS 
Magnitude 
(10-6s-1) 
A5 216 / 224 1.56 -0.84 0.94 -0.17 1.96 
±8.01 ±5.60 ±6.20 ±8.06 ±2.55 
A3-West 215 / 225 -2.10 -0.90 -0.43 4.20 6.29 
±6.68 ±2.58 ±2.59 ±1.71 ±9.20 
A3-East 216 / 224 2.07 -1.00 0.59 -2.05 2.09 
±8.87 ±7.84 ±7.63 ±8.93 ±4.22 
A3-North 215 / 225 3.20 1.89 3.30 3.38 2.49 
±7.04 ±7.38 ±7.40 ±7.02 ±7.48 
B3-West 220 / 231 4.41 1.65 0.48 1.17 1.38 
±5.27 ±4.77 ±4.67 ±5.44 ±2.35 
B3-East 230 / 235 2.54 3.79 -1.12 -0.17 2.33 
±9.13 ±7.02 ±9.07 ±9.56 ±4.66 
The DKPs were calculated at the position of the centeroid for each array. The 
procedure to derive the DKPs used multivariate regression [Emery and Thomson, 1997; 
Hibler et al., 1974], and is based on Taylor expansion [Crane and Wadhams, 1996]. For 
details of the multivariate regression see Appendix B.2.1. Table 6.6 summarizes the 
net DKPs and maximum shear for the defined buoy arrays. Figures 6.12 and 6.13 give 
the time series and the power spectral density of the four DKPs and the MS for array 
A5. This array consists entirely of GPS positioned buoys, their horizontal accuracy is 
better than 100 m. 
The time series of ice divergence for array AS (Figure 6.12a) shows several major 
signals and also frequent reversal of sign. The dominant signal in the time series occurs 
at DoY 219 and is related to the passage of a synoptic system. A strong divergence 
signal is induced by this atmospheric system. For about two days the variance of 
the divergence is less than before. This time interval coincides with high drift rates 
measured by the buoy array. After that changes of sign and magnitude are found for 
the remainder of the AS record. Towards the end of the record an interval of sole 
convergence is seen. 
The frequency spectrum of the divergence of array A5 (Figure 6.13a) shows high 
power throughout the frequency domain. Dominant are the high spectral densities at 
low frequencies which represent bulk atmospheric and oceanic forcings. A peak of high 
spectral density is found just below 2 cycles per day. This peak is associated with 
the inertial motion due to changes in the wind forcing rather then with subdaily tidal 
motion [G.D. Hubbert, personal communication, 1996]. The spectrum does not reduce 
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in power towards the high frequencies, and approximately 65 % of the total energy 
of divergent processes is contained in periods shorter than one day. This shows the 
dominance of high-frequency processes in sea-ice divergence. 
The analysis of time series and frequency spectra of the vorticity (Figure 6.12b and 
6.13b), shear deformation (Figure 6.12c and 6.13c), and normal deformation (Figure 
6.12d and 6.13d) lead to similar results. The DKPs increase strongly towards their 
maxima during the passage of a synoptic weather system. The efect of this abates 
within one day. For array AS the divergence is the diferential kinematic parameter 
with the largest mean magnitude, and normal deformation is the one with the smalest. 
It is worth noting that the DKP with the largest increase due to the passage of the 
synoptic system is the normal deformation. The maximum shear (Figure 6.12e) is of 
similar variance to the divergence; its peak values are generaly significantly smaler 
than for the divergence. Due to the synoptic depression, and associated disturbance of 
the ice field, the MS increases by up to an order of magnitude on DoY 219. The mean 
values of divergence and maximum shear are of the same strength for array A5. 
Al four DKPs for array AS have similar low-frequency power peaks associated with 
the oceanic and atmospheric forcing. Al exhibit substantial levels of power at frequen-
cies greater than one cycle per day, and there is a peak around 2 cycles per day which 
is associated with inertial motion. The total power contained in frequencies shorter 
than 1 cycle per day varies between 45 % and 78 % for the four DKPs with the normal 
deformation containing most of the high-frequency forcing. The power spectrum of the 
maximum shear also contains high levels for multiday processes and around 2 cycles 
per day. For higher frequencies the MS spectrum fals of quickly. This indicates that 
the maximum shear is relatively insensitive to high-frequency forcing. 
For the other arrays with positive vorticity (Table 6.6) divergence is the dominant 
kinematic component. For those its mean generaly exceeds shear and normal deforma-
tion as wel as vorticity. For arrays with positive vorticity however, the maximum shear 
is the dominant component. Al arrays except A3-West show positive divergence. This 
anomaly is most likely due to the relative position of A3-West within the southwest-
ern corner of the experimental box, where the orientation of the bathymetry and the 
ice drift direction converge (see Figure 6.10b). A3-North, A3-East and A3-West were 
deployed over the same time interval and underline the variability of DKPs within a 
mesoscale region: as mentioned A3-West exhibits negative divergence. A3-North shows 
considerably higher divergence than A3-East, and it also shows high shear and normal 
deformation. This is probably due to the smaler floe size, thinner ice, and higher 
open-water fraction in the northern part of the study region. 
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The northward decrease in floe size most likely also causes the higher vorticity rates 
measured for arrays A3-North, B3-West and B3-East, which are the three northernmost 
arrays. Negative (clockwise) and lesser vorticity rates measured by the other arrays 
indicate the strong influence of the ocean bathymetry on their rotational behaviour. 
The negative values of normal deformation for arrays A5, A3-East and B3-East and 
positive values for the other arrays result because the two easternmost buoys drifted 
to the north relative to the remainder, causing the arrays incorporating these buoys to 
exhibit a relative shrinkage of the NS-axis. There appears to be no dependency of the 
deformation components on array size. However, al arrays analyzed here are mesoscale, 
and they were deployed within a uniform oceanic regime, the westward current. The 
relative meridional position of the arrays does seem to have an influence, with large 
values of the deformational components found to the north, most likely associated with 
smaler floe size and thinner ice. The mean magnitude of the maximum shear is of the 
same order as the net divergence, but it has a smaler variance than the divergence. 
To summarize this section the folowing aspects of sea-ice deformation are noted. 
Firstly, from the power spectra of the DKPs (e.g. as shown in Figure 6.13) it is seen 
that the integrated power contained at frequencies of one cycle per day and above is 
greater than that contained at frequencies of less than one cycle per day. That is, high-
frequency processes dominate sea-ice deformation. This is diferent than the sea-ice 
velocity which is very much represented by a red spectrum with distinct peaks at mul-
tiday and subdaily periods. Secondly, the DKPs react with a temporal lag to changes 
in the forcing processes. Al DKPs exhibited maximum values around 1 day after the 
arrival of a synoptic system and maintained high values for the remainder of the pas-
sage of the system. Thirdly, there is a dependency of the deformation processes on the 
relative meridional position of the array within the pack. No dependency on array size 
was found. Lastly, the divergence is in half of the cases the dominant diferential kine-
matic parameter, with mean values a factor of two higher than the other deformational 
components. The three southernmost arrays were the smalest, with areas smaler than 
400 km2. For these maximum shear was equaly important as the divergence. 
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Figure 6.12: Time series of the diferential kinematic parameters and the maximum 
shear for array A5 deployed during August 1995. 
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Figure 6.13: Spectral analysis of the diferential kinematic parameters and the max-
imum shear array A5 deployed during August 1995. The 95 % confidence interval is 
shown by the dotted lines. 
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Figure 6.14: Time series of main atmospheric forcing variables for the time of de-
ployment of array A5 for the grid cel centered at 140°E, 65°S. Data from ECMWF 
analyses. Positive zonal velocities are to the east; positive meridional velocities are to 
the north. (This is a subset of the data shown in Figure 6.11.) 
CHAPTER 6. REGIONAL SEA-ICE GROWTH AND DYNAMICS 	 174 
Change of area The temporal change of area (SA/6t) within a buoy array can be as-
sociated with the divergence (D) [Saucier, 1955; Molinari and Kirwan, 1975; Wadhams 
et al., 1989]; 
1 D •--- —A* (6A/St) (6.11) 
Integrating equation 6.11 over the lifetime of a buoy array yields the cumulative change 
of area of the array. Here the area for the array formed by al seven GPS-located buoys 
has been calculated. Figure 6.15 shows the normalized area enclosed in this array. 
Initialy the array underwent a slight reduction in area. After about 2 days a short 
expansion and partial reduction of array size took place. This was folowed by an 
expansion by about 15 % within half a day. Over the next 1.5 days there was little net 
change in array size, but then the array expanded over a short time interval to about 
125 % of its original size. This maximum area was maintained for half a day, before 
the array shrunk within a day to a size 8 % larger than at deployment indicating net 
divergence. This is in agreement with the result of the deformation calculation which 
showed little net divergence for the time between deployment and recovery of the array. 
A recurrent cycle of divergence and convergence, which is cyclical around the half daily 
period can be seen. Spectral analysis (not shown here) of this cycle reveals energy 
contributions on multiday scales as wel as around 2 cycles per day. Analysis of the 
phase shift shows that the underlying forcing is primarily due to inertial oscilations 
rather than tidal. The high-frequency motion is modulated by a slower change in area, 
which is associated with the passage of synoptic systems over the array. 
The change of area observed between DoY 219.25 and DoY 224.08 has zero net 
divergence. Hence this cycle of divergence and convergence is used to prescribe ice 
deformation in the folowing modeling study. 
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Figure 6.15: Temporal development of the normalized area for a seven buoy array 
(2 hourly data) of East Antarctica. 
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6.2.2 Model for ice growth due to sea-ice dynamics 
In order to model the increase in sea-ice thickness and volume due to the repetitive 
opening and closing of open-water areas within the defined region of sea ice, the one-
dimensional thermodynamic model used in Chapter 6.1 is expanded to alow for a 
variable number of ice-thickness categories, each of which covers an area of variable 
size. The model alows for up to 16 thickness categories plus an extra category for the 
open-water area. This model is then coupled with the kinematic evolution of the sea 
ice as discussed in section 6.2.1. The model time step is adjusted to account for the 
short-term changes of array area. For the initial ice growth a time step of 15 minutes 
is chosen, which is increased to 30 minutes after an ice thickness of 0.3 m is reached. 
The areas covered by the various ice-thickness categories, including the open-water 
area, depend on the amount of divergence or convergence from one time step to the 
next. Every time step the open-water ratio is adjusted to the observed change in 
total ice concentration. Within the model the ice deformation is thus derived from 
the combined change in ice-covered area measured by a drifting buoy array and the 
ice concentration observed during the 1995 experiment. Here the observations from 
array A5 are discussed for the time interval from DoY 219.25 to DoY 224.08, over 
which the net change of area is zero (Figure 6.15). In this operational' mode of the 
model a new thickness category is initialized every time the ice-covered array expands. 
Thermodynamic ice growth is calculated separately within each thickness category. As 
long as a thickness category maintains its original area, the ice thickness within is 
purely a function of the energy balance. When the array converges and the ice-covered 
area shrinks, the smalest thickness category is assumed to raft. Should the amount 
of convergence equal the area of the smalest thickness category, then al ice from this 
category is redistributed onto the sea ice of the second smalest thickness category. In 
cases of more excessive convergence the smal thickness categories are merged onto the 
thickness category which is the smalest to survive the compressive motion. Recurrent 
cycles of divergence and convergence therefore increase the ice thickness within the 
array due to rafting of new thin ice, in addition to basal sea-ice growth. 
Oceanic heat flux 
Before proceeding to the results of the ice-thickness enhancement due to recurrent 
deformation, it is necessary to review changes made to the thermodynamic model to 
accommodate the unknown oceanic-heat flux, for which the model was solved in the 
previous section (Chapter 6.1). In this application the oceanic heat supplied to the 
5^0 (NI i E40 
al 10 0 
CHAPTER 6. REGIONAL SEA-ICE GROWTH AND DYNAMICS 	 176 
underside of the sea ice needs to be specified. From measurements of the vertical 
distribution of ice temperature and of the ice-growth rates taken during the field in-
vestigation in the region around 140°E, 65°S in August 1995, a wintertime value of 10 
to 15 W 111-2 was derived for the oceanic-heat flux at the base of the pack ice [Worby 
et al., 1996]. Lytle et al. [1999] derived a mean value of 15W I31-2 from temperature 
measurements of the surface water, sea ice and atmospheric boundary layer. Using a 
limited area coupled ice-ocean model [Marsland and Wolf, 1998] which extends from 
120 to 140°E between the Antarctic coast and the ice edge, an annual area-averaged 
heat flux from the ocean to the underside of the sea ice of 27W m-2, with a range be-
tween 8 and 49 W m-2, was derived. A high spatial variability between the inner pack 
and regions near the MIZ or polynyas was identified. In August at 139.5°E, 65.0°S 
their model shows an oceanic-heat flux of 15 W m-2, in agreement with Lytle et al. 
[1999]. 
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Figure 6.16: Seasonal evolution of the monthly mean oceanic-heat flux supplied to 
the underside of the pack ice at the location of 139.5°E, 65.0°S (solid line); and area-
averaged for the sea-ice zone between 120 and 140°E (dashed line; both from Marsland 
and Wolf [1998]); and for landfast ice at 63.5°E, 67.8°S (dotted line; Heil et al. [1996] 
and also section 6.1). 
Results from Marsland and Wolf [1998] show that increase and decrease in oceanic-
heat flux are symmetric around the winter maximum. The increase of the oceanic-heat 
flux during winter is caused by vertical convection, which predominantly takes place 
during the coldest season, as it is associated with the production of dense water in 
the surface ocean. While cold, relatively salty water in the surface sinks to depth, 
warm water is transported upward from the deep ocean into the mixed layer, where it 
contributes to the thermal balance on the underside of the sea ice. During summer a 
stable fresh surface layer, associated with the sea-ice melt, seals the mixed layer from 
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Table 6.7: Seasonal variation of the oceanic-heat flux from Marsland and Wolf [1998] 
for the East Antarctic region at 139.5°E , 65°S . 
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Fow 	 5 5 13 16 18 20 18 15 13 8 5 5 
an influx of warmer deep water. This preserves relatively low water temperatures in the 
mixed layer, although at this time radiation penetration supplies heat into the ice-free 
upper ocean. Regions of the inner pack consistently show low (< 20 W m-2) oceanic-
heat fluxes. This is in agreement with a smal net ice-growth rate there as compared to 
ice-growth rates in the MIZ or near polynyas, where vertical convection causes warm 
water to rise from the deep ocean. 
Figure 6.16 shows the annual cycle of the heat flux supplied by the ocean to the 
underside of the ice pack as derived from two modeling studies. The solid line depicts 
the monthly means of the heat flux for the location of 139.5°E, 65.0°S, while the dashed 
line represents the monthly means for the sea-ice covered area between 120 and 140°E 
(both from Marsland and Wolf [1998]). The dotted line indicates the oceanic-heat flux 
derived in section 6.1 for fast ice at a coastal site (Mawson station) west of Prydz Bay 
as averaged over 12 years. The investigations confirm the existence of an annual cycle 
for the oceanic-heat flux with values during the minima half the size or less than during 
times of maximum heat flux. However the seasonal cycle for the coastal site lags 2 to 
3 months behind the cycle for the pack ice regime. This lag is due to the diference in 
supply of warm water to the actual site: of the continental shelf warmer water masses 
are freely available as a result of upweling of CDW, while at coastal regions the current 
system established on the continental shelf restricts encroachment of CDW to a few 
locations, from where the warmer water is transported along the shelf. Mixing with 
colder water masses and energy exchange with sea ice and atmosphere while propagating 
along the shelf reduces the amount of heat that is available to coastal sites. Hence it is 
appropriate for the folowing modeling study to use pack-ice oceanic heat flux values 
from Marsland and Wolf [1998]. 
Table 6.7 summarizes the seasonal evolution of the oceanic-heat flux, which wil be 
used in the simulation of ice growth for the region of the 1995 drift and deformation 
experiment. In the model the prescribed oceanic-heat flux is spatialy constant. 
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6.2.3 Model application 
Control run The performance of the model was tested in a control run. For this, 
the model is initialized to start ice growth for 1995 on the date that a persistent ice 
cover had established at the study location. Daily SSM// observations revealed that 
the region of the 1995 experiment was generaly covered by sea ice in excess of 60 % 
from the end of May 1995 (DoY 150) onwards. In this form the model does not 
correct for ice advection. The model is forced with 6 hourly atmospheric data from the 
ECMWF analyses, and an oceanic-heat flux as described in section 6.2.2 was applied. 
ECMWF data availability limits the model runs to end at DoY 305. Only the growth 
of undeformed ice is simulated in the control run. 
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Figure 6.17: Temporal development of the thickness of undeformed sea ice in the grid 
cel centered at 140°E, 65°S for atmospheric forcing from ECMWF analysis. 
The control run (Figure 6.17) yields a typical growth curve, with initialy high growth 
rates which reduce as the ice thickens. Maximum thermodynamic thickness is ap-
proached in early spring. To check the performance of the thermodynamic model the 
evolution of the undeformed ice thickness from the control run is compared to in situ 
observations of the thickness of undeformed ice within the same region measured during 
the 1995 field experiment. In situ data are available from late July 1995 to the end of 
August 1995 from ship-based observations. For each observation the ice thickness and 
characteristics for up to three major ice types (based on ice thickness) were estimated 
[Alison and Worby, 1994]. During July and August 1995 bridge-based observations 
show that the maximum thickness of undeformed ice varied between 0.20 and 0.70 m. 
The average thickness of the undeformed sea ice in the primary thickness category was 
0.56 m with a standard deviation of ± 0.09 m. This represents the practical limit of 
thermodynamic growth for which thermodynamic ice growth is so slow that deforma-
tion is likely to be more efective. In Figure 6.18 the modeled control run (solid line) is 
compared to ship-based observations (stars) of undeformed sea-ice thickness. There is 
generaly a good agreement between the modeled and observed thicknesses, although it 
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is necessary to note that due to advection the ice observed during the field experiment 
did not grow under the atmospheric forcing regime applied in the model. There is a 
regression coeficient of 0.93 between the modeled values and the ship-based observa-
tions. It can also be seen that forced with ECMWF data the model is able to reproduce 
the melting conditions as observed early in the field experiment (DoY 217 - 219).This 
time interval of melting was caused by high air temperatures near -1.5° C (Figure 6.19) 
[Worby et al., 1996]. The good agreement between observed and modeled thickness 
of undeformed sea ice verifies the capability of the thermodynamic model to simulate 
observed thickness of undeformed sea ice. 
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Figure 6.18: Comparison between modeled (solid line) and observed thicknesses of 
undeformed sea ice around 140°E, 65°S. Stars represent bridge-based observations. 
Figure 6.19: Air temperature as measured by buoy AAD28 (solid line) and on the vessel 
(dotted line). Diferences between the two curves are due the relative movement of the 
vessel to the sea-ice buoy. 
6.2.4 Model results 
In order to derive the efect of short-term deformation processes on the sea-ice thickness, 
the thermodynamic model is coupled to prescribed ice kinematics derived from the 1995 
strain arrays. It is expected that the inclusion of high-frequency diferential motion 
considerably enhances the seasonal ice production rate. Here the importance of such 
motion on the East Antarctic ice thickness distribution is examined. 
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Standard case The ice-thickness evolution under short-term deformational condi-
tions has been studied by inclusion of a 5 day interval of deformation during the middle 
of the sea-ice season. Similar to the control run, thermodynamic ice growth is initial-
ized on DoY 150. Upon reaching DoY 219.25 the model simulates growth of new ice in 
open-water areas as observed by the drifting buoy array (Figure 6.15). On DoY 224.08, 
when the array reduces to its original size, al sea ice within the array is merged in 
the thickest ice-thickness category. Only for this thickness category the ice growth is 
continued to DoY 305. The open-water fraction is prescribed from measurements of 
the change of area and ship-board ice-concentration observations. The area-averaged 
ice thickness of the dynamicaly enhanced case (Figure 6.20, solid line) exceeds the 
ice thickness of the control run (dotted line). At the beginning of the dynamicaly 
enhanced case the area-averaged ice thickness decreases as new open-water patches are 
generated due to divergence. Ice newly forming in these open-water patches is thin, 
reducing the average ice thickness compared to the control run. The area-averaged 
ice thickness is inversely proportional to changes in array size. Increases in array size 
cause the area-averaged ice thickness to reduce as open water or newly formed, thin ice 
covers the increased area. At the end of the 5 day interval the array is recompressed to 
its initial size. This is reflected by the rapid increase of the area-averaged ice thickness. 
Within less than 5 days the ice thickness for the dynamicaly enhanced case exceeds 
the ice thickness calculated for the control run by 0.021 m, which is 2.9 % of the total 
thickness. 
Time (DoY) 
Figure 6.20: Comparison of the area-averaged sea-ice thickness (not including the open-
water fraction) in the control run (dotted line) and dynamicaly enhanced model case 
(solid line) for undeformed ice around 140°E, 65°S. 
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Sensitivity study The cycle of divergence and convergence associated with the pas-
sage of a synoptic system described here for a time interval in early August is a process 
that recurs throughout the year. Therefore it is useful to study the sensitivity of this dy-
namicaly enhanced ice growth to the environmental variables such as air temperature, 
and also to the time of occurrence within the sea-ice season. 
Time (DoY) 
Figure 6.21: Sensitivity of the dynamicaly enhanced ice growth to the air temperature. 
The standard case (red line) is compared with warmer conditions (blue lines; solid: 
+10 K; dashed: +5 K) and colder conditions (green lines; solid: —10 K; dashed: —5 K). 
In the first case of this sensitivity study the influence of air temperature on the 
enhanced growth rate is considered. Air temperatures both higher and lower than in 
the standard case are applied over the 5 day interval of sea-ice deformation. Figure 6.21 
shows how for air temperatures lower (green lines) than the standard case (red line) 
areas of open water freeze faster producing more sea ice for the same time interval. For 
an air temperature decrease of 5 K (dashed green line) 15 % more ice is grown due to 
dynamic enhancement than for the standard case, while a decrease of 10 K (solid green 
line) yields 29 % more ice than the standard case. An increase in air temperature by 
5 K (dashed blue line) relative to the standard case reduces the dynamicaly enhanced 
ice growth by 19 % over the 5 day interval. Similarly an air temperature increase of 
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10 K yields 37% less ice. The diferences in ice thickness persist through to the end 
of the growth season. The relationship between air temperature and ice growth is 
inversely proportional. This relationship is not symmetrical around the standard case. 
Increases in air temperature lead to larger changes than temperature decreases by the 
same amounts. This was also found in the previous section (Figure 6.7a). 
As local-scale deformation of the ice pack is closely associated with the passage of 
low-pressure systems, and as these generaly result in an increase in air temperature, 
this dependency of the dynamicaly enhanced ice-growth rate on the air temperature 
is important to the thermodynamic ice-production rate. For example, in a scenario 
where the air temperatures in mid latitudes increase relative to the air temperatures 
over the sea-ice zone, the poleward movement of this relatively warmer air reduces the 
eficiency of rapid ice growth over recurrent open-water areas. A number of other en-
vironmental variables (wind speed, relative humidity, incoming short-wave radiation, 
albedo) have also been examined in regard to their influence on the dynamicaly en-
hanced ice growth. The comparison of results of these sensitivity tests showed that 
typicaly observed changes in air temperature have the strongest direct influence on 
the dynamicaly enhanced ice-growth rate. 
The timing of deformation events is also important to the dynamicaly enhanced 
ice growth. Here the relative timing of a divergence - convergence cycle within the 
ice-growth season is evaluated. For this an identical divergence - convergence cycle, as 
observed in early August 1995, is applied to the ice growth at diferent times during 
the year. Figure 6.22 displays the standard case (blue line) which is compared with 
a number of earlier and later occurrences of deformation events. The initial increase 
in area-averaged ice thickness varies considerably between the individual cases, mostly 
due to the air-temperature regime which applies to the deformation cycle. To judge 
the efect of the timing of the deformation events it is necessary to compare the ice 
thicknesses at the end of the model run. In Figure 6.23a the ice thicknesses reached 
at DoY 305, the end of the model run, are compared for a number of diferent timings 
of the deformation event including those shown in Figure 6.22. As expected, in al 
cases the end thickness exceeds the control run where no deformation occurred. The 
ice-thickness evolutions for the standard case, for neighbouring deformation events, and 
for other cases with early deformation events occupy a similar range of ice thicknesses 
(0.73 to 0.75 m). Al later deformation events exhibit larger final ice thicknesses. These 
ice thicknesses level out for single deformation events occurring in or later than the 
middle of September. This result indicates that the influence of a deformation event 
early during the sea-ice season on the final ice thickness is less than for a similar event 
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Time (DoY) 
Figure 6.22: Sensitivity of the dynamicaly enhanced ice growth to the timing of the 
deformation cycle. The control run (black line) is compared with the standard case 
(blue line), as wel as with several cases of deformation occurring earlier (45 days: solid 
green; 25 days: solid pink) and later (65 days: dashed red; 45 days: dashed green; 
25 days: dashed pink) than in the standard case. 
occurring later in the season. The most likely cause for this is given by the increase in ice 
thickness itself. Thicker ice insulates the ocean from the relatively colder atmosphere, 
thereby efectively reducing the ice-growth rate for the remainder of the ice-growth 
season. This results in a smaler diferential ice-growth rate between the control case 
and the deformational case event late in the sea-ice season compared to the diferential 
growth rate associated with a deformation event occuring early in the season. Hence, 
by the end of the sea-ice season ice thicknesses for early deformation events wil have 
converged closer to each other than thicknesses considering deformation later during 
the season. 
To investigate the cause for the narrow range of final ice thicknesses found for de-
formation events occurring during or after mid September (DoY 258) the final ice 
thicknesses are compared to the time series of the surface air temperatures (Figure 
6.23b). After mid September minimum surface air temperatures do not reach those 
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extreme values seen earlier during the sea-ice season. Due to the smaler temperature 
gradient between surface ocean and atmosphere late in the growth season, the rate of 
basal freezing is less than earlier in the season. Hence, the efect of dynamical thickness 
enhancement for al model cases with single deformation events occurring towards the 
end of the sea-ice season is similar, and similar final ice thicknesses are obtained for 
these. 
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Figure 6.23: a) Dependency of the final ice thickness on the timing of the deformation 
event (crosses). For comparison the end ice thickness for the control case without 
any deformation is shown (dotted line). b) Time series of the ECMWF surface air 
temperature for 1995 which was used to model the ice-thickness growth. 
Cumulative dynamic effects The efect of cumulative deformation processes on the 
ice-thickness evolution is examined here. From the frequency analysis of the ECMWF 
pressure field a period of 18.3 days is derived as typical length between overpassing 
cyclonic systems. This is less than estimated by Worby et al. [1996] or Heil et al. 
[1998] but in agreement with Jones and Simmonds [1993] whose data show a typical 
time interval of about 20 days between successive overpasses of cyclones for maritime 
regions poleward of 63°S. To simulate the efect of these recurrent atmospheric cyclones 
on the thickness evolution of the sea ice, the ice growth model is modified to simulate 
the occurrence of a sea-ice deformation cycle every 20 days. Here the result from a 
simulation of six successive deformation cycles is discussed. The individual deformation 
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cycles are identical, simulating the 5 day long sequence of divergence and convergence 
as observed by the buoy array during the 1995 drift and deformation experiment. 
Time (DoY) 
Figure 6.24: Evolution of the cumulative increase of the sea-ice thickness (blue curve) 
due to recurring deformation processes. For comparison the control run (no deforma-
tion; red line) and the standard case (one deformation cycle as observed during the 
1995 field experiment; green line) are shown. 
The cumulative efect of these cycles of divergence and convergence (Figure 6.24) 
results in an increase of 0.09 m in the final ice thickness as compared to the control 
run. This is 0.07 m thicker than for the standard case where one deformation cycle was 
simulated. The cumulative efect of a sequence of deformation events thus increases 
the total annual ice thickness by 12.5 % compared to basal growth only. However the 
cumulative efect of dynamicaly enhanced ice growth is nonlinear. For the example 
discussed here the cumulative efect of six deformation cycles is 29 % smaler than 
for the sum of ice thickness changes for six single events occurring at the same times. 
Examination of the individual components in the balance equations (Equations 3.1 and 
3.2) shows that the insulating efect of the thicker ice in the cumulative run is responsible 
for the reduction in ice thickness of the case for six successive events relative to the 
case for the sum of six single runs. This highlights the complex feedbacks between 
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processes involved in the growth of sea ice. The cumulative thickness is a function of 
the number of deformation events and the thickness increase from each of these. This 
in turn is controled by air temperature and original ice thickness at the beginning of 
each deformation cycle, and the relative timing of the deformation events within the 
sea-ice season. 
Although the cumulative efect of short-term deformation events on the ice-thickness 
increase is significant, these do not account for the total deformational thickness in-
crease. Here an estimate of the lower limit for the contribution of short-term deforma-
tion events to the total thickness of deformed ice is presented. Data from Worby et al. 
[1996] show that during late August 1995 a mean ice thickness of 0.93 m was found in 
the study region. From this a mean thickness of 1.33 m was derived for the deformed 
sea ice during August 1995. This compares with an observed thickness of 0.55 m for 
the undeformed sea ice. The result from the present study on the cumulative efect of 
short-term deformation events predicts an ice thickness of 0.63 m in August 1995, based 
on the occurrence of three deformation events. Hence some 10 % of the thickness difer-
ence between deformed and undeformed ice is associated with short-term deformation 
events. Due to the conservative choice in the frequency of overpassing low pressure 
systems this estimate is considered to represent the lower limit of the contribution of 
short-term deformational efects. This is confirmed by data from the crystal structure 
from ice cores taken during the experiment, where Worby et al. [1996] found that 50 % 
of the ice thickness was composed of frazil ice indicating turbulent growth conditions. 
6.3 Modeling of inertial ice motion 
Sea-ice drift and deformation vary considerably as frequent atmospheric low-pressure 
systems move overhead. The analysis of drifting buoy data (Chapter 4) showed that 
short-term processes, and especialy the inertial oscilation, contribute substantialy to 
sea-ice drift. It needs to be determined how efects of these subdaily processes on ice 
drift and also deformation can be simulated in numerical models. In the previous section 
identical deformation events were used to determine the influence of these on the ice 
thickness. However, the deformation cycle was prescribed. It is important to correctly 
model these deformation processes in numerical models of the sea-ice dynamics. But 
present models do not account adequately for this subdaily high-frequency energy due 
to the parameterization of the coupling between the sea ice and the oceanic boundary 
layer [Hibler et al., 1998]. In these models high-frequency overdamping is caused by the 
application of empirical drag coeficients, which are based on a temporal integration 
long compared to the period of the high-frequency motions. 
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6.3.1 Imbedded model 
Hibler et al. [1998] present a mechanistic model which employs inertial imbedding 
to better describe the high-frequency processes of sea-ice drift and deformation. This 
model and the initial results are described here. In contrast to most sea-ice models 
the ice-ocean coupling is not given by the quadratic parameterization (Chapter 3.3.1) 
of the water stress Fw. Instead the sea-ice drift is considered to be coupled to the 
motion of the oceanic boundary layer by assuming that the water-mass transport 
in the boundary layer is a function of the sea-ice velocity. Folowing McPhee [1978] this 
water-mass transport relative to the geostrophic ocean current can be expressed as: 
61w ii i e-q (6.12) 
where p„ is the water density, Cu, is the oceanic drag coeficient, f is the Coriolis 
parameter, fi is the sea-ice velocity, and is the operator of the rotation angle. 
In this formulation the momentum balance (equation 3.20) can be rewritten, under 
the assumption of negligible drag on the base of the boundary layer, for the combined 
mass transport It of the oceanic boundary layer system consisting of the oceanic surface 
layer and the ice as: 
DIti  
Dt + ifIti = 	 + V -  VHPo (6.13) 
where is the atmospheric stress component, a is the ice stress tensor, and VHP0 is 
the horizontal pressure gradient at sea level. The total mass transport la of the system 
of sea ice and oceanic boundary layer is given by: 
.1c1 = pih 	 PwCw  Ic x 77 • 13 	 (6.14) 
where pi is the density of sea ice, h is the ice thickness, and ic is the unity vector. 
Folowing Hibler et al. [1998] equation 6.14 can be substituted into equation 6.13 
expressing the combined mass transport /11 as a function of the ice velocity fi for a 
linear water drag assuming a constant turning angle. 
, 	 p„C„  pin — - —kx fi - j pill IcX1L pwCw  Dt 	 f 	 Dt - 	 1,7 e-i12 = a + V.o- - VHPO (6.15) 
For steady state conditions, where the time derivatives are set to zero, this reduces 
equation 6.15 to the common equation of ice motion (Equation 3.20) with a linear 
water drag (Equation 3.24). Assuming time variable forcing, equation 6.15 is used here 
to calculate short-term variations in the coupled system of ice and oceanic boundary 
layer. 
CHAPTER 6. REGIONAL SEA-ICE GROWTH AND DYNAMICS 	 188 
Folowing Hibler et al. [1998] to study the efect Of this formulation, a model grid has 
been defined (Figure 6.25). The grid has been rotated to align the coordinate system to 
the local bathymetry of Adelie Land. The spatial resolution is 40 km; and the forcing is 
taken to be constant paralel to the coast. The folowing values are applied to variables 
in the equations: pu, = 1027 kg m-3, pi = 930 kg m-3, f = 1.4 • 10-4 rad s-1, 13 = 
30°, Cto = 0.86 m s-1. The model equations are solved by explicit forward Euler time 
stepping for the time derivatives. Wind stress and ice interaction are solved explicitly, 
which requires smal time steps for the calculation of the viscous plastic rheology. Doing 
so ensures that the inertial motion is not damped out. It is assumed that the ocean 
tilt is zero. 
Figure 6.25: Coordinate system over the model region. The direction of the atmospheric 
forcing is kept constant for al simulations, variations occur along the meridional axis 
of the grid. 
Solving the model on a ful two-dimensional Lagrangian grid, and accounting for ice 
interaction, the model is driven with a one-dimensional atmospheric forcing that does 
not vary paralel to the coast. In doing so the model alows for shear deformation and 
compressive stress, while enabling an unambiguous determination of the influence of 
inertial imbedding on the drift and deformation components. To account for the open 
character of the sea ice in the East Antarctic region the ice interaction is prescribed 
similarly to the marginal ice zone [Lepparanta and Hibler, 1985]. As discussed in 
Chapter 3.3.2 the ice strength P can be calculated as a function of the sea-ice thickness 
h and the compactness A. Choosing the hardness of the ice P* to be 2.75 104 and the 
empirical constant C to be 20 [Lepparanta and Hibler, 1985] then equation 3.28 takes 
the form of: 
P(h, A) = 2.75 • 104h • e- zoo— A) 	 (6.16) 
The model is initialized with an ice concentration of 95 % and a sea-ice thickness of 
1.0 m. This equation represents the ice-thickness coupling for varying ice concentrations 
and thicknesses. For model runs without ice-thickness coupling P is held constant. 
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6.3.2 Model application 
Here the imbedded model is used to understand the high-frequency motion as observed 
during the 1995 field experiment (section 6.2). Tidal activity within the region could 
be excluded [Heil et al., 1998]. Here the efect of both inertial imbedding and ice-
thickness coupling on the development of sea-ice velocity and deformation as a function 
of distance from the coast are analyzed. The model is run with a simple wind forcing. 
The resulting ice velocity and deformation are then compared with those measured 
during the 1995 drift and deformation experiment (section 6.2.1). 
Time (hours) 
Figure 6.26: Meridional sea-ice velocity component for the first five grid cels away 
from the coast for a model simulation with inertial imbedding but without ice-thickness 
coupling. Initialy the sea ice was at rest; the wind forcing is sinusoidal (r = 96 hours). 
In the first simulation the efect of inertial imbedding for a sinusoidal meridional 
wind forcing with a period of 4 days is examined omitting the ice-thickness coupling. 
For al grid cels the sea-ice velocities are nearly identical (Figure 6.26). This is similar 
to the nonimbedded case. However, here the ice velocity is modulated by a periodic 
oscilation caused by the inertial imbedding. There is no relative motion between ice 
from neighbouring grid cels except for the grid cel next to the land boundary due to 
the rigidity of the coast. Although there is an inertial signal in the sea-ice velocity due 
to the improved boundary layer formulation (Equation 6.15), the inertial signal did not 
propagate into the ice deformation, except near the coast. 
In the next simulation the efect of ice-thickness coupling on sea-ice drift and de-
formation is examined. No inertial imbedding is applied within the model. For the 
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Figure 6.27: Meridional sea-ice velocity component for the first five grid cels away 
from the coast for a model simulation with ice-thickness coupling but without inertial 
imbedding. Initialy the sea ice was at rest; the wind forcing is sinusoidal (T = 96 hours). 
same sinusoidal atmospheric forcing as in the previous case Figure 6.27 shows that the 
sea-ice velocity changes between grid cels, because of the distance from the coast, due 
to the ice-thickness coupling. The largest changes are found close to the coast where 
the coast line acts like a rigid body. This translates to the equatorward movement, 
away from the coast, of the line of maximum deformation. The relative motion of sea 
ice in neighbouring grid cels induces deformation. 
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Figure 6.28: Meridional sea-ice velocity component for the first five grid cels away 
from the coast for a model simulation with both inertial imbedding and ice-thickness 
coupling. Initialy the sea ice was at rest; the wind forcing is sinusoidal (7- = 96 hours). 
The simulation result for the combination of both inertial imbedding and ice-
thickness coupling is shown in Figure 6.28. Together improved boundary layer formula-
tion and thickness evolution generate an inertial signal in the equatorward propagating 
deformation wave. The strength of this high-frequency signal depends on the time lag 
of the outward moving kinematic wave which in each grid cel interacts with the iner-
tial signal of the sea-ice motion. It is concluded that only models containing both an 
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improved boundary layer formulation alowing for high-frequency motion as wel as an 
ice-thickness coupling can successfuly simulate high-frequency sea-ice deformation. 
The final simulation is for a temporaly nonperiodic wind forcing. The wind forcing is 
held constant (ry = -0.2 N m-2) and ceases after four hours. Results for the meridional 
sea-ice velocity and deformation are shown in Figure 6.29. Initialy the velocity com-
ponents of al grid cels are similar. After cessation of the wind forcing the meridional 
velocity in the grid box next to the coast fals of quickly due to the rigidity of the coast 
line. Further out the meridional motion continues due to inertial oscilation. There sea-
ice deformation occurs only after cessation of the wind forcing. Maximum deformation 
is found next to the coast, but is quickly damped due to convergence at the coast line. 
After cessation of the wind forcing the kinematic wave due to ice-thickness coupling 
moves equatorward with a phase shift that causes diferential motion between neigh-
bouring grid cels, hence generating ice deformation. The strength of the deformation 
signal fals of with distance from the coast. 
Figure 6.29: Temporal evolution of the sea-ice velocity and strain rate for the inertial 
imbedded model forced by a constant wind stress, which ceases after 4 hours. The sea 
ice was initialy at rest. Both velocity and the deformation components are ofset from 
the abscissa for clarity. 
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6.3.3 Model results 
The performance of the improved boundary layer formulation can be judged by com-
paring the simulated strain-rate components with observed ones. Figure 6.30 shows 
general agreement between the modeled meridional strain-rate and observations taken 
during calm atmospheric conditions of the 1995 experiment. Agreement in the occur-
rence of highs and troughs of the deformation rate between model and observations 
indicates that the preliminary mechanistic model as introduced here is able to gener-
ate high-frequency variability of the sea-ice deformation that satisfactorily reproduces 
much of the observed variation. 
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Figure 6.30: Smoothed observed (solid line) and simulated (dashed line) meridional 
strain-rate component. The simulation includes inertial imbedding and ice-thickness 
coupling and a step function atmospheric forcing which ceases after a few hours. The 
observational data taken during the 1995 experiment represents calm atmospheric con-
ditions (wind speeds < 6 m s-1). 
Much of the deformation signal in this study is due to the rigid coast line which 
represents a source of discontinuity to the ice motion. Future studies of these high-
frequency deformations wil expand to a ful two-dimensional formulation by inclusion 
of a two-dimensionaly varying atmospheric forcing field. The latter wil then be the 
major source of spatial variability in the ice drift causing deformation between grid 
cels. Such spatial atmospheric variability enables ice deformation to occur away from 
any coastal boundary. This type of deformation is thought to be especialy important in 
case of divergent ice flow, loose pack, or in regions with smal floe size. Therefore high-
frequency variability is expected to be stronger for the Antarctic than for the Arctic. 
Additionaly, the coupling of the dynamic model discussed here with a ful ocean model 
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including subdaily tides might also reveal substantial high-frequency variations over 
the more shalow shelf regions. 
The importance of the high-frequency deformation processes for exchange of thermal 
energy between ocean, ice and atmosphere, sea-ice growth and the sea-ice mass balance 
requires a ful simulation of these processes in large-scale ocean-ice-atmosphere models. 
Considering the increased computational eficiency now available within the sea-ice 
component of such coupled models [Zhang and Hibler, 1997], these high-frequency 
processes no longer need to be parameterized, but rather can be treated explicitly. 
In addition to a ful two-dimensional simulation future work should include the pa-
rameterization of the turning angle to alow for transient states between short-term 
changes in the forcing, the inclusion of oceanic variability (e.g. tides and eddies), and 
the inclusion of a deep ocean layer. 
6.4 Summary 
This study has shown a strong link between the evolution of sea-ice thickness and 
the supply of oceanic heat to the underside of landfast ice. A clear seasonal cycle 
in the oceanic-heat flux has been identified from a long time series of ice-thickness 
measurements in East Antarctica. This cycle shows a gradual increase of the oceanic-
heat flux as the sea-ice season progresses. However, data from recent years indicate 
nonlinearity in this seasonal pattern. The ice-thickness data taken of Mawson station 
commenced before the satelite era (early 1950s) and have revealed decadal changes 
which point to possible large-scale changes in water-mass characteristics. For more 
recent years passive microwave data reveal association between changes in the oceanic-
heat flux on the shelf, and therefore the thickness of landfast ice, and polynyas occurring 
upstream in the coastal current. The long-term pattern in oceanic-heat flux derived 
here suggests that a change in the polynya opening, has occurred or that there has 
been a change in characteristics of water masses upweling onto the continental shelf 
within the study region. 
A thermodynamic model was successfuly used to simulate the growth of sea ice in 
the East Antarctic region. The coupling of this model with ice kinematics provided 
an estimate of changes in sea-ice thickness due to short-lived cycles of ice deformation. 
The efect of a single deformation event during the seasonal cycle of sea-ice growth 
is to increase thickness at the end of the model simulation by about 3 %. Sensitivity 
studies revealed that the initial increase in ice thickness folowing an event is largely 
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determined by the air-temperature regime which accompanies the deformation cycle. 
Of great importance for the annual ice thickness is the relative timing of the occurrence 
of a deformation event. The efect of a deformation event early in the sea-ice season is 
less than for a similar event later in the season. An early increase in ice thickness results 
in greater thermal insulation between the cold atmosphere and the warmer ocean, thus 
reducing later ice growth. 
The cumulative efect of such dynamical enhancement from a sequence of deformation 
events causes considerable increase in the net annual ice thickness. An ice-thickness 
increase of 12.5 % was produced for a simulation of dynamicaly enhanced ice growth 
as compared to the control case without any sea-ice deformation. This underlines the 
critical importance of ice dynamics to the evolution of ice thickness of East Antarctica. 
This was stressed by Alison and Worby [1994] and Worby et al. [1998], who attribute 
about half of the ice growth to dynamic processes. 
Initial work on the simulation of sea-ice motion revealed that a mechanistic model 
containing an improved boundary-layer formulation can reproduce semidiurnal varia-
tions in sea-ice drift and deformation which have many features in common with the 
field observations. Initial model results showed that both inertial imbedding and ice-
thickness coupling are required to alow for the development of a short-term signal, and 
for its time-lagged propagation outward. The critical importance of high-frequency de-
formation processes in determining the ice mass balance has been highlighted. However, 
further work to improve the mechanistic dynamic model would be of value in order to 
alow it to become included in fuly coupled GCMs. 
Chapter 7 
Concluding discussion and future 
outlook 
The primary aims of this study have been to determine the pattern of sea-ice drift off 
East Antarctica, to associate this pattern with atmospheric and oceanic forcing fields, 
and to identify any relation between sea-ice dynamics and the distribution of sea-ice 
variables. This investigation has yielded results on the thermodynamic, dynamic and 
kinematic properties of sea ice off East Antarctica. It is clear from these results that sea 
ice needs to be treated as an interactive component in a coupled climate system, both 
on local and global scales. The complexity of the climate system is such that events 
taking place many hundred kilometres away may influence the ice characteristics at 
a given site. For example, the thermodynamic growth of sea ice may be modified by 
changes to water-mass properties that occur elsewhere (as shown in Chapter 6.1). On 
the other hand the sea ice itself has been shown to influence other components of the 
climate system [Stewart, 1978]. In the following, the results of this thesis are drawn 
together and an outlook for future studies is presented. 
7.1 Sea-ice drift observed by drifting buoys 
Data from drifting sea-ice buoys collected between 1985 and 1997 were used to identify 
features in the regional ice drift between 200  and 160°E, in the narrow zone of seasonal 
sea ice around the Antarctic continent. It was found that the prevailing directions of 
sea-ice drift are associated with the oceanic surface currents. A 'clear example of this 
is found to the north of the continental shelf off Prydz Bay, where the ice is advected 
northward by the mean ocean current in the region. The broad picture of sea-ice drift off 
East Antarctica shows that the ice in the coastal current follows the Antarctic continent 
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westward, steered by the shelf break. Northward deviations are encountered only in 
association with particular topographic features related to continental promontories, 
or sites of accumulation of stranded icebergs, both of which reduce the width of the 
continental shelf by efectively moving the land-mask boundary close to the flow axis 
of the coastal current. By this process the axis of the westward flow is shifted to 
the north of the steering shelf break, hence the ice is more susceptible to northward 
deflection. To the north of this coastal current, separated by a strong shear zone, an 
eastward return flow is identified. Connections between these two currents are found 
at a number of locations. These are generaly northward only. The most dominant 
connection fils the entire width of the ofshelf region north of Prydz Bay. This broad 
northward conveyor and the mostly northward meridional component of ice drift in 
the coastal- and eastward currents in this region, underline the divergent nature of the 
Antarctic pack. 
The ice drift of East Antarctica was closely investigated for three sectors with unique 
ice-drift characteristics. Of these the Western Pacific sector (82.5° - 160°E) has the 
smalest latitudinal sea-ice extent. This is because the Antarctic coast is further to the 
north here than for the other sectors, reducing the area available for the sea ice at any 
given longitude. Drift trajectories in this sector confirm the westward character of the 
coastal current, with superimposed short-term meanders. 
In the Western Pacific sector most of the drifting buoys deployed in the coastal cur-
rent crossed northward over the shear zone separating westward and eastward currents. 
The locations of these transition zones were fixed with time. On some occasions re-
circulation of drifting buoys from the eastward current into the coastal current was 
observed (e.g. AAD19, between 120° and 127°E, 1995). There were no observations of 
ANARE sea-ice buoys transiting from the Western Pacific sector into the Prydz Bay 
sector. However, iceberg trajectories [Young, 1999] and remote sensed data confirm 
that there is a continuation of the westward coastal current into Prydz Bay. 
The Prydz Bay sector (67.5° - 82.5°E) acts as a crossroad for sea ice of East Antarc-
tica. A cyclonic gyre located over the shelf of Prydz Bay, and extending for some 
distance to the northwest of the shelf, transports sea ice around the southern rim of 
the bay. A bifurcation from the gyre to the west alows ice to continue its drift within 
the coastal current along the shelf. However, sea ice to the north of the Prydz Bay Gyre 
experiences a strong northward motion which is associated with large-scale bathymet-
ricaly driven oceanic currents. Ice drift in the Prydz Bay sector to the north of the 
continental shelf is dominated by this meridional flow. This is reflected in a northerly 
extreme extent of sea ice within the region. 
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In the Indian Ocean sector (20° - 67.5°E) ANARE drift data were confined to the 
westward current. There were no data for the ice drift in the eastward current, although 
its existence has been confirmed by other studies. Because of this separation of flow 
in the westward and eastward currents it was deduced that sea ice in these current 
streams originates from diferent regions. The ice transport in the Indian Ocean sector 
is strongly determined by flow along the shelf break, inducing a component of net 
southward flow in the western part of the sector. Regions of localy high drift rates 
dominate the sector. 
7.2 Sea-ice velocity fields 
Buoy-derived sea-ice data of high temporal resolution were used to derive the position 
of the surface expression of the Antarctic Divergence by a new method. Although bi-
ased towards winter, the result compares wel with the position of the AD derived from 
hydrographic data. In both data sets the AD shows northward deviations west of Cape 
Anne (44°E) and westward of the West Ice Shelf (90°E). These northward deviations 
are determined by the oceanic circulation associated with the local bathymetry. Dif-
ferences in the position of the AD derived from the two data sets are found west of 
60°E, near 70°E and eastward of 138°E. For al of these the buoy-derived location is 
to the north of the AD position derived from hydrographic data. Those buoy data are 
thought to represent the winter position of the AD, and highlight the requirement for 
ful annual data coverage. This study demonstrates the potential of sea-ice research as 
an independent supplement to information obtained by other methods. 
Analysis of the velocity time series and frequency spectra showed that the drift of 
the sea ice is largely determined by low-frequency oceanic and atmospheric forcing on 
multiday scales. Direct comparison between observations of wind- and sea-ice velocity 
revealed a close relationship between the magnitude of the two. The divagation angle 
between wind- and drift direction shows a dependence on the wind direction, but this 
is strongly influenced by deeper ocean flow which depends on the bathymetry and the 
ocean density structure. Mean atmospheric and oceanic motion force the ice drift on 
long time scales, while shorter-term, mostly cyclical, motion of the ice is related to 
the passage of atmospheric systems. As these systems can also give rise to inertial 
oscilations, the variable forcing also contributes to subdaily ice motion at frequencies 
around 2 cycles per day. Tidal forcing was generaly less important than inertial forcing 
except for on-shelf regions close to the shelf break: current-meter data here showed daily 
and, to a lesser extent, halfdaily tidal oscilations. No other significant high-frequency 
CHAPTER 7. CONCLUDING DISCUSSION AND FUTURE OUTLOOK 	 198 
signals were associated with physical processes of the sea-ice motion. 
The buoy-derived sea-ice velocity distribution shows higher drift rates within the 
coastal current (0.22 m s-1 (19.0 km c1-1) than for the ice in the eastward current to 
the north (0.17 m s-1 (14.7 km d-1). Northward divergence determines the overal 
structure of the ice drift around Antarctica, alowing the coastal region to be a site of 
net sea-ice production for most of the winter due to ongoing formation of open water 
close to the coast and subsequent freezing. 
Geographical changes in magnitude of both the zonal and meridional velocity com-
ponents are large and influence the distribution of the horizontal ice speed. The Indian 
Ocean sector has a mean ice drift speed of (0.25 ± 0.11) m s-1. Al observed net ice drift 
in this sector was to the west, with a net meridional component to the south. In the 
Prydz Bay sector the mean ice speed was (0.17 ± 0.10) m s-1. Of the regions investi-
gated this sector contains the highest northward component (0.10 ± 0.08) m s-1). The 
Western Pacific sector is marked by a moderate mean drift rate (0.19 ± 0.09) m s-1). 
In this sector the drift is highly divergent, with a net northward velocity component in 
both the coastal and the eastward currents. The results show that submarine topogra-
phy steers the large-scale distribution of net zonal and net meridional velocities. 
From the data available to this study it was deduced that the drift direction changes 
little during the year, but that the sea-ice speed shows a seasonal change. Ice drift 
rates are high early during the sea-ice season (autumn) and reduce with time as the 
sea-ice cover consolidates and expands. In the marginal ice zone, low ice concentrations 
exhibit low drift rates (0.09 ±0.05) m s-1) during times of maximum sea-ice extent. 
However during summer and early autumn, when the ice edge is at its southernmost 
position, drift rates in low-concentration ice (0.33 ±0.05) m s-1) are similar to surface 
drift rates for open-water, both being greater, by more than 30 to 50%, than mean drift 
rates of high-concentration ice at the same location. The seasonal variability detected 
for drift rates in low-concentration ice supports the hypothesis that sea-ice advection 
contributes significantly to the equatorward position of the sea-ice cover at maximum 
extent. 
Although the total time (1985 - 1997) covered by the data set is not long, interannual 
changes in the velocity field were identified in the Western Pacific sector. There was a 
decrease of the meridional velocity component in 1995 and 1996 compared to 1992 and 
1993. This decrease coincided with changes in the ice-concentration distribution and 
the maximum sea-ice extent. Overal these changes indicate a decrease in the divergence 
of the pack over part of the Western Pacific sector. This may be linked to a similar 
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decrease in the divergence of the surface wind field at coastal regions in the extreme 
western and eastern regions of this sector. Ongoing buoy deployments wil assist in the 
exploration of long-term changes in sea-ice properties as identified from remote sensed 
data, and may make it possible to relate those changes to dynamic variablitity. 
The sea-ice velocity field derived here from daily buoy data can be used to help 
validate and interpret both remotely sensed and numericaly modeled results. The 
comparison of sea-ice velocity fields derived from these with those derived from drifting 
buoys reveals diferences in the velocity magnitude but good agreement in the direction 
and pattern of the ice drift. Generaly buoy-derived velocities exceed the others by up 
to a factor of two. To some extent this diference can be explained by the diference 
in spatial resolution. Buoy observations yield spot measurements of the sea-ice drift. 
The coarser resolution of the satelite data [Emery et al., 1997] is thought to act as 
an integrator, decreasing the measured speed. This problem needs to be addressed 
in future work. Similarly, the modeled velocity field [Wu et al., 1997] derived on 
comparatively coarse grid yields significanly smaler monthly drift rates than the model 
on higher spatial resolution [Hakkinen, 1995]. 
The buoy-derived field best captures the instantanous ice motion yielding high tem-
poral resolution of the ice motion. However, operationaly the number of buoys in the 
field is limited. The remote sensing instruments alow a more complete spatial coverage 
of the velocity field and its variability, but with a low temporal sampling rate and low 
spatial resolution. With a maximum sampling rate of once per day these instruments 
do not permit investigation of subdaily sea-ice dynamics, which the buoy data show to 
be important for the overal development of the annual sea-ice cover. Also the spatial 
resolution of a few tens of kilometres for the satelite data is not adequate to resolve 
smal- or mesoscale sea-ice events. Large-scale models also have limited spatial res-
olution. Their advantage is that, once validated and verified against measurements, 
they can be used for forecasting the sea-ice velocity field under diferent environmental 
conditions. These forecasts can be helpful for the planning of field experiments, polar 
logistics and the examination of climate change efects. 
7.3 Modelling studies 
A number of numerical modeling studies were undertaken using a variety of field ob-
servations. The oceanic-heat flux at the base of the ice was investigated in a study 
which modeled the seasonal thickness evolution of fast ice, using observations of ice 
thickness and meteorological conditions near Mawson station. Previously little was 
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known about the magnitude of the oceanic-heat flux or its seasonal and interannual 
variability at this site. With the model, seasonal changes are found in the oceanic-heat 
flux, with maxima from late winter into summer. Using al years available a decadal 
trend towards lower oceanic-heat fluxes near Mawson was found. Current-meter and 
remotely sensed data identified a possible connection between the coastal ice-thickness 
evolution and upstream occurrence of polynyas, which cause changes in the water-mass 
properties. Although restricted to a coastal site, the historical series of ice-thickness 
measurements is valuable for the study of long-term changes of climate components. A 
project is planned to fil in missing years by acquiring historical sea-ice thickness mea-
surements available for the region and to supplement these with atmospheric forcing 
data. 
This study has shown that the periodicity in the sea-ice velocity covers a range of time 
scales associated with both long- and short-term processes. A spread across a similar 
range of time scales was also found for the sea-ice deformation. However, short-term 
deformation episodes dominated over multiday deformational processes. Knowledge of 
the sea-ice dynamics over the ful temporal spectrum, with resolutions as fine as hourly, 
is necessary to account completely for the sea-ice thickness distribution. Recurrent 
episodes of reduced sea-ice growth are related to incursions of warm air traveling 
in the wake of atmospheric fronts. Mean ice drift is strongly related to the oceanic 
surface currents and the mean atmospheric forcing. Short-term deviations and much of 
the diferential ice motion is attributed to atmospheric changes. Numerical modeling 
shows that high-frequency ice deformation, induced by changes in the atmospheric 
forcing field, has considerable impact on the thickness evolution of the sea ice. By 
incorporating data from a sea-ice drift and deformation experiment into a numerical 
model it was shown that recurrent short-term sea-ice deformation roughly doubles the 
ice-growth rate during the deformation event. This contirbutes considerably to an 
increase in area-averaged ice thickness and hence in ice volume. 
Future work should include consideration of how changes in atmospheric circulation 
would impact the existence and maintenance of the polar sea-ice cover. It might be 
speculated that the cyclone density at polar latitudes is one of the expected climate 
components that may be subject to natural or anthropogenicaly induced change. An 
increase in cyclone density at polar latitudes could stimulate further cycles of sea-ice 
divergence and convergence. The dynamicaly enhanced ice growth might therefore be 
expected to increase. It is not known by how much the frequency of such events over 
the polar oceans would increase, nor when the equilibrium between dynamicaly en-
hanced ice-thickness increase and reduced thermodynamic ice-growth rates for thicker 
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ice balances the efect of further ice growth in short-term open-water areas. Further-
more changes in cyclone density over the polar regions are likely to cause local changes 
in other atmospheric variables, such as humidity or surface air temperature. These 
changes would then, via the surface energy balance, also interact with the growth of 
sea ice. 
A first step towards the implementation of a high-frequency ice dynamic model was 
made as part of this work. A mechanistic dynamic model was used to simulate the 
efect of inertial motion on the evolution of the sea ice. It was found that by itself, the 
improved formulation of the system of sea ice - ocean boundary layer which accounts for 
inertial motion is not able to simulate the short-term deformation. However together 
with the implementation of ice-thickness coupling the improved boundary-layer model 
was able to produce a temporal variability of the deformation components similar to 
what was observed during a field experiment. Further work should be aimed at the 
incorporation of subdaily sea-ice dynamics into coupled models. 
7.4 Summary 
Overal, this study presents the first compilation of the sea-ice velocity field of the East 
Antarctic region from in situ measurements. Regional velocity features were identified. 
Temporal variability of both sea-ice drift and deformation occurs on short and long 
times scales. The mean motion determines the net ice transport. The short-term 
variations are important for the net ice production in this region, and the inclusion of 
such high-frequency processes into large-scale numerical models (GCMs) is necessary to 
successfuly model the sea ice. Ongoing colection of data on sea-ice drift, deformation 
and additional sea-ice variables is recommended through a variety of methods and 
sensors. This wil alow gaps in the base-line of sea-ice drift in the East Antarctic 
region to be filed. It wil also help to substantiate any temporal trends and relationships 
between sea ice and other climate components, and assist future modeling eforts. 
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Appendix A 
Drifting buoys 
A.1 Buoy and sensor specifications, and data processing 
Various types of expendable buoys (Figures A.1 - A.7) have been deployed by ANARE 
over the years. An overview of deployment date and position and the types used was 
presented in Table 4.1. 
Typical buoy instrumentation include sensors for air temperature, sea-surface tem-
perature, and barometric pressure. Position and surface pressure data are the minimum 
requirements for buoys reporting to the World Meteorological Organization via GTS. 
Additional instrumentation includes underwater thermistor chains, humidity sensors, 
or wind speed and direction probes. The relay of sensor data and generaly the aquisi-
tion of the buoy position was done through the Service Argos system on polar orbiting 
satelites. 
MAST ASSEMBLY 
DROGUE A-1-1-ACHNIENT 
Figure A.1: Schematic of a MetOcean drifter (TOGA style) (modified from MetOcean 
[1994]). Sensors for air temperature and air pressure are placed behind the ventilation 
holes shown close to the top of the mast. The antenna is placed at the base of the mast. 
The sensor for sea-surface temperature is placed in the hul at 1 m below sea surface. 
Total length of the buoy is 3.4m. 
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Figure A.2: Schematic of a CMI ice drifter (modified from Nergaard and Zachariassen 
[1984]). Total length of the buoy without thermistor string is 1.4m. Shown are the 
thermistors on a 100 m or 200m thermistor string (6), the sea-surface temperature 
sensor (14), the air temperature sensor (23), the inlet for the air pressure sensor (24) 
and the antenna (25). 
Figure A.3: Schematic of a CMI ice drifter (modified from Christian Michelsen Institute 
[1994]). Total height of the buoy is 0.9 m. The sensors for air temperature and air 
pressure are placed behind the air inlets at the top of the buoy. The antenna sits just 
below these. 
350 rrrrt 
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13cMcsst weiviht 
APPENDIX A. DRIFTING BUOYS 	 217 
Figure A.4: Schematic of a AAD/Telonics sea-ice buoy (pers. comm. Fleming [1997]). 
The total height of the buoy is 2.4 m. The mast supported the Argos antenna and a 
GPS receiver. Two buoys of this type also carried automatic weather station sensors 
for air temperature, relative humidity, wind speed and direction on the mast. 
Figure A.5: Schematic of a TURO drifter (modified from TURO Technology Pty. Ltd. 
[1994]). The air temperature port is placed close to the air pressure sensor (indicated in 
the figure). The probe for sea-surface temperature is in the lower part of the spherical 
hul. 
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Figure A.6: Custom-designed AAD/Telonics buoys before deployment during the 1995 
drift and deformation experiment. (Photo: V.I. Lytle [1995]) 
Figure A.7: Deployment of a custom-designed AAD/Telonics buoy in winter 1995. The 
buoy is equipped with a GPS-positioning system, an Argos transmitter, and carries 
an automatic weather station for the measurement of wind speed and direction, air 
temperature and relative humidity. (Photo: A.V. Rada [1995]) 
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A.2 Instrumentation 
The sensor specifications for the diferent buoys are shown in Table A.1 as provided by 
the manufacturers. 
Table A.1: Sensors for temperature, pressure, wind speed and direction, and relative 
humidity as used by various buoy manufacturers. 
Buoy type 	 1 	 Sensor type 	 Range 	 Accuracy I Resolution I 
Air, sea-surface and ice temperature sensors 
CMI ICEX FenwaIl thernistor 
(UUA 32J3, unicurve) 
-400 to 15° C ± 0.3° C 0.215° C 
CMI ICEX Fenwal 2K ISO curve 
thermistor (GB32JM19) 
-2° to 10° C ± 0.15° C 0.047° C 
CMI Fenwal thermistor 
(UUA 32J4, unicurve) 
-600 to 30° C ± 0.009° C 0.08° C 
MetOcean YSI thermistor 
(44006) 
-20° to 43.75° C N/A 0.25° C 
MetOcean YSI thermistor 
(44006) 
-5° to 35.8° C N/A 0.16° C 
TURO Pt100 thermometer -30° to 45° C ± 0.05° C 0.04° C 
AAD/Telonics Aanderaa resistance 
thermistor (3455) 
-43° to 48° C ± 0.1 % 
of range 
± 0.1 % 
of range 
Pressure sensor 
CMI ICEX Aanderaa 900 to 1050 hPa ± 0.2 hPa 0.15 hPa 
CMI Parascientific digiquartz 
(216B-102) 
920 - 1060 hPa ± 0.3 hPa 0.15 hPa 
MetOcean Vaisala 
(PTB201A/PTB220A) 
920- 1060 hPa ± 0.25 hPa 0.1 hPa 
TURO Vaisala 900 to 1050 hPa ± 0.3 hPa 0.15 hPa 
(PTB100) 
Wind speed and direction sensor 
AAD/Telonics Aanderaa 
(2740) 
0.4 to 76 m s-1 max(± 2 %; 
0.2 m s-1) 
0.07 m s-1 
AAD/Telonics Aanderaa 
(3159) 
0 to 360° ± 5 % 0.35° 
Humidity sensor 
AAD/Telonics Aanderaa, 
(3345) 
0 to 100% ± 3% 
of range 
0.1% 
of range 
Temperature probes are usualy encased in a stainless-steel tube or other protective 
housing. A radiation shield protects the temperature sensors from direct solar radiation. 
Air temperature sensors are located between 1 and 3 m above sea level. Sea-surface 
sensors are thermaly coupled to the ocean, usualy through a spring lever. They do 
not measure the temperature of the electronics of the buoy. Some of the underwater 
thermistors deployed in a 100 or 200 m chain failed early, others performed satisfactorily. 
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A.3 Satellite positioning of buoys 
The position of freely drifting sea-ice buoys is generaly determined by automatic meth-
ods. The Argos system is designed to carry out positioning of subscribed platforms. It 
is based on the Doppler frequency shift [Service Argos, 1996] of a signal as experienced 
by an observer in relative motion to the signal source. Here the observer is one of two 
polar-orbiting satelites. The individual buoys function as signal source emitting their 
identification signal folowed by the data signals and the frequency signal, which is used 
in the Doppler calculation. By combining information of the frequency shift and of the 
known position of the satelite relative to a reference geoid the horizontal position of a 
buoy can be reconstructed from cross sections of the location cones. 
A.3.1 Spatial accuracy 
Several factors influence the accuracy of remotely-derived buoy position. Firstly, the 
reference position itself, which is the position of the signal receiving satelite, is uncer-
tain as the reference geoid of the satelite is not fuly known. This uncertainty results 
in an error in the derived buoy position, which is stable over time. A further source 
of errors is associated with the instability of the quartz oscilators, which are an inte-
gral part of the generation of frequency signals transmitted by each buoy. Low quality 
oscilators can show a drift in frequency. This introduces a time dependent error in 
the measurement of the buoy positions. The combination of these error types is caled 
instrument error. 
The spatial accuracy depends on the instrument error as wel as on the measurement 
error. Here the spatial accuracy of buoy positions as reported via the Service Argos 
system is investigated. As noted in Chapter 4 this study was carried out during the 
time that when the platforms and their communication to satelites were tested. Those 
tests were carried out while the buoys were located at the ANARE headquarters in 
Kingston, Tasmania. 
Table A.2: Position analysis for the 1996 test batch. 
Platform Number 
of 
reports 
Mean 
longitude 
(°E ) 
A Ion 
(° ) 
A x 
(m) 
Mean 
latitude 
("S ) 
A lat 
(° ) 
A y 
(m) 
AAD34 29 147.2931 0.0032 261 -42.9874 0.0021 234 
AAD35 30 147.2930 0.0015 122 -42.9870 0.0018 200 
AAD36 16 147.2931 0.0024 196 -42.9865 0.0009 100 
AAD37 23 147.2919 0.0019 155 -42.9889 0.0022 245 
AAD38 10 147.2925 0.0034 277 -42.9868 0.0013 144 
AAD39 11 147.2930 0.0020 163 -42.9870 0.0011 122 
Mean 20 147.2930 0.0024 196 -42.9872 0.0016 178 
As part of this telecommunication test the platforms were arranged in an array next 
to each other in the store area. The GPS position of this site is 147 17' 30"°E , 42 59' 
HY'S . Figure A.8 shows that the mean position reported for the buoy batch tested in 
1996 was slightly ofset from the true location. However the error elipse derived for the 
reporting platforms does include the correct location. Similar results were found for 
other tests. The derived horizontal error is 265 m. Comparison with other years yields 
an upper horizontal error estimate of 300 m. This is wel within the value of 500 m 
claimed by Service Argos [1996]. Table A.2 indicates that the errors are bidirectional, 
e.g. the average error in the x-coordinate on average exceeds the error occuring in the 
147.290 147.296 147292 	 147.294 
Longitude (°E) 
147298 
—42.9850 
—42.9855 
—42.9860 
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y-direction by 10 %. This type of directional dependence was also found by Hoeber and 
Gube-Lehnhardt [1987]. They found from a test with 8 buoys that the error along the 
x-axis was 1.3 times the error estimate along the y-axis. 
Figure A.8: Error elipse for platforms during 1996 telecommunication test. The cir-
cle indicates the GPS position of the test site, the cross indicates the reported mean 
position. 
Accuracy for derived values, such as sea-ice velocity, is a linear function of the ac-
curacies of their parent parameters (Appendix B.1) and depends on the sampling rate. 
Table A.3 gives examples of the error estimates for derived parameters of the sea-ice 
motion used within this study. 
Table A.3: Error estimates for derived parameters for 2 hourly and daily data. 
Parameter Accuracy for 2 h data Accuracy for 24 h data 
Velocity ±0.04 m s-1 ±0.005 m s-1 
DKPs ±0.3 - 10-6 s  - 10-6 s-1 
A.3.2 Time gridding 
One of the disadvantages of buoy positions obtained via the Argos system as compared 
the positioning via GPS is the unevenly spaced temporal grid on which the data are 
acquired. This is due to the asymmetric flightpaths of the polar-orbiting satelites and 
also due to the relative movement between buoy and satelite. Position and velocity 
analyses require a reference level, which relates to a constant sampling interval. Linear 
interpolation is a simple mean to achieve temporaly equidistant gridded data, but this 
method may introduce artifacts. Furthermore any filtering of the data wil modulate 
the true signal. For example, low-pass filters, a commonly used tool when working with 
unevenly gridded data, wil always underestimate the true signal. Here an overview is 
given on how the choice of temporal grid influences the outcome of the overal data 
manipulation. 
The temporal resolution of the data set is limited by the transmission rate between 
platform and satelites. The transmission rate itself is a function of a variety of factors. 
25 5 10 	 15 
Time band (hours UT) 
20 May 1997 
APPENDIX A. DRIFTING BUOYS 	 222 
These include, for example, satelite constelation, free signal path between the antenna 
mounted on a platform and satelite receiver, and battery status of the platform. 
Table A.4: Daily overflight rates as function of latitude for two NOAA satelites. Service 
Argos ofers an optional processing with three satelites. Overflight numbers are derived 
from Service Argos [1996]. 
Latitude 
(°N ) 
Mean number 
of overflights 
Maximum number 
of overflights 
Minimum number 
of overflights 
±50 14 15 13 
±55 16 18 16 
±60 19 21 18 
±65 22 23 21 
±70 25 26 24 
The Argos system locates platforms and colects data with NOAA satelites. These 
craft are in circular, near-polar orbits at 850 km height, which alows near global cover-
age [Service Argos, 1996]. The field of view is given by a cone with a radius of 2500 km. 
Due to increasing overlap in the satelite swathes with increasing latitude, the trans-
mission rate increases with latitude. Typical daily transmision rates are given in Table 
A.4. 
However the timelag in the flightpaths of the two satelites is not half the orbital 
period, but it is slightly ofset. This results in asynchronous gaps between succes-
sive transmissions. In the folowing the efect of this asynchronous pattern on the 
colected data wil be analyzed. Here it is important to note that data afected by 
this asynchronicity are only platform positions, as sensors carried on the platforms are 
programmed to sample at certain time intervals, e.g. on the hour. Alowing for data 
storage onboard the platforms, and having programmed the transmission link to the 
satelites to account for these additional data, it is possible to secure a complete set of 
auxiliary data even if the the positional data contain gaps in the time series. 
Figure A.9: Monthly transmission profile as function of the time of day for buoy AAD45 
during May 1997. In this month the buoy was around 165°E, 67°S of East Antarctica. 
The regularity of links between satelite and platform is assessed via the daily trans-
mission profile and the total monthly transmission distribution. In Figure A.9 the 
monthly distribution of transmissions as function of time-of-day is shown for buoy 
AAD45. Most obvious in this profile is the low rate of transmissions around 22:00 UT 
(09:30 local solar time). This transmission gap results from the asynchronous satel-
lite orbits discussed above. As the satelite orbits passing on the night side of the 
south pole this gap is usualy centered around local solar noon. The width of this gap 
determines the highest temporal resolution on which the data stream can be gridded 
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without adding significant errors due to interpolation. Argos data processed as part of 
this study are limited to a temporal resolution of 2 hours at best. However, as discussed 
in Chapter 4 the low temporal resolution obtained from the buoys deployed during the 
early years of the program restricts the overal analysis of the complete data set to 
daily gridding. 
AA D4 5 	 im  ay 1 9 9 7 
5 	 10 	 15 	 20 	 25 	 30 
Day in month 
Figure A.10: Monthly transmission profile for buoy AAD45 during May 1997. 
The time series of daily transmission rate can reveal any sudden changes in the 
platform environment, which may inhibit the platform communicating with a satelite. 
Figure A.10 shows the time series for buoy AAD45 for May 1997 shortly after its de-
ployment. A high transmission rate was achieved, in accordance with the rate expected 
in such high latitudes. The time series is smooth and does not show any considerable 
drops in daily transmission rate. However, a heavy snow cover or extensive ridging in 
the surrounding of the buoy can efectively reduce the rate of successful links to the 
satelites at some times. Increasing age and associated reduced battery voltage result 
in a slow decrease of the daily transmission rate, until battery exhaustion. 
A.4 Grid specification 
In the previous section it was discussed that the choice of the temporal resolution, on 
which calculations are carried out, acts like a low-pass filter on the data. The chosen 
time step of the data presentation limits the highest frequency that can be resolved 
(Nyquist frequency; Appendix B.3). The spline function is applied to interpolate clean 
data onto an even temporal grid. This is done for a variety of temporal resolutions. 
In this section the efects of the temporal resolution of the data on the derived sea-ice 
velocities are explored. 
To ilustrate the impact of the choice of the temporal grid on the investigation of 
the sea-ice motion, the drift of buoy AAD18, for which several sea-ice seasons worth of 
high-quality drift data are available, is analyzed. Figure A.11 displays the ful path of 
the buoy. Velocity time series on 1-, 2-, 6-, 12-hourly and daily grids are derived for 
this buoy from the original data. 
Figure A.12 shows the velocity as function of time, calculated using diferent temporal 
resolutions (e.g. daily, half daily, two hourly, or hourly). Diferences between drift 
rates derived at those temporal resolutions highlight the amount of apparent motion 
at subdaily time scales. This demonstrates the apparent loss of kinetic energy of the 
sea ice associated with the choice of the temporal grid for a velocity time series. As 
expected, the mean velocity on a fine-resolution temporal grid is higher than on a 
low-resolution temporal grid. However, since this study is mostly concerned with the 
long-term sea-ice motion, such a low resolution grid is an acceptable compromise. 
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Figure A.11: Trajectory of AAD18 from the April 1995 to August 1997. The deploy-
ment position is marked by a grey diamond. The track is colour coded for the four 
seasons (blue for MAM, green for JJA, black for SON, red for DJF; dashed lines for 
the first 12 months, solid lines for the second 12 months and dotted lines thereafter). 
The choice of the temporal resolution for a given data set depends on the accuracy 
with which buoy positions are measured. From the discussion above, the Argos instru-
ment error of ±265 m does not alow temporal resolution as fine as 1-hourly, as this 
would yield a smal signal to noise ratio. Depending on the data quality of the individ-
ual buoys 2-hourly or 6-hourly resolution are be the best possible. GPS-located buoys 
on the other hand have an accuracy of better than ±100 m. Hence data on hourly, 
and certainly on 2-hourly, resolution yield good signal to noise ratios. For the work 
presented in this thesis the buoy location accuracy was evaluated individualy. Only 
buoys with high accuracy positions were used in the subdaily analyses, e.g. frequency 
analyses (Chapter 4.1 - 4.3) or meander coeficients (Chapter 5.1). 
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Figure A.12: Time series of the monthly mean drift rate for AAD18 for 1-hourly data 
(dash-dotted line in cyan), 2-hourly (dotted line in red), 6-hourly (dashed line in green), 
12-hourly (solid line in magneta) and daily data (dash-dotted line in blue). Time 
intervals during which the buoy drifted within open water are marked by solid horizontal 
brackets at the top of the plot. 
Figure A.12 can also be used to investigate diferences in drift rates for translation 
within the sea ice and open-water conditions. The time series starts with the deploy-
ment of the buoy of the coast of Wilkes Land over the continental shelf and continues 
for nearly 2.5 years until the buoy ceased transmission. Most obvious is the velocity 
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diference between drift in open water and within sea ice: the drift rate in open water 
can exceed the drift in sea ice by a factor of two. (3ice = 0.23 m s-1, while 'Dow = 
0.43 m s-1 over the 2.5 years of measurements on the lh-resolution grid.) 
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Figure A.13: Time series of diferences for the monthly mean  drift rate of AAD18 
calculated on 2-hourly (dotted line in red), 6-hourly (dashed line in green, 12-hourly 
(solid line in magneta) and daily (dash-dotted line in blue) grids from that calculated 
on a 1-hourly grid. Time intervals during which the buoy drifted within open water 
are marked by solid horizontal brackets at the top of the plot. 
The time series of the diference of monthly mean drift rate for the four cases (2- 
hourly, 6-hourly, 12-hourly and daily velocity compared to the 1-hourly mean drift rate, 
Figure A.13) indicate clearly how the choice of the temporal grid resolution determines 
the overal characteristics of the observed drift. The figure shows that diferences for 
coarse time-resolution the time series are strongly enhanced during times of drift in open 
water. When drifting within the sea ice and in reasonable distance from the Antarctic 
Divergence the diferences between time grid resolutions reduce. This suggests that the 
diferences in drift rate are proportional to the drift rate. It is concluded that this is 
due to the higher degree of freedom in short-term movement in open water. During 
intervals of ice coverage a number of factors (e.g. internal ice stress) restrict the ice 
movement on al scales. This efectively dampens the diferences in velocity between 
diferent resolution temporal grids. However, when close to the Antarctic Divergence, 
e.g. DoY 121 to DoY 182 the diference in drift rates for various temporal resolutions 
is large although the buoy is within the sea ice (Chapter 5.1). 
A benchmark to distinguish between buoy drift in open water  (or areas of low ice 
concentration) from drift within the ice pack can be derived. With G1 and G2 for the 
two selected grid resolutions, we define vi, as the grid separation index for drift within 
the ice pack: 
Vice = 	 (E 	 (G 1) — E ilice; (G2) 	 (A.1) 
i=1 	 j=1 
An equivalent definition applies to vow, the grid separation index for drift within open 
water. From data of 14 buoys, drifting in the East Antarctic sea-ice zone, the ice-open 
water separation index Dv2h ,24h was calculated: 
Vow DV2h,24h = Vice 
(A.2) 
For the ANARE data set a mean Dv2h,24h of 1.5 was determined for the East Antarctic 
pack when analyzing a 2-hourly grid resolution against a daily grid resolution. The 
calculation of an ice-open water separation index is believed to indicate the strength of 
the impact of the sea ice on the motion of a drifting platform. 
Table A.6: Buoy position for first successful transmission for a given month. 
IPAB PTT I Jan Feb Mar Apr I May Jun Jul Aug Sep I Oct Nov Dec 
1985 
AADO1 1166 - -68.0 -67.34 -65.8 -65.0 -64.5 -66.8 -66.5 -66.8 -67.2 - - - 73.0 72.5 66.2 58.6 52.5 33.9 36.3 30.8 27.9 - - 
AADO2 1167 - - -65.4 -64.3 -62.5 -61.1 -59.1 -58.9 -58.6 -58.0 - - - - 69.6 69.7 67.9 69.0 68.9 72.1 72.5 74.8 - - 
AADO3 1168 - - -65.3 -65.1 -64.4 -64.4 -63.2 -60.8 -59.1 - - - - - 74.2 73.1 73.0 68.1 68.2 74.6 78.3 - - - 
1987 
AADO4 
AADO5 
1162 
1161 
- 
- 
- 
- 
- 67.8 
-68.1 
77.9 
-66.5 
69.2 
-64.8 
-64.6 
55.1 
-62.5 
-64.9 
42.8 
-59.4 
-66.6 
30.5 
-57.2 
-66.3 
25.0 
-56.6 
-66.0 
25.7 
-57.9 
-65.2 
23.2 
-59.2 
-64.7 
26.3 
-61.3 
- 
- 
-63.4 - - 73.6 71.5 71.3 73.4 82.5 93.6 114.7 135.5 150.6 170.0 
AADO6 1163 - - -67.5 -64.1 -63.4 -59.9 -59.1 -57.1 -57.2 -56.1 -60.0 -63.9 - - 74.8 61.6 60.3 55.3 56.0 70.4 91.0 102.5 121.9 126.9 
AADO7 1165 - - -67.0 -64.5 -66.1 -67.3 - - - - - - - - 68.0 53.6 42.6 29.3 - - - - - - 
AAD08 1164 - - -65.8 - - - _ _ _ _ _ _ 
AADO9 1166 - - -67.8 -65.4 -63.9 -59.2 -57.3 -57.1 -58.4 -59.1 -60.8 -64.0 - - 74.2 73.2 69.0 74.4 82.4 93.8 116.1 136.6 152.0 171.9 
O c
• 
a, 
0 . 	 Cr( -1	 tr. go go . a.,.CM CD Li cr"
▪ 
 t4. 
gj 41. 5 
-  
' 
5. 15i 	 0 OF 	0 ..... 1.- 
▪ ..6:CD cn 
8  m !I' ; C13.4. ct, Cl) 	 cr , 
cn 5' ■-1 	 .'": 1.-, •ca. cl ct) c) ct) c) c< 
•
g-m (a. R 	„. .-. ,	. H CD 0 
cr Cl) 	k.) ,..
• 
	, F-t- R" fi-', CD 	 CD 
i: 1 . 
•i.:_n, _ e, CD. 	. 	 „. 
Cl) 
cD'I P 
cn CD , E. oei- 
„D a tl a
▪ 
. 
CC.,- .`2. 'tzr-
• 
1:.2 ,-. Cl) 0 0 
0 _cp. CA '
	
:`,) 75D N C CD 0 .-., ei- m0 cr = gr: loci 0 ,-. 
IN.D 
as  
ule
p  
So
ng  
2 u
9-JI
IP
 3-1
/VN
V 
311
1 
sAo
na  
DN
I,L
al
li
a '
V  X
IC
IN
ffd
dV
  
SA
0
1
1E
f D
N
I,
L1
11
11
1
 'V
  X
IC
IN
ff
cR
IV
  
Table A.6: cont. 
Buoy position for first successful transmission for a given month. 
I IPAB PTT Jan Feb Mar Apr I May Jun Jul Aug I Sep Oct Nov I Dec 
1992 
AAD10 
AAD11 
4470 
4472 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-68.6 
74.3 
-68.3 
74.4 
-68.9 
73.2 
-69.0 
75.0 
1993 
AAD10 
AAD11 
AAD12 
AAD13 
AAD14 
4470 
4472 
4474 
4473 
4471 
-68.4 
72.6 
- 
- 
- _ 
- 
- 
72.0 
- 
- 
- _ 
- 
- 
-67.2  
- 
69.2 
- 
- 
- _ 
- 
- 
- 
- 
- 
- 
- _ 
- 
- 
- 
- 
- 
-65.6 
148.8 
-65.9 
145.6 
-65.4 
144.1 
- 
- 
- 
-65.6 
147.5 
-64.5 
132.8 
-63.8 
137.0 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
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Table A.6: cont. 
Buoy position for first successful transmission for a given month. 
IPAB PTT Jan Feb Mar Apr 1 May Jun Jul Aug Sep 1 Oct Nov 1 Dec 
1995 
AAD15 
AAD16 
AAD17 
AAD18 
AAD19 
AAD20 
AAD21 
AAD22 
A-41323 
AAD24 
4475 
6983 
6984 
4471 
4473 
4474 
24663 
24773 
24774 
24775 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-
- 
- 
- 
- 
- 
- 
- 
66.1 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-66.7 
72.9 
-
66.1 
148.9 
62.0 
64.6 
- 
- 
- 
- 
- 
- 
- _ 
- 
- 
- 
-65.6 
68.4 
-65.5 
143.4 
-65.9 
62.0 
110.9 
-64.6 
120.0 
-65.2 
127.8 
- 
- 
- 
- 
- 
-64.7 
60.6 
-64.7 
131.9 
-66.9 
44.6 
-63.8 
110.6 
-63.8 
118.3 
-64.8 
125.4 
I 
- 
: 
- 
- 
- 
- 
-63.7 
128.8 
- 
- 
-62.6 
110.4 
-63.2 
119.8 
-64.1 
120.6 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-63.8 
137.1 
- 
- 
-62.9 
110.9 
-64.2 
123.3 
-63.9 
121.5 
-64.7 
140.3 
- 
- 
- 
- 
- 
- 
-56.7 
147.0 
- 
- 
-63.4 
99.9 
- 
- 
-64.4 
114.1 
-64.6 
140.3 
-64.8 
-65.0 
141.5 
-65.1 
- 
- 
-61.9 
154.9 
- 
- 
-63.0 
93.8 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-62.0 
96.3 
-62.5 
105.1 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-61.2 
106.4 
-60.7 
115.8 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-61.4 
108.4 
-62.5 
120.3 
_ 
- 
_ 
- 
- 
_ 
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Table A.6: cont. 
Buoy position for first successful transmission for a given month. 
IPAB I PTT Jan I Feb Mar Apr May Jun Jul Aug 1 Sep Oct Nov Dec 
1995 (cont.) 
AAD25 
AAD26 
AAD27 
AAD28 
AAD29 
AAD30 
AAD31 
AAD32 
AAD33 
24776 
24771 
24772 
24770 
24777 
24777 
24774 
24665 
24664 
_ 
_ 
_ 
_ 
_ 
- 
- 
- 
- 
- 
- 
_ 
_ 
_ 
_ 
_ 
i 
- 
- 
- 
- 
- 
_ 
_ 
_ 
_ 
_ 
_ 
- 
- 
- 
- 
- 
_ 
_ 
_ 
_ 
- 
_ 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
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Table A.6: cont. 
Buoy position for first successful transmission for a given month. 
I IPAB I PTT Jan Feb Mar Apr I May I Jun I Jul Aug I Sep Oct I Nov Dec I 
1996 
CRCO5 
AAD18 
AAD19 
AAD32 
AAD33 
AAD34 
AAD35 
AAD36 
AAD37 
AAD38 
AAD39 
6550 
4471 
4473 
24665 
24664 
24669 
24673 
24672 
24674 
24670 
24671 
-61.8 
79.4 
-60.4 
128.4 
135.7 
137.6 
-63.7 
142.7 
i 
i 
i 
i 
i 
i 
-62.3 
81.2 
-63.1 
130.0 
- 
- 
-63.8 
147.8 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-62.1 
80.8 
-63.8 
123.2 
- 
- 
-63.5 
145.7 
150.0 
149.9 
- 
- 
- 
- 
- 
- 
-62.1 
81.7 
-65.2 
112.3 
- 
- 
-64.0 
147.4 
-66.0 
148.1 
146.2 
79.3 
89.7 
-63.7 
99.9 
114.4 
- 
-  
-62.1 
80.9 
-63.9 
99.9 
- 
- 
-63.2 
154.2 
-64.3 
149.3 
- 
- 
75.9 
87.5 
-63.0 
97.8 
113.8 
- 
- 
-64.2 
92.4 
- 
- 
-62.3 
160.1 
- 
- 
- 
- 
74.2 
85.6 
-- 
 
- 
- 
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89.0 
- 
-61.5 
170.0 
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- 
- 
-63.4 
85.4 
- 
-61.0 
179.3 
- 
- 
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- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
-61.7 
84.5 
- 
-59.6 
186.4 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
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- 
- 
-59.1 
90.4 
- 
-59.4 
196.7 
- 
- 
- 
- 
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- 
- 
-57.0 
101.2 
- 
-57.9 
207.7 
- 
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- 
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- 
- 
-59.3 
109.8 
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215.8 
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Table A.6: cont. 
Buoy position for first successful transmission for a given month. 
I IPAB I PTT I Jan I Feb Mar Apr May I Jun Jul Aug I Sep I Oct Nov Dec 1 
1997 
AAD18 
AAD33 
4471 
24664 
-60.5 
112.9 
-55.0 
228.3 
-61.8 
124.5 
-57.0 
239.7 
-62.0 
125.9 
-58.2 
248.3 
-62.0 
134.3 
-58.7 
260.1 
-61.7 
139.2 
-58.5 
267.4 
-61.9 
151.6 
- 
- 
-61.2 
166.5 
- 
_ 
-62.9 
182.7 
- 
_ 
- 
- 
- 
_ 
- 
- 
- 
_ 
- 
- 
- 
_ 
- 
- 
- 
_ 
AAD40 24668 - - - -64.9 -64.7 -64.0 -63.0 -63.7 -63.5 -62.8 - - 
- - 117.3 111.3 106.5 96.6 91.7 91.8 89.2 - - 
- - 128.2 118.9 - - - - 
AAD42 18647 - - - -65.2 -65.1 -64.3 -64.2 -62.5 -62.3 -62.9 - - 
- - 140.0 125.9 124.9 114.0 110.6 112.2 119.3 - - 
AAD43 18649 - - - -64.3 -63.7 -61.3 -60.7 -62.1 - - - - 
- - 148.8 146.2 152.9 161.1 174.5 - - - - 
AAD44 24667 - - - -75.6 - - - - - - - - 
- - - - - - - 
AAD45 24666 - - - -74.0 -73.8 -71.2 -67.8 - - - - - 
- - 176.1 175.7 176.2 169.0 - - - - - 
Appendix B 
Analytical tools 
B.1 Error propagation 
An error c in an exact value of a quantity x is defined as the discrepancy between this 
exact value and an approximate value of the same quantity: 
(B.1) 
If one calculates a quantity X from a combination of several (N) other quantities 
xi (i = 1..N), then the errors of the individual quantities propagate to the derived 
quantity. Such an error propagation can be expressed as an Taylor expansion of the 
derived quantity (e.g. Kreyszig [1988]), where COV is the covariance between the 
variations of two dependent quantities (xi, Xi): 
N N ax ax (axy 2 Ex = 	 Ex, +2 (1 — 	 E E () 	 cov(xi, xi) 	 (B.2) OXi 	 aXi i=1 	 i=1 j=1 
In case of independent quantities (xi, xi) the covariance is equal to zero. 
B.2 Regression analysis 
The relationship of a variable y in one or more independent variables x3 (j =1..N) is 
recovered via regression: 
y = E aixj + 	 (B.3) 
i=o 
where ai (j = 1..N) are the regression coeficients, and € describes the nonlinearity of 
the variable y to this linear regression approach. 
The dependent variable y is fitted to the independent variable x3 (j = 1..N) via the 
least-square method. Here the regression coeficients are determined by minimizing the 
unexplained variance. 
B.2.1 Multivariate regression 
The linear regression model can be extended to a multivariate regression through ex- 
pression as a matrix. For N independent data points yi (i = 1..N) the regression as a 
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function of independent variables xi can be written as [Emery and Thomson, 1997]: 
yi = E aixi + Ei. 
j=0 
(B.4) 
The matrix form of this is: 
= A • ic 
where 
(B.5) 
Yi al X10 	 X11 X12 •• Xlk El 
Y2 a2 X20 	 X21 X22 •• X2k C2 = , 	A= = = (B.6) 
•• • •• • •• • •• • •• • 
YN ak XNO 	 XN1 XN2 •• XNk EN 
Multivariate regression is designed to solve for the unknown parameter A by express-
ing the least-square equations as: 
(jc" '5) • A = 	 • k 	 (B.7) 
where X' is the transpos of X. Equation B.7 can then be solved for the A. 
A= p-cfc)-1)?' • 	 (B.8) 
In case of the multivariate regression for the velocity and deformation components 
of the array centeroid (section 6.2.1), X and A take the folowing form: 
x= 
1 	 Xi — X 	 — Y 
1 	 X2 — X 	 y2 — y 
1 	XN — X yN — 
(AA)= (   
vx avz Dx 
ay 
Vy 
_y_DV 
DX dvy 
(B.9) 
ay 
Here (x,y) describe the position of the centeroid, and the dimension of k depends on 
the number N of available buoys [Hibler et al., 1974]. 
B.3 Spectral methods 
We can view observations of the sea-ice drift as a signal composed of the mean transla-
tion and an overlying variability. This variability is imposed by e.g. meteorological and 
oceanic forces. The ANARE data are colected as a time series of physical quantities. 
Initialy the data may be viewed as a function (s = s(t) over time. If the data contain 
harmonic signals then additional information can be obtained by transforming the data 
from the space-time-domain into the wavenumber-frequency-domain (S = S(f). The 
tool for moving between the two domains is the Fourier transformation. For evenly 
spaced time series we find (e.g. Jenkins and Watts, 1969]): 
00 
S(f) = f  s(t)eriftdt 
-00 
(B.10) 
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and 
00 
s(t) = 	 S(f)e'ftdf. 	 (B.11) 
-00 
The Fourier coeficients (A and B) can be extracted from the above as: 
A(f) = foc* s(t)cos(27 ft)dt 	 (B.12) 
and 
B(f) = 	 s(t)sin(271-ft)dt 	 (B.13) 
The Fourier analysis separates a time series into its harmonic components, which 
together form the data signal. Individual components can be investigated separately 
and related to diferent mechanisms. 
The power spectrum is the Fourier transform of the covariance function [Jenkins and 
Watts, 1969]. The variability associated with the mean of the function is located in the 
zero frequency bin. The power-spectrum curve shows how the variance of stochastic 
processes is distributed with frequency. The spectral density function is obtained from 
normalizing the spectra by dividing through the variance. 
The total power contained in a signal is invariant to transformations between time 
and frequency domain (Parseval's Theorem). To obtain the power associated with a 
certain frequency interval, it is most convenient to derive the power spectral density 
(PSD): 
Ph(f) 	 I s(f)I2 + I s(-f )12 	 (B.14) 
which is defined for 0 < f < co. The PSD gives information on how much power is 
associated with processes in a certain frequency bin. Its unit is magnitude squared of 
the transformed quantity over the unit of frequency, and represents the distribution of 
the variance of s(t) over the range of frequencies. 
However when dealing with data initialy sampled at uneven times, it must be re-
membered that interpolation of the data to an even grid and subsequent processing 
with a Fourier transformation is associated with a loss in spectral power intensity and, 
most likely, a shift in the frequencies at which process signals peak. To overcome this 
problem the "date-compensated Fourier transformation" (DCFT) [Ferraz-Melo, 1981] 
is applied to the unevenly spaced data. Ferraz-Melo [1981] shows that application of 
the Fourier transformation to data sampled on an uneven grid can result in an error of 
as much as 5 % of the derived frequency. 
The Fourier transformation is a strictly mathematical tool associated with continuous 
data. A problem associated with the sampling process itself is that measurements of 
any quantity are available at discrete times only. The lowest frequency, for which 
information is held in the time series, is dependent on the overal sampling length AT. 
The value of the lowest frequency to be resolved gives at the same time the resolution 
on which the spectrum is generated: 
Af E 1/AT. 	 (B.15) 
The rate (At) with which measurements are taken determines the highest frequencies 
which can be resolved in any further analysis of the data. The name of this frequency 
is Nyquist frequency (Ny) and it is defined as: 
1 
2At Nym - . (B.16) 
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For unevenly spaced time series this definition is not applicable, and it is necessary to 
introduce a "generalized Nyquist frequency" [Scargle, 1982], which is a function of the 
average value of At. A further impact of the choice of the sampling rate At is that 
spectral energy of a certain signal is not only present in the underlying frequency bin, 
but also is distributed into other frequency bins. This process is caled spectral leakage. 
The primary source of leakage is given by a finite length of the data stream; sidelobes 
are a form of leakage associated with this. While total energy is conserved, leakage 
results in loss of spectral signal over the associated frequency bin, as it is distributed 
to higher or lower frequencies. 
The circumstance when power from a certain frequency bin appears only in lower 
frequencies is a special form of leakage, which is named aliasing. The reason for this 
type of leakage is due to the fact that the function sampled at intervals At contains 
frequencies higher than the Nyquist frequency. Al the power spectral density which lies 
outside the frequency range —Ny < 1/2At < Ny is falsely moved into this frequency 
range [Press et al., 1990] due to the discrete sampling process. 
Signal leakage is reduced by windowing the data. This represents a process of smooth-
ing within the spectral domain. When windowing data the aim is to remove the sudden 
stepfunction due to the truncation points at either end of the measurement cycle. This 
can be done by multiplication with a window function which decreases steadily steadily 
towards zero at both sides, e.g. in its simplest version by a triangle window. 
In the time domain this procedure is simply shown as (folowing Jenkins and Watts 
[1969]): 
sw(t) = s(t) • w(t) 	 (B.17) 
with w(t) the window function. This translates to a convolution in the frequency 
domain: Do 
Sw(t) = I S(f)  . W(f' — f)d.f. 	 (B.18) 
-00 
W(f') is here the Fourier transform of the window w(t). 
There is a great choice of diferent windows, which fulfil the required criteria. These 
criteria are: 
•centered around the origin of the time axis 
•size of minor peaks diminishes as the frequency increases 
•window width has to be wide enough in the time domain to resolve diferent 
signals of interest 
•avoid sharp edges in the data window as they generate false peaks in the frequency 
domain 
Data windows most commonly discussed are "Parzen window", "Bartlett window", 
"Hanning window", "Welch window", "Hamming window" and "Kaiser window". Al 
these windows are similar, although they difer in the way they minimize the combined 
problem of achieving as narrow as possible central peak, which is centered at the true 
signal, while having the signal leakage to other frequencies faling of as quickly as pos-
sible. Mathematical expressions for diferent window types can be found in e.g. Jenkins 
and Watt [1969], Brigham [1988] or on the WWW (e.g. http://www.mhri.edu.au/).  
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Figure B.1: Design of various data windows: "Hanning window" (dashed line), "Ham-
ming window" (dotted line), "Kaiser window" (solid line, colour code indicates weight-
ing factor). The blue line stands for a weighting factor of 5.5. This was chosen for data 
processing in this study since this Kaiser window decreases to zero on approach to either 
end of the window, yet data within the ful window width goes into the calculation. 
By reducing leakage through data windowing, one is trading-of the signal against 
the resolution of the frequency spectrum, which is efectively smoothed. This means 
the variance is reduced, although the signal distribution over frequency is no longer 
statisticaly independent [Scargle, 1982]. 
Another disadvantage of data windowing is the loss of energy for any given frequency 
distribution [Briscoe, 1972] due to reduced variance in the spectrum. In order to account 
for this and to work with the correct signal-to-noise ratio, it is necessary to adjust for 
the loss in the energy density spectrum. Briscoe [1972] suggested a diagnostic approach 
for diferent types of windows. This can be realised by comparing the variance of a 
time series before windowing with the variance of the same time series after applying 
a certain window. Each such comparison yields an empirical correction factor. The 
distribution of this correction factor calculated for a variety of time series assists in the 
assessment of a generalized correction factor for the given window. The spectra shown 
in this thesis are corrected for this energy loss. 
The window width is another parameter to be adjusted in the Fourier analysis. In 
the list of desirable features, we require that the width of the spectral window is narrow, 
hence no information is lost due to smoothing efects introduced by the convolution, so 
that a maximum resolution in the frequency domain is maintained. However, reducing 
the size of spectral windows enhances the signal variance. The window width is defined 
as: 
bandwidth = 	 (B.19) roc, W(f')df  
It is up to the judgement of the operator to choose the optimum window width, which 
minimizes the bandwidth at the same time as the spectral variance is kept smal com-
pared to the true signal. 
1 
S(f) = f s(t) • e-3271/c/t -00 
00 
(B.20) 
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Interpreting the Fourier transform The Fourier transform identifies or distin-
guishes the diferent frequency sinusoids / cosinusoids (and their respective amplitudes) 
that combine to form an arbitrary waveform. Mathematicaly, this relationship is stated 
as: 
where s(t) is the waveform to be decomposed into a sum of sinusoids / cosinusoids, 
S(f) is the Fourier transform of s(t), and j = 
B.3.1 Phase of recovered signals 
From the Fourier transformation the amplitudes (Gi) and phases (q5i) of the i = [1..N] 
harmonics can be obtained from the Fourier coeficients (iti and Bi): 
Gi= 	 +13,?, 	 tan(0j)=_-! 	 (B.21) 
Note that the amplitude is independent of the choice of origin, but that the phase 
changes with changing origin of the analysis. 
