The differential cross section for charge-exchange scattering of negative pions by hydrogen has been observed at 230, 260, 290, 317, and 371 Mev. 
We note that evidence ford-wave scattering has recently been established + 1 ._ 2. within this energy range for 1T -proton and 1T -proton elastic scattering.
The results of our work are: a significant reduction in the experimental errors in the angular distribution coefficients previously reported within this energy range, 3 ' 4 and that we have found no evidence for a d-wave contribution to charge-exchange scattering within this energy range. Statistical goodnessof-fit criteria indicate that s-and p-wave scattering adequately fit the measurements.
* Research was performed under the auspices of the U.S. Atomic Energy Commission.
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The charge-exchange reaction cannot be observed directly, since the 0 d ' IT; meson ecays -16 than 10 sec.
isotropically in its own rest frame in a time somewhat less 0 One must deduce the 'IT angular distribution from a gammaray distribution observed in the laboratory. system. The laboratory-system photon distribution is aberrated in direction and Doppler-shifted in frequency by the motion of the rr 0 meson.
The effort to detect d-wave scattering included the extension of the range of angular-distribution measurements and an improvement in the countertelescope calibration.
First, we were able to measure the photon flux at 0 deg (lab), where d-waves would have a significant effect on the distribution 1 s shape. We knew of no charge-exchange data forward of 15 deg (lab).
Secondly, the absolute efficiency of the photon counter as a function of incident photon energy was measured and was included in the analysis, which , 5 was essentially the analysis method reported by Anderson and Glicksman generalized to include d waves. The accuracy of our absolute counter efficiency measurements was ± 5. 5 %. II . EXPERIMENTAL ARRANGEMENT A. Magnet System and Pion Beams .
Our experi'mental arrangement is shown in Fig. 1 . Negative pions created on a beryllium target internal to the Berkeley 184-in. synchrocyclotron were momentum-analyzed and focused onto a liquid hydrogen target. The pion beam was c-ollimated by a 1-3/4-in. diameter brass tube through a 2~ft-thick lead wall.
Two quadrupole magnets were used in focusing the beam onto the hydrogen target and preserved beam intensity sufficiently to allow our using a smalldiameter collimator.
3 The intensity of the transmitted beam was 20 X l 0 pions per sec (time-average rate). -5- Energies and muon contaminations of our pion beams were determined from r 1 ange curves in copper. Table I summarizes the pion beam character- istics. The mean energies at the center of the liquid hydrogen target includes a 1. 5~Mev subtraction for loss of incident-pion energy in the first half of the hydrog,en targeL Tq.e electron contamination in these beams was measured for the 230-6 and 290-Mev beams by using a gas Cherenkov counter as the central unit in expresses the analytical form for the gamma-ray spectrum observed at a given angle. The gamma-ray 4ifferential cross section is related t6 the observed counting rates by defining an "apparent;' cross section for gamma-ray_ pro-
where the explicit detector efficiency e (x, z) has been placed under the integral sign. The quantity G~O depends slightly on. x and should ideally be included in the integrand of (8) . Ne The analysis treatment is exact except for this approximation . , we, define
Finally we obtain a set of linear equations We now define the least-squares problem and outline its solution. The least-squares problem is to solve sets of Eqs. ( 12) for the coefficients a 1 .
We have either nine or ten such equations in e.ach set. A special characteristic of our problem is that the quantities x 1 (z) are not members of a complete orthonormal set of functions. We applied the general least-squares theory of Deming 9 to our problem and programmed. it for IBM 6 50 computation.
This program performs a least-squares solution of ( 12) 
the number of equations in the set, and the number of parameters,
( 1? ). ; Figure 7 shows the observed gamma-ray angular distribution. Table III presents the angle-independent experimental results. 
A .. Experimental Results
where c LL is a diagonal element of the error matrix and u is the variance of a function of unit weight. We chose u = 1. 0 for all fits. This choice conserva-2 tively estimates the errors, since estimates of u by external consistency of . 2 2 the data ranged from u = 0. 7 to u = 0.9.
To obtain information concerning the adequacy of the fits to our data we performed two related statistical goodness-of-fit tests. The first is the 2 Pearson X test and the second is the so-called F test, which supplements the x2test.l0,11 A x 2 test obtains a criterion for the number of coefficients that must be included in the fitting function to adequately fit the data. The value of the least-squares sum of weighted residuals and the number of degrees of free-' . 2 dom define a probability · P--the probability that the value of x should exceed the value obtained by assuming a given fitting function. P will in general reach a plateau value as L, the number of coefficients used in the fitting function, is increased. P is generally rather insensitive to the number of coefficients once the plateau values have been reached. The number of coefficients needed for the "best" fit is the smallest L value on the plateau.
The plateau value of P may be used to decide whether the i'best" fit indicated by the plateau is indeed a good fit.
An F test gives the probability, on the basis of the available data, that 10 a given a 1 equals 0. reaCtion. Finally, we observed that at each energy the F-test probability P indicates:
(a) a less than 0. l% probability for coefficient a 3 = 0, and The counter efficiency as an explicit function of incident photon energy, k, is g~ven by
where a is the parameter to be determined and kth is the measured energy threshold of the counter, in Mev. The parameter a can be related to the measurements. The experimental 7esults are a = 0.136 ± 0.007 and kth = 13.5 ± 0.50 Mev.
We also measured the relative counter efficiency as a function of incident beam's position and angle of incidence upon the gamma-ray counter tel-escope {see Fig. 9 ).
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CORRECTIONS
This sec~ion classifies the corrections into two groups: (A) those applied "
to the observed counting rates, and (b) those applied to the experimental geometry. Correction for pion beam contamination has been discussed in Section II.
A. Counting-Rate Corrections ·
This experiment had two possible sources of accidental gamma-ray counts:
{a) random-noise accidentals due to high singles rates 1n the various coincidence channels,· arid (b) "beam bunching" accidentals due to more than one incident pion per cyclotron beam fine-structure bunch. Random-noise accidentals were
shown by calculation to be negligible. The calculations were based on measured singles rates in each coincidence channel, coincidence resolving times, and beam duty factors. The "beam bunching" type of .accidental arises from the monitor coincidence circuit's inability to resolve two incident pions within less than lxl0-8 sec, i.e., more than one incident pion per fine-structure bunch.
Since each incident pion may produce an observed gamma-ray and only one incident pion is detected, accidental counts arise. These accidental counting rates were measured by delaying the monitor coincidence by one fine-structure -8 interval, 5.4xlO sec, relative to the gamma-ray counter.
We corrected for gamma-ray counts lost owing to. 
by which 0.73o/o of the gamma rays are replaced by an electron pair. 13
Photon attenuation was computed in consideration of the photon spectrum observed at each laboratory-system,angle. We found that an average attenuation valid for all energies and an·angles is O.?Oo/o± 0.30o/o. The total gamma-UCRL-9222 ray loss due to both processes is estimated as 1.4%± 0.5%.
The radiative capture process,
makes a small contribution to the observed counting rates. Knowing the negative-to-positive pion photoproduction ratio from deuterium, 14 and the differen- where P"{ and P +are the photon and pion momenta, respectively. lT
{22}
We used this cross section to estimate the corresponding laboratory-system counting rates.
The inelastic reactions 0. 0 lT +p-n+rr +1r, lT (23) also make a contribution of a fe\V percent to the gamma-ray counting rate. We 
1:.
The factor G accounts for variation of the differential cross section for gamma-ray production over the range of angles detected at a given counter setting. Perkins et aL have reported a detailed discussion of our computation method for G. ' 17 This factor was found negligibly different from unity for all observation angles.
The corrected solid angle, l10, is given by
where A is .the PI;> converter's effective area in em~ d is the distance from Pb converter to hydrogen ta.rget center in em, and a. is the first-orde.r solidangle correction factor. Both factors a. and G ·were computed by using IBM 650 programs. The Pb converter effective area·, A, is 14.5% less than the geometrical area. This correction accounts for the decrease in detector efficiency for photons incident upon the counter face off center and off normal. ..
To Mr. James Vale, the cyclotron crew, Mr. Rudin Johnson, and the synchrotron crew, we extend thanks for their cooperation and efficient assistance during the experimental measurements . Lead converter thickness (inches) MU-19624 UCRL-9222 Fig. 5 . Gamma-ray telescope counting rate as a function of Pb converter thickness. The lead-in to lead-out ratio is 17 to 1 for 1,/4-in .
• lead converter. The target-full to target-empty ratio is 8 to 1 for a 1/4-in.lead converter. This curve was obtained at 40 deg {lab).
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Fig. 6 . Definitions of the angles involved in the derivation of the analysis method. Fig . 7 . 
