Abstract. Given a globally hyperbolic spacetime endowed with a complete lightlike Killing vector field and a complete Cauchy hypersurface, we characterize the points which can be connected by geodesics. A straightforward consequence is the geodesic connectedness of globally hyperbolic generalized plane waves with a complete Cauchy hypersurface.
Introduction
During the past years there has been a considerable amount of research related to the problem of geodesic connectedness of Lorentzian manifolds (cf. the classical books [4, 20] , the updated survey [10] and references therein). This topic has wide applications in Physics, but for mathematicians its interest is essentially due to the peculiar difficulty of this natural problem, which makes it challenging from both an analytical and a geometrical point of view. In particular, a striking difference with the Riemannian realm is that no analogous to the Hopf-Rinow Theorem holds (for a counterexample, cf. [21, Remark 1.14] or also [20, p. 150 and Example 7.16] ). Thus, up to now, sufficient conditions for geodesic connectedness have been established only for a few models of Lorentzian spacetimes.
The ideas in the paper [9] led to the following result (cf. The interest of this theorem does not only rely on the intrinsic geometric character and accuracy of its hypotheses (cf. [9, Section 6.3] ), but also on the fact that it is the top result of a series of works on geodesic connectedness for standard stationary spacetimes (cf. [2, 5, 13, 14, 22] ). If one analyzes the extrinsic hypotheses under which standard stationary spacetimes become globally hyperbolic (cf. [23, Corollary 3.4] ) and the ones under which they become geodesically connected (for instance, [2, Theorem 1.2]), one realizes that the former imply the latter. So, it was natural to wonder if global hyperbolicity implies geodesic connectedness for stationary spacetimes, as Theorem 1.1 finally confirmed. Now, observe that Theorem 1.1 admits a natural limit case, which consists of assuming the existence of a lightlike, instead of timelike, Killing vector field. A remarkable family of spacetimes which falls under this hypothesis is the class of generalized plane waves. The geodesic connectedness and global hyperbolicity of these spacetimes have been also studied. In this case, one also finds that the extrinsic hypotheses which ensure global hyperbolicity (see [11, Theorem 4 .1]) imply geodesic connectedness (see [8, Corollary 4.5] ). So, a natural question is if Theorem 1.1 still holds when the Killing vector field K is lightlike, instead of timelike; i.e., taking any globally hyperbolic spacetime endowed with a complete lightlike Killing vector field and a complete (smooth, spacelike) Cauchy hypersurface, is it geodesically connected? In general, the answer to this question is negative (cf. Section 7 (c)); however, we can characterize which points can be connected by geodesics in this class of spacetimes. More precisely, here we prove the following statement: Theorem 1.2. Let (L, ·, · L ) be a globally hyperbolic spacetime endowed with a complete lightlike Killing vector field K and a complete (smooth, spacelike) Cauchy hypersurface S. Given two points p, q ∈ L, the following statements are equivalent:
(i) p and q are geodesically connected in L;
(ii) p and q can be connected by a C 1 curve ϕ on L such that φ, K(ϕ) L has constant sign or is identically equal to 0.
Alike Theorem 1.1, this result is intrinsic, sharp and natural. Moreover, it presents nice consistency with previous results on geodesic connectedness for generalized plane waves. The proof is based on a limit argument. First, one perturbs the metric of the spacetime into a sequence of standard stationary metrics which approach to the original one. Given two points, one uses an adapted version of Theorem 1.1 to ensure that they are geodesically connected for sufficiently advanced metrics of the sequence. Then, one uses property (ii) to provide some estimates on the sequence of connecting geodesics. Finally, a thorough limit argument based on these estimates ensures the existence of a limit connecting geodesic for the original metric.
Besides the geodesic connectedness, other geodesic properties of stationary spacetimes have been studied in the last decades. Theorem 1.2 inaugurates an interesting line of research consisting of translating geodesic properties, from stationary spacetimes to spacetimes with a lightlike Killing vector field, by using a limit argument similar to the one developed below. The fine estimates needed to overcome this procedure for the geodesic connectedness problem, and the fact that this property is only partially preserved when passing to the limit, suggest that, in general, this line of research will be an interesting mathematical challenge.
The rest of this paper is organized as follows. In Section 2 we recall some notations, definitions and background tools on Lorentzian manifolds, especially on standard stationary spacetimes. In Section 3 we explain the main arguments involved in the intrinsic variational approach to the geodesic connectedness problem in a stationary spacetime, when a global splitting is not given a priori. The machinery developed in Section 3 is used in Section 4 to prove Theorem 4.2, an adapted version of Theorem 1.1. In Section 5 we apply Theorem 4.2 to a sequence of standard stationary spacetimes obtained by perturbing the original metric. As a consequence, fixed two arbitrary points, a sequence of connecting geodesics of the perturbed metrics is obtained (Proposition 5.1). Then, in Section 6 we deduce some estimates for these geodesics (Lemmas 6.1 and 6.2) and apply a limit argument to them (Lemma 6.3) in order to prove Theorem 1.2. The accuracy of the hypotheses of Theorem 1.2 is showed in Section 7. Finally, in Section 8, we provide some straightforward applications of Theorem 1.2, such as the Avez-Seifert result in this ambient (Proposition 8.1) and the geodesic connectedness of some generalized plane waves (Theorem 8.3).
Notation and background tools
In this section we review some basic notions in Lorentzian Geometry used throughout the paper (we refer to [4, 20] for more details).
A Lorentzian manifold (L, ·, · L ) (henceforth often simply denoted by L) is a smooth (connected) finite dimensional manifold L equipped with a symmetric nondegenerate tensor field ·, · L of type (0, 2) with index 1. A tangent vector ζ ∈ T z L is called timelike (resp. lightlike; spacelike; causal) if ζ, ζ L < 0 (resp. ζ, ζ L = 0 and ζ = 0; ζ, ζ L > 0 or ζ = 0; ζ is either timelike or lightlike). The set of causal vectors at each tangent space has a structure of "double cone" called causal cones.
A C 1 curve γ : I → L (I real interval) is called timelike (resp. lightlike; spacelike; causal) when so isγ(s) for all s ∈ I. For causal curves, the definition is extended to include piecewise C 1 curves: in this case, the two limit tangent vectors on the breaks must belong to the same causal cone.
A smooth curve γ : I → L is a geodesic if it satisfies the equation
s is the covariant derivative along γ associated to the Levi-Civita connection of metric ·, · L . Any geodesic γ satisfies the conservation law γ(s),γ(s) L ≡ E γ for some constant E γ ∈ R and all s ∈ I.
So, its causal character can be directly re-written in terms of the sign of E γ . Two points p, q ∈ L are geodesically connected if there exists a geodesic γ : I → L such that γ(0) = p and γ(1) = q (hereafter, I := [0, 1]). This property is equivalent to a variational problem: namely, the existence of a critical point of the action functional (i) the stages of its local flow consist of isometries;
If K is a Killing vector field and γ : I → L is a geodesic, then there exists
A spacetime is a Lorentzian manifold L with a prescribed time-orientation, that is, a continuous choice of a causal cone at each point of L, called future cone, in opposition to the non-chosen one, named past cone. A causal curve γ in a spacetime is called future or past directed depending on the time orientation of the cone determined byγ at each point. Given p, q ∈ L, we say that p is in the causal past of q, and we write p < q, if there exists a future-directed causal curve from p to q. Moreover, we denote by p ≤ q either p < q or p = q. For each p ∈ L, the causal past J − (p) and the causal future J + (p) are defined as 
4]).
A spacetime is called stationary if it admits a timelike Killing vector field. There are several equivalent definitions of global hyperbolicity for a spacetime (cf., e.g., [17] ). Here, we adopt the following: a spacetime is globally hyperbolic if it contains a Cauchy surface, that is, a subset which is crossed exactly once by any inextendible timelike curve. According to the remarkable paper [6] , the Cauchy surface can be chosen to be a smooth, spacelike hypersurface. In general, any inextendible causal curve crosses (possibly, along a segment) a Cauchy surface S; if, in addition, S is spacelike (at least C 1 ), then it crosses S exactly once (cf. [17, p. 342] ). Another important property of a spacetime L admitting a Cauchy surface S is that J − (p)∩S is compact for every p ∈ L (cf. [15, Proposition 6.6.6] ).
In this paper we are concerned with globally hyperbolic spacetimes admitting a complete causal Killing vector field. The following proposition, which slightly extends [9, Theorem 2.3] , provides a precise description of the structure of these spacetimes. Proposition 2.2. Let (L, ·, · L ) be a globally hyperbolic spacetime admitting a complete causal Killing vector field K. Then, there exist a Riemannian manifold (S, ·, · ), a differentiable vector field δ on S and a differentiable non-negative function β on S such that
Proof. Since L is a globally hyperbolic spacetime, it admits a spacelike Cauchy hypersurface S which becomes a Riemannian manifold when endowed with the induced metric ·, · from ·, · L . Let us consider the map
being Ψ the flow of the complete vector field K. Since K is causal, its integral curves are also causal. So, each point of L is crossed by one integral curve of K, which crosses S at exactly one point. Therefore, Ψ is a diffeomorphism. As K is Killing, the pull-back metric Ψ * ·, · L is independent of t. Hence, taking β(x) = − K(z), K(z) L and denoting by δ(x) the orthogonal projection of K(z) on T x S for any z = (x, t) ∈ S × {t}, the metric expression (2.3) follows. Furthermore, if K is timelike, then β is clearly strictly positive; instead, if K is lightlike, then β ≡ 0 and δ is non-vanishing (since K(z) cannot be orthogonal to T x S). Remark 2.3. For further use, here we emphasize the following relations, contained in the proof of previous proposition: for any z = (x, t) ∈ S × R we have
In general, a spacetime as in (2.3) with β(x) > 0 on S is called standard stationary. For this class of spacetimes, K = ∂ t is always a complete timelike Killing vector field. A smooth curve γ = (x, t) in a standard stationary spacetime L is a geodesic if and only if it satisfies the following system of differential equations:
where D s denotes the covariant derivative along x associated to the Levi-Civita connection of metric ·, · , and F (x) denotes the linear (continuous) operator on T x S associated to the bilinear form
We conclude this section with the following result, which will be used later on in the paper:
By assumption, for each k ∈ N there exists a past inextendible 1 causal curve γ k departing from q and passing through y k . Then, [4, Proposition 3 .31] ensures that, up to a subsequence, (γ k ) k converges to a past inextendible causal curve γ departing from q and passing through y. Therefore, y ∈ J − (q), in contradiction with (2.6).
1 The past inextendible causal curves γ k can be obtained by prolonging the corresponding causal curves from q to y k (ensured by condition y k ∈ J − (q)) with integral lines of the timelike vector field −∂t.
(ii) By contradiction, assume the existence of a sequence of points (q n ) n , with q n = (x q , t q +ε n ) ∈ L and ε n ց 0, such that for all n ∈ N the set J − (q n )∩(S ×{t p }) is not compact in S × {t p }. By the Hopf-Rinow theorem, since (S, ·, · ) is complete and
, it cannot be bounded. So, for every n ∈ N there exists an unbounded sequence of points (p
. By using a Cantor's diagonal type argument, we construct an unbounded sequence (p n ) n , with p n = p n kn , such that p n ∈ J − (q n ) ∩ (S × {t p }) for all n. Denote by γ n = (x n , t n ) a future-directed causal curve joining p n to q n , and let s n ∈ I be such that t n (s n ) = t p + ε n for each n ∈ N. Since the future-directed causal curve
On the other hand, as γ n = (x n , t n ) is causal and future-directed, t n is characterized by γ n ,γ n L ≤ 0 andṫ n > 0 on I (recall (2.3)), hence it follows thaṫ
By integrating the previous inequality in [s n , s n ] , we deduce
as n → ∞. However, by virtue of (2.7), the first member of the previous expression remains positive and far from zero, a contradiction.
Stationary intrinsic functional framework
A considerable contribution to the study of the geodesic connectedness of spacetimes was given in [13] . In that paper the authors introduced a variational principle for geodesics, based on the natural constraint (2.2), and proved the geodesic connectedness of standard stationary spacetimes L, under some boundedness assumptions for the metric coefficients |δ| and β (recall (2.3)). Under the hypotheses of Theorem 1.1, the spacetime L globally splits into (2.3), and previous result can be applied. However, this splitting is neither unique nor canonically associated to L, and the conclusion may depend on it. In order to avoid this arbitrariness, an intrinsic approach to the problem of geodesic connectedness was developed in [14] . There, the variational principle in [13] is translated into a splitting independent form, and a compactness assumption on the infinite dimensional manifold of the paths between two points is introduced, called pseudo-coercivity (see from Theorem 3.1 till the end of this section). This condition implies global hyperbolicity, but, in the practice, it is quite difficult to verify. Motivated by this deficiency, in [9] the authors worked under intrinsic geometric assumptions, which involve the causal structure of the spacetime and are shown to be equivalent to pseudo-coercivity. For a given complete spacelike smooth Cauchy hypersurface S and a given complete timelike Killing vector field K, Proposition 2.2 is applied to obtain the corresponding global splitting. But, even if this splitting is neither unique nor canonically associated to L, the result obtained in [9] is independent of the chosen K and S, and no growth hypotheses on the coefficients of the metric ·, · L are involved.
As we will see later on, the proof of Theorem 1.2 makes use of Theorem 4.2, a refinement of Theorem 1.1. So, in the rest of this section we are going to recall the intrinsic variational functional framework associated to a stationary spacetime, as developed in [9, 14] .
Let (L, ·, · L ) be a stationary spacetime. As shown in [14] , by taking into account the constraint (2.2), the geodesics in L connecting two fixed points p, q ∈ L correspond to critical points of functional f in (2.1) restricted to the set of curves
Since our approach will require dealing with H 1 curves on L, we also introduce the infinite dimensional manifold Ω(p, q) = z : I → L : z is absolutely continuous,
where ·, · R is the Riemannian metric canonically associated to K and ·, · L , i.e.
is well defined and finite on the whole manifold Ω(p, q). Standard arguments ensure that f is smooth, with differential given by
and its critical points are the geodesics in (L, ·, · L ) connecting p to q.
and definitions and theorems below hold on both of them.
The following result reduces the geodesic connectedness problem between p and q to the search of critical points of f on Ω K (p, q) (cf. [14, Theorem 3.3] ):
The following definitions are given in [14] :
Then, the following theorem holds (cf. [14, Theorem 1.2]).
is not empty and there exists .3) with β(x) > 0 for all x ∈ S. Given two points p = (x p , t p ), q = (x q , t q ) ∈ L, the space Ω(p, q) can be re-written as Ω(p, q) = Ω(x p , x q ; S) × W (t p , t q ), where Ω(x p , x q ; S) = x : I → S : x is absolutely continuous,
being H 1 (I, R) the classical Sobolev space,
and
Furthermore, W (t p , t q ) is a closed affine submanifold of H 1 (I, R) having tangent space
and Ω(p, q) can be equipped with the Riemannian structure
Next, assume that (S, ·, · ) is complete. Then, Ω(x p , x q ; S) is a complete infinite dimensional manifold (cf. [16] ). By Nash Embedding Theorem the complete manifold S can be seen as a closed submanifold of an Euclidean space R N (cf. [19] for the existence of a closed isometric embedding). Hence, Ω(x p , x q ; S) is an embedded submanifold of the classical Sobolev space H 1 (I, R N ). As usual, let us set
where · 2 denotes the standard L 2 -norm. It is well known that the following inequalities hold:
where · ∞ denotes the norm of the uniform convergence (cf., e.g., [7, Proposition 8.13] ). Moreover, the Ascoli-Arzelá Theorem implies that any bounded sequence in H 1 (I, R N ) has a uniformly converging subsequence in C(I, R N ). For any absolutely continuous curve z = (x, t) : I → L, one has
Taking into account (4.3), if z ∈ Ω K (p, q) (recall (3.1)) then there exists a constant
Thus, integrating both hand sides of (4.4) on I, and isolating C z , we get
Denoting by J the restriction to Ω K (p, q) of the functional f in (2.1) with metric (2.3), and substituting (4.5) in (4.4), J can expressed as a functional depending only on ∆ t (cf. (4.1)) and the component x of the curve z = (x, t) ∈ Ω K (p, q): q) ; furthermore, by applying the Cauchy-Schwarz inequality to the middle term of (4.6), we get
Now, we are ready to establish an adapted version of Theorem 1.1, needed in Section 5. But, first, we recall the following result (cf. [9, Lemma 5.4]):
be a standard stationary spacetime as in (2.3) and (S, ·, · ) a complete Riemannian manifold. If two points p = (x p , t p ), q = (x q , t q ) ∈ L satisfy 
It suffices to prove that ( ẋ m 2 ) m is bounded, up to a subsequence; (4.10)
indeed, by (4.2) it follows that (x m ) m is bounded in Ω(x p , x q ; S) and the supports of these curves are contained in a compact subset of S. Hence, the Ascoli-Arzelá Theorem applies. As we will see later, (4.10) will be a direct consequence of the following three claims. ) joining p to (x q , t p +T m ). Then, from (4.14), these curves can be prolonged with the integral curves of ∂ t to get future directed causal curves from p to q ε = (x q , t p + ∆ t + ε) = (x q , t q + ε). These curves have support in J − (q ε ), so the curves (x m , t p ) lie in the compact set J − (q ε ) ∩ (S × {t p }) (recall Proposition 2.4 (ii)), in contradiction with the hypothesis. Hence,
where, in the first inequality, we have taken into account (4.13), (4.16) and (4.17). So, the limit (4.15) clearly implies the limit (4.12), up to a subsequence. Summing up, if (4.10) does not hold, Claim 1 ensures that no compact subset of S contains all the elements of the sequence (x m ) m . Then, Claims 2 and 3 imply (4.12), up to a subsequence, in contradiction with (4.9).
Connecting geodesics in auxiliary stationary spacetimes
Throughout this section, (L, ·, · L ) will be a spacetime which satisfies the hypotheses of Theorem 1.2. From Proposition 2.2, L = S × R and ·, · L is as in (2.4) , with metric coefficients given by Remark 2.3.
For each n ∈ N, let us consider the standard stationary spacetime (L n , ·, · n ) (often simply denoted by L n ), where L n = L and
In the present section we are going to take advantage of Theorem 4.2 to prove that each two points of L are geodesically connected in L n , for n large enough. To avoid misunderstandings, the objects associated to each spacetime L n will be denoted by a subindex n. So, the functional f in (2.1) associated to L n translates into
Analogously, the functional J in (4.6) becomes
Furthermore, the geodesic equations (2.5), particularized to L n in (5.1), translate into
With these ingredients, now we can establish the announced result.
Proof. From Theorem 4.2 applied to each L n , it suffices to prove the existence of some n 0 ∈ N such that
Arguing by contradiction, assume that condition (5. metric expression (5.1)) . From [4, Proposition 3 .31] applied to the sequence of curves (γ m ) m in (L, ·, · L ), we obtain an inextendible limit curve γ = (x, t) departing from q, which is ·, · n -causal for all n, and thus, ·, · L -causal. Since (γ m ) m intersects S × {t p } in an unbounded sequence of points, the limit curve γ cannot intersect S × {t p }, in contradiction with the Cauchy character of the hypersurface
Remark 5.2. We recall that a C 1 functional J : Ω → R, defined on a Hilbert manifold Ω, satisfies the Palais-Smale condition if each sequence (x n ) n ⊂ Ω, such that (J(x n )) n is bounded and dJ(x n ) → 0 admits a converging subsequence. The spatial components x n of the connecting geodesics γ n = (x n , t n ) provided by Proposition 5.1 are minimum of the functionals J n in (5.3): indeed, the cprecompactness of Ω K (p, q) for J n for n ≥ n 0 (cf. Theorem 4.2), implies that the functionals J n are bounded from below, satisfy the Palais-Smale condition and have complete sublevels, so that they attain their infimum (see [14, .4), with metric coefficients given by Remark 2.3. Consider two points p = (x p , t p ), q = (x q , t q ) ∈ L with ∆ t = t q − t p ≥ 0 and assume the existence of a C 1 curve ϕ = (y, t) : I → L connecting them such that φ, K(ϕ) L = δ(y),ẏ has constant sign or is identically equal to 0.
Let (γ n = (x n , t n )) n≥n0 be the sequence of curves connecting p to q, each γ n geodesic in L n , as stated in Proposition 5.1. Then, the following technical results hold:
Lemma 6.1. The sequence ( ẋ n 2 ) n≥n0 is bounded.
Proof. Arguing by contradiction, assume that ( ẋ n 2 ) n≥n0 is not bounded. Taking anyn ≥ n 0 , the three claims in the proof of Theorem 4.2 imply that (Jn(x n )) n≥n0 is not upper bounded either. By the expression of the functionals in (5.3) and the Cauchy-Schwarz inequality, it follows that
Whence, also (J n (x n )) n≥n0 is not bounded from above. Next, assume that δ(y),ẏ ≡ 0 on I. Then, the reparametrized curveỹ(s) = y(r(s)), with
dr, satisfies δ(ỹ(s)),ẏ(s) = δ(y(r)),ẏ(r) ṙ(s) = 1.
In particular,
and this equality holds also when δ(y),ẏ ≡ 0 on I. So, at any case we deduce
Therefore, J n (ỹ) admits an upper bound independent of n, and thus
for infinitely many n, in contradiction with the minimum character of x n , as stated in Remark 5.2.
Lemma 6.2. The sequence ṫ n 2 n≥n0 is bounded.
Proof. 3 Taking the scalar product of the first equation in (5.4) applied to γ n = (x n , t n ), n ≥ n 0 , by the vector field δ(x n ), we get
So, τ n =ṫ n satisfies the first order linear ODĖ
where
(δ is non-vanishing, recall Proposition 2.2). Since n ds = t q − t p = ∆ t for all n ≥ n 0 , (6.3) necessarilyṫ n (s n ) = ∆ t for some s n ∈ I. (6.4) So,ṫ n (s) is the unique solution to (6.1) which satisfies condition (6.4), i.e.
where A n (s) is the primitive of a n (s) satisfying A n (s n ) = 0 and, for simplicity, we have put
Now, in order to prove the boundedness of ( ṫ n 2 ) n≥n0 , firstly, we claim that
In fact, by applying inequality (4.2) to x n , Lemma 6.1 implies that the sequence ( x n ∞ ) n≥n0 is bounded, (6.8) thus c 3 ≤ δ(x n (s)), δ(x n (s)) ≤ c 4 on I, for all n ≥ n 0 . (6.9) Then, by the Cauchy-Schwarz inequality, (6.2), (6.8) and (6.9) we obtain |a n (s)| ≤ c 5 |ẋ n (s)| on I, (6.10) with |ẋ n (s)| 2 = ẋ n (s),ẋ n (s) . Hence, Lemma 6.1 implies |A n (s)| ≤ c 6 on I, for all n ≥ n 0 , which implies (6.7). So, in order to conclude the proof, from (6.5) and (6.7) it suffices to show that ( g n 2 ) n≥n0 is bounded. (6.11) To this aim, let us note that
thus by (6.2) and (6.6), integrating by parts we have
(6.12)
The smoothness of δ, (6.7)-(6.10), the Cauchy-Schwarz inequality, direct computations and Lemma 6.1 imply that for all n ≥ n 0 the following bounds hold:
Moreover, we claim that
In fact, from the second equality in (5.4) we have
thus, from one hand (6.4) implies
while, from the other hand, (6.3) gives
Whence,
δ(x n (s)),ẋ n (s) ds and (6.16) follows from (6.9) and, again, Lemma 6.1. At last, by using (6.13)-(6.16) in (6.12), we have that
whence, Lemma 6.1 implies (6.11).
Lemma 6.3. There exists γ = (x, t) ∈ Ω(x p , x q ; S) × W (t p , t q ) such that, up to subsequences, (γ n ) n≥n0 strongly converges to γ on Ω(x p , x q ; S) × W (t p , t q ).
Proof. From (4.2) and Lemmas 6.1, 6.2, the sequences ( x n ) n≥n0 and ( t n ) n≥n0 are bounded, thus there exists γ = (x, t) ∈ H 1 (I, R N ) × H 1 (I, R) such that, up to subsequences, x n ⇀ x weakly in H 1 (I, R N ) (and also uniformly in I) (6.17) and t n ⇀ t weakly in H 1 (I, R).
Furthermore, as S is complete, by (6.17) it follows that x ∈ Ω(x p , x q ; S) and there exist two sequences (ξ n ) n≥n0 , (ν n ) n≥n0 in H 1 (I, R N ) such that ξ n ∈ T xn Ω(x p , x q ; S), x n − x = ξ n + ν n for all n ≥ n 0 , ξ n ⇀ 0 weakly and ν n → 0 strongly in 
On the other hand, by Lemmas 6.1, 6.2 and (6.18), it results
where o(1) denotes an infinitesimal sequence. Whence, (6.19) implies
Reasoning as in [13, Theorem 3.3] , the strong convergence of (γ n ) n≥n0 to γ, up to a subsequence, is deduced.
Proof of Theorem 1.2. The implication (i) =⇒ (ii) is a direct consequence of (2.2). For the implication (ii) =⇒ (i), let (γ n = (x n , t n )) n≥n0 be the sequence of curves connecting p to q, with each γ n geodesic in L n , provided by Proposition 5.1. From Lemma 6.3 there exists a curve γ = (x, t) ∈ Ω(x p , x q ; S) × W (t p , t q ) such that, up to subsequences,
x n → x strongly in Ω(x p , x q ; S) and t n → t strongly in W (t p , t q ). (6.20) It suffices to prove that γ satisfies equations (2.5) with β ≡ 0, i.e.,
To this aim, let us remark that if n ≥ n 0 , by Theorem 3.1 applied to f n in (5.2), we have df n (γ n )[ζ] = 0 for all ζ ∈ T γn Ω(p, q). Thus, for the arbitrariness of τ ∈ H 1 0 (I, R) the second equality in (6.21) holds. On the other hand, taking any η ∈ T x Ω(x p , x q ; S), by (6.20) and [5, Lemma 2.2] there exists a sequence (η n ) n≥n0 , with η n ∈ T xn Ω(x p , x q ; S), converging weakly to η. Then, choosing ζ = (η n , 0) in (6.22) for n ≥ n 0 , by passing to the limit and taking into account (6.20), we obtain Therefore, integrating by parts and for the arbitrariness of η ∈ T x Ω(x p , x q ; S), we deduce that γ = (x, t) is smooth and verifies the first equation in (6.21) . Hence, the proof is complete.
The proof of Theorem 1.2 requires global hyperbolicity only in two points: for ensuring the decomposition (2.4) and for proving the following property: (*) Any past inextendible causal curve departing from q = (x q , t q ), t q ≥ t p , must intersect S × {t p }. Therefore, if we are dealing with a spacetime which already splits globally as in (2.4), the global hyperbolicity assumption can be replaced by property (*). More precisely, the same arguments performed in the proof of Theorem 1.2 allow us to state the following generalization:
be a spacetime with L = S × R and ·, · L as in (2.4) . Assume that (S, ·, · ) is a complete Riemannian manifold. Given two points p = (x p , t p ), q = (x q , t q ), with ∆ t = t q −t p ≥ 0, satisfying property (*), the following statements are equivalent:
(i) p and q are geodesically connected in L; (ii) p and q can be connected by a C 1 curve ϕ = (y, t) on L such that δ(y),ẏ has constant sign or is identically equal to 0.
7. Accuracy of the hypotheses of Theorem 1.2.
(a) Counterexample if the lightlike Killing vector field is not complete. Consider the spacetime obtained by removing from the Minkowski 2-space L 2 the region {(x, t) : x ≥ 0, t ≥ 0}. This spacetime admits the hyperplane t ≡ −1 as a complete Cauchy hypersurface, and K = ∂ x + ∂ t as a non-complete lightlike Killing vector field. However, the points p = (1, −1), q = (−1, 1), which can be connected with a C 1 curve ϕ with φ, K(ϕ) L having constant negative sign, cannot be connected by a geodesic.
(b) Counterexample if the Cauchy hypersurface is not complete.
, where ·, · 0 is the canonical scalar product on S ⊂ R 2 and δ :
, with λ a positive smooth function on S such that ·, · 0 /λ 2 is complete on S. Note that K = ∂ t is a complete lightlike Killing vector field and S × {t} is a non-complete Cauchy hypersurface for every t ∈ R (apply [23, Proposition 3.1] with F n (x) ≡ 2λ(x) for all n). However, this manifold is not geodesically connected. In fact, consider two points p = (x p , 0), q = (x q , 0) with x p = (0, −1), x q = (0, 1). By the second equation in (6.21), any geodesic γ = (x, t) joining p to q must satisfy d ds δ(x),ẋ 0 = 0, but the sign of δ(x),ẋ 0 must change for any curve x = x(s) departing from x p and arriving to x q . Hence, there are no geodesics connecting p to q.
(c) The existence of a complete lightlike Killing vector field and a complete Cauchy hypersurface do not imply geodesic conectedness.
, where ·, · 0 is the canonical scalar product on R 3 and δ :
In this spacetime ∂ t is a complete lightlike Killing vector field and R 3 × {t} is a complete Cauchy hypersurface for every t ∈ R (apply [23, Proposition 3.1] with F n ≡ 2 for all n). However, this spacetime is not geodesically connected. In fact, for any curve x = x(s) departing from a point in R 3 with x 1 = 0 and arriving to a point in the region x 1 > π, the sign of δ(x),ẋ 0 must change. Hence, reasoning as in the previous item, there is no geodesic which connects the points p = (x p , 0) and q = (x q , 0), where, for example, it is x p = (0, 0, 0) and x q = (3π/2, 0, 0). Proof. We will focus on the implication to the left, as the converse is trivial. So, assume that two points p, q ∈ L are causally related. Then, they are connectable by a C 1 causal curve ϕ = (y, τ ), which, up to a reparameterization, satisfies that φ, K(ϕ) L is constant. Thus, from Theorem 1.2 the points p and q are connectable by a geodesic γ = (x, t). In order to prove that γ = (x, t) is causal, it suffices to show that f (γ) ≤ 0. To this aim, recall that γ = (x, t) can be approached by a sequence of geodesics γ n = (x n , t n ), n ≥ n 0 , of (L n , ·, · n ), where each x n is a minimum of the functional J n (recall Remark 5.2 and Lemma 6.3). So, from one hand, γ n → γ strongly in Ω(x p , x q ; S) × W (t p , t q ) (and also uniformly in I) and the boundedness of ( ẋ n 2 ) n≥n0 and ṫ n 2 n≥n0 imply J n (x n ) = f n (γ n ) → f (γ) as n → ∞ (cf. also [13, Theorem 3.3] ). On the other hand, J n (x n ) ≤ J n (y) = f n (ϕ) → f (ϕ) ≤ 0 as n → ∞.
In conclusion, f (γ) ≤ 0 and, thus, γ is causal.
8.2.
Generalized plane waves. Theorem 1.2 becomes also useful for studying the geodesic connectedness of a family of Lorentzian manifolds which generalizes the gravitational waves, the so-called generalized plane waves (see [18] ). where x ∈ M, the variables (u, v) are the natural coordinates of R 2 and the smooth function H : M × R → R is not identically zero.
A GPW becomes a gravitational wave if M = R 2 is equipped with the classical Euclidean metric and H(x, u) = g 1 (u)(x 2 1 − x 2 2 ) + 2g 2 (u)x 1 x 2 , x = (x 1 , x 2 ) ∈ R 2 , for some smooth real functions g 1 and g 2 such that g 2 1 + g 2 2 ≡ 0 (for more details, cf., e.g., [4] ).
The geodesic connectedness and the global hyperbolicity of GPWs have been investigated in [8, 11] . In particular, if the Riemannian manifold (M, ·, · ) is complete with respect to its canonical distance d(·, ·) and H behaves subquadratically at spatial infinity, i.e., there existx ∈ M and (positive) continuous functions R 1 (u), R 2 (u), p(u), with p(u) < 2, such that −H(x, u) ≤ R 1 (u)d . If this was true, in the hypotheses of Theorem 8.3 this last condition could be replaced by the completeness of (M, ·, · ).
