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ABSTRACT: An overview of advances in the observation, modelling, forecasting, and understanding of flows through
gaps achieved in the Mesoscale Alpine Programme is given. Gaps are lateral constrictions of topography (level gaps) often
combined with vertical terrain changes (passes). Of the possible flow configurations, only an asymmetric one (relatively
deep and slow upstream, accelerating and thinning downstream), which connects two different ‘reservoirs’ on each side of
the gap, is examined. The flow is strongly nonlinear, making hydraulics (reduced-gravity shallow-water theory) rather than
linear theory the simplest conceptual model to describe gap flow. Results from idealized topographical and flow conditions
are presented, together with gap flows through a pass in the central Alpine Wipp Valley. For a given depth of the upstream
reservoir, the gap controls the mass flux through it and marks the transition from a subcritical flow state upstream to a
supercritical one downstream, which eventually adjusts to the downstream ‘reservoir’ in a hydraulic jump. Three gap flow
prototypes were found: a classical layer one with neutral stratification and a capping inversion and two with a continuous
stratification, for which a special analytical self-similar hydraulic solution exists. In all three cases, a deepening wedge of
nearly mixed and stagnant air forms on top of the gap flow plunging down from the pass. The descent causes a warming
and (relative) drying of the air, making gap flows a special case of fo¨hn. Topographical variations smaller than the gap
scale cause additional hydraulic jumps, flow separation, vorticity banners, gravity waves, and interactions with cold pools.
Turbulent friction cannot be neglected. The climatological frequency of gap flows depends on the establishment of two
different reservoirs and reaches 20% for the Wipp Valley. Copyright  2007 Royal Meteorological Society
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1. Introduction
Mountain ranges are rarely smooth ridges. They are criss-
crossed by indentations of various depths as an example
from the central Alps shows (Figure 1). Some of these
gaps allow air to flow from one side to the other with-
out having to detour over or around the mountain range.
A gap is a lateral topographical constriction with a level
bottom, as found in straits, or combined with a vertical
constriction into a pass. The definition of the term ‘gap
wind’ dates at least to Reed (1931). As cause, he invoked
a venturi effect (i.e. highest wind speed at the narrow-
est section for continuity reasons) often combined with
an ageostrophic pressure gradient parallel to the channel.
However, for larger gaps, the flow continues to accelerate
after the maximum constriction (e.g. Scorer, 1952), inval-
idating the venturi explanation. The resulting asymmetric
flow configuration is visualized by the stratiform clouds
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capping the gap flow layer in Figure 2(a). A thick, rela-
tively slowly moving layer on the upstream side becomes
faster and thinner on the downstream side. If one zooms
in to one of the gaps (Figure 2(b)), one can see the
transition until the descent has gone below the lifting
condensation level and the cloud has evaporated. Thus
we will define gap flow as an asymmetric flow through a
topographical constriction (lateral and/or vertical) driven
by different ‘reservoirs’ of air or fluid on either side of the
gap, with a deeper slowly moving layer on the upstream
side and a thinner much faster layer downwind of the gap.
Having a deeper upstream reservoir means having colder
air there. Consequently, isentropes will be at a higher alti-
tude than in the downstream reservoir and pressure values
will be larger. In the AMS Glossary (American Meteo-
rological Society, 1999), the pressure gradient is used to
define gap flow. It will be appropriate to describe these
flows and the pressure gradient within the framework of
reduced-gravity hydraulics dating to Prandtl (1942) and
first applied to gap flows by Scorer (1952). Although
simple single-layer reduced-gravity hydraulics describes
Copyright  2007 Royal Meteorological Society
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Figure 1. Main Alpine crest along the Austrian–Italian border viewed
from the south (Italy). The deepest of the pronounced indentations
is the triple gap of the Wipp Valley at the Brenner Pass. The grey
shading accentuates the bottom of the three gaps at 1400 m, 2300 m
and 2800 m amsl, respectively. The altitude of the top of the layer
flowing from south to north indicates a shallow gap flow on 20 October
1999 and a deep fo¨hn flow on the following day. Adapted from Armi
and Mayr (2007).
the acceleration through the gap, for a full descrip-
tion of mountain flows through gaps it is necessary to
include the effects of continuous stratification (Armi and
Mayr, 2007). Due to the descent on the downstream side
combined with strong turbulent mixing, such gap flows
often show the characteristics of fo¨hn as defined by WMO
(1992) and adopted here as a strong, gusty wind warmed
and dried by descent, in general on the lee side of a moun-
tain. The potential descent is naturally larger for passes
than for level gaps. Many well-known fo¨hn and downs-
lope wind locations are downstream of a gap, e.g. Brenner
Pass with the Wipp Valley and Innsbruck (Austria; e.g.
Seibert, 1990), Furka and St. Gotthard Pass with the
Reuss Valley (Switzerland), several passes that lead into
the Rhine Valley (Switzerland; e.g. Richner et al., 2006),
Vratnik Pass upstream of Senj (Croatian bora; e.g. Bajic´,
1989), and Kearsage Pass with Onion Valley and Inde-
pendence in the Owens Valley (USA; site of the Sierra
Wave Project and the Terrain-induced Rotor Experiment;
e.g. Holmboe and Klieforth, 1954).
When the upstream reservoir is deep enough to exceed
the crest on either side of a gap, the mass flux going
across the crest is large compared to the amount going
through the gap (Figure 1) and ‘deep fo¨hn’ (instead of
‘deep gap flow’) is the most suitable term. Especially
with higher mountain ranges, the cold air reservoir might
Figure 2. (a) View from the DLR-Falcon aircraft flying at the centre of the Wipp Valley, downstream of the pass, at a height of 7200 m amsl
looking to the south-west. The top of the cloud layer, which rises slightly towards the Alpine crest, marks the top of the upstream gap flow. (b)
Close-up of gap flow layer (‘cloud fall’) descending into the Wipp Valley with evaporating clouds as viewed westwards from a mountain top at
the eastern edge of Brenner Pass. Photographs: Johannes Vergeiner (from Vergeiner, 2004).
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be lower than the crest and thus completely blocked if
it were not for indentations in the crest through which
the air flows. This is termed ‘shallow gap flow’ and
is depicted in Figure 1. Before the advent of gap flow
dynamics, this type of flow was known as ‘shallow fo¨hn’
in the Alps (Kanitscheider, 1932). Compared to flow over
and around mountain ranges, the body of literature on
flows ‘through’ mountain ranges is small. One of the first
descriptions is Hurd (1929) for a flow of cold air through
a gap in the Mexican Sierra Madre. The largest body of
literature exists for the northern Pacific coast of North
America (e.g. Cameron, 1931; Cameron and Carpenter,
1936; Colman and Dierking, 1992; Jackson and Steyn,
1994a,b; Colle and Mass, 1998), where strong cooling
over the wintertime continent provides a persistent cold
upstream reservoir and the relatively mild coastal air the
downstream reservoir. Most of the works there and in
other regions of the world (e.g. Scorer, 1952; Pettre,
1982) focused on almost level gaps. Pan and Smith
(1999) summarize most of the gap flow studies prior to
the Mesoscale Alpine Programme (MAP). MAP was the
first international field program with an explicit goal of
studying gap flows, selecting the central Alpine Wipp
Valley as target area (Mayr et al., 2004; Volkert and
Gutermann, 2007). The scientific goals were inspired
by recent previous work in the atmosphere (Colle and
Mass, 1998) and the ocean (Farmer and Armi, 1999).
The aims were to study the combined effects of a lateral
and vertical topographic constriction in a situation of
continuous stratification, and to examine the interaction
between deep fo¨hn across the crest with the underlying
flow through the gap. Through an international pooling
of observational resources, a spatially highly resolved
dataset was to be created.
This paper attempts to summarize and digest the gap
flow results of MAP. Its structure is as follows: We
start (Section 2) with a description of gap flows under
highly idealized assumptions about the shape of the
topography and the air masses involved to expand upon
the key ingredients of gap flows introduced above. Gap
flows in a realistic topographical setting (Wipp Valley)
and the results from MAP are discussed in Section
3. Section 4 looks at requirements for the observation
and numerical simulation of gap flows, and Section 5
provides conclusions.
2. Idealized studies
Apart from field campaigns, the three methods to study
flow over and around complex terrain have tradition-
ally been linear theory, reduced-gravity shallow-water
theory (‘hydraulic’ theory) and numerical simulations.
Linearization of the governing equations and the lower
boundary condition fails to describe gap flows as shown
by Pan and Smith (1999). In linear theory (e.g. Queney,
1948; Klemp and Lilly, 1975; Smith, 1979, 1980) verti-
cally propagating gravity waves cause lower pressure and
accelerating winds on the lee slopes of a mountain ridge;
their strength is proportional to the height of the moun-
tain. Accordingly, the strongest pressure anomaly occurs
along the lee slopes of the mountains on either side of the
gap and not in the gap itself, even when confluence at the
gap entrance is included in a fully three-dimensional (3D)
version of linear theory (Pan and Smith, 1999; Za¨ngl,
2002c). Linearized gap flows are always weaker than the
flow down the adjacent crests, contrary to what is often
observed.
Numerical simulations solving the complete set of non-
linear governing equations are useful because they per-
mit sensitivity studies and the identificaton of crucial
mechanisms behind a phenomenon by proceeding from
nature-like simulations to highly idealized settings. One
of the key parameters for gap flows is the shape of the
underlying topography. With a geostrophically balanced
frictionless background with uniform static stability flow-
ing parallel to an infinite ridge, Za¨ngl (2002a) found flow
towards lower pressure as in Sprenger and Scha¨r (2001).
An isolated ridge, however, reverses the direction. It
splits the flow on its upwind edge, leading to anticyclonic
flow on the left side (looking in the flow direction) of the
isolated ridge. This flow has an ageostrophic component
directed towards the mountain, thus counteracting and
slightly overpowering the larger-scale geostrophic pres-
sure gradient.
Since gap flows are confined by the local terrain
and their typical depth is of comparable magnitude to
the depth of the planetary boundary layer, turbulent
friction must not be neglected. Adding friction causes a
counterclockwise turning of the low-level wind compared
to the flow aloft. This adds a wind component directed
towards the region of lower large-scale pressure. The flow
through the gap is for realistic values of the roughness
length always directed towards the side of the mountain
range with the lower large-scale pressure (Za¨ngl, 2002a;
Gabersˇek and Durran, 2006). Friction can also decouple
the low-level flow from the flow aloft by means of
a weak stable layer between the two flows (Gabersˇek
and Durran, 2006). While the relative speed-up in the
case with a lee wave is higher over the adjacent lee
slopes than through the gap, gap flow accelerations
are stronger for the situation with upstream blocking
(Gabersˇek and Durran, 2006). Gabersˇek and Durran
(2006) quantitatively demonstrated the importance of
friction by volume-averaged momentum-flux budgets.
For background flows with a component perpendicular
to the obstacle, Za¨ngl (2002a) identified the pressure
difference across the gap as the main driving force for
the acceleration of gap flow. Gabersˇek and Durran (2004)
found substantial additional accelerations produced by
downward momentum fluxes (with values slightly larger
than from the pressure gradient force) near the gap exit
when significant lee waves were present or by lateral
momentum flux convergence near the gap entrance when
there was significant upstream blocking. The transition
from the lee wave regime to upstream blocking was
produced by increasing the upstream values of the non-
dimensional mountain height, NH/U (where N is the
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Brunt–Va¨isa¨la¨ frequency, H is the mountain height and
U the mean wind speed). The disagreement over the
importance of convergence at the gap entrance between
the studies of Gabersˇek and Durran (2004) and Za¨ngl
(2002a,c) might be partly due to the shape of the gap.
Friction along the sidewalls of the gap and channel will
generate a couplet of potential vorticity (PV) banners of
opposite sign (Ross and Vosper, 2003). Other possibilities
are through flow splitting and gravity wave breaking.
Simple scaling (Ross and Vosper, 2003) estimates the
magnitude of the PV generated in such a way to
be of the order of 10 pvu (potential vorticity unit =
10−6 K m2 kg−1 s−1). PV is advected away from the
gap. Due to its conservative nature, it can persist for
dozens and hundreds of kilometres away from the gap
(Grubisˇic´ and Cardon, 2002; Gohm and Mayr, 2005).
PV banners from adjacent gaps in the mountain range
will then merge into a single banner (Scha¨r et al., 2003;
Gohm and Mayr, 2005). At locations of flow separation
and hydraulic jumps, the PV will be advected away from
the surface (Ross and Vosper, 2003).
Hydraulic theory is the third mainstay of idealized
mountain flow studies with pioneering work by Prandtl
(1942) and Long (1953,1954). While it shares with linear
theory the desirable characterisitc of being analytically
tractable at least for special cases, it is fully nonlinear,
a key characteristic of asymmetric gap flows. The main
idealization is in assuming steady state and taking integral
averages of air/fluid properties in the vertical, e.g. con-
stant potential temperature for air and constant density
for a fluid, respectively. In the most strongly idealized
case there is a single flowing layer with an inert layer
of different potential temperature (density) on top. This
special case is termed ‘single-layer hydraulics’. Further
assumptions are for the flow to be hydrostatic and incom-
pressible in the integrated layer. The equations can also
be solved numerically when more complicated topogra-
phy is included (e.g. Scha¨r and Smith, 1993; Pan and
Smith, 1999). Internal gravity waves may form along
the top of the hydraulic layer. Their speed,
√
g′h, rel-
ative to that of the fluid/air, U , can be expressed by the
Froude number Fr2 = U 2/ (g′h), where g′ is reduced
gravity and h the fluid/air depth of the layer. Long (1954)
showed that the asymmetrical case of a relatively slow
and thick subcritical (i.e. Fr < 1) layer transitioning at
the crest of a 2D ridge into a supercritical (Fr > 1), rel-
atively fast and thin state happens for a crest height of
Mc = 1 + 0.5Fr2 − 1.5Fr2/3. Not only vertical constric-
tions formed by the rise of the terrain, but also lateral
constrictions (i.e. level gaps) may cause the flow to tran-
sition from a subcritical to a supercritical state (Arakawa,
1969). For a channel with vertical walls, a lateral nar-
rowing (ratio to its upstream width W < 1) reduces the
vertical narrowing via a rise of the terrain that is required
to render the flow supercritical:
Mc = 1 + 12Fr
2 − 3
2
(
Fr
W
)2/3
. (1)
Nature provides the whole spectrum of level gaps
with lateral constrictions only, such as straits (e.g. Reed,
1931; Scorer, 1952; Dorman et al., 1995; Colle and
Mass, 2000) and valleys and fjords (e.g. Pettre, 1982;
Jackson and Steyn, 1994b; Za¨ngl, 2004) and gorges (e.g.
Cameron, 1931), as well as a combination of lateral and
vertical constrictions (i.e. passes; e.g. Arakawa, 1969;
Colle and Mass, 1998; Gohm and Mayr, 2004, 2005;
Mobbs et al., 2005). Idealized and realistic simulations
with a numerical hydraulic model (Pan and Smith,
1999; Gohm et al., 2004) found the effect of the rising
terrain to dominate over the confluence caused by lateral
constriction.
The depth of the single-layer subcritical flow will
have decreased by one third of its far upstream value
by the time it reaches the narrowest part. This follows
directly from the Bernoulli equation and the transition
to a supercritical state at the narrowest part, where the
speed of the interfacial gravity wave equals the speed of
the fluid/air. This location is termed ‘control’ since for a
given depth of the fluid only one flow rate is possible.
Since gap flows are often not well mixed on the
upstream side, hydraulic solutions for continuous strat-
ification are of particular interest. Analytical solutions
are feasible under the assumption of neutrally stratified
fluid above the gap flow. Long’s (1955) seminal labo-
ratory and analytical studies found an accelerated flow
passing over the crest of an obstacle and descending as
a jet beneath a slow recirculation zone. Smith (1985)
developed a special solution of Long’s equation for con-
tinuously stratified, uniform-speed far-upstream flow by
prescribing a stagnant wedge of air above the downslope,
ahead of which the streamlines split. Durran and Klemp
(1987, their Figure 8) and Farmer and Armi (1999, their
Figure 3) showed that this flow configuration, despite
its continuous stratification, is qualitatively similar to the
one for single-layer hydraulic flow, especially when the
depth of the continuously stratified system is less than
one half of its vertical wavelength (Durran and Klemp,
1987). Wood (1968) derived an analytical solution with
the constraint of self-similar flow through a level gap
(instead of across a ridge) with different air masses on
the two sides. The flow is self-similar in the sense that,
at any position, the density and velocity profiles can be
scaled with the height of the moving stratified layer. As
the flow accelerates from the upstream reservoir towards
and through the gap, stagnant, nearly neutrally stratified
layers form both aloft and near the surface. These lay-
ers isolate the flow from below and above. Armi and
Williams (1993) reproduced the streamline splitting in
the laboratory. Armi and Mayr (2007) first observed gap
flow showing the characteristics of Wood’s solution in
the atmosphere.
3. Realistic settings
Gap flows have been observed in many different set-
tings all over the world. The most densely instrumented
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field campaign so far took place as the GAP project of
MAP (project P4) in the central part of the Alps (Sec-
tion 3.1). Details of the project including instrumenta-
tion, gap flow periods, special observations periods, and
instrumentation are described in Mayr et al. (2004). The
topographical setting of the Wipp Valley and its flow-
relevant parameters are outlined in Section 3.1. The fol-
lowing aspects are explored in more detail: prototypes
of shallow and deep gap flow (Section 3.2), the role
of small-scale topography (Section 3.3), and a discus-
sion why gap flow descends the lee slope (Section 3.4).
How frequently gap flows occur and how they can be
forecast are discussed in Sections 3.5 and 3.6, respec-
tively.
3.1. Topography of the Wipp Valley in the central Alps
The north–south extent of the Alps is largest in their
central part (Figure 3). A valley leads from the southern
rim of the Alps for 220 km to the lowest pass of
the central Alps, the Brenner Pass. The Wipp Valley
continues northwards for 30 km while the altitude of the
valley centre decreases by about 500 m. The mouth of
the Wipp Valley drops abruptly by an additional 200 m
into the nearly perpendicular, west–east oriented Inn
Valley, which drains into the northern Alpine foreland.
A west–east oriented mountain range impedes the direct
northward continuation of the flow. The gap at the
Brenner has three parts delineated by different grey
shadings in Figure 1: a middle one from 2.3 to 2.8 km
amsl, whose base is 15 km wide, a lower proboscis-like
part that extends down to 1.4 km amsl but is only about
1 km wide at its bottom, and an upper part from 2.8 km
amsl to the average height of the surrounding Alpine
crest of 3.2 km, yielding a depth H = 900 m for the
middle and upper gap. Both the lateral extent of the gap
and the length of the northern Wipp Valley (L = 30 km)
are clearly less than the Rossby radius of deformation
LR = NH/f ≈ 100 km, with the Coriolis parameter
f = 10−4 s−1. The Coriolis force plays only a negligible
role: U/(fL) ≈ 1 (cf. Flamant et al., 2002). Armi and
Mayr (2007) noted that the narrowest part of the upper
gaps is actually a few kilometres upstream (south) of
the lowest gap (Figure 3). The cross-sectional area of
the two upper parts is about 15 times larger than the
lower gap, so that most of the mass flows through the
upper gaps in the most common situations of the gap
flow being deep enough to extend into these upper gaps.
The terrain on the northern and southern sides of the
gap is highly irregular and complex, in stark contrast
to the smooth channels used in idealized studies. Which
effective topography is ‘felt’ by the gap flow will depend
on the depth of the flow. The effects that particular
topographical irregularities have on the gap flow will
be discussed in Section 3.3. During MAP, the Brenner
section was instrumented for air flowing from south to
north through the gap; ‘upstream’ is therefore south of the
Alpine crest. Gap flow confined below the crest we will
call ‘shallow’ (cf. Figure 1). ‘Deep’ gap flow is topped
by and interacts with deep fo¨hn flow aloft that crosses
the crest.
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Figure 3. Topography of the central Alps. (a) shows MAP rawinsonde stations (open circles), the Austrian border, Brenner Pass (B), and a
white frame indicating the region depicted in Figure 6; (b) shows a close-up with geographical features with the Patscherkofel summit (PAK),
the location of the upstream and downstream radiosondes (see Figure 4), the fo¨hn climatology and forecasting locations (Sections 3.5 and 3.6),
the rectangle indicating the region of Doppler lidar radial velocities in Figure 7(b), the dotted lines depicting the vertical sections of lidar radial
velocities in Figure 5, the (bold) across-valley line indicating the vertical section of aerosol reflectivity in Figure 7(a), and the (thin solid)
valley-parallel line of the aerosol reflectivity cross-section in Figure 8. Elevation shading emphasizes the triple structure of the Brenner Pass (cf.
Figure 1). Shading intervals are from darkest to lightest: lower than 800 m, 800–1400 m, 1400–2300 m (lower pass), 2300–2800 m (middle
pass), and greater than 2800 m amsl (upper pass). The contours are every 300 m above 800 m amsl.
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3.2. Shallow and deep gap flow in the Wipp Valley
Armi and Mayr (2007) identified three prototypes of gap
flow in the Wipp Valley: single-layer hydraulics flow
upstream and downstream of the gap; a continuously
stratified upstream flow (Wood’s (1968) solution) transi-
tioning into single-layer flow downstream, and a contin-
uously stably stratified flow upstream and downstream.
Their schematics are shown in Figure 4. The average
across-valley topographical bottom height ‘felt’ by the
flow is shown in Figure 4 (centre column).
On the upstream side, the classical single layer of
nearly neutral stratification (Figure 4(a)) is bounded
below by a blocked near-surface layer and capped and
isolated from the flow aloft by a strong inversion, of the
order of several K. Air is withdrawn from this upstream
reservoir of the neutral layer up to the top of the inver-
sion. It already starts descending upstream of the gap.
The pass acts as a control where the Froude number is
unity and a transition from subcritical to supercritical flow
takes place. A hydraulic jump occurs at the indentation in
the average topography downstream of the gap; the flow
is decelerated and the isentropes sharply ascend. Here,
the air from the middle gap reaches the valley bottom for
the first time. Afterwards the flow accelerates and transits
to supercritical again before it encounters another jump
upstream of the downwind mountain range. The flow
speeds up typically by about 50–100%. An upper limit
to the downslope speed can be estimated (cf. Armi and
Mayr, 2007) from the descent h of the capping inver-
sion formed by a potential temperature step θ , which
results in a change of reduced pressure at the surface of
p = gρθ
θ0
h , (2)
where θ0 is a reference potential temperature. With the
Bernoulli equation along a stream surface (which to a
good approximation is an isentropic surface), the increase
from the upstream velocity vu to its downstream value vd
is
(
vd
vu
)2
= 1 − 2p
ρv2u
= 1 −
2g
θ
θ0
h
v2u
. (3)
This is an upper limit since turbulent friction is
not included. Rotach and Zardi (2007) summarize the
state of the art of the effects of turbulence in such
highly complex terrain. The flow will speed up more
for stronger capping inversions and for larger descents
of the flow on the downstream side. The latter also
depends on the underlying topography. When strong
inversions are created upstream, e.g. by large air–sea
temperature differences, speed-ups are large even for
relatively small hills (Mobbs et al., 2005). Above the
inversion, which separates the gap flow from the flow
aloft, the isentropes are nearly horizontal and there is
minimal or no flow across the crest. The descent of the
inversion combined with wind-shear-induced turbulent
detrainment on its top forms another nearly neutrally
stratified layer as the flow progresses further downstream.
The detrainment weakens the inversion. Farmer and Armi
(1999) describe a modification of single-layer hydraulics
necessitated by such a horizontally varying density step
topping the flowing layer.
In contrast to the classical single-layer case, the flow-
ing layer for the second type of shallow gap flow
(Figure 4(b)) is not neutral but continuously stably strati-
fied. A special analytical hydraulic solution (Wood, 1968,
cf. Section 2) is valid for an arbitrary stability profile as
long as the flowing layer is isolated below and aloft by
neutral layers on the upstream side. For a linear stabil-
ity profile shown in Figure 4(b), the velocity profile has a
parabolic-like shape (cf. Wood, 1968; Armi and Williams,
1993; Armi and Mayr, 2007). In this second type of gap
flow, the flow downstream of the gap is shallow enough
that turbulent mixing in the boundary layer and hydraulic
jump(s) can change the vertical stratification to (nearly)
neutral and thus single-layer hydraulics. On top of this
newly mixed layer, a new capping inversion topped by
another (nearly) neutrally stratified and (nearly) stagnant
layer has formed.
For the third prototype of gap flow (Figure 4(c)),
the flowing layer is much deeper, continuously stably
stratified and governed by Wood’s (1968) solution on the
upstream side of the gap. Only a fraction of the flow
encounters the hydraulic jump near the pass so that the
flow remains stably stratified all the way to the downwind
mountain range. From the gap to the downwind mountain
range, the nearly neutrally stratified and stagnant layer
on top of the gap flow has become several times deeper
than on the upstream side through descent of the gap
flow layer and turbulent detrainment. This type of flow
was encountered in the Wipp Valley during deep gap
flow, where much more air flows across the crest than
through the gap. Above the crest, however, there is no
topography to provide the lateral constriction required
for Wood’s (1968) solution. Since a lateral topographical
constriction causes a jet-like flow profile in the across-
gap direction, Armi and Mayr (2007) hypothesize that a
pre-existing jet in the meso-α-scale flow across the Alps
assumes the role of the lateral topographical constriction
for deep gap flows.
For the air mass differences and topography particular
to the Wipp Valley, the first two types with single-
layer hydraulic flow downstream of the gap were found
for shallow gap flow, and the completely continuously
stratified third type only for deep fo¨hn flow. A feature,
which all three types share, is the formation of a
thickening nearly neutral and stagnant layer on top of
the gap flow, which decouples the latter and explains why
hydraulic theory is a good approximation to the dynamics
of gap flow. In situations where the flow becomes so
deep that air up to or even beyond the tropopause
crosses the crest (e.g. Za¨ngl and Hornsteiner, 2007), flow
modifications by gravity waves become substantial.
A gap not only affects the downstream flow but also
the upstream reservoir. When flow through the gap starts,
this information will spread upstream (Armi and Mayr,
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Figure 4. Schematics of three prototypical gap flows. Soundings of potential temperature from upstream and downstream are shown to the left
and right, respectively. The approximate locations of these soundings are indicated with arrows above their respective cross-sections. Topography
in the sections is shown shaded, bounded by a dashed line at the valley floor. The solid bold line above the valley floor shows the average
altitude across the gap ‘felt’ by the flow. Isentropes (solid grey) are at 2 K intervals and arrows indicate along-valley speeds upstream and
downstream of the gap. (a) shows shallow gap flow behaving with classical single-layer hydraulics of a neutrally stratified layer capped by a
very stable layer, and a blocked layer below upstream; (b) shallow, stably stratified gap flow with Wood’s (1968) self-similar solution upstream
turning into a single-layer flow downstream through turbulent mixing, especially in hydraulic jump(s); (c) deep, stably stratified gap flow both
upstream and downstream. From Armi and Mayr (2007).
2007) with an interfacial wave of speed ∼√g′h (relative
to a possible ambient flow), h being an average depth of
the layer between the potential temperature step at the top
of the flowing gap layer and the bottom of the upstream
topography. In the case of the Wipp Valley with typical
values of θ = 5 K and depth h = 2500 m, it takes less
than three hours to reach the upwind southern rim of
the Alps approximately 200 km upstream of the gap,
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i.e. the flow reacts relatively quickly and starts flowing
towards the gap even upstream of the immediate vicinity
of the gap. Interestingly, Za¨ngl’s (2002a) numerical
simulations with idealized arc-shaped Alps and a gap
found a prescribed southerly large-scale flow component
below the crest necessary for a longer-lasting gap flow
to occur.
Examples of shallow and deep gap flow, as seen by
a Doppler lidar downstream of the gap, are shown in
Figure 5. The shallow case is a classical single-layer
hydraulics flow. Air accelerates past the lidar location
and reaches its maximum speed before it reaches the Inn
Valley. There is no flow over the crest. The gap flow
layer is capped by a strong shear zone topped by nearly
stagnant air, shaded light gray in Figure 5(a). Figure 5(b)
shows the third prototype, deep fo¨hn flow where the
highest speeds descend from above crest level. Note the
deepening, nearly stagnant, layer just upstream of the
lidar above the gap flow, which allows the gap flow to
descend further. Since deep fo¨hn flow ‘feels’ a different
average topography, radial velocities along the down-
lidar scan direction shown are slower than upstream of the
lidar because the gap flow jet is closer to the eastern edge
of the valley (not shown), where it reaches its maximum
speed.
3.3. Role of small-scale topography
While the schematics of Figure 4 show the effects of a
topography averaged across the valley, the small-scale
variations of the topography both along and across the
valley introduce considerable variations in the gap flow.
Gohm and Mayr (2004) exploited the basic hydraulic
nature of the gap flow and performed sensitivity stud-
ies with a numerical hydraulics model. Figure 6 shows
that, for a set of different situations of shallow fo¨hn,
the locations of supercritical flow are closely fixed to
topographical features, mostly to downslopes and lat-
eral constrictions in the valley. Small-scale topographical
variations significantly modify the flow. For example, the
flow at the first protruding ridge downstream of the pass
on the western side of the valley is not uniformly super-
critical but rather split into two supercritical regions. The
variations are also present in lidar observations obtained
during MAP (Figure 7). The flow at a horizontal section
at 1980 m amsl (Figure 7(b)) shows high speeds over the
downslope of that first protruding ridge, followed by an
abrupt deceleration and another acceleration. There is a
velocity component toward the eastern side of the valley,
which was also observed with aircraft in situ measure-
ments. Consequently the flow is not symmetrical across
the valley. A vertical section of lidar backscatter intensity
across the valley (Figure 7(a)) shows an accumulation
of gap flow air on the eastern side, visible both in the
most intense reflectivity and top of the layer indicated
by crosses. An approximately 20° change of the valley
direction, combined with the asymmetry of the topogra-
phy a few kilometres upstream of the exit of the Wipp
Valley at a junction with a tributary valley, also intro-
duces strong flow asymmetries across the valley, which
were observed with the Doppler lidar (not shown) (Fla-
mant et al., 2002; Durran et al., 2003; Weissmann et al.,
2004; Mayr et al., 2004; Gohm et al., 2004), and are also
seen in the hydraulics simulations (Figure 6(a)).
Reduced surface pressure is an integral measure of
the flow aloft. The pressure distribution (Figure 6(b))
averaged over all shallow gap flow events of the MAP
SOP closely resembles its equivalent in single-layer
hydraulics, namely the distribution of the layer depth
averaged over all numerical simulations of shallow gap
flow. The acceleration of the flow is reflected in a drop of
reduced surface pressure and of the depth of the flowing
layer. At a hydraulic jump, the pressure stops falling or
even rises. Two jump locations just downwind of 47 °N
and immediately upwind of 47.2 °N were so persistent
that they are also visible in the observed averaged pres-
sure distribution. Simulations with mesoscale numerical
models of idealized (Za¨ngl, 2003) and case-study flow
configurations (Flamant et al., 2002; Gohm et al., 2004;
Figure 5. Radial velocity from a Doppler lidar for (a) shallow (11 UTC on 2 October 1999) and (b) deep (11 UTC on 3 October 1999) gap flow
in the Wipp Valley along the scans shown in (c) and in Figure 3(b). Gap flow direction is from left to right. Regions with larger differences
between radial and horizontal wind component are masked. Adapted from Weissmann et al., 2004.
Copyright  2007 Royal Meteorological Society Q. J. R. Meteorol. Soc. 133: 881–896 (2007)
DOI: 10.1002/qj
GAP FLOWS 889
Figure 6. (a) Frequency of supercritical flow at a particular location
in numerical simlations of shallow gap flow in the Wipp Valley (large
rectangle in Figure 3(a)) with a hydraulic model for ten different intitial
conditions. Locations with more than 50% occurrence are stippled,
with %age contours at 25, 50, and 75%. Underlying topography is
shaded in grey. (b) Average pressure difference reduced to a common
altitude (bold) from automatic weather stations along the Wipp Valley
in shallow gap flows during MAP in autumn 1999 and change of the
depth (thin line) of the single layer in the hydraulic model simulation at
grid points closest to the location of the weather stations. The vertical
bar (dashed for observed pressure; dotted for depth change) extends
over 2 standard deviations. Adapted from Gohm and Mayr (2004).
Za¨ngl et al. 2004) provide a complete picture of the mod-
ifications caused by small-scale topographical variations.
3.4. Dynamics of gap flow descent
An asymmetric gap flow is a special case of a fo¨hn
through an incision in a mountain range. As such it
shares the question that has puzzled fo¨hn researchers
from the beginning and even became the title of an
early article (Ficker, 1931): Why does fo¨hn descend
to the ground on the downstream side when the air
is stably stratified? In model simulations (e.g. Za¨ngl,
2003; Gabersˇek and Durran, 2006), a favourable pressure
gradient for further downslope propagation of the gap
(a)
(b)
Figure 7. Flow variations caused by small-scale topographical features.
(a) Reflectivity from airborne lidar measurements (arbitrary units)
across the valley. The top of the gap flow layer is marked by crosses
(adapted from Flamant et al., 2002). (b) Radial velocity interpolated
to a constant altitude (i.e. not a stream surface) of 1980 m amsl
along the valley (adapted from Durran et al., 2003). The line shows
radial velocity and the vectors the horizontal wind measured by the
P3 research aircraft. (a) and (b) are marked in Figure 3(b) as the
cross-valley line and the small rectangle, respectively.
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flow can be produced by gravity waves. Gravity waves
are not needed to interpret the observations of gap flow
descent in MAP. Buoyancy forces as used in hydraulics
are the key mechanism behind the descent.
In a stably stratified atmosphere, air will descend if its
potential temperature is lower than that of the air into
which it descends. There are several ways how a dome
of potentially cooler air is created on the upstream side,
which are discussed in Section 3.6. In such a situation,
an isentrope is at a lower altitude on the downstream
side and air particles will descend. Baines (2001, 2005)
showed theoretically and in the laboratory that if the
downstream environment is stably stratified, (negative)
buoyancy and frictional forces are approximately bal-
anced for relatively gentle (≤20°) slopes. The downflow
is approximately mixed with a sharp upper interface,
resembling a gravity current on a horizontal surface.
Small-scale instabilities at its upper boundary entrain
small amounts of downstream environmental air into it.
However, detrainment dominates, in which mixed air,
which is less dense than the downflow, leaves the down-
flow to find its own level in the environment. This results
in a sharp upper boundary and a continuous loss of air
from the downflow. As the downflow reaches the level
of neutral buoyancy, the downflow separates from the
slope. In the Wipp Valley and most likely other gap flow
regions, this location is often at the top of a very sta-
ble cold pool, which forms through nocturnal radiative
cooling. Slopes downstream of gaps generally fall into
the ‘gentle’ category, e.g. the terrain between the bottom
of the middle gap of the Wipp Valley drops by approx-
imately 1700 m over 30 km, yielding an average slope
of 3°. The underlying topography, however, has steeper
slopes. The two key features, (nearly) mixed downflow
layer and sharp upper boundary are indeed observed in
gap flows (cf. Figure 4).
The detrainment on top of the gap flow layer forms
a wedge of nearly stagnant and neutrally stratified air,
which effectively isolates it from the flow further aloft.
This wedge can be seen in Figure 4, and especially
in Figure 4(b). So far no atmospheric measurements
detailed enough are available to identify its formation
mechanisms. While the atmospheric numerical modelling
community has proposed larger- (gap-) scale gravity
wave breaking as the cause (e.g. Clark and Peltier,
1977; Clark and Peltier, 1984; Peltier and Clark, 1979),
Baines’s (2001, 2005) laboratory results and measure-
ments of an oceanic sill flow (Farmer and Armi, 1999)
found detrainment through small-scale shear instabili-
ties to be responsible and pointed out problems with the
numeric simulations (initial and lower boundary condi-
tions, and turbulence parametrization: Cummins, 2000;
Farmer and Armi, 2001; Afanasyev and Peltier, 2001a,b;
Armi and Farmer, 2002).
Figure 8 is an example of flow separation where the
eastern edge of the Wipp Valley merges with the Inn Val-
ley. Upstream of the last mountain before the Inn Valley
(the Patscherkofel ‘PAK’ in Figure 8), the flow is sub-
critical, accelerates, thins and becomes supercritical, and
shoots down towards the Inn Valley floor. Approximately
3 km downstream of the Patscherkofel and 700 m below
it, the flow separates from the surface as it reaches its
level of neutral buoyancy and rebounds as a hydraulic
jump, where the air is mixed. The air below the sep-
aration point has a potential temperature that is 1–2 K
cooler than the gap flow air (cf. Gohm and Mayr, 2004).
Occasionally fo¨hn and gap flows can erode underlying
cold pools. The Wipp Valley was not instrumented to
study this process. It was one key question studied in
another target area of MAP, the Rhine Valley. Results
are summarized in Drobinski et al. (2007).
3.5. Climatology
How frequently the necessary conditions for gap flow
occur – different air masses on both sides of the barrier
and/or flow across the crest – depends on the regional
setting. Again, the most detailed study available is for
the Wipp Valley. There, ‘upstream’ means the southern
side of the Alps, which is warmer on climatological
average. Nevertheless, gap flow is frequent and happens
for 20% of the whole year (Fo¨st, 2006). Seasonal
differences are pronounced, however (Figure 9). Between
June and August the polar frontal zone is too far north to
regularly bring cold air to the south of the Alps or cause
south(westerly) flow impinging on the Alps ahead of a
trough. From December to February, at the height of the
cold season, the lowest part of the atmosphere becomes
so stable as to often hamper the breakthrough of gap
flow to the valley surface. That leaves the transitional
months of March/April and September to November to
form the two gap flow maxima through a provision of air
mass differences and/or flow across the crest and more
solar insolation. Nocturnal cooling with accumulation
of draining cold air means that the weather station at
Innsbruck, a location in the Inn Valley about 400 m below
the one in the Wipp Valley, is frequently below the level
of neutral buoyancy of the gap flows. Gap flow frequency
at Innsbruck drops by three quarters to only 5%! The
diurnal cycle is also far more pronounced than at the
higher location. Gap flow events generally start around
noon and peak in the afternoon when solar insolation
has modified the local air mass sufficiently to bring it
to the level of neutral buoyancy. The diurnal frequency
rises from a nocturnal minimum of 1% to an afternoon
maximum of 14% compared to minor variations between
20% and 25% in the Wipp Valley.
Since gap flows through passes are fo¨hn winds in the
WMO (1992) sense, i.e. they descend and are warm and
(relatively) dry, the gap flow climatology of the Wipp
Valley is also a fo¨hn climatology. The ratio between
shallow and deep gap/fo¨hn flows in the lower Wipp
Valley is slightly skewed towards deep flows: 40% of
the gap flow duration occurs without a significant cross-
barrier wind component at a nearby crest station (Fo¨st
2006, personal communication).
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Figure 9. Diurnal and seasonal variation of the frequency of gap flow (shallow and deep) in the lower Wipp Valley. Contours are at 2% intervals
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3.6. Forecasting
As we have seen in Section 3.5, gap flows may frequently
influence the weather – albeit on a local scale making the
phenomenon ideally suited for a subjective forecast from
an experienced bench forecaster. Current mesh widths
of several kilometres (operational limited-area models)
and dozens of kilometres (global NWP models) resolve
only flows through large gaps, e.g. the Strait of Gibraltar.
Statistical post-processing might, however, be used for
successful gap flow forecasts.
A bench forecaster has to identify the key ingredients
for gap flows:
• different air mass ‘reservoirs’ on both sides of the gap
reaching to an altitude above the bottom of the gap,
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• possibility that the upstream air mass will descend and
replace the downstream air mass, and
• flow across the crest in the case of deep gap flow.
Different scenarios can lead to the existence of differ-
ent air masses on the two sides of the gap:
• Adiabatically through differential horizontal or vertical
advection; a larger-scale low further downstream of a
gap will ageostrophically drain air towards it. Compen-
sating subsidence will then warm the air downstream
of the gap.
• Diabatically through differential air mass modification;
in the cold season anticyclones that form over conti-
nental land masses create colder air over land than over
the surrounding ocean, which in general has warmer
surface temperatures. A coastal barrier will therefore
have frequent gap flow events. Examples are the moun-
tains at the coast on the eastern side of the Adriatic Sea
(bora) and the mountain range separating the Pacific
from the interior of North America.
• A combination of radiative forcing and associated
surface heat fluxes; low- and mid-level clouds might be
present at the upstream side already as a consequence
of the air mass or of lifting as the air flows towards the
crest and reaches the lifting condensation level. The
resulting stratiform cloud layer reduces the absolute
value of the net radiation balance at the ground on the
upstream side. Subsidence on the downstream side, on
the other hand, reduces or eliminates low- and mid-
level clouds. In the daytime, air on the downstream side
warms to a higher potential temperature. At nighttime
the radiative cooling is stronger on the downstream
side.
When identifying these processes the forecaster has to be
keenly aware of the difference between the actual relief
and the model topography.
A frequent forecasting issue is whether a gap flow
can penetrate a pool of pre-existing cold air on the
downstream side. If the cold pool cannot drain because
it is blocked by topography (e.g. in a basin) or by an
opposing larger-scale pressure gradient (Za¨ngl, 2005) and
sensible heat flux from the surface due to solar insolation
warms the pool insufficiently, penetration rarely occurs
since turbulence acts to sharpen the density step across
the interface between the cold pool and the downslope
flow (Lee et al., 1989; Petkovsˇek, 1992). When the depth
of the cold pool is comparable to the size of the turbulent
eddies gap flow may penetrate.
The easiest situation to be identified by the forecaster
is a deep flow across the crest as it is usually well
represented in NWP output. An alternative to the subjec-
tive forecast is statistical post-processing of direct model
output, which becomes feasible if at least the barrier
through which the gap cuts is somehow represented in
the model (despite shape and height differences from
the real topography). A statistic is required of gap flow
occurrence against which the post-processing algorithm
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Figure 10. Probability of gap flow occurrence in the lower Wipp
Valley from a 3-day forecast of the ECMWF T511 global model as
a function of reduced pressure difference, p, between the grid points
immediately upstream and downstream of the model Alpine crest, and
of the difference in potential temperature, θ , along a terrain-following
model level approximately 300 m above ground between the grid
points at the crest and the one immediately downstream. Adapted from
Drechsel and Mayr (2007). The contour interval is 10%.
can be calibrated. The post-processing might be classical
model output statistics pioneered by Glahn and Lowry
(1972) or a simple, physically based algorithm like the
one developed by Drechsel and Mayr (2007), which they
applied to the Wipp Valley. Different air masses on the
two sides of a barrier manifest themselves in reduced
surface pressure. Different air masses and/or flow over
the crest also cause the isentropes to descend across
the model-resolved barrier and potential temperature to
increase along a terrain-following model level, respec-
tively. The combined distribution function, shown for a
72-hour forecast with the ECMWF T511 global model in
Figure 10, allows a probabilistic instead of a categorical
forecast of gap flow.
A direct forecast of gap flow by an NWP model will
depend on its ability to properly resolve the terrain and
to correctly represent the processes leading to different
reservoirs and the turbulent mixing processes at the top of
the gap flow layer, in hydraulic jumps, and at the surface
of the complex topography. For a gap the size of the
Brenner Pass, operational NWP cannot yet meet these
conditions. Research models are partially successful, as
is discussed further in Section 4.2.
4. Discussion
Since the MAP field campaign, an ever-increasing
research effort has gone into studying gap flows and their
effects on local weather and climate. Topographical set-
tings different from the Wipp Valley allow for additional
phenomena to occur. When gap flow discharges over the
ocean, a gap jet may extend over dozens of kilometres
and merge with jets emanating from adjacent gaps in a
coastal barrier (Gohm and Mayr, 2005, for the bora on
the Adriatic Sea) or combine with a barrier jet (Loescher
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et al., 2006, along the Northern American Pacific coast).
When the terrain downstream of a gap does not run per-
pendicular to the crest, shallow flow through the gap
forms a highly turbulent shear zone with the overlying
deep flow across the crest (Bond et al., 2006, for the Taku
wind in Alaska), which poses an aviation hazard also
found in the vicinity of Hong Kong International airport.
Advection of a different air mass through the gap can
locally modify the level of pollutants, e.g. in the Mexico
City basin (Doran and Zhong, 2000) or at the Califor-
nia coast (Neimann et al., 2006). In general, the descent
associated with gap flow will locally decrease precipita-
tion (Neimann et al., 2006), but may enhance it under
particular topographical and air mass conditions on the
downwind side (Colle and Mass, 1998; Sharp and Mass,
2004). Finally, gap flow climatologies could be compiled
for several locations along the Pacific coast (Sharp and
Mass, 2004; Neimann et al., 2006), in addition to older
climatologies for the Adriatic coast (e.g. Bajic´, 1989).
Progress in the understanding of gap flows initiated by
the GAP project of MAP has been built on the application
of hydraulic theory (cf. Section 3.2) and the successful
intertwining of the analysis of a dense 4D observational
dataset with high-resolution numerical simulations. Based
on the experience from MAP, recommendations for
future gap flow experiments and numerical simulations
can be made.
4.1. Observational methods
Only some parts of the ideal of continuous volume and/or
line measurements of the mass and wind field can be real-
ized with today’s measurement equipment. The synergies
between several measurement platforms and remote sens-
ing and in situ methods have to be used. Crucial is a fre-
quent (less than 3 hours) sampling of the vertical structure
of temperature and wind of both the upstream and down-
stream reservoir. The current mainstay for temperature
and humidity is still the radiosonde. An accurate (better
than 0.5 K) remote sensor for quasi-continuous temper-
ature measurements with a vertical resolution of better
than 30 m up to mid-tropospheric levels is sorely needed
but (to our knowledge) is not available. A radio-acoustic
sounding system added on to wind profilers reaches typ-
ically to 1 km, which is not high enough. Wind profil-
ers are remote-sensing alternatives to radiosondes with
higher temporal resolution (30 minutes or shorter), but
experience problems of low signal-to-noise ratios espe-
cially in dry environments. A scanning Doppler lidar
allows radial velocity measurements unmarred by ground
clutter over a large volume up to 5–10 km away from
the instrument, provided there are enough backscatter-
ers. With the addition of a second Doppler lidar and
the application of the continuity equation, the 3D wind
field can be retrieved with methods similar to the ones
long in use for dual-Doppler weather radar set-ups (e.g.
Chong and Bousquet, 2001). Due to the difference of
aerosol content within the gap flow layer and the adja-
cent air, scanning aerosol lidars are ideally suited to track
depth changes of gap flow, which indicate its subcritical
or supercritical state. Regions of subcritical and super-
critical flow conditions and hydraulic jumps can also be
deduced from pressure measurements with lines of auto-
mated weather stations, provided the stations are carefully
intercalibrated, dynamic pressure is eliminated through a
static pressure port (Nishiyama and Bedard, 1991), and a
sophisticated reduction to a common altitude is performed
(Mayr et al., 2002). An alternative is a mobile platform
(Mayr et al., 2002) offering higher spatial resolution at
the expense of temporal resolution.
Aircraft serve as platforms for remote sensors, drop-
sondes and in situ measurements, but the latter are expen-
sive and limited to daylight and visual meteorological
conditions. Depending on the depth and horizontal extent
of the gap flow, a complete in situ sampling in a period
during which the flow remains quasi-stationary might be
difficult to achieve (Mayr et al., 2004). Dropsondes pro-
vide more instantaneous vertical cross-sections of tem-
perature, wind and moisture fields (e.g. Armi and Mayr,
2007), if permission to drop can be obtained and the
frequently narrow gap flows are accurately targeted. Air-
crafts are particularly useful for gap flow studies when
equipped with remote-sensing instrumentation so that
complete sections perpendicular and parallel to the gap
can be measured in a short period of time. The same
measurement principles as for their ground-based coun-
terparts can be exploited: aerosol backscatter (Flamant
et al., 2002; Gohm and Mayr, 2005, 2005) for the depth
of the gap flow layer, Doppler processing with scanning
or use of a pseudo-dual-Doppler technique for 3D wind
(Weissmann et al., 2005), and amount of water or ozone
as air mass tracer from a differential absorption lidar. The
application of lidar is limited to regions with broken or no
cloud cover. Wind in cloudy regions might however be
measured with an airborne Doppler radar. Typically the
upstream cloud cover is stratiform and non-precipitating,
i.e. a cloud radar with a wavelength of 1 cm or less is
needed. A weather radar with longer wavelengths obtains
wind only in precipitation regions.
Two aspects of gap flow, the formation of the wedge of
nearly neutral and stagnant air on top of the gap flow layer
and the separation of gap flow from the ground, could
not be studied with the MAP instrumentational set-up.
A combination of carefully positioned ground-based and
airborne remote sensors with the capability of measuring
wind and temperature with a spatial resolution O(10 m)
will be needed for a successful observation.
4.2. Numerical simulations
Simulating gap flows in realistic settings challenges cur-
rent models. The essential features of a gap flow that a
numerical model should capture are its depth, the strength
of the interface on its top, turbulent detrainment with the
formation of the nearly neutral and stagnant wedge on
top of the gap flow layer downstream, and the locations
where flow separation and hydraulic jumps occur. Get-
ting the initial conditions right is the first major challenge.
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The horizontal resolution must be high enough to resolve
the gap. Since topography must be smoothed to at least
2x so that no disturbances are excited that the numerical
diffusion scheme cannot remove, horizontal mesh sizes
of a few hundred metres might be needed. Simulations
for the Wipp Valley (Za¨ngl et al., 2004; Gohm et al.,
2004) used 267 m as the finest meshes. Without a prop-
erly resolved gap, the mass flux through it (Gohm et al.,
2004) and the location of flow separation points (Ross
and Vosper, 2003) and hydraulic jumps will be inaccu-
rate. Proper representation of the air masses on both sides
of the gap is difficult. Currently most mesoscale models
obtain the initial state through an interpolation of anal-
yses produced by data assimilation schemes of global
models, which in general do not resolve the gap scale and
often have to discard observations in complex topography
where the differences between model and real topogra-
phy are large. Evolving the correct initial state through
a prolonged spin-up of the mesoscale model often fails
since e.g. the evolution of local valley wind systems
or cold pools strongly depend on the air mass proper-
ties and on conditions of the surface (soil moisture and
temperature, vegetation, land use; Chow et al., 2006),
which are insufficiently known. For case-studies, fields
can be corrected manually (Za¨ngl et al., 2004, appendix).
For operational mesoscale forecast models, both a better
assimilation algorithm than the commonly used nudging
and adequate measurements of soil moisture and temper-
ature are needed. Without them, air masses in the model
on both sides of the gap might be similar and no shallow
gap flow evolves. If a gap flow does evolve, the level
of neutral buoyancy and thus the penetration depth on
the downstream side can be poorly represented. A first
improvement was achieved with an optimum interpola-
tion scheme (Jaubert et al., 2005, and references therein)
for fo¨hn simulations in the Rhine Valley.
The second challenge for the numerical simulation lies
in the numerics of the models. Terrain-following vertical
coordinate systems introduce numerical artifacts, espe-
cially in advective and diffusive processes, since deriva-
tives along the model surface are significantly away from
being horizontal. Promising modifications are in the coor-
dinate system itself (Scha¨r et al., 2002), and making the
horizontal diffusion truly horizontal, at least for tem-
perature and moisture (Za¨ngl, 2002b). Without a truly
horizontal diffusion, a cold pool in a valley cannot be
maintained since mixing along the sloping coordinate
surface takes place; descent of the gap flow and flow
separation cannot be properly simulated. Since detrain-
ment at the top of the gap flow layer is a crucial process
(cf. Section 3), the small-scale turbulent processes have
to be properly parametrized. The scheme of Mellor and
Yamada (1982), which (or one of its modifications) is
widely used in mesoscale models, produces too little
detrainment. The alternative, large-eddy parametrizations
(e.g. Deardorff, 1980), are not perfectly suitable either,
since horizontal (several hundred metres) and vertical
(dozens of metres) grid meshes are not of similar mag-
nitude. Thus it is not surprising that it has only recently
been noticed that flow separation and breakthrough of
gap flows to lower terrain strongly depend on the turbu-
lence parameterization and which values of the exchange
coefficients are used (Gohm 2005, personal communi-
cation). Failure of the turbulence scheme to create the
correct stratification might even affect the upstream part
of the gap. A thorough comparison of model simula-
tions with observations (Gohm et al., 2004) identified an
incorrect upstream profile with a too shallow gap flow
layer immediately upstream of the Wipp Valley gap as
the largest discrepancy between observations and model,
despite a correct profile further upstream. Incorrectly rep-
resented physics leading to the formation of the inversion
at the top of the gap flow layer was suspected. This led
to an incorrect mass flux and descent on the downstream
side. Results from the boundary layer subproject of MAP
(Rotach and Zardi, 2007) point to ways of improving the
turbulence parametrization over complex terrain.
5. Conclusions
Project P4 of the Mesoscale Alpine Programme and
later field campaigns of smaller scope have focused on
the flow through indentations in mountain ranges. Such
indentations range from solely lateral constrictions of the
terrain (level gap) to a combination of lateral and vertical
constrictions as found in a pass. The flow configuration
studied in detail was one of a deeper, relatively slow-
moving upstream layer that accelerates and thins through
the gap and downstream of it. One conceptual way
to describe the flow situation is that of two reservoirs
of differing depth far upstream and downstream of the
gap. These reservoirs can be formed by different air
masses, with a dome of air of lower potential temperature
upstream, and/or a flow towards the gap caused by
a mesoscale or even synoptic-scale pressure gradient
force, which piles air up on the upstream side of the
gap. At least for the gap in the Alpine Wipp Valley
and gaps in the Dinaric Alps (but most likely also for
other gaps), the hydraulic (or reduced-gravity shallow-
water) framework is the simplest way to describe the
essential features of these strongly nonlinear flows. The
simplest prototype of gap flow identified was one of
a single (i.e. nearly mixed) flowing layer that transits
from a subcritical to a supercritical state at the region
of the most pronounced topographical constriction, i.e.
the gap. The gap then controls the volume flux through
it. Since typically the depth of the upstream reservoir
is preset by the upstream air mass or flow towards the
obstacle, only one particular value of volume flux through
the gap is possible. Past the gap, the flow accelerates
further and its depth and the (reduced) pressure at the
surface keep decreasing until it adjusts to the presence
of the downstream reservoir in a hydraulic jump, where
some of the kinetic energy is turbulently removed and
some transformed into potential energy as the isentropes
rise again and consequently the pressure increases. The
single-layer prototype was found for shallow gap flow
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where there is (almost) no flow across the crest. The
second and third prototypes are for a continuously and
stably stratified upstream reservoir. For a constriction, an
analytical hydraulic solution (Wood, 1968) exists with a
sort of parabolic velocity profile and a bounding, nearly
neutrally stratified layer at the top and bottom of the gap
flow layer upstream. Depending on the depth of the flow
and the gap, and the strength of turbulent mixing in the
boundary layer and hydraulic jump(s), the stratification
either remains stable downstream of the gap (most likely
with deep fo¨hn) or is mixed into a single neutral layer.
The topography-related descent of the air makes gap
flows a special case of fo¨hn (cf. Drobinski et al., 2007),
which was intuitively realized through the concept of
shallow and deep fo¨hn (Kanitscheider, 1932; Vergeiner,
1983, p.119) and formally understood in MAP. Small-
scale variations of the topography strongly influence
and modify gap flow by causing additional hydraulic
jumps, launching gravity waves or leading to horizontal
or vertical flow separation or flow re-attachment (cf.
Gohm and Mayr, 2005).
The GAP project of the Mesoscale Alpine Pro-
gramme has gathered the most comprehensive observa-
tional gap flow dataset to date. The data are available to
the research community at http://www.map.meteoswiss.
ch. There is still much room for continued exploitation.
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