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ABSTRACT 
 
Full Name : ALI MAHMOUD ALI AL OMOUR 
Thesis Title : FILTERED-X LEAST MEAN FOURTH FXLMF AND LEAKY-
FXLMF ADAPTIVE ALGORITHMS: STOCHASTIC ANALYSIS 
AND SECONDARY PATH MODELING ERROR 
Major Field : TELECOMMUNICATION ENGINEERING 
Date of Degree : May 2015 
 
Adaptive Filtering Algorithms show promise for the improvement of the Active 
Noise Control (ANC) problem. Several adaptive algorithms have been developed and 
utilized for this purpose. Just to name a few, the Filtered-x Least Mean Square (FXLMS) 
algorithm, the Leaky version of FXLMS (LFXLMS) algorithm, and other modified LMS 
algorithms. On the other hand, the Least Mean Fourth (LMF) algorithm proves that it can 
outperform the LMS algorithm under special circumstances. In this work, we are proposing 
two new adaptive filtering algorithms, which are the Filtered-x Least Mean Fourth 
(FXLMF) algorithm and the Leakage-based variant (LFXLMF) of the FXLMF algorithm. 
The main target of this work is to derive the FXLMF and LFXLMF adaptive algorithms, 
study their convergence behaviors, examine their tracking and transient conduct, and 
analyze their performance for different noise environments. Moreover, a convex 
combination filter utilizing the proposed algorithm and algorithms robustness test is carried 
out. 
 Finally, several simulation results are conducted to validate the theoretical findings, 
and show the effectiveness for FXLMF and LFXLMF algorithms over other adaptive 
algorithms. 
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 ملخص الرسالة
 
 
 علي محمود علي العمور الاسم الكامل:
 
خوارزمية تصفية المدخل لأقل متوسط رباعي و خوارزمية ترشيح المدخل لأقل متوسط رباعي :  الرسالة:عنوان 
 تحليل احصائي و استخدام مسار ثانوية لنموذج الخطأ
 
 هندسة الإتصالاتالتخصص:
 
 م2015مايو :الدرجة العلمية تاريخ
 
). وقد و وضعت عدة CNAمكافحة الضوضاء النشطة (خوارزميات التصفية المتكيّفة أضهرت تقدما َواعدا َفي مشكلة 
خوارزميات تصفية متكيفة و بغرض الأستفادة منها في هذه المشكلة, على سبيل المثال لا الحصر خوارزمية 
) FML) المحسنة. من ناحية أخرى فأن خوارزمية (SMLو خوارزمية ( SMLXFL(), و خوارزمية (SMLXF(
و في هذا العمل نقدم خوارزميتين جديددتين من ) في ظل ظروف خاصة. SMLأثبتت تفوقها على خوارزمية (
حيث أنه سيتم من خلال هذا  )FMLXFL() و خوارزمية FMLXFخوارزميات التصفية المتكيفة و هما خوارزمية (
لفة من تالعمل اشتقاقهما و دراسة سولكيات التقارب و دراسة تتبع السلوك المنتقل و تحليل أدائهما في ضل بيئات مخ
الضوضا. و علاوة على ذلك فانه سوف يستخدم مزيج من هذه الخوارزميات المقترحة و في تشكيل خوارزمية مشتركة 
 و اختبارات المتانة لهم.
و أخيرا العديد من نتائج المحاكاة المحوسبة سوف يتم تطبيقها للتأكد من صلاحية النظرية و تظهر فاعلية الخوارزميات 
 تكيف من الخوارزميات الاخرى.المقترحة على ال
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1. CHAPTER 1 
INTRODUCTION 
 
In recent years, the evolution of technology and industrial growth opened the door for 
researchers around the word in most fields to enhance, and create new hardware, software, 
and discover more things in all spheres. However, this evolution created a dark side to 
human life, due to its pollution, wastes and noise. Fortunately, human stubbornness and 
the necessity to motivate minds to find solutions for these side effects of their progression 
continues. 
In most communication systems, the signals suffer from the noise problem in different 
times at generation, transmission, reception and at the destination side analysis. Different 
types of noise signals, mostly statistically distributed, can harmfully affect the desired 
signal. Understanding the type of noise signal is the first step toward mitigating its effect. 
Furthermore, canceling of the noise was a great inspiration for researchers to develop 
control methods that led to reducing the noise to an acceptable level, depending on the type 
and effects of the noise, and the system environment itself. One of these controlling 
methods is the use of adaptive filtering techniques.  
Noise cancelation is one of the most important issues that adaptive filtering algorithms 
strive to accomplish. Adaptive filtering algorithms have created an extremely wide range 
of interest. Diverse applications utilize this powerful tool for systems representations. 
Moreover, adaptive filtering algorithms promise great developments and improvements in 
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most of the hot topics in communications, signal processing, estimation and control, to 
name a few, since they show their compatibility to be influenced by other techniques like 
compressed sensing, and by their ability to be extended even more due to  technological 
developments. 
The concept of adaptation can be explained as the ability of a system to adjust its 
parameters by responding to some phenomenon in the environment surrounding this 
system [1][3]. There is a variety of applications in communication systems which can be 
supported by an adaptive system, like channel estimation, noise cancellation, adaptive 
equalizations and more [1],[2]. When we say adaptive filtering, then we are describing a 
system that can be represented by a filter that is able to change its taps or weights according 
to a certain procedure to adapt a particular system, taking into account the effect of the 
environment surrounding that system. 
These procedures, that are responsible for the adaptation process of the system, and the 
mathematical derivations which represent the filter structure, are the algorithm that rules 
this system. Proving and understanding the ability of the algorithm to represent this system 
brings about the need to study and examine the algorithm in different circumstances by 
clear verifications. 
Some of these verifications which are utilized to understand the behavior of the algorithm 
can be summarized as follows: First, the ability of the algorithm to converge, and the 
required time that the algorithm needs before it reaches the target of the adaptation process, 
referred to as either the convergence time, or the algorithm speed of convergence. Second, 
the stability and robustness of the algorithm, specifying the factors that determine the range 
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of stability of the algorithm. Finally, the ability of the algorithm on tracking the changes 
through the transient and steady state phases, and taking into consideration the algorithm’s 
complexity performance and the availability of resources. 
1.1 Background 
1.1.1 Active Noise Control  
There are two main types of noise that can be found in the environment. The first one is 
called broadband noise. In this type, the energy of the noise spreads almost equally over 
the frequency band which is totally random, such as the sound from jet planes or the 
impulse noise due to explosions, or white noise. The second type is narrowband noise. In 
this type of noise, the energy spreads over a particular range of frequencies,  and it is 
characterized by a periodical behavior since it repeats itself, like the noise caused by 
rotating machines due to repetitive movement. This kind of noise can be considered as 
predictable [5]. 
In general there are two basic methods to control the noise. The first one uses passive 
control techniques, which aims to reduce the noise effect by using materials such as a 
combination of tubes, sound absorbing material, barriers, enclosures or silencers. This type 
of noise absorbing or dispersion techniques are good for broad frequency range; however, 
they are still large, expensive and insufficient for low frequencies [5]. 
The other technique is the Active Noise Control (ANC) technique. This method can be 
achieved by using an additional secondary source able to play an anti-noise signal having 
the same magnitude, and an opposite phase estimated from the primary signal using an 
adaptive algorithm and depending on the superposition principle [3].  
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Passive control techniques are effective in reducing the noise over broadband frequencies, 
but still they are expensive and sometimes they are difficult to apply, so they have limited 
noise attenuation, especially at low frequencies. Moreover, they show low noise mitigation 
when the passive silencer dimension is smaller than the acoustic wavelength. By contrast, 
the ANC is much easier to implement and qualified to adapt a diverse range of specific 
frequencies. The ANC has a distinctive feature compared to the other noise cancellation 
techniques, which is the existence of the transfer function located between the output of 
the adaptive filter and the error sensing node. This transfer function is called the secondary 
path, which is used to eliminate the noise from the primary signal. 
Broadband noise can be controlled if we are able to predict the primary noise signal which 
is spread over all frequencies in the broadband case. This prediction is the same as having 
access to the original primary signal (which is not available in most cases); after this we 
can generate an inverted version of the acoustic noise, opposite in phase and having the 
same amplitude, to ultimately cancel the noise. By contrast, it is possible to predict the 
narrowband noise due to its periodic behavior, which gives us a kind of access to the input 
signal that makes it likely to be controlled. Figure 1-1shows the concept of an active noise 
cancelation technique. Note that when the estimated secondary noise matches the unwanted 
primary noise, the technique results in a small residual noise. 
The ANC technique can be used for several applications, where all of these applications 
aim to attenuate the unavoidable noise sources at the end equipment, such as the noise from 
automotive vehicles, manufacturing and industrial operations, and equipment like engines, 
fans, transformers and other noise sources [3]-[5].  
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Figure 1-1: Concept of active noise cancelation 
The effectiveness of ANC can be achieved by having exact precision in amplitude and 
phase for both the primary and the secondary noise, so they become like a mirror for each 
other as shown in Figure 1-1.With the new development and research in Digital Signal 
Processing (DSP) techniques, sampling and processing of the acoustic signal becomes 
easier , with precision and sufficient speed, to achieve noise cancellation effectively.  
 
1.1.2 Filtered X Least Mean Square FXLMS Algorithm and Leaky 
FXLMS Algorithm 
In an ANC system as mentioned previously, there is a secondary path located between the 
output of the adaptive filter and the error sensing node. This secondary path can be 
represented by a transfer function used as a superposition transformation point between the 
acoustic domain and electrical domain (the Adaptive filter) see Figure 1-2. This transfer 
function combines the DAC digital to analog convertor, reconstruction filter, power 
amplifier, loudspeaker, acoustic path from the loudspeaker to the error microphone, error 
microphone, preamplifier, anti-aliasing filter, and ADC analog to digital convertor. 
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(a) 
 
(b) 
Figure 1-2: (a) ANC system in duct, (b) ANC System 
The presence of the secondary path after the adaptive filter requires a modification on the 
conventional LMS to ensure the convergence of the algorithm. The solution of this problem 
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is to place a conformable filter to the secondary path between the reference signal and the 
weight update of the LMS algorithm. In other words, an estimated version of the secondary 
path is used to filter the reference input signal, which is later recognized as a Filtered-
XLMS algorithm. 
Later, the FXLMS algorithm is considered as the foundation and a direct application for 
ANC mitigation. The FXLMS is a modified version of the LMS algorithm. To ensure the 
convergence of the algorithm, and as a member of the LMS family, the FXLMS presents 
some problems, such as the problem of high noise level related to the low frequency 
resonances, which may cause nonlinear distortion by overloading the secondary source. 
The solution of the overdriven problem was through the introduction of an output power 
constraint (called the leakage factor) for keeping the adaptive filter weights within bounds, 
and by limiting the power of the secondary source to avoid nonlinear distortion. Based on 
that, adding the leakage factor on the FXLMS algorithm, the so-called LFXLMS algorithm 
proposed a more robust and significant stability effect on the adaptive algorithm. 
1.2   Literature Review 
The importance of an adaptive filter system comes from its ability to adjust its filter 
parameters in response to the changes in the surrounding environment. Tracking the 
changes in the environment and continuously updating the filter parameters will guarantee 
the capability of the adaptive filter to simulate the unknown plant system [3]. 
Noise cancellation is one of the adaptive filtering applications which are widely used in 
everyday life. In addition, other diverse applications on Adaptive filtering theory, such as 
system identification, adaptive equalization, and plant modeling and more have been 
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described in literature [1], [2]. Adaptive filtering provides improvement for ANC due to 
the filter’s ability to change its weight adaptively with changes in the surrounding area to 
reduce the residual error, so we don’t need an external source for control or physical 
modification. Furthermore, ANC offers potential benefits in volume, weight, cost, and size.  
The first design for an ANC utilizing a microphone and loudspeaker which were energized 
electronically to generate the cancelling signal was proposed in 1936 by P. Lueg, [4] on 
his patent. The acoustic noise is characteristic of a time varying environment due to the 
continuous change in the phase, amplitude, frequency content and sound speed. These all 
required an ANC system to be adaptive [6], [7] in order to be able to handle the mentioned 
variations. Since then, a variety of adaptive algorithms have been developed and utilized 
for the purpose of ANC [3].  
The most famous adaptive algorithm is the Least Mean Square (LMS) [10]. The LMS 
algorithm was derived by replacing the gradient vector in the steepest descent 
method [1]-[3]by statistical approximation of that gradient vector. The LMS algorithm 
states that the weight vector will converge to the optimal Winner filter if a stochastically 
input has been used. LMS has become the most widely adaptive algorithm used in different 
applications due its computational simplicity, ease of implementation, and robustness to 
signal statistics, and most of the adaptive algorithms arising later were modifications on 
the conventional LMS algorithm.  
The LMS algorithm suffers from problems, such as, a degradation in the algorithm 
efficiency, due to the presence of a filter in the auxiliary or in the error path that. Also, slow 
convergence, instability of the algorithm, increased the residual noise power and lowered 
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the convergence rate. Those constraints urged scientists to enhance the conventional LMS 
algorithm. Later on, in 1978, Mazo proved the independence theory experimentally [9] and 
then in 1984 Gardner employed the independence theory for an independent identically 
distributed (IID) white-input process. This proposal was a breakthrough for LMS, which 
makes the analysis of the LMS algorithm a short and fast process [8]-[9]. 
In 1981 Widrow derived the FXLMS algorithm when he was working on adaptive controls, 
while Burgess proposed the FXLMS algorithm for the ANC application [11]- [16], FXLMS 
was developed for ANC, and became the cornerstone algorithm for ANC applications;  on 
this algorithm an identical copy of the secondary path (transfer function) is used to filter 
the input before it enters the algorithm in order to adjust the coeﬃcient vector of the filter, 
as shown in Figure 1-3, where the main purpose of the secondary path is to solve the 
instability problem and to eliminate the noise from the primary signal [10]. 
 
Figure 1-3: Block diagram for the FXLMS algorithm. 
In the last decade, intensive research were introduced for the purpose of FXLMS algorithm 
modification, in literature [14] a new stochastic analysis for FXLMS algorithm was 
10 
 
introduced, using an analytical model not based on the independence theory, to drive the 
first moment of the adaptive weight filter. The main assumption of this work was to ignore 
the correlation between the data vector and the weights and compared the correlation 
between data vectors, and preserved past and present data vector correlations. This model 
was valid for white and colored primary input signals and shows stability even when using 
large step sizes. 
Usually, when designing adaptive algorithms, the input signal used is a stochastic signal, 
otherwise the algorithm will suffer from a non–Winner effect. Vicente and Masgrau [17] 
proposed a convergence analysis for a periodic or deterministic input signal by obtaining a 
strict upper boundary on the algorithm step size and applying the root locus theory to the 
transfer functions of the adaptive filter.  
The FXLMS algorithm is preferred because of its inherent stability and simplicity, but 
sometimes the adaptive filter suffers from high noise levels caused by low frequency 
resonances, which may cause nonlinear distortion due to overloading the secondary source. 
This problem was solved by adding output power constraints to the cost function, as was 
proposed in the Leaky FXLMS algorithm LFXLMS[16][20], Moreover, the LFXLMS 
reduces the numerical error in the finite precision implementation and limits the output 
power of the secondary source to avoid nonlinear distortion; LFXLMS increases the 
algorithm stability, especially when a large source strength is used. 
Another modification of the FXLMS algorithm[15] is the Modified FXLMS algorithm; 
MFXLMS proposes better convergence and reduces the computational operations, since 
FXLMS shows poor convergence performance. 
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LMS may suffer from divergence on the adaptive weight vector due to insufficient spectral 
excitation, like a sinusoid signal without noise, which may cause overflow for the weight 
vector during the updating process. The divergence problem can be solved by proposing 
the (Leakage) termed during the updated calculation of the weights vector [16] which 
results in a reduction in the adaptive filter performance, controlling the leakage factor 
necessary to balance between the lost performance, adding more complexity and 
robustness of the adaptive filter, as in the Leaky LMS.  
The authors in [20], introduced a stochastic analysis for the Leaky FXLMS algorithms 
without employing the independence theory. Furthermore, they assumed an inexact 
estimation for the secondary path, which is the case in most practical implementations for 
the adaptive filter. 
The Leaky LMS algorithm proposed in [16][18], aims to reduce the stalling, where the 
gradient estimate is too small to adjust the coefficients of the algorithm, due to a very low 
input signal. Moreover, the leakage term stabilized the LMS algorithm successfully. LLMS 
solved the problem of bursting in short distance telephones when we added the adaptive 
echo canceller [19].   
A very important extension of the Windrow- Hoff LMS algorithm [10], is the Least Mean 
Fourth LMF algorithm [21], where the expected value of the error is raised to the power 
2𝑘 ,where 𝑘 = 2,  in the case of LMF, and 𝑘 = 1,2, …, for higher order, where the cost 
function for LMF algorithm is given as the following: 
𝐽𝐿𝑀𝐹(𝒘) = 𝐸[𝑒𝑘
4] (1.1) 
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The LMF weights converge proportionally to the LMS weights. However, LMF 
outperform LMS in lower noise level for the weights at the same speed of convergence by 
a margin of 3-10 dB in favor of LMF under some circumstances, like the independence of 
the noise of the input signal; but this algorithm pays the penalty of computational 
complexity when compared to LMS.  
As in the LMS family, many algorithms were proposed as a modified version of the LMF 
algorithm. The Leakage-based variant of LMF algorithm, proposed in [22], introduces a 
solution to reduce the weight drift problem, which appeared in the LMF algorithm. Another 
extension of the LMF family is the Normalized LMF algorithm [23], where NLMF shows 
a fast convergence and the lowest steady state, unlike LMS. Moreover, NLMF algorithm 
convergence is independent of the input correlation statistics. 
1.3   Problem Statement 
In the recent years, significant research effort was focused on ANC, trying to modify and 
improve it. This increase of interest derived from two major facts: the enormous 
development in the DSP, and the orientation on utilizing ANC to develop smart structures.  
The most important fundamentals in ANC system are: s to be a fast adaptive system; in 
other words, the algorithm used needs to have a fast speed of convergence, to start 
controlling the noise immediately after predicting the input noise signal. Another necessity 
in the ANC system is to reduce the error between the input primary noise signal and the 
resulting one to an acceptable noise level, which can be achieved by insuring that the 
algorithms converge to the lowest weight noise level. These essential fundamentals can be 
verified by simulations and analytical models. 
13 
 
The effectiveness of ANC depends on the acoustical hardware implementation, and the 
signal processing of the adaptive algorithm used. Moreover, a reliable knowledge of the 
algorithm behavior is required for significant algorithm design. Most of the new works on 
this field are centered on developing the current techniques and proposing new ones.  
Also, in general, there are other problems of algorithms facing adaptive filter research, such 
as: the algorithm’s robustness, stability and validity for different types of statistically 
distributed noise and input signals, considerations of an acceptable level of error, and 
finally the hardware design and computational complexity.  
1.4   Contributions 
Adaptive filters received a lot of attention due to their ability to adjust the filter coefficients 
to minimize the error signal due to their simplicity. The Least mean-squared (LMS) 
algorithm family was the reference for such problems. One of the most popular algorithms 
in this family is the Filtered-X least mean square (FXLMS) algorithm, which is considered 
as the cornerstone for ANC systems. Furthermore, the LLMS and LFXLMF algorithms are 
well known proposed solutions for problems found in the LMS, and provide much 
robustness and stability for LMS algorithm, and both FXLMS and LFXLMS algorithms 
propose to be a great contribution for ANC. 
In this work, we will propose new algorithms from the least Mean Fourth LMF algorithm 
family.  More specifically, we are aiming to propose the filtered X least mean fourth 
adaptive algorithm, FXLMF, and the leakage based variant of the filtered X least mean 
fourth adaptive algorithm, LFXLMF. Those two algorithms are expected to have a high 
effectiveness on the ANC issue. 
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The necessity of having an algorithm with fast speed convergence and acceptable low 
weight noise level, as well as the promise of the outperformance of the LMF family over 
LMS in various aspects, are the main encouraging objectives behind our work, which will 
propose two new adaptive algorithms, the FXLMF and the LFXLMF adaptive algorithms. 
Moreover, we aim to carry out full studies for both the FXLMF and LFXLMF algorithms 
through analyzing the convergence behaviors, and examining the performance for both of 
them under different statistical input signals and noise, depending on secondary path 
modeling error using an energy conservation relation framework. 
This work is organized into five chapters as follows: chapter one, an introduction to start 
the work, and then we moved to a background about the ANC and FXLMS algorithm. 
Later on is the literature review, followed by the problem statement of our work and the 
contributions we aim to achieve by the end of thesis. Next, in chapter two we will describe 
the methodology of our proposed work and the analytical derivations for the FXLMF and 
LFXLMF algorithms. In chapter three, we propose the convex combined FXLMF with the 
FXLMS algorithm. Simulation work done is presented in chapter four, and finally you will 
find in chapter five the conclusions and the future work. 
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2. CHAPTER 2 
PROPOSED ALGORITHMS 
 
In this chapter, the development and the derivations of the two proposed algorithms are 
considered. The two newly proposed algorithms are the Filtered X Least Mean Fourth 
FXLMF and Leaky Filtered X Least Mean Fourth LFXLMF algorithms. As can be seen 
from their acronyms, these two algorithms are related to their main algorithm, the LMF 
algorithm. Deriving from the development of these two algorithms, their respective block 
diagrams in the context of ANC are also designed. We will see in section 2.2 the block 
diagram Figure 2-2 which will help to better understand the mechanism of these 
algorithms. As a byproduct of these analyses, conditions to ensure stability with respect to 
their step size are also derived. First, we start by deriving the FXLMF algorithm and the 
LFXLMF algorithm will follow. 
 
2.1  Methodology and Proposed Method 
A direct and a clear example, that is usually used to explain the ANC system, is the air 
duct. This can be found in cars, planes, generators, just to name a few. An ANC system in 
the air duct can be presented as shown in Figure 2-1 
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Figure 2-1: ANC system in the air duct 
The primary path for this system is the path between the reference microphone (1) and the 
error microphone (2), while the two secondary paths are: the first one between the 
microphone (1) and the cancellation loudspeaker, and the second one between the 
loudspeaker and the microphone (2). The dashed line represents the undesirable noise 
signal which is sensed by microphone (1) and is used as the primary input signal to the 
adaptive filter. While the filter adjusts its weights depending on the adaptive algorithm 
used, the output of the adaptive filter is used to produce an inverted version of the input 
noise electronically by cancelling the loudspeaker through the duct. The primary input 
noise and the output of the loudspeaker should cancel each other. This occurs only when 
we have an exact estimation of magnitude and synchronization in time for both the primary 
noise and the output signal from the loudspeaker. Otherwise, an error signal is obtained. 
This signal continues through the duct to microphone (2); the error signal is sensed by the 
second microphone and used by the adaptive algorithm to adjust the filter weights, and 
ultimately to reduce the error to the lowest possible level. 
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The efficiency of the algorithm depends on how much time it will take before the adaptive 
algorithm converges and to what level of noise. In other words, how much time will it take 
before the resulting error becomes as low as possible. Moreover, the ability of the adaptive 
algorithm to converge when different types of stochastic input and noise signal used to 
energize the system. 
 
2.2  Analysis 
In this part, we will describe the general adaptive filtering system that will be used for both 
the FXLMF and the LFXLMF algorithms derivations. Figure 2-2 illustrates the block 
diagram of an ANC, and illustrates the location of the secondary path 𝑺 and the estimated 
secondary path ?̂?. The secondary path has a transfer function which can be represented by 
a group of a Digital to Analog (D/A) converter, a power amplifier, a cancelling 
loudspeaker, an error microphone and finally an (A/D) convertor. 
 
Figure 2-2: Block diagram of ANC. 
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The realization of the secondary path is usually obtained using a system identification 
technique; and for this work, the assumption used considers an inexact estimation for the 
secondary path which may cause errors on the number of coefficients, or on their 
values [20]; as a result, the values of the secondary path will be as ?̂? ≠ 𝑺, and the filter 
coefficients taps number ?̂? ≠ 𝑀.  
Adaptive filter weights 𝒘(𝑛) = [𝑤0(𝑛) 𝑤1(𝑛) … 𝑤𝑁−1(𝑛)]
𝑇 
Stationary input signal 𝒙(𝑛) = [𝑥(𝑛) 𝑥(𝑛 − 1) …  𝑥(𝑛 − 𝑁 + 1)]𝑇 
Secondary path 𝑺 = [𝑠0 𝑠1 … 𝑠𝑀−1]
𝑇 
Estimate of the secondary path ?̂? = [?̂?0 ?̂?1 … ?̂?𝑀−1]
𝑇 
Primary (desired) signal 𝑑(𝑛) 
Stationary noise process 𝑧(𝑛) 
Number of tap weight coefficients 𝑁 
Number of the secondary path coefficients 𝑀 
Table 2-1: Parameters and their descriptions used in Figure 2-2 
Referring back to Figure 2-2, the error signal is given by 
𝑒(𝑛) = 𝑑(𝑛) − 𝑦′(𝑛) + 𝑧(𝑛) (2.1) 
where 𝑑(𝑛) is the desired response, and  𝑦(𝑛) is the output of the adaptive filter given by 
𝑦(𝑛) = 𝒙𝑇(𝑛)𝒘(𝑛) = 𝒘𝑇(𝑛)𝒙(𝑛) (2.2) 
 
𝑦′(𝑛) is the output of the secondary path 
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𝑦′(𝑛) = ∑ 𝑠𝑖𝑦(𝑛 − 𝑖)
𝑀−1
𝑖=0
 
                               = ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘(𝑛 − 𝑖) 
(2.3) 
and 𝑧(𝑛) is the active noise. Finally, the filtered input signal is given as  
𝑥′(𝑛) = ∑ ?̂?𝑖𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
 (2.4) 
For the case of an exact approximation for the secondary path, that is 𝑺 = ?̂?, then the input 
signal, 𝒙(𝑛) ,will be filtered by 𝑺. 
 
2.3 Mathematical Background and Proposed Algorithms 
Literature shows that adaptive filtering algorithms promise good solutions to noise control 
problems because of their ease of implementation, low cost, and other features (mentioned 
in Chapter 1). This work will add two new algorithms for ANC purposes. These are the 
FXLMF and LFXLMF algorithms. 
The core of adaptive filtering techniques is the steepest decent method [1]-[2], for which 
the cost function 𝐽(𝒘) is a continuously differentiable function of  the unknown 𝒘, the 
weight vector of the adaptive filter. Each vector 𝒘 is mapped by the cost function into a 
real number and the purpose is to find the optimum vector, 𝒘𝑜 , that satisfies the following 
𝐽(𝒘𝑜)  ≤ 𝐽(𝒘) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝒘. (2.5) 
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In other words, the steepest decent method is an optimization algorithm, starting with an 
initial guess, 𝒘(0), which then generates a sequence of weight vectors 𝒘(1), 𝒘(2), … ,  to 
reduce the cost function iteratively where 𝐽(𝒘(𝑛 + 1))  < 𝐽(𝒘(𝑛)). Based on this, the 
update weight vector equation can be written as 
𝒘(𝑛 + 1) = 𝒘(𝑛) −  
1
2
𝜇 𝑔(𝑛) (2.6) 
where the second term is called the weight adjustment term,  𝑔(𝑛) is the gradient vector of 
the cost function: 
𝑔(𝑛) =  ∇𝐽 (𝒘) 
          =  
𝜕𝐽(𝒘)
𝜕𝒘
, 
(2.7) 
and 𝜇 is a positive constant called the step size parameter. The weight adjustment process 
is done by the algorithm on each iteration to update the weight vector 𝒘 .Repeated updating 
of the weight vector for a large number of iterations will lead to the optimal weight vector 
𝒘𝒐 which satisfies  𝐽(𝒘𝒐) =  𝐽𝑚𝑖𝑛 , that is 
 
lim
𝑛→∞
𝒘(𝑛) = 𝒘𝒐, (2.8) 
or,  
lim
𝑛→∞
𝐽(𝑛) = 𝐽𝑚𝑖𝑛. (2.9) 
The steepest decent method assumes that we have a priori information about the statistics 
of the input sequence, 𝒙(𝑛) , and the desired signal, 𝑑(𝑛). This is not the case in most of 
the adaptive filtering systems, and therefore we cannot apply it directly. To relax this 
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situation Widrow proposed the LMS algorithm [6][7], the most famous adaptive filtering 
algorithm, where the instantaneous values of the autocorrected matrix of the input signal 
and the cross-correlation between the desired and the input signal are used instead, that is 
the update weight vector equation for the LMS algorithm is governed by the following 
recursion  
𝒘(𝑛 + 1) = 𝒘(𝑛) + 𝜇𝒙(𝑛)𝑒(𝑛) (2.10) 
where 𝜇 is the step size responsible for the convergence rate and controls the algorithm 
stability. The algorithm governed by (2.10) shows an unbiased behavior, so that the 
expected value of the weight vector converges to the optimal solution or the Wiener filter 
solution. Both LMS and FXLMS algorithms have the same update equation (2.10), but the 
difference is the error equation for each one of them, so the update in each of them will be 
different.  
In 1984 Widrow and Walach proposed the Least Mean Fourth (LMF) algorithm and its 
family [21]. They showed that the general form this family updates is governed by  
𝒘(𝑛 + 1) = 𝒘(𝑛) + 𝜇𝑘 𝒙(𝑛)𝑒2𝑘−1(𝑛) (2.11) 
where 𝑘 = 1,2, …, and the LMS algorithm and the LMF algorithm are achieved when 𝑘 =
1, and 𝑘 = 2 respectively. The LMF algorithm has an interesting behavior since it shows 
substantially lower weight noise level comparing to the LMS algorithm under some 
circumstances. As it was the case for LMS and FXLMS algorithms, the weight update 
equation for the LMF and proposed FXLMF algorithms is the same as in equation (2.11) 
when 𝑘 = 2. 
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In section 1.1.2 we mentioned the problem of the weight vector overflow during the 
updating process, because of an insufficient spectral excitation for the LMS algorithm; also 
we said that the solution was achieved through adding a power constraint to the weight 
update equation, which is called gamma 𝛾 , the leakage factor [16]. The function of the 
leakage factor is to retain the unconstrained growth in the weights during the update 
process. The leaky LMS algorithm is given as follows:  
𝒘(𝑛 + 1) = (1 − 𝛾𝜇)𝒘(𝑛) + 𝜇𝒙(𝑛)𝑒(𝑛) (2.12) 
and the value  =  (1 − 𝛾𝜇), where 0 <  ≤ 1 adds more stability and robustness to the 
adaptive algorithm at the expense of degradation in the algorithm’s performance. 
 
2.4 Development of FXLMF Algorithm  
Using the block diagram in Figure 2-2 the cost function for the FXLMF algorithm is given 
by the following relation 
𝐽𝐹𝑋𝐿𝑀𝐹(𝒘) = 𝐸 [𝑒
4(𝑛)] (2.13) 
where the error signal, 𝑒(𝑛), is given by (2.1), as the difference between the output signal 
from the secondary path and the primary signal, that is, 
𝑒(𝑛) = 𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛) (2.14) 
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Deriving the curves of the derivations, we will resort to the same assumptions, used in the 
literature [17]-[22], to simplify our algorithms. These are the following: 
Assumption A1: 𝒙(𝑛) is the input signal, a zero mean wide-stationary Gaussian process 
with variance 𝜎𝑥
2 , and 𝑹𝒊,𝒋 =  𝐸[𝒙(𝑛 − 𝑗)𝒙
𝑇(𝑛 − 𝑖)] > 0  is a positive definite 
autocorrelation matrix of the input vector. 
Assumption A2: 𝑧(𝑛) is the measurement noise, an independent and identically 
distributed random (i.i.d) variable with zero mean and variance 𝜎𝑧
2 = 𝐸[𝑧2(𝑛)] , and there 
is no correlation between the input signal and the measurement noise. In other words, the 
sequence 𝑧(𝑛) is independent of 𝒙(𝑛) &  𝒘(𝑛). The measurement is assumed to have an 
even probability density function fz(z) = fz (−z) 
Now, substituting (2.14) in (2.13), and assuming that the vector 𝒘 is fixed, then the cost 
function look like the following: 
𝐽𝐹𝑋𝐿𝑀𝐹 = 𝐸 [(𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛))
4
] (2.15) 
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Expanding equation (2.15) will lead to the following  
𝐽𝐹𝑋𝐿𝑀𝐹  = 
{( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘𝑠𝑙 𝐸[𝒙
𝑇(𝑛 − 𝑙)𝒙(𝑛 − 𝑘) 𝒙𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
) } ‖𝒘‖
4
 
−4 {( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑘) 𝒙
𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)} ‖𝒘‖
3
 
+6 {( ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝑑
2(𝑛) 𝒙(𝑛 − 𝑗) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)
+ 𝜎𝑧
2  ( ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝒙(𝑛 − 𝑗) 𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)} ‖𝒘‖
2
 
−4 {( ∑ 𝑠𝑖 𝐸[𝑑
3(𝑛) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
) − 𝜎𝑧
2 ( ∑ 𝑠𝑖 𝐸[𝑑(𝑛)𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
)} ‖𝒘‖ 
+ {(𝐸 [𝑑4(𝑛)] + 𝜎𝑧
2 − 4 𝐸 [𝑧3(𝑛)]𝐸 [𝑑(𝑛)] + 6 𝜎𝑑
2𝜎𝑧
2)} (2.16) 
 
The cost function in (2.16) is in the 4th order, and to obtain the optimal weight vector for 
the cost function we need to find its derivative of equation (2.16) with respect to 𝒘 and 
equate it to zero. This done as follows and it looks like:  
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𝜕𝐽𝐹𝑋𝐿𝑀𝐹
𝜕𝒘
= 
4 {( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘𝑠𝑙 𝐸[𝒙
𝑇(𝑛 − 𝑙)𝒙(𝑛 − 𝑘) 𝒙𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
) } ‖𝒘‖3 
−12 {( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑘) 𝒙
𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)} ‖𝒘‖2 
+12 {( ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝑑
2(𝑛) 𝒙(𝑛 − 𝑗) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)
+ 𝜎𝑧
2  ( ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝒙(𝑛 − 𝑗) 𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)} ‖𝒘‖ 
+4 {( ∑ 𝑠𝑖 𝐸[𝑑
3(𝑛) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
) − 𝜎𝑧
2 ( ∑ 𝑠𝑖 𝐸[𝑑(𝑛)𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
)}. 
(2.17) 
 
or in a compact form; after multiplying (2.17) by ( 
?̃?
𝑠4
−1
4
), equation (2.17) leads to 
𝜕𝐽𝐹𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
=  
‖𝒘‖3 − 3 (?̃?𝑠4
−1
?̃?𝑑,𝑠3) ‖𝒘‖
2 +  3?̃?𝑠4
−1
(?̃?𝑑2,𝑠2 + 𝜎𝑧
2?̃?𝑠2)‖𝒘‖
− ?̃?𝑠4
−1
(?̃?𝑑3,𝑠 − 𝜎𝑧
2?̃?𝑑,𝑠) (2.18) 
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where notations in (2.18) are defined as follows:  
?̃?𝑠2 = ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸 [𝒙(𝑛 − 𝑗)𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
 
        = ∑ ∑ 𝑠𝑖𝑠𝑗  𝑹𝒊,𝒋
𝑀−1
𝑗=0
𝑀−1
𝑖=0
 
𝑹𝒊,𝒋 = 𝐸 [𝒙(𝑛 − 𝑗)𝒙
𝑇(𝑛 − 𝑖)] Is the input autocorrelation matrix.  
?̃?𝑑,𝑠 = ∑ 𝑠𝑗  𝐸 [𝑑(𝑛)𝒙(𝑛 − 𝑗)]
𝑀−1
𝑗=0
 
         = ∑ 𝑠𝑗𝑃𝑑,𝑗
𝑀−1
𝑗=0
 
𝑷𝑑,𝑗 =  𝐸 [𝑑(𝑛)𝒙(𝑛 − 𝑗)] Is the cross correlation between the input and the 
primary signals. 
?̃?𝑠4 =  ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘𝑠𝑙 𝐸[𝒙
𝑇(𝑛 − 𝑙)𝒙(𝑛 − 𝑘) 𝒙𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
 
        =  ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘𝑠𝑙 𝑹𝒊,𝒋,𝒌,𝒍
𝑀−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
 . 
?̃?𝑑,𝑠3 =  ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑘) 𝒙
𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
 
          =  ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 𝑷𝑑,𝑖,𝑗,𝑘
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
. 
?̃?𝑑2,𝑠2 =  ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝑑
2(𝑛) 𝒙(𝑛 − 𝑗) 𝒙𝑻(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
 
            = ∑ ∑ 𝑠𝑖𝑠𝑗𝑷𝑑2,𝑖,𝑗
𝑀−1
𝑗=0
𝑀−1
𝑖=0
. 
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?̃?𝑑3,𝑠 =  ∑ 𝑠𝑖 𝐸[𝑑
3(𝑛) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
 
          = ∑ 𝑠𝑖 
𝑀−1
𝑖=0
𝑷𝑑3,𝑖 
discarding the noise 𝑧(𝑛), equation (2.18) now becomes: 
𝜕𝐽𝐹𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
= 
 ‖𝒘‖3 − 3 (?̃?𝑠4
−1
?̃?𝑑,𝑠3) ‖𝒘‖
2 +  3?̃?𝑠4
−1
(?̃?𝑑2,𝑠2)‖𝒘‖ − ?̃?𝑠4
−1
(?̃?𝑑3,𝑠) (2.19) 
Equation (2.19) is a cubic equation with respect to the unknown weight vector. This 
equation has three solutions and we need to find the solution with the global minimum, 
which represents the value of the weight vector which gives the lowest error. Since it’s not 
a unique solution, it will be difficult to solve it mathematically. Instead, interestingly we 
found that the optimal solution for the LMS algorithm [1]-[3]  is a valid solution for the 
(2.19). To prove this, we find that (2.19) is equal to zero for this solution, as can be seen 
from the following:  
𝒘𝒐 = ?̃?𝑠2
−1
?̃?𝑑,𝑠 (2.20) 
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substituting (2.20) in (2.19) as below  
𝜕𝑱𝐹𝑥𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
=  ‖?̃?𝑠2
−1
?̃?𝑑,𝑠‖
3
− 3 (?̃?𝑠4
−1
?̃?𝑑,𝑠3) ‖?̃?𝑠2
−1
?̃?𝑑,𝑠‖
2
+ 3?̃?𝑠4
−1
(?̃?𝑑2,𝑠2) ‖?̃?𝑠2
−1
?̃?𝑑,𝑠‖ − ?̃?𝑠4
−1
?̃?𝑑3,𝑠 
                                              = 0 
→ =  (
?̃?𝑑,𝑠
?̃?𝑠2
)
3
− 3 (
?̃?𝑑,𝑠3
?̃?𝑠4
) (
?̃?𝑑,𝑠
?̃?𝑠2
)
2
+ 3 (
?̃?𝑑2,𝑠2
?̃?𝑠4
) (
?̃?𝑑,𝑠
?̃?𝑠2
) − (
?̃?𝑑3,𝑠
?̃?𝑠4
) = 0 
also by using long division for (2.19) we can extract it as the following: 
𝜕𝑱𝐹𝑥𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
= ‖𝒘‖3 − 3 (?̃?𝑠4
−1
?̃?𝑑,𝑠3) ‖𝒘‖
2 +  3?̃?𝑠4
−1
(?̃?𝑑2,𝑠2)‖𝒘‖
− ?̃?𝑠4
−1
(?̃?𝑑3,𝑠) 
                  = (‖𝒘‖2 − 2?̃?𝑠4
−1
?̃?𝑑,𝑠3‖𝒘‖ + ?̃?𝑠2
−1
?̃?𝑑2,𝑠) (‖𝒘‖ − ?̃?𝑠2
−1
?̃?𝑑,𝑠) 
              = (‖𝒘‖ − ?̃?𝑠2
−1
?̃?𝑑,𝑠) (‖𝒘‖ − ?̃?𝑠2
−1
?̃?𝑑,𝑠) (‖𝒘‖ − ?̃?𝑠2
−1
?̃?𝑑,𝑠) (2.21) 
Cardano’s method [25] is the general method to solve cubic equations. In this method the 
solution can be found in one of three scenarios. The first scenario, states that there are three 
real roots and at least two are equal, so that in this work the optimal solution will be as in 
(2.20), the same solution as in the first scenario in Cardano’s method. 
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2.4.1 Mean Behavior for the FXLMF Algorithm 
 The block diagram shown in Figure 2-3 is used to drive the expression for the mean weight 
behavior for FXLMF algorithm. The FXLMF algorithm is governed by the following 
recursion: 
 
Figure 2-3: Block Diagram of the FXLMF algorithm 
𝒘(𝑛 + 1) = 𝒘(𝑛) −
𝜇
4
  
𝜕𝐽𝐹𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
 
(2.22) 
where the instantaneous gradient  can be approximated as : 
𝜕𝑗?̂?𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
≈  −4 𝑒3(𝑛) ∑ ?̂?𝑖𝒙
𝑇(𝑛 − 𝑖)
?̂?−1
𝑖=1
 
(2.23) 
due the absence of the exact knowledge of the secondary path. Substituting equations (2.1)-
(2.4) and (2.23) in (2.22), the adaptive weight vector update expression is given by: 
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𝒘(𝑛 + 1) = 𝒘 (𝑛) + 
 𝜇 ∑ ?̂?𝑖 𝑑
3(𝑛)𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
− 3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝑑
2(𝑛)𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)
?̂?−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑖)) 
+3  𝜇 ( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗?̂?𝑘 𝑑(𝑛)𝒙(𝑛 − 𝑘)𝒙
𝑇(𝑛 − 𝑗) 𝒙(𝑛 − 𝑖)
?̂?−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑗) 𝒘𝑇(𝑛 − 𝑖)) 
−6  𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝑧(𝑛)𝑑(𝑛)𝒙(𝑛 − 𝑗)𝒙
𝑇(𝑛 − 𝑖)
?̂?−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑖)) 
− 𝜇 ( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 ?̂?𝑙  𝒙(𝑛 − 𝑙)𝒙
𝑇(𝑛 − 𝑘) 𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)
?̂?−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑘) 𝒘𝑇(𝑛 − 𝑗)𝒘(𝑛 − 𝑖)) 
 +3  𝜇 ( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗?̂?𝑘 𝑧(𝑛)𝒙(𝑛 − 𝑘)𝒙
𝑇(𝑛 − 𝑗) 𝒙(𝑛 − 𝑖)
?̂?−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑗) 𝒘𝑇(𝑛 − 𝑖)) 
 −3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝑧
2(𝑛)𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)
?̂?−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑖)) + 𝜇 ( ∑ ?̂?𝑖 𝑧
3(𝑛)𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
 ) 
+3 𝜇 ( ∑ ?̂?𝑖 𝑑(𝑛)𝑧
2(𝑛)𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
) 
+3 𝜇 ( ∑ ?̂?𝑖 𝑑
2(𝑛)𝑧(𝑛)𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
)                                                                                                       (2.24) 
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The first moment or the mean weight of the adaptive weight vector for the FXLMF 
algorithm can be found by taking the expectation for both sides of equation(2.24). Since 
the proposed adaptive algorithm builds on the stochastic model, we have to rely on the 
independence theory [9]-[10], and use the same assumptions as in [21]-[22], to find the 
expectations for the terms in the right side, following suggested assumptions: 
Assumption A3:  Independence theory IT states that the taps of the input vector 
𝒙(𝑛 − 𝑖), 𝑖 = 0,1,2 … are statistically independent, so that 𝐸[𝒙(𝑛 − 𝑖)𝒙𝑇(𝑛 − 𝑗)] =
𝐸[𝒙(𝑛 − 𝑖)𝒙𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑘)] = 𝐸[𝒙(𝑛 − 𝑙)𝒙𝑇(𝑛 − 𝑘)𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)] = 0, for 
any 𝑖 ≠ 𝑗, ≠ 𝑗 ≠ 𝑘 , and 𝑖 ≠ 𝑗 ≠ 𝑘 ≠ 𝑙 respectively. 
Assumption A4: Take into consideration the correlation between 𝒙(𝑛 − 𝑖), 𝒙(𝑛 −
𝑗), 𝒙(𝑛 − 𝑘) and 𝒙(𝑛 − 𝑙), ∀ 𝑖. 𝑗, 𝑘, 𝑙, and ignore the correlation between 𝒘(𝑛 − 𝑣) and 
𝒙(𝑛 − 𝑖) or, 𝒙(𝑛 − 𝑘) or 𝒙(𝑛 − 𝑗), ∀ 𝑖. 𝑗, 𝑘  and as a result,  
Following assumptions (A1- A4), then the mean weight of the adaptive weight vector for 
FXLMF algorithm is expressed as: 
32 
 
𝐸[𝒘(𝑛 + 1)] = 𝐸[𝒘(𝑛)] +  𝜇 ∑ ?̂?𝑖 𝐸[𝑑
3(𝑛)𝒙(𝑛 − 𝑖)]
?̂?−1
𝑖=0
 
−3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝐸[𝑑
2(𝑛)𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)]
?̂?−1
𝑗=0
𝑀−1
𝑖=0
) 
+3 𝜇 ( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗?̂?𝑘 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑘)𝒙
𝑇(𝑛 − 𝑗) 𝒙(𝑛 − 𝑖)]𝐸[𝒘(𝑛 − 𝑗)𝒘𝑇(𝑛 − 𝑖)]
?̂?−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
) 
− 𝜇 ( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 ?̂?𝑙
?̂?−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝐸[𝒙(𝑛 − 𝑙)𝒙𝑇(𝑛 − 𝑘) 𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)] 𝐸[𝒘(𝑛 − 𝑘)𝒘𝑇(𝑛 − 𝑗)𝒘(𝑛 − 𝑖)])   
−3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝐸[𝑧
2(𝑛)]𝐸[𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)]
?̂?−1
𝑗=0
𝑀−1
𝑖=0
) 
+3 𝜇 ( ∑ ?̂?𝑖𝐸[𝑧
2(𝑛)] 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑖)]
?̂?−1
𝑖=0
)                                                                            (2. 24) 
Rewriting (2.24)using the simplified notations gives 
𝐸[𝒘(𝑛 + 1)] = 
𝐸 [𝒘 (𝑛)] +  𝜇 ∑ ?̂?𝑖 𝑷𝑑3,𝑖
?̂?−1
𝑖=0
− 3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗  𝑷𝑑2,𝑖,𝑗𝐸[𝒘 (𝑛 − 𝑖)]
?̂?−1
𝑗=0
𝑀−1
𝑖=0
) 
+3 𝜇 ( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗?̂?𝑘 𝑷𝑑,𝑖,𝑗,𝑘
?̂?−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝐸[𝒘(𝑛 − 𝑗)𝒘𝑇(𝑛 − 𝑖)]) 
−𝜇 ( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘?̂?𝑙 𝑹𝒊,𝒋,𝒌,𝒍
?̂?−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝐸[𝒘(𝑛 − 𝑘)𝒘𝑇(𝑛 − 𝑗)𝒘(𝑛 − 𝑖)])  
−3 𝜇 𝜎𝑧
2 ( ∑ ∑ 𝑠𝑖?̂?𝑗  𝑹𝒊,𝒋
?̂?−1
𝑗=0
𝑀−1
𝑖=0
𝐸[𝒘 (𝑛 − 𝑖)]) + 3 𝜇 𝜎𝑧
2 ( ∑ ?̂?𝑖 𝑷𝑑,𝑖
?̂?−1
𝑖=0
) 
(2.25) 
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Now using the independent assumption results in 
𝐸[𝒘(𝑛 + 1)] = 
𝐸[𝒘(𝑛)] +  𝜇 ?̂?0 𝐸[𝑑
3(𝑛)𝒙𝑻(𝑛)] 
−3 𝜇 ( ∑ 𝑠𝑖?̂?𝑖 𝐸[𝑑
2(𝑛)𝒙(𝑛 − 𝑖)𝒙𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
+3 𝜇 ( ∑ 𝑠𝑖𝑠𝑖?̂?𝑖 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑖)𝒙
𝑇(𝑛 − 𝑖) 𝒙(𝑛 − 𝑖)]𝐸[𝒘(𝑛 − 𝑖)𝒘𝑇(𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
− 𝜇 ( ∑ 𝑠𝑖𝑠𝑖𝑠𝑖?̂?𝑖𝐸[𝒙(𝑛 − 𝑖)𝒙
𝑇(𝑛 − 𝑖) 𝒙(𝑛 − 𝑖)𝒙𝑇(𝑛 − 𝑖)] 𝐸[𝒘(𝑛 − 𝑖)𝒘𝑇(𝑛 − 𝑖)𝒘(𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
)   
−3 𝜇 ( ∑ 𝑠𝑖?̂?𝑖 𝐸[𝑧
2(𝑛)]𝐸[𝒙(𝑛 − 𝑖)𝒙𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
+3 𝜇 (?̂?0𝐸[𝑧
2(𝑛)] 𝐸[𝑑(𝑛)𝒙(𝑛)]) 
(2.26) 
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Using the simplified notation then (2.26) will be as the following: 
𝐸[𝒘(𝑛 + 1)] = 
𝐸[𝒘(𝑛)] +  𝜇 ?̂?0 𝐸[𝑑
3(𝑛)𝒙𝑻(𝑛)] 
−3 𝜇 ( ∑ 𝑠𝑖?̂?𝑖 𝑷𝑑2,𝑖,𝑗𝐸[𝒘 (𝑛 − 𝑖)]
min(?̂?,𝑀)−1
𝑖=0
) 
+3 𝜇 ( ∑ 𝑠𝑖𝑠𝑖?̂?𝑖 𝑷𝑑,𝑖,𝑗,𝑘𝐸[𝒘(𝑛 − 𝑖)𝒘
𝑇(𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
− 𝜇 ( ∑ 𝑠𝑖𝑠𝑖𝑠𝑖?̂?𝑖𝑹𝒊,𝒋,𝒌,𝒍 𝐸[𝒘(𝑛 − 𝑖)𝒘
𝑇(𝑛 − 𝑖)𝒘(𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
)   
−3 𝜇𝜎𝑧
2 ( ∑ 𝑠𝑖?̂?𝑖𝑹𝒊,𝒋𝐸[𝒘 (𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) + 3 𝜇 𝜎𝑧
2?̂?0 𝐸[𝑑(𝑛)𝒙(𝑛)] 
(2.27) 
 
Since in a practical situation an exact modeling for the secondary path can’t be achieved, 
which may lead to incorrect number of tap weights, such as  ?̂? < 𝑀 or the values of the 
taps ?̂? ≠ 𝑀, we have to build our work over estimation for the secondary path as was the 
case for (2.23). Moreover, to study the steady state condition we can assume that the 
optimal solution of tap weights that the algorithm converges to can be reached if (𝑛) goes 
to infinity as lim
𝑛→∞
𝐸[𝒘(𝑛 + 1)] = lim
𝑛→∞
𝐸[𝒘(𝑛)] = 𝒘∞ as a result then: 
𝒘∞ ≈ 𝒘𝑜 
                     = ?̃?𝑠2
−1
?̃?𝑑,𝑠 
(2.28) 
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2.4.2 Second Moment Analysis for FXLMF Algorithm. 
In this section the performance analysis for the mean square error, 𝐸[𝑒2(𝑛)], for the 
FXLMF algorithm is carried out, where the error is updated according to the adaptive 
weight update equation (2.11). Using equations (2.1)-(2.4) to attain the Mean Square Error 
(MSE) for FXLMF, as in the following: 
𝑀𝑆𝐸𝐹𝑋𝐿𝑀𝐹(𝑛) = 𝐸 [𝑒
2(𝑛)] 
                           = 𝐸[𝑑2(𝑛)] − 2 ∑ 𝑠𝑖 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑖)]𝐸[𝒘(𝑛 − 𝑖)]
𝑀−1
𝑖=0
 
                                + ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝒙(𝑛 − 𝑗)𝒙
𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)𝒘𝑇 (𝑛
𝑀−1
𝑗=0
𝑀−1
𝑖=0
− 𝑖)] + 𝐸[𝑧2(𝑛)].   
                            = 𝜎𝑑
2 − 2 ∑ 𝑠𝑖 𝑷𝑑,𝑖 𝐸[𝒘(𝑛 − 𝑖)]
𝑀−1
𝑖=0
 
                              + ∑ ∑ 𝑠𝑖𝑠𝑗  𝑹𝒊,𝒋 𝐸[𝒘 (𝑛 − 𝑖)𝒘
𝑇 (𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
+ 𝜎𝑧
2 
(2.29) 
Then to find the Minimum Mean Square Error (MMSE) [1][3]we need to substitute the 
optimal solution of the FXLMF algorithm (2.28), 𝒘𝑜 ,in (2.29), to get: 
𝑀𝑀𝑆𝐸𝐹𝑋𝐿𝑀𝐹 = 𝐸 [( 𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘𝑜) ( 𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘𝑜)
∗
] 
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Relying on the orthogonality principle [1]-[3], then the input signal will be orthogonal to 
the error, that is,  
𝐸 [(𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘𝑜) ( ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖))
∗
] = 0 (2.30) 
as a result then the MMSE for the FXLMF algorithm is 
𝑀𝑀𝑆𝐸𝐹𝑋𝐿𝑀𝐹 = 𝐸 ( (𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘𝑜) (𝑑(𝑛))
∗
) 
                                           = 𝜎𝑑
2 − ?̃?𝑑,𝑠
∗
?̃?𝑠2?̃?𝑑,𝑠 (2.31) 
  
2.4.3 FXLMF Algorithm Stability 
In the previous section, the update weight of the recursion is governed by the step size 
𝜇 parameter, which is responsible for the algorithm stability and its convergence rate. 
Choosing the right value of step size ensures that the algorithm will converge. The FXLMF 
algorithm’s weight update equation is given by: 
𝒘(𝑛 + 1) =  𝒘(𝑛) + 𝜇 𝑒3(𝑛) 𝑥′(𝑛) (2.32) 
In the moment the algorithm converges, then 𝐸[𝒘(𝑛 + 1)] = 𝐸[𝒘(𝑛)]; in other words the 
weight adjustment term will zero. 
𝜇 𝐸[𝑒3(𝑛) 𝑥′(𝑛)] = 0 
 
𝑜𝑟 (2.33) 
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𝜇 𝐸 [(𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛))
3
( ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖))] = 0 
since,  
                     𝑒(𝑛) = 𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛) 
                               = ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘𝒐  − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛) 
(2.34) 
The weight error vector is defined as 
𝒗(𝑛) = 𝒘(𝑛) − 𝒘𝒐 (2.35) 
hence  
𝑒(𝑛) = 𝑧(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒗(𝑛) (2.36) 
Using (2.35) and (2.36) in (2.32), then: 
𝒗(𝑛 + 1) = 𝒗(𝑛) + 𝜇 (𝑧(𝑛) −  ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒗(𝑛))
3
( ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)) (2.37) 
The value of 𝒗 (𝒏) approaches zero when the algorithm converges, so that we can ignore 
the high order terms of 𝒗(𝑛) and as a result the weight error update equation can be written 
as: 
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𝒗(𝑛 + 1) ≅ 
𝒗(𝑛) + 𝜇 (𝑧3(𝑛) − 3 ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝑧2(𝑛)𝒙𝑇(𝑛 − 𝑖)𝒗(𝑛)) ( ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)) 
(2.38) 
 
To find the mean weight error, we need to take the expectation of (2.38), and relying on 
the assumptions on (A1- A4), we can assume that the noise is independent of the input 
signal and also independent of the weight error vector. This results then into: 
𝐸[𝒗(𝑛 + 1)] = 𝐸[𝒗(𝑛)]
− 𝜇 {3𝜎𝑧
2 ∑ ∑ 𝑠𝑖
𝑀−1
𝑗=0
𝐸[𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
𝐸[𝒗(𝑛)]} 
         𝐸[𝒗(𝑛 + 1)] = (𝐼 − 𝜇(3𝜎𝑧
2?̃?𝑠2)) 𝐸[𝒗(𝑛)] (2.39) 
 
From the last equation (2.39), since we assume before a positive definite of autocorrelation 
matrix 𝑹𝒊,𝒋  > 0, then the range of the step size for FXLMF algorithm can be shown to be 
given by: 
0 < 𝜇 <
2
3𝜎𝑧2𝜆𝑚𝑎𝑥(?̃?𝑠2)
 (2.40) 
where 𝜆𝑚𝑎𝑥(?̃?𝑠2) represents the maximum eigenvalue of ?̃?𝑠2 
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2.5 Development of LFXLMF Algorithm.  
In this section we are developing the leaky version of the FXLMF algorithm. Most of the 
derivations and analysis are repeated, as the assumptions proposed in the FXLMF 
algorithm derivation will be repeated for LFXLMF algorithm development. Using the 
block diagram in Figure 2-2, the cost function for the LFXLMF algorithm will be as 
follows: 
𝑱𝐿𝐹𝑋𝐿𝑀𝐹(𝒘) = 𝐸 [𝑒
4(𝑛)] +  𝛾 𝒘𝑇𝒘 (2.41) 
where, 𝛾 is the leakage factor 𝛾 ≥ 0. In the case where 𝛾 = 0, then the cost function will 
be for the FXLMF algorithm. The error signal,𝑒(𝑛), is given by using (2.1)-(2.3) as the 
difference between the output signal from the secondary path and the primary signal. 
𝑒(𝑛) = 𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛) (2.42) 
For the LFXLMF algorithm, we are analyzing stochastic input and noise signals and the 
assumptions are used (A1- A4).Now, using (2.42) in (2.41), and assuming that the vector 
𝒘 is fixed, then the cost function will be as the following: 
𝐽𝐿𝐹𝑋𝐿𝑀𝐹 = 𝐸 [(𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛))
4
] +  𝛾 𝒘𝑇𝒘 (2.43) 
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Expanding equation (2.43) will lead to the following: 
𝐽𝐿𝐹𝑋𝐿𝑀𝐹  = 
{( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘𝑠𝑙 𝐸[𝒙
𝑇(𝑛 − 𝑙)𝒙(𝑛 − 𝑘) 𝒙𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
) } ‖𝒘‖4 
−4 {( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑘) 𝒙
𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)} ‖𝒘‖3 
+6 {( ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝑑
2(𝑛) 𝒙(𝑛 − 𝑗) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)
+ 𝜎𝑧
2  ( ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝒙(𝑛 − 𝑗) 𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
) +
𝛾
6
𝐼} ‖𝒘‖2 
−4 {( ∑ 𝑠𝑖 𝐸[𝑑
3(𝑛) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
) − 𝜎𝑧
2 ( ∑ 𝑠𝑖 𝐸[𝑑(𝑛)𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
)} ‖𝒘‖ 
+ {(𝐸 [𝑑4(𝑛)] + 𝜎𝑧
2 − 4 𝐸 [𝑧3(𝑛)]𝐸 [𝑑(𝑛)] + 6 𝜎𝑑
2𝜎𝑧
2)} (2.44) 
 
where 𝑰 is the Identity matrix. Now to obtain the optimal weight vector for the cost function 
for LFXLMF, we have to derive equation (2.44) with respect to 𝒘 and then equate the 
derivative to zero. The next equation (2.45) is the derivative of the cost function (2.44) 
with respect to the weight vector 𝒘. 
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𝜕𝐽𝐿𝐹𝑋𝐿𝑀𝐹
𝜕𝒘
= 
4 {( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘𝑠𝑙 𝐸[𝒙
𝑇(𝑛 − 𝑙)𝒙(𝑛 − 𝑘) 𝒙𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
) } ‖𝒘‖3 
−12 {( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑘) 𝒙
𝑇(𝑛 − 𝑗)𝒙(𝑛 − 𝑖)]
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)} ‖𝒘‖2 
+12 {( ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝑑
2(𝑛) 𝒙(𝑛 − 𝑗) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
)
+ 𝜎𝑧
2  ( ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝒙(𝑛 − 𝑗) 𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
) +
𝛾
6
𝐼} ‖𝒘‖ 
+4 {( ∑ 𝑠𝑖 𝐸[𝑑
3(𝑛) 𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
) − 𝜎𝑧
2 ( ∑ 𝑠𝑖 𝐸[𝑑(𝑛)𝒙
𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
)} 
(2.45) 
using the simplified notations, (2.45) as the following. 
𝜕𝐽𝐿𝐹𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
= 
  ‖𝒘‖3 − 3 (?̃?𝑠4
−1
?̃?𝑑,𝑠3) ‖𝒘‖
2 +  3?̃?𝑠4
−1
(?̃?𝑑2,𝑠2 + 𝜎𝑧
2?̃?𝑠2 +
𝛾
2
𝐼) ‖𝒘‖
− ?̃?𝑠4
−1
(?̃?𝑑3,𝑠 − 𝜎𝑧
2?̃?𝑑,𝑠)                                                                   (2.46) 
to find the optimal weight vector we need to discard the noise 𝑧(𝑛), so the last equation 
(2.46) will be as the following: 
𝜕𝐽𝐿𝐹𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
=  ‖𝒘‖3 − 3 (?̃?𝑠4
−1
?̃?𝑑,𝑠3) ‖𝒘‖
2 + 3?̃?𝑠4
−1
(?̃?𝑑2,𝑠2 +
𝛾
2
𝐼) ‖𝒘‖
− ?̃?𝑠4
−1
?̃?𝑑3,𝑠                                                                                      (2.47) 
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Equation (2.47) is a cubic equation with respect to the unknown weight vector 𝒘. This 
equation also has three solutions, and we need to find this global minimum which 
represents the value of the weight vector which gives the lowest error, but the case here in 
not as with the FXLMF algorithm; the leakage term makes the solution indirect as was the 
case in the previous algorithm. 
2.5.1 Mean Behavior of the Adaptive Weight Vector for LFXLMF 
Algorithm 
 The block diagram shown in Figure 2-4 is for LFXLMF algorithm, and it can be seen that 
the weight update equation for LFXLMF algorithm is given as  
 
Figure 2-4: Block Diagram of the LFXLMF algorithm 
𝒘(𝑛 + 1)  = 𝒘(𝑛) −
𝜇
4
  
𝜕𝐽𝐿𝐹𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
 
                                        = (1 − 𝜇
𝛾
2
)  𝒘(𝑛) + 𝜇 𝑒3(𝑛) 𝑥′(𝑛)   (2.48) 
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where the instantaneous gradient can be approximated as follows:  
𝜕𝒋̂𝐿𝐹𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
≈  −4 𝑒3(𝑛) ∑ ?̂?𝑖𝒙
𝑇(𝑛 − 𝑖)
?̂?−1
𝑖=1
+ 2𝛾𝒘(𝑛) (2.49) 
Since we don’t have exact knowledge of the secondary path, we can substitute equations 
(2.1)-(2.4) and (2.49) in (2.48) to get the adaptive weight vector update expression as 
follows: 
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𝒘(𝑛 + 1) = (1 − 𝜇
𝛾
2
) 𝒘 (𝑛) + 
 𝜇 ∑ ?̂?𝑖 𝑑
3(𝑛)𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
− 3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝑑
2(𝑛)𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)
?̂?−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑖)) 
+3  𝜇 ( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗?̂?𝑘 𝑑(𝑛)𝒙(𝑛 − 𝑘)𝒙
𝑇(𝑛 − 𝑗) 𝒙(𝑛 − 𝑖)
?̂?−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑗) 𝒘𝑇(𝑛 − 𝑖)) 
−6  𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝑧(𝑛)𝑑(𝑛)𝒙(𝑛 − 𝑗)𝒙
𝑇(𝑛 − 𝑖)
?̂?−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑖)) 
− 𝜇 ( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 ?̂?𝑙  𝒙(𝑛 − 𝑙)𝒙
𝑇(𝑛 − 𝑘) 𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)
?̂?−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑘) 𝒘𝑇(𝑛 − 𝑗)𝒘(𝑛 − 𝑖)) 
 +3  𝜇 ( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗?̂?𝑘 𝑧(𝑛)𝒙(𝑛 − 𝑘)𝒙
𝑇(𝑛 − 𝑗) 𝒙(𝑛 − 𝑖)
?̂?−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑗) 𝒘𝑇(𝑛 − 𝑖)) 
 −3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝑧
2(𝑛)𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)
?̂?−1
𝑗=0
𝑀−1
𝑖=0
𝒘(𝑛 − 𝑖)) 
+𝜇 ( ∑ ?̂?𝑖 𝑧
3(𝑛)𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
 ) + 3 𝜇 ( ∑ ?̂?𝑖 𝑑(𝑛)𝑧
2(𝑛)𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
) 
+3 𝜇 ( ∑ ?̂?𝑖 𝑑
2(𝑛)𝑧(𝑛)𝒙(𝑛 − 𝑖)
?̂?−1
𝑖=0
)                                                                                             (2. 50) 
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Following assumptions (A1- A4), then the mean weight of the adaptive weight vector for 
LFXLMF algorithm is as expressed in the following: 
𝐸[𝒘(𝑛 + 1)] =  (1 − 𝜇
𝛾
2
) 𝐸[𝒘(𝑛)] +  𝜇 ∑ ?̂?𝑖 𝐸[𝑑
3(𝑛)𝒙(𝑛 − 𝑖)]
?̂?−1
𝑖=0
 
−3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝐸[𝑑
2(𝑛)𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)]
?̂?−1
𝑗=0
𝑀−1
𝑖=0
) 
+3 𝜇 ( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗 ?̂?𝑘 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑘)𝒙
𝑇(𝑛 − 𝑗) 𝒙(𝑛 − 𝑖)]𝐸[𝒘(𝑛 − 𝑗)𝒘𝑇(𝑛 − 𝑖)]
?̂?−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
) 
− 𝜇 ( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘 ?̂?𝑙
?̂?−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝐸[𝒙(𝑛 − 𝑙)𝒙𝑇(𝑛 − 𝑘) 𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)] 𝐸[𝒘(𝑛 − 𝑘)𝒘𝑇(𝑛 − 𝑗)𝒘(𝑛 − 𝑖)])   
−3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗 𝐸[𝑧
2(𝑛)]𝐸[𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)]
?̂?−1
𝑗=0
𝑀−1
𝑖=0
) 
+3 𝜇 ( ∑ ?̂?𝑖𝐸[𝑧
2(𝑛)] 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑖)]
?̂?−1
𝑖=0
)                                                                                         (2. 51) 
It’s the same as the one for the FXLMF algorithm but with an addition to the power 
constraint term. 
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 Using the simplified notations, we can rewrite the previous equation (51) as the following: 
𝐸[𝒘(𝑛 + 1)] = 
(1 − 𝜇
𝛾
2
) 𝐸 [𝒘 (𝑛)] 
+ 𝜇 ∑ ?̂?𝑖 𝑷𝑑3,𝑖
?̂?−1
𝑖=0
− 3 𝜇 ( ∑ ∑ 𝑠𝑖?̂?𝑗   𝑷𝑑2,𝑖,𝑗𝐸[𝒘 (𝑛 − 𝑖)]
?̂?−1
𝑗=0
𝑀−1
𝑖=0
) 
+3 𝜇 ( ∑ ∑ ∑ 𝑠𝑖𝑠𝑗?̂?𝑘 𝑷𝑑,𝑖,𝑗,𝑘
?̂?−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝐸[𝒘(𝑛 − 𝑗)𝒘𝑇(𝑛 − 𝑖)]) 
−𝜇 ( ∑ ∑ ∑ ∑ 𝑠𝑖𝑠𝑗𝑠𝑘?̂?𝑙 𝑹𝒊,𝒋,𝒌,𝒍
?̂?−1
𝑙=0
𝑀−1
𝑘=0
𝑀−1
𝑗=0
𝑀−1
𝑖=0
𝐸[𝒘(𝑛 − 𝑘)𝒘𝑇(𝑛 − 𝑗)𝒘(𝑛 − 𝑖)]) 
 −3 𝜇 𝜎𝑧
2 ( ∑ ∑ 𝑠𝑖?̂?𝑗  𝑹𝒊,𝒋
?̂?−1
𝑗=0
𝑀−1
𝑖=0
𝐸[𝒘 (𝑛 − 𝑖)]) 
+3 𝜇 𝜎𝑧
2 ( ∑ ?̂?𝑖 𝑷𝑑,𝑖
?̂?−1
𝑖=0
) 
(2.52) 
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To write the mean weight of the adaptive weight vector for the LFXLMF algorithm 
depending on the IT, the expression will be written as: 
𝐸[𝒘(𝑛 + 1)] = (1 − 𝜇
𝛾
2
) 𝐸[𝒘(𝑛)] +  𝜇 ?̂?0 𝐸[𝑑
3(𝑛)𝒙𝑻(𝑛)] 
−3 𝜇 ( ∑ 𝑠𝑖?̂?𝑖 𝐸[𝑑
2(𝑛)𝒙(𝑛 − 𝑖)𝒙𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
+3 𝜇 ( ∑ 𝑠𝑖𝑠𝑖?̂?𝑖 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑖)𝒙
𝑇(𝑛 − 𝑖) 𝒙(𝑛 − 𝑖)]𝐸[𝒘(𝑛 − 𝑖)𝒘𝑇(𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
− 𝜇 ( ∑ 𝑠𝑖𝑠𝑖𝑠𝑖?̂?𝑖𝐸[𝒙(𝑛 − 𝑖)𝒙
𝑇(𝑛 − 𝑖) 𝒙(𝑛 − 𝑖)𝒙𝑇(𝑛 − 𝑖)] 𝐸[𝒘(𝑛 − 𝑖)𝒘𝑇(𝑛 − 𝑖)𝒘(𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
)   
−3 𝜇 ( ∑ 𝑠𝑖?̂?𝑖 𝐸[𝑧
2(𝑛)]𝐸[𝒙(𝑛 − 𝑖)𝒙𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
+3 𝜇 (?̂?0𝐸[𝑧
2(𝑛)] 𝐸[𝑑(𝑛)𝒙(𝑛)])                                                                                                (2. 53) 
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and by using the notations then 
𝐸[𝒘(𝑛 + 1)]=  
(1 − 𝜇
𝛾
2
) 𝐸[𝒘(𝑛)] +  𝜇 ?̂?0 𝐸[𝑑
3(𝑛)𝒙𝑻(𝑛)] 
−3 𝜇 ( ∑ 𝑠𝑖?̂?𝑖 𝑷𝑑2,𝑖,𝑗𝐸[𝒘 (𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
+3 𝜇 ( ∑ 𝑠𝑖𝑠𝑖?̂?𝑖 𝑷𝑑,𝑖,𝑗,𝑘𝐸[𝒘(𝑛 − 𝑖)𝒘
𝑇(𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
− 𝜇 ( ∑ 𝑠𝑖𝑠𝑖𝑠𝑖?̂?𝑖𝑹𝒊,𝒋,𝒌,𝒍 𝐸[𝒘(𝑛 − 𝑖)𝒘
𝑇(𝑛 − 𝑖)𝒘(𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
)   
−3 𝜇𝜎𝑧
2 ( ∑ 𝑠𝑖?̂?𝑖 𝑹𝒊,𝒋𝐸[𝒘 (𝑛 − 𝑖)]
min (?̂?,𝑀)−1
𝑖=0
) 
+3 𝜇 𝜎𝑧
2(?̂?0 𝐸[𝑑(𝑛)𝒙(𝑛)]) (54) 
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2.5.2 Second Moment Analysis for LFXLMF 
In this section, the performance analysis for the mean square error, 𝐸[𝑒2(𝑛)], for the 
LFXLMF algorithm is carried out, where the error is updated according to the adaptive 
weight update equation (50). Using equations (2.1)-(2.4) to attain the MSE for the 
LFXLMF algorithm we get the following: 
𝑀𝑆𝐸𝐿𝐹𝑋𝐿𝑀𝐹(𝑛) = 𝐸 [𝑒
2(𝑛)] 
                            = 𝐸[𝑑2(𝑛)] − 2 ∑ 𝑠𝑖 𝐸[𝑑(𝑛)𝒙(𝑛 − 𝑖)]𝐸[𝒘(𝑛 − 𝑖)]
𝑀−1
𝑖=0
 
                               + ∑ ∑ 𝑠𝑖𝑠𝑗  𝐸[𝒙(𝑛 − 𝑗)𝒙
𝑇(𝑛 − 𝑖)]𝐸[𝒘 (𝑛 − 𝑖)𝒘𝑇 (𝑛
𝑀−1
𝑗=0
𝑀−1
𝑖=0
− 𝑖)] + 𝐸[𝑧2(𝑛)].   
                            = 𝜎𝑑
2 − 2 ∑ 𝑠𝑖 𝑷𝑑,𝑖 𝐸[𝒘(𝑛 − 𝑖)]
𝑀−1
𝑖=0
 
+ ∑ ∑ 𝑠𝑖𝑠𝑗 𝑹𝒊,𝒋 𝐸[𝒘 (𝑛 − 𝑖)𝒘
𝑇 (𝑛 − 𝑖)]
𝑀−1
𝑗=0
𝑀−1
𝑖=0
+ 𝜎𝑧
2 
(2.55) 
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The expression of the MMSE for the LFXLMF algorithm will be the same as the one for 
the FXLMF algorithm, since the MMSE depends on the error 𝑒(𝑛) as in equation (2.42), 
and it doesn’t depend on the leakage factor directly, unlike the weight update equation of 
the LFXLMF algorithm (50), which is determined by the leakage factor. The MMSE for 
the LFXLMF algorithm will be as the following:  
𝑀𝑀𝑆𝐸𝐹𝑋𝐿𝑀𝐹 = 𝐸 ( (𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘𝑜) (𝑑(𝑛))
∗
) 
                                      = 𝜎𝑑
2 − ?̃?𝑑,𝑠
∗
?̃?𝑠2?̃?𝑑,𝑠 (2.56) 
 
2.5.3 LFXLMF Algorithm Stability 
In this section, the effect of leakage factor  𝛾 on the stability of the LFXLMF algorithm is 
discussed. Back in section (2.3) we talked about the reason behind introducing the power 
constraint or the leakage factor, which it was to solve the problem of weight vector 
overflow, usually the value of  𝛾 determined by the filter designer by trial and error. For 
this work, the range of the leakage factor can be given with respect to the step size 𝜇.To do 
that, first let us start with the LFXLMF algorithm weight update (50 ): 
𝒘(𝑛 + 1)  = (1 − 𝜇
𝛾
2
) 𝒘(𝑛) −
𝜇
4
  
𝜕𝑱𝐿𝐹𝑋𝐿𝑀𝐹(𝑛)
𝜕𝒘(𝑛)
 
                      = (1 − 𝜇
𝛾
2
)  𝒘(𝑛) + 𝜇 𝑒3(𝑛) 𝑥′(𝑛)     (2.57) 
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The algorithm converges, when 𝐸[𝒘(𝑛 + 1)] = 𝐸[𝒘(𝑛)] . In other words, the weight 
adjustment term will be zero. 
𝜇 𝐸[ 𝑒3(𝑛) 𝑥′(𝑛)] = 0 
𝐸 [(𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛))
3
( ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖))] = 0 
(2.58) 
But,  
𝑒(𝑛) = 𝑑(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛) 
                                    = ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘𝒐  − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒘 + 𝑧(𝑛) 
(2.59) 
assuming fixed 𝒘, then we can define the weight error vector 
𝒗(𝑛) = 𝒘(𝑛) − 𝒘𝒐 (2.60) 
hence  
𝑒(𝑛) = 𝑧(𝑛) − ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒗(𝑛) (2.61) 
Using (2.60) and (2.61) in (2.57), then: 
𝒗(𝑛 + 1) = 
(1 − 𝜇
𝛾
2
) 𝒗(𝑛) + 𝜇 (𝑧(𝑛) −  ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)𝒗(𝑛))
3
( ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)) 
(2.62) 
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The value of 𝒗(𝒏) approaches zero when the algorithm converges, so that we can ignore 
the high order terms of 𝒗(𝑛) and as a result the weight error update equation can be written 
as: 
𝒗(𝑛 + 1) ≅ (1 − 𝜇
𝛾
2
) 𝒗(𝑛) 
                  +𝜇 (𝑧3(𝑛) − 3 ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝑧2(𝑛)𝒙𝑇(𝑛 − 𝑖)𝒗(𝑛)) ( ∑ 𝑠𝑖
𝑀−1
𝑖=0
𝒙𝑇(𝑛 − 𝑖)) 
(2.63) 
To find the mean weight error, we need to take the expectation of (2.63), and relying on 
the assumptions on (A1- A4), we can assume that the noise is independent of the input 
signal, and is also independent of the weight error vector. Equation (2.64) shows the mean 
of the weight error vector: 
𝐸[𝒗(𝑛 + 1)] = (1 − 𝜇
𝛾
2
) 𝐸[𝒗(𝑛)] 
−𝜇 {3𝜎𝑧
2 ∑ ∑ 𝑠𝑖
𝑀−1
𝑗=0
𝐸[𝒙(𝑛 − 𝑗)𝒙𝑇(𝑛 − 𝑖)]
𝑀−1
𝑖=0
𝐸[𝒗(𝑛)]} 
𝐸[𝒗(𝑛 + 1)] = ((1 − 𝜇
𝛾
2
) 𝐼 − 𝜇(3𝜎𝑧
2?̃?𝑠2)) 𝐸[𝒗(𝑛)] 
(2.64) 
From the last equation (2.64), since we assume before a positive definition of 
autocorrelation matrix 𝑹𝒊,𝒋  > 0, then the range of the leakage factor  𝛾  for LFXLMF 
algorithm is the following: 
3𝜎𝑧
2𝜆𝑚𝑎𝑥(?̃?𝑠2) − 1
3
2 𝜎𝑧
2𝜆𝑚𝑎𝑥(?̃?𝑠2)
< 𝛾 <
2
𝜇
 (2.65) 
where 𝜆𝑚𝑎𝑥(?̃?𝑠2) represent the maximal eigenvalue of ?̃?𝑠2 
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3. CHAPTER 3 
ALGORITHMS CONVEX COMBINATION  
 
In this chapter we will examine the behavior of our algorithm through the convex 
combination of the proposed algorithms and other algorithms, the Convex Combination 
with the FXLMF Algorithm. The method of combining two algorithms is an interesting 
proposal which aims to mix the output of each filter, and highlights the best features of 
each individual algorithm, then utilizes the features in the overall equivalent filter to 
improve the performance of the adaptive filter [34]-[37]. In this section we will examine 
our proposed algorithms with members from the LMS and LMF families.  
Figure 3-1 is the proposed block diagram for the convex combination of two filtered input 
signals, where the output of the overall combined filter can be given as in [34][35] by the 
following equation: 
𝑦(𝑛) = 𝜆(𝑛)𝑦′
1
(𝑛) + [1 − 𝜆(𝑛)]𝑦′
2
(𝑛) (3.1) 
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Figure 3-1: Block diagram of adaptive convex combination for two filtered input signal algorithms. 
where 𝑦′
1
(𝑛) and 𝑦′
2
(𝑛) are the output of the two filters, and 𝜆(𝑛) is the contribution or 
mixing parameter, where 0 ≤ 𝜆(𝑛) ≤ 1. This parameter shows the percentage of 
involvement for each algorithm in the overall filter output. Therefore, the combined filter 
will extract the best features for each filter 𝒘1(𝑛) and 𝒘2(𝑛) individually. Assuming both 
filters 𝒘1(𝑛) and 𝒘2(𝑛) have the same size 𝑀, then the weight vector of the overall filter 
can be given as: 
𝒘(𝑛) = 𝜆(𝑛)𝒘1(𝑛) + [1 − 𝜆(𝑛)]𝒘2(𝑛) (3.2) 
Each filter is updated individually, depending by its own error 𝑒1(𝑛) or 𝑒2(𝑛), and the 
overall weight vector is updated according to the total error 𝑒(𝑛) = [ 𝑑(𝑛) − 𝑦(𝑛) + 𝑧(𝑛)] 
which adapts the mixing parameter 𝜆(𝑛). Using the gradient descent method we can 
minimize the fourth order 𝑒4(𝑛) and the second order 𝑒2(𝑛) error for the overall filter. 
Based on that, we can use the convex combined filter over two scenarios. 
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First, we will do the minimization for the quadratic error 𝑒2(𝑛), where 𝜆(𝑛) is the 
sigmoidal function given as: 
𝜆(𝑛) =
1
1 + 𝑒−𝑎(𝑛)
. 
(3.3) 
and instead of doing the update equation with respect to 𝜆(𝑛) , we will define the update 
equation with respect to the changing value 𝑎(𝑛) as following: 
𝑎(𝑛 + 1) = 𝑎(𝑛) −
𝜇𝑎2
2
𝜕𝑒2(𝑛)
𝜕𝑎(𝑛)
 
                  =  𝑎(𝑛) −
𝜇𝑎2
2
𝜕𝑒2(𝑛)
𝜕𝜆(𝑛)
𝜕𝜆(𝑛)
𝜕𝑎(𝑛)
 
                  = 𝑎(𝑛) + 𝜇𝑎2𝑒(𝑛)[𝑦
′
1
(𝑛) − 𝑦′
2
(𝑛)]𝜆(𝑛)[1 − 𝜆(𝑛)] (3.4) 
The second scenario is to conduct the minimization for the fourth order error of the overall 
filter; then the updated equation with respect to 𝑎(𝑛) will be as the following: 
𝑎(𝑛 + 1) = 𝑎(𝑛) −
𝜇𝑎4
4
𝜕𝑒4(𝑛)
𝜕𝑎(𝑛)
 
                  =  𝑎(𝑛) −
𝜇𝑎4
4
𝜕𝑒4(𝑛)
𝜕𝜆(𝑛)
𝜕𝜆(𝑛)
𝜕𝑎(𝑛)
 
                  = 𝑎(𝑛) + 𝜇𝑎4𝑒
3(𝑛)[𝑦′
1
(𝑛) − 𝑦′
2
(𝑛)]𝜆(𝑛)[1 − 𝜆(𝑛)] 
 (3.5) 
where 𝜇𝑎2  and 𝜇𝑎4 are the step size for the overall filter, for the quadratic and fourth order 
error respectively. For this work we will study the mean square performance for the convex 
combined filter utilized filtered input signal. Since the range of 𝜆(𝑛)  is between one and 
zero, we need to insure that the combined filter keeps adapting and that we don’t stick with 
one algorithm all the time. For this purpose, we have to reduce the interval of the mixing 
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parameter by limiting the value of 𝑎(𝑛) inside [1 − 𝑎+, 𝑎+]; then the range of the mixing 
parameter will be between 1 −  𝜆+ ≤ 𝜆(𝑛) ≤ 𝜆+, as the following: 
𝜆(𝑛) = {
0.998,                     𝑎(𝑛) >  𝑎+
𝜆(𝑛), 𝑎+ ≥ 𝑎(𝑛) ≥ −𝑎+
0.002,                    𝑎(𝑛) < −𝑎+
 
(3.6) 
 
Simulations in section 4.2 will investigate in four cases, where the comparison will be done 
by using FXLMF and FXLMS algorithms, as the two transversal filters are used in the 
convex combination, according to the second error order minimization.  
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4. CHAPTER 4 
SIMULATION & COMPARISON 
 
The simulations in this chapter are divided into two main sections.  Section 4.1 examines 
the proposed algorithms in the mean square error and mean weight context. The simulation 
has been done for FXLMF and LFXLMF algorithms under some conditions and 
environments. On the other hand, Section 4.2 tests the concept of convex combinations 
over the FXLMF and FXLMS algorithms. Furthermore, comparisons with other algorithms 
are carried out to show under which circumstances the new proposed algorithms 
outperform. The plant vector used to filter the input signal is 𝒘𝑝 with 9 taps where 𝒘𝑝 =
[0.0179 0.1005 0.2795 0.4896 0.5860 0.4896 0.2795 0.1005 0.0179] 
And for simplicity we assumed the secondary path and the estimated secondary path are 
equal 𝑺 = ?̂? = [0.7756 0.5171 −0.3620]. In the simulation we examine the effect of 
the step size, leakage factor, the type and value of the measurement noise, on the algorithms 
convergence and speed of convergence, using our proposed assumptions and the 
independence theory.   
4.1 FXLMF and LFXLMF algorithms: Mean Square Error 
Performance and Mean of Weight Vector 
In this section we examine our proposed algorithms with members from the LMS family. 
Each figure has it is own descriptions and a table of parameters is used to accomplish the 
simulation. 
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Figure 4-1: Comparison over MSE for FXLMF and LFXLMF with other algorithms using variable 
step size and high SNR. 
 
 
 
 
Figure 4-1 above shows a comparison of the mean square error MSE behavior for different 
algorithms. It can be shown that the FXLMF algorithm converges and it will reach the 
weight noise level after a large number of iterations. For the LFXLMF algorithm it reaches 
the steady state level faster than the others, and after almost 500 iterations, but it converges 
to a higher weight noise level at almost 12dB. 
Parameter Value 
Number of iterations 3000 
Averaging over 500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.0001  ↔ 40 dB 
Step size µ Variable 
Leakage Factor 𝛾 𝛾= 0.05 
Table 4-1 : Parameter used for simulation in Figure 4-1 
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Figure 4-2: Comparison over MSE for FXLMF and LFXLMF with other algorithms using fixed step 
size and high SNR 
 
 
Figure 4-2 above shows a 
comparison of the mean square error MSE behavior for different algorithms for fixed step 
size. We can see that changing the type of step size to a fixed value instead of variable step 
size will increase the convergence time to more than 5000 iterations, and all algorithms 
have almost the same convergence behavior as in the previous example. Using a larger step 
size µ may lead the algorithm to diverge. 
Parameter Value 
Number of iterations 15000 
Averaging over 500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.0001  ↔ 40 dB 
Step size µ  𝜇 = 0.001 
Leakage Factor 𝛾 𝛾= 0.05 
Table 4-2: Parameter used for simulation in Figure 4-2 
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Figure 4-3: Comparison over MSE for FXLMF and LFXLMF with other algorithms using variable 
step size on low SNR. 
 
Figure 4-3 above shows a comparison of the mean square error MSE behavior for different 
algorithms for variable step size, 
but this time for high SNR with a value of 5dB, and we can clearly notice that the FXLMF 
and LFXLMF algorithms outperform other LMS family algorithms in speed of 
convergence, in advantage to the LMF family with almost 500 iterations, both FXLMF and 
LFXLMF almost have identical curves because we are using small leakage factor 𝛾. 
Parameter Value 
Number of iterations 3000 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ Variable 
Leakage Factor 𝛾 𝛾= 0.05 
Table 4-3: Parameter used for simulation in Figure 4-3 
61 
 
 
Figure 4-4: Comparison over MSE for FXLMF and LFXLMF algorithms with other algorithms 
using fixed step size on low SNR 
 
 
 
 
 
Figure 4-4, shows the same result as Figure 4-3, but we can see that using a fixed step size 
will reduce the speed of convergence of the algorithm. Also the FXLMF and LFXLMF 
algorithms shows faster convergence compared to other algorithms at low Signal to Noise 
Ratio, SNR. 
 
Parameter Value 
Number of iterations 3000 
Averaging over 1000 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ  𝜇 = 0.001 
Leakage Factor 𝛾 𝛾= 0.05 
Table 4-4: Parameter used for simulation in Figure 4-4 
62 
 
 
Figure 4-5: Comparison over MSE for FXLMF algorithms using different fixed step size and low 
SNR 
 
 
Figure 4-5 shows the effect of 
changing the step size on the FXLMF algorithm convergence. From the figure we can see 
that increasing the step size 𝜇 will lead to faster convergence. However, step size should 
not go over the range given in equation (2.40), otherwise the algorithm will diverge.  
Parameter Value 
Number of iterations 3500 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5dB 
Step size µ   𝜇 = [0.001,0.0005,0.0001] 
Table 4-5: Parameter used for simulation in Figure 4-5 
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Figure 4-6: Comparison over MSE for LFXLMF algorithm using different fixed leakage factors and 
fixed step size and low SNR 
 
 
 
 
 
Figure 4-6 shows the effect of changing the leakage factor 𝛾 on the LFXLMF algorithm 
convergence, and it’s clear that increasing the 𝛾  , leads to converging the algorithm to a 
lower noise level, while reducing  𝛾  makes the algorithm look like the FXLMF; boundaries 
of the leakage factor were shown before in section (2.5.2). 
Parameter Value 
Number of iterations 3500 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ   𝜇 = 0.001 
Leakage Factor 𝛾 𝛾 =  [0.250, 0.50, 1]   
Table 4-6: Parameter used for simulation in Figure 4-6 
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Figure 4-7: Comparison over mean weight vector for FXLMF algorithms using different fixed step 
size and low SNR solid line: proposed model (a), (b), and (c). Dashed line: IT model 
 
 
Figure 4-7 shows the effect of 
changing the step size on the mean weight vector of the FXLMF algorithm; when we 
increase the values of the step size the algorithm converges faster to the larger mean of the 
weight. Moreover, using assumption 0 as in section 2.4.1 makes the algorithm converge to 
a higher mean weight level.  
 
Parameter Value 
Number of iterations 3500 
Averaging over 1000 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  dB 
Step size µ  𝜇 = [0.001,0.0005,0.0001] 
Table 4-7: Parameter used for simulation in Figure 4-7 
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Figure 4-8: Comparison over mean weight vector for LFXLMF algorithms using different fixed 
leakage factors, and fixed step size on low SNR. 
 
 
 
 
 
Figure 4-8, shows the effect of changing the leakage factor on the mean weight of the 
LFXLMF algorithm. We can see that increasing the value of the leakage factor will 
increase the mean weight of the LFXLMF algorithm, and it does not affect the speed of 
convergence. 
 
Parameter Value 
Number of iterations 3500 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ   𝜇 = 0.001 
Leakage Factor 𝛾 𝛾 =  [0.1, 0.250, 0.50, 1] 
Table 4-8: Parameter used for simulation in Figure 4-8 
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Figure 4-9: MSE for FXLMF and LFXLMF algorithm robustness at low SNR and Gaussian noise.  
 
 
 
 
 
Figure 4-9 shows the robustness of the proposed algorithms FXLMF and LFXLMF at 
low SNR and using Gaussian noise. 
Parameter Value 
Number of iterations 3000 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ   𝜇 = 0.00125 
Leakage Factor 𝛾 𝛾 =  [ 0.50] 
Table 4-9: Parameter used for simulation in Figure 4-9  
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Figure 4-10: Comparison over MSE for FXLMF and LFXLMF with other algorithms using variable 
step size and high SNR.  
 
 
 
 
 
On Figure 4-10, we are studying the effect of changing the type of noise to use uniform 
noise instead of Gaussian, using the same conditions as we used before in Figure 4-1. As 
we can see we have almost the same result, since both the FXLMF and LFXLMF 
algorithms converge, where the first one keeps converging while the second one reaches 
the steady state faster. The difference is that we need to use more iterations than with the 
Gaussian case before the algorithms converge. 
Parameter Value 
Number of iterations 10000 
Averaging over 500 
Type of Noise Uniform Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.0001  ↔ 40dB 
Step size µ Variable 
Leakage Factor 𝛾 𝛾= 0.05 
Table 4-10: Parameter used for simulation in Figure 4-10 
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Figure 4-11: Comparison over MSE for FXLMF and LFXLMF with other algorithms using fixed 
step size and high SNR. 
 
 
 
 
 
Figure 4-11, shows the same behavior under the same conditions for Figure 4-2, but with 
uniform noise instead of Gaussian.  
 
Parameter Value 
Number of iterations 100000 
Averaging over 500 
Type of Noise Uniform Noise 
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.0001  ↔ 40 dB 
Step size µ   𝜇 = 0.001 
Leakage Factor 𝛾 𝛾= 0.05 
Table 4-11: Parameter used for simulation in Figure 4-11 
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Figure 4-12: Comparison over MSE for FXLMF and LFXLMF with other algorithms using variable 
step size and low SNR. 
 
 
Figure 4-12, shows that our 
FXLMF and LFXLMF algorithms also outperform the LMS family under low SNR using 
uniform noise, in the same environment as in Figure 4-3 
 
Parameter Value 
Number of iterations 3500 
Averaging over 1500 
Type of Noise Uniform Noise 
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5dB 
Step size µ  Variable 
Leakage Factor 𝛾 𝛾= 0.05 
Table 4-12: Parameter used for simulation in Figure 4-12 
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Figure 4-13: Comparison over MSE for FXLMF and LFXLMF algorithms with other algorithms 
using fixed step size and low SNR. 
 
 
Figure 4-13 is the same as 
Figure 4-4, using fixed step size and uniform noise. Also, the FXLMF and LFXLMF 
algorithms beat the LMS family in speed of convergence. 
 
 
Parameter Value 
Number of iterations 3500 
Averaging over 1500 
Type of Noise Uniform Noise 
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ  𝜇 = 0.001 
Leakage Factor 𝛾 𝛾= 0.05 
Table 4-13: Parameter used for simulation in Figure 4-13 
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Figure 4-14: Comparison over MSE for FXLMF algorithms using different fixed step size and low 
SNR. 
 
 
 
 
Figure 4-14 shows the effect of changing the step size on the LFXLMF algorithm using 
uniform noise, and the algorithm has the same behavior as in Figure 4-5. 
 
Parameter Value 
Number of iterations 3500 
Averaging over 1500 
Type of Noise Uniform Noise 
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5dB 
Step size µ 𝜇 = [0.001,0.0005,0.0001] 
Table 4-14: Parameter used for simulation in Figure 4-14 
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Figure 4-15: Comparison over MSE for LFXLMF algorithm using different fixed leakage factors and 
fixed step size and low SNR. 
 
 
 
 
 
Figure 4-15 shows the effect of changing the leakage factor value on the LFXLMF 
algorithm convergence using uniform noise, and we can see it also has the same behavior 
as in Figure 4-6. 
 
 
Parameter Value 
Number of iterations 3500 
Averaging over 1500 
Type of Noise Uniform Noise 
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ   𝜇 = 0.001 
Leakage Factor 𝛾 𝛾 =  [ 0.250, 0.50, 1]   
Table 4-15: Parameter used for simulation in Figure 4-15 
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Figure 4-16: Comparison over mean weight vector for FXLMF algorithms using different fixed step 
size on low SNR. 
 
 
Figure 4-16 shows the effect of changing the step size on the mean weight vector of the 
FXLMF algorithm; as in Figure 4-7 the algorithm converges faster as we increase the 
step size using uniform noise. 
Parameter Value 
Number of iterations 3500 
Averaging over 1000 
Type of Noise Uniform Noise 
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ  𝜇 = [0.001,0.0005,0.0001] 
Table 4-16 : Parameter used for simulation in Figure 4-16 
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Figure 4-17: Comparison over mean weight vector for LFXLMF algorithms using different fixed 
leakage factors, and fixed step size on low SNR. 
 
 
 
 
 
Finally, Figure 4-17, shows the effect of changing the leakage factor on the mean weight 
of the LFXLMF algorithm, and as seen in Figure 4-8, increasing the value of the leakage 
factor will increase the mean weight of the LFXLMF algorithm. 
 
 
Parameter Value 
Number of iterations 3500 
Averaging over 1000 
Type of Noise Uniform Noise 
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ   𝜇 = 0.001 
Leakage Factor 𝛾  𝛾 =  [0.1, 0.250, 0.50, 1] 
Table 4-17: Parameter used for simulation in Figure 4-17 
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Figure 4-18: MSE for FXLMF and LFXLMF algorithm robustness at low SNR and Uniform noise. 
 
 
 
 
 
Figure 4-18 shows the robustness of the proposed algorithms FXLMF and LFXLMF at 
low SNR and using uniform noise. 
 
 
Parameter Value 
Number of iterations 3000 
Averaging over 1000 
Type of Noise Uniform Noise 
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ   𝜇 = 0.001 
Leakage Factor 𝛾  𝛾 =  [ 0.50] 
Table 4-18: Parameter used for simulation in Figure 4-18 
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4.2 Mean Square Performance for Convex Combination with 
FXLMF Algorithm 
Back in Section 0, we discussed the involvement of our proposed FXLMF algorithm, in a 
convex combination system, then we derived the mixing parameter equation according to 
the second and fourth order of the error equation. The following simulations show the 
scenarios where we examine the FXLMF algorithm. 
First we used both of the transversal filters to have the same adaptive algorithm, but with 
different step size, then we did a comparison between the FXLMF and FXLMS algorithms 
at low and high SNR. All previous simulations were done using the minimization for 
quadratic error equation. 
 
 
 
 
 
 
 
 
 
77 
 
 
Figure 4-19: MSE for Combined FXLMF for two different step sizes at high SNR. 
 
 
 
 
Figure 4-19 shows the behavior of the convex combined filter when we use the same 
FXLMF algorithm with two different step sizes at high level of SNR. We can see that the 
combined filter followed the FXLMF with the larger step size as expected, since the 
FXLMF algorithm with larger step size is faster and has a lower level of noise at any 
iteration 𝑛. 
 
Parameter Value 
Number of iterations 10000 
Averaging over 700 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.0001  ↔ 40 dB 
Step size µ µ = 0.00125 & 0.000625 
Table 4-19: Parameter used for simulation in Figure 4-19 
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Figure 4-20: MSE for Combined FXLMF for two different step sizes at Low SNR. 
 
 
 
 
The same behavior for the convex combined filter of the FXLMF algorithm for low SNR.  
 
 
 
 
Parameter Value 
Number of iterations 3000 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ µ = 0.00125 & 0.000625 
Table 4-20: Parameter used for simulation in Figure 4-20 
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Figure 4-21: MSE for Combined FXLMF and FXLMS at high SNR. 
 
 
 
 
 Figure 4-21 illustrates the behavior of the convex combined filter of FXLMS and FXLMF 
algorithms; we can see at the beginning the combined filter followed the FXLMF algorithm 
since it has a faster speed of convergence. After that the combined filter moved to the 
FXLMS algorithm, which showed better convergence at high SNR.  
 
 
 
Parameter Value 
Number of iterations 8000 
Averaging over 500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.0001  ↔ 40 dB 
Step size µ µ = 0.00125  
Table 4-21: Parameter used for simulation in Figure 4-21 
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Figure 4-22: MSE for Combined FXLMF and FXLMS at Low SNR. 
 
 
 
 
The same environment as in Figure 4-21 but with low SNR, where the FXLMF algorithm 
outperformed the FXLMS algorithm, and the combined filter completely followed the 
FXLMF algorithm, which shows better performance.  
 
 
 
 
Parameter Value 
Number of iterations 3000 
Averaging over 500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ µ = 0.00125 
Table 4-22: Parameter used for simulation in Figure 4-22 
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Figure 4-23: MSE for Combined FXLMS for two different step sizes at high SNR. 
 
 
 
 
 
For a different step size of the FXLMS algorithm at high SNR, a larger step size 
outperformed. We can clearly see that the convex combined filter followed the FXLMS 
algorithm with a larger step size. 
 
 
Parameter Value 
Number of iterations 10000 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.0001  ↔ 40 dB 
Step size µ µ = 0.00125 & 0.000625 
Table 4-23: Parameter used for simulation in Figure 4-23 
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Figure 4-24: MSE for Combined FXLMS for two different step sizes at Low SNR. 
 
 
 
 
The same as the previous figure, but with low SNR. The combined filter followed the 
FXLMS with a larger step size, which has better performance. 
 
 
 
 
Parameter Value 
Number of iterations 3000 
Averaging over 500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ µ = 0.00125 & 0.000625 
Table 4-24: Parameter used for simulation in Figure 4-24 
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Figure 4-25: MSE for combined FXLMF algorithm robustness at low SNR and Gaussian noise 
 
 
 
 
Figure 4-25 shows the robustness of the convex combined filter of FXLMF for two 
different step sizes at low SNR and using Gaussian noise. We can clearly see that the 
combined filter followed the one with larger step size, which already shows better 
performance. 
 
 
Parameter Value 
Number of iterations 6000 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ µ = 0.00125 & 0.000625 
Table 4-25: Parameter used for simulation in Figure 4-25  
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Figure 4-26: MSE for combined FXLMF and FXLMS algorithm robustness test at high SNR and 
Gaussian noise. 
 
 
 
 
Figure 4-26 shows the robustness of the convex combined filter of FXLMF and FXLMS 
algorithms at high SNR and using Gaussian noise. We can clearly see that the combined 
filter followed the FXLMF algorithm at the beginning, then turned into the FXLMS 
algorithm, which shows better performance at high SNR.  
Parameter Value 
Number of iterations 18000 
Averaging over 500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.0001  ↔ 40 dB 
Step size µ µ = 0.00125  
Table 4-26: Parameter used for simulation in Figure 4-26  
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Figure 4-27: MSE for combined FXLMF and FXLMS algorithm robustness test at low SNR and 
Gaussian noise. 
 
 
 
 
Figure 4-27 shows the robustness of the convex combined filter of FXLMF and FXLMS 
algorithms at low SNR and using Gaussian noise. We can clearly see that the combined 
filter followed the FXLMF algorithm all the time since it shows better performance than 
the FXLMS algorithm at low SNR. 
 
Parameter Value 
Number of iterations 6000 
Averaging over 1500 
Type of Noise White Gaussian Noise  
Variance of Measurement Noise 𝜎𝑧
2 ↔SNR  𝜎𝑧
2 =  0.3163 ↔ 5 dB 
Step size µ µ = 0.00125  
Table 4-27: Parameter used for simulation in Figure 4-27 
86 
 
5. CHAPTER 5 
CONCLUSION 
5.1 Conclusions 
FXLMF and LFXLMF algorithms were proposed by this work, an analytical study and 
mathematical derivations for the mean weight adaptive vector and the mean square error 
for both algorithms have been done, and moreover the step size and the leakage factor 
bound ranges were investigated.  
From the literature we received a good sense about proposing new algorithms to the LMF 
family, as was proposed before in the LMS. The FXLMF and LFXLMF algorithms 
successfully converge under a large range of SNR. Moreover, they distinctly outperform 
the LMS algorithm in speed of convergence under a low SNR. Furthermore, we see the 
ability of both algorithms to converge under different environments of noise: Gaussian, 
uniform distributed noise, and colored noise. However, the LMF family requires more 
computational complexity; our proposed algorithms were faster in convergence than 
members of the LMS family under some circumstances.  
From the simulations in chapter four, we see that both algorithms converge well under 
relatively high SNR, but they converge faster under low SNR. Also, we see that using a 
variable step size requires fewer iterations before the algorithms converge, compared to the 
fixed step size values. In addition, using a step size near the upper boundary will guarantee 
less time to converge; however, working close to the upper boundary of the step size 
ensures faster convergence but we have to take the risk of algorithm divergence. Also, we 
87 
 
see that a larger step size will increase the mean of the weight vector. Step size under the 
upper boundary is given in equation (2.40). 
The leakage factor in the LFXLMF algorithm reduces the performance of the algorithm, as 
was expected from the literature, at the expense of adding more stability to the algorithm. 
The leakage factor boundaries were derived in section (2.5.3). 
The convex combination is an interesting proposal to get the best features of two or more 
adaptive algorithms. We were able to successfully apply it using the FXLMF and FXLMS 
algorithms with different step sizes as the two main transversal filters. In the other scenario 
we applied the combination over the FXLMS and FXLMF algorithms, and we noticed that 
the convex combined filter, at every iteration, followed the algorithm best. 
A robustness test was done for all the scenarios used, to ensure that the proposed algorithms 
are able to adapt in case of sudden change of tap weights of the filter, either in the transient 
or steady state stage.  
5.2 Contributions 
This work successfully proposed two new algorithms, the FXLMF and LFXLMF 
algorithms. An analytical study by mathematical derivations and MATLAB simulation was 
conducted for both of them, and a comparison was made of the proposed algorithms with 
previous work in LMS family. Furthermore we conducted analysis in two noise 
environments and the algorithms proved their convergence and stability. 
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We performed a means square error performance study for the convex combination of 
FXLMF and FXLMS algorithms with themselves at different step sizes, and with each 
other at different SNR. We saw that the combined filter followed the algorithm with the 
best features at every iteration to ensure we have the best overall behavior of the convex 
combined filter. 
  
5.3 Recommendations and Future Work 
Adaptive filtering is a rich land for a researcher to invest his time. This hot and renewable 
topic in digital signal processing keeps promising more development and progression in 
the communication and control world.  
Future work on these two algorithms is too big and a lot of fields need to be investigated. 
The following are some areas of future work which can be done as a supplement for our 
proposed algorithm: 
 Examining different types of statistical input data, like the human voice 
and sinusoidal signals.  
 Apply the proposed algorithm, using the Lattice or IIR filter. 
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