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2Abstract
Diversity or complementarity of experts in ensemble pattern recognition and information processing
systems is widely-observed by researchers to be crucial for achieving performance improvement upon
fusion. Understanding this link between ensemble diversity and fusion performance is thus an important
research question. However, prior works have theoretically characterized ensemble diversity and have
linked it with ensemble performance in very restricted settings. We present a generalized ambiguity
decomposition (GAD) theorem as a broad framework for answering these questions. The GAD theorem
applies to a generic convex ensemble of experts for any arbitrary twice-differentiable loss function.
It shows that the ensemble performance approximately decomposes into a difference of the average
expert performance and the diversity of the ensemble. It thus provides a theoretical explanation for the
empirically-observed benefit of fusing outputs from diverse classifiers and regressors. It also provides
a loss function-dependent, ensemble-dependent, and data-dependent definition of diversity. We present
extensions of this decomposition to common regression and classification loss functions, and report a
simulation-based analysis of the diversity term and the accuracy of the decomposition. We finally present
experiments on standard pattern recognition data sets which indicate the accuracy of the decomposition
for real-world classification and regression problems.
Index Terms: Multiple Experts, Multiple Classifier Systems, Ensemble Methods, Diversity, System
Combination, Loss Function, Statistical Learning Theory.
I. INTRODUCTION
Researchers across several fields have empirically observed that an ensemble of multiple
experts (classifiers or regressors) performs better than a single expert. Well-known examples
demonstrating this performance benefit span a large variety of applications such as
• Automatic speech and language processing: Most teams in large-scale projects involving
automatic speech recognition and processing such as the DARPA GALE [1], CALO [2],
RATS [3] and the IARPA BABEL [4] programs use a combination of multiple systems for
achieving state-of-the-art performance. The use of multiple systems is also widespread in
text and natural language processing applications, with examples ranging from parsing [5]
to text categorization [6].
• Recommendation systems: Many industrial and academic teams competing for the Netflix
prize [7] used ensembles of diverse systems for the movie rating prediction task. The $1 Mil-
lion grand prize winning system from the team BellKor’s Pragmatic Chaos was composed
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3of multiple systems from three independent teams (BellKor [8], Pragmatic Theory [9], and
BigChaos [10]).
• Web information retrieval: Researchers have also used ensembles of diverse systems for
information retrieval tasks from the web. For instance, the winning teams [11], [12] in
the Yahoo! Learning to Rank Challenge [13] used ensemble methods (such as bagging,
boosting, random forests, and lambda-gradient models) for improving document ranking
performance. The challenge overview article [13] also emphasizes the performance benefits
obtained by all teams when using ensemble methods.
• Computer vision: Ensemble methods are often popular in computer vision tasks as well,
such as tracking [14], object detection [15], and pose estimation [16].
• Human state pattern recognition: Systems for multimodal physical activity detection [17]
often fuse classifiers trained on different feature sets for achieving an improvement in accu-
racy. Several teams competing in the Interspeech challenges have also used ensembles for
classification of human emotion [18], age and gender [19], intoxication and sleepiness [20],
personality, likability, and pathology [21], and social signals [22].
The above list is only a small fraction of the large number of applications which have used
ensembles of multiple systems. Dietterich [23] offers three main reasons for the observed benefits
of an ensemble. First, an ensemble can potentially have a lower generalization error than a single
expert. Second, the parameter estimation involved in training most state of the art expert systems
such as neural networks involves solving a non-convex optimization problem. A single expert
can get stuck in local optima whereas an ensemble of multiple experts can provide parameter
estimates closer to the global optima. Finally, the true underlying function for a problem at hand
may be too complex for a single expert and an ensemble may be better able to approximate it.
Intuition and documented research such as the ones listed above suggests that the experts
in the ensemble should be optimally diverse. Diversity acts as a hedge against uncertainty in
the evaluation data set, and the mismatch between the loss functions used for training and
evaluation. Kuncheva [24] gives a simple intuitive argument in favor of having the right amount
of diversity in an ensemble. She says that just one expert suffices if all experts produce identical
output, however, if the experts disagree in their outputs very frequently, it indicates that they are
individually poor estimators of the target variable. Ambiguity decomposition [25] (AD) explains
this tradeoff for the special case of the squared error loss function. Let X ∈ X ⊆ RD and
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4Y ∈ Y ⊆ R denote the D-dimensional input and 1-dimensional target (output) random variables
respectively. Let fk : X → R be the kth expert which maps the input space X to the real line
R. f is a convex combination of K experts when
f(X) =
K∑
k=1
wkfk(X) where wk ≥ 0 and
K∑
k=1
wk = 1 . (1)
AD states that the squared error between the above f(X) and Y is
[Y − f(X)]2 =
K∑
k=1
wk[Y − fk(X)]2 −
K∑
k=1
wk[fk(X)− f(X)]2 . (2)
The first term on the right hand side is the weighted squared error of the individual experts with
respect to Y . The second term quantifies the diversity of the ensemble and is the squared error
spread of the experts around f(X). For two ensembles with identical weighted squared error,
one with a greater diversity will have a lower overall squared error. The bias-variance-covariance
decomposition is an equivalent result by Ueda and Nakano [26] with neural network ensembles
as the focus. We note that an ensemble of neural networks often consists of almost equally-
accurate but diverse networks due to the non-convex training optimization problem. AD is also
related to the bias-variance decomposition (BVD) [27] which says that the expected squared
error between a regressor fD(X) trained on dataset D and the target variable Y is
ED{[fD(X)− Y ]2} = [Y − ED{fD(X)}]2 + ED{[fD(X)− ED{fD(X)}]2} . (3)
The first term on the right hand side is the square of the bias, which is the difference between the
target Y and the expected prediction over the distribution of D. The second term measures the
variance of the ensemble. BVD reduces to AD when experts have the same functional form (e.g.,
linear) and when the training set D is drawn from a convex mixture of training sets {Dk}Kk=1
with mixture weights {wk}Kk=1.
Many existing algorithms attempt to promote diversity while training an ensemble. Examples
include ensembles of decision trees [28], support vector machines [29], conditional maximum
entropy models [30], negative correlation learning [31] for neural networks and DECORATE [32],
which is a meta-algorithm based on generation of synthetic data. AdaBoost [33] is another promi-
nent algorithm which incrementally creates a diverse ensemble of weak experts by modifying
the distribution from which training instances are sampled. However, only few studies have
focused on understanding the impact of diversity on ensemble performance for both classifiers
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5and regressors. AD provides this link only for least squares regression. The analysis presented
by Tumer and Ghosh [34] assumes classification as regression over class posterior distribution.
This paper presents a generalized ambiguity decomposition (GAD) theorem that is applicable
to both classification and regression. It does not assume that the classifier is estimating a posterior
distribution over the label set Y in case of classification. This is often encountered in practice,
for example in case of support vector machines. We note that some prior work has been done for
deriving a BVD for a single expert with different loss functions [35]–[37]. The proposed GAD
theorem is different. It focuses on a convex combination of experts rather than a single expert.
Even though one can link the BVD to AD by considering a mixture of training sets as mentioned
before, this link requires that the individual experts should have the same functional form. We
do not make such assumptions. Our result applies pointwise for any given (X, Y ) ∈ X × Y
rather than relying on an ensemble average.
We present the GAD theorem and its proof in the next section. We derive the decomposition for
some common regression and classification loss functions in Section III. We present a simulation-
based analysis in Section IV. We then evaluate the presented decomposition on multiple standard
classification and regression data sets in Section V. Section VI presents the conclusion and some
directions for future work.
II. GENERALIZED AMBIGUITY DECOMPOSITION (GAD) THEOREM
The concept of a loss function is central to statistical learning theory [38]. It computes the
mismatch between the prediction of an expert and the true target value. Lemma 1 below presents
useful bounds on a class of loss functions which are used widely in supervised machine learning.
Lemma 1. (Taylor’s Theorem for Loss Functions [39]) Let x, Y ∈ R and B ⊆ R be a closed
and bounded set containing x. Let l : R×R → R be a loss function which is twice-differentiable
in its second argument with continuous second derivative over B. Let
Ml,B(Y ) = sup
z∈B
l′′(Y, z) <∞ and (4)
ml,B(Y ) = inf
z∈B
l′′(Y, z) > −∞ . (5)
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6Then for any Y0 ∈ B, we can write the following quadratic bounds on the loss function:
l(Y, Y0) ≥ l(Y, x) + l′(Y, x)(Y0 − x) + ml,B(Y )
2
(Y0 − x)2 and (6)
l(Y, Y0) ≤ l(Y, x) + l′(Y, x)(Y0 − x) + Ml,B(Y )
2
(Y0 − x)2 . (7)
Proof: Since l(Y, Y0) is twice-differentiable in its second argument over R×B, by Taylor’s
theorem [39], ∃ a function h2 : R× B → R such that
l(Y, Y0) = l(Y, x) + l
′(Y, x)(Y0 − x) + h2(Y, Y0)(Y0 − x)2 where lim
Y0→x
h2(Y, Y0) = 0 (8)
for any given x ∈ B. h2(Y, Y0)(Y0 − x)2 is called remainder or residue and has the following
form due to the Mean Value Theorem [39]:
h2(Y, Y0)(Y0 − x)2 = l
′′(Y, z)
2
(Y0 − x)2 where z ∈ (Y0, x) . (9)
The second derivative of the loss function is continuous over the closed and bounded set B.
Weierstrass’ Extreme Value Theorem [39] gives:
ml,B(Y ) ≤ l′′(Y, z) ≤Ml,B(Y ) ∀z ∈ B (10)
where ml,B(Y ) = inf
z∈B
l′′(Y, z) > −∞ (11)
and Ml,B(Y ) = sup
z∈B
l′′(Y, z) <∞ . (12)
We note that ml,B(Y ) = 0 is an obvious choice if l is convex. Using the bounds in (10) in
Taylor’s theorem from (8) results in the desired inequalities:
l(Y, Y0) ≥ l(Y, x) + l′(Y, x)(Y0 − x) + ml,B(Y )
2
(Y0 − x)2 (13)
l(Y, Y0) ≤ l(Y, x) + l′(Y, x)(Y0 − x) + Ml,B(Y )
2
(Y0 − x)2 . (14)
The second argument of l is always bounded in practice since it represents the prediction of
the expert. Hence, limiting the domain of twice-differentiability and continuity of the second
derivative from R×R to R×B is a reasonable assumption. The next lemma presents ambiguity
decomposition for the squared error loss function [25]. We denote f(X) as f and fk(X) as fk
from now on for notational simplicity.
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7Lemma 2. (Ambiguity Decomposition (AD) [25])
Consider an ensemble of K experts {fk : X → R, k = 1, 2, . . . , K} and let f =
∑K
k=1wkfk be
a convex combination of these experts. Then
[Y − f ]2 =
K∑
k=1
wk[Y − fk]2 −
K∑
k=1
wk[fk − f ]2 ∀(X, Y ) ∈ X ×R . (15)
Proof: We start by expanding the following term:
K∑
k=1
wk[Y − fk]2 =
K∑
k=1
wk[Y − f − (fk − f)]2 (16)
=
K∑
k=1
wk[Y − f ]2 +
K∑
k=1
wk[fk − f ]2 − 2
K∑
k=1
wk[Y − f ][fk − f ] (17)
= [Y − f ]2 +
K∑
k=1
wk[fk − f ]2 − 2[Y − f ]
K∑
k=1
wk[fk − f ] (18)
= [Y − f ]2 +
K∑
k=1
wk[fk − f ]2 − 2[Y − f ][
K∑
k=1
wkfk − f ] (19)
= [Y − f ]2 +
K∑
k=1
wk[fk − f ]2 . (20)
We arrive at the Ambiguity Decomposition by re-arranging terms in the above equation.
[Y − f ]2 =
K∑
k=1
wk[Y − fk]2 −
K∑
k=1
wk[fk − f ]2 . (21)
Ambiguity decomposition describes the tradeoff between the accuracy of individual experts
and the diversity of the ensemble. But it applies only to the squared error loss function. We now
state and prove the Generalized Ambiguity Decomposition (GAD) theorem using Lemmas 1 and
2.
Theorem 1. (Generalized Ambiguity Decomposition (GAD) Theorem)
Consider an ensemble of K experts {fk : X → R, k = 1, 2, . . . , K} and let f =
∑K
k=1wkfk be
a convex combination of these experts. Assume that all fk are finite. Let (X, Y ) ∈ X ×R and
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8let B ⊆ R be the following closed and bounded set:
B = [bmin, bmax] where (22)
bmin = min{Y, f1, . . . , fK} and (23)
bmax = max{Y, f1, . . . , fK} . (24)
B is the smallest closed and bounded set which contains Y and all fk. Let l : R × R → R
be a loss function which is twice-differentiable in its second argument with continuous second
derivative over B. Let:
Ml,B(Y ) = sup
z∈B
l′′(Y, z) <∞ , (25)
Ml,B(f) = sup
z∈B
l′′(f, z) ∈ (0,∞) , and (26)
ml,B(Y ) = inf
z∈B
l′′(Y, z) > −∞ . (27)
Then the ensemble loss is upper-bounded as given below:
l(Y, f) ≤
K∑
k=1
wkl(Y, fk)− Ml,B(Y )
Ml,B(f)
[ K∑
k=1
wkl(f, fk)− l(f, f)
]
+
1
2
(
Ml,B(Y )−ml,B(Y )
) K∑
k=1
wk(Y − fk)2 . (28)
Proof: B is a closed and bounded set which includes Y and all fk by definition. Hence we
can write the following lower-bound for l(Y, fk) using Lemma 1:
l(Y, fk) ≥ l(Y, Y ) + l′(Y, Y )(fk − Y ) + ml,B(Y )
2
(fk − Y )2 . (29)
Taking a convex sum on both sides of the above inequality gives
K∑
k=1
wkl(Y, fk) ≥
K∑
k=1
wkl(Y, Y ) +
K∑
k=1
wkl
′(Y, Y )(fk − Y ) +
K∑
k=1
wk
ml,B(Y )
2
(fk − Y )2
= l(Y, Y ) + l′(Y, Y )(f − Y ) + ml,B(Y )
2
K∑
k=1
wk(fk − Y )2 . (30)
B also includes f because it includes all fk and f is their convex combination. Thus, we consider
the following upper-bound on l(Y, f) using Lemma 1:
l(Y, f) ≤ l(Y, Y ) + l′(Y, Y )(f − Y ) + Ml,B(Y )
2
(f − Y )2 (31)
⇐⇒ l(Y, Y ) + l′(Y, Y )(f − Y ) ≥ l(Y, f)− Ml,B(Y )
2
(f − Y )2 . (32)
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9Substituting this inequality in (30) gives
K∑
k=1
wkl(Y, fk) ≥ l(Y, f)− Ml,B(Y )
2
(f − Y )2 + ml,B(Y )
2
K∑
k=1
wk(fk − Y )2 . (33)
We use AD in Lemma 2 for (f − Y )2 and write the above bound as:
K∑
k=1
wkl(Y, fk) ≥ l(Y, f)− 1
2
(Ml,B(Y )−ml,B(Y ))
K∑
k=1
wk(fk − Y )2 + Ml,B(Y )
2
K∑
k=1
wk(fk − f)2 .
(34)
We finally invoke the following upper bound on l(f, fk) using Lemma 1:
l(f, fk) ≤ l(f, f) + l′(f, f)(f − fk) + Ml,B(f)
2
(f − fk)2 (35)
⇐⇒ Ml,B(f)
2
(f − fk)2 ≥ l(f, fk)− l(f, f)− l′(f, f)(f − fk) (36)
⇐⇒ Ml,B(f)
2
K∑
k=1
wk(f − fk)2 ≥
K∑
k=1
wkl(f, fk)− l(f, f) . (37)
We get the desired result by substituting the above inequality in (34) and using the fact that
Ml(f) > 0:
K∑
k=1
wkl(Y, fk) ≥ l(Y, f)− 1
2
(Ml,B(Y )−ml,B(Y ))
K∑
k=1
wk(fk − Y )2
+
Ml,B(Y )
Ml,B(f)
[ K∑
k=1
wkl(f, fk)− l(f, f)
]
(38)
⇐⇒ l(Y, f) ≤
K∑
k=1
wkl(Y, fk)− Ml,B(Y )
Ml,B(f)
[ K∑
k=1
wkl(f, fk)− l(f, f)
]
+
1
2
(Ml,B(Y )−ml,B(Y ))
K∑
k=1
wk(Y − fk)2 . (39)
The GAD Theorem is a natural extension of AD in Lemma 2 and reduces to it for the case
of squared error loss. We can gain more intuition about this result by defining the following
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quantities:
Ensemble loss: l(Y, f) (40)
Weighted expert loss:
K∑
k=1
wkl(Y, fk) (41)
Diversity: dl(f1, . . . , fK) =
Ml,B(Y )
Ml,B(f)
[
K∑
k=1
wkl(f, fk)− l(f, f)
]
(42)
Curvature spread (CS): sl,B(Y ) = Ml,B(Y )−ml,B(Y ) ≥ 0 (43)
Ignoring the term involving curvature spread, GAD says that the ensemble loss is upper-bounded
by weighted expert loss minus the diversity of the ensemble. Thus, the upper-bound involves a
tradeoff between the performance of individual experts (weighted experts loss) and the diversity.
Diversity measures the spread of the expert predictions about the ensemble’s predictions and
is 0 when fk = f, ∀k. Diversity is non-negative for a convex loss function due to Jensen’s
inequality [39]. Furthermore, diversity depends on the loss function, the true target Y and the
prediction of the ensemble f at the current data point. Thus, all data points are not equally
important from a diversity perspective. It is also interesting to note that the GAD theorem
provides a decomposition of the ensemble loss into a supervised (weighted expert loss) and
unsupervised (diversity) term. The latter term does not require labeled data to compute. This
makes the overall framework applicable to semi-supervised settings.
The following corollary of Theorem 1 gives a simple upper-bound on the error between l(Y, f)
and its approximation motivated by the GAD theorem.
Corollary 1. (Error Bound for GAD Loss Function Approximation)
If
K∑
k=1
wk(Y − fk)2 = β(X, Y ) and (44)
max
k∈{1,...,K}
(Y − fk)2 = δ(X, Y ) , (45)
then the error between the true loss and its GAD approximation is bounded as:
l(Y, f)− lGAD(Y, f) ≤ 1
2
sl,B(Y, f)β(X, Y ) (46)
≤ 1
2
sl,B(Y, f)δ(X, Y ) , (47)
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where sl,B(Y, f) is the curvature spread defined previously and
lGAD(Y, f) =
K∑
k=1
wkl(Y, fk)− dl(f1, . . . , fK) (48)
is an approximation for l(Y, f) motivated by GAD.
Proof: Theorem 1 gives:
l(Y, f)− lGAD(Y, f) ≤ 1
2
(Ml,B(Y )−ml,B(Y ))
K∑
k=1
wk(Y − fk)2
=
1
2
(Ml,B(Y )−ml,B(Y ))β(X, Y ) . (49)
We also note that:
K∑
k=1
wk(Y − fk)2 ≤ max
k∈{1,...,K}
(Y − fk)2 = δ(X, Y ) . (50)
Hence we can also write the following less tight upper bound on the error:
l(Y, f)− lGAD(Y, f) ≤ 1
2
(Ml,B(Y )−ml,B(Y ))δ(X, Y ) . (51)
Corollary 1 shows that lGAD(Y, f) is a good approximation for l(Y, f) when the curvature
spread is small and all expert predictions are close to the true target Y . For instances (X, Y )
where multiple experts in the ensemble are far away from the true target, lGAD(Y, f) has a high
error. To summarize, the accuracy of lGAD depends on the data instance, loss function and the
expert predictions.
We note that the diversity term in the GAD theorem computes the loss function between each
expert fk and the ensemble prediction f . However, it is sometimes useful to understand diversity
in terms of pairwise loss functions between the expert predictions themselves. The next corollary
to the GAD theorem shows that we can indeed re-write the diversity term in pairwise fashion
for a metric loss function.
Corollary 2. (Pairwise GAD Theorem for Metric Loss Functions) Consider a metric loss
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function l and also let wk = 1/K ∀k for simplicity. Then the GAD theorem becomes
l(Y, f) ≤ 1
K
K∑
k=1
l(Y, fk)− Ml,B(Y )
Ml,B(f)
[
1
K(K − 1)
K∑
k1=1
K∑
k2=k1+1
l(fk1 , fk2)
]
+
1
2
(
Ml,B(Y )−ml,B(Y )
) K∑
k=1
(Y − fk)2 . (52)
Proof: The loss function satisfies the triangle inequality because it is given to be a metric.
We visualize the output of each expert and the ensemble’s prediction as points in a metric space
induced by the metric loss function. Hence
l(fk1 , fk2) ≤ l(f, fk1) + l(f, fk2) (53)
for all k1 ∈ {1, . . . , K} and k2 ∈ {k1 + 1, . . . , K}. We add these K(K − 1) inequalities to get
K∑
k1=1
K∑
k2=k1+1
l(fk1 , fk2) ≤ (K − 1)
K∑
k=1
l(f, fk) . (54)
We also note that l(f, f) = 0 because l is a metric. Hence we get the following lower bound on
the diversity term in GAD
Ml,B(Y )
Ml,B(f)
[
1
K
K∑
k=1
l(f, fk)− l(f, f)
]
≥ Ml,B(Y )
Ml,B(f)
[
1
K(K − 1)
K∑
k1=1
K∑
k2=k1+1
l(fk1, fk2)
]
(55)
Substituting this lower-bound in GAD from Theorem 1 gives the desired decomposition with
pairwise diversity.
The squared error and absolute error loss functions used for regression are metric functions
and thus permit a decomposition with a pairwise diversity term as given in Corollary 2 above.
We now derive the quantities required for GAD approximation of common loss functions in the
next section.
III. GAD FOR COMMON LOSS FUNCTIONS
We note that the computation of Ml,B(Y ) and ml,B(Y ) is critical to the GAD theorem. Hence
the following subsections focus on deriving these quantities for various common classification
and regression loss functions.
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A. Squared Error Loss
Squared error is the most common loss function used for regression and is defined as given
below:
lsqr(Y, Y0) = (Y − Y0)2 where Y, Y0 ∈ R . (56)
Its second derivative with respect to Y0 is l′′sqr(Y, Y0) = 2. Hence Ml,B(Y ) = ml,B(Y ) = 2 ∀Y
and CS is 0. Thus GAD reduces to AD in Lemma 2.
B. Absolute Error Loss
Absolute error loss function is more robust than squared error for outliers and is defined as:
labs(Y, Y0) = |Y − Y0| where Y, Y0 ∈ R . (57)
This function is not differentiable at Y0 = Y . We thus consider two commonly used smooth
approximations to the absolute error loss function. The first one uses the integral of the inverse
tangent function which approximates the sign function. This leads to the following approxima-
tion:
labs, approx1(Y, Y0) =
2(Y − Y0)
π
tan−1
(
Y − Y0
ǫ
)
where Y, Y0 ∈ R and ǫ > 0 . (58)
One can get an arbitarily close approximation by setting a suitably small positive value of ǫ.
The second derivative of the loss function with respect to Y0 is
l′′abs, approx1(Y, Y0) =
4
ǫπ
[
1 +
(
Y−Y0
ǫ
)2]2 . (59)
We need to compute the maximum and minimum of the above second derivative for Y0 ∈ B.
The above function is monotonically increasing for Y0 < Y , achieves its maxima at Y0 = Y ,
and monotonically decreases for Y0 ≥ Y . We note that Y ∈ B by definition of B. Hence, the
maximum of l′′abs, approx1(Y, Y0) over B occurs at Y0 = Y and is given by:
Ml,B(Y ) = l
′′
abs, approx1(Y, Y ) =
4
πǫ
. (60)
The minimum value depends on the location of B = [bmin, bmax] and is given below:
ml,B(Y ) =

 l
′′
abs, approx1(Y, bmin) ; if bmax + bmin < 2Y
l′′abs, approx1(Y, bmax) ; otherwise
. (61)
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We also consider a second smooth approximation of absolute error:
labs, approx2(Y, Y0) =
√
(Y − Y0)2 + ǫ−
√
ǫ where Y, Y0 ∈ R and ǫ > 0 . (62)
This approximation becomes better with smaller positive values of ǫ. The second derivative of
the above approximation with respect to Y0 is
l′′abs, approx2(Y, Y0) =
ǫ
[(Y − Y0)2 + ǫ]3/2 . (63)
The behavior of the above function with Y0 is the same as l′′abs, approx1(Y, Y0). It has a monotonic
increase for Y0 < Y , achieves maxima at Y0 = Y , and has a monotonic decrease for Y0 ≥ Y .
This results in the following second derivative maxima and minima over B:
Ml,B(Y ) = l
′′
abs,approx2(Y, Y ) =
1√
ǫ
. (64)
ml,B(Y ) =

 l
′′
abs, approx2(Y, bmin) ; if bmax + bmin < 2Y
l′′abs, approx2(Y, bmax) ; otherwise
. (65)
Both types of smooth absolute error loss functions give a non-zero curvature spread when
compared to the squared error loss function. This leads to a non-zero approximation error for
the GAD theorem.
C. Logistic Loss
Logistic regression is a popular technique for classification. We consider the binary classifi-
cation case where the label set Y = {-1,1}. The logistic loss function is
llog(Y, Y0) = log(1 + exp(−Y Y0)) where Y ∈ {−1, 1} and Y0 ∈ R . (66)
Y0 is replaced by the expert’s prediction for supervised learning and is typically modeled by an
affine function of X . The ensemble is thus a convex combination of affine experts. The second
derivative of the above loss with respect to Y0 is
l′′log(Y, Y0) =
Y 2 exp(−Y Y0)
(1 + exp(−Y Y0))2 . (67)
l′′log(Y, Y0) is an even function of Y0. It is monotonically increasing for Y0 ≤ 0, reaches its
maximum at Y0 = 0, and is monotonically decreasing for Y0 ≥ 0. Hence we can write ml,B(Y )
as
ml,B(Y ) =

 l
′′
log(Y, bmin) ; if bmax < 0 or if bmax + bmin < 0
l′′log(Y, bmax) ; otherwise
. (68)
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Similarly, we can write Ml,B(Y ) as
Ml,B(Y ) =


l′′log(Y, bmax) ; if bmax < 0
l′′log(Y, bmin) ; if bmin > 0
l′′log(Y, 0) = Y
2/4 ; otherwise
. (69)
D. Exponential Loss
AdaBoost.M1 [33] uses the exponential loss function which is defined as
lexp(Y, Y0) = exp(−Y Y0) where Y ∈ {−1, 1} and Y0 ∈ R . (70)
The second derivative of the loss function is
l′′exp(Y, Y0) = Y
2 exp(−Y Y0) . (71)
The above function of Y0 is monotonically increasing when Y < 0 and monotonically decreasing
when Y ≥ 0. Hence ml,B(Y ) becomes
ml,B(Y ) =

 l
′′
exp(Y, bmin) ; if Y < 0
l′′exp(Y, bmax) ; otherwise
. (72)
Similarly, Ml,B becomes
Ml,B(Y ) =

 l
′′
exp(Y, bmax) ; if Y < 0
l′′exp(Y, bmin) ; otherwise
. (73)
E. Hinge Loss
The hinge loss is another popular loss function which is used for training support vector
machines (SVMs) [40] and is defined as
lhinge(Y, Y0) = max(0, 1− Y Y0) where Y ∈ {−1, 1} and Y0 ∈ R . (74)
The above loss function is not differentiable when Y Y0 = 1. Hence we use the following smooth
approximation from Smooth SVM (SSVM) [41]:
lhinge, smooth(Y, Y0) = 1− Y Y0 + ǫ log
[
1 + exp
(
− 1− Y Y0
ǫ
)]
where ǫ > 0 . (75)
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The above approximation is based on the logistic sigmoidal approximation of the sign function
which is often used in neural networks [42]. Picking a small positive value of ǫ ensures low
approximation error. The second derivative with respect to Y0 is
l′′hinge, smooth(Y, Y0) =
Y 2 exp
(
− 1−Y Y0
ǫ
)
ǫ
[
1 + exp
(
− 1−Y Y0
ǫ
)]2 . (76)
The above function of Y0 is symmetrical about Y0 = 1/Y , increases for Y0 < 1/Y , attains its
maximum for Y0 = 1/Y , and decreases for Y0 ≥ 1/Y . Hence Ml,B(Y ) is
Ml,B(Y ) =


l′′hinge, smooth(Y, bmax) ; if bmax < 1/Y
l′′hinge, smooth(Y, bmin) ; if bmin > 1/Y
l′′hinge, smooth(Y, 1/Y ) or Y
2/(4ǫ) ; otherwise
. (77)
Similarly, the value of ml,B(Y ) also depends on the location of the interval B and is given
below:
ml,B(Y ) =

 l
′′
hinge, smooth(Y, bmin) ; if bmax < 1/Y or if bmax + bmin < 2/Y
l′′hinge, smooth(Y, bmax) ; otherwise
. (78)
The expressions for Ml,B(Y ) and ml,B(Y ) derived in this section for various loss functions
are used to derive the GAD approximation for the ensemble loss. Theoretical analysis of this
approximation is not easy for all loss functions. Hence the next section presents simulation
experiments for understanding the GAD theorem.
IV. SIMULATION EXPERIMENTS ON THE GAD THEOREM FOR COMMON LOSS FUNCTIONS
This section begins by understanding the tradeoff between the diversity term and weighted
expert loss in the GAD theorem. We next analyze the accuracy of the ensemble loss approxima-
tion motivated by the GAD theorem.We finally contrast the GAD approximation with the Taylor
series approximation used in gradient boosting.
A. Behavior of Weighted Expert Loss and Diversity in GAD
Consider the following proxy for the true loss function implied by GAD:
lGAD(Y, f) =
K∑
k=1
wkl(Y, fk)− dl(f1, . . . , fK) . (79)
August 24, 2018 DRAFT
17
where dl(f1, . . . , fK) is the diversity. The first term on the right hand side of the above equation
is the weighted sum of the individual expert’s losses. We note that this term provides a simple
upper bound on l(Y, f) due to Jensen’s inequality for convex loss functions:
l(Y, f) ≤
K∑
k=1
wkl(Y, fk) = lWGT(Y, f) . (80)
To understand the tradeoff between the two terms on the right hand side of Eq. 79, we
performed Monte Carlo simulations because the analytical forms of dl(f1, . . . , fK) for common
loss functions derived in the previous section are not amenable to direct theoretical analysis.
The K expert predictions were sampled from an independent and identically distributed (IID)
Gaussian random variable with mean µf and variance σ2f . That is
fk ∼ N (µf , σ2f) for all k ∈ {1, . . . , K} . (81)
A unimodal distribution was used since it is intuitive to expect most of the experts to give
numerically close predictions. We used a Gaussian probability density function (PDF) for our
simulations since it is the most popular unimodal PDF. The convex nature of the ensemble
ensures that µf is also the expected ensemble prediction. This is because
E{f} = E
{ K∑
k=1
wkfk
}
=
K∑
k=1
wkE{fk} =
K∑
k=1
wkµf = µf . (82)
The variance σ2f governs the spread of the predictions around the mean. We varied µf around
the true label Y = 1. We picked Y = 1 because the two regression loss functions depend only
on the distance of the prediction from the target. The analysis also extends easily to Y = −1
for classification loss functions. We generated 1000 Monte Carlo samples for K = 3 and 7
experts. We set σ2f = 2 for these simulations. Figures 1-5 show the median values of l(Y, f),
lGAD(Y, f), and the weighted expert loss for various loss functions. These figures also plot the
median diversity term dl(f1, . . . , fK) with the expected ensemble prediction µf .
We first analyse the plots for the two regression loss functions. Figure 1 shows the case for
the squared error loss function. We note that l(Y, f) and lGAD(Y, f) overlap for all values of
µf because the GAD theorem reduces to the ambiguity decomposition. The diversity term also
remains nearly constant because it is the maximum likelihood estimator of the variance σ2f .
Diversity corrects for the bias between the weighted expert loss (green curve) and the actual
ensemble loss function (black curve). Figure 2 shows the corresponding figure for the smooth
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absolute error loss function with ǫ = 0.5. lGAD(Y, f) provides a very accurate approximation
of the true loss function around the true label Y = 1 and becomes a poorer approximation as
we move away. This is because GAD assumes the experts predictions to be close to the true
label. lWGT(Y, f) gives a much larger approximation error in comparison around Y = 1. Also,
the diversity term is nearly constant because its computation normalizes for the value of µf by
subtracting f from each fk.
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Fig. 1. The top plot in each figure shows the median actual ensemble loss, its GAD approximation and weighted expert loss
across 1000 Monte Carlo samples in an ensemble of K = 3 and K = 7 experts for the squared error loss function as a function
of expected ensemble prediction µf . We used σ2f = 2. Y = 1 is the correct label. We also show the median diversity term for
the same setup in the bottom plot.
Figures 3-5 show the plots for the three classification loss functions - logistic, exponential, and
smooth hinge (ǫ = 0.5) with true label Y = 1. lGAD(Y, f) provides an accurate approximation to
l(Y, f) near the true label Y = 1 as was the case for the regression loss functions. However the
diversity term is not constant, but unimodal with a peak around the decision boundary µf = 0.
This is because the experts disagree a lot at the decision boundary which causes high diversity.
Diversity reduces as we move away from the decision boundary in both directions. Diversity in
GAD is agnostic to the true label and only quantifies the spread of the expert predictions with
respect to the given loss function. The weighted expert loss term captures the accuracy of the
experts with respect to the true label. Even though all experts agree when they are predicting
the incorrect class for µf < 0, the overall loss rises due to an increase in the weighted expert
loss.
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Fig. 2. The top plot in each figure shows the median actual ensemble loss, its GAD approximation and weighted expert loss
across 1000 Monte Carlo samples in an ensemble of K = 3 and K = 7 experts for the smooth absolute error loss function as
a function of expected ensemble prediction µf . We used σ2f = 2 and ǫ = 0.5. Y = 1 is the correct label. We also show the
median diversity term for the same setup in the bottom plot.
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Fig. 3. The top plot in each figure shows the median actual ensemble loss, its GAD approximation and weighted expert loss
across 1000 Monte Carlo samples in an ensemble of K = 3 and K = 7 experts for the logistic loss function as a function of
expected ensemble prediction µf . We used σ2f = 2. Y = 1 is the correct label. We also show the median diversity term for the
same setup in the bottom plot.
B. Accuracy of GAD-Motivated Approximation of Ensemble Loss
In this subsection, we analyze the error of the approximate GAD ensemble loss lGAD(Y, f) in
terms of absolute deviation from the true ensemble loss l(Y, f). We also investigate the behavior
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Fig. 4. The top plot in each figure shows the median actual ensemble loss, its GAD approximation and weighted expert loss
across 1000 Monte Carlo samples in an ensemble of K = 3 and K = 7 experts for the exponential loss function as a function
of expected ensemble prediction µf . We used σ2f = 2. Y = 1 is the correct label. We also show the median diversity term for
the same setup in the bottom plot.
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Fig. 5. The top plot in each figure shows the median actual ensemble loss, its GAD approximation and weighted expert loss
across 1000 Monte Carlo samples in an ensemble of K = 3 and K = 7 experts for the smooth hinge loss function as a function
of expected ensemble prediction µf . We used σ2f = 2 and ǫ = 0.5. Y = 1 is the correct label. We also show the median
diversity term for the same setup in the bottom plot.
of the bound on the approximation error |l(Y, f)− lGAD(Y, f)| presented in Corollary 1. We used
the same experimental setup for simulations as in the previous section. Figures 6-9 show the
plots of the approximation error using lGAD(Y, f) and the weighted expert loss lWGT(Y, f) for
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various loss functions discussed previously. We did not consider the squared error loss function
because GAD reduces to AD and we get 0 absolute error.
Figures 6-9 show that the GAD approximation lGAD(Y, f) (red curve) always provides signif-
icantly lower approximation error rate than the weighted expert loss lWGT(Y, f) (green curve)
when µf is close to the true label Y = 1. This is because the second order Taylor series expansion
used in the GAD theorem’s proof is accurate when the expert predictions are close to the true
label. We also note that the bound on the approximation error |l(Y, f)− lGAD(Y, f)| (blue curve)
follows the general trend of the error but is not very tight.
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Fig. 6. Median absolute approximation error and error bound across 1000 Monte Carlo samples in an ensemble of K = 3
and K = 7 experts for smooth absolute error loss function as a function of expected ensemble prediction µf . We used σ2f = 2,
ǫ = 0.5 and Y = 1 as the correct label.
C. Comparison with Loss Function Approximation Used in Gradient Boosting
Gradient boosting [43] is a popular machine learning algorithm which sequentially trains
an ensemble of base learners. Gradient boosting also utilizes a Taylor series expansion for its
sequential training. Hence, we devote this subsection to understanding the differences between
the loss function approximation used in gradient boosting and GAD.
Consider an ensemble of K − 1 experts fk, and their linear combination
g =
K−1∑
k=1
vkfk (83)
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Fig. 7. Median absolute approximation error and error bound across 1000 Monte Carlo samples in an ensemble of K = 3
and K = 7 experts for logistic loss function as a function of expected ensemble prediction µf . We used σ2f = 2 and Y = 1 as
the correct label.
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Fig. 8. Median absolute approximation error and error bound across 1000 Monte Carlo samples in an ensemble of K = 3 and
K = 7 experts for exponential loss function as a function of expected ensemble prediction µf . We used σ2f = 2 and Y = 1 as
the correct label.
to generate the ensemble prediction g. Gradient boosting does not require the coefficients {vk}K−1k=1
to be convex weights. Now if we add a new expert fK to g with a weight vK , the loss of the
new ensemble becomes l(Y, g + vKfK). Since gradient boosting estimates vK and fK given
estimates of {vk, fk}K−1k=1 , it assumes that vKfK is close to 0. In other words, it assumes that the
new base learner fK is weak and contributes only that information which has not been learned
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Fig. 9. Median absolute approximation error and error bound across 1000 Monte Carlo samples in an ensemble of K = 3 and
K = 7 experts for smooth hinge loss function as a function of expected ensemble prediction µf . We used σ2f = 2, ǫ = 0.5,
and Y = 1 as the correct label.
by the current ensemble. The new ensemble’s loss is therefore approximated by using a Taylor
series expansion around vKfK = 0. Assuming the loss function to be convex, we can write the
following first order Taylor series expansion:
l(Y, g + vKfK) ≤ l(Y, g) + vKfK l′(Y, g) = lGB(Y, f) . (84)
Minimizing the above upper bound with respect to vK and fK is equivalent to minimizing
vKfKl
′(Y, g), or maximizing the correlation between vKfK and the negative loss function gra-
dient −l′(Y, g). This is the central idea used in training an ensemble using gradient boosting.
The above Taylor series expansion highlights the key differences between gradient boosting
and GAD. First, the loss function upper bound used in gradient boosting is a means to perform
sequential training of an ensemble of weak experts. Each new expert adds only incremental
information to the ensemble, but is insufficiently trained to predict the target variables on
its own. This reduces the utility of the above approximation in (84) in situations when the
individual experts are themselves strong. This arises when, for example, the experts have been
trained on different feature sets, data sets, utilize different functional forms, or have not been
trained using gradient boosting. Second, the GAD approximation lGAD(Y, f) provides an intuitive
decomposition of the ensemble loss into the weighted expert loss lWGT(Y, f) and the diversity
d(f1, . . . , fK) which measures the spread of the expert predictions about f . Gradient boosting
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does not offer such an intuitive decomposition.
Figure 10 shows the median approximation error for lGAD(Y, f) and lGB(Y, f) using the expo-
nential loss function. We observe that gradient boosting has minimum error when the ensemble
mean µf is near the decision boundary because fK ≈ 0. However, the approximation becomes
poor as we move away from the decision boundary. lGAD(Y, f) provides a good approximation
around the true label Y = 1 as noted in the previous section. Thus the two loss functions
lGAD(Y, f) and lGB(Y, f) provide complementary regions of low approximation error. A similar
trend is observed for the other loss functions as well.
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Fig. 10. Median absolute approximation error for GAD and the gradient boosting upper bound across 1000 Monte Carlo
samples in an ensemble of K = 3 and K = 7 experts for smooth hinge loss function as a function of expected ensemble
prediction µf . We used σ2f = 0.1 and Y = 1 as the correct label.
V. EXPERIMENTS ON GAD WITH STANDARD MACHINE LEARNING TASKS
The previous sections presented empirical analysis of the GAD theorem based on simulations.
This section presents experiments on some real-world data sets which will reveal the utility of
the GAD theorem to machine learning problems of interest. We used five data sets from the
UCI Machine Learning Repository [44] as listed in Table I for the experiments. We conducted
two sets of experiments using the UCI data sets. These experiments mimic common scenarios
usually encountered by researchers while training systems with multiple classifiers or regressors.
The first class of experiments tries to understand diversity and its impact on ensemble perfor-
mance in case the ensemble consists of different classifiers and regressors trained on the same
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data set. We trained 3 classifiers and 3 regressors for each data set. We used logistic regression,
linear support vector machine (SVM) from the Lib-Linear toolkit [45], and a homoscedastic
linear discriminant analysis (LDA)-based classifier from Matlab for classification. The three linear
regressors were trained by minimizing least squares, least absolute deviation, and the Huber loss
function. GAD was used to analyse the diversity of the trained classifiers and regressors for
each data set. The second experiment considers the situations where the experts are trained on
potentially overlapping subsets of instances from a given data set. We used bagging [46] for
creating the multiple training subsets by sampling instances with replacement. The classifiers
and regressors mentioned above were used for these experiments one at a time.
The evaluation metric of the above experiments is the relative approximation error between
the true loss and its approximation:
Ex =
∣∣∣∣∣1− lx(Y, f(X))l(Y, f(X))
∣∣∣∣∣ (85)
where x is one of GAD, WGT (using weighted loss of ensemble (80)), and GB (using approx-
imation used in gradient boosting (84)). We assigned equal weights {wk} to the experts in all
experiments.
Table II shows the relative absolute error for various classification data sets and loss functions
when different experts were trained on the same data set. We observe that the GAD approximation
provides the lowest median absolute error for all cases. This result is statistically significant at
α = 0.01 level using the paired t-test. It is often an order of magnitude better than the other two
approximations. Table III shows the relative absolute error when one expert was trained on three
versions of the same data set created by sampling with replacement. We used logistic regression
for the classification loss functions and least squares linear regression for the regression loss
functions. Table III shows that the GAD approximation gives the lowest error for all cases
except for the Wine Quality data set with smooth absolute error loss function.
These experiments indicate that lGAD(Y, f) provides an accurate approximation of the actual
ensemble loss l(Y, f). This adds value to the proposed approximation for designing supervised
machine learning algorithms, in addition to providing an intuitive definition and explanation of
the impact of diversity on ensemble performance.
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Data set Target set No. of instances No. of features
Magic Gamma Telescope [47] {−1, 1} 19020 10
Pima Indians Diabetes [48] {−1, 1} 768 8
Abalone [49] {−1, 1},Z+ 4177 7
Parkinson’s Disease [50] R+ 5875 20
Wine Quality [51] {0, . . . , 10} 6497 11
TABLE I
DESCRIPTION OF VARIOUS UCI MACHINE LEARNING REPOSITORY DATA SETS USED FOR EXPERIMENTS ON GAD. ALL
DATA SETS WITH {−1, 1} AS THE TARGET SET WERE USED FOR TRAINING BINARY CLASSIFIERS. OTHERS WERE USED FOR
TRAINING REGRESSORS. ABALONE WAS USED FOR BINARY CLASSIFICATION AS WELL BY FIRST THRESHOLDING THE
TARGET VARIABLE AT 10.
VI. CONCLUSION AND FUTURE WORK
We presented the generalized ambiguity decomposition (GAD) theorem which explains the
link between the diversity of experts in an ensemble and the ensemble’s overall performance.
The GAD theorem applies to a convex ensemble of arbitrary experts with a second order differ-
entiable loss function. It also provides a data-dependent and loss function-dependent definition
of diversity. We applied this theorem to some commonly used classification and regression loss
functions and provided a simulation-based analysis of diversity term and accuracy of the resulting
loss function approximation. We also presented results on many UCI data sets for two frequently
encountered situations using ensembles of experts. These results demonstrate the utility of the
proposed decomposition to ensembles used in these real-world problems.
Future work should design supervised learning and ensemble selection algorithms utilizing
the proposed GAD theorem. Such algorithms might extend existing work on training diverse
ensembles of neural networks using negative correlation learning [31] and conditional maximum
entropy models [30]. The GAD loss function approximation is especially attractive because
the diversity term does not require labeled data for computation. This opens the possibility of
developing semi-supervised learning algorithms which use large amounts of unlabeled data.
Another interesting research direction is understanding the impact of diversity introduced at
various stages of a conventional supervised learning algorithm on the final ensemble performance.
The individual experts can be trained on different data sets and can use different feature sets.
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Data set EGAD EWGT EGB
Logistic Loss
Magic Gamma Telescope [47] 1.3e-2 6.5e-2 6.6e-2
Pima Indians Diabetes [48] 7.0e-3 2.9e-2 2.3e-2
Abalone [49] 9.0e-3 4.4e-1 4.2e-1
Exponential Loss
Magic Gamma Telescope [47] 3.5e-2 1.3e-1 1.4e-1
Pima Indians Diabetes [48] 1.5e-2 6.8e-2 6.1e-2
Abalone [49] 2.2e-2 9.2e-2 9.2e-2
Smooth Hinge Loss (ǫ = 0.5)
Magic Gamma Telescope [47] 2.2e-2 1.6e-1 1.4e-1
Pima Indians Diabetes [48] 7.0e-3 4.9e-2 3.1e-2
Abalone [49] 1.2e-2 8.9e-2 6.8e-2
Squared Error Loss
Parkinson’s Disease [50] 0 1.7e-1 1.7
Wine Quality [51] 0 1.9e-1 1.5e-1
Abalone [49] 0 2.8e-2 1.4e-1
Smooth Absolute Error Loss (ǫ = 0.5)
Parkinson’s Disease [50] 1e-2 1.4e-1 1.3
Wine Quality [51] 9.1e-2 9e-2 9.9e-2
Abalone [49] 7e-3 1.9e-2 9.9e-2
TABLE II
THIS TABLE SHOWS THE RELATIVE ABSOLUTE ERROR EX FOR VARIOUS UCI DATA SETS BETWEEN THE ENSEMBLE LOSS
AND APPROXIMATION X WHICH IS ONE OF GAD, WGT, AND GB CORRESPONDING TO GAD, WEIGHTED SUM OF EXPERT
LOSES, AND GRADIENT BOOSTING UPPER-BOUND ON TOTAL LOSS. THE FIRST THREE LOSES USED AN ENSEMBLE OF THREE
CLASSIFIERS - LOGISTIC REGRESSION, LINEAR SUPPORT VECTOR MACHINE, AND FISHER’S LINEAR DISCRIMINANT
ANALYSIS CLASSIFIERS. THE TWO LAST TWO REGRESSORS USED THREE REGRESSORS OBTAINED BY MINIMIZING SQUARED
ERROR, ABSOLUTE ERROR, AND HUBER LOSS FUNCTION. THE GAD APPROXIMATION HAS SIGNIFICANTLY LOWER ERROR
THAN THE OTHER APPROXIMATIONS FOR ALL CASES EXCEPT THE WINE QUALITY DATA SET FOR THE SMOOTH ABSOLUTE
LOSS.
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Data set EGAD EWGT EGB
Logistic Loss
Magic Gamma Telescope [47] 1.76e-4 5.38e-4 1.07e-1
Pima Indians Diabetes [48] 4.02e-3 1.86e-2 3.62e-2
Abalone [49] 1.24e-3 3.91e-3 5.54e-2
Exponential Loss
Magic Gamma Telescope [47] 4.03e-4 9.92e-4 1.77e-1
Pima Indians Diabetes [48] 4.22e-3 1.61e-2 7.19e-2
Abalone [49] 1.49e-3 4.09e-3 9.70e-2
Smooth Hinge Loss (ǫ = 0.5)
Magic Gamma Telescope [47] 8.93e-4 1.89e-3 3.31e-1
Pima Indians Diabetes [48] 1.26e-2 4.93e-2 5.93e-2
Abalone [49] 2.14e-3 6.18e-3 1.46e-1
Squared Error Loss
Parkinson’s Disease [50] 0 5.5e-3 1.6
Wine Quality [51] 0 1.5e-2 8.7e-2
Abalone [49] 0 9.3e-3 1.5e-1
Smooth Absolute Error Loss (ǫ = 0.5)
Parkinson’s Disease [50] 5.3e-4 7.4e-3 1.2
Wine Quality [51] 1.2e-2 4.4e-3 6.0e-2
Abalone [49] 1.4e-3 3.4e-3 8.2e-2
TABLE III
THIS TABLE SHOWS THE RELATIVE ABSOLUTE ERROR EX FOR VARIOUS UCI DATA SETS BETWEEN THE ENSEMBLE LOSS
AND APPROXIMATION X WHICH IS ONE OF GAD, WGT, AND GB CORRESPONDING TO GAD, WEIGHTED SUM OF EXPERT
LOSES, AND GRADIENT BOOSTING UPPER-BOUND ON TOTAL LOSS. THE FIRST THREE LOSES USED LOGISTIC REGRESSION
CLASSIFIERS TRAINED ON THREE DATA SETS CREATED BY SAMPLING WITH REPLACEMENT (BAGGED TRAINING SETS). THE
LAST TWO LOSES USED A LINEAR REGRESSOR OBTAINED BY MINIMIZING SQUARED ERROR AND TRAINED ON 3 BAGGED
TRAINING SETS. THE GAD APPROXIMATION HAS SIGNIFICANTLY LOWER ERROR THAN THE OTHER APPROXIMATIONS FOR
ALL CASES EXCEPT THE WINE QUALITY DATA SET FOR THE SMOOTH ABSOLUTE LOSS.
It would be useful to understand the most beneficial ways in which diversity can be introduced
in the ensemble. We would also like to study the impact of diversity in sequential classifiers
such as automatic speech recognition (ASR) systems. Our recent work [52] develops a GAD-like
framework for theoretically analyzing the impact of diversity on fusion performance of state-of-
the-art ASR systems. Finally, characterizing diversity in an ensembles of human experts presents
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a tougher challenge because it is difficult to quantify the underlying loss function. However, many
real-world problems involving crowd-sourcing [53]–[61] and understanding human behavior
involve annotation by multiple human experts [62]–[69]. Extending the GAD theorem to such
cases will contribute significantly to these domains.
REFERENCES
[1] G. Saon, H. Soltau, U. Chaudhari, S. Chu, B. Kingsbury, H.K. Kuo, L. Mangu, and D. Povey, “The IBM 2008 GALE
Arabic speech transcription system,” in Proc., 2010, pp. 4378–4381.
[2] G. Tur, A. Stolcke, L. Voss, S. Peters, D. Hakkani-Tur, J. Dowding, B. Favre, R. Ferna´ndez, M. Frampton, M. Frandsen,
C. Frederickson, M. Graciarena, D. Kintzing, K. Leveque, S. Mason, J. Niekrasz, M. Purver, K. Riedhammer, E. Shriberg,
J. Tien, D. Vergyri, and F. Yang, “The CALO meeting assistant system,” IEEE Transactions on Audio, Speech, and
Language Processing, vol. 18, no. 6, pp. 1601–1611, 2010.
[3] L. Mangu, H. Soltau, H. Kuo, B. Kingsbury, and G. Saon, “Exploiting diversity for spoken term detection,” in Proc.
ICASSP. IEEE, 2013, pp. 8282–8286.
[4] J. Cui, X. Cui, B. Ramabhadran, J. Kim, B. Kingsbury, J. Mamou, L. Mangu, M. Picheny, T. N. Sainath, and A. Sethy,
“Developing speech recognition systems for corpus indexing under the IARPA BABEL program,” in Proc. ICASSP. 2013,
IEEE.
[5] K. Sagae and J. Tsujii, “Dependency Parsing and Domain Adaptation with LR Models and Parser Ensembles,” in Proc.
EMNLP-CoNLL, 2007, vol. 2007, pp. 1044–1050.
[6] F. Sebastiani, “Machine learning in automated text categorization,” ACM Computing Surveys, vol. 34, no. 1, pp. 1–47,
2002.
[7] J. Bennett and S. Lanning, “The Netflix prize,” in Proceedings of KDD Cup and Workshop, 2007, vol. 2007, p. 35.
[8] R. M. Bell, Y. Koren, and C. Volinsky, “The BellKor solution to the Netflix prize,” Netflix prize documentation, 2007.
[9] M. Piotte and M. Chabbert, “The Pragmatic Theory solution to the Netflix grand prize,” Netflix prize documentation,
2009.
[10] A. To¨scher, M. Jahrer, and R. M. Bell, “The BigChaos solution to the Netflix grand prize,” Netflix prize documentation,
2009.
[11] C. J. C. Burges, K. M. Svore, P. N. Bennett, A. Pastusiak, and Q. Wu, “Learning to rank using an ensemble of lambda-
gradient models.,” Journal of Machine Learning Research (Proceedings Track), vol. 14, pp. 25–35, 2011.
[12] D. Y. Pavlov, A. Gorodilov, and C. A. Brunk, “BagBoo: a scalable hybrid bagging-the-boosting model,” in Proc. CIKM.
ACM, 2010, pp. 1897–1900.
[13] O. Chapelle and Y. Chang, “Yahoo! learning to rank challenge overview,” Journal of Machine Learning Research, vol.
14, pp. 1–24, 2011.
[14] S. Avidan, “Ensemble tracking,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 29, no. 2, pp.
261–271, 2007.
[15] T. Malisiewicz, A. Gupta, and A. A. Efros, “Ensemble of exemplar-SVMs for object detection and beyond,” in Proc.
ICCV. IEEE, 2011, pp. 89–96.
[16] S. Gutta, J. R. J. Huang, P. Jonathon, and H. Wechsler, “Mixture of experts for classification of gender, ethnic origin, and
pose of human faces,” IEEE Transactions on Neural Networks, vol. 11, no. 4, pp. 948–960, 2000.
August 24, 2018 DRAFT
30
[17] M. Li, V. Rozgic, G. Thatte, S. Lee, A. Emken, M. Annavaram, U. Mitra, D. Spruijt-Metz, and S. Narayanan, “Multimodal
physical activity recognition by fusing temporal and cepstral information,” IEEE Transactions on Neural Systems and
Rehabilitation Engineering, vol. 18, no. 4, pp. 369–380, 2010.
[18] B. Schuller, S. Steidl, and A. Batliner, “The INTERSPEECH 2009 emotion challenge,” in Proc. Interspeech, 2009, pp.
312–315.
[19] B. Schuller, S. Steidl, A. Batliner, F. Burkhardt, L. Devillers, C. A. Mu¨ller, and S. S. Narayanan, “The INTERSPEECH
2010 paralinguistic challenge,” in Proc. Interspeech, 2010, pp. 2794–2797.
[20] B. Schuller, S. Steidl, A. Batliner, F. Schiel, and J. Krajewski, “The INTERSPEECH 2011 speaker state challenge,” in
Proc. Interspeech, 2011, pp. 3201–3204.
[21] B. Schuller, S. Steidl, A. Batliner, E. No¨th, A. Vinciarelli, F. Burkhardt, R. Van Son, F. Weninger, F. Eyben, T. Bocklet,
G. Mohammadi, and G. Weiss, “The INTERSPEECH 2012 speaker trait challenge,” in Proc. Interspeech, 2012.
[22] B. Schuller, S. Steidl, A. Batliner, A. Vinciarelli, K. Scherer, F. Ringeval, M. Chetouani, F. Weninger, F. Eyben,
E. Marchi, M. Mortillaro, H. Salamin, A. Polychroniou, F. Valente, and S. Kim, “The INTERSPEECH 2013 computational
paralinguistics challenge: social signals, conflict, emotion, autism,” in Proc. Interspeech, 2013.
[23] T. Dietterich, “Ensemble methods in machine learning,” Multiple classifier systems, pp. 1–15, 2000.
[24] L. I. Kuncheva, Combining pattern classifiers: methods and algorithms, Wiley-Interscience, 2004.
[25] A. Krogh and J. Vedelsby, “Neural network ensembles, cross validation, and active learning,” Advances in neural
information processing systems, pp. 231–238, 1995.
[26] N. Ueda and R. Nakano, “Generalization error of ensemble estimators,” in IEEE International Conference on Neural
Networks, 1996, vol. 1, pp. 90–95.
[27] S. Geman, E. Bienenstock, and R. Doursat, “Neural networks and the bias/variance dilemma,” Neural Computation, vol.
4, no. 1, pp. 1–58, 1992.
[28] L. Breiman, “Random forests,” Machine learning, vol. 45, no. 1, pp. 5–32, 2001.
[29] G. Valentini and T.G. Dietterich, “Bias-variance analysis of support vector machines for the development of svm-based
ensemble methods,” The Journal of Machine Learning Research, vol. 5, pp. 725–775, 2004.
[30] K. Audhkhasi, A. Sethy, B. Ramabhadran, and S.S. Narayanan, “Creating ensemble of diverse maximum entropy models,”
in Proceedings of ICASSP, 2012.
[31] Y. Liu and X. Yao, “Ensemble learning via negative correlation,” Neural Networks, vol. 12, no. 10, pp. 1399–1404, 1999.
[32] P. Melville and R.J. Mooney, “Constructing diverse classifier ensembles using artificial training examples,” in International
Joint Conference on Artificial Intelligence, 2003, vol. 18, pp. 505–512.
[33] Y. Freund and R. Schapire, “A decision-theoretic generalization of on-line learning and an application to boosting,” in
Computational learning theory, 1995, pp. 23–37.
[34] K. Tumer and J. Ghosh, “Analysis of decision boundaries in linearly combined neural classifiers,” Pattern Recognition,
vol. 29, no. 2, pp. 341–348, 1996.
[35] E.B. Kong and T.G. Dietterich, “Error-correcting output coding corrects bias and variance,” in Proceedings of International
Conference on Machine Learning, 1995, vol. 313, p. 321.
[36] L. Breiman, “Bias, variance and arcing classifiers (Technical Report 460),” Statistics Department, University of California
at Berkeley, Berkeley, CA, 1996.
[37] P. Domingos, “A unified bias-variance decomposition,” in Proc. ICML, 2000.
[38] V. Vapnik, The nature of statistical learning theory, Springer, 1999.
August 24, 2018 DRAFT
31
[39] G.A. Korn and T.M. Korn, Mathematical handbook for scientists and engineers: definitions, theorems, and formulas for
reference and review, Dover Publications, 2000.
[40] C. Cortes and V. Vapnik, “Support-vector networks,” Machine learning, vol. 20, no. 3, pp. 273–297, 1995.
[41] Y.J. Lee and O.L. Mangasarian, “SSVM: A smooth support vector machine for classification,” Computational optimization
and Applications, vol. 20, no. 1, pp. 5–22, 2001.
[42] B. Kosko, Neural networks and fuzzy systems: A dynamical systems approach to machine intelligence, Prentice-Hall
International Editions, 1992.
[43] J.H. Friedman, “Greedy function approximation: a gradient boosting machine,” Annals of Statistics, pp. 1189–1232, 2001.
[44] A. Frank and A. Asuncion, “UCI machine learning repository,” 2010.
[45] R.E. Fan, K.W. Chang, C.J. Hsieh, X.R. Wang, and C.J. Lin, “LIBLINEAR: A library for large linear classification,” The
Journal of Machine Learning Research, vol. 9, pp. 1871–1874, 2008.
[46] L. Breiman, “Bagging predictors,” Machine learning, vol. 24, no. 2, pp. 123–140, 1996.
[47] D. Heck, J. Knapp, J. Capdevielle, G. Schatz, and T. Thouw, CORSIKA: A Monte Carlo code to simulate extensive air
showers, vol. 6019, FZKA 6019 Forschungszentrum Karlsruhe, 1998.
[48] J.W. Smith, J. E. Everhart, W. C. Dickson, W. C. Knowler, and R.S. Johannes, “Using the ADAP learning algorithm to
forecast the onset of diabetes mellitus,” in Proc. Annual Symposium on Computer Application in Medical Care, 1988, p.
261.
[49] W.J. Nash, The Population Biology of Abalone (Haliotis Species) in Tasmania. I. Blacklip Abalone (H Rubra) from the
North Coast and the Islands of Bass Strait, Sea Fisheries Division, Marine Research Laboratories – Taroona, Dept. of
Primary Industry and Fisheries, Tasmania, 1978.
[50] A. Tanas, M. A. Little, P. E. McSharry, and L. O. Raming, “Accurate telemonitoring of Parkinson’s disease progression
by noninvasive speech tests,” IEEE Transactions on Biomedical Engineering, vol. 57, no. 4, pp. 884–893, 2010.
[51] P. Cortez, A. Cerdeira, F. Almeida, T. Matos, and J. Reis, “Modeling wine preferences by data mining from physicochemical
properties,” Decision Support Systems, vol. 47, no. 4, pp. 547–553, 2009.
[52] K. Audhkhasi, A. Zavou, P. Georgiou, and S. Narayanan, “Theoretical analysis of diversity in an ensemble of automatic
speech recognition systems,” Accepted for publication in IEEE Transactions on Audio, Speech, and Language Processing,
2013.
[53] R. Snow, B. O’Connor, D. Jurafsky, and A. Y. Ng, “Cheap and fast—but is it good?: Evaluating non-expert annotations
for natural language tasks,” in Proc. EMNLP, 2008, pp. 254–263.
[54] C. Callison-Burch, “Fast, cheap, and creative: Evaluating translation quality using Amazon’s Mechanical Turk,” in Proc.
EMNLP, 2009, pp. 286–295.
[55] V. Ambati and S. Vogel, “Can crowds build parallel corpora for machine translation systems?,” in Proc. HLT-NAACL,
2010, pp. 62–65.
[56] M. Marge, S. Banerjee, and A. I. Rudnicky, “Using the Amazon Mechanical Turk for transcription of spoken language,”
in Proc. ICASSP, 2010.
[57] M. Denkowski, H. Al-Haj, and A. Lavie, “Turker-assisted paraphrasing for English-Arabic machine translation,” in Proc.
HLT-NAACL, 2010, pp. 66–70.
[58] A. Sorokin and D. Forsyth, “Utility data annotation with Amazon Mechanical Turk,” in Proc. CVPR, 2008, pp. 1–8.
[59] J. Heer and M. Bostock, “Crowdsourcing graphical perception: using Mechanical Turk to assess visualization design,” in
Proc. Intl. Conf. on Human Factors in Computing Systems, 2010, pp. 203–212.
August 24, 2018 DRAFT
32
[60] K Audhkhasi, P. Georgiou, and S. Narayanan, “Accurate transcription of broadcast news speech using multiple noisy
transcribers and unsupervised reliability metrics,” in Acoustics, Speech and Signal Processing (ICASSP), 2011 IEEE
International Conference on. IEEE, 2011, pp. 4980–4983.
[61] K. Audhkhasi, P. Georgiou, and S. Narayanan, “Reliability-weighted acoustic model adaptation using crowd sourced
transcriptions,” Proc. Interspeech, Florence, 2011.
[62] V. C. Raykar, S. Yu, L. S. Zhao, G. H. Valadez, C. Florin, L. Bogoni, and L. Moy, “Learning from Crowds,” Journal of
Machine Learning Research, vol. 11, pp. 1297–1322, Mar. 2010.
[63] Y. Yan, R. Rosales, G. Fung, M. Schmidt, G. Hermosillo, L. Bogoni, L. Moy, and G. J. Dy, “Modeling annotator expertise:
Learning when everyone knows a bit of something,” in Proc. AISTATS, 2010.
[64] P. Welinder, S. Branson, S. Belongie, and P. Perona, “The multidimensional wisdom of crowds,” in Proc. NIPS, 2010.
[65] A. P. Dawid and A. M. Skene, “Maximum likelihood estimation of observer error-rates using the EM algorithm,” Journal
of the Royal Statistical Society. Series C (Applied Statistics), vol. 28, no. 1, pp. 20–28, 1979.
[66] M. Wollmer, F. Ebyen, S. Reiter, B. Schuller, C. Cox, E. Douglas-Cowie, and R. Cowie, “Abandoning emotional classes
- Towards continuous emotion recognition with modeling of long-range dependencies,” in Proc. Interspeech, 2008, pp.
597–600.
[67] K. Audhkhasi and S. Narayanan, “A globally-variant locally-constant model for fusion of labels from multiple diverse
experts without using reference labels,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 35, no. 4,
pp. 769–783, 2013.
[68] K. Audhkhasi and S. Narayanan, “Emotion classification from speech using evaluator reliability-weighted combination of
ranked lists,” in Proc. ICASSP. IEEE, 2011, pp. 4956–4959.
[69] K. Audhkhasi and S. Narayanan, “Data-dependent evaluator modeling and its application to emotional valence classification
from speech,” in Proceedings of InterSpeech, 2010.
August 24, 2018 DRAFT
