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Noether identities of a generic differential operator. The
Koszul–Tate complex
G. SARDANASHVILY
Department of Theoretical Physics, Moscow State University
Given a generic Lagrangian system, its Euler–Lagrange operator obeys Noether identities which
need not be independent, but satisfy first-stage Noether identities, and so on. This construction
is generalized to arbitrary differential operators on a smooth fiber bundle. Namely, if a certain
necessary and sufficient condition holds, one can associate to a differential operator the exact
chain complex with the boundary operator whose nilpotency restarts all the Noether identities
characterizing the degeneracy of an original differential operator.
1 Introduction
Given a generic Lagrangian system on a fiber bundle, its Euler–Lagrange operator E obeys
the Noether identities. They need not be independent, but satisfy the first-stage Noether
identities, which in turn are subject to the second-order Noether ones, and so on. The
hierarchy of these Noether identities characterizes the degeneracy of a Lagrangian system
in full. Noether’s second theorem states the relation between Noether identities and gauge
symmetries of a Lagrangian [1, 2], but Noether identities can be introduced without re-
garding E as an Euler–Lagrange operator. Therefore, one can extend the notion of Noether
identities to a generic differential operator on a fiber bundle. Our goal is the following.
Let Y → X be a smooth fiber bundle and JrY , r = 1, . . . , the jet manifolds of its sections
(the index r = 0 further stands for Y ). Let E → X be a vector bundle. A E-valued r-order
differential operator E on Y is conventionally defined as a bundle morphism of JrY to E
over X [3, 4]. We associate to E the chain complex (10) whose boundaries vanish on Ker E
(Proposition 2). It is a complex of a certain ring S∞[E; Y ] of Grassmann-graded functions
and their jets on the infinite order jet manifold J∞Y of Y . For our purpose, this complex
can be replaced with the short zero-exact complex S∞[E; Y ]≤2 (11). Recall that a chain
complex is called r-exact if its homology of degree k ≤ r is trivial.
Noether identities of a differential operator E are defined as nontrivial elements of the
first homology H1(δ) of the complex (11) (Definition 3). If this homology is finitely gener-
ated, the complex (11) can be extended to the one exact-complex P∞[E; Y ;E0]≤3 (19) with
the boundary operator δ0 (18) whose nilpotency conditions are equivalent to the above-
mentioned Noether identities (Proposition 4). First-stage Noether identities are defined
as two-cycles of this complex. They are trivial if two-cycles are boundaries, but the con-
verse need not be true. Trivial first-stage Noether identities are boundaries iff a certain
homology condition (called the two-homology regularity condition) holds (Proposition 6).
In this case, the first-stage Noether identities are identified to nontrivial elements of the
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second homology of the complex (19). If this homology is finitely generated, the complex
(19) is extended to the two-exact complex P∞[E1E; Y ;E0]≤4 (30) with the boundary op-
erator δ1 (29) whose nilpotency conditions are equivalent to the Noether and first-stage
Noether identities (Proposition 8). If the third homology of this complex is not trivial, the
second-stage Noether identities exist, and so on. Iterating the arguments, we come to the
following.
Let we have the (N + 1)-exact complex P∞{N}≤N+3 (33) such that: (i) the nilpotency
conditions of its boundary operator δN (31) reproduce Noether and k-stage Noether iden-
tities for k ≤ N , (ii) the (N + 1)-homology regularity condition (Definition 9) holds. Then
the (N + 1)-stage Noether identities are defined as (N + 2)-cycles of this complex. They
are trivial if cycles are boundaries, while the converse is true iff the (N + 2)-homology
regularity condition is satisfied. In this case, (N +1)-stage Noether identities are identified
to nontrivial elements of the (N + 2)-homology of the complex (33) (item (i) of Theorem
11). If this homology is finitely generated, this complex is extended to the (N + 2)-exact
complex P∞{N + 1}≤N+4 (41) with the boundary operator δN+1 (40) whose nilpotency
restarts all the Noether identities up to stage (N + 1) (item (ii) of Theorem 11).
This iteration procedure results in the exact Koszul–Tate complex with the boundary
operator whose nilpotency conditions reproduce all Noether and higher Noether identities
characterizing the degeneracy of a differential operator E
2 The ring of Grassmann-graded functions and their jets
All chain complexes considered in the article are complexes of certain rings of Grassmann-
graded function and their jets on the infinite order jet manifold J∞Y of a fiber bundle
Y → X . Let us describe such a ring.
Recall that J∞Y , is the projective limit (pi∞r : J
∞Y → JrY ) of the inverse system of
jet manifolds
X
pi
←−Y
pi1
0←− J1Y ←− · · ·Jr−1Y
pir
r−1
←− JrY ←− · · · , (1)
of J∞Y , where pirr−1 are affine bundles. It is a Fre´chet manifold. A bundle atlas {(UY ; x
λ, yi)}
of Y → X induces the coordinate atlas
{((pi∞0 )
−1(UY ); x
λ, yiΛ)}, y
′i
λ+Λ =
∂xµ
∂x′λ
dµy
′i
Λ, 0 ≤ |Λ|, (2)
where Λ = (λ1...λk), λ+ Λ = (λλ1...λk) are symmetric multi-indices and
dλ = ∂λ +
∑
0≤|Λ|
yiλ+Λ∂
Λ
i , dΛ = dλ1 ◦ · · · ◦ dλk ,
are total derivatives. We further assume that the cover {pi(UY )} of X is also the cover of
atlases of all vector bundles over X in question. The inverse system (1) yields the direct
system
C∞(X)
pi∗
−→C∞(Y )
pi1
0
∗
−→C∞(J1Y )−→· · ·C∞(Jr−1Y )
pir
r−1
∗
−→ · · ·
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of rings of smooth real functions on jet manifolds JrY with respect to the pull-back
monomorphisms pirr−1
∗. Its direct limit is the ring O∞Y of all smooth real functions on
finite order jet manifolds modulo the pull-back identification.
Let us extend the ring O∞Y to a ring of graded functions on graded manifolds whose
bodies are jet manifolds JrY of Y [2, 5]. We restrict our consideration to graded manifolds
(Z,A) with structure sheaves A of Grassmann algebras of finite rank, and refer to the
following Serre–Swan theorem.
Theorem 1. Let Z be a smooth manifold. A Grassmann algebra A over the ring C∞(Z) of
smooth real functions on Z is isomorphic to the Grassmann algebra of graded functions on a
graded manifold with a body Z iff it is the exterior algebra of some projective C∞(Z)-module
of finite rank.
Proof. The proof follows at once from the Batchelor theorem [6] and the Serre-Swan
theorem generalized to an arbitrary smooth manifold [7, 8]. The Batchelor theorem states
that any graded manifold (Z,A) with a body Z is isomorphic to the one (Z,AQ) with the
structure sheaf AQ of germs of sections of the exterior bundle
∧Q∗ = R⊕
Z
Q∗⊕
Z
2
∧Q∗⊕
Z
· · · ,
where Q∗ is the dual of some vector bundle Q → Z. We agree to call (Z,AQ) the simple
graded manifold with the structure vector bundle Q. Its structure ring AQ of graded
functions (sections of AQ) is the Z2-graded exterior algebra of the C
∞(Z)-module of sections
of Q∗ → Z. By virtue of the Serre–Swan theorem, a C∞(Z)-module is isomorphic to the
module of sections of a smooth vector bundle over Z iff it is a projective module of finite
rank. ✷
Remark 1. With respect to bundle coordinates (zA, qa) on Q and the corresponding fiber
basis {ca} for Q∗ → X , graded functions read
f =
∑
k=0
1
k!
fa1...akc
a1 · · · cak , f ∈ C∞(Z), (3)
where we omit the symbol of the exterior product of elements ca. Let u ∈ dAQ be a graded
derivation of the R-ring AQ. Due to the canonical splitting V Q = Q × Q, the fiber basis
{∂a} for vertical tangent bundle V Q → Q of Q → Z is the dual of {c
a} and, therefore, u
takes the local form u = uA∂A + u
a∂a, where u
A, ua are local graded functions [6]. It acts
on graded functions (3) by the rule
u(fa...bc
a · · · cb) = uA∂A(fa...b)c
a · · · cb + udfa...b∂d⌋(c
a · · · cb).
Given a vector bundle E → X , let us consider the simple graded manifold (JrY,AEr)
whose body is JrY and the structure bundle is the pull-back
Er = J
rY ×
X
JrE
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onto JrY of the jet bundle JrE → X , which is a vector bundle. There is an epimorphism
of graded manifolds
(Jr+1Y,AEr+1)→ (J
rY,AEr).
It consists of the open surjection pir+1r and the sheaf monomorphism pi
r+1∗
r : AEr →
AEr+1, where pi
r+1∗
r AEr is the pull-back onto J
r+1Y of the topological fiber bundle AEr →
JrY . These sheaf monomorphisms yield monomorphisms of the corresponding canonical
presheaves AEr → AEr+1, which make up a direct system
AY×E −→AE1 −→· · ·AEr −→· · · , (4)
and the monomorphisms of graded commutative rings AEr → AEr+1 assembled into the
direct system
AY×E −→AE1 −→· · ·AEr −→· · · . (5)
A direct limit of this direct system is a graded commutative ring S∞[E; Y ] of all graded
functions f ∈ AEr on jet manifolds J
rY modulo monomorphisms pir+1∗r . The monomor-
phisms C∞(JrY ) → AEr provide the monomorphism O∞Y → S∞[E; Y ], while the body
epimorphisms AEr → C
∞(JrY ) yield the epimorphism S∞[E; Y ]→ O∞Y .
One can think of elements of S∞[E; Y ] as being graded functions on J
∞Y as follows.
A direct limit of the direct system of presheaves (4) is a presheaf on the infinite order jet
manifold J∞Y . Let T∞[E; Y ] be the sheaf of germs of this presheaf. The structure module
Γ(T∞[E; Y ]) of sections of T∞[E; Y ] is a ring such that, given an element f ∈ Γ(T∞[E; Y ])
and a point z ∈ J∞Y , there exist an open neighbourhood U of z and a graded function f (k)
on some finite order jet manifold JkY so that f |U = pi
∞∗
k f
(k)|U . In particular, there is the
monomorphism S∞[E; Y ] → Γ(T∞[E; Y ]). Due to this monomorphism, one can restrict
S∞[E; Y ] to the coordinate chart (2), and say that S∞[E; Y ] as an O∞Y -ring is locally
generated by the elements caΛ, where {c
a} is a a local fiber basis for E∗ over pi∞(U). We
agree to call (yiΛ, c
a
Λ), 0 ≤ |Λ|, the local basis for S∞[E; Y ]. Let the collective symbol s
A
Λ
stand for its elements.
Remark 2. One can think of caΛ as being jets of graded functions c
a [2, 5]. This definition
differs from the notion of jets of a graded commutative ring [7] and that of jets of a graded
fiber bundle [9], but reproduces the heuristic notion of jets of odd fields in Lagrangian field
theory [10].
Remark 3. Let V , V ′ and V ′′ be vector bundles over X . Let us consider the ring
S∞[V ×
X
E; Y ×
X
V ′×
X
V ′′],
and its subring of graded functions which are polynomial in fiber coordinates of the vector
bundle Y ×
X
V ′×
X
V ′′ → Y . We denote the latter by P∞[V E; Y ;V
′V ′′]. One can think of its
elements as being graded functions on J∞Y , too.
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Let ϑ ∈ dS∞[E; Y ] be a graded derivation of the R-ring S∞[E; Y ] [2, 5]. With respect
to the local basis (sAΛ), it takes the form
ϑ = ϑλdλ + (ϑ
A∂A +
∑
|Λ|>0
dΛϑ
A∂ΛA),
where the tuple of graded derivations {∂Λa } is the dual of the tuple {c
a
Λ} of generating
elements of the O∞[F ; Y ]-algebra S∞[E; Y ], and ϑ
λ, ϑA are local graded functions. We
further restrict our consideration to vertical contact graded derivations
ϑ =
∑
0≤|Λ|
dΛυ
A∂ΛA. (6)
Such a derivation is completely determined by its first summand
υ = υA(xλ, sAΛ)∂A, 0 ≤ |Λ| ≤ k, (7)
called a generalized graded vector field. For the sake of simplicity, the common symbol υ
further stands both for a contact graded derivation (6) and a generalized vector field (7),
which is also called a graded derivation. A graded derivation υ is said to be nilpotent if
υ(υ(f)) = 0 for any graded function f ∈ S∞[E; Y ]. One can show that υ is nilpotent only
if it is odd and iff all υA obey the equality
υ(υA) =
∑
0≤|Σ|
υBΣ∂
Σ
B(υ
A) = 0. (8)
3 Noether identities
Let E be a E-valued differential operator on a smooth fiber bundle Y → X .
Proposition 2. One can associate to E a chain complex whose boundaries vanish on Ker E .
Proof. A differential operator E is locally represented by a set of functions Ea ∈
O∞Y , possessing the corresponding coordinate transformation law. Let us provide the ring
S∞[E; Y ] with the nilpotent graded derivation
δ =
←
∂ aE
a, (9)
whose definition is independent of the choice of a local basis. It is convenient to deal with
a graded derivation δ (9) acting on graded functions on the right by the rule
δ(f ∧ f ′) = (−1)[f
′]δ(f) ∧ f ′ + f ∧ δ(f ′),
where [f ′] denotes the Grassmann parity. We call δ (9) the Koszul–Tate differential. With
this differential, the ring S∞[E; Y ] is split into the chain complex
0← O∞Y
δ
←−S∞[E; Y ]1 · · ·
δ
←−S∞[E; Y ]k · · · (10)
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graded in polynomials of the odd elements caΛ. Following the physical literature [2, 10], we
assign to caΛ the antifield number Ant[c
a
Λ] = 1. It is readily observed that the boundaries of
the complex (10) vanish on Ker E . ✷
Note that homology groups H∗(δ) of the complex (10) are O∞Y -modules, but these
modules fail to be torsion-free. Indeed, given a cycle Φ ∈ S∞[E; Y ]k and an element f = δσ
of the ring O∞Y ⊂ S∞[E; Y ], we obtain that fΦ = δ(σΦ) is a boundary. Therefore, one
can not apply the Ku¨nneth formula to the homology of this complex, though any its term
S∞[E; Y ]k is isomorphic to the graded commutative k-tensor product of the O∞Y -module
S∞[E; Y ]1.
The homology H0(δ) of the complex (10) is not trivial, but this homology and the higher
ones Hk≥2(δ) are not essential for our consideration. Therefore, we replace the complex (10)
with the finite one
0← Im δ
δ
←−S∞[E; Y ]1
δ
←−S∞[E; Y ]2 (11)
of graded functions of antifield number k ≤ 2. It is exact at Im δ, and its first homology
coincides with that of the complex (10). Let us consider this homology.
A generic one-chain of the complex (11) takes the form
Φ =
∑
0≤|Λ|
ΦΛa c
a
Λ, Φ
Λ
a ∈ O∞Y, (12)
and the cycle condition δΦ = 0 reads
∑
0≤|Λ|
ΦΛa dΛE
a = 0. (13)
One can think of this equality as being a reduction condition on a differential operator
E . Conversely, any reduction condition of form (13) comes from some cycle (12). The
reduction condition (13) is trivial if a cycle is a boundary, i.e., it takes the form
Φ =
∑
0≤|Λ|,|Σ|
TΛΣab dΣE
bcaΛ, T
ΛΣ
ab = −T
ΣΛ
ba . (14)
If E is an Euler–Lagrange operator of some Lagrangian system on a fiber bundle Y → X ,
the nontrivial reduction condition (13) is a Noether identity [1, 2]. Therefore, we come to
the following definition.
Definition 3. A differential operator E is called degenerate if the homology H1(δ) of the
complex (14) (or (12)) is not trivial. We agree to call a cycle condition (13) the Noether
identity.
One can say something more if the O∞Y -module H1(δ) is finitely generated, i.e., it
possesses the following particular structure. There are elements ∆ ∈ H1(δ) making up a
projective C∞(X)-module C(0) of finite rank which, by virtue of the Serre–Swan theorem,
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is isomorphic to the module of sections of some vector bundle E0 → X . Let {∆
r} be local
bases for this C∞(X)-module. Then every element Φ ∈ H1(δ) factorizes
Φ =
∑
0≤|Ξ|
GΞr dΞ∆
r, GΞr ∈ O∞Y, (15)
∆r =
∑
0≤|Λ|
∆Λra c
a
Λ, ∆
Λr
a ∈ O∞Y, (16)
via elements of C(0), i.e., any Noether identity (13) is a corollary of the Noether identities
∑
0≤|Λ|
∆Λra dΛE
a = 0. (17)
Clearly, the factorization (15) is independent of specification of local bases {∆r}. We say
that the Noether identities (17) are complete, and call ∆ ∈ C(0) the Noether operators.
Note that, being representatives of H1(δ), the graded functions ∆
r (16) are not δ-exact.
Proposition 4. If the homologyH1(δ) of the complex (11) is finitely generated, this complex
can be extended to a one-exact complex with a boundary operator whose nilpotency conditions
(8) are just complete Noether identities (see the complex (19) below).
Proof. Let us consider the ring P∞[E; Y ;E0] of graded functions on J
∞Y (see Remark
3). It possesses local bases {yiΛ, c
a
Λ, c
r
Λ}, where [c
r
Λ] = 0 and Ant[c
r
Λ] = 2. This ring is
provided with the nilpotent graded derivation
δ0 = δ+
←
∂ r∆
r, (18)
called the extended Koszul–Tate differential. Its nilpotency conditions (8) are equivalent to
the complete Noether identities (17). Then the module P∞[E; Y ;E0]≤3 of graded functions
of antifield number k ≤ 3 is split into the chain complex
0← Im δ
δ
←−S∞[E; Y ]1
δ0←−P∞[E; Y ;E0]2
δ0←−P∞[E; Y ;E0]3. (19)
Let H∗(δ0) denote its homology. We have H0(δ0) = H0(δ) = 0. Furthermore, any one-cycle
Φ up to a boundary takes the form (15) and, therefore, it is a δ0-boundary
Φ =
∑
0≤|Σ|
GΞr dΞ∆
r = δ0(
∑
0≤|Σ|
GΞr c
r
Ξ).
Hence, H1(δ0) = 0, i.e., the complex (19) is one-exact. ✷
4 The Koszul–Tate complex
Turn now to the second homology H2(δ0) of the complex (19). A generic two-chain reads
Φ = G+H =
∑
0≤|Λ|
GΛr c
r
Λ +
∑
0≤|Λ|,|Σ|
HΛΣab c
a
Λc
b
Σ, G
Λ
r , H
ΛΣ
ab ∈ O∞Y. (20)
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The cycle condition δ0Φ = 0 takes the form
∑
0≤|Λ|
GΛr dΛ∆
r + δH = 0. (21)
One can think of this equality as being the reduction condition on the Noether operators
∆r (16). Conversely, let
Φ =
∑
0≤|Λ|
GΛr c
r
Λ ∈ P∞[E; Y ;E0]2
be a graded function such that the reduction condition (21) holds. Obviously, it is a cycle
condition of the two-chain (20). The reduction condition (21) is trivial either if a two-cycle
Φ (20) is a boundary or its summand G vanishes on Ker E .
Definition 5. A degenerate differential operator is said to be one-stage reducible if there
exist non-trivial reduction conditions (21), called first-stage Noether identities.
Proposition 6. First-stage Noether identities can be identified to nontrivial elements of
the homology H2(δ0) iff any δ-cycle Φ ∈ S∞[E; Y ]2 is a δ0-boundary.
Proof. It suffices to show that, if the summand G of a two-cycle Φ (20) is δ-exact, then
Φ is a boundary. If G = δΨ, then
Φ = δ0Ψ+ (δ − δ0)Ψ +H. (22)
The cycle condition reads
δ0Φ = δ((δ − δ0)Ψ +H) = 0.
Then (δ − δ0)Ψ + H is δ0-exact since any δ-cycle φ ∈ S∞[E; Y ]2 by assumption is a δ0-
boundary. Consequently, Φ (22) is δ0-exact. Conversely, let Φ ∈ S∞[E; Y ]2 be an arbitrary
δ-cycle. The cycle condition reads
δΦ = 2ΦΛΣab c
a
Λδc
b
Σ = 2Φ
ΛΣ
ab c
a
ΛdΣE
b = 0. (23)
It follows that ΦΛΣab δc
b
Σ = 0 for all induces (a,Λ). Omitting a δ-boundary term, we obtain
ΦΛΣab c
b
Σ = G
ΛΞ
ar dΞ∆
r.
Hence, Φ takes the form
Φ = −GΛΞar dΞ∆
rcaΛ. (24)
We can associate to it the three-chain Ψ = −GΛΞar c
r
Ξc
a
Λ such that
δ0Ψ = Φ + σ = Φ−G
ΛΞ
ar dΛE
acrΞ.
Owing to the equality δΦ = 0, we have δ0σ = 0. Since σ is δ-exact, it by assumption is
δ0-exact, i.e., σ = δ0ψ. Then we obtain that Φ = δ0Ψ− δ0ψ. ✷
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Lemma 7. It is easily justified that a two-cycle Φ ∈ S∞[E; Y ]2 is δ0-exact iff Φ up to a
δ-boundary takes the form
Φ =
∑
0≤|Λ|,|Σ|
GΣΛrr′ dΣ∆
rdΛ∆
r′ . (25)
If the condition of Proposition 6 (called the two-homology regularity condition) is satis-
fied, let us assume that first-stage Noether identities are finitely generated as follows. There
are elements ∆(1) ∈ H2(δ0) making up a projective C
∞(X)-module C(1) of finite rank which
is isomorphic to the module of sections of some vector bundle E1 → X . Let {∆
r1} be local
bases for this C∞(X)-module. Every element Φ ∈ H2(δ0) factorizes
Φ =
∑
0≤|Ξ|
ΦΞr1dΞ∆
r1 , ΦΞr1 ∈ O∞Y, (26)
∆r1 = Gr1 + hr1 =
∑
0≤|Λ|
∆Λr1r c
r
Λ + h
r1 , hr1 ∈ S∞[E; Y ]2, (27)
via elements of C(1), i.e., any first-stage Noether identity (21) results from the equalities
∑
0≤|Λ|
∆r1Λr dΛ∆
r + δhr1 = 0, (28)
called the complete first-stage Noether identities. Elements of C(1) are said to be the first-
stage Noether operators. Note that the first summands Gr1 of the operators ∆r1 (27) are
not δ-exact.
Proposition 8. Given a reducible degenerate differential operator E , let the associated one-
exact complex (19) obey the two-homology regularity condition and let its homology H2(δ0)
be finitely generated. Then this complex is extended to the two-exact one with a boundary
operator whose nilpotency conditions are equivalent to complete Noether and first-stage
Noether identities (see the complex (30) below).
Proof. Let us consider the ring P∗∞[E1E; Y ;E0] of graded functions on J
∞Y possessing
local bases {yiΛ, c
a
Λ, c
r
Λ, c
r1
Λ }, where [c
r1
Λ ] = 1 and Ant[c
r1
Λ ] = 3. It can be provided the
first-stage Koszul–Tate differential defined as the nilpotent graded derivation
δ1 = δ0+
←
∂ r1∆
r1. (29)
Its nilpotency conditions (8) are equivalent to complete Noether identities (17) and complete
first-stage Noether identities (28). Then the module P∞[E1E; Y ;E0]≤4 of graded functions
of antifield number Ant[φ] ≤ 4 is split into the chain complex
0← Im δ
δ
←−S∞[E; Y ]1
δ0←−P∞[E; Y ;E0]2
δ1←−P∞[E1E; Y ;E0]3 (30)
δ1←−P∞[E1E; Y ;E0]4.
Let H∗(δ1) denote its homology. It is readily observed that
H0(δ1) = H0(δ) = 0, H1(δ1) = H1(δ0) = 0.
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By virtue of the expression (26), any two-cycle of the complex (30) is a boundary
Φ =
∑
0≤|Ξ|
ΦΞr1dΞ∆
r1 = δ1(
∑
0≤|Ξ|
ΦΞr1c
r1
Ξ ).
It follows that H2(δ1) = 0, i.e., the complex (30) is two-exact. ✷
If the third homology H3(δ1) of the complex (30) is not trivial, there are reduction
conditions on the first-stage Noether operators, and so on. Iterating the arguments, we
come to the following.
Let E be a degenerate differential operator whose Noether identities are finitely gener-
ated. In accordance with Proposition 4, we associates to it the one-exact chain complex
(19). Given an integer N ≥ 1, let E1, . . . , EN be some vector bundles over X . Let us
consider the ring
P∞{N} = P∞[EN−1 · · ·E1E; Y ;E0 · · ·EN ]
of graded functions on J∞Y if N is even or the ring
P∞{N} = P∞[EN · · ·E1E; Y ;E0 · · ·EN−1]
if N is odd. It possesses local bases {yiΛ, c
a
Λ, c
r
Λ, c
r1
Λ , . . . , c
rN
Λ } where [c
rk
Λ ] = (k+1)mod2 and
Ant[crkΛ ] = k + 2. Let k = −1, 0 further stand for y
i and cr, respectively. We assume that:
(i) the ring P∞{N} is provided with the nilpotent graded derivation
δN = δ0 +
∑
1≤k≤N
←
∂ rk∆
rk , (31)
∆rk = Grk + hrk =
∑
0≤|Λ|
∆Λrkrk−1c
rk−1
Λ +
∑
0≤Σ,0≤Ξ
(hΞΣrkark−2c
a
Ξc
rk−2
Σ + ...), (32)
of antifield number -1;
(ii) the module P∞{N}≤N+3 of graded functions of antifield number k ≤ N + 3 is split
into the (N + 1)-exact chain complex
0← Im δ
δ
←−S∞[E; Y ]1
δ0←−P∞{0}2
δ1←−P∞{1}3 · · · (33)
δN−1
←−P∞{N − 1}N+1
δN←−P∞{N}N+2
δN←−P∞{N}N+3,
which satisfies the (N + 1)-homology regularity condition, introduced below.
Definition 9. One says that the complex (33) obeys the (N + 1)-homology regularity
condition if any δk<N−1-cycle Φ ∈ P∞{k}k+3 ⊂ P∞{k + 1}k+3 is a δk+1-boundary.
Remark 4. The (N + 1)-exactness of the complex (33) implies that any δk<N−1-cycle
Φ ∈ P0,n∞ {k}k+3, k < N , is a δk+2-boundary, but not necessary a δk+1-one.
If N = 1, the complex P∞{1}≤4 (33) restarts the complex (30) associated to a first-stage
reducible differential operator in accordance with Proposition 8. Therefore, we agree to call
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δN (31) the N -stage Koszul–Tate differential. Its nilpotency implies complete Noether
identities (17), first-stage Noether identities (28) and the equalities
∑
0≤|Λ|
∆Λrkrk−1dΛ(
∑
0≤|Σ|
∆Σrk−1rk−2 c
rk−2
Σ ) + δ(
∑
0≤Σ,0≤Ξ
hΞΣrkark−2c
a
Ξc
rk−2
Σ ) = 0, (34)
for k = 2, . . . , N . One can think of the equalities (34) as being complete k-stage Noether
identities because of their properties which we will justify in the case of k = N + 1.
Accordingly, ∆rk (32) are said to be the k-stage Noether operators.
A generic (N + 2)-chain Φ ∈ P∞{N}N+2 takes the form
Φ = G+H =
∑
0≤|Λ|
GΛrN c
rN
Λ +
∑
0≤Σ,0≤Ξ
(HΞΣarN−1c
a
Ξc
rN−1
Σ + ...). (35)
Let it be a cycle. The cycle condition δNΦ = 0 implies the equality
∑
0≤|Λ|
GΛrNdΛ(
∑
0≤|Σ|
∆ΣrNrN−1c
rN−1
Σ ) + δ(
∑
0≤Σ,0≤Ξ
HΞΣarN−1c
a
Ξc
rN−1
Σ ) = 0. (36)
One can think of this equality as being the reduction condition on the N -stage Noether
operators (32). Conversely, let
Φ =
∑
0≤|Λ|
GΛrN c
rN
Λ ∈ P∞{N}N+2
be a graded function such that the reduction condition (36) holds. Then this reduction
condition can be extended to a cycle one as follows. It is brought into the form
δN (
∑
0≤|Λ|
GΛrN c
rN
Λ +
∑
0≤Σ,0≤Ξ
HΞΣarN−1c
a
Ξc
rN−1
Σ ) =
−
∑
0≤|Λ|
GΛrNdΛh
rN +
∑
0≤Σ,0≤Ξ
HΞΣarN−1c
a
ΞdΣ∆
rN−1 .
A glance at the expression (32) shows that the term in the right-hand side of this equality
belongs to P∞{N−2}N+1. It is a δN−2-cycle and, consequently, a δN−1-boundary δN−1Ψ in
accordance with the (N + 1)-homology regularity condition. Then the reduction condition
(36) is a c
rN−1
Σ -dependent part of the cycle condition
δN(
∑
0≤|Λ|
GΛrN c
rN
Λ +
∑
0≤Σ,0≤Ξ
HΞΣarN−1c
a
Ξc
rN−1
Σ −Ψ) = 0,
but δNΨ does not make a contribution to this reduction condition.
Being a cycle condition, the reduction condition (36) is trivial either if a cycle Φ (35) is
a δN -boundary or its summand G is δ-exact, i.e., it is a boundary, too, as we have stated
above. Then Definition 5 can be generalized as follows.
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Definition 10. A degenerate differential operator is said to be (N + 1)-stage reducible if
there exist non-trivial reduction conditions (36), called the (N+1)-stage Noether identities.
Theorem 11. (i) The (N + 1)-stage Noether identities can be identified to nontrivial
elements of the homology HN+2(δN ) of the complex (33) iff this homology obeys the (N+2)-
homology regularity condition. (ii) If the homology HN+2(δN) is finitely generated as defined
below, the complex (33) admits an (N + 2)-exact extension.
Proof. (i) The (N + 2)-homology regularity condition implies that any δN−1-cycle
Φ ∈ P∞{N−1}N+2 ⊂ P∞{N}N+2 is a δN -boundary. Therefore, if Φ (35) is a representative
of a nontrivial element ofHN+2(δN), its summand G linear in c
rN
Λ does not vanish. Moreover,
it is not a δ-boundary. Indeed, if Φ = δΨ, then
Φ = δNΨ+ (δ − δN)Ψ +H. (37)
The cycle condition takes the form
δNΦ = δN−1((δ − δN)Ψ +H) = 0.
Hence, (δ−δ0)Ψ+H is δN -exact since any δN−1-cycle φ ∈ P∞{N−1}N+2 is a δN -boundary.
Consequently, Φ (37) is a boundary. If the (N +2)-homology regularity condition does not
hold, trivial reduction conditions (36) also come from nontrivial elements of the homology
HN+2(δN).
(ii) Let the (N + 1)-stage Noether identities be finitely generated. Namely, there exist
elements ∆(N+1) ∈ HN+2(δN ) making up a projective C
∞(X)-module C(N+1) of finite rank
which is isomorphic to the module of sections of some vector bundle EN+1 → X . Let
{∆rN+1} be local bases for this C∞(X)-module. Then any element Φ ∈ HN+2(δN) factorizes
Φ =
∑
0≤|Ξ|
ΦΞrN+1dΞ∆
rN+1 , ΦΞrN+1 ∈ O∞Y, (38)
∆rN+1 = GrN+1 + hrN+1 =
∑
0≤|Λ|
∆ΛrN+1rN c
rN
Λ + h
rN+1, (39)
through elements of C(N+1). Clearly, this factorization is independent of specification of
local bases {∆rN+1}. Let us extend the ring P∞{N} to the ring P∞{N+1} possessing local
bases
{yiΛ, c
a
Λ, c
r
Λ, c
r1
Λ , . . . , c
rN
Λ , c
rN+1
Λ }, [c
rN+1
Λ ] = Nmod 2, Ant[c
rN+1
Λ ] = N + 3.
It is provided with the nilpotent graded derivation
δN+1 = δN+
←
∂ rN+1∆
rN+1 (40)
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of antifield number -1. With this graded derivation, the module P∞{N +1}≤N+4 of graded
functions of antifield number Ant[f ] ≤ N + 4 is split into the chain complex
0← Im δ
δ
←−S∞[E; Y ]1
δ0←−P∞{0}2
δ1←−P∞{1}3 · · ·
δN−1
←−P∞{N − 1}N+1 (41)
δN←−P∞{N}N+2
δN+1
←−P∞{N + 1}N+3
δN+1
←−P∞{N + 1}N+4.
It is readily observed that this complex is (N + 2)-exact. In this case, the (N + 1)-stage
Noether identities (36) come from the complete (N + 1)-stage Noether identities
∑
0≤|Λ|
∆ΛrN+1rN dΛ∆
rN + δhrN+1 = 0,
which are reproduced as the nilpotency conditions of the graded derivation (40). ✷
The iteration procedure based on Theorem 11 can be prolonged up to an integer Nmax
when the Nmax-stage Noether identities are irreducible, i.e., the homology HNmax+2(δNmax)
is trivial. This iteration procedure may also be infinite. It results in the manifested exact
Koszul–Tate complex with the Koszul–Tate boundary operator whose nilpotency conditions
reproduce all Noether and higher Noether identities of an original differential operator E .
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