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Abstract
It is often of interest to condition on a singular event given by a ran-
dom variable, e.g. {Y = y} for a continuous random variable Y . Condi-
tional measures with respect to this event are usually derived as a special
case of the conditional expectation with respect to the random variables
generating sigma algebra. The existence of the latter is usually proven
via a non-constructive measure-theoretic argument which yields an only
almost-everywhere defined quantity. In particular, the quantity E[f |Y ]
is initially only defined almost everywhere and conditioning on Y = y
corresponds to evaluating E[f |Y = y] = E[f |Y ]Y = y, which is not mean-
ingful because of E[f |Y ] not being well-defined on such singular sets. This
problem is not addressed by the introduction of regular conditional dis-
tributions, either. On the other hand it can be shown that the naively
computed conditional density fZ|Y=y(z) (which is given by the ratio of
joint and marginal densities) is a version of the conditional distribution,
i.e. E[{Z ∈ B}|Y = y] = ∫
B
fZ|Y=y(z)dz and this density can indeed
be evaluated pointwise in y. This mismatch between mathematical the-
ory (which generates an object which cannot produce what we need from
it) and practical computation via the conditional density is an unfortu-
nate fact. Furthermore, the classical approach does not allow a pointwise
definition of conditional expectations of the form E[f |Y = y], only of
conditional distributions E[{Z ∈ B}|Y = y]. We propose a (as far as
the author is aware) little known approach to obtaining a pointwise de-
fined version of conditional expectation by use of the Lebesgue-Besicovich
lemma without the need of additional topological arguments which are
necessary in the usual derivation.
1 Introduction
Conditioning with respect to singular events is a tricky subject. For concrete-
ness, let’s assume that we would like to condition the distribution of a random
variable Z on the singular event Y = 0 for a different continuous random vari-
able Y .
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The usual path taken to give it well-defined meaning (see for example [5]
for a nice and classical exposition) is by defining conditional expectations of
a generic random variable X with respect to a σ-algebra E first, in symbols
E[X|E ].
This object is fairly abstract and its existence is derived in a non-constructive
way via the Radon–Nikodym theorem. Furthermore, it is only unique up to sets
of measure 0.
Then the notion of conditional probability of A with respect to E is obtained
by setting X = χA. This is then written as P(A|E). Lastly, it is possible to
further concretize to conditional distributions by setting A = {Z ∈ B}, which
is P(Z ∈ B|E). There is some issue with the fact that the object P(Z ∈ B|E) is
defined only up to subsets of measure 0 for a fixed set B. If we want to interpret
this object as a function of B we need to make sure that this ambiguity does not
amplify to the full space (each set B has an ambiguity set of measure 0 but the
(uncountable) union over all ambiguity sets of all sets B of interest could amount
to a non-negligible set). This problem is then solved by employing additional
topological arguments, the notion of regular conditional distribution and the
theory of Borel spaces (at which point most students, and many professional
mathematicians as well, lose focus and decide to just believe the author that
they know what they are doing).
After having solved this problem, the fact remains that by derivation from its
“grandparent” E[X|E ], the object P(Z ∈ B|E) shares its unfavorable properties
(non-constructive, non-uniqueness pointwise). If we now want to give meaning
to P(Z ∈ B|Y = 0), we need to concretize further by setting E = σ(Y ). Then it
can be shown that P(Z ∈ B|Y = y) = P(Z ∈ B|σ(Y ))({Y = y}) makes sense,
but (due too its construction) not pointwise in y.
At this point the mathematical exposition is complete and the notion of
conditional densities is revealed. This very easily computable quantity (which is
just the ratio of the joint density of Z, Y and the marginal density of Y ) is then
accepted as a “version” of the non-pointwise defined (and non-constructively
introduced) conditional distribution.
The fact that conditional distributions are not defined in a pointwise sense
(i.e. on singular events) is highly unsatisfactory, because we are explicitly in-
terested only in pointwise evaluation on an event like {Y = 0}.
The fundamental property of conditional expectation (see item ii. in def-
inition 3 can be shown to hold and from this point on the reader will rarely
think about the original derivation of this object again and instead just use
the computable conditional density instead. There is a certain mismatch here
which some authors [2] have deplored. In particular it is unsatisfying that there
is heavy mathematical machinery needed in order to non-constructively guar-
antee the existence of an object which is not defined pointwise (but which is
only interesting for us in a pointwise sense), when in practice we only use the
computable conditional density instead.
The underlying mathematical problem is the generality of the σ-algebra E
we condition on. The classical derivation outlined so far follows the yellow
(counterclockwise) arrow in figure 1. This is the best we can do for general E .
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cond. prob.
cond. distr..
cond. wrt. a random variable
cond. exp.
Figure 1: Relationship of various conditionals. The notion of regular conditional
distribution for example lives on the third row, whereas the main ideas of the
manuscript live in the second column.
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But if we are explicitly interested in conditioning on a random variable Y , we
can do much better, which is the point of this manuscript. By restricting to
the case E = σ(Y ) right away (i.e. following the blue, clockwise, arrow), we
will show that it is possible to rigorously derive the existence of conditional
distributions with respect to another random variable without the need for
additional topological arguments. In particular, the notion of regular conditional
distribution becomes unnecessary with this approach. Additionally, we can give
conditional expectations, conditional probabilities and conditional distributions
(all with respect to the random variable Y ) a pointwise meaning in the sense
that there is a canonical version of it which can be evaluated pointwise. The
latter object is identical to the conditional densities used in practice. This
procedure can be likened to the idea that while the constant function f(x) = 1
as an object f ∈ L1([0, 1]) cannot be evaluated pointwise, it is possible to pick
its continuous representative f ∈ C([0, 1]) which can be evaluated pointwise.
This method is supposed to simplify an exposition of conditional distribu-
tions and can be used in a probability course. It also (to a large extent) resolves
the mismatch between theoretical derivation and practical computation men-
tioned above. Of course, this higher specificity comes with the price of less
generality as it requires us to pick a σ-algebra generated by a random variable
but the author knows few interesting applications where this is not the case. If
one needs conditional expectation in its full generality, then the classical expo-
sition via regular conditional distributions etc. is of course still necessary.
The main part of the article starts with a recap of conditioning and then
continues with the exposition of the proposed didactical approach. Readers
familiar with the material can safely skim or skip sections 2 and 3.
This manuscript’s novelty does not originate in a lot of new mathematics
but rather in the usefulness of its didactical approach. The mathematical meth-
ods are basic measure theory and some calculus which make them suitable for
presentation in a standard probability course.
2 Conditioning on regular events and with re-
spect to power set σ-Algebras
In order to keep the presentation self-contained and didactically continuous, we
initially follow the lucid exposition in [5].
We assume that the reader is already familiar with basic conditional prob-
ability theory with respect to non-singular events (e.g. “Given the information
that the sum of two dice is 9, what is the probability for the first dice to show
a 5?”) and that they have an understanding (both mathematical and intuitive)
of the following topics:
Theorem 1 Law of total probability
Let (Ω,A,P)be a probability space and (Bi)i∈I an at-most countable collection
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of disjoint sets with P (unionmultii∈IBi) = 1. Then for every event A ∈ A
P(A) =
∑
i∈I
P(A|Bi) · P(Bi).
Theorem 2 Bayes’ theorem
Let (Ω,A,P)be a probability space and (Bi)i∈I an at-most countable collec-
tion of disjoint sets with P (unionmultii∈IBi) = 1. Then for every event A ∈ A having
probability P(A) > 0 and every k ∈ I
P(Bk|A) = P(A|Bk) · P(Bk)∑
i∈I P(A|Bi) · P(Bi)
.
Definition 1 Conditional expectation of random variables on regular events
Let X ∈ L1(P)(i.e. X has a finite “ordinary” expectation) and A ∈ A be an
event with probability P(A) > 0. Then we define
E[X|A] ≡
∫
X(ω)P (dω|A) = E [1AX]
P(A)
=
E[1AX]
E[1A]
(1)
For A ∈ A with probability P(A) = 0 we set E[X|A] = 0.
According to the last term we can interpret the conditional expectation as
the center of mass of X on A, just like the common expectation E[X] can be
thought of as the center of “probability mass” on the whole probability space.
Having defined conditional expectations on specific events A by E[X|A] we
could ask ourselves if we can generalize that notion to collections of sets A, in
particular σ-algebras.
Consider a common dice with six sides. We choose the probability space
canonically: Ω = {1, 2, . . . , 6} with elementary probabilities P({1}) = · · · =
P({6}) = 16 . As σ-algebras we take A = {∅, {1, 2}, {3, . . . , 6},Ω}, a σ-algebra
“unable to make distinctions” for example between 1 and 2. Denote A1 = {1, 2}
and A2 = {3, . . . , 6} for brevity:
E[X|A1] = E [1A1X]P(A1) =
1
6 · (1 + 2)
2
6
=
3
2
E[X|A2] = E [1A2X]P(A2) =
1
6 · (3 + 4 + 5 + 6)
4
6
=
9
2
The two remaining expectations are E[X|∅] = 0 and E[X|Ω] = E[X] = 72 .
Formalized, this gives rise to the following definition:
Definition 2 Conditional expectation with respect to a countable collection of
events. Consider a probability space (Ω,A,P) and let (Bi)i∈I ⊂ F be an at-
most countable collection of disjoint sets with P(Bi) > 0 for all i such
that ⋃
i∈I
Bi = Ω.
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E[X]
A
E[X jA]
Figure 2: A visualization of conditional expectation: The contour plot in grey
denotes contour lines of the density function. The expectation value will in this
case be near the maximum of the density function as there is a lot of probability
mass around it. The shade in red denotes a measurable set (event) A. The center
of mass of X’s probability distribution conditioned on A is depicted as well.
We define F := σ({Bi}), which is the power set of {Bi}i.
Let X ∈ L1(P) be a random variable. We define the conditional expectation
of X given F as the random variable
E[X|F ](ω) = E[X|Bi] ⇔ ω ∈ Bi.
Lemma 1 The random variable from Definition 2 has the following properties:
• E[X|F ] is measurable with respect to F .
• E[X|F ] ∈ L1(P) and for every A ∈ F∫
A
E[X|F ]dP =
∫
A
XdP.
In particular, E[E[X|F ]] = E[X]
Remark 1 • Note that the measurability criterion is actually a restriction
on E[X|F ]. In particular, E[X|F ] needs to be constant on the sets Bi.
• Measurability and the integral condition are consequence of the definition
of E[X|F ] here. For more general σ-algebras G which are not of the form as
in definition 2, these will be defining conditions rather than consequences.
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Figure 3: Conditional expectation with respect to a σ-Algebra as a random
variable.
• The last property can be read as “The mean value of all centers of masses
of disjoint subsets is equal to the actual center of mass”.
• Note that we took the following sequence of steps while defining condi-
tional probabilities:
1. Define conditional expectations E[X|A] on individual events A ∈ A.
2. Generalize to conditional expectations E[X|F ] on a (certain type of)
σ-Algebra.
This is a natural way of introducing conditional expectations on “simple”
events as the expectations E[X|A] are easily defined but the progression
will be reversed for more general types of conditional expectations: The
value of E[X|Y = y] for singular events {Y = y} will need to be derived
from the notion of conditional expectation E[X|σ(Y )] which we still need
to define.
3 Conditional expectation with respect to a gen-
eral σ-Algebra
3.1 Why do we need all that?
Consider the following example: We are given a value Y = y ∈ R where the ran-
dom variable Y is modelled by Y = X+ ε with X ∼ N(0, σ2) and ε ∼ N(0, γ2).
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Intuitively, knowledge of the realization Y = y should change our belief about
X and textbooks readily furnish the (very easy) formula that describes this up-
dating process, yielding the posterior measure on X|(Y = y). We can’t solve
that problem with our current machinery, though: The conditional cumulative
distribution function is given by
P(X ≤ x|Y = y) = E[1{X≤x}|Y = y]
Tempted to use (1), we would obtain an invalid expression: {Y = y} is a
singular event in our case, so its probability is 0. We will derive a better notion
of conditional expectation for singular events in the next section, but first we
need conditional expectations on σ-Algebras, as announced in Remark 1.
3.2 Conditional expectations
Let (Ω,A,P) be a probability space, F ⊂ A be a σ-Algebra and X ∈ L1(Ω,A,P).
As announced before, measurability and integration property are definining con-
ditions for candidates of a conditional expectation.
Definition 3 The random variable Y is called conditional expectation of X
given F , in symbols Z = E[X|F ] if
i. Z is measurable with respect to F and
ii. For every A ∈ F one has E[1AX] = E[1AZ].
For B ∈ A we call P[B|F ] ≡ E[1B |F ] the conditional probability of B given F .
For a random variable Y we call E[X|Y ] ≡ E[X|σ(Y )] the conditional ex-
pectation of X given Y .
Theorem 3 E[X|F ] exists and is unique a.s.
Proof For a proof see for example [5]. This is always non-constructive via the
Radon–Nikodym lemma. 2
Remark 2 We already defined the more elementary E[X|G] for G = σ({Bi}i∈I)
with P(Bi) > 0 and unionmultii∈IBi = Ω. The new definition overloads this notation
to a more general case of an arbitrary σ-algebra. This is justified because the
elementary (and constructive) notion of conditional expectation from definition
2 was shown (in lemma 5) to fulfil definition 3 and is by uniqueness thus almost
everywhere identical to the more general notion E[X|G] from definition 3.
4 Conditioning with respect to singular events of
a random variable Y
In this (main) section we argue how conditional expectations with respect to a
random variable can be defined pointwise and why this is not true for conditional
expectations with respect to arbitrary σ-algebras in general.
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(Ω, σ(f)) (Ω′,A′)
(R,B(R))
g
f
ϕ
(Ω, σ(Y )) (R,B(R))
(R,B(R))
E[X|Y ]
Y
ϕX
Figure 4: Setting of the factorization lemma (left) and as used in our case
(right).
Note that this has nothing to do with the notion of regular conditional
probabilities, which is an idea located in the third row of figure 1. We will in
contrast talk about the second column of that figure.
4.1 From E[X|Y ] to E[X|Y = y]
We have established how to define E[X|Y ] = E[X|σ(Y )]. We hope that this
can help us to define a notion E[X|Y = y], i.e. a way of incorporating the
information that the random variable Y has actually attained the value y into
our knowledge about X.
The idea will be to take any ω ∈ {ω′ : Y (ω′) = y} and set E[X|Y = y] =
E[X|Y ](ω). This needs to be justified, though. First we need the following
Lemma 2 (Factorization lemma) Let (Ω,A) and (Ω′,A′) be two measure
spaces and consider two maps f : Ω → Ω′ and g : Ω → R¯ ≡ R ∪ {∞}. Then
g is σ(f)-measurable if and only if there is a measurable map ϕ : (Ω′,A′) →
(R¯,B(R¯)) such that
g = ϕ ◦ f.
In this case we write symbolically ϕ = g ◦ f−1.
Lemma 3 In the setting of the factorization lemma, g({ω ∈ Ω : f(ω) = y})
contains only one element. This means that the symbolical statement ϕ = g◦f−1
means ϕ(ω′) is the unique element of the set g(f−1({ω′})).
Proof Assume that there are r1 6= r2 such that ri ∈ g({ω ∈ Ω : f(ω) = y}).
Then there are distinct ω1 6= ω2 such that f(ω1) = f(ω2) = y and g(ωi) = ri,
i = 1, 2. We consider the set A = g−1({r1}). By construction we know that
ω1 ∈ A but ω2 6∈ A. Then A 6∈ σ(f) because A cannot be written in the form
A = f−1(B) for B ∈ B(R) as ω1 ∈ A would immediately imply ω2 ∈ A due too
f(ω1) = f(ω2). 2
Assume Y : (Ω,A,P) → (E, E) is a random variable with values in a mea-
surable space E and Z = E[X|σ(Y )] : (Ω,A,P) → R be the conditional ex-
pectation of a random variable X. According to the factorization lemma,
9
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Figure 5: A setup not satisfying the assumptions of the factorization lemma:
Assume Ω = {ω1, ω2} and Ω′ = {ω′}. Choose standard σ-Algebras A = P(Ω),
A′ = P(Ω′) and B(R). If f and g are defined as shown, there is no possible
mapping ϕ : Ω′ → R such that g = ϕ ◦ f : The concatenation ϕ ◦ f is not equal
to g, as ϕ ◦ f(ω2) = ϕ(ω′) = r2, whereas g(ω2) = r1. This is due to the fact
that g is not σ(f)-measurable: σ(f) = {f−1(A′)|A′ ∈ A′} = {∅, {ω1, ω2}}. Now
for small ε, the set R = (r1 − ε, r1 + ε) is open but g−1(R) = {ω2} 6∈ σ(f).
Intuitively, the problem is that g and f “cluster” events in Ω differently: For g,
both single events have different results whereas f groups them together.
there exists a map ϕX : E → R such that ϕX is (E ,B(R))-measurable and
ϕX ◦ Y = E[X|σ(Y )].
Definition 4 Conditional expectation with respect to a continous random vari-
able’s results
Let X ∈ L1(P) and Y : (Ω,A) → (E, E). Set Z = E[X|Y ]. Note that Z
is σ(Y )-measurable by definition, i.e. by lemma 2 there is a function ϕX such
that ϕX ◦ Y = E[X|Y ]. We call ϕX the conditional expectation of X given
measurements of Y , in symbols E[X|Y = y] := ϕX(y). Similarly, we write
P(A|X = x) = E[1A|X = x] if we choose X = χA for A ∈ A.
This definition does not look very constructive, but we can alternatively write
(justified by lemma 3) E[X|Y = y] = E[X|Y ](ω) for any ω ∈ {ω ∈ Ω : Y (ω) =
y}.
Although the definition of E[X|Y = y] seems to define exactly what we need,
this pointwise evaluation ϕX(y) is not yet meaningful at all: ϕX is only defined
almost everywhere. This is similar to the case of a function F ∈ L1([0, 1]). Even
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if F (x) = 0 (in the sense of an identity of L1 functions), this does not mean
we can tack down F (0.5) or any other fixed point. The same situation presents
itself here: We cannot with any meaning define E[X|Y = y] for any fixed value
y because we could change it to any other value with no harm to the object
ϕX = E[X|Y = ·].
Rather, this definition of E[X|Y = y] has to be interpreted not for y point-
wise but similar to how we look at L1 functions f(“x“). This entry x is to be
understood as the dependent “macro” integration variable (used in integration
contexts like property (ii) of definition 3), not as something we can look at with
a microscope.
On the other hand this is not consoling at all because we are only interested
in pointwise evaluations because of what we want to do, which is to use pointwise
measurement information {Y = y}.
At this point, textbooks usually do one of two things:
a) Only look at the special case of conditional distributions P(X ≤ x|Y = y),
define the notion of regular conditional distribution and employ some slightly
occult topological arguments to justify its existence.
b) Define conditional densities fX|Y=y(x) =
fX,Y (x,y)
fY (y)
which make sense point-
wise and show that they satisfy the criteria for a conditional probability.
Both approaches do not solve the problem of conditional expectations having
no pointwise meaning.
In addition, there is a certain mismatch between rigorous derivation of con-
ditional probabilities in a) and the ad-hoc way conditional densities (b)) are
used in practiced, as has been remarked for example in [2].
In order to facilitate this, we use the Lebesgue–Besicovich differentiation the-
orem. This will allows us to define a pointwise version of conditional expectation
and we can show that this recovers the usual conditional density.
Lemma 4 (Lebesgue–Besicovich differentiation theorem) Let f ∈ L1(R, µ).
Then for µ-almost-all x ∈ R, we have
f(x) = lim
Ux→x
1
µ(Ux)
∫
Ux
f(y) dµ(y).
where Ux is an arbitrary sequence of neighborhoods with vanishing diameter
around x. The function f˜(x) defined by the right hand side (which is almost
everywhere identical to f) is called the “precise representative” of f (see [3]).
The preceding lemma tells us that we can pick the precise representative of
ϕX which we can indeed evaluate pointwise (by the approximation procedure
given by the Lebesgue-Besicovich differentiation theorem). The beauty of this
construction is that this ties together the object generated by the factorization
lemma and the formula for conditional densities (which is usually proposed in
an ad-hoc way and then proved to be compatible with the notion of conditional
expectation by checking the assumptions). It shows in particular that there is
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a version of conditional expectation which is defined pointwise in a meaningful
way.
Lemma 5 If Y is such that the event {|Y − y| < ε} has positive measure for
each ε > 0, then we can pointwise define E[X|Y = y] := lim→0 E[X|Y ∈
(y − , y + )]. In particular P[A|Y = y] = lim→0 P[A|Y ∈ (y − , y + )] and
if the conditional distribution of a random variable Z given Y = y has density
given by fZ|Y=y(z) =
fZ,Y (z,y)
fY (y)
if (Z, Y ) has a continuous density.
Proof Consider the function ϕX on the measure space (R,B(R), µ ◦ Y −1).
Then by the Lebesgue–Besicovich differentiation theorem,
ϕX(y) = lim
→0
1
(µ ◦ Y −1)((y − , y + ))
∫ y+
y−
ϕX(z) d(µ ◦ Y −1)(z)
= lim
→0
∫
{Y ∈(y−,y+)} ϕX(Y (ω)) dµ(ω)
µ({Y ∈ (y − , y + )}
= lim
→0
∫
{Y ∈(y−,y+)} E[X|Y ](ω) dµ(ω)
µ({Y ∈ (y − , y + )}
= lim
→0
E[X|Y ∈ (y − , y + )]
where the last step is due to definition 1 of conditional expectation with respect
to the non-singular events Y ∈ (y − , y + ) which proves the first claim. The
second claim is a direct result of setting X = χA and the third claim follows
from further setting A = {Z ∈ B}. Then
P({Z ∈ B}|Y = y) = lim
→0
P({Z ∈ B}|Y ∈ (y − , y + ))
= lim
→0
∫
B×(y−,y+) fZ,Y (z, y˜)dy˜dz∫
(y−,y+) fY (y)dy
=
∫
B
fZ,Y (z, y)dz
fY (y)
from which we can see that the conditional distribution of Z given Y = y has
density as proposed. 2
To recap, in order to calculate E[X|Y = y], we did the following:
1. Define E[X|σ(Y )] as an object in L1(Ω, σ(Y ),P) which is constant on level
sets of Y , i.e. on {ω ∈ Ω : Y (ω) = y} for any y ∈ R.
2. Define y 7→ E[X|Y = y] as the value on such level sets. This is still not
a pointwise definition because {Y = y} is a set of measure 0. In other
words, the mapping ϕX : y 7→ E[X|Y = y] is considered as an object
ϕX ∈ L1(R,B(R),P ◦ Y −1).
12
X(
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;A)
(X)= fX−1(B); B 2Eg
(E; E)
fX =xg2(X)
R
E[Y jX]
E[Y jX](fX =xg)=E [Y jX =x]
E[Y jX = ]
Figure 6: Conditional expectation w.r.t. singular events as concatenation of
cond. exp. w.r.t. a random variable’s σ-Algebra σ(X) and the inverse image of
X.
3. Show that (every version of) y 7→ E[X|Y = y] is almost everywhere point-
wise identical to something we can explicitly compute, i.e. the limits of
E[X|Y ∈ (y − , y + )] for → 0.
4. Redefine ϕX as this specific version which now is a function which can be
evaluated pointwise.
4.2 A negative result for conditional expectations with
respect to generic σ-algebras
The procedure outlined above is strongly dependent on the fact that we con-
ditioned on the sigma-algebra of a random variable. We could imagine doing
something similar in a the more general case of conditioning with respect to an
arbitrary sigma-algebra: Consider a random variable X and an event A with
measure 0. Analogously to above, we could choose a coarser sigma-algebra F
such that A ∈ F and consider E[X|F ]. Then we could try to insert ω ∈ A in this
new random variable (similarly how we could insert an arbitrary ω ∈ {Y = y}
into E[X|Y ] in order to obtain E[X|Y = y]. This can fail to work due to two
different reasons: Either F is too fine or too coarse. σ-algebras generated by a
random variable seem to be the only viable case.
We will use an allegory from real analysis to illustrate what can go wrong:
Consider the function f(x, y) = θ where x = r cos θ and y = r sin θ for r > 0
and θ ∈ [0, 2pi) (see figure 7) defined on R2 \ {0}. We will compare evalua-
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tion/extension of f in 0 with evaluation of a conditional expectation in a sin-
gular event. Note how both are well-defined as Lebesgue-integrable objects but
they don’t completely allow “pointwise” evaluation: E[X|A] is not meaningful
on singular sets and f is not defined in 0. We will see how choosing a σ-algebra
A is similar to restricting the space R2 for the function example in order to
allow extension and evaluation of f in 0.
0
1
2
3
4
5
Figure 7: The function f(r, θ) = θ plotted in cartesian coordinates.
F is too fine. We can, for example, choose as conditioning algebra the original
σ-algebra F = A. Then E[X|F ] = X. Now E[X|F ](ω) = X(ω) depends
strongly on the specific choice of ω ∈ A. Indeed, if it were arbitrary which
ω ∈ A we pick, this would mean that A ∈ σ(X), i.e. A = {X ∈ B} for some
B ∈ B(R). But then we would actually be conditioning X on X itself, which is
not interesting. Hence, the choice of ω is not well-defined.
Secondly, we cannot do any kind of continuation argument as in the case
above: There may be multiple ways of approximating A by sets in F with
nonzero measure. The Borel–Kolmogorov paradox [1, 4, 6, 7] is witness to that
fact.
This can be likened to the continuity properties of the function f from above.
The value of f(0, 0) does not only not exist, but for any values z ∈ [0, 2pi]
we can find a sequence zn such that lim f(zn) = z. Similarly: If the sigma-
algebra on which we condition is too fine, then there are too many possibilities
of approximating the event which we condition on. If we condition on some
random variable, on the other hand, then there really is just one “direction” of
approximation. This is similar to the case where we only look at the function f
on one line through the origin: f |L where L = {(x, y) : y = l · x} \ {0} for some
l. Then the function f |L is continuous and can be extended in the origin.
F is too coarse. What if we choose F = {∅, A,Ac,Ω}? This is a valid sigma-
algebra and it seems that we should be able to define E[X|A] = E[X|F ](ω)
for any ω ∈ A. As the conditional expectation needs to be F-measurable, this
means that it only takes two values, depending on whether ω ∈ A or ω ∈ Ac.
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But as it is also only unique up to sets of measure 0, the value on A is completely
arbitrary: We can without hesitation just set
E[X|F ](ω) =
{
17 if ω ∈ A
E[X] else
or any other numerical value on A. This is not new: Before, too, we could not
assign a fixed numerical value to the set of measure 0. But now we don’t have
any approximating sets: The only allowed sets are A and Ac. In the situation
of figure 7, this would amount to restricting f on the set {0} ∪ S1, where S1 is
the sphere (without interior) of radius 1. Here, we cannot give the function f a
value in 0 because there is no sequence of allowed points converging to 0.
This can be compared to [8, 9] where conditional distributions were defined
by approximation via nets of neighborhoods, but only in the more specific con-
text of conditional distributions with respect to another random variable.
F is just right This is the case of F = σ(Y ) for some Y : This restricts
the family of neighborhoods of A to a manageable size such that uniqueness of
the approximation holds but not too much that there is no such sequence of
neighborhoods.
References
[1] P. Billingsley. Probability and measure. John Wiley & Sons, 2008.
[2] J. T. Chang and D. Pollard. Conditioning as disintegration. Statistica Neer-
landica, 51(3):287–317, 1997.
[3] L. C. Evans and R. F. Gariepy. Measure theory and fine properties of func-
tions. CRC press, 2015.
[4] Z. Gyenis, G. Hofer-Szabó, and M. Rédei. Conditioning using conditional
expectations: the borel–kolmogorov paradox. Synthese, 194(7):2595–2630,
2017.
[5] A. Klenke. Probability theory: a comprehensive course. Springer Science &
Business Media, 2013.
[6] M. A. Proschan and B. Presnell. Expect the unexpected from conditional
expectation. The American Statistician, 52(3):248–252, 1998.
[7] M. M. Rao. Conditional measures and applications. Chapman and
Hall/CRC, 2005.
[8] T. Tjur. Conditional probability distributions, volume 2. Institute of Math-
ematical Statistics, University of Copenhagen, 1974.
[9] T. Tjur. A constructive definition of conditional distributions. Institute of
Mathematical Statistics, University of Copenhagen, 1975.
15
