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ABSTRACT
We live in a networked world with a multitude of networks, such as communication net-
works, electric power grid, transportation networks and water distribution networks, all around
us. In addition to such physical (infrastructure) networks, recent years have seen tremendous
proliferation of social networks, such as Facebook, Twitter, LinkedIn, Instagram, Google+ and
others. These powerful social networks are not only used for harnessing revenue from the in-
frastructure networks, but are also increasingly being used as “non-conventional sensors” for
monitoring the infrastructure networks. Accordingly, nowadays, analyses of social and in-
frastructure networks go hand-in-hand. This dissertation studies resource allocation problems
encountered in this set of diverse, heterogeneous, and interdependent networks. Three prob-
lems studied in this dissertation are encountered in the physical network domain while the three
other problems studied are encountered in the social network domain.
The first problem from the infrastructure network domain relates to distributed files storage
scheme with a goal of enhancing robustness of data storage by making it tolerant against large
scale geographically-correlated failures. The second problem relates to placement of relay
nodes in a deployment area with multiple sensor nodes with a goal of augmenting connectivity
of the resulting network, while staying within the budget specifying the maximum number
of relay nodes that can be deployed. The third problem studied in this dissertation relates to
complex interdependencies that exist between infrastructure networks, such as power grid and
communication network. The progressive recovery problem in an interdependent network is
studied whose goal is to maximize system utility over the time when recovery process of failed
entities takes place in a sequential manner.
The three problems studied from the social network domain relate to influence propagation
in adversarial environment and political sentiment assessment in various states in a country with
a goal of creation of a “political heat map” of the country. In the first problem of the influence
i
propagation domain, the goal of the second player is to restrict the influence of the first player,
while in the second problem the goal of the second player is to have a larger market share with
least amount of initial investment.
ii
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Chapter 1
INTRODUCTION
Ours is a networked world. Critical infrastructures ranging from power grids to trans-
portation systems, water distribution systems to satellite systems to the Internet - all are net-
worked. These critical infrastructure systems are of extreme importance both in our personal
day-to-day life as well as in national economy, security, public health and safety. Further-
more, we, as individuals, are also networked. This makes the social networks of people, both
inside and outside of a country, impact national economy, security, public health and safety.
Additionally, the last few years have seen tremendous proliferation of online social networks,
such as Facebook, Twitter, LinkedIn, Instagram, Nextdoor, Google+ and others. These social
networks are not only effectively used for generating higher revenue from the critical infras-
tructure networks, but they are also being increasingly used as “non-conventional sensors” for
monitoring the health and security of the critical infrastructure networks. As a result, in present
times, there is an increasing effort for combining analyses of social and infrastructure networks.
In particular, analysis for prudent and judicious allocation of resources in these diversified net-
works is critical for optimal performance. This requires in-depth understanding of the structure
and function of the networks and available networking resources. This dissertation focuses on
these varied, heterogeneous, intertwined and interdependent networks, and studies a variety of
problems in these domains for effective resource utilization.
1
1.1 Motivation and Challenges
The information technology (IT) sector forms a backbone of a country’s communica-
tion, economy, and security. Cloud is one of the most ubiquitous commodity used by both
public and government of a nation. This dissertation starts with a distributed data storage prob-
lem in the IT critical infrastructure networks. Distributed storage of data files in different nodes
of an IT storage network enhances its fault tolerance capability by offering protection against
node and link failures. Reliability is often achieved through redundancy in one of the follow-
ing two ways: (i) storage of multiple copies of the entire file at different locations (nodes), or
(ii) storage of file segments (not entire files) at different node locations. In the (N ,K) file
distribution scheme, N file segments from a file F are created in such a way that it is possible
to reconstruct the entire file, just by accessing any K ≤ N segments. For the reconstruction
scheme to work, it is essential that the K segments of the file are stored in nodes that are con-
nected in the network. However, in the event of node/link failures, the network might become
disconnected (i.e., split into several connected components). We focus on node failures that
are spatially-correlated or region-based. Such failures are often encountered in disaster situ-
ations or natural calamities where only the nodes in the disaster zone are affected. Let there be
an allocated budget on the amount of allowed storage. Consider the objective of designing a
file storage scheme to ensure that no matter which region is destroyed, resulting in fragmenta-
tion of the network, a largest connected component of the residual network will have enough
file segments with which to reconstruct the entire file. In case the least cost to achieve this
objective is within the allocated budget, the storage design will be all region fault-tolerant.
In case the least cost exceeds the allocated budget, design of an all region fault-tolerant file
storage system is impossible. The first goal of this research is to design file storage schemes
that will be maximum region fault-tolerant within the allocated budget. The second goal
2
of this research is to investigate the impact of the coding parameters N and K on storage re-
quirements for ensuring all region fault-tolerant design. In [1], the authors study the design
of all region fault-tolerant system in a general network and they have shown the problem to be
NP-hard. So, the third goal of this research is to investigate the problem of designing an all
region fault-tolerant system for a mesh network. Mesh networks have a specific structure and
so the problem of designing an all region fault-tolerant network in case of mesh networks may
not be NP-hard as in the case of a general network.
In order to ensure availability and survivability of critical infrastructure, sensors are
deployed to monitor the health of the critical infrastructure networks. The intention is to detect
anomalies and undertake quick response such that further degradation can be avoided. Con-
nectivity of such wireless sensor networks (WSNs) is critical to ensure that the information
gathered by the sensors is not lost and can be fully utilized. To achieve connectivity in the
WSNs relay nodes are deployed. The relay node placement problem in the wireless sensor net-
work have been studied extensively in the last few years. The goal of most of these problems
is to place the fewest number of relay nodes in the deployment area so that the network formed
by the sensors nodes and the relay nodes is connected. Most of these studies are conducted for
the unconstrained budget scenario, in the sense that there is an underlying assumption that no
matter however many relay nodes are needed to make the network connected, they can be pro-
cured and deployed. However, in a fixed budget scenario, the expenses involved in procuring
the minimum number of relay nodes to make the network connected may exceed the budget.
Although in this scenario, one has to give up the idea of having a network connecting all the
sensor nodes, one would still like to have a network with high level of “connectedness”. This
dissertation investigates the possible techniques of achieving maximal “connectedness” in a
WSN under a budget on the number of available relay nodes.
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There has been an increasing recognition among network operators as well as the re-
search community that critical infrastructure networks do not operate in isolation and in fact
they are highly interdependent. For instance, the power grid entities, such as the SCADA
systems that control power stations and sub-stations, receive their commands through com-
munication networks. On the other hand, the entities of the communication network, such
as routers and base stations, cannot operate without electric power. Cascading failures in the
power grid, are even more complex now because of the coupling between power grid and
communication network. Due to this coupling, not only entities in power networks, such as
generators and transmission lines, can trigger power failure, communication network entities,
such as routers and optical fiber lines, can also trigger failure in power grid. Thus it is essential
that the interdependency between different types of networks be understood well. This will
ensure that preventive measures can be taken to avoid cascading catastrophic failures in multi-
layered network environments and also restorative measures can be taken in the event of some
unavoidable failure. Accordingly, a number of models have been proposed to analyze inter-
dependent networks in recent years. However, most of the models are unable to capture the
complex interdependencies that exist between these networks. Utilizing a recently proposed
model, this dissertation provides techniques for progressive recovery from failure. The goal of
the progressive recovery problem is to maximize the system utility over the entire duration of
the recovery process.
Online Social Networks (OSNs) provide an enormous volume of extremely rich data
for analyzing human sentiment about people, places, events, political, economic and religious
activities. It is becoming increasingly clear that analysis of such data can provide great insights
on the social, economic, political and cultural aspects of the participants of these networks, and
even some of the non participants. As part of the US Department of Defense sponsored Min-
erva project, in this dissertation, a large volume of Twitter data has been analyzed to understand
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radical political activity in the provinces of Indonesia. Based on machine learning and proba-
bilistic analysis of radical or counter radical sentiments expressed in tweets by Twitter users,
Heat Maps of Indonesia have been generated. These Heat Maps visually demonstrate the de-
gree of radical activities in various provinces of Indonesia. The resultant Heat Maps can be
effectively used for monitoring radical activities in a country and deployment of resources for
ensuring peace and stability. Also, if radical or counter radical activities were to propagate
from one region to another, these Heat Maps would be able to visually demonstrate the same.
The findings of this Twitter data analysis was effectively validated by one of the most respected
political think tanks of Indonesia.
In the domain of social networks, it has been observed that the decision of an individual
regarding adoption of a product or technology is, more often than not, heavily influenced by
their friends and family. Numerous models of propagation of influence have been proposed
in the past several years. In the real world, there are different competing products and innova-
tions that try to garner as many loyal followers as possible. Over the past several years, there
has been a significant interest in the economics, computer science and sociology research com-
munity to study different variations of social network problems in a competitive environment.
Such problems often focus on identification of a set of key individuals in a given social network
by competing interests (players) that try to attain their own individual objectives. This disser-
tation studies two such problems in a two player adversarial setting. As the first problem, this
dissertation studies the scenario in which given a weighted social network graph where the first
player has identified her set of initial adopters, the goal for the second player is to select a sub-
set of nodes of minimum cumulative weight with which to contain the reachability of the first
player to less than half the total weight of the nodes of the graph. This problem is also relevant
in the fields of damage control of epidemiology, disaster control etc. In the second problem,
an unweighted social network graph is given along with a set of nodes already selected by the
5
first player as her set of initial adopters. With this knowledge, the second player tries to select
the minimum number of nodes such that at the end of the influence propagation, the second
player wins over more individuals in the social network compared to the first player.
1.2 Contributions
The contributions of this dissertation can be categorized as follows:
• Critical Infrastructure Networks research:
1. region-based fault-tolerant design of distributed data storage networks
2. relay node placement problem under budget constraint to ensure maximal “con-
nectedness”
3. progressive recovery from failure in multi-layered interdependent network
• Social Network Analysis research:
1. generation of heat map of spatio-temporal signal of a geographical area
2. containment of influence in social networks in adversarial setting
3. influence propagation in social networks in adversarial setting
1.2.1 Region-Based Fault-tolerant Distributed File Storage System Design in Networks
This dissertation presents in-depth study on design of region-based fault-tolerant file
storage system in distributed data storage networks. In this dissertation, contributions in this
domain are made in three different aspects:
• Maximum region fault-tolerant system design: A budget constrained distributed file sys-
tem design problem is introduced and this research provides solutions that maximizes
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the number of regions that can be made fault-tolerant, within the specified budget. An
approximation algorithm for the problem is provided. The performance of the approxi-
mation algorithm is evaluated through simulation on two real networks. The simulation
results demonstrate that the worst case experimental performance is significantly better
than the worst case theoretical bound. Moreover, the approximation algorithm almost
always produce near optimal solution in a fraction of time needed to find the optimal
solution.
• Impact of coding parameters: This dissertation presents analytical results demonstrating
that the choice of the coding parameters N and K may have significant impact on the
storage that will be necessary to achieve reliability.
• All region fault-tolerant system design in mesh networks: A polynomial time algorithm
for optimal storage allocation to achieve all region fault-tolerant design in a mesh net-
work is presented and extensive experimentation is conducted to evaluate the impact of
the coding parameters N and K on the storage requirement to provide all region fault
tolerance with varying size of the mesh and the fault region.
1.2.2 Budget Constrained Relay Node Placement Problem for Maximal “Connectedness”
This dissertation studies the relay node placement problem under budget constraint. To
this end, this research introduces two metrics for measuring “connectedness” of a disconnected
graph and studies the problem whose goal is to design a network with maximal “connected-
ness”, subject to a fixed budget constraint. It is shown that both versions of the problem are
NP-complete and heuristics for their solution are provided. The problem is shown to be non-
trivial even when the number of sensor nodes is as few as three. The performance of the
heuristics is evaluated through simulation.
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1.2.3 Progressive Recovery from Failure in Multi-layered Interdependent Network Using a
New Model of Interdependency
This dissertation provides detailed study on progressive recovery from failure in a
multi-layered interdependent network (such as power and communication networks) in the
light of a recently proposed model of interdependency. In this dissertation, it has been shown
that the problem can be solved in polynomial time in some special case, whereas for some oth-
ers, the problem is NP-complete. For the former case, an optimal polynomial time algorithm
has been proposed. For the latter cases, when the problem is NP-complete, this research pro-
vides two approximation algorithms with performance bounds of 2 and 4 respectively. Finally,
for the most general case (which is certainly NP-complete), an Integer Linear Programming
formulation and a heuristic have been proposed. The efficacy of the heuristic is evaluated with
both synthetic and real data collected from Phoenix metropolitan area. The experiments show
that the heuristic almost always produces near optimal solution.
1.2.4 Spatio-Temporal Signal Recovery from Political Tweets in Indonesia
In this dissertation, as a part of the US Department of Defense sponsored Minerva
project which was underway in Arizona State University, a large volume of Twitter data has
been analyzed through the application of machine learning and probabilistic analysis tech-
niques. The goal of the analysis has been to understand radical political activity in the provinces
of Indonesia. In this dissertation, a generic technique is developed for recovering signals per-
taining to any country or geographical area and is applied to the Indonesian Twitter dataset.
Based on analysis of radical/counter radical sentiments expressed in tweets by Twitter users,
the outcome of this research is to create a Heat Map of Indonesia which visually demonstrates
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the degree of radical activities in various provinces of Indonesia. The Heat Map of Indonesia is
created by computing (i) the Radicalization Index and (ii) the Location Index of each Twitter
user from Indonesia, who has expressed some radical sentiment in her tweets. The conclusions
derived from this research matches significantly with the analysis of Wahid Institute, a leading
political think tank of Indonesia, thus validating our results.
1.2.5 On Social Network Firewall Selection
This dissertation introduces the weighted Segregating Vertex Set (wSVS) problem, in
which given a weighted undirected graph with a subset of nodes identified as the seed set of the
first player, the goal for the second player is to identify a subset of nodes (firewall) of minimum
cumulative weight, such that the total weight of the nodes reachable by the first player is strictly
less than the total weight of the nodes not reachable by the first player. Thus, the second
player tries to contain the reach of the first player within the social network community. This
dissertation proves that this problem is NP-complete and provides an optimal solution through
the use of Mixed Integer Linear Programming. A heuristic solution for the wSVS problem
is also provided and its efficacy is shown through detailed experimentation. The heuristic
solution delivers near optimal solution in lesser time compared to that needed to find the optimal
solution.
1.2.6 Winning with Minimum Investment under Separated Threshold Model (WMI-LT)
Influence propagation problem in social networks under adversarial setting has been
studied in this dissertation. In particular, in the problem studied in this dissertation, the goal
of the second player is to win over more individuals in the social network compared to the
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first player by employing minimum investment for the purpose of incentivization under the
Separated Threshold model of influence propagation. The problem is first proven to be NP-
Complete and then an O(log(n)) approximation algorithm is presented. This is followed by
experimental results on synthetic and real world data showing the efficacy of the approximation
algorithm. Also, an equivalent random process for the Separated Threshold Model is presented
- this equivalent random process facilitates analysis under the Separated Threshold model of
influence propagation.
Several segments of the research work that is presented in this dissertation, have been
already published in international conferences and journals as listed below:
• Anisha Mazumder, Chenyang Zhou, Arun Das, and Arunabha Sen. 2016. “Budget
Constrained Relay Node Placement Problem for Maximal “Connectedness”.” In IEEE
International Conference for Military Communications (MILCOM).
• Anisha Mazumder, and Arunabha Sen. 2016. “On Social Network Firewall Selec-
tion.” In IEEE International Conference on Computing, Networking and Communica-
tions (ICNC), Social Computing and Semantic Data Mining.
• Arunabha Sen, Anisha Mazumder, Sujogya Banerjee, Arun Das, Chenyang Zhou, and
Shahrzad Shirazipourazad. 2015. “Region-based fault-tolerant distributed file storage
system design in networks.” Networks 66 (4): 380–395.
• Anisha Mazumder, Arun Das, Chenyang Zhou, and Arunabha Sen. 2014. “Region
based fault-tolerant distributed file storage system design under budget constraint.” In
IEEE 6th International Workshop on Reliable Networks Design and Modeling (RNDM),
61–68.
• AnishaMazumder, Chenyang Zhou, Arun Das, and Arunabha Sen. 2014. “Progressive
Recovery from Failure in Multi-layered Interdependent Network Using a New Model of
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Interdependency.” In 9th International Conference on Critical Information Infrastruc-
tures Security.
• Anisha Mazumder, Arun Das, Nyunsu Kim, Sedat Gokalp, Arunabha Sen, and Hasan
Davulcu. 2013. “Spatio-temporal signal recovery from political tweets in Indonesia.”
In IEEE International Conference on Social Computing (SocialCom), 280– 287.
1.3 Dissertation Outline
The rest of the dissertation is organized as follows: In Chapter 2, the design of maxi-
mum region based fault-tolerant distributed file storage networks has been studied. Also, the
effect of coding parameters on storage requirements for ensuring all region fault-tolerant de-
sign is investigated and an optimal algorithm for ensuring all region fault-tolerant design in a
mesh network is presented. In Chapter 3, the relay node placement problem under budget con-
straint using two different metrics has been studied. In Chapter 4, the problem of maximizing
the system utility over the entire duration of the recovery process in a multi-layered interdepen-
dent network is studied using a recently proposed model of interdependency. In Chapter 5, the
problem of generating Heat Maps of a geographical region, such as a country, demonstrating
the intensity of signals, such as radical activities, has been studied. Chapters 6 and 7 study
two problems in the domain of social network analysis. First, Chapter 6 studies the problem
of identification of nodes in a social network that can be used to contain the spread of an op-
posing influence to less than half of the population. Second, in Chapter 7, the identification of
influential nodes in social networks in adversarial setting has been discussed. Finally, Chapter
8 concludes the dissertation and presents future direction of this research.
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Chapter 2
REGION-BASED FAULT-TOLERANT DISTRIBUTED FILE STORAGE SYSTEM
DESIGN IN NETWORKS
Distributed storage of data files across the nodes of a network enhances fault tolerance
and security, and reduces the file retrieval cost. One of the simplest file distribution schemes
across the nodes is replication. In this scheme, a data file F of size |F | is replicated l times
and a copy of the file is stored in l different nodes in the network. Although this file replication
scheme can tolerate failure of up to l − 1 nodes, it has two major shortcomings: (i) the total
storage space used by this scheme over the network is l×|F |, and (ii) if only one node storing
the replicated file is compromised, an unauthorized user can have access to the entire file.
In order to avoid these shortcomings, and enhance fault tolerance, security and load balancing
capability, error-correcting codes have been used extensively in data storage systems and server
clusters - such as RAID [2] and DPSS [3]. One well-known scheme for this purpose is the use
of (N ,K) erasure codes [4]–[7]. In the (N ,K) maximum distance separable (MDS) erasure
code based storage system,N coded segments are created from the original fileF and stored in
N nodes of the network (one coded segment per node). The advantage of this storage scheme
is that the original file F can be reconstructed by any user in the network just by retrieving and
then decoding any K out of the N segments. Clearly, location of the storage nodes within the
network will have an impact on the ease of retrieval of the segments. The focus of our research
is to design a robust file distribution scheme that takes into account the network topology -
particularly in the scenario when one or more of the network nodes may be unavailable due to
failure.
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In a network spanning a large geographical area, the faulty nodes may be spatially-
correlated (i.e., confined to a region). Such failures are often encountered in disaster situ-
ations, either natural (earthquake, forest fire, flood or hurricane) or man-made (EMP attack
or an enemy bomb in a battle field), where only the nodes/links in the disaster zone are af-
fected. These faults are generally referred to as spatially-correlated faults or region-based
faults [8]. We consider a scenario where failure of nodes (capable of storing data segments)
in a single region might disconnect the network. (N ,K) codes ensure that as long as K file
segments survive, the file can be reconstructed. However, this condition alone is insufficient
for successful file reconstruction where the network may fragment into two or more connected
components and, although more than K segments survive, none of the components have more
than K − 1 segments. To be able to reconstruct the file, one has to ensure that at least one
of the connected components has at least K segments. In a recent paper [1], the authors have
proposed (N ,K) coding based distributed file storage scheme which ensures that no matter
which region of the network fails, at least one of the largest connected components (LCC) of
the resulting fragmented network will have sufficient number of distinct file segments (K) with
which to reconstruct the entire file. Since this data storage scheme ensures reconstruction of
the original file no matter which region of the network fails, we refer to this as all region fault-
tolerant (ARFT) design, or the scheme that provides 100% fault coverage. However, in order
to provide 100% coverage against region-based faults, the file segments may have to be stored
in a large number of network nodes. Accordingly, storage cost may be quite substantial and
may even exceed the allocated budget. As such, in a budget constrained environment it may
not be possible to design such an all-region fault-tolerant distributed storage system. One goal
of this research is to design file storage schemes that will be maximum region fault-tolerant
(MRFT) within the allocated budget. In the dissertation, we refer to this problem as the Bud-
get Constrained Data Distribution Problem (BCDDP). Our goal of minimization of storage
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requirement is driven by the fact that although storage has become less expensive in recent
times, the cost of storing large data files (of the order of petabytes, exabytes or higher) is still
significantly high.
Although quite a few studies [9]–[11] have proposed the use of (N ,K) coding for
reliable distributed file system design, to the best of our knowledge, no one has investigated
the impact of the choice of the coding parameters (N ,K) on the storage that will be necessary to
provide an all region fault-tolerant (ARFT) distributed file system. As mentioned previously,
by all region fault-tolerant system we mean a system that has the data segments stored in
different network nodes in such a way that no matter which region of the network fails, a
largest connected component of the residual network will have K segments with which to
reconstruct the entire file. In this dissertation, we present analytical results demonstrating that
the choice of the coding parametersN andK may have significant impact on storage that will
be necessary to achieve fault tolerance capability.
[1] proves that all region fault tolerant (ARFT) design is NP-complete for general net-
works. But it is possible to solve the ARFT design problem optimally in polynomial time for
networks with specific structure with a specific definition of region. In this dissertation, we
present a polynomial time algorithm for optimal storage allocation in a mesh network with (i)
specified size of the mesh, (ii) specified size of the fault region, and (iii) coding parametersN
andK. We conduct extensive experimentation to evaluate the impact of the coding parameters
N andK on the storage requirement to provide all region fault tolerance with varying size of
the mesh and the fault region.
The contributions in this chapter are as follows:
• We analyze the impact of the coding parameters N and K on the storage requirements.
• We present a polynomial time algorithm for the ARFT design problem in a mesh network
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with (i) specified size of the mesh, (ii) specified size of the fault region, and (iii) coding
parameters N and K.
• We study the BCDDP and provide a file distribution scheme utilizing (N ,K) coding that
ensures that the maximum number of regions are made fault-tolerant within the specified
budget.
• We provide optimal solution using Integer Linear Programming and approximate solu-
tion with a guaranteed performance bound for the BCDDP.
• We present experimentation to evaluate the impact of the coding parameters N and K
on the storage requirement to provide all region fault tolerance with varying size of the
mesh and the fault region.
• We provide experimental evaluation of the performance of the approximation algorithm
through simulation using two real networks.
The rest of the chapter is organized as follows. In Section 2.1, we provide two mo-
tivating examples for the data distribution problem; in Section 2.2, we discuss prior research
work on related topics; In Section 2.3, we provide formulation of the BCDDP; In Section 2.4,
we discuss the impact of the coding parameters N and K on the storage requirements; In Sec-
tion 2.5, we present the optimal algorithm for the ARFT design problem in a mesh network;
In Section 2.6, we discuss computational complexity for the BCDDP problem; In Section 2.7,
we present optimal and approximate solutions for the BCDDP; In Section 2.8, we present our
extensive experimentation to evaluate the impact of the coding parameters N and K on the
storage requirement to provide all region fault tolerance with varying size of the mesh and
the fault region; In Section 2.9 we present experimental results for the BCDDP using two real
backbone networks respectively.
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2.1 Motivating Examples
In this section, we provide two examples to demonstrate the effectiveness of the (N ,K)
coding scheme for file storage and the distinction between the DDP and the BCDDP. We use
the term “robust” to imply that the distribution scheme enables the non-faulty nodes of a largest
connected component to reconstruct the entire file after a region-based fault strikes the network.
Next, we also provide a motivating example for the BCDDP. It may be noted that a region may
be defined in terms of the topology or the geometry (i.e., the layout of the network in the two-
dimensional plane) of the network. An example of a region in terms of topology could be a
subgraph with a specified diameter d. An example of a region in terms of geometry could be
a circular area of radius r.
The examples shown in Fig. 1(a) and 1(b) demonstrate the data distribution schemes
with and without coding. Both schemes are robust against region-based faults, where a region
is defined to be a subgraph of diameter one. The regions are shown as circular disks in Fig.
1. It is assumed that the storage capacity of each node is one. Fig. 1 shows the distribution
of three uncoded file segments A,B and C of a file F . As shown in Fig. 1(a), the uncoded
segments A,B and C must be stored in at least six nodes of the network, in order to make
it robust against a region-based fault. However, using (N ,K) coding, the same result can be
achieved by storing data segments in at most four nodes of the network, when (N = 4 and
K = 3. This can be accomplished by creating a new coded segment (A⊕B⊕C) where⊕
represents the XOR operation, and storing this segment along with segments A,B and C.
This is shown in Fig. 1(b).
Fig. 2 shows an (N ,K) coding based data distribution scheme of the European fiber
backbone network of a major network service provider [12], in the presence of a massive region-
based fault. The fault is assumed to be a circular area of radius 150 miles. In this example,
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N = 20 and K = 10. The colored nodes (also marked with tags such as col1, col2 and
so on for denoting the different colors) in Fig. 2 are the nodes where a coded segment is
stored. Nodes with the same color store the same coded segment. Each node is assumed
to have a storage capacity of one. The distribution shown in Fig. 2 stores data segments in
twenty-two locations (hence, the total storage requirement, denoted by σ, is twenty-two). In
this example twenty-two is the fewest number of locations where the segments have to be
stored to ensure robustness against any circular region-based fault of radius r = 150 miles,
i.e., a largest connected component of the network will have at least K nodes with distinctly
coded file segments.
A⊕B⊕C
A
B
C
A⊕B⊕C
Coded File Segments
C
A
B
C
File Segments
C
B
B
A
A
A
B
C
(a) (b)
Figure 1: A data storage network with a region-based fault. Fig. (a) uses no coding scheme
and uses 6 storage units. Fig. (b) uses an (N ,K) coding scheme and uses only 4 storage units.
We elaborate on the motivation of the BCDDP with the help of an example. Fig. 3
shows a data storage network with a region-based fault and the corresponding largest con-
nected component (LCC). In order to make this network ARFT (i.e., to provide 100% fault
coverage), with the size of the circular fault region shown in Fig. 3(a), and the coding parame-
tersN = 4 andK = 2, the encoded file segments must be stored in at least four different nodes.
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Figure 2: Fiber backbone of a major Europe network provider with a region-fault and distribu-
tion of file segments.
A possible solution is shown in Fig. 3(b), where the segments are stored in nodes 1, 4, 5 and 7.
However, if due to the budget constraint, we are allowed to store encoded file segments in only
two nodes, 100% coverage can no longer be provided. A possible solution where the segments
are stored in only two locations (nodes 1 and 4) is shown in Fig. 3(c). Some of the regions
that will remain vulnerable in this situation are also shown in Fig. 3(c). Table 1 lists all the
twenty-one regions for this network, where a region is a circular area of size shown in Fig. 3(a).
The largest connected components (LCCs) corresponding to each of the regions is also shown
in Table 1. In this example, when the fault region encompasses nodes 3 and 5, the network
is fragmented into three connected components {1, 2, 4}, {6}, {7}, with the component {1, 2,
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(a) (b) (c)
Figure 3: (a) A data storage network with a region-based fault and the corresponding LCC. This
network with this size of the circular fault region requires that segments be stored in four differ-
ent locations to provide 100% coverage, (b) The locations where the segments can be stored to
provide 100% coverage, (c) A possible solution when (due to the budget constraint) segments
can be stored only in two locations, and some of the unprotected or vulnerable regions.
4} being the largest. When the budget is reduced from four to two, only thirteen out of the
twenty-one regions can be covered with the lower budget. Storing the file segments in nodes
1 and 4 makes the data distribution scheme maximum region fault-tolerant under the reduced
budget.
In the table, the completely covered regions are marked with a tick. It may be noted
that in this example, when the budget is reduced from four to two, the fault region coverage
drops from 100% to 61%. The goal of the BCDDP is to maximize coverage subject to the
budget constraint.
2.2 Related Work
The networking research community over the last decade has seen a heightened level
of interest in spatially-correlated or region-based faults in networks [8], [13]–[19]. Although
all these studies delve into some aspects of robustness, none of them focus on the robust and
optimal data storage problem in the presence of region-based faults.
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Regions LCC Regions LCC
{1} {2,3,5,6,7} {4,6} {1,2,3,5,7}
{2} {1,3,4,5,6,7} {1,3} {5,7}
{3} {1,2,4} {2,5} {1,3,4,6}
{4} {1,2,3,5,6,7} {3,4} {5,7}
{5} {1,2,3,4,6,7} {3,6} {1,2,4}
{6} {1,2,3,4,5,7} {5,7} {1,2,3,4,6}
{7} {1,2,3,4,5,6} {1,3,4} {5,7}
{3,5} {1,2,4} {3,4,6} {5,7}
{2,3} {1,4} {2,3,5} {1,4}
{1,4} {2,3,5,6,7} {2,5,7} {1,3,4,6}
{2,7} {1,3,4,5,6}
Table 1: Regions and the corresponding LCC.
Error-correcting codes have been used extensively in enhancing the performance, reli-
ability and fault tolerance capability in data storage systems [4], [6], [7], [9]–[11], [20]–[22].
In [4], [6], Dimakis et al. consider node failures, and use erasure codes to solve the repair
problem of a node (i.e., how to replace the data on a failed node). However, the problem under
study in this dissertation is considerably different from the one in [4], [6]. While [4], [6] focus
on the repair problem and study the trade-off between storage and the bandwidth requirement,
this study is directed towards development of a robust scheme that allows reconstruction of
the file after a few nodes disappear due to a region-based failure. Moreover, our technique
accounts for the topology of the network while designing the data distribution scheme.
Distribution of coded file segments among different nodes in the network, taking the
topology of the network into account, has been studied in [5], [9]–[11], [21], [22]. The focus
of this line of research is in developing a file distribution scheme so that each node in the
network can recreate the original file by accessing K file segments from nodes within their
r hop neighborhoods. Jiang et al. solve this problem optimally for networks with special
structure such as trees [10] and tori [21]. This chapter of the dissertation is along the same line
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as that of [10] and [9] and our objective is also to minimize the total storage in the network.
However, there exists a major distinction between our research and that of [10] and [9]. In [9],
[10], [22], the authors solve the problem when there is no fault in the network, whereas this
dissertation discusses the file segment distribution scheme on a network of arbitrary topology
considering a region-based fault in the network.
In [5], Jiang et al. solve the file segment distribution problem with the goal of minimiz-
ingN , subject to the constraint that any node v in the network will have at leastK distinct file
segments within a specified radius r. However, minimizing N does not necessarily minimize
the amount of storage σ that will be necessary to satisfy the proximity requirement. The exam-
ple in Fig. 4 shows that σ is 5 when the goal is to minimize N and σ is 4 when the goal is to
minimize total storage (while satisfying the proximity requirement that the entire file be recon-
structible by collecting K segments within one hop neighbors). In this example, it is assumed
that each node can store at most one file segment. This example shows a tradeoff between N
and σ. The storage requirement decreases with increase in N .
In [1], the authors have proposed (N ,K) coding based distributed file storage scheme
which ensures that no matter which region of the network fails, at least one of the largest
connected components (LCC) of the resulting fragmented network will have sufficient number
of distinct file segments (K) with which to reconstruct the entire file. Since this data storage
scheme ensures reconstruction of the original file no matter which region of the network fails,
we refer to this as all region fault-tolerant (ARFT) design, or the scheme that provides 100%
fault coverage. However, in order to provide 100% coverage against region-based faults, the
file segments may have to be stored in a large number of network nodes. Accordingly, storage
cost may be quite substantial and may even exceed the allocated budget. As such, in a budget
constrained environment it may not be possible to design such an all-region fault-tolerant
distributed storage system.
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Figure 4: Example showing the tradeoff between the value of N and the storage σ required
in a network. Total file segments available in Fig. (a) are {A,B,C}, so storage required is 5
while file segments available in Fig. (b) are {A,B,C,D}, so storage required is 4.
2.3 Problem Formulation
In this section, we present formal statement of the BCDDP. It may be noted that in this
dissertation, we focus on region-based faults in a geometric setting. A file F of length M is
split into K segments each of length M/K. Using erasure coding techniques like maximum
distance separable (MDS) codes, Reed-Solomon (RS) codes, etc., these K segments can be
encoded to produce N coded segments (N ≥ K). According to the erasure coding theory,
retrieving any K out of N segments is sufficient to reconstruct the entire file F .
The network is represented by a graphG = (V,E) where V is the set of n nodes in the
network and E is the set of links between them. Each node has a storage capacity for storing
the file segments. For the file F , a node vi ∈ V can store maximum of αi file segments. Nodes
in the network are assumed to have both storage and processing units, so any node can recreate
the file F by downloading and decoding K coded segments from other nodes. Let the layout
of G on a two-dimensional plane be LG = (Pt, L) where Pt = {pt1, . . . , ptn} and L =
{l1, . . . , lm} are the sets of points (representing nodes) and straight lines (representing links)
respectively. We consider a region to be a circular area R of radius r on this plane. Although
with this definition of a region, there could potentially be an infinite number of regions in
the network deployment area, we need to consider only the distinct regions. Two regions are
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considered distinct if they do not include the same set of nodes and edges. It has been shown
in [8] and [23] that the number of distinct regions in wireless and wired networks are O(n2)
and O(n4) respectively, where n is the number of nodes in the network. We assume that a
fault in a region destroys all the nodes and links in that region. Due to a region-based fault,
the residual network might get fragmented or disconnected. The connected components of
a graph are the equivalence classes of nodes under the “is reachable from” relation [24]. A
connected component of the largest size is a largest connected component (LCC) of the graph.
Let Ci be the set of nodes in a largest connected component in network G after region Ri fails,
where i = 1, . . . , p. It may be noted that destruction of two distinct regions may result in
the same largest connected component (LCC) and as such the number of distinct LCCs may
be less than the number of distinct regions. Let R = {R1, . . . , Rp} denote the p distinct
regions of the network and let the set C = {C1, . . . , Cp} represent the set of the p largest
connected components of the network G = (V,E) after failure of region Ri, 1 ≤ i ≤ p
(i.e., the nodes and links in the region Ri are removed from the graph G = (V,E)). Let
Col = {col1, col2, . . . , colN} = {1, 2, . . . ,N} be a set of N distinct colors. The BCDDP
can be formulated as a color assignment problem where each color represents a file segment
and assigning a color colj, 1 ≤ j ≤ N , to a node vi implies that file segment j is stored
in node vi. If the storage capacity of node vi is αi, then at most αi colors can be assigned to
node vi. The terms color capacity and storage capacity of a node can be used interchangeably.
Furthermore, in this dissertation, we have assumed that αi = 1 for each vi ∈ V . If the storage
budget isB, the goal of the BCDDP is to storeB encoded segments (colors) in the nodes of the
network in such a way that the largest number of LCCs have at least K distinct file segments.
We assume B ≥ K ≥ 1. Thus, the BCDDP ensures that the largest number of regions that can
be made fault-tolerant within the budget constraint B, is in fact made fault-tolerant.
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Formally, the BCDDP can be stated as follows:
Budget Constrained Data Distribution Problem (BCDDP)
INSTANCE: Given
(i) a graph G = (V,E) where V = {v1, . . . , vn} and E = {e1, . . . , em} are the sets of nodes
and edges respectively,
(ii) the layout of G on a two-dimensional plane LG = (Pt, L) where Pt = {pt1, . . . , ptn}
and L = {l1, . . . , lm} are the sets of points and lines on the two-dimensional plane,
(iii) a maximum of αi = 1 colors can be assigned to a node vi, i.e., at most αi = 1 file
segments can be stored in node vi,
(iv) each region R is a circular area of radius r,
(v) a set Col = {1, 2, . . . ,N} of distinct file segments (colors) and the coding parameter K,
(vi) storage budget B, which is the maximum number of nodes that can be selected for storing
one encoded data segment (equivalently, the maximum number of nodes that can be selected
for assignment of colors),
(vii) region-based fault-tolerance parameter τ .
QUESTION: Is there a way to assign colors to a subset V ′ ⊆ V, |V ′| ≤ B such that the number
of LCCs that receive at least K distinct colors is at least τ?
It may be noted that a low value of N implies low decoding complexity. But, a low
value ofN also increases the total storage required in the network. In fact, if the value ofN is
chosen below a certain threshold then the amount of storage required can increase exponentially.
We provide a formal proof of this assertion in Section 2.4. The budget constraint B of the
BCDDP ensures that no more than B nodes can be selected for storing encoded data segments.
Since the choice of a large value of N usually leads to a small storage requirement and our
goal in this dissertation is to minimize the storage requirement, we have preferred to have as
large a value for N as possible. Now, for the BCDDP, we assume that each node can store
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only one encoded data segment, i.e., αi = 1 for each node vi ∈ V . Since the storage capacity
of each node is one, no more than n segments can be stored in the network. Accordingly, we
take N = n in this dissertation.
2.4 Impact of the Coding Parameters N and K on the Required Storage σ
In this section, we analyze the impact of the coding parameters N and K on the stor-
age requirements for the unbudgeted version of the BCDPP. This unbudgeted version of the
problem has been studied in [1] and has been called the DDP - but the impact of the coding
parameters have not been studied in [1] and is hence studied in this dissertation. For complete-
ness, we next provide the formal statement of the DDP.
Data Distribution Problem (DDP)
INSTANCE: Given
(i) a graph G = (V,E) where V = {v1, . . . , vn} and E = {e1, . . . , em} are the sets of nodes
and links respectively,
(ii) the layout of G on a two-dimensional plane LG = (Pt, L) where Pt = {pt1, . . . , ptn}
and L = {l1, . . . , lm} are the sets of points and lines on the two-dimensional plane,
(iii) a maximum of αi colors can be assigned to a node vi, i.e., at most αi file segments can be
stored in node vi,
(iv) each region R is a circular area of radius r,
(v) a set Col = {1, 2, . . . ,N} of distinct colors and the coding parameter K,
(vi) storage parameter φ.
QUESTION: Is there a way to assign at mostN colors to the nodes in V such that (i) ρi ≤ αi,
where ρi is the number of colors assigned to node vi, (ii) for each possible circular region of
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radius r, at least one LCC has at least K distinct colors and (iii) σ = ∑ni=1 ρi is less than or
equal to φ?
Since storing each file segment involves a cost, one of the objectives for the DDP is
to minimize the total storage used in the whole network. Thus, we note that whereas the goal
of the DDP is to make the network all region fault-tolerant with least cost, the goal of the
BCDDP is to make the network maximum region fault-tolerant within the budget constraint.
Also, it may be noted that for the DDP, αi ≥ 1.
For analyzing the impact of the coding parameters, we first provide the definitions
of two relevant problems, followed by an example that shows that the choice of the coding
parameters N and K can have considerable impact on the minimum storage requirement σ.
We then prove a theorem to formally establish how significant this difference can be. We note
that if αi = 1, the DDP in an abstract form can be represented as the following problem:
Set Coloring Problem (SCP): Given a set of elements S = {s1, . . . , sn}, another set S =
{S1, . . . , Sp}, where Si ⊆ S, 1 ≤ i ≤ p, integers K and N , find the smallest subset S ′ ⊆ S,
such that the elements of S ′ can be colored in such a way that each Si, 1 ≤ i ≤ p, receives
at least K distinct colors and the number of colors used does not exceed N . (Note: not every
element in Si ⊆ S, 1 ≤ i ≤ p, has to be colored.)
If we take N ≥ n, the SCP reduces to the following problem.
Hitting K-Set Problem: Given a set of elements S = {s1, . . . , sn}, another set S =
{S1, . . . , St}, where Si ⊆ S, 1 ≤ i ≤ t, and the integer K, find the smallest subset SH ⊆ S,
such that for each set Si, 1 ≤ i ≤ t, |SH ∩ Si| ≥ K.
It may be noted that instances of the HittingK-Set problem are a subset of the instances of the
Set Coloring problem. Suppose that for a given instance ISCP of the Set Coloring Problem,
the size of the smallest Hitting K-Set of this instance is β, i.e., |SH | = β. This implies
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that minimizing the total storage is equivalent to minimizing the number of nodes where one
segment of data has to be stored.
Example 1: Consider an instance of SCP where S = {1, 2, . . . , 20} and the subsets
S={S1, S2, ..., S28}, Si ⊆ S, 1 ≤ i ≤ 28, are shown in Table 2. The solution to SCP is the
smallest S ′ ⊆ S such that the elements of S ′ can be colored in a way that each Si, 1 ≤ i ≤ t,
receives at least K = 2 distinct colors and the number of colors used does not exceed N =
8, 4, 2. The cardinality of the smallest S ′, forN = 8, 4, and 2, are 8 (where elements 1 through
8 of the set S are assigned a color, in other words file segments are placed in nodes 1 through
8), 12 (where elements 1 through 8, and 10, 13, 16, and 18 of the set S are assigned a color)
and 20 (where elements 1 through 20 of the set S are assigned a color) respectively. It may
be noted that the cardinality of S ′ represents the number of nodes where one segment of the
data file has to be stored. The colors assigned to the nodes are represented by letters A,B, ...
in Table 2.
In the following discussion we establish a theorem that formalizes our observations
from the previous example, that there can be a significant difference in σ depending on the
choice of N and K.
Lemma 2.1. In the SCP problem, if N ≥ β, then σ is at most β.
Proof: If N ≥ β, then we first solve the Hitting K-Set problem on the instance of SCP
problem and assign each of the β nodes of the solution setSH a distinct color. It is easy to check
that this will satisfy the coloring constraint for the SCP problem as each subset Si, 1 ≤ i ≤ t,
will have K different colors. Thus, the number of nodes that need to be colored in this case,
and hence the storage requirement σ, is at most β.
Lemma 2.2. In the SCP problem if N < β, then σ can be as large as 2β .
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Proof: Let us consider an instance of SCP such that K = 2, n = 2β . W.l.o.g. we assume
si = i where si ∈ S and 1 ≤ i ≤ n. Again w.l.o.g, we assume that the first β elements of
the set S constitute the solution of the Hitting K-Set problem, i.e., SH = {1, 2, . . . , β}. The
subsets of SCP are as follows:
S = {(i, j, k)|(i, j) ⊂ {1, 2, . . . , β}, k ∈ {β + 1, β + 2, . . . , n}}. It may be noted that SH
is the solution of the Hitting K-Set problem for this instance. All the nodes of SH must be
assigned a color to satisfy the coloring constraint. Since N < β, at least one pair of nodes in
SH will have the same color. Suppose that nodes i and j are assigned the same color. Because
of this assignment the following collection of subsets will violate the coloring constraint (i.e.,
each subset must have at least two distinct colors)
{i, j, β + 1}, {i, j, β + 2}, . . . , {i, j, n}
In order to satisfy the coloring constraint, not only nodes 1, . . . , β need to be colored, nodes
β + 1, β + 2, . . . , n must also be assigned a color. Since only one data segment is stored in a
node and in order to satisfy the coloring constraint each node must receive a color, the storage
requirement σ will be equal to n. Since we assumed that n = 2β , the number of nodes that has
be colored can be as large as 2β .
Theorem 2.3. The number of nodes that need to be colored to satisfy the coloring constraint
σ could be as small as β or as large as 2β , depending on whether N ≥ β or N < β
respectively.
Proof: It follows from Lemmas 2.1 and 2.2.
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K = 2
N = 8 N = 4 N = 2
Color A B A B A B
Subset S1 1 2 1 2 1 2
Color A C A C A A B
Subset S2 1 3 9 1 3 9 1 3 9
Color A D A D A B
Subset S3 1 4 1 4 1 4
Color A E A A B A A B
Subset S4 1 5 10 1 5 10 1 5 10
Color A F A B A B
Subset S5 1 6 1 6 1 6
Color A G A C A A B
Subset S6 1 7 11 1 7 11 1 7 11
Color A H A D A B
Subset S7 1 8 1 8 1 8
Color B C B C B A
Subset S8 2 3 2 3 2 3
Color B D B D B B A
Subset S9 2 4 12 2 4 12 2 4 12
Color B E B A B A
Subset S10 2 5 2 5 2 5
Color B F B B A B B A
Subset S11 2 6 13 2 6 13 2 6 13
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Color B G B C B A
Subset S12 2 7 2 7 2 7
Color B H B D B B A
Subset S13 2 8 14 2 8 14 2 8 14
Color C D C D A B
Subset S14 3 4 3 4 3 4
Color C E C A A A B
Subset S15 3 5 15 3 5 15 3 5 15
Color C F C B A B
Subset S16 3 6 3 6 3 6
Color C G C C B A A B
Subset S17 3 7 16 3 7 16 3 7 16
Color C H C D A B
Subset S18 3 8 3 8 3 8
Color D E D A B A
Subset S19 4 5 4 5 4 5
Color D F D B B B A
Subset S20 4 6 17 4 6 17 4 6 17
Color D G D C B A
Subset S21 4 7 4 7 4 7
Color D H D D A B B A
Subset S22 4 8 18 4 8 18 4 8 18
Color E F A B A B
Subset S23 5 6 5 6 5 6
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Color E G A C A A B
Subset S24 5 7 19 5 7 19 5 7 19
Color E H A D A B
Subset S25 5 8 5 8 5 8
Color F G B C B A
Subset S26 6 7 6 7 6 7
Color F H B D B B A
Subset S27 6 8 20 6 8 20 6 8 20
Color G H C D A B
Subset S28 7 8 7 8 7 8
Table 2: Set coloring with different values of N .
2.5 Optimal Algorithm for Data Distribution in a Mesh Network
In [1] it was proved that for arbitrary networks DDP is an NP-complete problem. But it
is possible to solve DDP optimally in polynomial time for networks with specific structure with
a specific definition of region. In this section we present a polynomial time optimal algorithm
for solving DDP in a regular two dimensional grid network of size (n × n) where failures of
the nodes are assumed to be confined to a region defined by a smaller grid of size (r× r) with
r < n and n being a multiple of r. In an (n × n) two dimensional grid network node uij
is located at the position (i, j), ∀1 ≤ i ≤ n, 1 ≤ j ≤ n, on the grid (Fig. 5). Faults are
assumed to be confined within a smaller grid of size (r × r) completely contained within the
grid network. The fault region can be anywhere inside the grid network, and it is assumed all
the nodes in the fault region becomes non operational. The storage capacity of each node is
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assumed to be 1 unit. One important property of grid networks is that the residual network will
always remain connected even after any region fault. Given a value of (N ,K), Algorithm 1
(DDG) shows a technique to assign colors to minimum number of nodes in this network such
that for any region fault, the residual network (which is also the largest connected component)
will have at least K different colors.
The algorithm DDG starts by assigning color 1 to node u1,1. The two inner for-loops
(step 10-31) ensures that colors assigned to nodes in each iteration do not fall within the same
region. In each iterations the two outer for-loops (step 7-33) appropriately shiftsx and y indices
of the new node to be colored so that in that iteration maximum number of uncolored nodes
can be colored. During the coloring process r′ keeps track of the number of nodes colored so
far which falls within a single region. The goal is to distribute the colored nodes in such a way
that r′ is minimum. Each of these outer iterations increases r′ by one. If N ≥ K + ⌈ K⌈n
r
⌉2−1⌉,
the algorithm terminates when number of nodes colored ρ is equal to K + r′.
If N < K + ⌈ K⌈n
r
⌉2−1⌉ the algorithm will have to reuse some of the already assigned
colors to color new nodes. The algorithm reuses colors in such a way that nodes with same
color do not fall in the same region (step 14-18). The algorithm then terminates when ρ =
2K − (N −K)(⌈n
r
⌉2 − 2). In worst case the algorithm assigns color to each node. The time
complexity of the algorithm is O(|U |) i.e., O(n2).
Theorem 2.4. Given a value of N , K Algorithm 1 (DDG) gives optimal solution.
Proof: Here, we assume that n is a multiple of r. First of all, when K > n2 − r2 or N < K
then no solution is feasible. Step 3 of DDG takes care of this infeasibility condition. We find
the optimal solution for two different cases:
CASE I (N ≥ K+ ⌈ K⌈n
r
⌉2−1⌉): Assume that in the optimal solution nodes are assigned colors
in such a way that the maximum number of colored nodes falling within one region is given by
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Algorithm 1: Data Distribution on Grid Network (DDG)
1 INPUT:
1. The network G = (U,E) with a two dimensional grid topology of size n× n where
node uij ∈ U ,
2. Maximum 1 color can be assigned to ui,j , ∀ui,j ∈ U ,
3. Color set C = {i, . . . ,N},
4. Region grid length r,
5. Parameter K.
OUTPUT: Assignment of colors ci,j ∈ C to each node ui,j , ∀1 ≤ i ≤ n such that for
any region faults of size r × r the residual network G′ has at least K distinct colors and
number of nodes colored ρ is minimum;
if K > n2 − r2 OR N < K then
No feasible solution exists;
c = 0, ρ = 0, r′ = 0;
for l = 0→ 2r − 1 do
for i = ⌈ l+1
r
⌉ − 1→ l do
j = l − i; r′ = r′ + 1;
for p = 0→ ⌈n
r
⌉ − 1 do
for q = 0→ ⌈n
r
⌉ − 1 do
x = pr + i+ 1 and y = qr + j + 1;
if x ≤ n and y ≤ n then
if Color (c mod C) + 1 has not been used in any node within
(r − 1)-hop neighbor of node (x, y) then
Put color (c mod C) + 1 in node (x, y); c = c+ 1;
else
Put color c in node (x, y);
ρ = ρ+ 1;
if N ≥ K + ⌈ K⌈n
r
⌉2−1⌉ then
if ρ ≥ K + r′ then
return ρ;
else
if ρ ≥ 2K − (N −K)(⌈n
r
⌉2 − 2) then
return ρ;
Figure 5: An example of a regular grid network of size 6× 6 and a region fault of size 3 grid.
GivenN = 8 andK = 5, the example shows how the algorithm colors the node in the network.
According to the algorithm colors assigned to node u1,1 is 1, u1,4 is 2, u4,1 is 3, u4,4 is 4, u1,2
is 5, u1,5 is 6 and u4,2 is 7
k′. Maximum number of non-overlapping regions that can exist simultaneously in a (n × n)
grid is given by ⌈n
r
⌉2. Thus, even if one of these regions fail, the optimal solution should ensure
that at least K colored nodes will be available in rest of the ⌈n
r
⌉2 − 1 regions. Accordingly,
the following equation holds: k′⌈n
r
⌉2 ≥ K + k′ or k′ ≥ K⌈n
r
⌉2−1 . Optimal solution will find
minimum value of k′, i.e., k′ = ⌈ K⌈n
r
⌉2−1⌉. So ifN ≥ K+ ⌈ K⌈n
r
⌉2−1⌉ the total number of nodes
that will be colored by optimal solution is equal to K + ⌈ K⌈n
r
⌉2−1⌉.
The DDG algorithm colors at most ⌈n
r
⌉2 nodes in the inner for-loops (steps 10-31).The
algorithm stops after r′ iterations of outer for-loops (step 7-33). So maximum number of nodes
colored in r′ iterations is ρ = r′⌈n
r
⌉2. The algorithm stops when ρ = K + r′. This gives
r′ = ⌈ K⌈n
r
⌉2−1⌉. So total number of nodes colored (ρ) is equal to K + ⌈ K⌈n
r
⌉2−1⌉ which is equal
to the optimal when N ≥ K + ⌈ K⌈n
r
⌉2−1⌉.
CASE II (K ≤ N ≤ K+ ⌈ K⌈n
r
⌉2−1⌉): In this case some of the assigned colors have to
be reused. This condition can be divided this case into two subcases
(i) When N = K, in order to satisfy the color constraint, all N distinct colors should
be available in the residual network. In order to ensure that optimal solution will have a copy
of each color assigned to two nodes far enough not to get destroyed by one region fault. In this
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case total number of nodes that will be colored is ρ = 2K. The DDG algorithm (in step 14-18)
ensures that each color is used at most twice and the nodes with same color do no fall within
same region. So total number of nodes colored by the algorithm in this case is 2K.
(ii) When N − K > 0, then each additional available color (k = N − K) can be
treated as a copy of an already assigned color as mentioned in previous case. Since there
are a total of ⌈n
r
⌉2 non-overlapping regions, each additional color assigned to a node in one
of these regions can be treated as a copy of a color assigned to a node in rest of (⌈n
r
⌉2 − 1)
non-overlapping regions. So total number of nodes that need to be colored in this case is
ρ = 2K−k(⌈n
r
⌉2− 1)+k or ρ = 2K− (N −K)(⌈n
r
⌉2− 2). Since the algorithm terminates
when ρ = 2K − (N − K)(⌈n
r
⌉2 − 2) nodes are colored altogether, in this case also, the
algorithm produces the optimal solution.
A similar technique can also be used to prove the optimality of the algorithm when n
is not a multiple of r.
2.6 Computational Complexity
In this section, we discuss the computational complexity of the BCDDP. We mention
three members of the Hitting Set [25] family of problems.
Hitting Set Problem (HS): Given a set of elements S = {s1, . . . , sn}, another set S =
{S1, . . . , Sp}, where Si ⊆ S, 1 ≤ i ≤ p, find the smallest subset SH ⊆ S, such that for each
set Si, 1 ≤ i ≤ p, |SH ∩ Si| ≥ 1.
Hitting K-Set Problem: As described in Section 2.4.
Budget Constrained Hitting Set Problem (BCHS): Given a set of elements S = {s1, . . . , sn},
another set S = {S1, . . . , Sp}, where Si ⊆ S, 1 ≤ i ≤ p, and a budget B, find a subset
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S ′ ⊆ S of size B that maximizes the size of the subset S ′ ⊆ S , such that for each set Si ∈ S ′,
|Si ∩ S ′| ≥ 1.
The BCDDP appears to be very similar to the problems belonging to this family of
problems. Since each of these problems are NP-complete, we conjecture that the BCDDP is
also NP-complete. Our future work will include the development of a formal proof of hardness
for the problem.
2.7 Algorithms for the Budget Constrained Data Distribution Problem (BCDDP)
In this section, we first provide an algorithm that is guaranteed to yield an optimal
solution for the BCDDP. This is followed by the design and analysis of an approximation
algorithm for the same problem.
2.7.1 Optimal Solution for the BCDDP in Arbitrary Networks
We can obtain an optimal solution for the BCDDP using the following Integer Linear
Program.
For each node vi ∈ V , define
xi =

1, if node vi is assigned a file segment (color)
0, otherwise.
For each LCC Ck ∈ C, define
yk =

1, if LCC Ck contains at least K file segments
0, otherwise.
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Then we have the following formulation:
max
|C|∑
k=1
yk
K × yk ≤
∑
xi∈Ck
xi, ∀k = 1, . . . , |C| (2.1)
n∑
i=1
xi ≤ B (2.2)
yk ∈ {0, 1}, xi ∈ {0, 1};
Here, in constraint (5), for each LCC Ck ∈ C, the corresponding variable yk is set to be one
iff Ck contains at least K file segments. Constraint (6) ensures that no more than the budget
B number of nodes have been selected for storing the encoded file segments. Evidently, the
objective function is to maximize the count of the LCCs which are hit at least K times.
2.7.2 Approximation Algorithm for the BCDDP in Arbitrary Networks
We now provide an approximation algorithm for the BCDDP. The input to the algorithm
is the following: (i) the layout of graphG = (V,E) on a two-dimensional planeLG = (Pt, L),
(ii) the region radius r, and (iii) the parameters B, N and K. The output of the algorithm is
as follows: A set V ′ ⊂ V such that | V ′ |= B and if distinct file segments are stored in
the nodes of V ′ then the maximum number of largest connected components of the residual
graphs (corresponding to all possible region faults of radius r) will have at leastK distinct file
segments.
First, using the method described in [23], we compute all the distinct regions R =
{R1, . . . , Rp} of radius r. As noted earlier, there are only O(n2) and O(n4) distinct regions
for wireless and wired networks respectively [23]. Next, corresponding to every distinct region
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Ri ∈ R, we compute the largest connected component Ci of the residual graph obtained after
removal of all the nodes and links in Ri. It may be noted that the failure of nodes and links of
more than one distinct region may give rise to the same largest connected component. Let C =
{C1, . . . , Cp} be the set of LCCs corresponding to the distinct region set R = {R1, . . . , Rp}
of radius r. Next, we define a few terms to be used in our algorithm and its analysis.
Frequency F (vi) of a node vi: F (vi) =| C ′ | where C ′ = {Cj ∈ C | vi ∈ Cj}. Thus,
F (v) is the number of LCCs that include vi.
Complete Covering of an LCC Ci ∈ C by the node set V ′ ⊆ V : An LCC Ci ∈ C is
said to be completely covered by V ′ ⊆ V if | Ci ∩ V ′ |≥ K.
Partial Covering of an LCC Ci ∈ C by the node set V ′ ⊆ V : An LCC Ci ∈ C is said
to be partially covered by V ′ ⊆ V if | Ci ∩ V ′ |< K.
Demand of an LCC Ci w.r.t. a node set V ′ and the coding parameter K:
Demand(Ci, V ′,K) = max(K - | V ′ ∩ Ci |, 0), ∀Ci ∈ C
Demand Vector DVV ′,K w.r.t. a node set V ′ and the coding parameter K: a vector
of size K + 1, whose ith entry indicates the number of largest connected components (LCCs)
that have demand i w.r.t. V ′ and K.
As the goal of the BCDDP is to maximize the number of LCCs that have K file seg-
ments subject to the budget constraint B, an intuitive way of solving the BCDDP will be to
greedily select theB most frequently occurring nodes in the set of all LCCs C = {C1, . . . , Cp}.
This is so because by choosing the most frequent v’s, i.e., nodes with the highest F(v) values,
the largest number of LCCs Ci ∈ C can be “satisfied”, at least partially, in their requirement
that they be “hit” at least K times. We refer to this process of node selection for file segment
storage as a frequency based approach (FREQ). Although the frequency based approach is
intuitive, it may not always lead to a good solution, as even if an LCC Ci is “hit” K− 1 times,
the corresponding regionRi is not made fault-tolerant, because the file cannot be reconstructed
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with only K − 1 file segments. In some sense, each LCC Ci ∈ C has a “demand” to be hit
at least K times so that the benefit of making the corresponding region Ri fault-tolerant is ac-
crued. Selection of a node v in Ci to store a file segment decreases Ci’s demand by 1, but
unless the demand becomes zero at some point, no benefit is realized. In other words, no credit
is received if an LCC is hit fewer than K times. In a budget constrained scenario, it may so
happen that the budget runs out with a large number of LCCs “hit” fewer than K times and
hence no is benefit accrued.
As noted in the previous paragraph, a pure frequency based approach may fail to pro-
duce good results as a large number of LCCs may end up storing fewer thanK segments when
the budget B runs out. Accordingly, instead of selecting the node with the highest frequency
for storing the file segment, we can select the node that hits an LCC with the least demand
during the node selection process. If at any point of the node selection process, for two LCCs
Ci, Cj ∈ C, Demand(Ci, V ′,K) < Demand(Cj, V ′,K), it implies that Ci has been hit
more times by V ′ than Cj . Accordingly, if | V ′ |< B, selecting a node from Ci is better than
selecting a node from Cj , as it enhances Ci’s chances of being hit K times (i.e., completely
covered) before the budget runs out. We refer to this process of node selection for file segment
storage as a demand based approach (DMD).
It might appear that if instead of using frequency as the node selection criteria, we use
demand as the node selection criteria, it might produce better results. However, this is also
not completely true. Consider a scenario with five LCCs, C = {C1, C2, C3, C4, C5}, where
C1 = {v1, v2, v3, v4}, C2 = {v1, v2, v5, v6}, C3 = {v1, v2, v7, v8}, C4 = {v1, v2, v9, v10},
C5 = {v1, v2, v11, v12}, the budget B = 2, and the coding parameter K = 2. As K = 2,
initially the demand of each LCC Ci, 1 ≤ i ≤ 5, is 2 and as such the demand based algorithm
does not make any distinction between the LCCs. The demand based algorithm may choose to
store the file segment in node v3, as this selection will partially meet the demand of the LCC
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C1. After selection of v3, the demand of C1 changes from 2 to 1, whereas the demand of other
LCCs Ci, 2 ≤ i ≤ 5, remains unchanged at 2. Also the available budget decreases from 2 to
1. Since C1’s demand is less than the demand of all other LCCs, the demand based algorithm
will choose another node from C1, say v1, for storing the file segment. After this selection, the
budget is exhausted and only one LCC (i.e., C1) has two file segments. No other LCC has two
file segments which is necessary to reconstruct the file. The optimal solution in this example
will be the selection of the nodes v1 and v2, that will meet the demands of all five LCCs, and
thus make the file system all region fault-tolerant. From this example, it is evident that taking
only demand into consideration for node selection may not lead to a good solution.
No. of Connected Components needing x File Segments
Iterations x = 0 x = 1 · · · x = K −1 x = K
0 0 0 0 0 p
1 0 0 0 q1 p− q1
2 0 0 q3 q1 + q2 − q3 p− q1 − q2
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
B w0 w1 · · · wk−1 wk
Table 3: Configuration Table.
From the discussion above, it is clear that both frequency and demand play an important
role in the node selection process and neither one alone can produce a good solution. [26]
presents an interesting approximation algorithm suitable for addressing reliable network design
issues, in particular, the survivable routing problem in WDM mesh networks. However, our
problem has a completely different setup as compared to [26]. Accordingly, our approximation
algorithm, referred to as a the Hybrid algorithm (HBD), takes both frequency and demand into
account in the node selection process. Since no benefit is accrued until the demand of an LCC
is met (i.e., K nodes from the LCC are selected for file segment storage), the hybrid algorithm
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assigns more “weight” (or importance) to the demand factor than the frequency factor. HBD
is described next in Algorithm 2.  
Algorithm 2: Hybrid (HBD)
Input : 1. The layout of graph G = (V,E) on a two-dimensional plane
LG = (Pt, L),
2. Region radius r,
3. Parameters N and K,
4. Budget B.
Output :A set V ′ ⊂ V such that | V ′ |= B and if distinct file segments are stored in
the nodes of V ′, then the maximum number of largest connected components
of the residual graphs corresponding to all possible distinct region faults of
radius r will have at least K distinct file segments.
1 Compute all the regions R = {R1, . . . , Rp} of radius r in LG using the method
described in [23];
2 Find a largest connected component Ci of the residual graph for each region fault
Ri ∈ R. Let C = {C1, . . . , Cp};
3 Initialize a Configuration Table CT of size (B+1) × (K+1) with all zeroes;
4 Initialize first row of CT as {0, 0, ..., p};
5 V ′ = φ , iterator = 0;
6 while | V ′ |≠ B do
7 foreach v ∈ (V \ V ′) do
8 Initialize a vector DVV ′∪v,K of length (K+1) to all zeroes;
9 foreach Ci ∈ C do
10 m=max ( K− | (V ′ ∪ v) ∩ Ci | , 0) ;
11 Increment DV V ′∪v,K[m], 0 ≤ m ≤ K;
12 w(V ′ ∪ v) =∑Kj=0DVV ′∪v,K[j]× (p+ 1)K−j;
13 Select a node v ∈ (V \ V ′) such that w(V ′ ∪ v) is maximum;
14 V ′ = V ′ ∪ v;
15 Increment iterator;
16 Update CT by inserting DVV ′∪v,K as the iteratorth row of CT ;
17 return V ′;
HBD maintains a Configuration Table CT, a (B+1)× (K+1) table, to keep track of
the “current” demand of every LCC. The (i + 1)th row of CT is the Demand Vector DVV ′,K
w.r.t. V ′ and K where V ′ is the set of nodes selected by HBD during the first i iterations. As
such each element CTi,j gives the count of the number of LCCs in C that have a demand of
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j after i nodes have been selected by the algorithm during the first i iterations. An example
of a Configuration Table is shown in Table 3. If the LCC set is comprised of p elements, i.e.,
C= {C1, . . . , Cp}, then during iteration 0 (i.e., before any node is chosen for file segment
storage), the number of LCCs with demand equal to K is p. This is shown in the rightmost
entry of row 1 corresponding to Iteration 0. Suppose a node vi is chosen for storage of a file
segment during Iteration 1. If vi is present in q1 LCCs in the set C, at the end of Iteration 1, the
number of LCCs with demand K will decrease from K to K − q1, while the number of LCCs
whose demand is K − 1 will increase from 0 to q1. This is shown in row 2 corresponding to
Iteration 1 of CT. If the node vj is selected during Iteration 2, the LCCs that included vj and
were part of the rightmost column (say q2), would move to its immediate left column. Thus,
the entry for row 3 corresponding to Iteration 2 in the rightmost column will drop from p− q1
to p− q1− q2. The entry in the immediate left column should increase from q1 to q1+ q2. But,
as the node vj could be a part of the original q1 LCCs (say q3 of them), after selection of vj the
demand of these LCCs will decrease from K− 1 to K− 2. Accordingly, after selection of vj ,
the number of LCCs with demand K − 1 will change from q1 to q1 + q2 − q3 and the number
of LCCs with demand K − 2 will change from 0 to q3. This is shown in row 3 corresponding
to Iteration 2 of the Configuration Table shown in Table 3.
During each iteration, a node is selected for storing a file segment (i.e., to be included
in the set V ′) and the iteration (node selection) process stops after B iterations, where B is the
budget. The decision regarding the selection of the node to be included in the solution set V ′
is made in the following way. We define weight of a node set V ′ ⊆ V as follows: the weight
of the node set V ′ is w(V ′) = ΣKj=0DVV ′,K[j]× (p+ 1)K−j , where p =| C |. Thus, w(V ′) is
the value of the demand vector DVV ′,K when we consider DVV ′,K to be a number w.r.t. base
p+ 1. During an iteration, the algorithm selects the node u if augmentation of the node set V ′
with node u results in the largest increase in the weight of the augmented set V ′ ∪ u.
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Inside the foreach loop of Steps (7-12) for every node v ∈ V \ V ′ HBD executes the
following computation. First, the Demand Vector DVV ′∪v,K for a set V ′ ∪ v is computed in
Steps (7-11). Second, in Step 12 theweight ofDVV ′∪v,K is computed. w(V ′∪v) > w(V ′∪u),
if at the index i of the first mismatch from the left hand side for the two vectors DVV ′∪v and
DVV ′∪u, the valueDVV ′∪v[i] is greater than the valueDVV ′∪u[i]. Since the ultimate goal of the
BCDDP is to completely cover as many sets as possible, HBD greedily adds a node v ∈ V \V ′
to its final output set V ′ if the weight of V ′ ∪ v is maximum, among all v ∈ V \ V ′. This
process continues until | V ′ |= B. These operations are done in Steps (13-16) in HBD. Thus,
HBD selects a node v ∈ V \ V ′ such that maximum number of sets in C have their demand
value reduced and moved towards being completely covered. Hence, HBD takes into account
both demand of the sets as well as frequency of the nodes.
2.7.2.1 Performance Analysis of HBD
Given any instance of the BCDDP with budget B and the coding parameter K, let
fmax denote the frequency of the most frequent node of the graphG in the LCC set C. Also, let
OPT be the optimal solution value of this instance and letHBDS be the value of the solution
produced by HBD.
Lemma 2.5. OPT ×K ≤ B × fmax
Proof. Consider the left hand side first. By definition of the problem, any LCC in the solution
needs to be hit at least K times. Hence, for any optimal solution, at least OPT × K nodes
are hit. The right hand side can be interpreted in the following way: we choose exactly B
nodes due to the budget constraint and each of them can be hit by at most fmax different sets,
therefore we can hit no more than B × fmax nodes. Clearly, the LHS should be no larger than
the RHS which proves Lemma 2.5.
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Lemma 2.6. The value of the solution produced by HBD, i.e., HBDS, is at least ⌊BK⌋.
Proof. It may be recalled that during the node selection process, due to the weight assignment
rules, HBD gives a higher priority to a node that reduces the demand of an LCC with a lower
demand value compared to one with a higher demand value. In the worst case scenario, suc-
cessive rows in the Configuration Table have their value in the most significant position
incremented by one. But, it still guarantees that after every K iterations, there will be a new
LCC hit K times. Since there are exactly B iterations, HBD provides a solution with at least
⌊BK⌋ sets.
Theorem 2.7. HBD is a 1
2fmax
− approximation algorithm.
Proof. From Lemma 6, we know OPT × K ≤ B × fmax. Hence, it follows that OPT ≤
B×fmax
K ≤ fmax × (⌊BK⌋+ 1). From Lemma 2.6, we know HDBS ≥ ⌊BK⌋. Hence, HBDSOPT ≥
⌊BK ⌋
fmax×(⌊BK ⌋+1)
= 1
fmax
× ⌊BK ⌋⌊BK ⌋+1 . Since B ≥ K , then
⌊BK ⌋
⌊BK ⌋+1
≥ 1
2
which proves HBDS
OPT
≥
1
2fmax
Here we should notice that 1
2fmax
is an asymptotic bound since the tight condition BK =
⌊BK⌋ + 1 is never reached. Let BK = ⌊BK⌋ + ϵ where 0 ≤ ϵ < 1. Then by the same analysis
above, HBD has a bound of 1
(1+ϵ)×fmax .
2.7.2.2 Time Complexity Analysis of HBD
In Steps 1 and 2 of HBD, the largest connected components of all the distinct regions
for the layout LG of the graph G can be computed in O(n6) time using the technique stated
in [23]. As B is of O(n), the loop in Steps (6-16) is executed O(n) times. The loop in Steps
(7-12) is executedO(n) times. As the number of LCCs is of the orderO(n4), the loop in Steps
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(9-11) is also computed the same order of times. The computation in Step 10 takes O(n) time.
Accordingly, the overall complexity of the algorithm is O(n7). Again, the high complexity of
the algorithm results because the number of distinct regions that need to be considered is high
O(n4).
2.8 Experimental Results and Discussions for the DDG
(a) 12×12 grid, 4×4 fault region, varyingN over
K’s
(b) 20×20 grid, 5×5 fault region, varyingK over
N ’s
(c) 30 × 30 grid, 10 × 10 fault region, varying N
over K’s
(d) 30×30 grid, 5×5 fault region, varyingK over
N ’s
Figure 6: Experimental results showing impact of coding parameters N and K over storage
requirement σ
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Using the proposed DDG optimal algorithm we now present our simulation results that
demonstrate the impact of the choice of parameters N and K on grid networks. The experi-
ments were performed on n×n grid networks with n of size 12, 20, and 30, with 4 different
fault region sizes for each n. For each of the grids, and fault regions chosen, the experiments
were categorized and analyzed in two sets, namely – (i) varying parameter N keeping K con-
stant, whereK values ranged from 50 to 70 in steps of 5, and (ii) varying parameterK keeping
N constant, where N values ranged from 30 to 70 in steps of 10.
In our experiments we were able to observe that asN increases from initial value ofK,
i.e. the ratio between (N , K) increases, storage cost σ decreases, whereas when K increases,
i.e. the ratio between (N ,K) decreases, σ increases. We were also able to observe that when
N = K, σ was 2K confirming CASE II(i) of Theorem 2.4. Also, for a given value of K,
our experiments revealed the presence of a threshold value (T ) of N ≤ n beyond which σ
becomes constant for all values of N ≥ T , as shown in Figures 6a and 6c. We were also able
to observe that the rate of increase in σ as K approaches N was much steeper when K was
closer to N , in other words, the rate of increase in storage cost σ was not uniform, as shown
in Figures 6b and 6d.
2.9 Experimental Results and Discussions for the BCDDP
In this section, we present results of our experimentation to demonstrate the efficacy of
the proposed approximation algorithm HBD for the BCDDP and we compare its results with
the frequency based approach (FREQ) and the demand based approach (DMD) algorithms.
Whenever possible, we also show how the solution values of the three algorithms compare
against the optimal solution value, obtained by solving an Integer Linear Program formulation
of the BCDDP to completely cover the maximum number of LCCs with a specified budget.
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All the experiments are performed on two real fiber backbone networks of a major network
provider [12]: (i) USA network (147 nodes) and (ii) Europe network (46 nodes). The (x, y)
coordinates of a node on the network layout is taken to be the latitude and longitude of the
corresponding city in the map. A fiber link between two cities in the network map is taken
as a straight line between the corresponding nodes in the network layout. All distance units
in this section are in latitude and longitude coordinates (i.e., one unit is approximately 60
miles). We consider two parameters that impact the comparison results: (i) the radius of the
circular fault region r, and (ii) the number of file segments K required to reconstruct the file.
Our experiments have been conducted on a Dell 1955 Linux compute node that is part of a
high performance computing cluster. The node is provisioned with 8 cores of 2.66/2.83 GHz
processors, 8MB cache, and 16GB of memory. We compute the optimal solution of the BCDDP
using CPLEX Optimization Studio 12.5. We denote the optimal solution value as ILP .
For each of the two networks, our experiments have been carried out on the set of LCCs
that have resulted from all distinct fault regions, where the fault radii have been varied from 30
to 150 miles in steps of 30. The LCCs of all the distinct regions for the network layouts of the
graph have been computed using the method stated in [23]. In the experiments, N is taken to
be equal to the number of nodes in the graph, and K is chosen as 5, 10 and 15. For each of the
chosen values of K, the budget B for each run of the three algorithms has been varied from K
to the storage cost required by the algorithm to completely cover all LCCs. Since the volume
of these results is significantly large, we present in Fig. 7 a selected set of results by varying (i)
the budget B and (ii) the percentage of total number of regions covered comparisons between
theHBD,DMD andFREQ algorithms. Since determining the optimal solution value using
the ILP takes on average several hours for execution for each budget allocation, we have been
unable to compute the optimal solution for all cases and present results for the optimal solution
value in Fig. 7 whenever available. In Figs. 7 (a,b,c), we observe the variation of the number
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(a) Europe Network, Fault radius
r = 90 miles, No. of regions |R| = 537,
(N ,K)=(46, 10)
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(b) Europe Network, Fault radius
r = 120 miles, No. of regions |R| = 694,
(N ,K)=(46, 10)
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(c) Europe Network, Fault radius
r = 150 miles, No. of regions |R| = 915,
(N ,K)=(46, 15)
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(d) USA Network, Fault radius
r = 60 miles, No. of regions |R| = 2282,
(N ,K)=(147, 15)
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(e) USA Network, Fault radius
r = 90 miles, No. of regions |R| = 3123,
(N ,K)=(147, 10)
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(f) USA Network, Fault radius
r = 150 miles, No. of regions |R| = 4914,
(N ,K)=(147, 10)
Figure 7: Experimental storage budget vs percentage of total regions covered comparisons
between ILP, HBD, DMD, and FREQ solution results.
of resultant LCCs with a change in the fault radius r in the Europe network. In Figs. 7 (d,e,f),
we observe the same for the USA network. Because of the resource constraint, we could only
perform experiments with small K values with respect to N = 147 in the USA network.
From the results of our experiments (shown in Fig. 7), we make two observations: (i)
Both HBD and FREQ perform significantly better than DMD; (ii) Under certain scenarios HBD
performs slightly better than FREQ. In the following paragraphs, we provide explanations for
these observations.
Observation (i) can be explained by the fact that the final V ′ selected by the DMD
is heavily dependent on the very first choice of the node v to be included in the set V ′. All
subsequent choices of nodes to be included in V ′ depend on this choice of v. However, the
choice of v is random in the sense that at this stage of node selection, the demands of all the
LCCs are equal. A bad choice of initial selection may lead the DMD on a bad node selection
trajectory, eventually producing a significantly sub-optimal solution.
The explanation for observation (ii) lies with the insight that although both FREQ and
HBD start off by selecting the same set of nodes, they eventually diverge in their choice of
nodes to be included in V ′, because unlike FREQ, HBD assigns importance to the demand
aspect of the LCCs. In all of the Figs. 7 (a-c), we observe that HBD requires a smaller budget
compared to FREQ to achieve the same result, i.e., to achieve 100% coverage of the regions.
This implies that FREQ does indeed end up with many partially covered LCCs and hence
needs a higher budget than HBD to completely cover all the LCCs. For example, Fig. 7 (b)
shows a particularly bad scenario for FREQ where both HBD and ILP completely cover all the
regions (694 of them) with a budget of 20, whereas FREQ is able to cover only 670 of them.
The FREQ can provide 100% region coverage only if the budget is increased to 31. In Figs. 7
(d-f), for the USA network, we observe that HBD and FREQ perform identically, in fact they
select almost an identical set of nodes. The reason for this behavior is that we have conducted
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the experiments for the USA network with values of K up to fifteen whereas the number of
regions is in the order of thousands. For such a small value ofK, HBD and FREQ select almost
identical sets of nodes because the impact of demand is negligible in this scenario. We were
unable to perform experiments in this network with higher values forK because of the resource
constraint - for example, in Fig. 7 (e), the weight function of HBD requires the computation of
the first to tenth powers of p+ 1 where p = 3123, the number of regions of the USA network,
when the fault radius is 90 miles. Higher values ofK lead to even more intensive computation
which is beyond the capabilities of our current computational infrastructure.
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Chapter 3
BUDGET CONSTRAINED RELAY NODE PLACEMENT PROBLEM FOR MAXIMAL
“CONNECTEDNESS”
The relay node placement problem, because of its importance in wireless sensor net-
works, has been studied fairly extensively in the last few years [27]–[33]. The study of this
problem is conducted in a scenario where a number of sensors (nodes) have been placed in a
deployment area and often the objective is to place the fewest number of relay nodes in the
deployment area such that the resulting network comprising of sensor and relay nodes is con-
nected. As the deployment of relay nodes involves cost, it may not be possible to acquire and
deploy the number of relay nodes necessary to make the entire network connected, particularly
when one has to operate under a fixed budget. Although in this scenario, one has to give up
the idea of having a network connecting all the sensor nodes, one would still like to have a
network with high level of “connectedness”. In this chapter we introduce the notion of “con-
nectedness” for a disconnected graph and provide two metrics to measure it. The first metric
to measure connectedness of a disconnected graph is the number of connected components of
the graph. A lower number of connected components in a disconnected graph is an indicator
of a higher degree of connectedness of the graph. The second metric to measure connected-
ness of a disconnected graph is the size of the largest connected component of the graph. A
larger size of the largest connected component in a disconnected graph is an indicator of a
higher degree of connectedness of the graph. In this chapter we study the problem whose goal
is to design sensor networks with relay nodes to maximize “connectedness” subject to a fixed
budget constraint. Although resource constrained version of relay node placement problems
51
have been studied in literature [31]–[33], to the best of our knowledge, the problems investi-
gated in this chapter have not been studied earlier.
The problem scenario studied in this chapter is depicted diagrammatically in Fig 8. By com-
(a) Deployment of ter-
minal points
(b) Optimal solution
with a Budget of 2 re-
lay nodes
(c) Optimal solution
for objective 1, but not
for objective 2
(d) Optimal solution
for both objectives 1
and 2
Figure 8: Figure showing variation in placing relay nodes for different objectives and budget
constraints
munication range, we refer to the upper bound on transmission range. Consider a set of twenty-
three sensor nodes (shown as blue circles) deployed as shown in Fig. 8a. Since the mathemat-
ical abstraction of the relay node placement problem corresponds to the Geometric Steiner
Tree Problem, and the terms Steiner Points and terminal points are used in the abstraction,
where the Steiner Points and terminal points correspond to the locations of the relay and sensor
nodes respectively, in this chapter we have used the terms “sensor nodes” and “terminal points”
interchangeably. In Fig. 8a there are three clusters – the first one with ten terminal points, the
second one with eight, while the third with five. The intra-cluster distances are within the
communication range, whereas the inter-cluster ones are not. Suppose that the maximum inter
cluster distance is less than twice the communication range, and as such only one relay node
is sufficient for connecting any two clusters. If we have the option of placing two relay nodes
(shown as red squares), then under both metrics of connectedness, the placement of relay nodes
as shown in Fig. 8b is an optimal solution. However, if we have a budget of only one relay
node, the solution shown in Fig. 8c is an optimal solution under budget constraint according to
the first metric of connectedness. This is true as there are exactly two connected components
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which is the best that can be achieved with only one relay node. However, in this solution,
the largest connected component has thirteen nodes and is not optimal as per the second met-
ric. Fig. 8d shows the optimal placement of the relay node under budget constraint for the
second metric, where the largest connected component has eighteen terminal points. It may be
noted that this placement also results in an optimal solution under budget constraint according
to the first metric. In this dissertation, we have reported our findings using these two metrics.
As a future work, we are also considering a unified metric that measures “connectivity” of a
disconnected graph by combining the two metrics discussed here.
3.1 Problem Formulation
As discussed earlier, the goal of this study is to enhance (or maximize) the “connect-
edness” of a wireless sensor network with the deployment of a limited number of relay nodes.
As a first step in this direction, we formalize the notion of “connectedness” in two different
ways, and accordingly, formalize two separate problems. In both problems, we are given: (i)
the locations of a set of sensor nodes (terminal points) P = {p1, p2, . . . , pn} in the Euclidean
plane, (ii) the communication range R of the sensor and relay nodes, and (iii) a budget B on
the number of relay nodes that can be deployed in the sensing field. From the set of points P
and communication range R, we construct a graph G = (V,E) in the following way. Corre-
sponding to each point pi ∈ P we create a node vi ∈ V and two nodes vi and vj have an edge
ei,j ∈ E if the distance between the points pi and pj is at most R. It may be noted that the
graph G = (V,E) so constructed may be disconnected (i.e., it might comprise of a number of
connected components). The purpose of deploying the relay nodes is to make the augmented
graph, G′ = (V ′, E ′), (comprising of sensor and relay nodes) connected. Suppose that the B
relay nodes are deployed at pointsQ = {q1, q2, . . . , qB}. Corresponding to every point qi ∈ Q
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there is a node vi ∈ V ′−V and there is an edge between vi and a node vj ∈ V ′ if the distance
between the corresponding points qi and pj is at mostR (vj corresponds to pj). With unlimited
budget B, obviously this goal can be achieved. However, if the budget is smaller than the min-
imum number of relay nodes necessary to make the graph G′ = (V ′, E ′) connected, this goal
is unachievable. However, in this scenario, one would like to have the graph G′ = (V ′, E ′)
with as much connectedness as possible. This gives rise to the “connectedness” maximization
problem. The goal of creating the graph G′ = (V ′, E ′) with as much connectedness as possi-
ble, can be achieved by (i) deploying the relay nodes in a fashion that minimizes the number
of connected components ofG′ = (V ′, E ′), or (ii) deploying the relay nodes in a fashion that
maximizes the size of the largest connected components of G′ = (V ′, E ′). We refer to (i)
as Budget Constrained Relay node Placement with Minimum Number of Connected Com-
ponents (BCRP-MNCC) problem, and (ii) as Budget Constrained Relay node Placement for
Maximizing the Largest Connected Component (BCRP-MLCC) problem. In BCRP-MNCC,
a smaller number of connected components is an indicator of a higher level of connectedness
of the network. While in BCRP-MLCC, a larger size of the largest connected component is
an indicator of a higher level of connectedness of the network. We formally define these two
problems as follows:
Budget Constrained Relay node Placement with Minimum Number of Connected Compo-
nents (BCRP-MNCC)
Given the locations of n sensor nodes in the Euclidean plane P = {p1, p2, . . . , pn}, positive
integers R, C, and a budget B1 on the number of available relay nodes, is it possible to find
a set of Q = {q1, q2, . . . , qB1} points in the same plane where relay nodes can be deployed,
so that the number of connected components in the graph G′ = (V ′, E ′) corresponding to the
point set P and Q is at most C?
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Budget Constrained Relay node Placement withMaximum size of Largest Connected Com-
ponent (BCRP-MLCC)
Given the locations of n sensor nodes in the Euclidean plane P = {p1, p2, . . . , pn}, positive
integer R, C, and a budget B2 on the number of available relay nodes, is it possible to find a
set of Q = {q1, q2, . . . , qB2} points in the same plane where relay nodes can be deployed, so
that the size of the largest connected component in the graph G′ = (V ′, E ′) corresponding to
the point set P and Q is at least C?
The authors in [34] have shown that the Steiner Tree Problem with Minimum Number
of Steiner Points (STP-MSP) is NP-complete. As STP-MSP problem is a special case of both
BCRP-MNCC and BCRP-MLCC problems, and STP-MSP is NP-complete, we can conclude
that both BCRP-MNCC and BCRP-MLCC problems are NP-complete. In the following, we
elaborate on this point, starting with the formal statement of the STP-MSP problem.
Steiner Tree Problem with Minimum Number of Steiner Points (STP-MSP): Given a set of
n terminals points (location of sensor nodes) X = {p1, p2, ..., pn} in the Euclidean plane, and
positive integers R and B3, is there a tree T spanning a superset of X such that each edge in
the tree has a length of no more than R and the number C(T ) of points other than those in X ,
called Steiner points is at most B3? [34]
It may be observed that a special case of the BCRP-MNCC problem where B1 = B3
and C = 1 is equivalent to the STP-MSP problem. Similarly, it may be observed that a special
case of the BCRP-MLCC problem where B2 = B3 and C = n+B2, is equivalent to the STP-
MSP problem. Since both BCRP-MNCC and BCRP-MLCC problems are generalization of
the STP-MSP problem, we can conclude that both BCRP-MNCC and BCRP-MLCC problems
are NP-complete.
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3.2 Problem Solution
The budget unconstrained version of the relay node placement problem is equivalent
to the STP-MSP problem discussed earlier. The authors in [34] have shown that the problem
is NP-complete and provided an approximation algorithm with a performance bound of 5. A
follow-up paper has since reduced the factor to 3 [35]. The approximation algorithm in [34]
follows a Minimum Spanning Tree (MST) based approach. Although such an approach pro-
vides a constant factor approximation algorithm for the budget unconstrained version of the
relay node placement problem, such an approach cannot provide a constant factor approxima-
tion algorithm for the budget constrained version of the problem as shown in the example of
Fig. 9. In the figure there are three adjacent squares where length of each side is R′ + ϵ and
the distance from the circumcenter of the square to a corner point is R′.
Figure 9: Example to demonstrate that the ratio between the approximate to optimal can be
O(n) for any MST based approximation algorithm for BCRP-MNCC problem
In the BCRP-MNCC problem, the goal is to minimize the number of connected com-
ponents subject to the budget constraint. If we only consider the square with points 1 through
4 and the budget is 1, the optimal number of connected components will be 1 by placing the
relay node at the circumcenter of the square. However, in this case the MST based approach
will produce 3 connected components as only two of the nodes (1, 2), (1, 3), (2. 4) or (3, 4) can
be connected by a single relay node, if the location of the relay node is constrained to be on
a line of the MST. Using the same argument, when the locations of the sensor nodes is points
1 through 6 and the budget is 2, the the optimal number of connected components will be 1
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whereas the MST based approach will produce 4 connected components. If the locations of
the sensor nodes is points 1 through 8 and the budget is 3, the optimal number of connected
components will be 1 whereas the MST based approach will produce 5 connected components.
In general, such a placement of sensor nodes with n/2 nodes on the top row and n/2 nodes on
the bottom row as shown in Fig. 9 and a budget of n/2−1, whereas the optimal placement will
produce 1 connected component, the MST based approach will produce n/2 + 1 components.
As the the number of sensor nodes n can be arbitrarily large, the ratio between the approxi-
mate to the optimal solution of the BCRP-MNCC problem for the MST based approximation
algorithm can also grow arbitrarily large.
We next show in subsection 3.2.1 that the computation of the optimal solution of the
BCRP-MLCC problem even when the number of sensor nodes is as few as three is non-
trivial. And in subsection 3.2.2 we provide heuristic solutions for both the BCRP-MNCC and
BCRP-MLCC problems where the number of sensor nodes can be arbitrarily large.
3.2.1 Optimal Solution for a Special Case of the BCRP-MLCC
When the number of nodes is 2, i.e., n = 2, the BCRP-MLCC problem can be solved
trivially. Consider a special case of the BCRP-MLCC problem where n = 3, and the distance
between each of these nodes is more than the transmission range R. W.l.o.g, assume that
transmission range for a relay node is 1 unit, i.e. R = 1 otherwise we can always divide the
length of each side by R. Then, for any two nodes u, v on the two-dimensional plane, let Iu,v
be the interval formed by u, v as end points, and let |Iu,v| be the length of the interval, the
subsequent observation and lemmas follow:
Observation 1. If we want to make u communicate with v (in isolation w.r.t. other nodes), let
the minimum number of relay nodes we need to place be f(u, v), then f(u, v) = ⌈|Iu,v|⌉−1.
57
Lemma 3.1. Let u, v, x, y be four nodes on the two-dimensional plane, if |Iu,v| ≥ |Ix,y|,
then f(u, v) ≥ f(x, y).
Lemma 3.2. If |Iu,v| is an integer and |Iu,v| − 1 < |Ix,y| ≤ |Iu,v|, then f(u, v) = f(x, y).
Given three nodes A,B,C on the two-dimensional plane, we want to find the mini-
mum number M of relay nodes such that A,B,C can communicate with each other. If B2
is at least M , then the optimal solution is 3. Otherwise, the optimal solution is at most 2
and can be computed trivially. Here, we assume A,B,C are not on a straight line, other-
wise, the problem can be solved easily by considering two intervals. Therefore, we consider
the setting that A,B,C forms a triangle. It may be also noted that if the length of the small-
est side of the triangle is at most 1, the problem becomes trivial as well. W.l.o.g, we say
that if the side A,B is shorter than 1, then A,B can communicate with each other directly.
So we only need to consider link A,C or B,C. From Observation 1 the solution will be
min{f(A,C), f(B,C)} = min{⌈|IA,C |⌉ − 1, ⌈|IB,C |⌉ − 1}. Hence, we consider scenarios
where all side lengths are greater than 1. Evidently, in such a scenario, we need to place at
least one relay node and we should place all relay nodes within the triangle area.
(a) Figure depicting the point D. (b) Figure with paths P and Q.
Figure 10: Constructions for proof of Claim 1
Claim 1. There exists an optimal solution which contains a relay nodeD, such that all the
other relay nodes are located on the intervals IA,D and IB,D and IC,D. In other words, the
resulting solution looks like a star as shown in Fig. 10a.
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Proof. Given any optimal solution, we know the location of all relay nodes. Since A,B can
communicate with each other (Fig. 10b), there must be a path A − B, path P = (A =
v1, v2, ..., vn = B) using relay nodes as intermediate vertices. Similarly, there is an A − C
path Q = (A = u1, u2, ..., un = C). It can be noted that there is no other relay node that is
not in P ∪Q as A,B,C is already connected.
We sayD is the common node of P,Q, in addition,D has the largest index on P . Such
a D exists since A = v1 = u1 is a candidate. After obtaining D, we divide P into two sub-
pathsA−D andD−B. Since our objective is to minimize the number of relay nodes, both of
these sub-paths should be intervals. We consider the same for path Q, and the resulting shape
looks like a star (in some cases, the resulting shape overlaps two sides of the triangle when D
is located at the same location as one of A or B or C.
For any triangle, w.l.o.g, say (B,C) is the longest side with length L. Then, it takes
at least Θ(⌈L⌉) time to compute the coordinates of all the relay nodes. Next we will present
an algorithm that finds the minimum number of required relay nodes in O(L2) time. The
main idea behind the algorithm is to consider the possible options for the optimal location of
D. We see that once the location of D is fixed, the other relay nodes can be placed greedily
at unit distance apart (since R = 1) from each other along IA,D, IB,D and IC,D and we can
conclude upon the required minimum number of relay nodes for this choice of location of
D. We categorize the different options of location of D into three major ‘Scenarios’ which
are further divided into different cases. For each setting, we compute the optimal location of
D and the total number of relay nodes needed for that choice of D. We finally consider the
location of D which minimizes the total required number of relay nodes over all categories to
obtain the solution for BCRP-MLCC when n = 3. The three major scenarios considered are
as follows:
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Scenario 1: D is located inside the triangle (not on a side).
Scenario 2: D is located on side AC.
Scenario 3: D is located on either side BC or AB.
We describe Scenario 1 in details and omit the descriptions and analysis of Scenarios 2 and 3
which follow similarly.
Scenario 1: As mentioned earlier, Scenario 1 is when D is located inside the triangle (not on
a side) shown in Fig. 11a.
(a) Location of point D (b) Claim 2 Proof Construction
Figure 11: Scenario 1
Claim 2. In scenario 1, there is an optimal solution such that |IC,D| is an integer.
Proof. We pick an optimal solution such that α = ∠BAD is the smallest. Since D is located
inside the triangle, α > 0. Let CIRP,r be the circle whose centre is P with radius R, then
D is on the circumference of CIRA,|IA,D| as well as CIRB,|IB,D| as shown in Fig. 11b. Sup-
pose |IC,D| is not an integer, say |IC,D| = M − ϵ,M ∈ N+. Then we can move D along
circumference of CIRA,|IA,D| a very small distance, such that ∠BAD′ < α and ∠D′AD ≤
min{α, ϵ|IA,D|}. By triangular inequality , |IC,D′ | < |IC,D|+ |ID,D′ | < |IC,D|+ |DD’
⌢| =≤M .
According to Lemma 3.2, f(C,D) = f(C,D′). Next we consider IA,D′ . By the construc-
tion of D′, |IA,D| = |IA,D′ | which implies f(A,D) = f(A,D′). Finally, we consider
IB,D′ . Since CIRA,|IA,D| intersects CIRB,|IB,D| at D, D′ must be within CIRB,|IB,D|, hence
|IB,D′| < |IB,D| and f(A,D′) + f(B,D′) + f(C,D′) < f(A,D) + f(B,D) + f(C,D).
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However, based on our choice of D and α, this is a contradiction. So, such a D′ does not exist
and |IC,D| must be an integer.
Next we show that in Scenario 1 (i) either |IA,D| is an integer, or (ii) one of ∠ADC
and ∠ADB is pi
2
.
(a) Case (i) (b) Case (ii)
Figure 12: Constructions for Case (i) and Case (ii) under Scenario 1
Case (i): |IA,D| is integral: In this case, as presented in Algorithm 3, we enumerate |IA,D| and
|IC,D| (since both are integers), the intersection point (if there are two intersection points, we
pick the one inside the triangle) of CIRA,|IA,D| and CIRC,|IC,D| will be the candidate of D
(Fig. 12a). Among all candidates, the one that minimizes f(A,D) + f(B,D) + f(C,D) is
the final candidate.
Algorithm 3: Algorithm to compute scenario 1.(i)
1 for i = 0 to ⌊L⌋ do
2 for j = 0 to ⌊L⌋ do
3 Compute intersection point, say D, of CIRA,i and CIRC,j if two circle
intersects;
4 if the intersection point is inside triangle then
5 Compute f(A,D) + f(B,D) + f(C,D) using f(A,D) = ⌈|IA,D|⌉ − 1
etc;
6 Choose D that minimize f(A,D) + f(B,D) + f(C,D), call it D1;
7 return;
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Case (ii): |IA,D| is not integral: By the choice ofD, |IA,D| cannot be extended. There could be
only two reasons for this: either ∠ADC = pi
2
, i.e., AD is a tangent line of circle CIRC,|IC,D|;
or∠ADB = pi
2
, i.e.,AD is a tangent line of circleCIRB,|IB,D|. This gives rise to the following
sub-cases:
(a) Sub-Case 1 (b) Sub-Case 2
Figure 13: Constructions for Scenario 1, Case (ii), Sub-Cases I and II
Sub-Case I:∠ADC = pi
2
: As presented in Algorithm 4, we can enumerate over integer values
of |IC,D|. Then we can compute a tangent AD to CIRC,|IC,D| and get coordinates of D (Fig.
13a). Among all different Ds, choose the one that minimize minimizes f(A,D)+ f(B,D)+
f(C,D) as final candidate.
Algorithm 4: Algorithm to compute scenario 1.(ii).I
1 for i = 0 to ⌊L⌋ do
2 Compute tangent line AD to circle CIRC,i;
3 if the intersection point is inside triangle then
4 Compute f(A,D) + f(B,D) + f(C,D);
5 Choose D that minimize f(A,D) + f(B,D) + f(C,D), call it D2;
6 return;
Sub-Case II: ∠ADB = pi
2
: Let E be the mid point of AB, then by knowledge of geometry,
D lies on the circumference of CIR
E,
|AB|
2
. As presented in Algorithm 5, again we enumerate
over integral values of IC,D and compute intersection point of CIRE, |AB|
2
and CIRC,|IC,D|
(Fig. 13b).
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Algorithm 5: Algorithm to compute scenario 1.(ii).II
1 for i = 0 to ⌊L⌋ do
2 Compute intersection point of CIRC,i and CIRE, |AB|
2
where E is mid point of side
AB;
3 if the intersection point is inside triangle then
4 Compute f(A,D) + f(B,D) + f(C,D);
5 Choose D that minimize f(A,D) + f(B,D) + f(C,D), call it D3;
6 return;
3.2.2 Heuristic Solution for BCRP-MNCC with Arbitrary Number of Sensor Nodes
Our heuristic solution for the BCRP-MNCC problem is based on a Minimum Spanning
Tree (MST) on the terminal points (sensor nodes). First we construct a weighted complete
graph where each node represents a terminal point. The weight of an edge e connecting nodes
vi and vj is equal to the ceil of the Euclidean distance length(e) between the corresponding
terminal points pi and pj divided by R and less one, where R is the communication range, i.e.,
w(e) = ⌈ length(e)
R
⌉ − 1. This weight w(e) represents the number of relay nodes that will be
needed to enable communication between the sensor nodes at the two ends of this edge. We
then compute an MST on this graph. If the length of an edge of the MST is at most R, the two
sensor nodes connected by this edge do not need any relay node for communication. However,
if the length of an edge of the MST is greater than R, some relay nodes will be needed for
communication between the sensor nodes connected by this edge. We place the relay nodes
on the MST edge (i.e., the line connecting the terminal points) and the number of relay nodes
needed to enable communication between two sensor nodes will be equal to w(e).
If the budget on the number of available relay nodes is sufficient, i.e., if∑
e∈E(T ′)w(e) ≤ B1, the number of connected component is one and we directly output
the solution. Otherwise, we are short of relay nodes and we successively remove some of
the edges of T ′ till such time that the number of required relay nodes becomes less than or
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equal to the budget. It may be noted, removal of one edge from the MST increases the number
of connected components by exactly one. We follow a greedy approach for edge removal
sequence in that at every stage of the removal process, we remove the highest weighted edge,
breaking ties arbitrarily (Algorithm 6).
Algorithm 6: Heuristic for BCRP-MNCC problem
1 Create a weighted complete graph G = (V,E) from the set of given terminal points P .
Assign weight of each edge as w(e) =
⌈
length(e)
R
⌉− 1;
2 Create an MST T ′ of G ;
3 while
∑
e∈E(T ′)w(e) > B1 do
4 Remove the edge that has the maximum weight from T ′; breaking ties arbitrarily;
5 return the resulting forest obtained from T ′ ;
3.2.3 Heuristic Solution for BCRP-MLCC with Arbitrary Number of Sensor Nodes
Our heuristic for the BCRP-MLCC is based on the k-MST problem, where one is given
an undirected graph G with non-negative costs c(e) for the edges e ∈ E(G) and an integer k,
and the problem is to find the minimum-cost tree in G that spans at least k vertices. Compu-
tation of k-MST is a well studied problem. [36] and [37] present 1 + ϵ approximate solutions
for the k-MST problem. Our heuristic (Algorithm 7) for the BCRP-MLCC creates a graph
G using the same techqniue as in the BCRP-MNCC problem. Next, it computes k-MST say
T ′ with decreasing value of k starting with k = n, where n is the number of terminal nodes.
Once a k-MST, say T ′ is computed, if the weight of the tree T ′ i.e.,
∑
e∈E(T ′)w(e) does not
exceed the budget, our procedure stops and outputs the nodes of T ′ as the largest connected
component. Otherwise it computes k-MST once again with the value of k decremented by one
and then checks if the number of relay nodes needed is within the specified budget.
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Algorithm 7: Heuristic for solving BCRP-MLCC problem
1 Create a weighted complete graph G = (V,E) from the set of given terminal points P .
Assign weight of each edge as w(e) =
⌈ length(e)
R
⌉− 1;
2 for k = n to 2 do
3 Create an approximate k-MST T ′ on G ;
4 if
∑
e∈E(T ′)w(e) ≤ B2 then
5 return T ′ as the solution of BCRP-MLCC;
6 return any arbitrary terminal point as solution;
3.3 Experimental Results
In this section, we present the results of our experimental evaluations of Algorithms 6
and 7. To compute the MST for BCRP-MNCC, we use Prim’s algorithm and for k-MST for
BCRP-MLCC, we use algorithm presented in [38]. In order to evaluate the performance of
the heuristics for BCRP-MNCC and BCRP-MLCC problems presented in Algorithms 6 and
7, we need to know both the approximate and the optimal solution for the problem instances.
Whereas, approximate (heuristic) solution to the problem instances can be obtained by running
Algorithms 6 and 7, optimal solution to the problem instances is not obvious using Integer
Linear Programming (which is often used in similar problems scenarios) as the placement of a
relay node can be at any point in the deployment area and the number of such points are infinite.
To overcome this constraint, we created data sets by placing the sensor nodes at specific loca-
tions in the deployment area so that we can compute the optimal solution for a specified budget
easily. We manually created 33 datasets, each with 20 sensor nodes and a fixed communica-
tion range, varying the (i) the sensor node deployment pattern and the (ii) relay node budget,
in a way that we know the optimal solution for these problem instances. The ratio between the
heuristic to optimal solution for the BCRP-MNCC and BCRP-MLCC problems are shown in
Fig. 14. On the X-axis of Fig. 14 we have data sets 1 through 33 and on the Y-axis have the
ratio of the heuristic to the optimal solution for problem instance (i.e., a specific data set). It
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may be observed that the ratio between heuristic to optimal was never lower than 0.5 for the
BCRP-MLCC problem but for the BCRP-MNCC problem this rato was as large as 11. As we
have observed earlier in section 3.2, an MST based solution to the BCRP-MNCC problem can
perform poorly, if the sensor nodes have some specific (bad) deployment pattern. The poor
performance of the BCRP-MNCC heuristic for some problem instances can be explained by
this observation.
(a) Plot of experimental results for BCRP-MNCC prob-
lem
(b) Plot of experimental results for BCRP-MLCC prob-
lem
Figure 14: Experimental results plotting the ratio of the heuristic to the optimal solutions for
different datasets for the BCRP-MNCC and the BCRP-MLCC problems.
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Chapter 4
PROGRESSIVE RECOVERY FROM FAILURE IN MULTI-LAYERED
INTERDEPENDENT NETWORK USING A NEW MODEL OF INTERDEPENDENCY
In recent years the research community is becoming increasingly aware of the fact that
the critical infrastructures of a nation are heavily interdependent for being fully functional. Let
us consider the complex interdependencies that exist between the electric power grid and the
communication network. The power grid entities, such as the SCADA systems control power
stations and sub-stations. Such SCADA systems receive the critical commands for proper
functioning through communication networks. On the other hand, electric power is imperative
for communication network entities, such as routers and base stations, to operate.
In order to understand the nuances of the interdependencies between multi-layered net-
works, the research community has made significant efforts over the past few years [39]–[43].
Although, quite a few models have been proposed to analyze such interdependent networks,
most of the models are too simplistic. Thus, unfortunately these models fail to fully capture
the complexities pertaining to the interdepedence of power grid and communication networks.
In [39], the authors assume that each entity in a network depends on exactly one entity of the
other network. However, in a follow up paper [40], the same authors modify this assumption
of theirs, simply because in the real world, an entity of a network can in fact depend on multiple
entities of the other network.
The generalized model of [40] can account for disjunctive dependency of an entity in
network A (say ai) on multiple entities in the network B (say, bj and bk), which implies that
ai may be “alive” (functional) if either bi or bj is alive (functional). However, their model still
cannot account for conjunctive dependency of the form that for ai to be “alive”, both bj and bk
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must be alive. Furthermore, it is quite likely, that in a real world network the dependency might
be even more complex being a combination of both disjunctive and conjunctive components.
For e.g., ai may be alive if (i) bj and bk and bl are alive, or (ii) bm and bn are alive, or (iii)
bp is alive. The graph based interdependency models proposed in [39]–[44], cannot capture
such complex interdependency. In order to overcome these shortcomings of the models in the
existing literature, we have recently proposed the Implicative Interdependency Model (IIM)
[45] which uses Boolean logic to capture such complexities.
It may be noted that as entities of network A are dependent on entities of network B,
which in turn depend on entities of network A, the failure of a small number of type A or B
entities can trigger a cascade of failures in multi-layered networks resulting in a failure of a
large number of entities. Suppose that V (A) = {a1, . . . , an} is the set of entities of network
A and V (B) = {b1, . . . , bm} is that of network B. Further, AOf ⊆ V (A), BOf ⊆ V (B)
represent the subset of A and B type entities respectively whose failure originally, results in
the failure of Acf ∪ Bcf through the cascading failure process. In this case, the set AOf ∪ BOf ,
must be repaired to take the system back from its degraded state to its pre-failure state. Suppose
that AOf = {a1, . . . , as} and BOf = {b1, . . . , bt}. Every time an element of AOf or BOf is
repaired, the system moves towards its pre-failure state. However, improvement of system
utility (formally defined in Section 4.2) after repair of an element ai ∈ AOf (say), may be
quite different from that after repair of another element aj ∈ AOf . Accordingly, the sequence
in which the elements of AOf and BOf are repaired have significant impact on system utility
during the recovery process. The goal of the Progressive Recovery Problem is to find the
repair sequence of the elements of AOf ∪BOf , so that the system utility is maximized over the
entire recovery process. The problem is described in detail in Section 4.2.
We discuss the IIM model in details in Section 4.1. Utilizing the IIM model, we study
the progressive recovery problem in an interdependent multi-layered networked system. In
68
Section 4.2, we formally define the Progressive Recovery Problem. In Section 4.3, we show
that this problem can be solved in polynomial time for some special case, whereas for some
others, the problem is NP-complete. We provide two approximation algorithms for two special
cases of the problem with a performance bound of 2 and 4 respectively. For the most general
version of the problem, we provide an optimal solution utilizing Integer Linear Programming
and as well a heuristic. Finally, in Section 4.4, we evaluate the efficacy of our heuristic us-
ing both synthetic data and real power grid and communication network data collected from
Phoenix metropolitan area. The experiments show that our heuristics almost always produce
near optimal solution.
4.1 Implicative Interdependency Model (IIM)
As mentioned earlier, the Implicative Interdependency Model (IIM) [45] was pro-
posed to overcome the limitations of the earlier models [39], [40]. If the network A entity ai
is operational (“alive”) if (i) the network B entities bj, bk, bl are operational, or (ii) bm, bn are
operational, or (iii) bp is operational, we express this in terms of live implications of the form
ai ← bjbkbl + bmbn + bp. Similarly, we can express the live implication for a B type entity
br. We refer to the live implications of the form ai ← bjbkbl + bmbn + bp also as First Order
Implicative Dependency Relations (IDRs), because these relations express direct dependency
of the A type entities on B type entities and vice-versa. It may be noted however that as A
type entities are dependent on B type entities, which in turn depends on A type entities, the
failure of some A type entities can trigger the failure of other A type entities, though indirectly,
through some B type entities. Such an interdependency creates a cascade of failures in multi-
layered networks when only a few entities of either A type or B type (or a combination) fail.
It may be observed that the IIM model is essentially a Boolean [46]. However, to the best of
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our knowledge, such modeling has not been previously used in analyzing progressive recovery
techniques in interdependent infrastructure networks.
The IDRs can be formed either through a power-flow analysis of the multi-layer net-
work (similar to the ones carried out by the engineers at FERC [47], and also by the researchers
at Columbia University [48] for the power grid), or by consultation with the engineers of the
local utility and Internet service providers. It may be noted that it is possible that A type en-
tities may depend on A type entities themselves, similarly, B type entities may depend on B
type entities too. The IIM model can deal with such a scenario by not distinguishing between
A and B type entities and treating them as a third type entity C. Moreover, the concept can
easily be generalized to deal with networks with more than two layers.
4.2 Progressive Recovery Problem
Let AOf ⊆ V (A), BOf ⊆ V (B) represent the subset of A and B type entities respec-
tively whose failure initiates a cascade of failures and let Acf ∪ Bcf represent the entities that
failed due to the cascading process. So, the set AOf ∪BOf , must be repaired to take the system
from its degraded state back to its normal functioning state where all entities should be func-
tional (alive). We call such a set AOf ∪ BOf as the set of original failures and for notational
simplicity denote it byDO. W.l.o.g, we assume that no IDR has an entity di ∈ DO on the LHS.
Also, the entire set of failed entities i.e., (AOf ∪BOf )∪ (Acf ∪Bcf ) is denoted by Df . Suppose
that DO = {d1, d2, . . . , dp}, where di ∈ AOf ∪ BOf . Obviously, the p entities of the set DO
must be repaired to take the system back to its normal functioning state. Suppose that only
one failed entity di ∈ DO can be repaired in one unit of time. Since the real world utilities of
the failed entities ofDf may be different, the sequence in which the entities inDO are repaired
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Table 4: IDR’s for a Power Com-
munication Network
Power Net. Comm Net.
a1 ← φ b1 ← a1a2
a2 ← φ b2 ← a1 + a2
. . . b3 ← a1
Table 5: SUOT [T ] for re-
pair sequence (a2, a1)
Timestep (t) 0 1 2
SUIT (t) 0 40 110
SUOT [T ] 0 40 150
Table 6: SUOT [T ] for re-
pair sequence (a1, a2)
Timestep (t) 0 1 2
SUIT (t) 0 80 110
SUOT [T ] 0 80 190
becomes important. We illustrate this with the help of an example. Suppose that the IDRs of
an interdependent power-communication network are as given in Table 4.
In this two layer network, when a1, a2 fail, we see that b1, b2, b3 also fail. In order
to return the system to its normal operational state both a1 and a2 must be repaired. How-
ever, whether a1 is repaired first and then a2, or the other way around, will have an impact
on system utility. Suppose that the utility of an entity ai is denoted by u(ai) and is defined
as the benefit obtained when the entity ai is operational. Similarly, we define utility u(bj) for
entity bj . Also, let xai(t) be the indicator variable for entity ai such that xai(t) = 1 if the
entity ai is operational at time t and 0 otherwise. Indicator variable xbj(t) is defined simi-
larly for entity bj . We define System Utility at Instance of Time t, denoted by SUIT (t) as:
SUIT (t) =
∑
ai∈V (A) u(ai)xai(t) +
∑
bj∈V (B) u(bj)xbj(t), and System Utility Over Time
interval 0 to T as SUOT [T ] as: SUOT [T ] =
∑T
t=0 SUIT (t).
In this example, DO = {a1, a2} and Df = {a1, a2, b1, b2, b3}. Let the utilities of the
entities be as follows: u(a1) = 10, u(a2) = 10, u(b1) = 20, u(b2) = 30, u(b3) = 40. In
our analysis, we assume that if an entity di ∈ DO is fixed at timestep t, then all the entities
fixed due to the cascade initiated by fixing of di are also fixed at timestep t, i.e., we ignore
the cascade propagation time. If the repair sequence is a2 followed by a1, then a2 and b2 are
operational at t = 1, and all of a1, a2, b1, b2, b3 are operational at t = 2. If on the other hand,
the repair sequence is a1 followed by a2, we have that a1, b2, b3 are operational at t = 1 and all
of a1, a2, b1, b2, b3 are operational at t = 2. The SUIT (t) and SUOT [T ] values at different
time steps, corresponding to the two different repair sequences are shown in Tables 5 and 6.
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From this example, it is clear that the sequence in which the failed entities are repaired has an
impact on the system utility over time SUOT [T ]. The system utility over time, SUOT [T ],
for the second sequence (a1, a2) is 190, whereas the SUOT [T ] for the first sequence (a2, a1)
is 150. Clearly, the second sequence is preferable over the first. The goal of the progressive
recovery problem is to identify the repair sequence in such that the system utility over time
SUOT [T ] is maximized.
Algorithm 8: Polynomial Algorithm for Progressive Recovery Problem in Case 1
Input :(i) A set S of IDR’s of implications of the form of x← y, where
x, y ∈ V (A)∪ V (B), (ii) A set of original fault entities DO ⊆ V (A)∪ V (B),
(iii) A set of failed entities Df ⊆ V (A) ∪ V (B), (iv) utility of each entity in
Df
Output :An ordering σ(DO) such that if the entities of DO are activated in that order,
the value of SUOT[T] is maximized.
1 We construct a directed graph G = (V,E), where V = V (A) ∪ V (B). For each IDR
x← y in S, where x, y ∈ V (A) ∪ V (B), we introduce a directed edge (y, x) ∈ E;
2 For each node di ∈ DO, we construct a transitive closure set Cdi as follows: If there is a
path from di to some node x ∈ V in G, then we include x in Cdi . We call each di to be
the seed entity for the transitive closure set Cdi . This physically means that if di fails,
all elements in Cdi fail;
3 Sort the transitive closure sets Cdi ′s, where the ranks of the closure sets are determined
by the sum of the utilities of the failed entities belonging to each closure set. The sets
with a larger sum of utilities of failed entities are ranked higher than the sets with a
smaller sum. Return the seed entities of the sorted transitive closure sets as the
required ordering of the entities of DO;
4 return;
4.3 Computational Complexity and Solutions
4.3.1 Case 1: Problem Instance with One Minterm of Size One
In this case, an IDR in general has the following form: xi ← yj where xi and yj belong
to networks A (B) and B (A) respectively. For e.g., in the IDR ak ← bl belonging to Case
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1, xi = ak, yj = bl. It may be noted that a conjunctive implication of the form ai ← bjbk
can also be written as two separate implications ai ← bj and ai ← bk. However, such cases
are considered in Case 3 and is excluded from consideration in Case 1. The exclusion of such
implications implies that the entities that appear on the LHS of a set of IDRs in Case 1 are
unique. So, the in-degree is unity for each node v ∈ V (G), G being the graph created by
Algorithm 8. This property enables us to develop a polynomial time algorithm for the solution
of the Progressive Recovery Problem for this case. We present the algorithm next.
Time complexity of Algorithm 8: Step 1 takes O(n+m+ r) time, where |V (A)| =
n, |V (B)| = m, |S| = r. Step 2 can be executed in at most O((n +m)3) time. A standard
sorting algorithm in step 3 takes O(|DO|log|DO|) time. Since, |DO| ≤ n + m, hence the
overall time complexity is O((n+m)3).
Theorem 4.1. For each pair of transitive closure sets Cdi and Cdj produced in step 2 of
Algorithm 8, Cdi ∩ Cdj = ∅ where di ̸= dj, di, dj ∈ DO.
Proof: Consider, if possible, that there is a pair of transitive closure sets Cdi and Cdj where
Cdi ∩ Cdj ̸= ∅. If Cdi ∩ Cdj = Cdi or Cdi ∩ Cdj = Cdj , it means that di ∈ DO or dj ∈ DO
appears on the LHS of an IDR - this is a contradiction to our assumption that DO is the set
of original failures. So, let Cdi ∩ Cdj ̸= Cdi and Cdi ∩ Cdj ̸= Cdj . Let dk ∈ Cdi ∩ Cdj .
This implies that there is a path from di to dk (path1) as well as there is a path from dj to dk,
(path2). Since, di ̸= dj , there is some entity, say dl, in the path1 such that dl also belongs to
path2. It may be noted that dl may be dk, yet dl can not be di or dj because in the latter cases
either Cdi ∩ Cdj = Cdi or Cdi ∩ Cdj = Cdj . W.l.o.g, let us consider that dl be the first node
in path1 such that dl also belongs to path2. This implies that dl has in-degree greater than 1.
This in turn implies that there are two IDRs in the set of implications S such that dl appears
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in the LHS of both. This is a contradiction because this violates the characteristic of the IDRs
in Case 1.
Theorem 4.2. Algorithm 8 gives an optimal solution for the Progressive Recovery Problem
in a multi-layer network for Case 1 dependencies.
Proof: We match the solution σ′ of Algorithm 8 with the optimal ordering σOPT . We
say that there is a mismatch at position r, when comparing σ′ with σOPT , such that di is the rth
entity in σ′, while dj is the rth entity in σOPT and
∑
x∈Cdi u(x) ̸=
∑
y∈Cdj u(y). So, when
comparing σ′ and σOPT , if there are no mismatch as defined, we say that the greedy Algorithm
8 does as good as the optimal solution. Otherwise, let r be the first position of mismatch from
the left. By theorem 4.1, we know that Cdi ∩ Cdj = ∅ where di ̸= dj, di, dj ∈ DO. Since,
the greedy algorithm did not choose dj and chose di instead, it means that
∑
x∈Cdi u(x) >∑
y∈Cdj u(y). So, replacement of di with dj reduces the total number of entities fixed at the
rth selection of an entity in DO to be fixed. This means that the SUOT[T] value as achieved
by greedy will be more than the optimal solution - this is a contradiction. So, the algorithm in
fact returns an optimal solution.
4.3.2 Case 2: Problem Instance with Arbitrary number of Minterms of Size One
In this case, the IDRs to be considered are in the general form of xj ←
∑k
i=1 yi, such
that xj belongs to network A(B) and yi belongs to network B(A). For e.g., ap ← bq+ br+ bs
is an IDR belonging to Case 2.
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4.3.2.1 Proof of Hardness
We can show that the min sum set cover (mssc) [49] problem, which is shown to be
NP − hard, can be reduced to a special case of the Progressive Recovery Problem if all the
IDRs are in Case 2. This indicates our Progressive Recovery Problem is also NP-hard if all the
IDRs are in Case 2. Following is a brief discussion of the reduction.
Min sum set cover (mssc ) Viewing the input as a hypergraph H(V,E), a linear order-
ing is a bijection f from V to {1, ..., |V |}. For a hyperedge e and linear ordering f , defining
f(e) as the minimum of f(v) over all v ∈ e. The goal is to find a linear ordering that minimizes∑
e f(e).
For any instance I inmssc, sayH(V,E) is the input hypergraph. For each node v ∈ V ,
we create an entity bv with u(bv) = 0, and let DO = {bv|v ∈ V }. For each edge e ∈ E,
we create an entity ae with u(ae) = 1. Also, we create an IDR of the form as ae =
∑
v∈e bv.
Clearly, we construct a Progressive Recovery Problem instance in polynomial time with respect
to the input size |V | and |E|. We denote this instance by L. It is easy to check that if we
can solve L optimally, we can also obtain optimal solution for I , since their objectives are
equivalent. Hence, unless P = NP , it is impossible to solve Progressive Recovery Problem
in polynomial time even if all IDRs belong to Case 2, which means it is NP − hard.
4.3.2.2 Optimal Solution using Integer Linear Programming
Here we provide an ILP formulation for the Progressive Recovery Problem. Let statetai
(similarly statetbj ) be the indicator variable capturing the state of entity ai of network A (simi-
larly bj belonging to network B) at timestep t. Let statetai = 0 if entity ai is dead at timestep
t, and statetai = 1 if entity ai is indeed alive at timestep t,1 ≤ t ≤ |DO|. The state variables
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for entities bj of network B are defined likewise. Let the indicator variable ut, 1 ≤ t ≤ |DO|
give the value of SUIT (t) (defined in section 3). The objective of the ILP can be written as
maximize
∑|DO|
t=1 ut where
∑|DO|
t=1 ut gives the value of SUOT [|DO|] (SUOT [T ] is defined
in section 3). It may be recalled that the objective of the Progressive Recovery Problem is to
find the optimal ordering in which the entities in DO should be activated such that SUOT [T ]
is maximized. The constraints of the ILP are as follow:
1. ut =
∑
di∈Df u(di) × statetdi , 1 ≤ t ≤ |DO|: This constraint computes the value
of ut, 1 ≤ t ≤ |DO| as the sum of the utilities of all the entities which are alive in timestep t.
Here, u(di) gives the utility value for the entity di, 1 ≤ i ≤ |Df | and is provided as input to
the problem.
Now, for each entity di ∈ DO, let the indicator variable acttdi = 1 if di is activated
at timestep t and acttdi = 0 otherwise, where 1 ≤ t ≤ |DO|. So, we have the following
constraints:
2.
∑|DO|
t=1 act
t
di
= 1,∀di ∈ DO: This constraint ensures that each entity di ∈ DO is
activated exactly once during the time interval t = 1 to t = |DO|.
3.
∑
di∈DO act
t
di
= 1, 1 ≤ t ≤ |DO|: This constraint ensures that in each timestep
1 ≤ t ≤ |DO|, exactly one entity di ∈ DO is activated.
4. state0di = 0∀di ∈ Df : This constraint ensures that at timestep t = 0, all entities in
Df are in dead condition.
5. statetdi = state
t−1
di
+acttdi ,∀di ∈ DO, 1 ≤ t ≤ |DO|: This constraint ensures that
the state of an entity di ∈ DO at timestep t must be the same as that in timestep t − 1 unless
di is activated at timestep t. Also, if an entity di ∈ DO is alive at timestep t, it remains alive
in timesteps t+ 1, t+ 2, . . . , |DO|.
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Also, in general form, for each IDR of Case 2, say xj ←
∑k
i=1 yi, we have the following
linear constraints. These two constraints ensure that entity xj is alive only when at least one
of yi, 1 ≤ i ≤ k is alive.
6.a statetxj ≥ statetyi , 1 ≤ i ≤ k, 1 ≤ t ≤ |DO|
6.b statetxi ≤
∑k
i=1 yi, 1 ≤ t ≤ |DO|
For e.g., if we have an IDR of the form a1 ← b1 + b2, for an instance of the Progres-
sive Recovery Problem having |DO| = 2, then this IDR, leads to the following constraints:
state1a1 ≥ state1b1 ,state1a1 ≥ state1b2 , state2a1 ≥ state2b1 ,state2a1 ≥ state2b2 , state1a1 ≤
state1b1 + state
1
b2
,state2a1 ≤ state2b1 + state2b2 . Thus, given an instance of the Progressive
Recovery Problem, we can compute the optimal sequence in which the entities of DO should
be activated by solving this ILP.
4.3.2.3 Approximation Algorithm for a Special Subcase
In our Progressive Recovery Problem, we can transform the IDRs such that the RHS
of each IDR consists of only entities of DO. Considering the subcase of our problem such that
utilities of all the entities are equal, the objective of this subcase of our problem is identical to
that of the mssc problem [49] for which the authors provide a 4−approximation algorithm.
4.3.3 Case 3: Problem Instance with One Minterm of Arbitrary Size
In case 3, the general form of the IDRs to be considered is given by xj ←
∏k
i=1 yi,
such that xj and yi are entities belonging to network A(B) and B(A) respectively. For e.g.,
ap ← bq × br × bs is an IDR belonging to Case 3.
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4.3.3.1 Proof of Hardness
It is possible to show that the Minimum Latency Set Cover Problem (MLSC) [50],
proven as NP-hard, can be reduced to a special case of the Progressive recovery problem if all
the IDRs are belong to Case 3.
Theminimum latency set cover problem (MLSC )The problem is defined as follows:
Let J = {J1, J2, ...., Jm} be a set of jobs to be processed by a factory. Each job Ji has a non-
negative weight wi. Let T = {t1, t2, . . . , tn} be a set of tools. Job j is associated with a
nonempty subset Sj ⊆ T . In each time unit, a single tool can be installed by the factory
. Once the entire tool subset Sj has been installed, job j can be processed instantly. The
problem is to determine the order of tool installation in order to minimize the weighted sum of
job completion times.
Similar construction scheme from Case 2 can be used. Let I be an instance of MLSC
and J , T be the corresponding input. For each t ∈ T , we create an entity bt with u(bt) = 0.
For each j ∈ J , we create an entity aj with u(aj) = w(j). Also, for each Sj , we create an
IDR of the form as aj =
∏
t∈Sj bt. By arguments similar to those given in Case 2, we know
that even Case 3 alone is NP − hard.
4.3.3.2 Optimal Solution using Integer Linear Programming
The Interger Linear Programming formulation for the Progressive Recovery Problem
when the IDRs belong to Case 3 is almost identical to that when the IDRs are belong to Case
2. The objective function along with constraints one through five remain unchanged. Only
constraint 6 changes to account for the change in the form of IDR from Case 2 to Case 3. An
IDR in Case 3, in general form, say, xj ←
∏k
i=1 yi can be represented by the linear constraints
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k × statetxj ≤
∑k
i=1 state
t
yi
, 1 ≤ t ≤ |DO|. These constraints ensure that the entity xj can
be alive only when all the entities yi, 1 ≤ i ≤ k are alive. For e.g., let us again consider
that we have an IDR a1 ← b1 × b2 and the instance of the problem has |DO| = 2, then the
linear constraints arising from this IDR are 2 × state1a1 ≤ state1b1 + state1b2 ,2 × state2a1 ≤
state2b1 + state
2
b2
. Solving this ILP gives the optimal solution for this case.
4.3.3.3 Approximation Algorithm for a Special Subcase
If ∀di ∈ DO, u(di) are equal, we transform the IDRs such that the RHS of all the
IDRs are subsets of DO. Then the objective of our problem is identical to that of the MLSC
problem. A 2−approximation algorithm for the MLSC problem is given in [50].
4.3.4 Case 4: Problem Instance with Arbitrary Minterm of Arbitrary Size
In the most general setting, an IDR belongs to Case 4 and has the general form of
xj ←
∑l
m=1
∏k
i=1 ymi, where, as before, xj and ymi are entities belonging to network A(B)
and B(A) respectively. For e.g., ap ← bq × br + bs × bt is an IDR belonging to Case 4.
4.3.4.1 Proof of Hardness
Because the IDRs belonging to Case 2 and 3 are special cases of the general case i.e.,
Case 4 and the Progressive Recovery Problem has been proven to be NP-complete when IDRs
belong to Case 2 and 3, so evidently the problem remains NP-Complete when the IDRs belong
to Case 4 as well.
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4.3.4.2 Optimal Solution using Integer Linear Programming
When an IDR belongs to Case 4, it can be expressed in terms of linear constraints
by applying a combination of techniques used to translate IDRs belonging to Cases 2 and 3 as
discussed in the previous subsections. For e.g., if we have an IDR such as a1 ← b1×b2+b3×b4,
we can re-write it as a1 ← c1 + c2 (and translate it into constraints as discussed in Case 2),
where c1 ← b1 × b2 and c2 ← b3 × b4 (these are IDRs belonging to Case 3).
4.3.4.3 Heuristic Solution
Algorithm 9: Heuristic Algorithm for Progressive Recovery Problem in Case 4
1 set ans = 0;
2 for i = 1 to n do
3 for each node di that is not activated yet in DO do
4 Compute influencedi ;
5 Compute supportdi ;
6 Choose an entity di ∈ DO with the highest influence value influencedi . If there is
a tie, choose the one with the larger support value supportdi . Choose one
arbitrarily if tie still exists. Let e ∈ DO denote the entity chosen finally;
7 Activate e and allow the cascade to occur. Remove any IDR from the set of IDRs if
the entity on the LHS is fixed at this time step;
8 ans = 2 ∗ ans + influencee;
9 σ = σ + e;
10 return ans and σ;
Our heuristic algorithm as given by Algorithm 9 is a greedy one, i.e., we always want
to obtain as much utility as possible in each time step. For an entity di ∈ DO, we define
influencedi as the total gain (utility) obtained when entities get fixed following the cascade
initiated by activating entity di alone. For instance, let us consider the following IDRs: a0 ←
b1, a1 ← b4+b2, a2 ← b1+b2×b3, b4 ← a0,u(a0) = u(a1) = u(a2) = u(b4) = 1,b1, b2, b3 ∈
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DO. Then influenceb1 = 4 since by activating b1, all of a0, a1, a2 and b4 are fixed after
cascading. influenceb2 = 1, for only a1 is fixed upon activation of b2 and influenceb3 = 0.
Entities with higher influence are preferred during each timestep, however, there could be a
tie when multiple entities have the same influence value. In order to distinguish, we introduce
another variable supportdi . For each di ∈ DO, we define supportdi to be the total number of
appearances of di on the RHS among all IDRs. For instance, if we have a0 = b1 × b2, a1 =
b1 × b3, a2 = b1 × b4, it is easy to see that all of bi has influence 0. However, supportb1 = 3
since it appears thrice on the RHS and supportb2 = supportb3 = supportb4 = 1. In particular,
if one IDR has the form of a1 = b1 × b2 + b1 × b3, then supportb1 = 1 for such an IDR. So,
whenever there is a tie, we will choose the entity with larger support value. If a tie further exists,
we break the tie arbitrarily. Algorithm 9 gives the pseudocode for the heuristic algorithm. Input
consists of a set of entities DO which must be activated, a failed set of entities Df with utility
function u(), and IDRs. W.l.o.g, let |DO| = n, |Df | = m and r is the total number of minterms
in the IDR set. Let σ be the activation order obtained from Algorithm 9 and ans be the total
system utility and we recall that we want to maximize the total system utility.
The running time of the algorithm is O(n2(m+ r)). We need to consider n time steps.
During each time step, every entity in DO is considered. Given an entity di ∈ DO, it takes
O(m) time to compute its support value and O(r) time to compute its influence value. Hence
the total running time is O(n2(m+ r)).
4.4 Experimental Result
To study the performance of the heuristic solution for Case 4, we have conducted ex-
periments both on real world data for Phoenix metropolitan area which is the most densely
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populated area of Arizona, U.S.A, as well as some synthetic data. An overview of the two
types of data used in our experiments is as follows:
1. To consider a multi-layer network in a real world setting, we consider the dataset
used in our work [45]. We have obtained the data for the power network of Phoenix metropoli-
tan area from Platts (http://www.platts.com/) and that for the communication network from
GeoTel (http://www.geo-tel.com/). The power network entities considered are powerplants
and transmission lines while the communication network entities considered are fiber-lit build-
ings, cell towers and fiber links. The dataset consists of 70 power plants, 470 transmission
lines, 2, 690 cell towers, 7, 100 fiber-lit buildings and 42, 723 fiber links. Due to experimental
resource limitation, we have considered five regions of interest in the Phoenix metropolitan
area. For each of these five regions, we have constructed a set of IDRs from the power and
communication network data using the set of rules described in [45]. For completeness, we
describe the set of rules used: (a) For each generator to be alive, either the geographically near-
est cell tower should be alive or the nearest fiber-lit building and the corresponding fiber link
connecting the generator with the fiber-lit building must be alive, (b) To be alive, the fiber-lit
buildings and the cell towers must have at least one of the two nearest generators and the cor-
responding connecting transmission lines alive, (c) The transmission lines and the fiber links
are independent of any other entities.
2. We have also consider twenty datasets of synthetic data. Because of computational
resource limitation, for each of these datasets we have considered (1) a random number chosen
among {2, 3, . . . , 10} for the size of DO , (2) a random size for the set Df \DO which failed
due to cascade, with the sizes varying from ten to twenty, (3) a random number of minterms
of random sizes for each IDR. The number of minterms in each IDR is chosen randomly from
{1, 2, 3}. The size of each minterm is randomly chosen from {1, 2, . . . , 8}.
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(a) Figure comparing optimal and heuristic solutions
for the data for the Phoenix metropolitan area
(b) Figure comparing optimal and heuristic solu-
tions for the randomly generated synthetic data
Figure 15: Figure showing experimental comparison of the optimal and heuristic solutions
We have used IBM CPLEX optimizer 12.5 to implement the formulated ILP. We show the
results of our experiments both on the real world data as well as the synthetic data in Figure
15. We observe that in the real world data, the heuristic attains optimal solution in each of the
five datasets. The reason for such a result is that the IDRs considered are quite simple because
of the simple rules [45] as discussed previously- each IDR has at most two minterms and the
size of each minterm does not exceed two. In case of the synthetic data, we have considered
much more complex IDRs with much bigger sizes for minterms and much bigger failed setDf .
However, even in the case of the synthetic data, the heuristic attains near optimal solution in
all the cases, with the ratio between the optimal and heuristic solution never exceeding 1.2 in
any of the twenty datasets. In Figure 15(b), we compare the optimal and the heuristic solutions
for the cases where the latter deviates the most from the optimal solution. It can be thus seen
that the heuristic performs quite well in our experimental setup.
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Chapter 5
SPATIO-TEMPORAL SIGNAL RECOVERY FROM POLITICAL TWEETS IN
INDONESIA
The sheer popularity of online social media nowadays is reflected by the immense
amount of data being fed every second by people from all over the world. It is becoming
increasingly evident that analysis of this huge online dataset can provide great insights on the
social, political and cultural aspect of the Twitter users and possibly the non-Twitter users
as well. In this study, we have developed a tool for recovering spatio-temporal signals from
tweets generated in Indonesia. Our interest in analyzing tweets from Indonesia developed in the
context of the Minerva1 project, which was a worldwide project conducted in part at Arizona
State University. The goal of this project is to increase the understanding of movements within
Muslim communities towards radicalism or counter radicalism. Based on the support and
opposition of certain beliefs and practices of an individual (as expressed in her tweet), we
can assign a Radicalization Index to that individual. In addition, from the self declared home
location of a Twitter user and the locations of her tweets, we can compute a distribution of
Location Index for that user. The map of Indonesia is divided up into a set of regions and the
Location Index of a user provides the probability of the user to be in a specific region at a
specific time. For this analysis a region corresponds to a province of Indonesia. Finally, from
the Radicalization Index and Location Index of individuals, Heat Index of a region , which
is a composite measure of the number of radical tweeters of that region and their ‘degree of
radicalism’, is computed.
1This research was supported in part by US DOD Minerva Research Initiative grant N00014-09-1-0815.
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In our model we have a set of tweeters (or users), U = {U1, U2, . . . , Un}. Each user
Ui, 1 ≤ i ≤ n creates a set of tweets Ti = {Ti,1, Ti,2, . . . , Ti,ti}. The set of all tweets by
all users is denoted by T =
⋃n
i=1Ti. The geographic area from where the tweets originate is
divided into a set of regionsR = {R1, R2, . . . , Rm}. In our studym is equal to thirty four, the
number of provinces and special administrative regions of Indonesia. Each user Ui, 1 ≤ i ≤ n
has a home location HLi, 1 ≤ i ≤ n associated with her, which may or may not be declared.
Each tweet Ti,k, 1 ≤ i ≤ n, 1 ≤ k ≤ ti has a geo-location GLi,k, 1 ≤ i ≤ n, 1 ≤ k ≤ ti
associated with it. However,GLi,k for some tweets Ti,k may not be known as the userUi might
turn her GPS off. Accordingly, we can divide the set of users in four different classes:
(i) Class 1: user Ui whose home location is declared and geo-location of at least one
tweet is known,
(ii) Class 2: Ui whose home location is not declared and geo-location of at least one
tweet is known,
(iii) Class 3: Ui whose home location is declared and geo-location of none of the
tweets are known, and
(iv) Class 4 : Ui whose home location is not declared and geo-location of none of the
tweets are known.
From the input data set (U, T,R ), we compute, (i) Location Index, Li of each user
Ui, 1 ≤ i ≤ n, (ii) Radicalization Index, RDi of each user Ui, 1 ≤ i ≤ n, and finally,
combining Li and RDi, we compute (iii) Heat Index, Hj of each region Rj, 1 ≤ j ≤ m.
It may be noted that whereas RDi, 1 ≤ i ≤ n is a scalar value, Li is a vector of size m,
(Li,1, . . . , Li,m), where Li,j indicates the probability of user Ui being located in region Rj i.e.
Li,j indicates the probability of the Actual home location of Ui being Rj . Finally, the Heat
Index Hj of region Rj, 1 ≤ j ≤ m is computed as Hj =
∑n
i=1RDi × Li,j, ∀j, 1 ≤ j ≤
m. We thus provide a generic technique for generating time-varying political Heat Maps of
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a geographical region based on the Twitter data analysis. In this chapter of the dissertation,
we have used ‘region ’ and ‘location’ interchangeably to mean an ‘Indonesian Province’. It
is to be noted that for our calculations, we have considered all Indonesian provinces including
special administrative regions such as Yogyakarta and special capital region such as Jakarta
and we have ignored Class 4 users.
The rest of the chapter is organized as follows. In Section 5.1, we provide the previous
studies related to our work; In Section 5.2, we provide the motivation as well as the distin-
guishing featurs of this work; Sections 5.3, 5.4, 5.5 present our techniques of computing the
Location Indices, the Radicalization Indices and the Heat Indices respectively; In Section 5.6,
we discuss our data collection methodology and in Section 5.7, we present our experimental
results; Finally, we present the validation of our technique in Section 5.8.
5.1 Related Work
Identification of the location of users using Twitter data has been quite a focus of recent
research ([51], [52]). [53], [54] combine location information and text from social-network
data history to infer user preferences and provide recommendations. However, we do not rely
on any ‘checking in’ information for our computations. ‘Geo-coding’ (the use of gazetteers)
is applicable to our problem since we employ the notion of regions. Following [55], we too
argue that location estimates are multi-modal probability distributions, rather than particular
points or regions. However, it may be noted that in contrast to [55], our estimate of the location
of the user must be the probability of each Indonesian province as the Actual home location
of the user under consideration, rather than the probability of the user being located anywhere
on the surface of the earth. In this study, we have developed a simple yet effective means
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of computing the geo-location of the user as compared to other more complex methodologies
such as Topic Detection Techniques [56], [57].
Human mobility is modeled as a stochastic process in [58]. In [59], the authors study the
manner in which the movements of human beings are related to time of the day, geography as
well as social ties. Similar problems have been studied by [60], [61]. However, in our problem,
there is no notion of prediction of location of users involved. Besides, we consider categorical
distribution but we apply the concept of mixture of distributions in the lines of [59]. Another
line of research which focuses on location estimation by content-analysis of the tweets of a
user has been studied by [62], [63]. However, in this current work we rely on the geo-location
containing tweets of users and their declared home location to obtain the location distribution
of the users. In [64], the authors analyze tweets generated during the United Kingdom 2010
General Election to infer the political affiliation of a user based on her tweets. We also study a
similar problem, however our goal is not to identify the political affiliations of users, rather we
compute the ‘degree of radicalism’ of the user. Besides, unlike them, we apply a very simple
yet effective term-frequency analysis of tweets and leverage heavily on our team of domain
experts.
The work in [65] which is followed by [66] is very relevant to our technique of Rad-
icalization Index assignment to users. These works specifically focus on presenting a frame-
work for combining entity matching techniques for detecting extremist behavior on discussion
boards. Identification and analysis of such weak signals of radicalism by the ‘lone wolf terror-
ists’ through the use of topic-filtered web harvesting as well as application of natural language
processing techniques, thereby fusing aliases for identifying the person form the basis of the
works of [65]. Their work is fundamentally different from ours because we deal specifically
with the users’ publicly available tweets only - this eliminates the availability of the vital back-
ground information such as characteristic (‘radical internet forum’, ‘capability internet forum’)
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Figure 16: The flow diagram of our Heat Map computation technique. The Web data mentioned
here refers to the documents generated by crawling the web pages of radical and counter radical
organizations of Indonesia.
annotation of particular discussion boards that is leveraged in [65]. Furthermore, [65] and [66]
do not deal with location profiling of users which is one of the two major goals of our work.
5.2 Motivation and Distinguishing Features of the Work
The goal of our research is to create a visual description of the spatio-temporal distri-
bution of the radical population of Indonesia by recovering political signals from Twitter data.
A flow diagram of our methodology is provided in Figure 16. In [67], the authors retrieve
road-kill signals from Twitter data using human beings as sensors. Like [67], we too use hu-
man beings as sensors to the extent that we use tweets of Indonesian people to infer radicalism
Heat Indices of the provinces of Indonesia. However, unlike [67], first we intend to find the
distribution of (radical) individuals, so we should not factor in any ‘human population bias’
i.e variation of densities of people across the different provinces of Indonesia. Second, our
problem is much more complex because we not only need to know from which location have
the radical tweets come in greater number, but also the ‘degree of radicalism’ of the tweets -
so we need to comprehend the sentiment of the tweets. So, questions of interest to us are-
(Qs1) the ‘degree of radicalism’ of tweet tw
(Qs2) the originating location of tweet tw
88
Thus, Heat Index of a region factors in both the count of the radical tweets from the
region as well as the ‘degree of radicalism’ of the tweets. However, there are certain challenges
in answering these questions. As for Qs1, a tweet can at most be 140 characters long. This is
indeed too little information to ascertain the ‘degree of radicalism’ of tweets on individual ba-
sis. Thus, we go one level up the hierarchy and consider individual users instead of individual
tweets. We collect all the tweets from individual users and assign the ‘degree of radicalism’
to the user based on her tweets. Now, Qs2 would have been easy to answer with respect to
individual tweets if all the tweets had geo-co-ordinate information because Twitter API2 pro-
vides geo-location information of tweets if the user had chosen to reveal her location at the
time of tweeting. However, there are certain problems with this approach - first, the tweets
containing geo-location information is very scarce (such tweets constitute less than 1% of our
dataset). Second, when we consider individual users, it is unjustified to assume that all her
tweets containing geo-location information will point to a single region, even if all her tweets
contained geo-location information. Thus, the best estimate of the location of the user is the
probability distribution of the user’s location over the Indonesian provinces.
We consider categorical distribution of the users into the thirty four provinces of In-
donesia. The motivation behind employing categorical distribution, instead of say the more
popular Gaussian distribution over the entire landscape of Indonesia, is that we wish to obtain
a political Heat Map of Indonesia with the granularity level of a province. Our technique of
Location Index computation is discussed in further details in the following section.
Sentiment Analysis using social media data has been attempted by works such as [68]
which tries to exploit patterns in online social media communication and also by [69] which
uses background lexical information and refining of the same for specific domains by super-
2https://dev.twitter.com/docs/streaming-apis and https://dev.twitter.com/docs/platform-objects/tweets have
been used
89
Algorithm 10: Counting Algorithm for computation of the general Computed Home
Location gCHL
1 Initialize gCHLa,b = 0, 1 ≤ a ≤ m, 1 ≤ b ≤ m;
2 For each tweet tw in T , increment gCHLa,b if Declared home location of the author of
tw and the geo-location of tw are Ra and Rb respectively;
3 Make each row gCHLa of gCHL matrix row stochastic, 1 ≤ a ≤ m;
4 return;
vised learning techniques. However, we have computed Radicalization Indices using simpler
text regression techniques similar to [70], [71]. Our technique of Radicalization Index com-
putation, which is verified to be quite accurate is discussed in further details in Section 5.4.
In summary, individual Twitter users are our chosen level of granularity. We charac-
terize a user not only on the radicalization scale but we also obtain a location distribution of
the user over the regions of Indonesia. Hence, there is no prediction of the location of the user
involved as in [59]. It is to be noted that we consider only the users classified as radical by our
Radicalization Index computation method.
5.3 Location Index Computation
As discussed earlier, each user Ui, 1 ≤ i ≤ n has a home location HLi, 1 ≤ i ≤ n
associated with her, which may or may not be declared. Each tweetTi,k, 1 ≤ i ≤ n, 1 ≤ k ≤ ti
has a geo-locationGLi,k, 1 ≤ i ≤ n, 1 ≤ k ≤ ti associated with it. However,GLi,k for some
tweets Ti,k may not be known as the user Ui might turn her GPS off. Even when user Ui has
a Declared Home Location DHLi, it may not be accurate. User Ui might intentionally or
inadvertently misstate her location. Accordingly, we do not accept the DHLi at its face value
as theActual home location ofUi. Instead, we compute a matrix, which we term as the general
Computed Home Locationmatrix gCHL, from the entire dataset barring the timespan (month
in our case) for which the Heat Map is being generated. The created matrix gCHL is anm×m
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matrix where the entry gCHLa,b, 1 ≤ a ≤ m, 1 ≤ b ≤ m, is the conditional probability
of the Actual home location of a user being region Rb, when her Declared Home Location
is region Ra, as learnt from the dataset. The gCHL matrix is computed using the following
three steps provided in Algorithm 10. Thus, gCHLa,b is given by:
gCHLa,b =
X
Y
where,
X = The number of tweets in T such that the author of the tweet has Declared Home
Location as Ra and geo-location of the tweet is Rb
Y = The number of tweets in T such that the author of the tweet has Declared Home
Location as Ra
Let the ath row of the gCHL matrix be denoted by gCHLa. Now Computed Home Location
vector for the user Ui denoted by CHLi is assigned the value of gCHLa if DHLi is region
Ra. It is to be noted that the gCHL matrix is general (and not user specific) and is computed
using the entire Twitter data set comprising all users.
From those tweets Ti,k, 1 ≤ k ≤ ti of userUi, that contain the geo-location informationGLi,k,
we compute the Computed Geo Location vector CGLi of length m, where CGLi,j, 1 ≤ j ≤
m, is the probability of the Actual home location of user Ui being region Rj , as learnt from
the tweets of Ui. The CGLi,j is computed in the following way:
CGLi,j =
A
B
where,
A = The number of tweets in Ti whose geo-location is Rj and
B = The number of tweets in Ti whose geo-location is known
We thus obtain two pieces of information about the Actual home location of Ui in the
form of two distributions: CHLi and CGLi, where CGLi is completely user-specific. How-
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ever, CHLi is partially user-specific - it does depend on Ui because CHLi is based on her
Declared Home Location, but it also depends on the general distribution which depends on
the entire population mass. It is evident that both CHLi and CGLi are categorical distribu-
tion over the thirty four Indonesian provinces. Now, a mixture of discrete distributions over
any finite number of categories is just another distribution over those categories. In order to
combine CGLi and CHLi we obtain a convex combination of the two to obtain Li,j in the
following way:
Li,j = (1− ωi) ∗ CHLi,j + ωi ∗ CGLi,j (5.1)
Now, the mixture weights ωi for Ui is learnt from the data itself and is calculated as
ωi = |T ′i |/|Ti|.
Li,j essentially is given by
Li,j = |T ′′i | ∗ CHLi,j + |T
′
i | ∗ CGLi,j (5.2)
which gives equation (5.1) when normalized by |Ti| = |T ′i |+ |T ′′i | i.e the total number
of tweets posted by the user Ui, where
Ti = set of tweets produced by user Ui
T ′i = subset of Ti and represents the set of tweets by Ui that contains geo-location
information
T ′′i = subset of Ti and represents the set of tweets byUi that do not contain geo-location
information
The motivation behind this definition of the mixture weight is that for the T ′i tweets
which contain geo-location information, we consider the user-specific location distribution
information inferred from the particular user’s geo-location containing tweets. However, for
the tweets of T ′′i , we have no location information except for the general information that
given a Declared Home Location for any user Uv in our dataset as Ra, CHLv for Uv is
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gCHLa. Thus, if DHLi of Ui is given to be Ra, we consider CHLi = gCHLa. This
simple formulation of Li,j also captures the fact that we rely more on CGLi than on CHLi
when the number of tweets with geo-location information, generated by Ui is high, however
if that count is low ( or even absent), instead of discarding Ui ’s information, we obtain the
location distribution of Ui from her DHLi . We experimented by using only geo-location
containing tweets and we saw that the results are far more accurate if we included users of Type
3 - This is intuitively correct because the geo-location containing tweets form less than 1% of
the entire dataset. We compute Li,j for users belonging to Classes 1-3 (defined previously)
using equation (5.1). For the users belonging to Class 3, we obtain ωi to be zero, as we do not
have any geo-location data from the tweets to compute ωi.
5.4 Radicalization Index Computation
We intend to assign a Radicalization Index RDi to Ui based on the content of her tweets. We
collect tweets from users over a period of time (a month-in our case) and for each user Ui we
create a document Di that contains all the tweets of that user, during that period of time. As
there exists a one-to-one correspondence between Ui and Di, by assigning a Radicalization
Index to Di, we essentially assign RDi to Ui. Classical predictive model Multiple Linear re-
gression [72]–[74] fits our application, since it is a dichotomous classification problem with
multiple predictor variables, where the predictor variables are the terms of our “vocabulary”.
Classical classification methods such as Logistic Regression which has applications in a wide
variety of domains can also be used for document classification [75]. Thus, Logistic Regres-
sion can also be applied for our problem. However, Linear Regression was selected instead of
Logistic Regression because it out-performed the Logistic one through 10-fold cross validation.
Linear Regression showed around 98% accuracy, but Logistic Regression showed 83-85% of
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Table 7: The table provides the top 5 province or special region names based on their computed
Heat Index values (also mentioned alongwith) for October 10 - November 10, November 11 -
December 10, December 11- January 10
Province Name Heat Index
Jakarta 5.48
East Java 2.95
West Java 2.68
Yogyakarta 1.74
Central Java 1.68
Province Name Heat Index
Jakarta 16.16
East Java 12.33
Yogyakarta 4.53
Central Java 3.7
West Java 3.39
Province Name Heat Index
Jakarta 4.71
Yogyakarta 1.82
West Java 1.25
East Java 1.20
Central Java 0.69
accuracy. The implementation of our approach proceeds in the following way: First, we iden-
tify a set of Indonesian political organizations. Next, social scientists in our Minerva team,
who are domain experts for Indonesia, hypothesize a classification to label each organization
as radical or counter radical based on these organizations beliefs and practices. Using web
crawling tools, we download a large number of documents from the web sites of these orga-
nizations. We use the term “vocabulary” to mean the set of all unique terms that appear in all
documents from all organizations. All the documents of an organization are assigned the same
Radicalization Index as that assigned to the organization by the domain experts in our team.
This set of documents together with their Radicalization Indices form the training dataset for
our model. After that we use the model to assign a Radicalization Index to the document Di
created from the tweets of user Ui. This Radicalization Index of document Di is taken to be
RDi of user Ui.
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5.4.1 Problem Formulation:
We formulate the problem in a general sparse learning framework and solve the fol-
lowing optimization problem (5.3) using the techniques from [76] . This is indeed a sparse
learning problem because the vocabulary is very large compared to the number of words used
in a document.
min
x
1
2
‖Ax− y‖22 +
ρ
2
‖x‖22 + λ ‖x‖1 (5.3)
where A ∈ Rs×p, y ∈ Rs×1, and x ∈ Rp×1
In our application, we have
a) A is Document × Term matrix which is constructed as follows: The set of terms
(t1, . . . tp) includes all the terms from all the documents by all the organizations, barring the
stop words. The size of the vocabulary in this case is p. If data is collected by crawling web
sites of different organization (O1, . . . , Oq) and documents (di,1, . . . , d1,ri) are collected from
the web site of organization Oi, 1 ≤ i ≤ q, the total number of rows of the matrix A is
s = Σqi=1ri . Thus, Aij = term frequency of the jth term in the ith document such that
Aij ≥ 0, 1 ≤ i ≤ s, 1 ≤ j ≤ p.
b) yi ∈ {+1,−1} is the class of each document Di, 1 ≤ i ≤ s. The Radicalization
Index of a document is the same the Radicalization Index of the organization that created
that document. Thus, when an organization is labeled as radical (or counter radical) by the
domain experts, all the documents pertaining to that organization is marked as +1 (or −1).
Thus yi = +1(or −1) if Di, 1 ≤ i ≤ s belongs to an organization marked as radical (or
counter radical) by the experts.
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c) xj is the weight for each term tj, 1 ≤ j ≤ p. This is the parameter estimated by
optimizing the objective function (5.3). The xj’s thus form the predictor variables of the model.
Let us further clarify the three terms involved in the convex optimization problem:
a) 1
2
‖Ax− y‖22 - this first term is related to the sum of the squared errors to fit a straight
line to a set of data points. The objective function (5.3) thus is the optimization problem of
minimizing this sum of squared-errors.
b) ρ
2
‖x‖22 - this term deals with the ridge regression, which is an extra level of shrinkage.
We set ρ = 0 as we were mainly driven by sparsity.
c) λ ‖x‖1 - this term involving the L1 norm deals with the sparsity of the solution
vector x. For different values of λ we obtain a solution vector x which represents the weights
associated with each term tj, 1 ≤ j ≤ p ( the same terms which are considered in theAmatrix).
Some of these weights are positive, some negative (values can be very close to 0). The terms
with positive (or negative) weights are the radical (or counter radical) words. The top (ones
with weights having high magnitude) radical and counter radical words are presented to the
experts for validation. We experiment with several λ values resulting in x vectors of various
sparsity until the list of top radical and counter radical words are approved by the field experts.
We use the Matlab implementation of the SLEP package [77] that utilizes gradient
descent approach to solve the optimization problem (5.3). This package can handle matrices
of 20M entries within a couple of seconds on a machine with standard configuration. The
input to the SLEP package are the values of A, λ, and y. The SLEP model outputs the weight
vector x.
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5.4.2 Assignment of Radicalization Index:
For each time period (in our case one month), each user Ui will be assigned an RDi
based on their tweets within that period. This is done as follows:
a) As mentioned earlier, from the tweets of each user Ui we form a User Document
Di. It is to be noted here that many users choose to tweet quite infrequently, hence even if we
collect tweets for one month, a user might have tweeted only once or twice during the entire one
month which defeats the purpose of collecting tweets for a month. Hence, we further apply the
constraint that we consider only those users who have tweeted at least seven times in a month.
The value of this threshold has been arrived at empirically after experimentation with various
values of the threshold.
b) With the help of the model that has been fitted using the organization documents, we
classify the Di’s. Let each Di which is a term frequency row be denoted by the row vector
tc of count of terms from our “vocabulary”.
c) Each user Ui receives a ‘score’ which we refer to as RDi given by RDi = tc.x =∑p
j=1 tcjxj .
This provides us a time-series of RDi values for the users. This makes it possible to
analyze the transition dynamics of each user. Evidently, a high positive RDi indicates that Ui
is highly radical whereas a high negative RDi indicates that Ui is highly counter radical.
5.5 Heat Index Computation
Once we have obtained the Location Indices Li, 1 ≤ i ≤ n and Radicalization Indices
RDi, 1 ≤ i ≤ n, for all the usersUi , 1 ≤ i ≤ n , the Heat IndexHj of regionRj, 1 ≤ j ≤ m
is computed as Hj =
∑n
i=1RDi × Li,j,∀j, 1 ≤ j ≤ m. The Heat IndexHj for a region Rj
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indicates the degree of prevalence of radical ideologies among the people of Rj by taking into
account both the number of radical tweeters living in Rj and also their ‘degree of radicalism’.
5.6 Data Collection
Since our model requires the computation of both RDi as well as Li for each user Ui, we
followed a two step data collection procedure described as follows:
i) For the purpose collecting the training data set for computing the Radicalization Index, we
crawled the websites of 36 well-known Indonesian organizations which are classified as radical
or counter radical by our field experts. A few of the organizations are mentioned in Table II.
We crawled the websites of all these different organizations and collected a total of 78,135
documents which after pre-processing and filtering resulted into 49,250 documents. The reason
for this reduction in numbers is that many of the crawled documents did not have any relevant
information (for example documents having only advertisements). Each of the documents on a
average contained 280 words i.e on an average 2880 characters. All documents pertaining to an
organization were labeled as radical or counter radical depending on the outlook professed by
the organization itself. These were then used for fitting our Radicalization Index computation
model.
ii) For our study on recovery of political signals pertaining to trend of radical activities in
Indonesia, we chose Twitter as the data collection platform as Indonesia accounts for 19.0%
to 20.8% of Twitter’s total reach by country (Dec 2010)3. No other publicly available portal
offers access to opinions posted online by the Indonesian populace on a similar scale as does
Twitter. For gathering tweets, we use Twitter’s Stream API to access Twitter’s global stream
3http://www.billhartzer.com/pages/comscore-twitter-latin-america-usage/
http://www.comscoredatamine.com/2011/02/the-netherlands-leads-global-markets-in-twitter-reach/
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Radical Organizations Counter radical Organizations
AbuJibriel NU
PKS Interfidei
Arrahmah IslamLiberal
EraMuslim PPIM
HizbutTahrir LKIS
Table 8: Table showing some of the well-known radical and counter radical organizations of
Indonesia
Keyword Interpretation
“penegakan syariah” enforcement of Sharia
“jihad majelis” jihad assemblies
“mati syahid” martyrdom
“ajaran islam” the teaching of Islam
“pendidikan agama di sekolah” religious education in schools
“demokrasi yang” democracy
Table 9: Keyword markers used for filtering Twitter Stream API
of publicly available tweet data. Since our goal is to recover “political signals”, we setup a
keyword filter on the Stream API to gather tweets that relate to radical and counter radical
ideologies. The keywords used for this filtration have been identified by the social scientists in
our Minerva project team and are considered to be significant markers of radical and counter
radical ideologies in the Indonesian context. A few such markers are listed in Table 9.
We collected tweet data for a three-month interval and gathered a total of 12,152,874
tweets from October 10, 2012 to January 10, 2013 ( Figure 17) that matched the keyword filtra-
tion criteria. In this research, we are interested in the probability distribution Location IndexLi
of user Ui over the thirty four provinces of Indonesia, thus we focus only on users from Indone-
sia. The keywords used are in Indonesian language and narrows down the tweets we obtained
from the Twitter API. Thus, the geo-code in majority of cases indicated a location in Indonesia.
However, not all geo-codes are from Indonesia. We ignore those tweets in the current work.
Thus, out of these 12 million tweets, 110,063 tweets contained geo-locations that mapped
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to regions within Indonesia. To apply this reverse geo-coding, we used the OpenStreetMap
API.4. A user repository was constructed by including only those users whose Declared Home
Locations matched with an identifiable Indonesian city or province. We found that many users
have put texts such as “Dark side of the moon” or “Here” or “infront of my laptop” as home
locationand hence, there is a need for pre-processing of the text. Also, the users provided loca-
tion information to varied degrees of granularity ranging from continents to towns. However
we are interested in the fixed granularity level of Indonesian provinces and the special regions
such as Jakarta and Yogyakarta. Hence we manually created a database of towns and cities of
all of the Indonesian provinces. Each of the provinces were annotated with 42 cities/ towns on
an average with Papua being the highest which was annotated with 70 cities/towns. Using this
database we then assigned a legitimate Declared Home Location to as many users as possible.
The final user repository consisted of 959,911 unique users.
Figure 17: Figure showing the number of tweets collected over our observation period
4The relevant information about the API could be found at http://wiki.openstreetmap.org/wiki/Nominatim
100
5.7 Experimental Results
We created Heat Maps of Indonesia on a monthly basis. We computed the RDi of each user
U i for each month from October 10 to January 10, as long as Ui tweeted at least 7 times in
that month Again, for each user Ui we computed the Location Index Li by considering all
her tweets over the period of the month.. For that we computed the general Computed Home
Location gCHL matrix. The gCHL matrix provides interesting insights on the Indonesian
population. We computed the gCHL matrix on all possible doublets among the three months
of observation period. i.e for each month for calculating the Location Indices Li of users, we
have generated the gCHL matrix using the other two months of data. Thus, in each case, we
had training data of two months and test data of one month. We observed that people with
Declared Home Locations in various different provinces from all around Indonesia such as
Bangka Belitung, Banten, Maluku, West Nusa Tenggara, East Nusa Tenggara and Papua have
a very strong tendency to have high probability of having Actual home location in Jakarta
(as observed from our results over three months). This is very intuitive because Jakarta being
the Capital Region must have attracted people from different parts of Indonesia for prospective
settlement. We further made an observation that people with Declared Home Location of East
Kalimantan have considerable geo-location containing tweets from Central Kalimantan.
The Heat Indices values for the thirty four Indonesian provinces are computed using our
approach for three months of our observation period - namely October 10 - November 10,
November 11 - December 10, December 11 -January 10. We found a drastic change in the
heat indices during the interval of November 10 – December 10. But we could not discern
any particular event which could have triggered the same. Among all Indonesian provinces
the top five provinces and special regions along with their Heat Index values are presented in
Table I for the three months. Color maps of Indonesia with Heat Indices is shown in Figure
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(a) Heat Map for October 10 to November 10 (b) Heat Map for November 11 to December 10
(c) Heat Map for December 11 to January 10 (d) Radicalism Index
Scale
Figure 18: Heat Maps of Indonesia
18, where darker colors indicate a higher level of radical tweeting, and lighter colors indicate a
lower level of radical tweeting. It may be seen from Figure 18 that the area around Jakarta and
the Java provinces are highly active in radical tweet creation. According to our Twitter data
analysis, the provinces Jakarta, East Java, Yogyakarta and Central Java, along with West Java
are the top provinces that generate a high level of radical activities.
5.8 Validation
For the purpose of validation of the Radicalization Index (not the ‘degree of radicalism’), we
computed the Radicalization Indices of some well-known counter radical leaders of Indonesia
for the months that they had tweeted for more than 7 times which we consider as our threshold.
Our classifier gave perfect accuracy. By accuracy of the classification we mean the percentage
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of time the leaders who are thus known to be counter radical were classified as counter radical
by our classifier. We did not validate the Location Index computation technique because of
the lack of the ground truth of the Actual home location of users. However, our results of
Heat Index are validated by the findings of the Indonesia-based Wahid Institute5. Wahid Insti-
tute promotes a moderate version of Islam through dialogue events, publications, and public
advocacies. According to the Wahid Institute’s Annual Report of 20126, the top four provinces
of Indonesia where radical activities are most observable are West Java, Aceh, East Java, and
Central Java. It may be noted here, that three out of the four most radical provinces identified
by the Wahid Institute, also appear at the very top of our list. Also, our field experts have con-
firmed Jakarta to be a center of radical activities. It may be mentioned here that field studies7
in January 2012 by Setara Institute8, a well-known Indonesian NGO, showed that the strong
radicalism of the young muslim population in Yogyakarta and Central Java are making them
hot targets to be recruited as Jihadists. In May 2012, there was a mob attack by Indonesian Mu-
jahidin Council in Yogyakarta and in September 2012, there has been arrests of potential ter-
rorists from Yogyakarta9. Because, Wahid Institute has mentioned about Indonesian provinces
only, it might be expected that Jakarta and Yogyakarta, being special administrative regions,
are missing from their list - however, we do not have access to their full report. The high
radicalism of the Java provinces are also corroborated by reports of the Setara Institute. The
only radically active province that shows up in the Wahid Institute report but does not appear
5http://berkleycenter.georgetown.edu/resources/organizations/wahid-institute
6Released on December 28, 2012
7http://www.setara-institute.org/en/content/study-shows-how-young-radical-indonesian-muslims-become-
terrorists
8http://www.setara-institute.org/
9http://www.washingtontimes.com/multimedia/image/indonesia-terrorjpg/
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at the top of our list is Aceh, located at the north west corner of Indonesia. It is worth mention-
ing here that Aceh was completely devastated by the 2004 Indian Ocean Tsunami and is still
recovering from its effects. Aceh is also one of the least economically developed provinces
of Indonesia. We believe that due to the lack of economic advancement in Aceh, the level of
Internet penetration in Aceh is fairly small and not many people from Aceh are active tweeters.
This may explain the reason for Aceh not showing up among our list of top radically active
provinces.
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Chapter 6
ON SOCIAL NETWORK FIREWALL SELECTION
Over the past few years, particularly with the boom of the Online Social Networks
(OSNs), a considerable amount of research interest has developed in problems pertaining to
the field of social networks - such as, problems of Influence Maximization [78], [79], Influ-
ence Blocking Maximization[80], [81], social network community detection [82] among oth-
ers. In particular, such problems in a two-player setting has gained much interest in the recent
past. This is because it is quite evident from common sense that one’s decision to adopt a new
technology or product is often made under the influence of one’s friends and family. Besides,
in the real world, there are always more than one competing technology or product to choose
from. Each competing company (or player) in the market would like to win over as many loyal
followers as possible but at the same time, she would also like to try to “contain” the spread
of the other player’s product. Besides, each person (represented as a node) as an individual
in the social network can pose different weightage to the company - for e.g., a person’s age,
social status, educational status, economic status might make a person more desirable from a
company’s point of view. As a result, in such scenarios, it is more prudent to consider that
each node in the social network has a weight associated with it. Also, in order to win over a
population, a company might need to spend money on incentivization. Certainly, a company
would like to spend as little as possible but try to reap as much benefit as possible. We can
also think amount the weight of an individual from a company’s point of view as the amount
of incentivization required by that individual so as to become loyal to the company.
Motivated by such considerations, in this work, we consider the problem of weighted
Segregating Vertex Set problem (wSVS). In this problem, we are given a weighted undirected
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social network graph and we consider that there are two players - A and B who are competing
against each other. Let us consider that player A has already selected a subset of the population,
which we refer to as the seedset of player A. This means that player A has already won over
the loyalty of these people and as a result these people are unavailable to the second player
i.e., player B. Now, player B would like to contain the possible spread of player A’s influence
by selecting a firewall of nodes from the network. This firewall will ensure that the spread of
player A’s influence is limited to only a part of the network such that the total weight of the
nodes beyond the reach of player A is more that the total weight of the nodes within the reach
of player A. This will in turn mean that even if player A is able to influence all the people
within the reach of her seed set, she would never be able to conquer half or more than half the
social network - this will give player B a reasonable chance to have a strong hold in this social
network. However, from player B’s perspective, she would like to construct this firewall with
the minimum investment for incentivization. Thus, the problem has a definite flavor of graph
vertex cut. The wSVS problem is formally defined later.
It may be noted that the wSVS problem is similar to an extent to the Influence Block-
ing Maximization (IBM) problem. But, wSVS is significantly different from IBM problem
because in IBM problem, there is no requirement that the influence of the first player needs
to be contained to less than half the entire network. Also, as a concrete real-world example
competing players scenario for wSVS problem is as follows - consider two competing forces,
A and B, such as two house builders or two companies manufacturing some heavy products
such as cars or expensive electronics. It is evident that an individual having made expensive
investments in such items is extremely unlikely to invest again in recent future. Now, if com-
pany A starts marketing while company B realizes that its product can only be ready in about
half a year or so, company B would like to stop customers from buying from company A in
the meantime. Such scenarios are exactly captured by the wSVS problem.
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Even though the primary setting of the wSVS problem is in the domain of social net-
works, it may be noted that in abstraction, the problem can be easily imagined in the domains
of damage control or epidemic control. Consider, for example, that a part of a population has
become infected by a contagious disease. A primary prevention method by health service of-
ficials could be to try to vaccinate such a firewall of people such that more than half of the
population would be safe-guarded against the epidemic. Similarly, in a distributed data stor-
age network, if a part of the network becomes compromised, it may be prudent to protect such
a firewall such that more than half of the network is protected. Although it might appear that
these scenarios are completely different from the social network scenarios described earlier, in
abstraction the underlying problem is the same.
The rest of the chapter is organized as follows - in section 6.2, we formally define the
weighted Segregating Vertex Set (wSVS) problem as well as provide a formal proof of the hard-
ness of the wSVS problem; in section 6.3, we provide an optimal solution to the wSVS prob-
lem using mixed integer linear program formulation as well as a heuristic solution to solve the
wSVS problem in polynomial time. In section 6.4, we demonstrate the efficacy of our heuristic
solution through detailed experimentation of three families of network namely Barabasi-Albert
graph, Erdos-Renyi graph and Watts-Strogatz graph. In all the test cases, our heuristic provides
near optimal solution in a fraction of the time necessary for obtaining the optimal solution.
6.1 Related Works
The research community in recent times has seen a heightened level of interest in social
computing or social network problems. In the Influence Maximization (IM) problem [78],
[83], given a network, a player wants to incentivize a given number of nodes so as to obtain
the maximum number of loyalists in the network. The natural generalization of this problem
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is to extend the setting to a multi-player scenario [79], where there might be multiple players
trying to capture a given market. A number of different models of propagation of influence
through a social network has been proposed - these include probabilistic influence propagation
[78] as well as deterministic influence propagation [84]. [85] is a variation of the IM problem
in a two player setting where the first player has already selected a seed set and the goal of
the second player is to select a subset (of minimum cardinality) of nodes from the remaining
population such that after the influence from the seed set of both the players propagate, the
expected number of nodes influenced by second player is strictly greater than that by the first
player.
Influence Blocking Maximization (IBM) is the problem where the second player at-
tempts to stall the influence propagation of the first player (under a budget constraint) to as
high an extent as possible through strategic selection of a seed set that could initiate influence
propagation of its own. [80] proposes a solution technique for the IBM problem under com-
petitive linear threshold (CLT) model. [86], [87] are works on variations of the IBM problem
from a game theoretic perspective.
Another line of research involves the propagation of negative influence, contagious
diseases and so on. [88] studies the problem of minimizing the influence of negative informa-
tion. In [89], given a graph where a node has been marked to be the ‘source’, the goal is to
obtain a cut minimizing the number of nodes on the partition containing the source, such that
the capacity of the cut does not exceed a pre-determined budget.
Although all these studies delve into different aspects of social network problems and
there are numerous studies on the Set Partition Problem [90],[91], to the best of our knowledge
none of them focus on problems related to the wSVS problem where there is a strict constraint
that the weighted sum of the nodes reachable from the first player is to be restricted to less
than half of the total weighted sum of all the nodes in the network. Here, by reachability, we
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generalize to any model of influence propagation. This means that irrespective of the model
of propagation considered, the total weighted influence of the first player must be restricted to
less than half of the total weight of the entire network.
6.2 Problem Formulation
In this section, we provide a formal statement of the weighted Segregating Vertex Set
(wSVS) problem. The wSVS problem is defined as follows:
Given a weighted undirected graph G and a subset R ⊂ V (G), find a least weighted vertex
separator C (C ⊂ V (G) \ R) such that C divides the graph G into two components (say, P
and Q), where (i) R ⊆ P and (ii) weight(P ) < weight(Q) + weight(C).
It may be noted that R in this formulation represents the seed set of the first player (referred to
as seedsetA) in discussion earlier. For a subset of nodes V ′ ⊂ V (G), we defineweight(V ′) =∑
v∈V ′ wv, wherewv is the weight of the node v. For the decision version of the wSVS problem,
the question is as follows: Is there a vertex separator C of weight at most B, such that
weight(P ) < weight(Q) + weight(C)....... (i)
We assume that
∑
v∈seedsetA wv <
∑
v∈V (G)\seedsetA wv i.e., if the second player selects all the
remaining nodes after selection of the nodes by the first player, constraint (i) will certainly be
satisfied.
Theorem 6.1. The wSVS problem is NP-complete.
Proof. Given an instance of the wSVS problem and a solution to the problem (i.e., the vertex
separator C), it is easy to verify in polynomial time whether C indeed provides a feasible
solution. Accordingly, wSVS is in NP. We prove that the wSVS problem is NP-complete by
reducing the Set Partition Problem, a well-known NP-complete problem, to it.
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Figure 19: Construction for hardness proof of wSVS problem
Set Partition Problem: An instance of the Set Partition problem is made up of a set of integer
numbers S, and it asks the following question: Is there a partition of the set S into two subsets
A and A¯ (A¯ = S \A), such that the sum of the integers in the two sets A and A¯ are equal (i.e.,∑
x∈A x =
∑
x∈A¯ x).
Given an instance of the set partition problem, we construct an instance of the wSVS
problem as shown in Fig. 19:
Let us enumerate the numbers in S as s1, s2, . . . , sn. For each number si ∈ S, we create a node
vi of weight wvi = value of si. For e.g., if the enumeration of S is as follows 5, 3, 6, . . ., then
wv1 = 5, wv2 = 3, wv3 = 6, . . .. For notational purpose, let us denote V = {v1, v2, . . . , vn}.
We add a single red node r (forming the seed set of the first player) and add undirected edges
(r, vi), 1 ≤ i ≤ n. Also, we add two disjoint nodes u1 and u2, where wr = wu1 = wu2 = 1.
Let, T =
∑
i∈S i i.e., sum of all the elements of S. Let B =
T
2
. We next provide both
directions of the NP-hardness proof.
If case: If there is a partition of S into A and A¯, then C = A. So, weight(C) = B = T
2
and
P = {r} ∪ A¯ and Q = {u1, u2} and thus condition (i) is satisfied.
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Only if case: If there is a yes answer for the wSVS problem, let C be the corresponding vertex
separator where weight(C) ≤ T
2
and condition (i) is satisfied.
Now, if weight(C) < T
2
, then weight(V \ C) > T
2
. Since, all the weights are integers, we
can say that
weight(V \ C)− weight(C) ≥ 1 = weight({u1, u2})− wr
=⇒ weight(V \ C) + wr ≥ weight(C) + weight({u1, u2})
which violates condition (i). This implies that weight(C) = T
2
= weight(V \ C) and a
partition of S exists.
6.3 Solutions for the wSVS problem
In this section, we provide optimal and heuristic solutions for the wSVS problem.
6.3.1 Optimal Solution
We provide an optimal solution for the wSVS problem using Mixed Integer Linear
Program (MILP) formulation. Given a graph G, we define the following variables:
For each node v ∈ V (G):
Xv = 1, if node v belongs to P and 0 otherwise,
Yv = 1, if node v belongs to Q and 0 otherwise.
Let V (G) and E(G) denote the vertex set and edge set of G respectively. The MILP can now
be written as:
min
∑
v∈V
wv × (1−Xv − Yv)
Xu + Yv ≤ 1 ∀(u, v) ∈ E(G) (6.1)
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Xv + Yv ≤ 1 ∀v ∈ V (G) (6.2)
Xv = 1 ∀v ∈ R (6.3)∑
v
(wv ×Xv) <
∑
v
(wv × Yv) +
∑
v
(wv × (1−Xv − Yv)) (6.4)
Xv ∈ {0, 1};Yv ≥ 0;
The objective function implies that we want to minimize the total weight of the nodes in the
separator C (or equivalently maximize the total weight of the nodes which are as assigned to
components P and Q). Constraint (6.1) implies that there can be no edge between P and Q.
Constraint (6.2) implies that P ∩Q = ∅. Constraint (6.3) implies that R ⊆ P or equivalently
seedsetA ⊆ P . Finally, constraint (6.4) implies that
∑
v∈P wv <
∑
v∈Qwv +
∑
v∈C wv.
6.3.2 Heuristic Solution
Since, solving MILP can be NP-hard, we provide a heuristic solution by solving the
Linear Program (LP) with relaxed integrality constraints of the MILP formulation given in
section 6.3.1 and then using the output of the LP in order to obtain the final firewall.
Algorithm 11: Heuristic algorithm for solving wSVS problem
1 Solve the relaxed linear program formulation for the wSVS problem;
2 Initialize C as the empty-set;
3 while total weight of nodes reachable from seedsetA is greater than or equal to total
weight of nodes unreachable from seedsetA do
4 Add node v to C where v has the highest value of 1−Xv − Yv among all
v′ ∈ V (G) \ C;
5 breaking ties randomly;
6 return C;
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6.3.2.1 Description
The output of the relaxed LP formulation for the MILP formulation given in section
6.3.1 gives fractional values (referred to as lp values by us) to the nodes of the input social
network graph G. The MILP formulation very evidently has no properties such as half inte-
grality or total-unimodularity. So, our heuristic solution performs rounding of the lp values
for the nodes. Since, the heuristic will select some nodes from V (G) \ seedsetA for the final
output set C, constraints 1 − 3 of the MILP formulation are automatically satisfied. Besides,
we are explicitly checking whether constraint (6.4) is satisfied in the condition of the while
loop of line 3 and so constraint (6.4) is also always satisfied. The heuristic selects node in
non-increasing order of the values (1−Xv − Yv),∀v ∈ V (G) assigned by the solution of the
relaxed LP formulation, breaking ties randomly. The intuition behind this is that higher the
value (1−Xv−Yv) for a node v, the greater fraction of the node v has been used by the linear
program solution in its final solution. Since, we can not use a fraction of a node as the final
solution of wSVS problem, the heuristic includes the entire node in its solution set C. The
efficacy of this simple algorithm is proven empirically through our experimentation provided
in section 3.3.
6.3.2.2 Time Complexity
Step 1 of solving the relaxed LP formulation of the MILP formulation given in section
6.3.1 takes polynomial time. The condition for the while loop of steps 3− 5 can be computed
through a graph traversal algorithm such as depth-first search or breadth-first search which
takes O(|V (G)| + |E(G)|) time. We can sort and store the 1 − Xv − Yv values as a pre-
computation step for efficient computation of step 4. A standard sorting algorithm on O(n)
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nodes takes O(n log n) time. The while loop can be executed for a maximum of V (G) −
|seedsetA| which is O(n). Hence, Algorithm 11 runs in polynomial time in |V (G)|.
6.4 Experimental Results and Discussions
In this section we present results of our experimentations to prove the effectiveness of
our simple heuristic algorithm. For this, on one hand, we consider three families of graphs
namely - Barabasi-Albert graph [92], Erdos-Renyi graph [93] and Watts-Strogatz graph [94]
on 100 nodes and different parameters relevant for the particular type of graph. And on the
other hand, we conisder an ego-Facebook real world dataset (freely available for download
from https://snap.stanford.edu/data/) consisting of 4039 nodes and 88, 234 edges. For generat-
ing data for the three graph families, we have used the NetworkX python library and because
these are random graphs, we have experimented with 500 instances for each set of parame-
ters. Barabasi-Albert graphs are random scale-free networks generated using a preferential
attachment algorithm. This means that a graph of n nodes is constructed through the process
of attaching new nodes each with a specified number of edges that are preferentially attached
to existing nodes with high degree. The reason we have chosen Barabasi-Albert graph as one
of the families of graphs for our experiment is that such scale-free networks are frequently
observed in different social networks. For Barabasi-Albert graphs, in the context of wSVS
problem, the parameters that we have experimented with are - (i) m i.e., the number of edges
to attach from a new node to existing nodes and it has been varied from 10 to 50 in steps of 10
as well as (ii) the size of seed set of player A and it has been varied from 5 to 25 in steps of 5.
Erdos-Renyi graphs are a family of random graphs. We have considered Erdos-Renyi graphs
as baseline graph family. The parameters of Erdos-Renyi graphs, in the context of wSVS prob-
lem, that we have experimented with are - (i) p i.e., the probability that each edge exists and it
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(a) Results for Barabasi-Albert Network (b) Results for Erdos-Renyi Network
(c) Results for Watts-Strogatz graph for k = 4 (d) Results for Watts-Strogatz graph for k = 10
(e) Results for Watts-Strogatz graph for k = 16 (f) Results for Facebook data
Figure 20: Experimental results for Barabasi-Albert Network, Erdos-Renyi Network, Watts-
Strogatz Network and Facebook graph for different parameters
has been given values of 0.1, 0.25, 0.5, 0.75 as well as (ii) the size of the seed set of player A
and it has been varied from 5 to 25 in steps of 5. Finally, Watts-Strogatz graphs is a family of
graphs with small-world properties, which include high clustering properties and short average
path lengths. Such networks are also seen in social networks. For the Watts-Strogatz graphs,
the parameters that we have experimented with in the context of the wSVS problem are - (i)
k i.e., each node is connected to k nearest neighbors in ring topology and it has been given
values of 4, 10, 16, (ii) p i.e., the probability of rewiring each edge and it has been given values
of 0.25, 0.5, 0.75, and (iii) size of the seed set of player A and it has been varied from 5 to
25 in steps of 5. For the Facebook dataset, we have used the data as is and have considered
the entire network graph with all the nodes and all the edges from all the egonets combined.
For all the datasets, the degree of each node in the graph is assigned as its weight. With these
datasets in hand, we have computed the optimal solution for the wSVS problem by solving
the MILP formulation as provided in section 6.3.1 by using CPLEX Optimization Studio 12.5.
The heuristic solution is implemented in Java and run for these datasets on a Windows 7 Intel
core i7 laptop. The results are plotted in Fig. 20, where for each graph, we plot along x-axis
the percentage of total number of nodes selected by the first player as her seed set - for e.g.,
at x = 15, we plot the results when the first player has selected 15% of the total number of
nodes as her seed set. And along y-axis, we plot the ratio of the weight of the seed set selected
by the heuristic solution to the weight of the seed set selected by the optimal solution. In all of
our experiments, the heuristic has obtained a solution value within a factor of 2 of the optimal
solution value but in lesser time compared to that required to compute the optimal solution.
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Chapter 7
WINNING WITH MINIMUM INVESTMENT UNDER SEPARATED THRESHOLD
MODEL (WMI-LT)
It has been frequently observed in different studies in social sciences and economics
that people are more often than not influenced by recommendations of friends and family re-
garding decision making about adopting a new product or technology. As a result, over the
past several years, there has been numerous studies in the domain of influence propagation
and influence maximization problems in social networks [95]–[101]. The major goal of the
classical problem of influence maximization is the identification of k most influential nodes
in a network. In order to initiate a word-of-mouth positive influence propagation about a new
product, the product manufacturer might want to identify the k most influential nodes in the
network, such that she can incentivize these influential people to buy this new product by, say,
providing free samples to them. There might be a budget on the amount of money that she
is able to spend on advertisement and incentivization - hence, is the need to identify the most
influential people in the network and provide free samples to only them. The value of the
parameter k is determined by the size of the available advertising budget.
The studies of influence propagation can be broadly classified into the following three
categories based on the influence propagation models used.
• Class I: Non-adversarial
• Class II: Adversarial with passive adversary
• Class III Adversarial with active adversary
In most of the influence propagation models, influence propagates in a step-by-step
fashion and as such there is a notion of time step (or propagation step) involved. The expected
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number of nodes influenced at the end of time step D is at most the expected number of nodes
influenced at the end of time stepD+1. In other words, expected number of nodes influenced
at the end of time step D is a non-decreasing function of D.
Studies in Class I [100] focusing on non-adversarial environment consider that there
is only one manufacturer (player) which is attempting to influence the nodes of a social network
to buy her new product. This can be perceived as the following - all the nodes in the social
network are initially white i.e., they have not yet adopted the new product but is open to the
idea of doing so. The manufacturer (player) wants to color a few nodes red by providing them
with some incentives. Next, based on the particular model of influence propagation, the initial
red nodes will gradually turn some other white nodes into red. The player wants to maximize
the number of red nodes at the end of the propagation process.
Studies in Class II and III focus on the more realistic adversarial environment by
considering that there are multiple players and each of them is attempting to sell their competing
products or innovations and capture as big a share of an emerging market as possible. Given
that some nodes are already colored red, studies in Class II consider the problem of which
k white nodes should be colored blue, so that this set of nodes will have the largest impact
in preventing the white nodes from turning red. Hence, Class II scenario can be viewed as a
passive adversary setting, because its goal is to prevent white-to-red conversion, and it is not
engaged in white-to-blue conversion. Finally, studies in Class III consider active adversary
scenario, where the red agent is actively engaged in white-to-red conversion, while the blue
agent is also actively engaged in white-to-blue conversion.
In [96], the authors study a two-player problem belonging to Class III, where the goal
of the second player is to maximize her own influence given that the first player has already
selected a set of k initial nodes. In [85], the authors consider the ‘Winning with Minimum
Investment (WMI)’ problem which also belongs to Class III category. Here, two manufacturers
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(players) are trying to sell their competing products by incentivizing and thereby influencing
the nodes of a social network. The goal of both the players is to have a market share that is
larger than its competition. The authors consider the scenario where the first player (P1) has
already chosen the k nodes to have a large influence (coverage) on the social network. The
second player is aware of the first player’s choice and the goal of the second player (P2) is to
identify a smallest set of nodes (excluding the ones already chosen by the first player) so that
the number of nodes influenced by the second player will be larger than the number of nodes
influenced by the first player withinD time steps. In other words, the objective of the second
problem is to minimize the incentivization cost subject to the constraint that the coverage
of the second player is larger than the coverage of the first player within D time steps.
Both [96] and [85] consider two models of influence propagation that were introduced in [96] -
namely the Distance-based Model and the Wave-propagation Model which are generalizations
of the Independent Cascade (IC) model [78] . In this dissertation, we study the WMI problem
in a different model of propagation namely the Separated Threshold Model (SepT) [102] which
is a generalization of the Linear Threshold (LT) model [78]. We find that similar results as in
[85] hold even under the SepT model. In Section 7.1, we discuss the previous studies related
to our work. In Section 7.2, we provide the formal definition of the WMI problem under SepT
model of propagation (WMI-LT). In Section 7.4, we prove that the WMI problem is also hard
under the SepT model. In Section 7.3, we provide an equivalent random process to SepT model
and in Section 7.5 we provide an approximation algorithm for solving the problem. Finally, in
Section 7.6, we present our experimental results.
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7.1 Related Works
Kempe, Kleinberg and Tardos in their seminal work [100] initiated a wave of interest
in the research community for problems in the domain of influence propagation and maximiza-
tion by proposing new models derived from mathematical sociology and interacting particle
systems. They formulated the influence maximization problem and provided approximation
algorithms for the same by utilizing the submodularity property of the objective functions. In
addition to that, through experiments conducted on large collaboration networks, they showed
that their greedy approximation algorithm performed significantly better than node selection
heuristics based on degree centrality and distance centrality. [100] sparked the beginning of
much research in problems belonging to Class I scenario. Additionally, because the greedy
algorithm of [100] is computation-intensive, much research has been conducted in improving
its scalability. Chen et. al. in [97] improved the greedy algorithm with the help of a degree
discount heuristic for improving influence spread. Mathioudakis et. al. in [101] introduced
the SPINE algorithm which when used as a pre-processing step for the influence maximiza-
tion problem, significant speedup is possible without affecting the accuracy. [103] presents a
“lazy-forward” optimization in selecting new seeds. Utilizing this strategy, the authors show
that it is possible to greatly reduce the number of evaluations of the influence spread of nodes
which forms a key point where the original greedy algorithm suffers. The authors demonstrate
experimentally that the resultant speedup is as high as 700 times. [104] devise a heuristic algo-
rithm that is scalable to millions of nodes and edges. [105] presents the first scalable influence
maximization algorithm for, in particular, the linear threshold model of influence propagation.
[106] proposes SIMPATH which is an efficient algorithm for influence maximization under the
linear threshold model employing several effective optimizations.
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Several variations of the original Influence Maximization problem formulation as well
as the computation model have been studied in the research community. In [107], the authors
consider the case that a user (a node in the social network) may not necessarily adopt the influ-
ence or product herself, but may convey positive feedback about the product to her friends. The
authors in [107], thus, study an “adoption maximization” problem instead of “influence maxi-
mization” problem. Similar considerations are also made by [108] where the authors propose
a diffusion model which is a generalization of the SIR model and is relevant for the diffu-
sion of information through a micro-finance loan network in a village. In [109], the authors
have proposed a new problem which they refer to as the Seed Minimization with Probabilistic
Coverage Guarantee (SM-PCG). The SM-PCG problem is as follows - given a social network
modeled as a directed social graph G = (V,E), where V is the set of n nodes representing
individuals in a social network and E is the set of directed edges representing influence rela-
tionships between pairs of individuals. Each edge (u, v) ∈ E is associated with an influence
probability pu,v which is the probability that node u activated node v after u is activated. The
influence diffusion process in the social network graphG follows the IC model. Given a target
set U ⊆ V , let InfU(S) be the random variable denoting the number of active nodes in U
after the diffusion process starting from the seed set S ends. Let Inf(S) refer to the influence
coverage of seed set S (for target set U ). The optimization problem considered in this work is
to find a seed set S of minimum size such that the influence coverage of S is at least a required
threshold with a required probability guarantee. [110] studies the problem of identifying in-
fluential and susceptible members of social networks through the usage of in vivo randomized
experimentation to identify influence and susceptibility in networks and thereby avoiding the
biases inherent in traditional estimates of social contagion. Their study combine analysis of
influence and susceptibility together with network structure.
121
Several studies have also been conducted for Class II problems (adversarial with pas-
sive adversary). [111] studies the problem of identification of blockers, meaning the nodes
that can most effectively block the spread of a dynamic process through a social network. The
authors suggest that simple local heuristics such as the node degree are good indicators of its ef-
fectiveness as a blocker. [89] study the problem of minimizing the number of nodes reachable
from the nodes selected by the first player when the second player has a budget on the amount
of available incentives. There has been considerable research effort targeting the blocker iden-
tification problem in public health community as well as the fields of epidemiology, disaster
control, military containment.
The WMI problem studied in [85] as well as this dissertation belongs to Class III (ad-
versarial with active adversary). There are only limited studies on problems belonging to Class
III. One of the earliest studies of a Class III problem was conducted in [95]. The authors of
[95] propose a mathematical model for diffusion of multiple innovations in a network. They
use game theoretic framework and propose an approximation algorithm with an approximation
ratio of (1 − 1/e) for computing the best response to an opponent’s strategy. An algorithmic
framework for studying a Class III problem was proposed in [96]. The authors of [96] ex-
tend the Influence Maximization problem studied in [100] from the Class I scenario to the
Class III scenario. They study how a follower (i.e., the player who entered the market after
the first player) can maximize her influence in the network under a budget constraint, and un-
der the condition that the first player has already incentivized and thereby influenced some
individuals (nodes in the network). They prove the problem to be NP-complete and provide
an approximation algorithm with guaranteed performance bound of being within 63% of the
optimal.
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7.2 Problem Formulation
In [85], the authors consider the problem called ‘Winning with Minimum Investment’
(WMI) problem. The WMI problem can be stated as follows: Given a diffusion model and the
information that a subset of nodes IA has already adopted innovation A marketed by player
P1, what is the fewest number of nodes that player P2 (marketing innovation B) should target
so that by the end of D time steps, the number of nodes that adopt innovation B will exceed
the number of nodes that adopt innovation A? If σ1(IA, IB, D) and σ2(IA, IB, D) denote the
expected number of nodes that adopt innovations A and B respectively within D time steps,
the objective of the WMI problem is to
minimize |IB|
subject to σ2(IA, IB, D) > σ1(IA, IB, D)
In [85], even though the authors do consider adversarial scenario but the propagation
models considered are Wave propagation model and Distance-based models [96] (which stem
from the Independent Cascade model [100]) which do not consider the realistic case that each
individual (node in a social network) might not have the same inclination or natural propensity
towards two separate competing sources of influence. Such a scenario is modeled by the “Sep-
arated Threshold Model” (SepT) [102] and also the “Competitive Linear Threshold Model”
(CLT) considered in [80]. These two models are almost identical sans they use different tie
breaking rules. We next describe the difference between the two models. Consider an adver-
sarial setting in which there are two competing sources of influence namely A and B which
are trying to capture a new market represented by a graph G = (V,E). Each edge (u, v) ∈ E
is assigned a real-valued weight representing each technology wAu,v, wBu,v ∈ [0, 1], such that∑
uw
A
u,v,
∑
uw
B
u,v ∈ [0, 1] which represents node u′s impact on v. Let I0A, I0B ⊆ V (where
I0A∩I0B = ∅) represent the initial A-active and B-active nodes respectively. At time step t = 0,
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each node v ∈ V selects two thresholds θAv , θBv ∈R [0, 1]. Let I t−1A , I t−1B represent the sets
of A-active and B-active nodes at time step t. In a time step t, for an inactive node v ∈ V if∑
u∈It−1A w
A
u,v ≥ θAv , vwill become A-active and vwill become B-active if
∑
u∈It−1B w
B
u,v ≥ θBv .
If both thresholds are exceeded during the time step t for the node v, then v adopts a cascade
uniformly at random in the SepT model. Whereas, in case of a tie, v becomes A-active in the
CLT model - this makes sense when we consider that the two propagations are positive (P2 i.e.
B) and negative rumors (P1 i.e. A) and captures the negativity bias phenomenon which is well
studied in social psychology .
7.3 Active Edge Equivalent Model
In this section, we describe an active edge model which is an equivalent random process
of the influence propagation using SepT model. The random process is the same as described
in [80] but the analysis is a little different because of the difference in the tie breaking rule used
in the CLT model used in [80] and the tie breaking rule in SepT model. We include the details
of the random process here for comprehensiveness.
We construct a random live-path graph GX from the given graph G = (V,E) as
follows. For each node v ∈ V , we randomly pick one A-type in-edge (u, v) with prob-
ability wAu,v, and with probability 1 −
∑
u∈V w
A
u,v no A-type in-edge is selected; similarly,
we also randomly pick one B-type in-edge (u, v) with probability wBu,v and with probability
1 −∑v∈V wBu,v no B-type in-edge is selected. Let us denote the subgraph of GX consisting
of only B-type edges by GB , and let us denote the subgraph of GX consisting of only A-type
edges by GA. Given I0A, I0B ⊆ V which represent the initial A-active and B-active nodes re-
spectively, let us define dGB(I0B) be the shortest graph distance from any node in I0B to v only
through the B-type edges, and dGA(I0A) be the shortest graph distance from any node in I0A
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to v only through the A-type edges. This distance could be ∞ if no such path exists. As a
result, in the random live-path graph, we say that a node v is B-active if dGB(I0B) < ∞ and
dGB(I
0
B) < dGA(I
0
A), and v is A-active if dGA(I0A) < ∞ and dGA(I0A) < dGB(I0B). If for
some node v, dGB(I0B) ̸= ∞, dGA(I0A) ̸= ∞, dGB(I0B) = dGA(I0A), then there is a fifty per-
cent chance of v becoming A-active and a fifty percent chance of v becoming B-active. The
following lemma shows that the A and B type activation sets generated by the above random
process is equivalent to the corresponding one generated by the SepT model.
Lemma 7.1. For a given initial A-active and B-active sets I0A and I0B, the distribution over
A-active and B-active sets is identical in the following two definitions.
1. distribution obtained by running SepT process,
2. distribution obtained from reachability defined above in the live-path graph.
Proof. The activation process under the SepT model consists of several iterations. In each
iteration, some nodes change from inactive (white) to B-active (blue) or A-active (red). As
mentioned earlier, I tA, I tB represent the set of nodes which are A-active and B-active at the end
of iteration t. At time t, let us consider an inactive node v /∈ I tA∪AtB . Now, the probability of v
becoming B-active in iteration t+1 equals the chance that the B-type edge weights in I tB \I t−1B
push it over θBv while the A-type weights is still less than θAv or both thresholds are exceeded
and v becomes B-active with probability 0.5. The above probability under the condition that
for the node v, neither A-type nor B-type threshold is exceeded already by iteration t is:
(
∑
u∈It
B
\It−1
B
wBu,v)(1−
∑
u∈It
A
\It−1
A
wAu,v)+
1
2
(
∑
u∈It
B
\It−1
B
wBu,v)(
∑
u∈It
A
\It−1
A
wAu,v)
(1−∑
u∈It−1
A
wAu,v)(1−
∑
u∈It−1
B
wBu,v)
Again, we can obtain the probability that a node v becomes A-active in iteration t+ 1
given that v is inactive from iteration 0 to t. The probability is:
(
∑
u∈It
A
\It−1
A
wAu,v)(1−
∑
u∈It
B
\It−1
B
wBu,v)+
1
2
(
∑
u∈It
A
\It−1
A
wAu,v)(
∑
u∈It
B
\It−1
B
wBu,v)
(1−∑
u∈It−1
A
wAu,v)(1−
∑
u∈It−1
B
wBu,v)
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Next, we consider the above discussed probability when using the random live-path
graph. Initially we have A-active and B-active node set as I0A and I0B respectively - let us refer
to them as J0A and J0B . For each time step t = 1, 2, . . ., we define J tA to be the set of nodes
containing any v /∈ J t−1A ∪J t−1B such that v has one in-edge from some node in J t−1A ; we define
J tB to be the set of nodes containing any v /∈ J t−1A ∪ J t−1B such that v has one in-edge from
some node in J t−1B .
By the definition of the random live-path graph, the probability that a node v is in
J t+1B \ J tB conditioned on that v /∈ J tA ∪ J tB is
(
∑
u∈Jt
B
\Jt−1
B
wBu,v)(1−
∑
u∈Jt
A
\Jt−1
A
wAu,v)+
1
2
(
∑
u∈Jt
B
\Jt−1
B
wBu,v)(
∑
u∈Jt
A
\Jt−1
A
wAu,v)
(1−∑
u∈Jt−1
A
wAu,v)(1−
∑
u∈Jt−1
B
wBu,v)
Similarly, the probability that a node v is in J t+1A \J tA conditioned on that v /∈ J tA∪J tB
is
(
∑
u∈Jt
A
\Jt−1
A
wAu,v)(1−
∑
u∈Jt
B
\Jt−1
B
wBu,v)+
1
2
(
∑
u∈Jt
A
\Jt−1
A
wAu,v)(
∑
u∈Jt
B
\Jt−1
B
wBu,v)
(1−∑
u∈Jt−1
A
wAu,v)(1−
∑
u∈Jt−1
B
wBu,v)
Evidently, the above conditional probabilities are the same as those derived from the
SepT model. Also, since I0A = J0A and I0B = J0A, by induction over the iterations, we conclude
that the random live-path graph model produces the same distribution over A-active and B-
active sets as the SepT model.
7.4 Hardness of the WMI-LT Problem
Next, we prove that the WMI-LT problem under the SepT model is NP-hard in lines
with the hardness proof in [85]. The decision version of WMI-LT is “Is there a subset IB
where |IB| ≤M and σ2(IA, IB, D) > σ1(IA, IB, D)?”
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Figure 21: Graph G = (V,E) of WMI-LT instance in set cover reduction
Theorem 7.2. WMI-LT is NP-hard for the SepT model
Proof. For the purpose of this proof, we reduce the known NP-complete Set Cover problem
to WMI under the SepT model. We know that the decision version of the Set Cover problem
is defined in the following way: A ground set of elements S = {e1, e2, . . . , en}, a collection
of sets C = {s1, s2, . . . , sm} such that si ⊆ S and a positive integer K ≤ |C| are given.
The question is whether there exists a collection Q ⊆ C that covers all the elements in S and
|Q| ≤ K.
Given an instance of set cover problem, we construct an instance of the WMI-LT problem. We
construct G = (V,E) in the following way as shown in Figure 21. For every element ei ∈ S,
we add a node ei and for every set sj ∈ C, we add a node sj to V . We add an edge (ei, sj)
to E for every ei and sj if ei ∈ sj . Also, we add a node a and nodes x1, . . . , xn to V . Then,
for every ei, we add edges (a, xi) and (xi, ei) to E. Moreover, for every ei we add a set of r
nodes, Li = {li,j|1 ≤ j ≤ r} to V and we connect them directly to ei. We identify the value
of r later in the proof. Finally, we add n × r additional nodes y1, . . . , yn×r to V and edges
(yt, a), 1 ≤ t ≤ n×r as shown in Figure 21. The weight on each edge (u, v) for bothA andB
is the inverse of degree(v). We consider that for each node v, the threshold for both player A
and player B is the inverse of degree(v). NP-hardness of this special case clearly implies the
NP-hardness of the more general case. We assign D = 4 which is the diameter of the graph
G, M = K and IA = {a}.
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Now, we show that the set cover problem has a solution iff there is a set IB ⊆ V −IA such that
|IB| ≤ M and σ2(IA, IB, D) > σ1(IA, IB, D). First, we consider that there is a collection
Q ⊆ C that covers S and |Q| ≤ K. Then, IB includes all nodes sj corresponding to the sets
in Q. In this case, all ei will be at distance one from IB and two from IA. So, all ei and the
nodes in Li will adopt IB with probability one. Moreover, the nodes sj ̸∈ IB are two hops
away from IB while 3 hops away from IA. Hence, all nodes sj will adopt IB . Therefore, we
have σ2(IA, IB, D) = m+ n(1 + r). So, σ2(IA, IB, D) > σ1(IA, IB, D).
Next, we show that if there is no collectionQ of sizeK that covers all elements then there is no
set IB ⊆ V − IA of size M where σ2(IA, IB, D) > σ1(IA, IB, D). Considering that set cover
does not have a solution, there should be at least one ei whose distance from IB cannot be one
or smaller. Since the node xi connected to this ei will have probability 1 to accept A and so, this
ei and consequently nodes in Li choose A. So, we have σ2(IA, IB, D) ≤ m+ (n− 1)(1 + r)
and σ1(IA, IB, D) ≥ 1 + nr + (1 + r). So, we choose r in our instance large enough such
that r > n+m−3
2
. Then, we have 1+nr+(1+ r) > m+(n− 1)(1+ r), so σ1(IA, IB, D) >
σ2(IA, IB, D)
7.5 Approximation Algorithm
Having proven the hardness of approximation of WMI problem using the SepT model
of propagation, we should next strive for obtaining a solution algorithm for the same. Consider
the greedy algorithm provided in [85]. Let ω(IA, IB, D) be (σ2(IA, IB, D)− σ1(IA, IB, D)).
Let Fi denote the amount of increase in the value of ω when node i is added to IB;
i.e. Fi = ω(IA, IB ∪ {i}, D) − ω(IA, IB, D). Initially, IB is the empty set. Hence,
ω(IA, IB, D) ≤ 0. The algorithm executes through iterations and in each iteration, node
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i ∈ V − IA with the maximum Fi is selected. The steps of the algorithm GWMI has been
shown in Algorithm 12.
Algorithm 12: Greedy Algorithm for Winning with minimum investment (GWMI)
1 while ω(IA, IB, D) ≤ 0 do
2 for every node i ∈ V − (IA ∪ IB) do
3 Compute Fi;
4 Select node j with maximum Fj;
5 IB = IB ∪ {j};
6 return IB;
Theorem 7.3. GWMI has a log n approximation ratio under SepT model.
Proof. The proof follows from [85], we include it here for completeness. Let I tB be the
set of B′s initial adopters selected by GWMI at step t. Initially, IB is the empty set and
ω(IA, I
0
B, D) = −σ1(IA, ∅, D) In each iteration t, the nodes in the optimal set of B′s initial
adopters IoptB , will make ω(IA, I
t−1
B ∪ IoptB , D) positive. We denote the size of IoptB by OPT
and the size of the solution of GWMI by H . Therefore, there will be at least one node in
V − {IA ∪ I t−1B } that increases ω(IA, I t−1B , D) by at least |ω(IA,I
t−1
B ,D)|
OPT
. Let, vt be the node
selected by GWMI at iteration t. Then, Fvt ≥ |ω(IA,I
t−1
B ,D)|
OPT
. Therefore, for t < H , we have,
|ω(IA, I tB, D)| ≤ |ω(IA, I t−1B , D)| − |ω(IA,I
t−1
B ,D)|
OPT
≤ |ω(IA, I0B, D)|(1− 1OPT )t
Also, we know that |ω(IA, I tB, D)| ≤ n(1− 1OPT )t ≤ ne
−t
OPT .
Since, adding a node to IB will increase ω(IA, IB, D) at least by one, we need to find the small-
est t that will make |ω(IA, IB, D)| < 1. Then, adding one more node will make ω(IA, IB, D)
positive. Therefore, H ≤ 1 +OPT ln n.
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7.6 Experimental Results
In this section, we present our detailed experimentation on the performance of the
greedy approximation algorithm, GWMI. We have performed experiments on a real dataset.
We have considered the co-authorship network of scientists working on network theory and
experiment, as compiled by M. Newman in May 2006 [112] because co-authorship graphs are
said to be representative of social networks. This dataset has 1589 nodes and 2742 edges. Our
experiments have been conducted on a Linux machine with Intel Quad core 2.66GHz processor,
8 GB memory, 3MB cache. The code for all the experiments has been written in Python and
we have used NetworkX python package which is a very popular package for codes involving
graphs. Because we must estimate the spread of the influence in a network through sampling,
it requires us to execute our algorithm on a large number of instantiations of the social network.
So, we have employed multi-threading in order to reduce the runtime.
Just as in [85], first we compare the performance of the GWMI algorithm with the
results obtained from baseline heuristics which are often used to identify most influential nodes
in a social network [113]. Furthermore, we also use the greedy algorithm proposed in [79] as
a baseline algorithm to select seed set of the second player. We use sampling to obtain a close
approximation of σ1(IA, IB, D) and σ2(IA, IB, D) with high probability.
The first baseline heuristic used is the node degree based heuristic in which the nodes
are selected in decreasing order of their degrees. The second baseline heuristic used is the
closeness centrality based heuristic in which the nodes are selected in the increasing order of
their average distance with other nodes. Finally, we also compare with the greedy algorithm
proposed in [79] which works as the following: in each iteration, the node that provides the
maximum incremental increase in the total number of nodes influenced by the second player is
selected. As in [85], we refer to this algorithm as the Second Player Influence Maximization
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Figure 22: Figure showing the number of initial adopted of B for different values of |IA|
(SPIM) algorithm. In these experiments, the propagation is allowed till no more nodes get
influenced. This means that we have considered the value of D to be very large, for e.g.,
D = n, where n is the number of nodes in the graph. In these experiments, the degree based
heuristic is used to select the k initial adopters for the first player P1 advocating influence A.
In our experiments, k is varied from 10 to 40 in steps of 5. Fig. 22 shows the plots resulting
from our experiments. The ‘Deg-Deg’ legend shows the results when both players are using
the degree based heuristic, similarly the ‘Deg-GWMI’ is the legend showing the results when
P2 uses GWMI algorithm whereas P1 uses the degree based heuristic, and so on.
It is interesting to observe that for the network science dataset, for some of the values
of k (representing the size of the seed set of P1), the GWMI algorithm selects a bigger set of
initial adopters compared to the SPIM algorithm. We investigate the reason for this for the
particular case where k = 40 because in this case the difference in the sizes of the seed sets
selected by SPIM and GWMI is the biggest in our experiments and the comparison is shown in
Fig. 23. It can be seen in Fig. 23a that initially the value of ω(IA, IB, D) is indeed higher for
GWMI because by definition, GWMI selects the node iwhich provides the highest incremental
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(a) Difference in the value of ω when using GWMI and
SPIM
(b) Number of adopters of B when using GWMI and
SPIM
Figure 23: Comparison of GWMI with SPIM when first player selects 40 nodes as initial
adopters in the network science dataset.
increase (Fi) in the value of ω(IA, IB, D) when added to IB . SPIM selects a different set of
nodes initially than GWMI and has lower value of ω(IA, IB, D). However, it turns out that
after a few initial iterations, SPIM beats GWMI in ω(IA, IB, D) where GWMI is stuck with its
initial greedy selection. Fig. 23b shows that, as expected, SPIM maintains a consistently higher
value of σ2(IA, IB, D) compared to GWMI because the objective of SPIM is to select the node
which gives maximum incremental increase in the value of σ2(IA, IB, D) when added to IB .
It may be noted that in [85], the authors show that GWMI provides the smallest set of initial
adopters for the WMI problem under Wave Propagation Model [79] - however they have used
a different dataset than ours. Future work will involve further investigation to characterize this
interesting behavior of GWMI with more datasets and different propagation models.
Next, we analyze the coverage i.e.the number of nodes influenced by the players. Fig.
24 presents our results. As can be seen in Fig. 24a, the coverage of P1 is smaller when P2 uses
GWMI instead of SPIM although GWMI does not explicitly try to minimize the coverage of
P1. So, P2 will prefer to use GWMI instead of SPIM if in addition to minimizing the number
of initial adopters, P2 would also like to reduce the final market share of P1. Fig. 24b shows
that the coverage of P2 is maximum when P2 uses SPIM. This is intuitive because the explicit
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(a) Coverage of the first player P1 (b) Coverage of the second player P2
Figure 24: Coverage of the players
goal of SPIM is to maximize the coverage of P2. Same results w.r.t. coverage of P1 and P2
have been obtained in [85] when experimenting with GWMI on a different dataset and under
the Wave Propagation Model [79].
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Chapter 8
CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS
Because resource allocation problems are omni-present in the different networks,
thereby influencing our lives on a daily basis, several such problems have been studied and
analyzed in this dissertation. Here, networks include social networks as well as physical (in-
frastructure) networks such as distributed data storage networks, multi-layered interdependent
networks among others.
In this dissertation, the Budget Constrained Data Distribution Problem (BCDDP) which
is a problem pertaining to optimal distribution of data in a distributed data storage network
has been presented. Utilizing (N ,K) erasure coding, this dissertation presents a budget-
constrained file distribution scheme for a data storage network where the aim is to achieve a
maximum region fault-tolerant system. This ensures that, under an imposed budget, maximum
number of largest connected components of the residual network has at least K file segments
to reconstruct the file. An approximation algorithm for the problem for an arbitrary network
has been presented. Besides, the efficacy of the algorithm has been demonstrated by experi-
mentation on two real backbone networks. Also, the effects of the coding parameters N and
K on storage in a distributed file storage system have been discussed. Additionally, an optimal
algorithm for the all region fault tolerant file distribution system in a mesh network has been
presented. Further directions of study in this domain are as follows:
• It would be interesting to study the BCDDP problem when the storage capacity of each
node of the distributed data storage network is variable and could be greater than or equal
to one.
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• This dissertation shows that the all region fault tolerant system design problem is polyno-
mially solvable for mesh networks, although the problem is NP-hard for general graphs.
It would be interesting to study the BCDDP problem in case of such specialized or struc-
tured networks.
This dissertation also studies the relay node placement problem under budget constraint
using two different metrics. It is proven that the problems using both the metrics are NP-
complete and heuristic solutions for them are provided. Experimental results on synthetic data
sets are also presented. Future work involves proving approximation bound for the proposed
heuristics or inapproximability of the problem. Furthermore, this study has led to the devel-
opment of the notion of “connectivity of a disconnected graph” or “disconnectivity”, which
opens up a new area of research.
• Disconnectivity of a graph (the graph does not necessarily have to be a disconnected one)
can be formalized and studied in further details. Currently, two metrics of measuring
connectedness of a graph is studies - namely (i) size of the largest connected component
and (ii) the number of connected components. More metrics can be considered. One
example is the size of smallest connected component in the graph. Disconnectivity of a
graph will encompass all such metrics into a single one.
This dissertation also studies the Progressive Recovery Problem to maximize the sys-
tem utility over the time when recovery of failed entities takes place in an interdependent
network. It has been shown that the problem can be solved in polynomial time in some spe-
cial case, while in others it is NP-complete. Two approximation algorithms and a heuristic
have been provided to solve the problem in different cases. Additionally, Integer Program-
ming formulations have been provided for obtaining optimal solution when the problem is
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NP-complete. Experimental evaluations show that the heuristic attains near optimal solution
in almost all cases. Further directions of research in this domain are the following:
• This research considers that an entity in the set of original failures is revived, it comes
alive immediately. Similarly, it is also assumed that when recovery of all the entities in
a minterm of the Implicative Dependency Relation of an entity takes place, the entity
comes alive immediately. However, in reality, each entity may take a variable amount
of time to come alive i.e., become fully functional. It would be interesting to study the
progressive recovery problem under such considerations.
In this dissertation, a generic technique for recovering signals pertaining to a geograph-
ical area, such as a country, using Twitter Data has been proposed. This techniques has been
applied to an Indonesian dataset of the Minerva project and a high accuracy has been observed.
The goal of this work is the generation of a political Heat Map of Indonesia which highlights
the Indonesian provinces with prominent radical narrative. Besides, propagation of radical
or counter radical activities in a region can also be visually demonstrated through these Heat
Maps. Further work in this domain could be in the following direction:
• The generic technique developed through this research can be applied to datasets from
other countries or geographical areas. It would be interesting to investigate if the tech-
nique is as effective in those datasets as it is for the Indonesian dataset. In case it is
observed that there is a difference in the effectiveness of the technique when applied to
different datasets, it would be also interesting to analyze the reason for that observation.
• In this research, the Heap Maps are generated for political signals. It would be interest-
ing to consider other forms of signals such as social or economic signals and study the
effectiveness of the proposed technique for these other types of signals.
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This dissertation further studies two problems deeper in the domain of influence prop-
agation. Given a social network and a two player setting let us consider that the first player has
already selected her seed set of nodes. The first problem considers that the goal of the second
player is to contain the reach of the first player within the social network community. This
problem is also relevant for containment of disease in epidemiology, containment of forest fire
and several other domains. The second problem is to selectively incentivize a set of nodes
for the second player such that under the Separated Threshold model of propagation and with
minimum budget, the second player is able to garner more loyal followers than the first player.
These works consider that the first player is oblivious of the second player. Future work in this
direction could be the following:
• Consider that the first player is aware that the second player will be coming next and
that the second player’s objective is to get a larger market share compared to the first
player. Consider that the first player has a budget B. Then, how should the first player
select her seed set ofB nodes such that the first player is able to maximize the minimum
investment (size of seed set) that the second player needs to make in order to get a larger
share of the market compared to the first player?
• Consider that the first player is aware that the second player will be coming next and
that the second player has a budget B. With this knowledge, how should the first player
select the smallest sized seed set such that at the end of the observation period, the first
player is able to capture a bigger market share compared to the second player?
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