Abstract. Integrable generalisations of the Benjamin-Ono equation are constructed. The integrable equations of this type are classified by using the perturbative symmetry approach.
Introduction
The characteristic property of integrable equations is the existence of an infinite hierarchy of symmetries with growing order. In the symmetry approach [10] , [7] , [6] , this property is taken as the definition of integrability. In most cases, the symmetries of the hierarchy are local, i. e., their generators are elements of a differential field or ring. The locality is the fundamental concept of the standard symmetry approach. Meanwhile, there are known integrable integro-differential equations, such as the Benjamin-Ono equation, which are non-local themselves (contain integrals) and all their higher symmetries and conservation laws are even more non-local (contain nested integrals). The standard symmetry approach does not apply to such equations. In the recent paper [5] , we have proposed a perturbative symmetry approach in symbolic representation which proved to be adequate for a wide class of non-local and non-evolutionary equations. Here we use this technique to solve the problem of classification of the Benjamin-Ono-type equations with higher symmetries. We have found that the few first necessary conditions are so restrictive that they select a very short list of equations (Proposition 2), and some of them seem to be new. All these equations are proved to be integrable (Theorem 3), i. e., the conditions are sufficient as well. In the last section, we illustrate an application of the perturbative symmetry approach to non-evolutionary integro-differential equations.
The Perturbative Symmetry Approach
In this section, we recall the definitions and main results of the perturbative symmetry approach (see [5] for details and proofs). We start with local equations, i. e., equations whose right-hand sides are differential polynomials or can be represented as formal series
where
is the linear part of the equation and can be represented in the form
and
The ring of differential polynomials over C generated by u and by the x-derivation D is denoted by R(u, D). In the pertubative symmetry approach, we use a symbolic representationR(u, η) of the differential ring R(u, D) [5] , [4] , [11] , [8] . The symbolic representation of R(u, D) is nothing but an abbreviation of notations and rules for the formal Fourier transform. Namely, u k is represented by u k → uξ k and a differential monomial u
, where m = n 0 + n 1 + · · · + n q and the brackets denote symmetrisation over the group Σ m of permutations of m elements (i. e., of permutations of all the arguments ξ j ):
the arguments ξ j are the Fourier coordinates. The multiplication of monomials f, g ∈ R(u, D) with symbols f → u p a(ξ 1 , . . . , ξ p ) and g → u q b(ξ 1 , . . . , ξ q ) is represented inR(u, η) by the rule
where the symmetrisation is over the group of permutations of all the p + q arguments ξ 1 , . . . ξ p+q . The derivative D(f ) of a monomial f with the symbol
The operator D inR(u, η) is represented by a special symbol η with the action
and the composition (Leibnitz) rule
Suppose that f D q and gD s are operators such that f and g have symbols
Here the symmetrisation is over the group of permutation of all the i + j arguments ξ 1 , . . . ξ i+j ; the symbol η is not included in this set. In particular, it follows from (2) is valid for positive and negative exponents q and s.
If a is a monomial with symbol a → u m a(ξ 1 , . . . , ξ m ), then, for the symbol of the Frechét derivative a * , we have
In the symbolic representation, equation (1) can be written in the form
where ω(ξ 1 ) = n k=1 r k ξ k 1 and the coefficients a n (ξ 1 , . . . , ξ n+1 ) are symmetric polynomials.
Equation (
The derivations D and D
A symmetry of equation (1), or, in the symbolic representation, of equation (3), can be defined as a derivation D τ of R(u, D) (or ofR(u, η), respectively) which commutes with D and D t . A symmetry can be associated with a differential equation u τ = G(u m , . . . , .u 0 ), or, in the symbolic representation,
The function G is called the generator of the symmetry. Since the ring R(u, D) does not contain functions explicitly depending on x and t, the condition [D,
Formal series in D with coefficients from R(u, D) are very important objects in the standard symmetry approach [10] , [7] , [6] . Such formal series are said to be local, since all the coefficients are differential polynomials and do not contain integrals. In order to fit the concept of locality into the symbolic representation, we need the following definition. Definition 1. We say that ψ(ξ 1 , . . . , ξ j , η) is a local function if the coefficients
is called a formal recursion operator of equation (3) if Λ satisfies the equation
and all the coefficients φ j (ξ , . . . , ξ j , η), j ≥ 1, are local functions.
Equation (6) for the coefficients of the formal recursion operator can be solved recursively:
where φ(η) is an arbitrary function and
The following theorem asserts that the integrability of equation (3), i. e., the existence of an infinite hierarchy of higher symmetries, ensures the locality of the coefficients of the formal recursion operator [5] . Theorem 1. Suppose that equation (3) has an infinite hierarchy of symmetries
. . , ξ m , η) of the formal recursion operator
This theorem suggests the following strategy for testing integrability.
• Using equations (7) and (8) find the first few coefficients φ n (ξ 1 , . . . , ξ n , η) of the formal recursion operator (in all known cases, it was sufficient to analyse the first three nonvanishing coefficients).
• Expand these coefficients in a series in 1/η as η → ∞,
and find the corresponding functions Φ ns (ξ 1 , . . . , ξ n ).
• Check that the functions Φ ns (ξ 1 , . . . , ξ n ) are polynomials (rather than rational functions).
Nonlocal Extension
The perturbative symmetry approach proved to provide necessary integrability conditions for certain classes of nonlocal equations and integro-differential equations [5] . In this section, we shall obtain integrability conditions for Benjamin-Ono type equations, namely, for equations whose right-hand sides contain the Hilbert transform
Consider the Benjamin-Ono equation
It is well known that this integrable equation possesses an infinite hierarchy of higher symmetries and conservation laws which contain a nested Hilbert transform; so, in order to study structures like higher symmetries, conservation laws, and formal recursion operators, we need to extend the differential ring R(u, D).
Consider the sequence of extensions is a monomial with the corresponding symbol u n a(ξ 1 , . . . , ξ n ), then H(A) is represented by u n sign(ξ 1 + · · · + ξ n )a(ξ 1 , . . . , ξ n ). All the definitions in the extended ring are exactly the same as in the local case, but the symbols of elements of the extended ring are now symmetric sign-polynomials rather than symmetric polynomials. For example the symbolic representation of H(u 2 ), uH(u 1 ), H(uH(u 1 )) is
and the symbolic representation of the Benjamin-Ono equation (12) is
Counting the degrees of sign-polynomials, we assume deg(sign(ξ 1 +· · ·+ξ k )) = 0. For example, deg(ξ 
where ω(ξ 1 ), a 1 (ξ 1 , ξ 2 ), . . . are the sign-polynomials and deg(ω(ξ 1 )) ≥ 2. If equation (13) has a higher symmetry
with linear part uΩ(ξ 1 ), where deg(Ω(ξ 1 ) ≥ 2, then all its functions A j (ξ 1 , . . . , ξ j+1 ) are sign-polynomials and can be expressed in terms of ω(ξ 1 ) and a j (ξ 1 , . . . , ξ j+1 ) recursively as
Now, we introduce a formal recursion operator for equation (13) and a notion of asymptotically local functions (a generalisation of the concept of local function).
Definition 3.
A function a n (ξ 1 , . . . , ξ n , η) is said to be asymptotically local if the coefficients a nm (ξ 1 , . . . , ξ n ) andã nm (ξ 1 , . . . , ξ n ) of its η → ∞ expansion a n (ξ 1 , . . . , ξ n , η) = In this η → ∞ expansion, we take into account that sign(η + j ξ j ) = sign(η).
Definition 4.
A formal series of form (5) is called the formal recursion operator of equation (13) if it satisfies equation (6) and all the coefficients φ j (ξ 1 , . . . , ξ j , η) are asymptotically local.
Without loss of generality, we can take φ(η) = η or φ(η) = η sign(η).
The following theorem is an analogue of Theorem 1.
Theorem 2. Suppose that equation (13) has an infinite hierarchy of symmetries
where φ(η) = η or φ(η) = η sign(η), are asymptotically local.
The proof of Theorem 2 is completely similar to the proof of Theorem 1 [5] with the only difference that all the objects belong now to the extended ring.
Theorem 2 provides necessary integrability conditions for equation (13).
Classification of Integrable Benjamin-Ono-Type Equations
Consider the equation
Here the linear term is the same as for the Benjamin-Ono equation (12) and all possible second-order homogeneous terms are included; we take into account the relation H 2 = 1 and the Hilbert-Leibnitz rule
The coefficients c j , j = 1, . . . , 6, are arbitrary constants. In the symbolic representation, equation (19) reads as
The corresponding formal recursion operator is
Proposition 1. The first coefficient φ 1 (ξ 1 , η) of the formal recursion operator (21) is asymptotically local for any sign-polynomial a 1 (ξ 1 , ξ 2 ).
Proof. From (7), we obtain the expression
which is obviously asymptotically local for any sign-polynomial a 1 (ξ 1 , η).
Thus, the first coefficient does not contain any information on the integrability of equation (19), and we need to consider other coefficients.
Proposition 2. If the coefficients φ 2 (ξ 1 , ξ 2 , η) and φ 3 (ξ 1 , ξ 2 , ξ 3 , η) of the formal recursion operator (21) for equation (19) are asymptotically local, then the equation coincides with one of the equations from the list
up to a transformation
Sketch of the proof. Expanding φ 2 (ξ 1 , ξ 2 , η) into a series as
we immediately obtain an obstruction to the integrability of equation (19): if the functions φ 21 (ξ 1 , ξ 2 ) andφ 21 (ξ 1 , ξ 2 ) are sign-polynomials, then the following conditions on the constants c j hold: Thus, we have two subcases: 
Case B2. We have the equation
In the cases C and D, the asymptotic locality conditions for the function φ 2 (ξ 1 , ξ 2 , η) lead to the linear equation c 1 = · · · = c 6 = 0.
The last case E is similar to A and leads to the equations
Now let us, consider the equations (22)-(25), which have passed the integrability test. Equation (22) [9] can be reduced to a system of Burgers equations. Setting v = H(u) and applying the H-transform to the left-and right-hand sides of equation (22), we obtain the system
The change of variables p = u + v, q = u − v transforms this system into p t = p 2 + (c 1 + c 2 )pp 1 , q t = −q 2 + (c 1 − c 2 )qq 1 .
The formal recursion operator for equation (22) is Λ = η sign(η) + uφ 1 (ξ 1 , p), where φ 1 (ξ 1 , η) = (ξ 1 +η)(c 1 +c 2 sign(η)+sign(ξ 1 )(c 2 +c 1 sign(η)))(η sign(η)−(ξ 1 +η) sign(ξ 1 +η)) ξ 2 1 sign(ξ 1 )+η 2 sign(η)−(ξ 1 +η) 2 sign(ξ 1 +η) ,
Miscellany
In the recent work [5] , the perturbative symmetry approach was applied to the generalised Camassa-Holm-Degasperis equation 
Here c j = const and c 1 c 2 = 0. The above theory readily applies to equations of form (37) and leads to the following result. 
up to a transformation u → αu + βH(u), x → γx, t → δt, where α 2 − β 2 = 0, α, β, γ, δ ∈ C.
Equations (38), (39) are known to be integrable (see [1] , [3] , [2] ), while equation (40) is a special case of the famous Hilbert-Hopf, or Hilbert-Liouville, equations. Indeed, (40) can be rewritten as m t = mH(m)
or as H(φ t ) = exp(φ), where φ = log m.
