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ABSTRACT
The empirical work reported in the current thesis set out to explore the 
relationship between perceptual expertise, categorical perception (CP) and 
perceptual learning. Evidence to support the idea that the way people 
organise the world into categories can qualitatively affect their perception of it 
has been provided by CP research. Recent work indicates that categorisation 
experience can lead to enhanced sensitivity to diagnostic stimulus features 
and is consistent with the possibility that, as experts have learned to 
distinguish among objects, they have also acquired new ways of perceptually 
structuring the objects to be categorised. Nevertheless, there is debate about 
whether these effects are really perceptual and if so about the mechanisms 
and locus of learning.
Here, experiments were designed to test whether the process of acquiring 
perceptual categories drives a perceptual learning process that enhances the 
discrimination of category relevant features thereby contributing to the 
development of perceptual expertise. The work therefore sought to test the 
possibility that category learning could drive changes to early stages of 
perceptual processing. Two classes of stimuli were used to address these 
issues. Initial experiments showed that learning to categorise Gabor patches 
can lead to learned CP effects that are specific to the trained spatial 
frequency, orientation and retinal location. Experiments using morphed 
cervical cell stimuli showed that expert cervical screeners have acquired 
heightened discrimination to cells that cross the normal/abnormal category 
boundary and that training novices to categorise cells as normal or abnormal 
can also lead to retinotopically specific learned CP effects. Taken together, 
the results reported in the current thesis support a general explanation of CP 
effects arising from categorisation driven perceptual learning at early stages 
of visual processing. Furthermore, the work speculated that modifications to 
intra-cortical connections at this stage of processing may underpin the learned 
CP effects observed.
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C H A P T E R  O N E
I N T R O D U C T I O N
1 .1  I n f l u e n c e s  o f  c o g n i t i o n  o n  p e r c e p t i o n
A major challenge in vision research is to understand how visual objects in the 
world are categorised. Clearly, acquiring an accurate description of the 
environment is vital to the survival of any biological organism and represents a 
key function of the human visual system. Considerable research effort has 
therefore been focused on explaining the nature of that description and 
identifying the processing stages involved in producing it.
Traditional views have proposed that the main role of perception is to provide the 
‘building blocks’ for later cognitive stages of analysis and suggest that visual 
information processing flows in a single direction, starting with the extraction of 
elementary features at lower levels and then progressing to higher areas tuned to 
more complex objects (VanEssen & Maunseil, 1983). To some extent, these 
ideas appeared to be consistent with physiological evidence including the 
discovery of a hierarchy of simple, complex and hypercomplex cells (Hubei & 
Weisel, 1962). For example, one of the most influential theories of our time 
described vision in terms of an information processing system (Marr, 1982) that 
involved a succession of processing stages during which information was 
extracted and made explicit in a series of increasingly complex representations.
In contrast, more recent work has identified the presence of numerous 
anatomical feedback connections projecting from higher to lower stages of visual 
processing (Salin & Buliier, 1995) as well as a network of long range horizontal 
connections that link neurons within each cortical area (Gilbert, 1996). The 
existence of these anatomical connections suggests that cortical processing is 
more than a series of hierarchical processes. Indeed, recent theories have
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suggested that feedback connections provide the means to modulate earlier 
stages of visual analysis top-down and thus support an interdependent 
relationship between perception and cognition (Gilbert, 1996). Lamme, Super 
and Spekreijse (1998) speculate that, while the hierarchical arrangement of 
receptive field (RF) properties in different cortical areas may reflect feedforward 
processing, the integration of the information underlying perception may rely on 
horizontal and feedback connections. For instance, in his recent integrated 
model of visual processing, Bullier (2001) proposed that an initial (and fast) 
global analysis of the visual scene is driven by the magnocellular pathway and is 
then fed back to early stages of analysis where the information dynamically 
influences the activity at those stages before being integrated with more detailed, 
local information arriving from the parvocellular system. Models such as these 
have far greater explanatory power than simple feedforward models and provide 
a mechanism through which cognitive stages of processing can influence the 
perception of objects in general.
However, although recent years have seen progress in understanding the 
processes underlying accurate object recognition, there remain major 
disagreements about how closely perception and cognition are linked. Clearly, 
settling this debate would be a vital step in acquiring a full understanding of the 
overall flow of information in the brain. From one perspective, learning at early 
stages of visual analysis clearly has an influence on the perception of simple 
features and thus on the recognition of more complex objects. Indeed, 
specificities reported in the perceptual learning literature support both an early 
locus of learning and its importance in shaping later stages of perception such as 
object recognition and categorisation. At the same time, learning at later, 
cognitive stages of processing obviously plays an important role in the 
recognition and categorisation of more complex objects. Instances of perceptual 
expertise clearly demonstrate that learning about an object will have an effect on 
the way it is subsequently recognised. However, the question of whether
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cognitive learning in later stages of processing can influence early perceptual 
analysis remains a matter of debate. The current thesis explores this issue in 
more detail and discusses the parallels between visual object recognition, 
categorisation and perceptual expertise.
1 .2  O b j e c t  r e c o g n i t i o n  a n d  c a t e g o r i s a t i o n
As mentioned earlier, a key function of vision is the ability to provide an accurate 
description of the world. Although areas of research exploring object recognition 
and categorisation have evolved separately, they both seek to provide an 
accurate description of the environment and can be considered as different 
aspects of the same process (Schyns, 1998). One way to simplify the potentially 
overwhelming task faced by the visual system is to categorise objects into groups 
of similar things. By adopting a ‘divide and conquer’ principle, a massive amount 
of sensory information can be reduced to a smaller, more manageable 
processing load. For example, imagine having to recognise and react to each 
individual instance of an insect encountered during a lifetime. Clearly, a more 
efficient technique would be to recognise and distinguish between potentially 
harmful (e.g. mosquitoes) and harmless (e.g. butterflies) categories and to select 
the most appropriate response (e.g. avoid or admire it) on the basis of previous 
experience. The essence of categorisation is, therefore, that observers are able 
to use category specific responses to deal with objects that they have never 
encountered before (Keri, 2003).
1 .3  P e r c e p t u a l  e x p e r t i s e
In some cases, people become so good at making categorisations in specific 
areas that they eventually develop into experts. Examples of perceptual 
expertise are regularly demonstrated in everyday life and are characterised by a 
superior ability to discriminate objects in specific domains of expertise. For 
instance, evidence has shown that car enthusiasts can distinguish subtleties 
between different models of Porsche (Gauthier, Skudlarski, Gore, & Anderson,
3
2000), experienced radiologists can diagnose a diseased lung from an x-ray 
image (Lesgold, Glaser, Rubinson, Klopfer, Feltovich & Wang, 1988), and 
observers can learn the individual names of novel, non-face objects called 
Greebles (Gauthier & Tarr, 1997; Gauthier, Williams, Tarr & Tanaka, 1998).
Research suggests that the acquisition of perceptual expertise is accompanied 
by a change in the type of categorisation that is made. For example, deciding 
whether an object should be categorised as ‘animal’, ‘dog’ or ‘Siberian husky’ 
will, to some extent, depend on the level of experience that an observer has with 
the class of objects in question. According to work by Rosch, Mervis, Gray, 
Johnson and Boyes-Braem (1976), an inexperienced observer is likely to make a 
basic level categorisation (i.e. dog) whereas the expert dog fancier is more likely 
to make a subordinate level categorisation (i.e. Siberian husky). Thus, the 
hallmark of perceptual expertise is that experts’ initial categorisations are made 
at a more specific, subordinate level than novices (Tanaka & Taylor, 1991). 
However, the role of experience in this downward shift in entry-level 
categorisations from basic to subordinate is not fully understood.
Considerable evidence suggests that the neuronal basis of perceptual expertise 
and categorisation is associated with changes to the response properties of units 
in inferior temporal (IT) cortex (e.g. Gauthier, Tarr, Moylan, Anderson, et al,
2000; Sigala, 2004). For example, an area known as the fusiform face area 
(FFA) was once thought to be selective for faces (e.g. Haxby, Horwitz, 
Ungerleider, Maisog, et al, 1994; Kanwisher, McDermott & Chun, 1997) but has 
recently been implicated in the processing of other visual object categories. 
Gauthier and Tarr (2002) suggest that the mechanisms underlying the 
recognition of both faces and other objects might be the same. They have 
theorised that any apparent evidence to the contrary is because most people are 
experts in face recognition whereas few develop the same level of expertise with 
other objects. It therefore seems plausible that face perception is an instance of
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object recognition for which high levels of expertise have been acquired. In other 
words, perceptual expertise may be the endpoint of a normal learning trajectory 
(Palmeri, Wong & Gauthier, 2004). Evidence in support of this has shown that 
many face specific effects (e.g. inversion effects) can be observed with other 
expert object categories including dogs (Tanaka & Taylor, 1991) and Greebles 
(Gauthier, Tarr, Anderson, Skudlarski & Gore, 1999). Furthermore, expertise 
with novel non-face objects (Greebles) or familiar objects (birds and cars) can 
also lead to increased recruitment of the FFA (e.g. Gauthier et al, 2000).
Nevertheless, whilst these studies provide some indication of the locus of 
perceptual expertise, the mechanism responsible for its acquisition is still not 
clear. Without question, an important difference between experts and novices is 
that experts have had more exposure to objects in their particular domain of 
expertise. However, the acquisition of expert skill is more than just a matter of 
repeated exposure and clearly involves an element of highly motivated, top-down 
learning. For instance, most people experience many cars in the course of a 
lifetime but only those who are willing to expend a certain level of effort and 
interest reach the level of performance that is characteristic of perceptual 
expertise (Tarr & Cheng, 2003).
Furthermore, the ability to generalise expertise to novel stimuli is an important 
characteristic of perceptual expertise. In contrast to the learning specificities 
observed in perceptual learning research, experts seem to be able to bootstrap 
new category learning onto old categories (Gauthier et al, 1998; Tanaka, Curran 
& Sheinberg, 2005). This raises the possibility that regular experience at making 
specific categorisations during the development of perceptual expertise, rather 
than regular exposure itself, may have changed the way that experts perceive 
objects in their domain of expertise. The experiments reported in the current 
thesis explore these issues by examining the differences between expert and 
novice performance.
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1.3.1 Medical image expertise
At a general level medical image perception is a specific example of perceptual 
expertise and represents a complex categorisation task. Experts have somehow 
acquired superior abilities at discriminating normal from abnormal visual patterns. 
Indeed, substantial research effort has been directed towards providing an 
adequate account of the processes underlying its acquisition, particularly in the 
field of radiology. X-rays inherently produce low-resolution, grey scale images in 
which abnormalities are accompanied by high levels of background noise and 
are often camouflaged by normal features. Consequently, they are very difficult 
to decipher (Gale, 1993) and high levels of expertise are required to successfully 
diagnose illness. For example, Lesgold et al (1988) examined descriptions of 
standard x-ray images provided by novice, intermediate and expert observers 
and found that experts observed (and diagnosed as abnormal) a larger area from 
a collapsed lung film than intermediates or novices. This type of evidence 
suggests that experts actually see things differently to novices even though their 
respective perceptions are based on the same sensory input.
However, research on the nature of the expertise acquired by medical 
professionals has tended to focus on a variety of factors including learning to 
search the image (e.g. Nodine, Kundel, Lauver, & Toto, 1996); learning to 
recognise abnormal patterns (e.g. Myles-Worsley, Johnston, & Simons, 1988); 
acquiring relevant conceptual knowledge (e.g. Kundel & La Follette, 1972) and 
learning to make appropriate decisions about the significance of abnormalities 
(e.g. Norman, Brooks, Coblentz, & Babcock, 1992). Converging evidence has 
indicated that failure to identify abnormalities may occur at any point between 
initial sensory processing and later cognitive decision-making stages of 
processing (Gale, 1993; Nodine & Kundel, 1987).
However, research in this area has failed to adequately address the possibility 
that discrimination sensitivity may have improved as a result of experience and
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learning. For example, the detection of abnormal features would not be possible 
unless they exceed some critical detection threshold. It is therefore important to 
consider evidence that medical image experts have developed superior 
sensitivity to task relevant dimensions of visual analysis. Indeed, research using 
real and phantom x-ray image stimuli has suggested that superior detection 
performance may partly rest on low-level perceptual learning processes* (e.g. 
Sowden, Davies & Roling, 2000; Sowden, Rose & Davies, 2002).
1.3.2 Perceptual learning of medical images
Sowden et al (2000) tested the possibility that medical image experts have 
developed superior sensitivity on task relevant dimensions of visual analysis. 
They compared expert and novice performance at detecting low contrast dots in 
phantom x-ray images. Stimuli consisted of grids of squares containing central 
dots that varied in diameter and luminance contrast. Most squares also 
contained an identical dot in one corner of the square. The task was to decide 
whether the peripheral dot matched the central dot. Results suggested that 
experts’ detection accuracy was better than novices even though their expert 
knowledge was irrelevant to the task. These findings are consistent with the idea 
that expert sensitivity to the dimensions of visual analysis that are critical for 
perceiving x-ray images has been enhanced.
in a second experiment, novices were trained in a similar task over the course of 
five daily training sessions. Practice related improvements were observed to be 
specific to the direction of contrast at which training was completed, indicating 
that novice contrast sensitivity had improved through sensory learning at early 
stages of visual processing. Furthermore, practice related improvements were 
also observed when novices were trained to read mammograms containing a 
large amount of structured and unstructured background noise. However, when 
these real medical images were used, learning was found to partially transfer
* Further discussion of perceptual learning can be found in section 1.5
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across the direction of contrast. These findings suggest that, in addition to highly 
specific sensory learning, there is some contribution from types of learning that 
are not specific. Sowden et al (2002) also found that observers’ contrast 
sensitivity to luminance modulated sinusoidal gratings improved with practice and 
that improvements were specific to grating spatial frequency, retinal location and 
eye (but not orientation). These findings support the possibility that a more 
general improvement in contrast sensitivity could result from less specific reat 
world tasks such as the examination of hundreds of thousands of x-ray images 
that are conducted by expert radiologists during the course of their careers.
Taken together, these findings are consistent with the idea that medical image 
expertise develops partly through a process of perceptual learning where an 
expert’s experience at examining medical images may have helped shape their 
perceptual sensitivity. The work of Sowden et al (2002) suggests that, in the 
case of x-ray experts, the whole dimension of contrast is sensitised. However, 
this is at odds with work on other image dimensions and with findings from 
categorical perception (CP) research* which suggest that perception may be 
selectively sensitised to areas that are diagnostic of categorisation. For example, 
Myles-Worsiey et al (1988) studied the performance of observers with different 
degrees of radiological experience on a recognition task that included faces, 
normal and abnormal x-rays. As expected, recognition memory for faces was 
high at all levels of expertise. However, whilst recognition memory for abnormal 
x-rays increased to almost the same level as faces with experience, there was a 
reduction in experts’ recognition memory for normal images. The authors 
suggest that, while experts are sensitive to clinically significant deviations 
associated with disease, they are less sensitive to those that are not ciinicaily 
significant. Therefore, on the normal to abnormal dimension, expert performance 
appears to improve on the abnormal dimension but gets worse on the normal 
dimension suggesting that experts only become sensitised to diagnostic regions
1 See section 1.5.1 for logic behind transfer experiments and perceptual learning.
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of the dimension. One of the principal aims of the work reported in chapters two 
and five of the current thesis was to test the possibility that medical image 
perception expertise reflects a CP process rather than a more general 
enhancement to sensitivity along whole image dimensions.
1 .4  C a t e g o r i c a l  p e r c e p t i o n
Research into the related phenomenon of categorical perception (CP) has 
studied the differences between expert and novice performance in controlled 
laboratory conditions and has provided good evidence that learning to organise 
the world into categories can qualitatively change the way it is perceived 
(Goldstone, 1994). In the current thesis, it is proposed that CP provides a natural 
testing ground for exploring whether perceptual expertise represents a genuine 
example of categorisation-driven changes to perception and thus may help to 
identify the mechanisms underlying cognitive influences on perception. Here, the 
term ‘mechanisms’ is used at a fairly general level to signify the nature of the 
relationship between aspects of processing such as categorisation, attention, 
learning and perception.
CP is a psychophysical effect that has been demonstrated using a variety of 
different techniques. It is characterised by a superior ability to distinguish 
between members of different categories compared to equally different members 
of the same category. Usually, adjacent stimuli that fall on either side of a 
category boundary are easier to tell apart than adjacent stimuli from within the 
same category (Liberman, Harris, Hoffman & Griffith, 1957). For example, 
consider the banded appearance of a rainbow: although colour is perceived as 
being broken into sets of discrete colour categories, in reality the bands 
represent a smooth, continuous variation in the wavelength of light along the 
chromatic spectrum. Thus, pairs of equally different wavelengths that fall within 
either the yellow or the green range will appear to be shades of yellow or green
* See section 1.4 on categorical perception.
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respectively. In contrast, when one component of the pair comes from the yellow 
range and the other comes from the green range, they are perceived to be 
qualitatively different colours (Bornstein & Korda, 1984). Discrimination 
sensitivity is therefore better when two stimuli are located on either side of the 
boundary between different bands of colour (i.e. between-category pairs) than 
when they are both located within the same band of colour (i.e. within-category 
pairs).
Similar effects have been reported for speech phoneme categories. For 
example, Liberman et al (1957) asked observers to listen to three sounds along a 
continuum of equally spaced consonant-vowel syllables (/be/ and /de/). In an 
ABX discrimination task, observers were asked to indicate whether sound X was 
the same as sound A or sound B. Observers found it easier to discriminate 
stimulus pairs when they were from different phonemic categories (/be/ vs. /de/) 
than when they were variants of the same category (both /be/ or both /de/), even 
though the physical differences were equal. These effects characterise CP.
1.4.1 Debate: innate versus learned origin of CP effects 
However, the mechanisms underlying CP effects are not yet fully understood and 
there has been considerable debate about their origin and nature. One line of 
evidence provided by infant studies suggests that CP effects can be attributed to 
innate factors. For example, Eimas, Siqueland, Jusczyk and Vigorito (1971) 
used a technique to test for CP of speech in which four-month old infants were 
first habituated to a stimulus and then presented with a novel test stimulus. They 
found that infants dishabituated to a greater extent when the original and test 
stimuli came from different phonemic categories. Similarly, Bornstein, Kessen 
and Weiskopf (1976) tested for colour CP in four-month old infants and also 
found that dishabituation only occurred if the original and test stimuli were from 
different categories. Because the infants were considered to be too young to 
have benefited from experience or training, these findings were taken as
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evidence that any increased sensitivity around category boundaries was innate. 
Since then, Franklin and Davies (2004) have replicated and extended this work 
to provide further evidence that pre-linguistic infants respond to colour 
categorically.
Etcoff and Magee (1992) examined whether facial expressions were subject to 
CP effects. They used a continuum of morphed drawings of facial expressions 
that varied between happiness and sadness. The study was later replicated 
using photographs of real expressions (Calder, Young, Perrett, Etcoff & Rowland, 
1996). Using an ABX matching task, both studies showed that discrimination 
was better when images came from either side of the category boundary 
between happiness and sadness. However, although facia! expressions are 
often considered to be universal, they also represent a domain where experience 
may have influenced perceptual sensitivity at the category boundary. Therefore, 
studies based on facial expressions provide evidence that falls somewhere 
between innate and learned accounts.
In contrast, there is a great deal of evidence suggesting that CP effects are 
subject to learning. For example, Beale and Keil (1995) produced morphed 
continua between two familiar and two unfamiliar faces and used a successive 
ABX discrimination task to examine CP of facial identity. Same-different 
measures showed a strong CP expansion effect for familiar faces (i.e. Presidents 
Kennedy and Clinton) that was reduced for less familiar faces (i.e. celebrities 
Townsend and Stallone) and disappeared for unfamiliar faces. These findings 
provide evidence that the magnitude of the CP effect was correlated with the 
familiarity of the face and suggest that experience is an important factor in the 
development of CP. Indeed, the importance of categorisation experience and 
category learning in the acquisition of CP effects has been supported by 
evidence based on a wide range of visual stimuli including faces (e.g. 
Campanella, Hanoteau, Seron, Joassin & Bruyer, 2003; Levin & Angelone, 2002;
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Levin & Beale, 2000; Schyns & Oliva, 1999; Stevenage, 1998), familiar objects 
(Newell & Bulthoff, 2002), geometric shapes (Goldstone, 1994), real and artificial 
organisms (Livingston, Andrews & Harnad, 1998), colour (e.g. Davidoff, Davies & 
Roberson, 1999; Roberson, Davies & Davidoff, 2000; Ozgen & Davies, 2002) 
and unfamiliar objects (Schyns & Rodet, 1997).
In addition, recent evidence has shown that the selectivity of cells is altered as a 
result of categorisation practice. For example, Sigala and Logothetis (2002) 
trained macaque monkeys in an object categorisation task (i.e. schematic faces 
and fish) in which half the stimuli featured were relevant for making the 
categorisation and half were not. Although neural responses were not 
specifically responsive to faces versus fish, cells in IT were found to be 
selectively responsive to the features of objects that were diagnostic of category 
membership (such as the width of the eyes for faces, or the shape of the fish 
tail).
1.4.2 CP: an effect on perception or cognitive bias?
A further debate in the CP literature concerns whether the advantage of 
between-category discrimination over within reflects a genuine difference in 
perceptual sensitivity. For instance, work by Roberson and Davidoff (2000) 
suggests that learned CP may rely on labelling strategies and thus reflect a 
cognitive rather than a perceptual process. Roberson and Davidoff used a 
successive two alternative forced choice discrimination task to assess the effects 
of verbal and visual interference on within- and between-category judgements. 
They used two classes of stimuli: colour stimuli that crossed the boundary 
between blue and green and morphed facial expressions similar to stimuli 
previously used by Calder et al (1996). The interval between successive 
stimulus presentations was filled with visual, verbal or no interference. On trials 
where there was no interference, discrimination performance was more accurate 
when the target and distractor were from different categories. On trials where the
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interference was visual, overall accuracy was reduced but the CP effect was 
retained. However, CP was eliminated when verbal interference was used 
leading the authors to conclude that any between-category advantage was due 
to verbal coding as opposed to changes to perception. However, Pilling, Wiggett, 
Ozgen and Davies (2003) later replicated this work and reported that CP was 
also retained when the type of interference was unpredictable. They concluded 
that predictable verbal interference affects the strategy used rather than 
disrupting verbal codes. However, Roberson and Davidoff acknowledge the 
possibility that their findings may have been specific to the stimulus categories 
studied. For example, colour and face stimuli are highly familiar and may 
therefore have encouraged the use of verbal labels. It is also possible that the 
use of successive presentations may have allowed observers to retain the initial 
target stimulus in memory before comparing it to subsequent stimuli. Thus, there 
remains a need to establish whether CP reflects true changes to perception.
1.4.3 Perceptual change accounts of CP
As mentioned earlier, previous research has shown that an important 
characteristic of perceptual expertise is a change in the level at which objects are 
categorised. Furthermore, subordinate level categorisations require that 
observers attend to objects at a much finer level of detail than is required for 
basic level judgements (Tanaka et al, 2005). It may therefore follow that regular 
experience of making categorical decisions about the presence or absence of 
critical features has in fact enhanced the experts’ sensitivity to underlying 
features that are diagnostic for making subordinate level categorical decisions. 
Furthermore, there is converging evidence to support the suggestion that learned 
CP effects involve genuine changes to perception (e.g. Goldstone, 1994; 
Goldstone, Lippa & Shiffrin, 2001).
For example, Goldstone (1994) proposed that learning to categorise stimuli 
drives perceptual changes that enhance the discrimination of those values of the
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relevant feature dimensions that are diagnostic for categorisation. In one study, 
participants were trained to categorise simple squares into two groups based on 
either their size or brightness. After training, discrimination performance was 
measured for dimensions that were either relevant or irrelevant during training 
using same-different judgements. Results showed that the ability to discriminate 
pairs of squares that fell on either side of a learned category boundary was 
enhanced relative to pairs of squares that fell into the same category, consistent 
with a learned CP effect. However, the increased perceptual sensitivity was 
limited to the dimension that was relevant during training.
Furthermore, Goldstone et al (2001) explicitly tested whether CP of faces 
developed as a result of strategic judgement bias or changed object descriptions 
and discounted an explanation based on verbal labelling. If CP was based on 
strategic judgment bias, it was proposed that objects categorised together would 
be given a common label that would bias the observer to consider them as 
similar compared to objects with different labels. If based on changed object 
descriptions, it was proposed that learning would alter the description of the 
objects themselves by emphasising the categorisation relevant properties of the 
object. In this study, observers first had to rate how similar a set of objects was 
to a neutral, uncategorised (and therefore unlabelled) object. After learning, 
similarity ratings between members of the same category and the neutral 
stimulus became more consistent than those between the neutral stimulus and 
objects in different categories. Because the neutral stimulus was never seen 
during training, it could not be labelled. Goldstone and colleagues therefore 
argued that the effect could not be accounted for by a strategic judgement bias. 
However, although these findings were consistent with a changed object 
description explanation, the level of processing involved was not directly explored 
in this study. Thus, a further aim of the current thesis was to more specifically 
explore the nature of the changes in perception that result in learned CP effects.
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1.4.4 Problems with previous research
Previous CP research has sometimes been criticised because it has failed to 
provide adequate evidence that effects reflect changes to perception. For 
example, studies using two-alternative forced choice discrimination tasks have 
often been based on successive presentations (e.g. Goldstone, 1994; Roberson 
& Davidoff, 2000) that may have allowed observers to retain the initial target 
stimulus in memory before comparing it to subsequent stimuli. Findings from this 
type of design may therefore be an artefact of memory rather than a perceptual 
effect. In order to avoid this possibility, the experiments reported in the current 
thesis will use simultaneously presented stimuli that are thought to provide a 
better measure of perceptual sensitivity.
Furthermore, previous studies that have been based on complex, naturalistic 
stimuli have tended to use highly familiar objects (such as faces) and may thus 
be subject to the effects of experience and heredity. Consequently, the learning 
processes involved in processing them may differ from those used in 
categorising unfamiliar objects. Work reported in the current thesis will therefore 
expand previous findings to classes of stimuli that are unfamiliar to most adults 
but which differ in complexity. Therefore, a measure of generality can be 
provided that may help in the development of a comprehensive model of CP.
1 .5  P e r c e p t u a l  L e a r n i n g
Gibson (1953) defined perceptual learning as an improvement in the ability to 
extract information from the environment as a result of experience and practice. 
A vast body of research has since confirmed that practice often leads to 
substantial improvements in discrimination performance and that observers 
somehow learn to perceive things that they did not perceive before (e.g. see 
Gilbert, Sigman & Crist, 2001; Fahle & Poggio, 2002 for reviews). Practice 
related improvements have been reported for many (but not all e.g. Westheimer 
2001) visual tasks including visual detection or discrimination of orientation
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(Fahle, 1997; Shiu & Pashler, 1992), texture (Kami & Sagi, 1991; 1993), pop-out 
(Ahissar & Fiochstein, 1993; 1997), vernier offset detection (Fahle, 1994; Fahle & 
Edelman, 1993), stereo information (Ramachandran & Braddick, 1973; Sowden, 
Davies, Rose & Kaye, 1996), spatial phase (Fiorentini & Berardi, 1980; 1981), 
motion (Ball & Sekuler, 1982; 1987; Zanker, 1999) and luminance contrast 
(Furmanski, Schluppeck & Engel, 2004; Sowden et al, 2002; Yu, Klein & Levi, 
2004).
1.5.1 Specificity of learning
An important characteristic of many of these studies is that learning is often (but 
not always) highly specific to basic stimulus attributes such as orientation, spatial 
frequency, retinal location and, sometimes, to the eye trained. This has been 
taken as evidence that learning is based on plasticity of mechanisms located 
early in the visual system rather than in later cognitive stages of processing. 
Stimulus specificity is measured by formally assessing the extent to which 
practice related learning effects transfer across stimulus features (such as 
orientation, retinal location and eye) that are known to be analysed at early 
stages of visual processing. For example, cells in primary visual cortex (V1) are 
known to be highly selective for orientation. Therefore, forms of learning that 
show specificity for orientation are likely to be mediated by mechanisms at early 
stages of visual processing. Similarly, perceptual learning that is highly specific 
to the trained eye would suggest that learning is mediated by mechanisms prior 
to or in the input stages of V1 where inputs from the two eyes are segregated 
(Graham, 1989). Based on this approach, some researchers have proposed that 
modifications in cortical sites as early as V1 may be involved in perceptual 
learning (e.g. Ahissar & Hochstein, 1996; Kami & Bertini, 1997; Kami & Sagi, 
1991).
Fiorentini and Berardi (1980; 1981) provided a good demonstration of stimulus 
specific improvements using compound grating stimuli similar to those used in
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chapters four and five of the current thesis. Observers were trained to 
discriminate gratings that differed in either the relative phase of their components 
or the contrast of one of their components. Typically, learning reached 
asymptotic levels following 30 to 50 temporal forced choice discrimination trials 
and improvements were retained over several days. However, practice related 
improvements failed to transfer across orientation differences of 45°, across 
spatial frequency differences of one octave or across retinal location. Learning 
did, however, transfer across eyes, across spatial frequency differences of half 
an octave, and across orientation differences of 30°. This pattern of transfer 
indicates that learning was localised at an early stage of processing where cells 
are selective for orientation, spatial frequency and retinal location but still 
respond to input from both eyes (i.e. V1). A transfer paradigm will be included in 
the experimental design of experiments reported in the current thesis in order to 
provide a measure of learning specificity and therefore an indication of locus.
However, objections to this interpretation of perceptual learning have also been 
raised by Mollon and Danilova (1996) who suggest that stimulus specificity does 
not necessarily indicate learning is localised to an early stage of processing. 
Instead, they argue that “the learning may occur at a central site, and what the 
subject may be learning about are the local idiosyncrasies of his retinal image, of 
his receptor mosaic, and of the wiring of his visual system” (p53). In other words, 
learning may be accomplished by central mechanisms and the specificity may lie 
in what is learnt. For example, it is possible that learning reflects a process 
whereby higher stages of visual processing have learned to attend the relevant 
readout from lower stimulus specific stages. If the stimulus is then changed, the 
visual system must learn to interpret a new set of neural signals.
Nonetheless, there is converging neurophysiological support for changes at early 
stages of processing. For example, Crist, Li and Gilbert (2001) trained animals 
to make sensitive bisection judgements and reported that although primary RFs
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were unaffected, changes to the surround properties of V1 neurons were 
apparent In another study, monkeys were trained to detect whether or not the 
orientation of a grating that was positioned away from fixation had changed 
(Schoups, Vogels, Qian & Orban, 2001). After many months of training, the 
animals had learned to detect progressively smaller changes in orientation and 
this was reflected in small, practice related changes in the slope of neural tuning 
in V1. However, a similar study by Ghose, Yang and Maunseli (2002) failed to 
show any evidence of significant changes in population tuning. A recent review 
of the evidence indicates that the physiological basis of perceptual learning is 
more complex than originally thought and suggests that top-down influences may 
be responsible for the behavioural improvements observed (Ghose, 2004).
Recent psychophysical evidence has also argued against an explanation based 
on neuronal change per se and is more consistent with the conclusion that 
perceptual learning occurs at different levels of processing and is subject to top- 
down influences (Fahle, 2005). Considerable variability in the degree of 
specificity across different subjects and task conditions suggests that the site of 
learning may be equally variable. For example, Fine and Jacobs (2002) 
compared perceptual learning effects for 16 psychophysical tasks, ranging from 
low-level spatial frequency and orientation discrimination tasks to high-level 
object and face recognition tasks. The amount of learning was found to vary 
considerably between different tasks suggesting that a variety of stages of 
analysis may be involved in perceptual learning. Indeed, it has been suggested 
that the stage(s) involved in a particular task will vary as a function of several 
factors including stimulus complexity, external noise and task difficulty (cf. 
Ahissar & Hochstein, 2004; Song, Ding, Fan, Qu et ai, 2004).
However, different researchers have suggested different mechanisms to explain 
perceptual learning. For example, Ahissar and Hochstein (2004) propose that 
learning about small (difficult) differences in simple features (e.g. line orientation,
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spatial frequency) may involve earlier stages of analysis than learning about 
large (easier) differences or more complex feature combinations (such as those 
associated with processing in IT) depending on what stage of analysis is 
necessary to make the distinction. Therefore, perceptual learning may consist of 
learning how to access information at the appropriate level by enhancing task 
relevant and pruning task irrelevant information.
An alternative explanation suggests that perceptual learning improves the brain’s 
ability to extract and make use of relevant external signals (Hurlbert, 2000). In 
particular, two lines of research have examined the relative levels of internal and 
external noise as observers learn perceptual tasks. For example, Gold, Bennett 
and Sekuler (1999) asked observers to identify familiar faces that were masked 
by external noise (in the form of a blurred pattern). When external noise levels 
were low, the contrast of the faces remained steady and internal noise 
dominated. However, when external noise levels were high, the threshold 
contrast increased and internal noise was masked. The turning point in the 
contrast threshold levels was found to be the same before and after learning. 
Dosher and Lu (1998) have reported very similar findings based on a slightly 
different task in which observers learned to distinguish the orientation of a 
masked black and white pattern. In both cases, findings were taken as evidence 
that internal noise levels were unchanged and that improvements must involve 
extraction of the signal itself. Dosher and Lu (1998) and Lu and Dosher (2004) 
further suggest that learning may have resulted in improved extraction of task 
relevant visual information through re-weighting of the perceptual template. 
Recent evidence has also shown that attentional suppression of task-irrelevant 
stimuli can become more efficient with practice (Vidnyansky & Sohn, 2005).
1.5.2 Top-down influences
Specificities resulting from top-down influences have been widely reported in the 
literature and the effects of attention on perceptual learning seem to be
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particularly important. Indeed, if perceptual learning reflects a purely bottom-up 
process then it should occur in all cases where stimuli impinge on the relevant 
early receptors. However, evidence has shown that stimuli have to be attended 
to if learning is to occur. For example, Shiu and Pashler (1992) found that when 
observers were trained to discriminate the luminance of lines that varied in both 
luminance and orientation, there was no improvement in their ability to judge line 
orientation. Similarly, Ahissar and Hochstein (1993) required observers to 
practice one of two possible tasks, which involved examination of the same 
stimuli but depended on different stimulus attributes. Observers were either 
trained to detect the presence of an oddly oriented bar in an array of consistently 
oriented distractor bars or to decide whether the entire stimulus array was 
vertically or horizontally aligned. They found that observers improved with 
practice but that learning did not transfer to the unpractised task. In other words, 
attention was essential for learning, even when the tasks were simple. These 
findings support the idea that, while learning may be located at relatively early 
cortical stages of processing, it is governed by top-down attentional influences 
from higher cortical areas (see also Ito, Westheimer & Gilbert, 1998; Fahle & 
Poggio, 2002).
1.5.2.1 Attention influences activity in early visual areas 
Although classic research had indicated that attentional effects are restricted to 
higher levels of visual processing, more recent work has shown that activity in V1 
can also be modulated by attention provided the task is sufficiently difficult (e.g. 
Posner & Gilbert, 1999; Sengpiel & Hubener, 1999; Paradisio, 2002). For 
example, the results of a recent fMRi study by Gandhi, Heeger and Boynton
(1999) showed that instructing observers to attend to one or another location in 
the visual scene caused a consistent and systematic change in V1 brain activity. 
Furthermore, Motter (1993) has reported enhanced activation of orientation- 
tuned cells in V1 when monkeys attend to a specific orientation.
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1.5.2.2 Linking attentional modulation of perceptual learning and V1 activity. 
Findings from the literature suggest that top-down influences (such as 
categorisation experience) modulate attention. Furthermore, evidence has 
shown that attention can influence activity at early stages of visual analysis 
including V1. V1 has also been implicated in perceptual learning. Taken 
together, these ideas are consistent with the importance of attention for 
perceptual learning: activity in V1 is modulated by attention and leads to 
perceptual learning.
1 .6  S u m m a r y  a n d  m a in  p o i n t s
Views about neural information processing hierarchies may be changing. In 
contrast to traditional models, contemporary models of visual information 
processing suggest that perception and cognition enjoy an interactive 
relationship and that perception can be influenced by top-down influences from 
higher cognitive stages of processing. The main purpose of visual object 
recognition and categorisation is to allow observers to use category specific 
responses to deal with objects that they have never encountered before. 
Findings from induced CP research are consistent with cognitive influences on 
perception. Whilst the evidence is not yet compelling, the study of induced CP 
effects provides a powerful framework for exploring these issues. For example, 
showing that CP really does reflect a perceptual learning process at early stages 
of visual analysis would provide good evidence for the perceptual nature of the 
effect. Indeed, evidence has shown that experience at categorising stimuli can 
lead to learned CP effects by directing attention to aspects of the stimulus that 
are diagnostic of making the category distinction. Furthermore, these ideas are 
consistent with the possibility that perceptual experts may have experienced 
specific improvements to the discrimination of relevant stimulus features through 
a process of perceptual learning. In other words, as experts have learned to 
distinguish among objects, they have acquired new ways of perceptually 
structuring the objects to be categorised.
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1 .7  O u t l i n e  o f  t h e s i s  c h a p t e r s
In chapter two of the current thesis, the discrimination performance of expert 
cervical screeners is compared to that of novice observers in order to examine 
whether experts are better at discriminating pairs of cervical cell images that 
cross the category boundary between normal and abnormal. Demonstrating this 
type of CP expansion effect for experts but not novices would be consistent with 
the idea that experience at categorising cervical cell images as normal or 
abnormal may have resulted in an enhancement to expert perceptual abilities. 
However, an alternative explanation would be that expert cervical screeners have 
been successful in their chosen career because of some pre-existing aptitude at 
discriminating between the relevant stimuli. This issue is returned to in chapter 
five where novice observers are trained to categorise cervical cell images in 
order to assess whether category learning using the same stimuli can induce 
similar CP effects. The intervening chapters address the fundamental 
mechanisms of the learning associated with CP effects.
As discussed in the previous section, research has failed to adequately 
demonstrate that learned CP effects reflect a perceptual learning process. A 
good way to do this would be to show that learned CP effects are specific to 
stimulus features that are analysed at early stages of visual processing. In 
chapter three, experiments 2 and 3 explore the specificity of induced CP effects 
using simple one-dimensional Gabor§ stimuli. Transfer paradigms from 
perceptual learning research were adapted and combined with methods from CP 
research.
Participants made pre- and post-training same-different judgements of 
simultaneously presented stimulus pairs at two different spatial frequencies, but 
learned to categorise stimuli at the ‘training’ frequency only. If CP reflects a
§ See Chapter three for description
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perceptual learning process at early spatial frequency selective stages of visual 
analysis, then, following category-learning, discrimination of between-category 
differences should be improved relative to within-category differences at the 
trained spatial frequency only. At the very least, specificity of CP to the spatial 
frequency experienced during training would be strong evidence for a perceptual 
basis to these effects. A non-specific effect would argue for the use of high level 
coding strategies that are independent of early visual analysis.
In chapter four, the nature and locus of effects are explored further using slightly 
more complex compound Gabor stimuli. Experiment 4 examines whether 
learned CP is specific to the orientation at which training takes place.
Experiment 5 places further constraints on the locus of learning by measuring the 
orientation tuning of the learned CP effect. The possibility that changes in 
orientation tuning have occurred because category learning alters the weighting 
of local, orientation tuned, intra-cortical connections in V1 is explored in 
experiment 6.
In chapter five, the methods developed in the previous two chapters are adapted 
to measure whether learned CP effects and the underlying mechanism can be 
generalised to complex, cervical cell images similar to those used in experiment
1. First, experiment 7 uses compound Gabors to examine whether learned CP 
for these stimuli is also specific to retinal location. In experiment 8, the same 
procedure is used to examine whether training novice observers to categorise 
cervical cell images results in equally location specific learned CP effects. This 
would be consistent with the possibility that CP effects found for expert cervical 
screeners in experiment 1 may involve similar learning and that cervical 
screening expertise is acquired partly as a result of perceptual learning 
processes at early stages of visual analysis driven by the experts’ categorisation 
experience.
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Finally, in chapter six the experimental findings are summarised and their 
significance discussed in terms of perceptual expertise, perceptual learning, 
categorical perception and the interactions between perception and cognition.
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C H A P T E R  T W O
D O E S  E X P E R I E N C E  A T  C A T E G O R I S I N G  C E R V I C A L  C E L L S  
C H A N G E  T H E  W A Y  T H E Y  A R E  P E R C E I V E D ?
2 .1  I n t r o d u c t i o n
At a general level medical image perception is a specific example of 
perceptual expertise and represents a complex categorisation task. Experts 
have somehow acquired superior abilities at discriminating normal from 
abnormal visual patterns. Perceptual learning research has provided 
evidence consistent with the idea that medical image expertise may develop 
partly through a process of perceptual learning and that an expert’s 
experience at examining medical images may have helped shape their 
perceptual sensitivity. Here, it is speculated that experience at making 
categorical decisions about the presence or absence of critical features has 
enhanced experts’ sensitivity to specific regions of the underlying perceptual 
dimensions.
For example, previous perceptual learning work by Sowden et al (2000) has 
shown that expert radiologists are better at detecting unfamiliar, low contrast 
features in phantom x-rays than novices, even though their knowledge of the 
appearance of diagnostic image features was irrelevant to the task. This 
suggests that their superior detection performance may have been due to 
enhanced contrast sensitivity. In another set of experiments, Sowden et al 
(2002) found that contrast sensitivity to luminance modulated sinusoidal 
gratings also improved with practice. Furthermore, this improvement was 
specific to spatial frequency and retinal location and therefore consistent with 
learning at an early stage of visual processing. Taken together, these 
findings suggest that an individual’s everyday experience, for example, at 
examining medical x-ray images, could shape their perceptual sensitivity to 
whole feature dimensions (such as luminance contrast).
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In contrast, Myles-Worsley et al (1988) studied the performance of observers 
with different degrees of radiological experience on a recognition memory 
task that included faces, normal and abnormal x-rays. Their findings suggest 
that, while experts are sensitive to clinically significant deviations associated 
with disease, they are less sensitive to those that are not clinically significant. 
This is consistent with the idea that as expert radiologists have learned to 
categorise medical images, they have also acquired new ways of perceptually 
structuring the normal/abnormal dimension so that only diagnostic regions are 
sensitised. One of the principal aims of the work reported in chapter two was 
to examine whether medical image expertise reflects a CP process as 
opposed to a more general enhancement to sensitivity along whole image 
dimensions.
A great deal of evidence has emerged to support the suggestion that 
categorisation experience has a strong influence on perception (e.g. Davidoff 
et al, 1999; Roberson et al, 2000; Schyns, Bonnar & Gosselin, 2002; Schyns 
& Rodet, 1997). For example, Schyns and Rodet (1997) used cell-like stimuli 
(which they call “Martian cells”) to show that the way cells are perceived 
depends on an individual’s specific categorisation experience. Indeed, 
learned CP effects following category learning have been reported for a wide 
range of visual stimuli including simple geometric shapes (Goldstone, 1994), 
faces (e.g. Levin & Beale, 2000; Stevenage, 1998) and real and artificial 
biological stimuli (Livingston et al, 1998). Taken together, these findings 
support the idea that CP may be a generally useful mechanism for enhancing 
the discriminabiiity of categories that are relevant to the categorisation needs 
of a particular individual.
However, limitations of previous studies curtail the generalisation of findings 
to natural stimuli. Indeed, previous demonstrations of learned CP have often 
relied on simple, artificially constructed continua where variation has been 
highly constrained. For example, in contrast to the multi-dimensional 
character of many natural categories, Livingston et ai (1998) used schematic
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stimuli that resembled single celled organisms but which varied on just two 
dimensions. In a related study, they also trained observers to categorise 
pictures o f real-life anatomical structures o f day old chicks (originally used by 
Biederman & Shiffrar, 1987). However, stimulus differences were large and 
therefore CP was measured using sim ilarity judgements which are more 
vulnerable to strategic judgem ent biases (e.g. Goldstone et al, 2001).
Furthermore, studies based on complex, natural stimuli have tended to use 
highly fam iliar objects (such as faces). For example, Beale and Keil (1995) 
created morphed continua varying between pairs o f fam iliar faces (e.g. 
Kennedy/Clinton) to examine whether individual faces are perceived 
categorically. However, because a high level o f face expertise is attained at 
an early age (Diamond & Carey, 1977), results may have been confounded 
by the effects o f heredity and experience. Indeed, evidence has suggested 
that the processes responsible fo r face CP may be quite different to those 
used in categorising unfamiliar objects. For example, Haxby et al (1994) and 
Kanwisher et al (1997) suggest that a specific area in the temporal cortex (the 
FFA) is used only to process faces. However, recent evidence has also 
suggested that face perception may be an instance o f object recognition for 
which high levels o f expertise have been acquired and that the face area is 
also involved in the processing o f other expert visual object categories (e.g. 
Gauthier & Tarr, 2002).
Thus, there remains a need to establish whether CP can be induced for 
stimuli that are ecologically valid as well as being unfamiliar to most adults. 
For the present study, these issues were addressed by using naturally 
occurring, multi-dimensional stimuli that have been developed from real-life 
cervical cells. Like the schematic cell drawings used by Livingston et al 
(1998), cervical cell images are novel and therefore unlikely to be 
contaminated by previous experience and heredity. Their novelty also 
reduces the likelihood that observers will use verbal labelling strategies to 
discrim inate them.
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Furthermore, their ecological validity is supported by assessment o f their 
image statistics which suggest that they provide similar stimulation o f early 
visual processing to that provided by natural images which the visual system 
has evolved to analyse. For example, McCotter, Gosselin, Sowden and 
Schyns (in press) suggest that natural images display a common relationship 
between spatial frequency (f) and amplitude but differ with respect to higher 
order correlations that structure the ir phase spectra. The extent to which their 
amplitude falls o ff with increasing spatial frequency is on average described 
by the function: amplitude = 1/f1'1. However, natural images have shown 
values between f ° ‘6and f1'6 (Field & Brady, 1997). Sowden (2003) examined 
the relationship between amplitude and spatial frequency for the type of 
cervical ceil image used here and showed that amplitude = 1 / f1-3 provided a 
best fit to the average amplitude spectra, therefore falling within the range 
characteristic o f natural images (see figure 2.1).
Evidence from previous studies has shown that learning to categorise these 
images can lead to the induction o f CP effects (Adamson & Sowden, 2000;
2001). Here, they were used to test whether expert cervical screeners are 
better at discrim inating between cell images that fall on either side o f the 
boundary between normal and abnormal. Full colour images were used in 
order to maintain the naturalistic qualities o f the stimuli. In addition, colour is 
known to be an important factor in discrim inating the diagnostic features in 
cervical cell images (cf. McKee, 1997) and a powerful cue fo r scene 
categorisation and recognition. For example, Gegenfurtner and Rieger
(2000) examined its contribution to the encoding and retrieval processes 
involved in pattern recognition and found that colour images o f natural scenes 
were more accurately recognised than luminance matched black and white 
images.
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Figure 2.1. A natural (beach) image (a) and a cervical cell image (b) and 
plots o f their respective amplitude spectra. Amplitude scores have been 
normalized. In both cases a function o f the form amplitude = 1/f 1 3 provided a 
very close fit to the data (r2 = 0.99), illustrating that the cell images fall within 
the normal range o f variability shown for natural images. On average the 
function 1/f 11 best describes natural images, whilst 1/f1 3 provides the best 
average fit for cervical cell images (taken from Sowden, 2003).
Average for cell images = f 1 3.
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2.2 Experiment 1: Expert versus novice categorisation
2.2.1 Introduction
Experiment 1 explores whether the expertise acquired through regularly 
categorising cervical cells as normal or abnormal may have resulted in 
enhanced discrim ination o f cervical cell images that cross the category 
boundary. The discrim ination performance o f a group o f expert cervical 
screeners was compared to that o f an age-matched group o f novices. 
Moreover, a small group o f trainee cervical screeners was also tested as a 
speculative measure o f how CP might develop with experience.
2.2.2 Method 
Participants
26 observers participated: 11 expert screeners with between 1 year and 30 
years o f experience (mean age 49, ranging from 34 to 61); 9 novices (mean 
age 44, ranging from 28 to 60) who had no experience o f viewing or 
categorising cervical cell smears; 5 trainees (mean age 28, ranging from 19 to 
35) with between 7 weeks and 8 months o f training.
Apparatus and S tim uli
Stimuli were displayed on a laptop com puter monitor measuring 29cm x 22cm 
against a uniform black background under com puter control. The display was 
viewed binocularly and viewing distance was approximately 57cm. However, 
no measures were taken to restrict observers’ movements. Responses were 
recorded using a PC ‘gam epad’.
A  set o f images was created by morphing pairs of cervical cell images 
together using the software package W inM orph™  3.0. image pairs 
comprising one normal and one abnormal cervical cell were morphed to 
create a linear continuum of images that varied by equal amounts between 
normal and abnormal. Three continua were created, each using a different 
pair o f prototype normal and abnormal images. This process in effect imitates 
the diagnostic gradient along which abnormal cells develop from  normal cells
30
(i.e. characteristic cell features such as size and outline of the nucleus 
change as the cell develops). Figure 2.2 shows the original prototype cells: 
images A, B and C represent normal cells and images E, F and G represent 
abnormal cells.
Normal Abnormal
Figure 2.2. Three pairs o f normal/abnormal prototype cervical cell images 
used to generate the three continua used in experiment 1.
The morphing algorithm involves two components. First, control points are 
placed on and around strategic features o f each end image. During a 
warping process, the control points in one image are shifted to their final 
positions in the other image along linear trajectories. Control points are 
shifted by an equal percentage o f the total distance between their initial and 
final positions. Therefore, a 50% morph warps all control points 50% of the 
distance along the linear path between their initial and final positions. The 
locations of intervening pixels in the images are linearly interpolated across
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the planar surface based on the positions o f their nearest control points. The 
second component involves a gradual 'fade' between the values o f 
corresponding pixels in the two end images. Thus, in a 40% morph image, 
the values in the final image contribute 40% while those o f the initial image 
contribute 60%.
Control points were generated in the following way. First, outlines were 
drawn around the circumference o f the nucleus, the cytoplasm, around 
prominent features within the nucleus and cell cytoplasm and finally around 
any neutrophils (tiny dark cells) present in the background o f each end image. 
The morphing program automatically placed control points in critical positions 
around these outlines. The 50% morph image was examined to determine the 
necessity for additional control points. Any discontinuities or blurring in the 
morph image were corrected by placing further control points or by modifying 
existing control points in the two end images. This latter procedure was 
repeated until all anomalous features, discontinuities or blurring in the 50% 
morph image were eliminated.
The number o f morphing steps between the normal/abnormal prototypes was 
informed by pilot studies to assess the discrim inability o f images differing by 
various amounts. Each final continuum consisted o f one pair o f prototype 
end images and a series of 10 equally spaced morph images. To ensure that 
all images tested had undergone the morph process, prototype images were 
not included in stimulus sets. For example, the first continuum varied from 
image A  (normal) to image E (abnormal) in 12 steps. Image 0 was the normal 
prototype and comprised 100% normal and 0% abnormal. Image 11 was the 
abnormal prototype image and comprised 0% normal and 100% abnormal. 
Images 1 to 10 varied by equal amounts between the end images. Three 
stimulus sets were generated between prototype normal and abnormal cell 
images and can be seen in figure 2.3. Each cell image measured 6.9cm x 
4.1cm
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Design
All observers completed a sam e-different discrimination task plus an 
identification task fo r each o f the three continua (A to E, B to F, C to G). The 
discrim ination task assessed observers’ ability to discrim inate between all 
adjacent images along each continuum. The identification task determined 
individual category boundaries between normal and abnormal cells. Task 
order was counterbalanced across observers: half started with the 
discrim ination task and half started with the identification task.
Procedure  
Discrimination Task
During the discrim ination task, sam e-different judgments were used to 
measure observers’ ability to discrim inate between all adjacent cell images 
along each continuum. Trials were blocked by continuum. Order o f testing 
was counterbalanced across observers but remained consistent across task. 
First, observers completed five practice trials for each continuum. Then, they 
completed six blocks o f 19 stimulus pairs (9 different pairs -  each adjacent 
pair on the continuum and 10 same-stimulus-twice pairs) fo r each of the three 
continua (342 trials). Randomly presented pairs o f stimuli were 
simultaneously presented on either side o f a fixation cross. Stimulus pairs 
were separated by 4.1cm and remained visible until a response was made. 
Observers were instructed to respond as quickly and accurately as possible 
and to indicate whether each stimulus pair was identical or not. Accuracy 
scores were recorded.
Identification Task
Before starting the identification task, observers were shown the image 
prototypes which were labelled as normal or abnormal (see figure 2.2). 
Observers were told that these represented the end points o f each 
continuum. This helped novice observers to get a feel fo r the distinction 
between the two categories. During the task, each trial started with a fixation 
cross in the centre o f the screen fo r 1s. Single stimuli were then randomly 
presented in the centre o f the screen and remained visible until a response
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had been made. Observers were instructed to respond as quickly and 
accurately as possible by pressing button A  if they felt the image represented 
a normal cell or button B if they fe lt it represented an abnormal cell. Trials 
were blocked by continuum. O rder o f testing was counterbalanced across 
observers but remained consistent across task. Each image was presented 
five times (150 trials) and categorisation judgem ents were recorded.
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A to E B to F C to G
Figure 2.3. Three continua varying from normal to abnormal. Images 1 and 12 
are the prototype cervical cell images. Images 2 to 11 are the morphed cell 
images used in experiment 1.
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2.2.3. Results
EXPERTS
Identification data
The percentage o f times that each image was identified as normal and 
abnormal was calculated fo r individual observers. Graphs were plotted for 
each continuum and the point at which plot lines crossed was taken as the 
category boundary. In all cases, clear category shifts were demonstrated fo r 
each continuum. In order to demonstrate the overall effect, scores were 
averaged across observers fo r each continuum and are plotted in figure 2.4.
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Figure 2.4. Mean percentage o f times that images from each continuum 
were identified as normal or abnormal.
Discrim ination data
Discrimination performance was assessed by combining hits (defined as 
calling a different pair different) and false alarms (defined as calling a same 
pair different) to calculate the Signal Detection Theory measure A ' (Pollack & 
Norman, 1964). Individual A ' scores were calculated for all adjacent image 
pairs from each continuum. An informal observer-by-observer analysis
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suggested that, for most participants, peak discrim ination performance 
corresponded with the individual category boundaries determined during the 
identification task. Because the individual category boundaries for different 
observers sometimes fell between different pairs o f stimuli, the superior 
discrim ination performance around individual boundaries was sometimes 
averaged out when group means were calculated. Therefore, as a more 
sensitive measure, individual A ’ scores were re-arranged so that all between- 
category pairs were displayed in the same column. Group means were then 
calculated fo r the between-category pair and for adjacent with in-category 
pairs.
Average discrimination performance fo r each image pair was then plotted on 
a graph fo r each continuum (see figure 2.5). In each case, the level of 
performance peaks around the average category boundary.
B oundary Boundary Boundary
Image Pairs
Figure 2.5. Average discrim ination performance for each image pair 
calculated for each separate continuum (labelled on graph as AE, BF and 
CG).
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A ' scores were then combined to obtain single within-category and between- 
category scores and were averaged across observer for each continuum. 
Thus, between-category scores represented the image pairs corresponding to 
each individual’s category boundary and within-category scores represented 
the average of all other image pairs for each observer. W hilst the overall 
level o f performance differed across continuum, between-category 
performance was consistently superior to within-category performance (see 
figure 2.6).
Within vs Between Category 
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Figure 2.6 Mean within-category and between-category A ' scores for each 
continuum and averaged across continua.
Preliminary analysis revealed that the order in which Task (Identification or 
Discrimination) and Continua (AE, BF, CG) were presented had no effect on 
the pattern o f results (ps > .05). Thereafter, data were combined. A two-way 
ANOVA (Continuum (3) -  AE, BF, CG; Category Position (2) -  within- 
category, between-category) was carried out. A significant main effect of 
Continuum (F (2, 20) = 5.07; p< .05; partial r f  =.34) suggested that the 
differences in the pattern o f discrim ination across the three continua were 
statistically significant. Post hoc comparisons revealed that only continua AE 
and CG (p < .05) differed. A significant main effect o f Category Position (F (1, 
10) = 28.91; p< .0005; partial r\2 = .74) confirmed that between-category 
discrim ination was superior to within-category discrimination. The
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Continuum*Category Position interaction was not significant (F (2, 20) = .24; p 
> .05).
TRAINEES
Identification data (77=5)
The mean percentage o f times that each image was identified as normal and 
abnormal was calculated fo r individual observers. The point at which plot 
lines crossed was taken as the category boundary and in all cases 
demonstrated clear category shifts fo r all three continua. In order to 
demonstrate the overall effect, scores were averaged across observer and 
are plotted in figure 2.7.
Figure 2.7. Mean percentage o f times that images from each continuum 
were identified as normal and abnormal.
D iscrim ination data (n=5)
Individual A ' scores were calculated for all adjacent image pairs from each 
continuum. Informal observer-by-observer analysis showed that, in contrast 
to experts, peak discrim ination performance did not consistently correspond 
with individual category boundaries (figure 2.8).
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Boundary Boundary Boundary
Image Pairs
Figure 2.8. Average trainee discrim ination performance for each continuum.
A 'sco re s  were averaged to obtain single within-category and between- 
category scores for each continuum (see figure 2.9). Again, between- 
category discrim ination appeared to be superior to within-category 
discrim ination, albeit to a slightly lesser extent than observed for experts.
Within Category vs Between Category 
Trainee Discrimination
Category Position
Figure 2.9. Mean trainee A ' scores for within-category and between- 
category image pairs.
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Preliminary analysis revealed that the order in which Task (Identification or 
Discrim ination) and Continua (AE, BF, CG) were presented had no effect on 
the pattern o f results (ps > .05). Therefore, data were combined. A  two-way 
ANOVA (Continuum (3) -  AE, BF, CG; Category Position (2) -  within- 
category, between-category) was carried out to examine this further. A 
significant main effect o f Continuum (F (2, 8) = 9.45; p< .01; partial i f  = .70) 
suggested that discrim ination performance across continua was significantly 
different. Post hoc comparisons revealed that continuum AE was significantly 
different from BF (p< .05) and CG (p< .05). The main effect o f Category 
Position (F (1 ,4 ) = 13.21; p< .05; partial r|2 = .79) confirmed that between- 
category performance was superior and therefore indicated that observers 
had to some extent benefited from  their training. The Continuum*Category 
Position interaction was not statistically significant (F (2, 8) = 1.21; p > .05).
NOVICES
Identification data (n=9)
The mean percentage o f times that each image was identified as normal and 
abnormal was calculated for individual observers. The point at which plot 
lines crossed was taken as the category boundary and in all cases 
demonstrated clear category shifts for each continuum. In order to 
demonstrate the overall effect, scores were averaged across observer for 
each continuum and are plotted in figure 2.10. However, the position o f the 
category boundary was not consistent across observers or continua.
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Figure 2.10. Mean percentage o f times that images from each continuum 
were identified as normal and abnormal.
D iscrim ination data (n=9)
Individual A ' scores were calculated for all adjacent image pairs from each 
continuum and were arranged as explained for expert data. In contrast to 
expert performance, informal observer-by-observer analysis failed to identify 
a clearly defined peak in the discrim ination o f category boundary pairs that 
were determined during the identification task (see figure 2.11).
A 'sco re s  were averaged to obtain single within- and between-category scores 
fo r each continuum (see figure 2.12). Preliminary analysis revealed that the 
order in which Task (Identification or Discrimination) and Continua (AE, BF, 
CG) were presented had no effect on the pattern o f results (ps > .05). 
Therefore, data were combined. A  two way ANOVA (Continuum (3) -  AE,
BF, CG; Category Position (2) -  within, between) revealed that there were no 
significant main effects fo r Continuum (F (2,16) = .321; p > .05) or Category 
Position (F (1,8) = 1.41; p > .05) indicating that, in contrast to experts, CP 
was not present for novices. The Continuum*Category Position interaction 
was not statistically significant (F (2, 16) = .63; p > .05).
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Boundary Boundary Boundary
Image Pairs
Figure 2.11. Average discrim ination performance for each pair o f images 
labelled separately for each continua (AE, BF, CG).
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Figure 2.12. Mean within-category and between-category novice A 'sco re s  
for each continuum.
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COMPARING GROUPS
In order to compare learning effects, data from each training group was 
averaged across continua (see figure 2.13). Observation o f the means 
indicates that novice discrim ination performance was equivalent at both 
category positions. Trainee performance was superior to novices at both 
category positions. Experts’ within-category discrim inations were worse than 
both novices and trainees. Their between-category performance was 
superior to novices but slightly worse than trainees. However, the mean age 
o f the experts was 44 (ranging from 28 to 60) compared to trainees whose 
mean age was 28 (ranging from 19 to 35) and the slightly superior 
performance exhibited by trainees may reflect normal age-related differences 
in overall visual acuity.
Within vs Between Category 
Discrimination Performance
novice trainee expert 
Level of Experience
Figure 2.13. Mean within-category and between-category discrimination 
performance for each training group averaged across continuum.
A repeated measures ANOVA (Group (3 -  expert, trainee, novice); Category 
Position (2 -  within-category, between-category) was carried out to further 
explore these findings. The main effect o f Group was not significant (F (2, 
22) = 1.37; p > .05) indicating sim ilar overall discrimination performance at 
each level o f experience. A significant main effect o f Category Position (F (1, 
22) = 33.31; p < .0005; partial r\2 = .60) suggests that there was a significant
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difference between within and between-category discrim ination performance. 
The Group*Category Position interaction was statistically significant (F (2, 22) 
= 8.30; p < .01; partial r f  = .43). Planned comparisons showed that between- 
category discrim ination performance fo r experts and trainees was significantly 
better than novices (ps < .05). However, there was no significant difference 
between experts and trainee performance (p > .05). There were no 
differences between the w ithin-category performance levels fo r any o f the 
groups (p > .05).
2.3 General Discussion of Chapter Two
These results are consistent with the idea that the expert cervical screener 
has learned to perceive normal and abnormal cells categorically. Expert 
categorisation was characterised by a peak in their discrim ination 
performance that consistently coincided with their individual category 
boundaries. Statistical analysis confirmed that experts were significantly 
better at discrim inating pairs o f stimuli from  either side o f their category 
boundary compared to w ithin-category pairs: a classic CP expansion effect.
In contrast, novice observers demonstrated equivalent discrimination 
performance for all image pairs and, although there was a clear category shift 
in their identification o f normal and abnormal cells, there was no significant 
difference in their discrim ination o f within- and between-category stimulus 
pairs. Although the small trainee group was also significantly better at 
discriminating between-category than within-category stimulus pairs, the 
effects were less consistent than for experts. Firstly, trainee performance did 
not show a central peak around individual category boundaries. Instead they 
tended to be more sensitive to the differences between image pairs from the 
abnormal end o f the continuum. It is speculated that this may be due to 
intense practice at recognising abnormal cells during the initial stages of the 
training procedure. However, it should be noted that the trainee group was 
included as a speculative exercise and consisted o f only 5 participants.
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Nevertheless, these results indicate the potential value o f carrying out a 
longitudinal study to further examine the development o f CP effects.
Both expert and trainee observers demonstrated superior between-category 
discrim ination performance compared to novice observers who showed 
equivalent performance at both category positions. Furthermore, trainee 
observers appeared to be better than experts at discrim inating image pairs 
from the abnormal end o f the continuum. This suggests that trainees gain 
some additional sensitivity to abnormal images which is then lost as expertise 
develops. This finding is consistent with the suggestion that performance in 
diagnosing radiographic films is not always a monotonic function of 
experience. For example, Lesgold et al (1988) found that 3rd and 4th year 
residents perform less well than 1st and 2nd year residents. This type o f non­
monotonic increase in skill is analogous to developmental findings (e.g. 
Bowerman 1982; Karmiloff-Smith & Inhelder, 1974). Furthermore, these 
findings are in accord with previous medical image work based on radiological 
experience (Myles-W orsley et al, 1988) where experts appear to have 
acquired new ways o f perceptually structuring the normal/abnormal dimension 
so that only diagnostic regions are sensitised.
One of the principal aims o f the work reported in this chapter was to examine 
whether medical image expertise reflects a CP process as opposed to a more 
general enhancement to sensitivity along whole image dimensions. Indeed, 
the findings reported here are consistent with the idea that cervical screening 
experience has changed the way that experts perceive cervical cells.
However, it is also possible that the experts had a pre-existing aptitude for 
discrim inating stimuli and that they were self-selected fo r a career in cervical 
screening. One way to settle this issue would be to show an induced CP 
effect fo r novice observers who have learned to categorise cervical cells 
through a process o f perceptual learning. W hilst the findings reported by 
Adamson and Sowden (2000; 2001) were successful in showing learned CP 
with cervical cell stimuli, these studies did not address the possible locus o f 
the effects.
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In the following chapters, a psychophysical approach will be used to explore 
the induction o f CP for simple, one-dimensional grating stimuli, in order to 
place some constraints on the locus and underlying mechanisms o f learning. 
If learned CP that is specific to the basic properties o f the visual system (such 
as orientation, spatial frequency and retinal location) can be demonstrated, it 
should also be possible to generalise the findings to complex cervical cell 
stimuli. The experiments are based on transfer o f learning studies that have 
been widely reported in the perceptual learning literature as a good measure 
o f the locus o f learning. The methods used also incorporate ideas from CP 
research in order to investigate the idea that categorisation experience can 
lead to changes in perception.
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CHAPTER THREE
DOES LEARNED CP TRANSFER ACROSS STIMULUS 
SPATIAL FREQUENCY? 
3.1 Introduction
As discussed in previous chapters, the hallmark of CP is the superior ability to 
discrim inate between stimuli that cross a category boundary. In experiment 1, 
expert cervical screeners were found to be significantly better at 
discrim inating pairs o f cervical cell images from either side o f their category 
boundary compared to image pairs from the same category. In contrast, 
novice discrimination performance was equivalent for all pairs o f images. 
These findings are consistent with the possibility that experts’ categorisation 
experience has somehow modified their perception o f cervical cell images and 
resulted in learned CP. However, it is difficult to assess the exact nature of 
the learning effects observed based on the complex stimuli used. The 
experiments reported in this chapter sought to explore the level o f processing 
involved in CP more directly using simple, one-dimensional stimuli.
3.1.1 Previous research
Evidence has shown that CP can be learned fo r a wide range of visual stimuli 
including colour (Ozgen & Davies, 2002), simple geometric shapes 
(Goldstone, 1994), real and artificial biological stimuli (Livingston, et al, 1998) 
and faces (Stevenage, 1998). Nevertheless, providing a clear demonstration 
that learned CP is mediated by perceptual as opposed to cognitive processing 
remains an important issue.
As discussed in chapter one, stimulus specificity has been taken as evidence 
that perceptual learning is based on plasticity o f mechanisms found early in 
the visual system where cells are known to be selective for orientation, spatial 
frequency and visual field position (e.g. Fahle & Poggio, 2002; Gilbert et al, 
2001). Here, it is proposed that showing CP effects that are similarly specific
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to properties that are analysed at early stages o f visual processing would 
provide a good demonstration that CP is based on changes to perception.
Previous research has shown that V1 activity can be modulated by attention 
(Posner & Gilbert, 1999; Sengpiel & Hubener, 1999) and that attention is 
important for perceptual learning (e.g. Ahissar & Hochstein, 1993) which is 
also associated with V 1 . Here, it is proposed that category learning may 
direct attention to ‘diagnostic’ stimulus differences and that this leads to a 
perceptual learning process about those differences. Consequently, category 
learning should lead to enhanced discrim ination of between-category relative 
to within-category differences: a classic CP effect. Furthermore, by testing 
the specificity o f this effect to stimulus properties that are analysed separately 
at early stages o f visual processing, an indication can be obtained about the 
likely locus o f learning (and thus its perceptual or otherwise nature).
Thus, a major aim of the following experiments was to examine whether the 
effects of category learning are specific to low level stimulus properties 
experienced during training. This would indicate that learning is localised 
early in the visual processing stream and would provide good evidence that 
learned CP reflects a perceptual learning process.
3.1.2 Spatial Vision
In contrast to early suggestions that neurons in the visual cortex function like 
edge detectors (Hubei & W eisei, 1962), accumulating evidence from 
contemporary research suggests that vision operates on the spatial frequency 
information produced on the retina by images in the real world (DeValois & 
DeValois, 1988). For example, imagine a hypothetical line is drawn through 
any visual scene. Plotting the intensity o f light at each point along that line on 
a graph would produce a complex waveform which, according to a 
mathematical procedure known as Fourier analysis, can be broken down into 
a series o f component sine waves o f different spatial frequencies. Low spatial 
frequencies (LSF) represent coarse, global information and high spatial 
frequencies (HSF) represent finer, more detailed information. Put another
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way, the addition o f more and more harmonics of a sine wave (i.e. multiples of 
the fundamental frequency) will result in an increasingly complex waveform 
that eventually approaches a square wave (or straight edge). Thus, according 
to the theory o f spatial vision, the visual system can build up a representation 
of the visual scene at multiple spatial frequencies. These ideas have been 
supported by evidence showing that specific sets of V1 neurons will be 
optimally stimulated by sine wave gratings of particular spatial frequencies 
and orientations (see DeValois & DeValois, 1988).
3.1.2.1 M ultiple spatia l frequency channels
A large body of evidence has indicated that different sets of neurons (or 
channels) in V1 are used to detect different spatial frequencies (Campbell & 
Robson, 1968; Maudarbocus & Ruddock, 1973). Here, a channel is defined 
as a mechanism that filters input and passes some (but not ali) visual 
information. In other words, each spatial frequency channel deals with a 
limited range of spatial frequencies. A  psychophysical measure known as 
spatial contrast sensitivity is often used to assess the sensitivity o f the visual 
system to different spatial frequencies. For example, figure 3.1 shows a 
normal contrast sensitivity function (CSF). Each of the narrow curves 
represents the tuning function o f a different spatial frequency channel; each 
channel has a different preferred spatial frequency, responds over a limited 
range of spatial frequencies and has a different maximum sensitivity. It is 
inferred that the tuning functions o f LSF neurons (e.g. those on the left of 
figure 3.1) will not overlap with those o f HSF neurons (on the right). Thus, a 
prediction can be made that HSF and LSF information will be analysed by 
different, non-overlapping channels in V1.
3.1.2.2 Selective adaptation
Psychophysical evidence for the existence o f multiple spatial frequency 
channels has been provided by selective adaptation, masking and sub­
threshold summation studies.
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S patia l frequency
Figure 3.1. CSF and corresponding spatial frequencies demonstrating how 
low and high spatial frequency information is picked up by different, non­
overlapping channels*.
For instance, in a typical adaptation paradigm, sensitivity to different patterns 
is measured before and after adaptation to a single pattern. If adaptation to 
pattern A leads to reduced sensitivity to pattern A, but leaves sensitivity to 
pattern B unchanged, then it is assumed that the adapted neurons sub-serve 
the detection of pattern A but not pattern B (i.e. that separate channels are 
involved in the detection of patterns A and B). For example, Blakemore and 
Campbell (1969) used a selective adaptation technique to measure contrast 
sensitivity before and after adaptation to a sine wave grating at a single 
spatial frequency. Before adaptation, the CSF reflected an inverse u shaped 
curve (see figure 3.1) where the highest sensitivity was observed around the 
middle spatial frequencies. If the visual system relied on a single, broadly 
tuned channel, then adaptation to a single spatial frequency would have 
resulted in an overall drop in sensitivity across the entire CSF. However, 
Blakemore and Campbell reported a limited depression centred around the 
adapted spatial frequency which was consistent with the possibility that just 
one out of multiple spatial frequency channels had been adapted.
* Grating by courtesy of Campbell and Robson (1968).
51
3.1.2.3 Sum m ary
Evidence has shown that visual input is analysed by a set o f channels early in 
the visual system, each o f which is tuned to a specific range o f spatial 
frequencies, thus providing a mechanism by which the visual system might 
process visual information. It is proposed that a sort o f Fourier analysis is 
carried out by the visual system whereby a series of separate neural 
representations are created at different spatial scales (Campbell & Robson, 
1968). The experiments reported in the current chapter made use of these 
ideas by testing whether category learning effects transfer across different, 
non-overlapping spatial frequency channels.
3.1.3 Sine W ave Gratings
Sine wave gratings can be precisely tailored to the physiological properties of 
V1 (i.e. they can be defined in terms of the basic properties of vision) and are 
ideal stimuli for the current experiments. They are made up of alternate light 
and dark bars where each pair o f bars represents one cycle and where light is 
varied across the grating in a sine wave pattern. They comprise four distinct 
properties, each of which can be changed independently o f the others: the 
orientation  o f a grating defines the direction o f the bars; spatia l frequency  
refers to the number of cycles within a given distance (e.g. the number of 
cycles per degree o f visual angle on the retina) and alters the width of the 
bars (i.e. thick bars represent low spatial frequencies and thin bars represent 
high spatial frequencies); am plitude  refers to the magnitude o f difference in 
intensity between the dark and light bars and is referred to as the luminance 
contrast o f the grating; spa tia l phase  refers to the position o f the dark and light 
bars relative to some landmark (such as the stimulus edge) and affects 
whether the grating starts with a dark bar, a light bar or something in between.
3.1.3.1 G abor patches
W hilst laboratory experiments inevitably require that the size of any stimulus 
is restricted in some way (e.g. by the stimulus edge or by the borders o f a 
com puter monitor), the introduction o f an edge effectively increases the 
amount of high spatial frequency information available to the visual system.
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However, encompassing the stimulus in a G abor function (i.e. a filter with a 
Gaussian fail-off, see Gabor, 1946) can help to reduce this effect. Gaussian 
windowed sine wave gratings are known as Gabor patches.
3.1.4 Stimulus dimensionality
Although previous research has shown learned CP using multi-dimensional 
stimuli (e.g. Goldstone, 1994; Livingston, et al, 1998), an important question 
remains whether the same effects can be induced for stimuli that differ on a 
single dimension. Although Cross, Lane and Sheppard (1965) reported CP 
effects based on four observers who learned to categorise simple pie-like 
wedges as narrow or wide, a number o f attempts to replicate these findings 
have been less successful. For example, Livingston et al (1998) eventually 
concluded that their attempts had failed because observers were unable to 
learn to categorise stimuli to a sufficiently high standard. The major stumbling 
block seemed to have been producing a stimulus set fo r which learning the 
category distinction requires extended training, but which is not so difficult that 
learning is impossible. Thus, demonstrating that CP can be induced using 
one-dimensional stimuli is still an important issue. The experiments reported 
in this chapter will explore the nature and locus of learned CP effects using 
simple Gabor patches that vary along a single dimension.
3.2 General Design and Chapter Aims
The experiments reported in the current thesis have used a psychophysical 
design that was developed to examine transfer o f category learning across 
values o f a test dim ension  that remained constant and irrelevant during 
learning of a category dim ension. In the experiments reported in this chapter, 
the category dimension was defined by orientation and the test dimension 
was defined by spatial frequency. Previous CP studies based on innate or 
over-learned categories (such as colour and faces) have encountered 
problems because they fail to provide a baseline against which to measure 
expansion vs. compression effects. Here, this issue is resolved by using 
unfamiliar stimuli (Gabor patches) that can be studied relatively 
uncontaminated by past experience. Their novelty also reduces the likelihood
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of using higher level strategies such as verbal labelling (Roberson & Davidoff, 
2000; Pilling et al, 2003). The conclusions that can be drawn from a number 
of previous studies have been limited because they have used temporal 
forced choice methods that inherently introduce a memory component to the 
task. The experiments reported in the current thesis have avoided this issue 
by using simultaneous stimulus presentations that represent a better measure 
o f perceptual change.
The main aim of the experiments reported in this chapter was to examine the 
perceptual nature o f learned CP effects using simple one-dimensional stimuli. 
In both experiments reported here, stimulus sets were generated at two 
different spatial frequencies and orientation was systematically varied along a 
linear continuum. Pre-training and post-training sensitivity to orientation 
differences was measured at both spatial frequencies. Between these two 
measures, category training was carried out at just one spatial frequency. 
Category training was spread over 3 daily sessions in order to take advantage 
o f the overnight consolidation o f learning reported in previous perceptual 
learning studies (e.g. Kami, Tanne, Rubenstein, Askenasy & Sagi, 1994). 
Thus, it was possible to measure whether category-learning on the basis of 
orientation differences resulted in CP and, if so, whether the effect was 
specific to the trained spatial frequency. Experiment 2 examined transfer of 
category learning across a 3 octave difference in spatial frequency to ensure 
that stimulus sets were processed by separate, non-overlapping spatial 
frequency channels. Experiment 3 examined transfer o f learning across a 
spatial frequency difference o f just 0.5 octaves to ensure that the same, or 
overlapping, channels processed both stimulus sets. The same basic design 
was used in various forms throughout this thesis and a diagrammatic 
representation, as it relates to the experiments reported in this chapter, is 
shown in figure 3.2.
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3.3 Experiment 2: Does learned CP transfer across a 3 
octave spatial frequency difference?
3.3.1 Introduction
Experiment 2 examined whether learning to categorise simple Gabor patches 
on the basis o f orientation differences can lead to CP effects and whether 
learning effects transferred across a 3 octave difference in spatial frequency.
3.3.2 Method 
Participants
49 participants (mean age 24.04) were tested in two different conditions; the 
first group consisted o f 29 observers (mean age 27.22); the second group 
consisted of 20 observers (mean age 19). All observers volunteered or were 
recruited from the pool o f undergraduate psychology students at the 
University o f Surrey in return fo r course credits. All had normal or corrected to 
normal vision.
Apparatus and S tim uli
Stimuli were displayed on a 15” monitor against a uniform grey background 
(mean luminance 10.8cd/m2) (resolution 1024 x 768) under computer control. 
The display was viewed binocularly and viewing distance was maintained at 
66cm with forehead and chin rests. Responses were recorded using a PC 
‘gam epad’. Two groups of participants were tested. Preliminary analysis o f 
the first group’s data revealed a substantial difference between the 
discrim ination of high and low spatial frequency gratings. In order to address 
this imbalance, a second group was tested with a slightly modified set of 
gratings (hereafter defined as Conditions 1 and 2, respectively).
Condition 1: Two stimulus sets, each consisting o f 8 baseline Gabor patches, 
were generated by systematically varying orientation from 18.75° to 71.25° (8 
orientations in 7.5° steps) along a continuum. The category boundary was 
located at 45°. Oblique orientations were chosen to ensure that learning was 
not masked by the enhanced sensitivity o f V1 neurons to cardinal orientations
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(e.g. Furmanski & Engel, 2000). Indeed, early pilot work confirmed that 
sensitivity around a vertical orientation was initially very high and left little 
room for improvement. Spatial frequency varied across sets and differed by 3 
octaves. Spatial frequency was either 3.44 cycles per degree (cpd) (high 
spatial frequency -  HSF) or 0.43 cpd (low spatial frequency -  LSF). Stimuli 
subtended a visual angle o f approximately 6.2°.
Condition 2 : Grating size was increased (giving a visual angle of 
approximately 8.6°) and spatial frequency was reduced in order to promote 
equivalent discrim ination performance across stimulus set. However, a 3 
octave spatial frequency difference between stimulus sets was retained. Thus, 
the spatial frequency o f HSF gratings was reduced to 2.6 cpd making them 
somewhat easier to discrim inate while the spatial frequency o f LSF gratings 
was reduced 0.325 cpd and therefore still consisted o f at least 3 visible 
cycles. Evidence has shown that the perception o f LSF sine wave gratings 
crucially depends on the number o f visible cycles (Savoy & McCann, 1975; 
Jones & Tuiunay-Keesey, 1975). The spatial phase of gratings was randomly 
varied over trials in order to prevent the possibility that observers might utilise 
the monitor edge as a cue for making orientation discriminations, particularly 
with LSF stimuli. Finally, in order to compensate for any increased task 
difficulty, orientation differences were increased to 10°. Thus, two stimulus 
sets, each consisting o f 64 baseline Gabor patches, were generated by 
varying orientation from 10° to 80° and spatial phase from 0° to 315° (8 phase 
positions per orientation) along a continuum. Again, the category boundary 
was located at 45° (see figure 3.3).
Design
Observers were randomly allocated into HSF or LSF training groups. A t the 
start o f day 1 and the end o f day 3, observers completed discrim ination  
testing  with stimulus pairs at both spatial frequencies. Between these 
measurements on days 1, 2 and 3, observers completed category training  at 
just one spatial frequency. Thus, crucially, stimuli were presented at only one 
spatial frequency during training.
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Procedure  
Day 1.
First, during pre-tra in ing  discrim ination testing, same-different judgements 
were used to measure observers’ initial sensitivity to orientation differences at 
both high and low spatial frequencies. The order o f testing was 
counterbalanced over observers but remained consistent across sessions. 
Observers completed ten blocks o f 15 stimulus pairs (7 different pairs - each 
adjacent pair on the continuum and 8 same-stimulus-twice pairs) at each 
spatial frequency (300 trials). Presentation order was random. Stimuli were 
simultaneously presented on either side o f a fixation cross and were 
separated by 2.8° visual angle (see figure 3.4 for a schematic representation 
o f a single trial). Observers were instructed to fixate the central cross and to 
indicate whether the relative orientations o f each stimulus pair were the same 
or different. Brief presentations (200ms) ensured presentation to a consistent 
retinal location (Carpenter, 1977). However, no time limit was placed on 
making a response.
Then, prior to training and in order to establish the position o f the category 
boundary, the image continuum was presented to observers at the training 
relevant spatial frequency only. A  single easy presentation is thought to 
enable learning of harder cases (Gibson & Walk, 1956; Ahissar & Hochstein, 
1997). Next, observers completed two category-training tasks, again with 
stimuli at the training relevant spatial frequency only.
The double-stimulus training task (see figure 3.5 fo r a schematic 
representation o f a single trial) consisted o f 28 trials per block. In each block 
o f trials, all possible stimulus pairs (including non-adjacent pairs i.e. 16 
different and 12 same category pairs) were presented on either side of 
fixation. Observers indicated whether each pair o f images belonged to the 
same category or to different categories.
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The single-stimulus training task (see figure 3.6 for a schematic diagram of a 
single trial) consisted o f 24 trials per block. The 24 trials consisted of three 
presentations o f each stimulus. Stimuli were randomly presented to the left or 
right o f fixation. Observers indicated whether each stimulus belonged to 
category A  or category B.
In both tasks, stimuli were presented for 200 ms and visual feedback was 
provided to enhance the rate o f perceptual learning (Bali & Sekuler, 1987). 
Double- and single-stimulus category training tasks, which varied in difficulty, 
were presented in alternate blocks in order to exploit the idea that learning 
proceeds from easy to difficult cases even when tasks are intermixed (Ahissar 
& Hochstein, 1997). Each block was repeated 6 times (312 trials in all).
Day 2 .
During the second training session, observers were again shown the 
orientation continuum and then completed 6 alternately presented blocks o f 
each category-training task (312 trials), again at the training relevant spatial 
frequency only.
Day 3 .
During the final session, observers completed a single block o f each training 
task at the training relevant spatial frequency before completing post-tra in ing  
discrim ination testing at both spatial frequencies (300 trials).
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LSF Grating Orientation HSF
10°
20c
30°
40°
50°
60c
70°
80°
Figure 3.3. LSF and HSF orientation continua differing by 3 octaves.
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Discrim ination  
Testing
Same/Different
Orientation?
Tim e
200ms
Figure 3.4. Schematic diagram showing a single trial o f the discrimination 
testing task.
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Feedback
D o u b l e  C a t e g o r y  
T r a i n i n g  T a s k Same/Different
Category?
T i m e
2 0 0 ms
Figure 3.5. Schematic diagram showing single trial o f the double-stimulus 
category training task.
Feedback
S i n g l e  C a t e g o r y  
T r a i n i n g  T a s k
Category 
A or B?
Fixation
20 0ms
Stimulus
✓
T i m e
2 0 0 ms
Figure 3.6. Schematic diagram showing single trial of the single-stimulus 
category training task.
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3.3.3 Results 
Training Data
A preliminary ANOVA with a between subjects factor of Condition showed that 
there was no significant difference between the pattern of results for the two 
conditions (F (1, 47) = .17; p = .69). This suggested that manipulation of 
stimulus size and spatial frequency had failed to address the initial imbalance 
between FISF and LSF discrim ination performance. Data from the two 
conditions were therefore combined.
Observation of the means suggested that categorisation performance 
improved for both training tasks and at both trained spatial frequencies over 
the course of training. The overall level of performance was higher for those 
trained on LSF stimuli. The difference between FISF and LSF performance 
was more conspicuous during the double-stimulus training task. Performance 
on the single-stimulus training task was superior to double-stimulus training 
(figure 3.7).
a>ok_a>
Q.
100% 1
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85% -
80% -
75% - 
70% - rfc]
65% - 
60% - 
55% - 
50% -
Double
Training
D1 D2 D3 
Session
Single
Training
Average
Session
D1 D2 D3 
Session
□ Hsf 
■ Lsf
Figure 3.7. Mean categorisation performance (n=49) improved over the three 
sessions for both training groups (HSF and LSF) and for both training tasks 
(double- and single-stimulus).
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Analysis o f variance (ANOVA) (Training Group (2) - HSF, LSF; Training Task 
(2) - double, single; Training Session (3) - day 1, day 2, day 3) confirmed that 
the LSF training group performed at a significantly higher level than the HSF 
training group (F (1, 47) = 10.25; p< .01, partial r|2 = .18) but confirmed 
significant improvements over the three training sessions (F (2, 94) = 17.82; 
p< .0005, partial r f  = .28). A  significant main effect of Task (F (1, 47) = 
117.37; p< .0005; partial r j2 = .71) showed that performance on the single­
stimulus task was significantly better than on the double-stimulus task. The 
Task*Session interaction was not significant (F (2, 94) = .66; p > .05)
However, planned comparisons were used as a more sensitive measure to 
compare daily improvements fo r each spatial frequency and training task.
The LSF training group were significantly better at the double-stimulus task 
than the HSF group (p < .001) but there was no difference between the 
groups on the single-stimulus task (p >.05) suggesting that HSF 
categorisation performance only suffered when the task involved 
simultaneous stimulus presentations.
During the double-stimulus training task, LSF training resulted in significant 
improvements from day 1 to day 2 (p< .01), from day 2 to day 3 (p< .05) and 
from day 1 to day 3 (p< .001). in contrast, HSF training only resulted in a 
significant improvement from day 1 to day 2 (p< .05).
During the single-stimulus training task, training at both spatial frequencies 
resulted in significant improvements from day 1 to day 2 (p< .05) and day 1 to 
day 3 (p< .01) but not from day 2 to day 3 (p>.05). However, this may have 
reflected the fact that daily performance scores were averaged across 
multiple blocks o f training on days 1 and 2 compared to the single ‘refresher’ 
block experienced on day 3. It is possible that the inclusion o f multiple blocks 
of training on day 3 would have resulted in a similarly significant improvement 
from day 2 to day 3. The session on day 3 was limited to a single block in 
order to avoid fatigue effects on post-training discrimination performance.
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D iscrim ination Data
Discrimination performance was assessed by combining hits (defined as 
calling a different pair different) and false alarms (defined as calling a same 
pair different) to calculate the Signal Detection Theory measure A ’ (Pollack & 
Norman, 1964) fo r within-category (both stimuli falling in category A  or 
category B) and between-category (stimulus pairs crossing the category 
boundary) pairs. A  specific increase in between-category discrimination 
following training would indicate a CP expansion effect. Analysis o f variance 
(ANOVA) was used to explore ail possible effects. In addition, planned 
comparisons were carried out as a more sensitive measure to examine results 
in light o f the specific prediction that post-training, between-category 
discrimination would be enhanced at the training relevant spatial frequency 
only.
LSF Training:
Mean A 'sco re s  suggested that discrim ination performance for between- 
category judgements was enhanced at the trained spatial frequency (figure 
3.8b) but not at the untrained spatial frequency (figure 3.8a).
A  repeated measures ANOVA (Time (2) -  pre-training, post-training; Test (2) 
-  HSF, LSF; Category Position (2) within-category, between-category) 
revealed a significant main effect for Time (F (1, 31) = 40.56; p< .0005; partial 
rj2 = .57) indicating enhanced post-training discrimination performance. A 
significant main effect fo r Test (F (1, 31) = 39.64; p< .0005; partial r f  = .56) 
revealed superior LSF discrim ination performance. A significant Time*Test 
interaction (F (1, 31) = 8.58; p< .01; partial q2 = .22) revealed that LSF 
discrimination performance improved more than HSF discrimination. A 
significant Time*Category Position interaction (F (1, 31) = 5.14; p< .05; partial 
r|2 = .14) indicated larger between category improvements following training. 
W hilst the three-way interaction was not significant (F (1, 31) = 1.66; p= .21),
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planned comparisons showed significant improvements to both within- and 
between-category judgem ents when tested at the trained (ps< .0001 - see 
figure 3.8b) and the untrained (ps< .05 - see figure 3.8a) spatial frequencies. 
However, the difference between pre- and post-training A 'sco re s  was larger 
fo r between category than within category scores only at the trained 
frequency (p< .05).
(a) High Test
Category Position
(b) Low T est
Category Position
Figure 3.8. Impact of LSF training on sensitivity to orientation differences 
measured at the untrained (a) and at the trained (b) spatial frequencies 
(n=32).
HSF Training Group:
Mean A 'sco re s  suggested that HSF training led to little improvement at either 
spatial frequency (cf. figure 3.9a with 3.9b).
A  repeated measures ANOVA (Time (2) -  pre-training, post-training; Spatial 
Frequency (2) -  HSF, LSF; Category Position (2) within-category, between- 
category) revealed significant main effects for Spatial Frequency (F (1 ,1 6 ) = 
24.48; p< .0005; partial r|2 = .61) and Category Position (F (1, 16) = 16.52; p< 
.001; partial rj2 = .51) indicating superior LSF discrimination performance and 
superior w ithin-category discrim ination. A  significant Time*Category Position 
interaction (F (1, 16) = 6.13; p< .05; partial r f  = .28) suggested that overall 
performance on within-category judgements improved whilst between-
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category performance deteriorated following training. The three-way 
interaction was not significant (F (1 ,1 6 ) = .81; p = .38). Planned comparisons 
showed that improvement was limited to within-category judgements at the 
trained (HSF) spatial frequency (p< .05 - see figure 3.9a).
(a) High Test
Category Position
(b) Low Test
Category Position
Figure 3.9. Impact of HSF training on sensitivity to orientation differences 
measured at the trained (a) and untrained (b) spatial frequencies (n=17).
3.4 Experiment 3: Does learned CP transfer across a spatial 
frequency difference of 0.5 octaves?
3.4.1 Introduction
The results reported in experim ent 2 suggest that training to categorise LSF 
gratings resuited in specific between-category expansion effects. However, 
when observers were trained to categorise HSF gratings, w ithin-category 
expansion effects were observed. Furthermore, overall performance levels 
were considerably lower fo r HSF stimuli during category training, especially 
during tasks involving simultaneous stimulus presentations. These findings 
point to a critical difference in the discrim ination o f the high and low spatial 
frequency gratings used here and will be discussed further in the general 
discussion of this chapter.
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However, having established that CP can be induced for LSF stimuli, 
experiment 3 explored whether the effect transferred across a spatial 
frequency difference o f just 0.5 octaves (as opposed to 3 octaves). In these 
circumstances, it was predicted that both sets of stimuli would be analysed by 
the same set of neurons and therefore the effects of category learning would 
transfer across spatial frequency.
3.4.2 Method 
Participants
22 participants (mean age 20.72) were recruited from the pool o f 
undergraduate psychology students at the University o f Surrey in return for 
course credits. All had normal or corrected to normal vision.
Apparatus and S tim uli
All details are as set out in the previous experiment with the exception that 
stimulus spatial frequencies were 0.25 octaves above and below the LSF set 
used in condition 2 o f experiment 2. Spatial frequency was either 0.38 cpd in 
the HSF set or 0.27 cpd in the LSF set. Therefore, the spatial frequency 
difference across stimulus set was just 0.5 octaves (see figure 3.10).
Design and Procedure
All details are as reported in condition 2, experiment 2 with the exception that 
spatial frequency differed by just 0.5 octaves across stimulus set.
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LSF HSF
Figure 3.10. Example of LSF and HSF gratings used in experiment 3. The 
spatial frequency difference between stimulus sets was just 0.5 octaves.
3.4.3 Results 
Training Data
Daily percent correct performance was calculated for each training task for 
observers trained at high and low spatial frequencies. 3 observers did not 
improve over the course of category training and were removed from 
subsequent analysis. Observation of the means suggested that 
categorisation improved for both tasks over the three training sessions. The 
level o f performance appeared to be sim ilar for observers trained at either 
spatial frequency (figure 3.11).
ANOVA (Training Group (2) -  HSF, LSF; Training Task (2) -  double, single;
Training Session (3) -  day 1, day 2, day 3) confirmed that the difference 
between Training Group performance was not statistically significant (F (1, 17) 
= .05; p = .83). A significant main effect of Training Session (F (2, 34) =
12.91, p< .0005; partial r f  = .43) revealed that categorisation performance 
improved over the three days of training. A significant main effect of Training 
Task showed that single training performance was better than double stimulus 
training (F (1, 17) = 62.97; p< .0005; partial r f  = .79). The Task*Session 
interaction was not significant (F (2, 34) = .74; p= .93).
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Figure 3.11. Mean categorisation performance (n=19) improved over the 
three sessions for both training groups (HSF and LSF) and for both training 
tasks (double and single).
However, in light o f the discrepancies in performance identified in experiment 
2, planned comparisons were carried out as a more sensitive measure to 
compare daily improvements for each spatial frequency and training task. 
Following double stimulus training, the performance of both training groups 
improved significantly from day 1 to day 2 (p< .05), from day 1 to day 3 (p< 
.05) but not from day 2 to day 3 (p> .05). Following single stimulus training, 
the LSF training group showed significant improvement from day 1 to day 2 
(p< .01) and day 1 to day 3 (p< .01) but not from day 2 to day 3 (p>.05). The 
HSF training group performance improved significantly from day 1 to day 2 
(p< .01) but fell slightly from day 2 to day 3 (p>.05). The improvement from 
day 1 to day 3 (p> .05) was not significant. Again, it is possible that non­
significant improvements between day 2 and day 3 reflect the short refresher 
training session experienced on day 3.
D iscrim ination Data
ANOVA was used to explore all possible effects. Planned comparisons were 
then carried out to examine the results in light of the specific prediction that
71
training would lead to enhanced between-category discrim ination and that the 
effect would transfer across stimulus spatial frequency.
LSF Training:
Mean within and between-category A 'sco re s  indicated that LSF training 
resulted in an overall improvement to discrimination performance tested at 
both the trained (figure 3.12b) and untrained (figure 3.12a) spatial 
frequencies.
(a)
High Test
Category Position
(b)
0k.Oo
CO
Low Test
Category Position
Figure 3.12. Impact o f LSF training on sensitivity to orientation differences at 
trained (b) and untrained (a) spatial frequencies (n=11).
A repeated measures ANOVA (Time (2) -  pre-training, post-training; Test (2) 
-  HSF, LSF; Category Position (2) -  within-category, between-category) 
revealed a significant main effect of Time (F (1, 10) = 12.41; p< .005; partial 
r|2 = .55) confirming enhanced post-training discrimination performance. 
W hilst there were no more significant main effects or interactions, planned 
comparisons confirmed that improvements to within-category (p< .005) and 
between-category (p< .05) judgem ents (figure 3.12a) were equivalent at the 
untrained spatial frequency (HSF). Sim ilar improvements were also apparent 
for w ithin-category (p< .01) and between-category (p< .05) judgements at the 
trained spatial frequency (LSF) (figure 3.12b). The overall improvement
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observed for both training groups suggests a general learning effect that 
transferred across spatial frequency. However, learned CP was not induced.
HSF Training:
Mean within and between category A ' scores appeared to show enhanced 
between-category discrim ination at the trained (figure 3.13a) and the 
untrained (figure 3.13b) spatial frequencies following HSF training.
F igure  3.13. Impact o f HSF training on sensitivity to orientation differences at 
trained (a) and untrained (b) spatial frequencies (n=8).
A  repeated measures ANOVA (Time (2) -  pre-training, post-training; Test (2)
-  HSF, LSF; Category Position (2) -  w ithin-category, between-category) 
revealed a significant main effect o f Test (F (1, 7) = 11.07; p< .05; partial rj2 = 
.61) indicating superior HSF discrim ination performance. There were no other 
significant main effects. A  significant Time*Test interaction (F (1 ,7 ) = 5.72; 
p< .05; partial ri2 = .45) suggested that LSF discrimination performance 
improved more than HSF. There were no other significant interactions. 
However, the Time*Category Position interaction was almost significant (F (1, 
7) = 4.17; p = .08). Planned comparisons showed significant improvements to 
between-category judgem ents when tested at the trained (figure 3.13a) and 
the untrained (figure 3.13b) spatial frequencies (ps < .05) which indicates that 
HSF training resulted in a non-specific between-category expansion effect.
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However, the difference between pre- and post-training A 'sco re s  for between- 
category judgements was significantly sm aller at the trained spatial frequency 
(p< .05) suggesting that the learned CP effect was stronger at the untrained 
spatial frequency. There was no significant difference between pre- and post­
training A ' scores for within-category judgements.
As mentioned at the beginning of experiment 2, the Gabor stimuli used here 
were manipulated in an effort to elim inate the imbalance between 
discrimination of HSF and LSF stimuli. A final comparison was carried out to 
explore this further. A ' scores were averaged across category position for all 
spatial frequencies tested in experiments 2 and 3 (figure 3.14). In all cases, 
discrimination performance for HSF stimuli was considerably lower than 
discrimination performance for LSF stimuli.
Average Discrimination Performance
0.85 
0.8 
0.75 1 
0.7 
0.65 
0.6 
0.55 
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m
□ HSF
□ LSF
pre p o s t
Test Session
Figure 3.14. Pre-training and post-training discrimination performance 
measured at all spatial frequencies tested in experiments 2 and 3 (bars 
labelled by spatial frequency) but averaged across category position.
A repeated measures ANOVA (Time (2 -  pre-training, post-training), Spatial 
Frequency (6 -  0.27 cpd, 0.325 cpd, 0.38 cpd, 0.43 cpd, 2.66 cpd, 3.44 cpd) 
showed significant main effects of Spatial Frequency (F (5, 45) = 4.08; p<
74
.005; partial r f  = .31) and Time (F (1 ,9 ) = 43.72; p = .0000; partial i f  = .83) 
indicating that overall discrim ination performance improved following training 
and that performance at the different spatial frequencies tested was 
significantly different. The Time*Spatial Frequency interaction was not 
significant (F (5, 45) = .96; p > .05). Post hoc comparisons revealed that LSF 
discrim ination performance was always significantly better than HSF 
discrim ination before (p < .0005) and after (p <.0005) training.
3.5 General Discussion of Chapter Three
3.5.1 Summary o f findings
The main aim of the experiments reported in chapter three was to examine 
the perceptual nature of learned CP effects using simple one-dimensional 
stimuli. The primary task was to learn to categorise simple Gabor patches on 
the basis of orientation differences and to measure whether any learned CP 
effects would transfer across spatial frequency differences of 3 octaves and 
0.5 octaves respectively.
3.5.1.1 Experim ent 2
In experiment 2, stimulus sets differed by 3 octaves and fell within the 
bandwidths o f different channels. It was therefore predicted that learning 
would be specific to the spatial frequency experienced during category 
learning. Category training over three days resulted in improved 
categorisation performance fo r both training tasks. The overall level of 
performance was lower during the double-stimulus training task compared to 
the single-stimulus task. However, whilst HSF training during the double­
stimulus task was considerably lower than LSF training, performance on the 
single-stimulus task was relatively constant at both spatial frequencies.
Analysis o f the discrimination data revealed significant improvements to both 
within- and between-category judgem ents at the trained spatial frequency 
following LSF training. Planned comparisons showed that between-category 
judgem ents improved significantly more than within-category judgements,
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thus indicating a CP expansion effect. Surprisingly, HSF training led to a 
w ithin-category expansion effect that was specific to the trained spatial 
frequency. This, together with the lower performance o f the HSF group during 
double-stimulus training, points to a critical difference between the 
discrim ination o f the two spatial frequencies measured here, at least in the 
current experiment where stimulus exposure was brief and the task involved 
simultaneous presentations. Possible reasons for this imbalance are 
discussed in section 3.5.2.
3.5.1.2 Experim ent 3
In experiment 3, stimulus sets differed by 0.5 octaves and therefore fell within 
the bandwidth o f a single spatial frequency channel. It was therefore 
predicted that learned CP would readily transfer across test spatial frequency. 
As expected, average categorisation performance was equivalent for both 
training groups.
However, the pattern of results from the discrimination data was inconsistent. 
Training at the higher spatial frequency led to a non-specific between- 
category expansion effect whereas training at the lower spatial frequency led 
to general improvement in the discrim ination of both within- and between- 
category pairs at both spatial frequencies. W hilst in both cases learning 
transferred across spatial frequency, the conflicting CP effects were 
surprising. Because the two stimulus sets were very sim ilar in both 
appearance and spatial frequency, it was predicted that an equivalent pattern 
o f results would be found.
The comparison o f overall discrim ination performance at each spatial 
frequency across both experiments supports the presence o f a critical 
difference in the discrim ination o f low and high spatial frequency Gabors that 
were tested in this chapter. However, it does little to explain the conflicting 
results with regard to the induction o f CP. Nevertheless, both types of 
learning (i.e. between-category expansion in experiment 2 compared to 
general learning in experiment 3) transferred across the 0.5 octave spatial
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frequency difference but not across the 3 octave difference. This indicates 
that the manipulation of spatial frequency as the test dim ension was 
successful.
3.5.2 Spatial frequency differences
The results o f experiments 2 and 3 suggest that there was a critical difference 
between the discrim ination o f high and low spatial frequencies. Physiological 
differences between the temporal processing o f different spatial frequency 
channels may provide an explanation fo r the conflicting results reported above 
(e.g. Sergent 1982; Fiorentini, Maffei & Sandini, 1983; Schyns & Oliva, 1994).
Although it is generally accepted that the visual system operates on the basis 
of spatial frequency information, the way in which this information is selected 
for recognition is still a matter o f debate. The coarse-to-fine hypothesis 
suggests that processing o f visual information proceeds in a coarse-to-fine 
direction and that LSF information is always processed before HSF 
information. The idea of spatial frequency selective channels has also been 
incorporated with the idea of global precedence in which LSF global 
information is available before local HSF information. Typically, global 
precedence studies are based on stimuli made up from large global letters 
composed of smaller local letters and typically reaction times are shorter 
when observers are asked to identify or categorise the global rather than the 
local letter (e.g. Navon, 1977; Shulman & Wilson, 1987).
These psychophysical effects are supported by physiological evidence 
regarding the different temporal properties of high and low spatial frequency 
information and suggest a mechanism by which local and global information 
may be integrated. In his recent integrated model of visual processing, Bullier
(2001) proposed that LSF information is first conveyed by the magnocellular 
pathway to form a global analysis o f the scene which is then projected back to 
early stages of visual analysis, dynamically influencing activity in these areas 
in time for the arrival o f more detailed HSF information conveyed by the 
parvocellular system. The findings o f O ’Keefe, Levitt, Kiper, Shapley and
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Movshon (1998) compared the temporal properties of M and P cells in the 
lateral geniculate nucleus (LGN) o f owl monkeys and provided some support 
for this explanation. They showed that M cells (which form part of the 
magnocellular pathway) have latencies of 156ms whilst P ceils (which form 
part o f the parvocellular pathway) have latencies of 250ms.
In experiment 2, observers were required to make judgements about simple, 
one-dimensional stimuli and to decide whether the orientations of 
simultaneously presented images were the same or different. A  temporal 
delay between the processing o f high and low spatial frequencies suggests 
that HSF processing was disadvantaged by the brief presentations o f 200ms.
It is possible that this temporal delay was responsible fo r the poor 
discrim ination o f HSF stimuli, particularly when the task involved simultaneous 
presentations.
3.5.3 Learned CP based on one-dimensional stimuli 
The conflicting effects found in experiments 2 and 3 are difficult to explain. 
However, the inconsistencies tend to support the conclusions of previous 
research that CP is difficult to induce using one-dimensional stimuli.
Livingston et ai (1998) concluded that the development of an appropriate set 
of stimuli, that observers must be trained to categorise, but that are not so 
difficult that they cannot be learned, was the major hurdle. The results o f 
experiments 2 and 3, which were based on simple one-dimensional Gabor 
patches, argue against this conclusion as categorisation performance 
improved over the three training sessions without reaching ceiling levels. 
However, learned CP effects were somewhat inconsistent across spatial 
frequency and support previous perceptual learning studies using grating 
stimuli. For example, Fiorentini and Berardi (1981) reported specific practice 
related improvements following discrim ination o f complex grating patterns 
compared to a complete lack o f improvement when observers were trained to 
discrim inate simple sine-wave gratings.
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Ahissar and Hochstein (1997) suggest that the level of difficulty associated 
with a particular discrim ination task dictates the stage o f processing at which 
the learning is accomplished. In this way, easier tasks are accomplished at 
higher levels where learning will generalise, whilst more difficult tasks are 
directed towards earlier stages o f processing where learning is more specific. 
The possibility that top-down mechanisms determine the cortical level at 
which learning takes place may provide a plausible explanation fo r the lack of 
learned CP effects associated with one-dimensional stimuli. For example, 
perhaps orientation judgm ents were not sufficiently demanding and it was not 
therefore necessary for the visual system to search back along the visual 
hierarchy fo r a more appropriate, lower level o f processing to accomplish the 
task. However, the experiments reported in this chapter found that learning 
did take place and that what was learned (whether it was learned CP or an 
overall improvement to the whole dimension) was specific to the trained 
spatial frequency, suggesting an early locus.
In summary, it has been suggested that top-down influences (such as 
attention) are only used when stimulus differences are not immediately 
apparent. This makes sense if perception is to remain relatively stable. 
Indeed, adaptive functioning relies on a balance between flexibility (which 
allows an organism to respond differently to novel situations) and stability 
(which ensures that it can respond similarly to similar situations). It is 
therefore possible that the simple, one-dimensional, Gabor patches used in 
the experiments reported here may not have activated perceptual learning 
processes and therefore did not induce reliable CP effects. In chapter four, 
the induction o f CP as a result o f perceptual learning will be explored further 
using more complex compound grating stimuli. Although slightly more 
complex than the sine-wave gratings used in this chapter, compound gratings 
are still amenable to manipulations that allow the selectivity o f underlying 
mechanisms to be probed.
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CHAPTER FOUR
DOES LEARNED CP TRANSFER ACROSS STIMULUS 
ORIENTATION? 
4.1 Introduction
The main aim of the experiments reported in the previous chapter was to 
examine the perceptual nature o f learned CP effects using simple one­
dimensional stimuli. However, the results were consistent with previous 
findings (e.g. Livingston et al, 1998) and the induction o f CP effects based on 
one-dimensional stimuli remains equivocal. In the current chapter, the nature 
and locus o f learned CP effects are explored further using slightly more 
complex stimuli in the form o f Gaussian windowed compound gratings.
4.1.1 Compound Gratings
Compound Gabor patches consist o f the sum of two (or more) Gaussian 
windowed sine wave gratings o f different spatial frequencies. They are 
generated by combining the fundam ental frequency (i.e. the component with 
the lowest spatial frequency) with various harmonic components (i.e. multiples 
of the fundamental frequency). For example, figure 4.1 shows how combining 
the fundamental frequency (f) with the 3 f  component (which is three times the 
frequency of the fundamental grating and has three times the number of 
stripes) creates a more complex compound Gabor patch.
The use o f compound grating stimuli in perceptual learning research has 
previously been reported in the literature. For example, Fiorentini and Berardi 
(1980) found clear practice related improvements in the discrimination of 
vertically oriented compound gratings (that differed in either the relative phase 
o f their components or the contrast o f one o f their components). Although 
improvements in discrim ination performance were eliminated when grating 
orientation was rotated by 90°, performance immediately returned to 
preceding levels when grating orientation was returned to vertical. In a later
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study, Fiorentini and Berardi (1981) used the same stimuli to demonstrate 
similar selectivity for stimulus spatial frequency and visual field position. As 
discussed in previous sections, this type of specific learning effect has been 
taken as good evidence that changes are localised to early stages of visual 
processing where cells are selective for stimulus properties such as 
orientation, spatial frequency and retinal location.
3f f + 3 f
Figure 4.1. Example of a compound Gabor patch, created by adding 
together components with frequencies f  and 3 f.
Furthermore, Rentschler, Juttner, U nzickerand Landis (1999) used 
compound gratings to examine visual preferences for pattern complexity 
versus pattern symmetry following supervised category learning. They 
produced pre- and post-training population preference functions which 
indicated that visual preference varied as a result of the type of training 
experienced. This has been taken as anecdotal evidence that compound 
gratings may be susceptible to the effects of learned CP.
Together, these studies advocate the potential benefits of using compound 
grating stimuli to explore the perceptual nature of learned CP effects. As 
discussed in the previous chapter, they can also be precisely tailored to the 
physiological properties of V1 (including orientation and spatial frequency) 
and are ideal for use in psychophysical studies. Furthermore, their novelty 
reduces the likelihood of contamination by past experience and the possible 
use of verbal labels.
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The experiments reported in the present chapter therefore used compound 
Gabors as their stimuli. Here, the test dim ension  was defined by orientation 
and the category dim ension was defined on the basis of spatial phase 
differences. Two stimulus sets were generated, each comprising a linear 
continuum of compound Gabor patches where the spatial phase angle of the f  
com ponent was fixed at 0° whilst that o f the 3 f  component systematically 
varied from 0° to 315°. This effectively moved the grating stripes across the 
pattern, thus altering the appearance of the combined (f + 3f) compound 
grating and providing a systematic source o f variation that was used to define 
the visual categories.
4.2 Experiment 4: Is learned CP specific to trained 
orientation?
4.2.1 Introduction
As discussed in previous chapters, perceptual learning research has shown 
that practice related improvements are often specific to the orientation at 
which training takes place (e.g. Fiorentini & Berardi, 1980; Fahle & Poggio, 
2002; Gilbert, Sigman & Crist, 2001). Therefore, if learned CP also reflects a 
perceptual learning process, then category learning effects should be similarly 
specific to the trained orientation. Experiment 4 measured whether learning 
to categorise compound Gabor patches on the basis o f spatial phase 
differences can lead to CP effects and whether these effects would transfer 
across a 90° change in orientation.
4.2.2 Method 
Participants
Sixteen observers (mean age 27.94) volunteered to participate or were 
recruited from a pool o f undergraduate psychology students at the University 
o f Surrey in return fo r course credits. AH had normal or corrected-to-normal 
vision.
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Apparatus and S tim uli
Display and viewing conditions were as reported in previous experiments and 
responses were recorded using a PC ‘gam epad’.
Stimuli comprised two sets o f 8 Gaussian windowed compound gratings that 
were evenly spaced along a continuum varying in terms of spatial phase. 
Orientation was fixed at -45° from  vertical in a negative set and +45° in a 
positive set (compare figure 4.1 with 4.2). Gratings consisted o f the sum of 
two sinusoids o f spatial frequency f  (0.32cpd) and 3 f (0.96cpd).
The spatial phase o f the f  com ponent was fixed at 0° of phase-angle whilst 
that o f the 3 f component was systematically varied from 0° to 315°. This 
resulted in a ‘circular’ continuum (see figure 4.2) that was divided into two 
categories based on spatial phase differences (affording 6 within-category 
[90o/135°, 135°/180°, 180°/225°, 45°/0°, 0°/135°, 315°/270°] and 2 between- 
category [90°/45°, 225°/270°] adjacent image pairs). Each stimulus 
subtended a visual angle o f approximately 8.6°. Varying the spatial phase of 
the 3 f  component produced compound gratings that could be categorised 
according to the position and thickness of the dark and light stripes.
Design
At the start o f day 1 and the end o f day 3, observers completed discrimination 
testing with stimulus pairs at both orientations. Between these 
measurements (on days 1, 2 and 3) observers completed category training 
with either the negative or positive stimulus set. Thus, crucially, stimuli were 
presented at just one orientation during training.
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Category A
Figure 4.2. Spatial phase continuum of stimuli from the positive orientation 
(+45°) set, indicating the position of stimuli in relation to the imposed 
category boundary (phase-angle of 3 f component is indicated). Changing 
the spatial phase has the effect of moving the grating stripes by an amount 
proportional to the phase-angle thereby altering the appearance of the 
combined ( f+  3 f) compound grating. For example, stimuli from category A 
tend to have single prominent dark stripes while those from category B 
have pairs of dark stripes.
Procedure  
Day 1.
First, during pre-tra in ing  discrim ination testing, same-different judgments were 
used to measure observers’ initial ability to discrim inate gratings with 
underlying spatial phase differences, at both negative and positive 
orientations. Testing order was counterbalanced over observers but 
remained consistent across sessions. Observers completed ten blocks of 16 
stimulus pairs (8 different pairs —  each adjacent pair on the continuum —  and
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8 same-stimulus-twice pairs) at each orientation (320 trials). Presentation 
order was random. Stimuli were simultaneously presented on either side o f a 
fixation cross, separated by 2.8° visual angle. Brief presentations (200ms) 
ensured presentation to a consistent retinal location (Carpenter, 1977). 
Observers were instructed to fixate the central cross and to indicate whether 
each stimulus pair was identical or not (refer to figure 3.4, chapter three). No 
time limit was placed on making a response.
Then, prior to category training and in order to establish the position of the 
category boundary, the image continuum was presented at the training- 
relevant orientation only. Next, observers completed three category training 
tasks, again with stimuli presented at the training-relevant orientation only.
First, a context training exercise was completed in order to establish category 
differences. Here, observers made category judgements while able to see 
examples o f stimuli they had previously judged correctly. Each trial consisted 
o f a single, randomly selected image which was presented in the centre o f the 
screen together with eight empty ‘slots’, four on each side o f the screen (see 
figure 4.3). The slots on the left were reserved for stimuli from category A  and 
those on the right for stimuli from category B. Observers indicated whether the 
central image belonged to category A  or category B by making an appropriate 
button-press response. If they responded correctly, the image was placed in 
the appropriate empty ‘slot’ where it remained visible throughout the current 
block of trials. If they responded incorrectly, the image disappeared. Visual 
feedback was also provided to enhance the rate of perceptual learning (Ball & 
Sekuler, 1987). W hen 8 trials had been completed, the ‘slots’ were cleared 
and a new block began until 10 blocks had been completed.
Observers then completed 4 blocks (208 trials) of the double-stimulus and 
single-stimulus category training tasks which were presented in alternate 
blocks as described in experim ent 2 (refer to figures 3.5 and 3.6, chapter 
three).
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Observers were shown the continuum and then completed context training 
followed by 6 blocks o f each category training task (312 trials).
Day 2 .
Day 3 .
Observers repeated context training plus one block of each category training 
task. Finally, post-tra in ing  discrim ination testing was carried out at both 
orientations (320 trials).
Figure 4.3. The training interface used during context training to establish 
category differences -  participants had to make a category judgement by 
placing the randomly generated image displayed in the centre o f the screen in 
the slots on the left (for category A) or on the right (for category B) side of the 
screen. Those judged correctly remained visible throughout each block of 
trials.
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4.2.3 Results 
Training data
Daily percent correct performance was calculated for individual tasks and also 
averaged across task (figure 4.4). Observation of the means indicated that 
while performance improved over the three context training sessions, 
performance in the double-stimulus and single-stimulus training tasks fell 
slightly on day 3. Overall levels o f performance were higher during context 
training than during the single-stimulus and double-stimulus tasks. 
Performance during the single-stimulus training task was higher than during- 
double-stimulus training.
Figure 4.4. Mean performance over the three training sessions for individual 
training tasks and averaged across tasks.
A repeated measures ANOVA (Training Group (2) positive orientation, 
negative orientation; Task (3) -  context, double, single; Session (3) - day 1, 
day 2, day 3) revealed that there was no difference between training group 
performance (F (1, 14) = .274; p= .61). Significant main effects of Session (F 
(2, 28) = 8.48; p< .005, partial r|2= .38) and Task (F (2, 28) = 139.14, p< 
.0005, partial r|2 = .91) confirmed that overall performance improved over the 
three sessions but that general performance levels varied across task. The 
Task*Session interaction was statistically significant (F (4, 56) = 2.78, p< .05).
87
Individual training tasks were analysed in order to examine the pattern of 
improvement in more detail.
Context training
Observation o f the means (figure 4.4) suggested that performance on the 
context training task improved over the three training sessions. A  repeated 
measures ANOVA (Training Session (3) -  day 1, day 2, day 3) confirmed that 
improvements to categorisation performance were statistically significant (F 
(2, 30) = 43.68; p< .0005, partial r f  = .74). Planned comparisons confirmed 
that improvements from day 1 to day 2 (p< .0005), day 2 to day 3 (p< .05) and 
from day 1 to day 3 (p < .0001) were ail statistically significant.
Double-Stimulus Training
As expected, performance levels were generally much lower on this, the most 
difficult, training task (figure 4.4). Categorisation performance improved 
initially but then fell slightly by the final training session. A  repeated measures 
ANOVA (Training Session (3) -  day 1, day 2, day 3) revealed that 
improvement over the three training sessions was not quite significant (F (2, 
30) = 2.47; p= .10). Planned comparisons revealed a statistically significant 
improvement from day 1 to day 2 (p< .01). However, the deterioration from 
day 2 to day 3 (p >.05) and the improvement from day 1 to day 3 (p >.05) 
were not significant. Multiple blocks o f training were experienced on days 1 
and 2 compared to the single block experienced during the final session and it 
is possible that the lower performance on day 3 reflects this short ‘refresher’ 
session.
Single-Stimulus Training
Although overall levels o f performance were higher on this task compared to 
the double-stimulus task, initial improvement was again followed by a slight 
deterioration. A  repeated measures ANOVA (Training Session (3) -  day 1, 
day 2, day 3) incorporating the Greehhouse-Geisser correction to degrees of 
freedom suggested that the improvement over the three training sessions was 
not statistically significant (F (1.22,18.22) = 1.94; p>.05). Again, planned
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comparisons showed that the improvement from day 1 to day 2 (p < .001) was 
statistically significant. However, the deterioration from day 2 to day 3 (p >.05) 
and the improvement from day 1 to day 3 were not significant (p >.05). Again, 
this may reflect the short training session experienced on day 3.
Discrim ination D ata
As in previous experiments, A 'w as calculated for within- and between- 
category stimulus pairs (Pollack & Norman, 1964). A preliminary ANOVA 
analysis indicated there was no difference in the pattern of results for the two 
training groups (F (1, 14) = .001; p>.05) and data were therefore combined 
into congruous and incongruous trials. Congruous trials were those trials 
where discrimination testing and category training were completed with stimuli 
presented at the same orientation. Incongruous trials were those trials where 
there was an orientation change of 90° between discrimination testing and 
category training (see figure 4.5).
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Mean A 'scores indicated an increase in between-category discrimination after 
training for congruous trials only: a CP expansion effect (figure 4.6).
Congruous test/training
Category position
Incongruous test/training
Category Position
Figure 4.6. Mean within-category and between-category A' scores before 
and after category learning for congruous and incongruous trials (N= 16).
Error bars represent ± 1 SEM.
A repeated measures ANOVA (Time (2) pre-training, post-training; Test (2) 
congruous, incongruous; Category Position (2) within-category, between- 
category) revealed significant main effects of Time (F (1, 15) = 13.62; p < .01, 
partial r|2 = .48) and Category Position (F (1, 15) = 6.28; p < .05, partial rj2 = 
.29) indicating enhanced post-training discrimination performance and 
superior between-category discrimination, A significant Time*Test interaction 
(F (1, 15) = 18.42; p < .01, partial ri2 = .55) indicated that improvements were 
limited to congruous trials. A significant Time*Category Position interaction (F 
(1, 15) = 13.04; p < .01, partial ri2 = .46) revealed larger between-category 
improvements following training.
A significant Test*Category Position interaction (F (1,15) = 9.52; p < .01, 
partial rj2 = .39) showed that between-category discriminations were better
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than within-category discriminations on congruous trials. The significant 
three-way interaction (F (1,15) = 39.82; p < .0005, partial r\2 = .73) indicated 
that between-category discriminations were enhanced following category 
training when test and training orientations were congruous, consistent with 
an expansion effect that was specific to the training stimulus orientation.
4.2.4 Discussion of Experiment 4
The results reported here are consistent with the view that learning to 
categorise compound Gabor patches resulted in a between-category 
expansion effect. Another possibility that was not explicitly tested here is that 
the effect emerged as a result of some pre-existing discontinuity in the 
stimulus continua. If this were the case, changing the position of the category 
boundary may effectively eliminate the observed CP effect. However, the 
data shown in figure 4.6 indicate that, prior to learning the categorisation rule, 
within-category and between-category discrimination performance were 
equal. This suggests that there were no pre-existing points of heightened 
discrimination sensitivity on the categorisation dimension and that the results 
were indeed specific to the categorisation rule and stimuli to be discriminated.
The primary task here was learning to categorise f+  3f Gabor stimuli that 
differed in appearance as a result of manipulating the phase angle of the 3f  
component. It is therefore possible that the learned CP effect reflects a 
perceptual effect on units in V1 that are sensitive to absolute or relative phase 
(e.g. DeValois & Tootell, 1983). However, it is also possible that the task was 
accomplished using units in IT that are sensitive to more complex pattern 
characteristics (cf. Sigala 2004; Tanaka, 1997).
However, despite the fact that discrimination between stimuli with exactly the 
same underlying phase differences was required at both orientations, both 
training groups showed equivalent learning and learned CP failed to transfer 
across a 90° stimulus rotation. These findings suggest that CP reflected a 
perceptual effect rather than one based on verbal labelling or other higher-
9 2
level strategies. In experiment 5, the orientation specificity was examined in 
more detail in order to further localise it in the visual processing stream.
4.3 Experiment 5: Orientation tuning of learned CP of spatial 
phase differences.
4.3.1 Introduction
Selectivity to stimulus orientation is observed throughout the visual processing 
stream. However, evidence suggests that orientation tuning broadens with 
progression from V1 through to IT and beyond (cf. Ashbridge, Perrett, Oram & 
Jellema, 2000; DeValois, Yund & Hepler, 1982; Gross, 1978; Vogels & Orban, 
1994). Thus the extent of orientation selectivity observed should provide an 
index of stage within the visual processing stream at which learning takes 
place. Here, the locus of learning was examined further by calculating how 
much the learned CP effect transfers to orientations that differ from the 
training orientation by various amounts.
4.3.2 Method 
Participants
Twelve observers (mean age 29.5) volunteered or were paid to participate.
All had normal or corrected-to-normal vision.
Apparatus and Stimuli
Two stimulus sets were produced, each comprising 9 orientations. Sets 
varied around positive or negative base orientations that were fixed at +45° or 
+315° (i.e. -45°) relative to vertical. The remaining 8 orientations within each 
set were calculated relative to the base orientations and were fixed at ±2°,
±5°, ±15° and ±30° (see figure 4.7). Other details are as reported in 
experiment 4.
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Figure 4.7. Schematic representation of the orientations of stimuli in the 
negative and positive sets: discrimination between stimuli with underlying 
spatial phase differences was examined at all orientations (stimuli were 
blocked by orientation) in either the positive or the negative set, depending on 
group; category-training was completed either at +45° or +315° (-45°), 
respectively.
D esign
Observers were randomly allocated into negative or positive groups. Each 
groups’ ability to discriminate gratings with underlying spatial phase 
differences was measured either at all negative orientations or at all positive 
orientations, respectively, before and after category training at the relevant 
base orientation only.
P rocedure
During discrimination testing on days 1 and 3, five blocks of 16 stimulus pairs 
(eight different pairs —  adjacent on the phase-angle continuum —  and eight 
same-stimulus-twice pairs) were presented at all nine relevant orientations 
(720 trials), blocked by orientation. Order of testing at different orientations
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was counterbalanced over observers but remained consistent across test 
session.
During category training, observers learned to classify stimuli into two 
categories at the relevant base orientation only (either +45° or -45°). All 
other details are as described in experiment 4.
4.3.3 Results 
Training data
Daily percent correct performance was calculated for each training task, both 
individually and averaged across tasks (figure 4.8). Observation of the means 
suggested that categorisation performance improved over the three training 
sessions for all tasks. Overall performance levels were higher on the context 
training task compared to double-stimulus and single-stimulus training tasks. 
Double-stimulus training levels were higher than those reported in the 
previous experiment but were still lower than those observed during single­
stimulus training.
Figure 4.8. Mean categorisation performance for individual training tasks and 
averaged across task.
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A repeated measures ANOVA (Training Group (2) -  positive orientation, 
negative orientation; Task (3) -  context, double, single; Session (3) - day 1, 
day 2, day 3) was carried out to formally compare the pattern of learning 
across the three tasks. There was no difference between training group 
performance (F (1, 10) =. 04; p> .05). A significant main effect of Session (F 
(2, 20) = 15.29, p< .0005, partial r\2= .61) confirmed that performance 
improved over the three sessions. The significant main effect of Task (F (2, 
20)=71.18, p< .0005, partial t i2 = ,88) confirmed the observation that context 
training performance was superior to single-stimuius training which in turn 
was better than double-stimulus training. However, the Task*Session 
interaction was not significant (F (4, 40) = 1.31, p>.05). Nevertheless, data 
from individual training tasks were examined separately in order to compare 
the pattern of learning with previous experiments.
Context Training
Observation of the means suggested that categorisation performance 
improved over the three training sessions (see figure 4.8). A repeated 
measures ANOVA (Training Session (3) -  day 1, day 2, day 3) confirmed that 
performance improved over the three sessions (F (2, 22) = 23.18; p< .0005; 
partial r|2 = .68). Planned comparisons showed that performance improved 
significantly from day 1 to day 2 (p < .0005) and from day 1 to day 3 (p< 
.0005). The improvement from day 2 to day 3 was not significant (p >.05). 
However, performance had reached 92% correct by the second session and it 
is possible that performance levels had asymptoted.
Double-Stimulus Training
Again, observation of the means showed that categorisation performance 
improved over the three training sessions (see Figure 4.8). A repeated 
measures ANOVA (Training Session (3) -  day 1, day 2, day 3) confirmed that 
this improvement was statistically significant (F (2, 22) = 7.90; p< .005; partial 
i f  = .42). Planned comparisons showed that, whilst the improvement from
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day 1 to day 2 was not quite significant (p= .10), those from day 2 to day 3 (p< 
.05) and from day 1 to day 3 (p< .005) were statistically significant.
Single-Stimulus Training
Categorisation performance improved on the single training task over the 
three training sessions although the improvement from day 1 to day 2 was 
negligible (see figure 4.8). A repeated measures ANOVA (Training Session 
(3) -  day 1, day 2, day 3) showed that improvement over the three sessions 
was not quite significant (F (2, 22)= 2.61; p= .09; partial ri2 = .19). Planned 
comparisons showed significant improvements from day 2 to day 3 (p< .05) 
and from day 1 to day 3 (p< .05). However, the improvement from day 1 to 
day 2 was not significant (p>.05) and is consistent with the pattern observed 
in the double stimulus training reported above. Again, the reasons for this are 
not clear.
Discrimination data
Sensitivity to orientation differences for within- and between-category image 
pairs was calculated using A'. A preliminary ANOVA analysis showed there 
was no difference in the pattern of results from the two groups (F (1,10) = .71; 
p >.05) and data were combined. Figure 4.9 shows the difference between 
pre-training and post-training performance for within- category and between- 
category judgments at each orientation. Between-category judgments were 
enhanced at the trained and adjacent orientations.
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Orientation (in degrees) relative to  tra in ing orientation
Figure 4.9. Changes to within-category and between-category A ’ scores at 
each orientation following category training at ±45° (NB: here, training 
orientations are shown as 0°). Each point represents the difference between 
pre-training and post-training performance averaged across 12 observers. 
Error bars represent ± 1 SEM.
A repeated measures ANOVA (Orientation relative to base (9) -30°, -15°, -5°, - 
2°, 0°, 2°, 5°, 15°, 30°); Time (2) - pre-training, post-training); Category 
Position (2) - within-category, between-category) showed a significant main 
effect of Time (F (1, 11) = 10.76; p < .01, partial r f  = .49) indicating an overall 
change in discrimination performance following training. Significant 
interactions for Orientation*Time (F (8, 88) = 3,82; p< .001, partial rj2 = .26) 
and Orientation*Category Position (F (8, 88) = 5.23; p< .0005, partial r f  = .32) 
indicated that the magnitude of change and the difference between within- 
category and between-category discriminations varied as a function of 
stimulus orientation. A significant three-way interaction (F (8, 88) = 4.86; p < 
.0005, partial r|2 = .31) confirmed that learned CP was restricted to the trained
98
and adjacent orientations. Planned comparisons revealed clear between- 
category expansion effects at the trained orientation (p< .0001) and at -2° (p< 
.005). Discrimination performance at +2° was significantly enhanced for both 
within-category (p< .01) and between-category (p< .005) stimuli but the 
magnitude of improvement was significantly larger for between-category 
judgments (p< .05).
To estimate the tuning of the mechanisms mediating the learned CP effect, a 
Gaussian function was fitted to the between-category data points (see figure 
4.10). The tuning bandwidth was calculated to be 6.5°. (i.e. the width of the 
curve at half its height), indicating that the learned CP effect was highly 
specific to the orientation experienced during category training, consistent 
with earlier orientation-selective stages of visual processing.
Orientation (in degrees) relative to training orientation
Figure 4.10. To estimate the specificity of the learned CP effect to the 
orientation experienced during category training (the tuning) a Gaussian fit to 
the between-category data points is shown. The full bandwidth at half 
amplitude is 6.5°.
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4.3.4 Discussion of Experiment 5
Here, learned CP effects on the basis of spatial phase differences were found 
to be highly specific to orientation. Selectivity for stimulus orientation is a 
known characteristic of much of the visual processing stream prior to IT where 
bandwidths are 90° or more (Ashbridge et al, 2000; Gross, 1978; Vogels & 
Orban, 1994). In contrast, those in V1 average 42° and can be as narrow as 
6° (DeValois et al,1982). Given the very narrow 6.5° tuning reported in 
experiment 5, it therefore seems likely that learning involved earlier, more 
orientation selective stages of visual processing prior to IT.
There is converging physiological and brain-imaging research to support the 
involvement of early processing stages (e.g. Jenkins, Merzenich, Ochs, Allard 
& Guic-Robles 1990; Recanzone, Jenkins, Hradek & Merzenich, 1992; 
Recanzone, Merzenich, Jenkins, Grajski & Dinse, 1992; Recanzone,
Schreiner & Merzenich, 1993; Schiltz, Bodart, Dubois, Dejardin et al, 1999; 
Schoups et al, 2001; Schwartz, Maquet & Frith, 2002; Vaina, Belliveau, Des 
Roziers & Zeffiro, 1998; Yang & Maunsell, 2004; Zohary, Celebrini, Britten & 
Newsome, 1994; see also Fahle & Poggio, 2002, chapters 1-4, 6-7).
However, Mollon and Danilova (1996) have objected to this type of inference 
on the grounds that “learning may occur at a central site, and what the subject 
may be learning about are the local idiosyncrasies of his retinal image, of his 
receptor mosaic and of the wiring of his visual system” (p.53). Indeed, 
learning related changes in activity localised to a given brain area could be 
consistent with numerous mechanisms (cf. Dosher & Lu, 1998; Gilbert et al, 
2001; Schwartz et al, 2002).
One possibility is that units in V1 that are narrowly tuned for orientation have 
other functional properties that were relevant to the training task used here. It 
may be that their involvement in learning was responsible for the narrow 
tuning observed. However, psychophysical and physiological data indicate 
that orientation-tuning bandwidths increase as spatial frequency decreases
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(Movshon & Blakemore, 1973; Snowden, 1992; Vidyasagar & Siguenza, 
1985). Thus, these narrowly tuned units may not have responded to the low 
spatial frequency stimuli used here. Moreover, Fahle (1998, 2002) has shown 
similarly narrow orientation tuning for learning in a vernier offset detection 
task. He argues that this, combined with the task specificity of learning, 
mitigates against an explanation based on general changes to early visual 
filters. In fact, if learning unselectively altered early visual mechanisms, then 
interference with other tasks dependent on those same mechanisms could 
result. A  second possibility that is consistent with the findings reported here 
involves long range horizontal projections in V1 linking neurons with similar 
orientation preferences (e.g. Kapadia, Ito, Gilbert & Westheimer, 1995; 
Freeman, Sagi & Driver, 2001; 2004; Crist, Li & Gilbert, 2001; Gilbert et ai, 
2001; Schwartz et ai, 2002). This was explored further in experiment 6.
4.4 Experiment 6: Orientation tuning of CP measured using 
narrow Gabor stimuli.
4.4.1 Introduction
Evidence has shown that the detection of a low contrast oriented Gabor patch 
improves considerably when flanking patches are arranged in a collinear 
configuration (Polat & Sagi, 1993). Furthermore, physiological observations 
have shown that the activity of target RFs can be modified by flankers when 
they are collinear to the target, even if they are placed outside the classical 
RF (Gilbert, Das, Ito, Kapadia & Westheimer, 1996; Kapadia, Westheimer & 
Gilbert, 2000; Polat & Norcia, 1996). A possible mechanism underlying these 
effects involves long range horizontal projections in V1 (e.g. Kapadia et al, 
1995; Freeman et al, 2001; 2004; Crist et ai, 2001; Gilbert et al, 2001; 
Schwartz et al, 2002). Evidence has also shown that perceptual learning 
modifies the weighting of intra-cortical connections linking cells tuned to the 
same (or similar) orientations with collinear receptive fields (e.g. Crist et al, 
2001; Freeman et al, 2001, 2004; Freeman, Driver, Sagi & Li, 2003; Gilbert et 
al, 2001; Polat & Sagi, 1993; Zenger & Sagi 2002).
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At 8° in size, the full-size Gabor stimuli used in previous experiments would 
have spanned the receptive fields of multiple interconnected units in V1 where 
receptive fields are small (e.g. 0.5°) but not at later stages where units have 
much larger receptive fields (Kastner, Weerd, Pinsk, Elizondo, Desimone & 
Ungerleider, 2001; Smith, Singh, Williams & Greenlee, 2001). In other words, 
because the stimulus extended over a significant area of the visual field, 
information about orientation may have been processed by a variety of V1 
units that communicated with each other via intra-cortical connections (see 
figure 4.11). A possible mechanism underlying this type of process was 
proposed by Morgan and Hotopf (1989). They suggest that the activity of 
different orientation-tuned local detector units, which are positioned coilinearly 
along an imaginary orientation axis in the visual field, are integrated by 
similarly orientation-tuned collector units. Because learning is based on the 
magnitude of the collector unit’s response it is in direct proportion to the 
number of local detectors involved. It can therefore be predicted that a 
smaller stimulus would effectively reduce the number of collinear local 
detector units that are integrated and therefore the amount of learning 
attained.
Therefore, experiment 5 was repeated using stimuli that were modified slightly 
so that participants were required to view the gratings through a narrow 
Gaussian aperture (20% of original). Figure 4.11 illustrates this point and 
shows how the original stimuli would have spanned the receptive fields of 
multiple interconnected units. By restricting the size of the stimuli, the number 
of responding units should also be reduced. Thus, if intra-cortical connections 
are responsible for the learned CP and narrow orientation tuning observed in 
experiment 5, the use of narrow cigar-shaped stimuli in this experiment should 
lead to a reduction in the learned CP effect and/or a broadening of the 
orientation tuning.
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Figure 4.11. Diagram illustrating intra-cortical connections between cells 
tuned to the same/similar orientations with collinear receptive fields - compare 
the number of units available in the full size Gabor to the reduced number 
available when stimuli are viewed through a cigar-shaped aperture.
4.4.2 Method 
Participants
Nine observers participated (mean age 27.5). All had normal or corrected-to- 
normal vision.
A p p a ra tu s  a n d  Stim uli
Display and viewing conditions were as reported in previous experiments and 
responses were recorded using a PC ‘gamepad’.
In order to generate stimuli with narrow Gaussian apertures perpendicular to 
grating orientation, a basic set of Gaussian windowed compound gratings (as 
described in experiment 5) was generated at 0° orientation. The height of the 
Gaussian window was restricted to 20% of its width thus forming a narrow 
‘cigar-shaped’ aperture. The orientation of the aperture was perpendicular to 
grating orientation.
Nine sets of gratings were then generated from the basic set using Matlab’s 
Image Processing Toolbox. Each basic image was rotated by 15°, 30°, 40°, 
43°, 45°, 47°, 50°, 60° and 75°, thus forming stimulus sets at nine different
103
orientations. The resulting ‘circular’ continuum is shown in figure 4.12 at the 
training orientation. Observers’ sensitivity to spatial phase differences was 
measured at all nine orientations but they only completed category training at 
45° (the ‘training’ set).
Category B
Figure 4.12. Spatial phase continuum of narrow grating stimuli at 45° (training 
set) indicating the position of stimuli in relation to the imposed category 
boundary (phase-angle of 3 f component is indicated).
D esign  a n d  P rocedure
The design and procedure were the same as described in experiment 5 with 
the following exceptions. First, as no difference between performance on 
positive and negative orientations has been found in the previous 
experiments, stimuli were only generated at positive orientations. Second, 
pilot studies indicated that the difficulty of the tasks had been increased by 
reducing the size of the stimuli. Therefore, In order to compensate for this
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increased task difficulty, 6 blocks of each category training task were 
completed on day 1 (312 trials per session) compared to 4 blocks in previous 
experiments (208 trials per session).
4.4.3 Results 
Training data
Daily percent correct performance was calculated for each training task, both 
individually and averaged across tasks. Initial examination of the data 
revealed that one observer failed to improve on any of the tasks and they 
were excluded from further analysis. Observation of the means (figure 4.13) 
suggested that categorisation performance improved over the three training 
sessions. Levels of performance on the context training task were again 
higher than those for the single training task. Performance on the double­
stimulus task was only marginally above chance.
Training Data
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Figure 4.13. Mean categorisation performance for individual tasks and 
averaged across task.
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A two way ANOVA (Task (3) -  Context, Double, Single; Session (3) - day 1, 
day 2, day 3) confirmed that overall performance improved over the three 
training sessions (F (2,14) = 10.79, p< .001, partial r|2=.61). A main effect of 
Task (F (2, 14) = 45.03, p< .0005, partial r|2= .87) confirmed that the level of 
performance across tasks was significantly different. The Session*Task 
interaction incorporating the Greehhouse-Geisser correction to degrees of 
freedom was not significant (F (1.76, 12.35) =1.93, p >.05). Despite this, the 
pattern of improvement appeared to be inconsistent (see figure 4.13) and 
individual tasks were therefore examined in more detail.
Context training
A repeated measures ANOVA (Sessions (3) - day 1, day 2, day 3) confirmed 
that performance improved over the three training sessions (F (2, 14) = 5.65, 
p< .05, partial rj2 = .45). Planned comparisons confirmed that performance 
improved significantly from day 1 to day 2 (p< .05) and from day 1 to day 3 
(p< .05). Although the improvement from day 2 to day 3 was not significant 
(p> .05), performance had reached 91% correct by the second session and it 
is possible that performance levels had asymptoted.
Double-stimulus training
A repeated measures ANOVA (Session (3) day 1, day 2, day 3) confirmed 
that improvement across the three sessions was not statistically significant (F 
(2 ,14) = .05, p>.05). Planned comparisons showed that this was consistent 
from day 1 to day 2, from day 2 to day 3 and from day 1 to day 3 (p’s >.05). 
However, performance levels and patterns of improvement during double 
stimulus training have consistently been lower in all experiments reported so 
far. It is possible that significant improvements on this task are not necessary 
to induce CP but that conducting the task may still be important because it 
enables observers to learn to view stimuli that are presented simultaneously. 
This suggestion is to some extent supported by pilot work showing that single 
stimulus training in isolation is not sufficient to induce CP.
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Single-Stimulus Training
A repeated measures ANOVA (Session (3) - day 1, day 2, day 3) confirmed 
that improvement over the three training sessions was statistically significant 
(F (2, 14) = 9.02, p< .005, partial rj2 = .56). Planned comparisons confirmed 
the improvement was significant from day 1 to day 2 (p< .005) and from day 1 
to 3 (p< .05) but not from day 2 to day 3 (p>.05). This reflects the pattern of 
results seen in previous experiments and again may be due to the short 
‘refresher’ training experienced on day 3.
D iscrim ination p er fo rm a n ce
In the following analysis orientations are expressed relative to the 45° training 
orientation (i.e. ±2°, ±5°, ±15°, ±30°). Sensitivity to orientation differences for 
within- and between-category image pairs was calculated using A'. Figure 
4.14 shows the difference between pre-training and post-training performance 
for within category and between category judgments at each orientation. In 
general, there is no clear evidence of a change in A' scores for either within- 
category or between-category judgements.
A repeated measures ANOVA (Orientation relative to base (9) -30°, -15°, -5°, - 
2°, 0°, +2°, +5°, +15°, +30°; Time (2) pre-training, post-training; Category 
Position (2) within-category, between-category) revealed a significant main 
effect of Category Position (F (1 ,7 ) = 7.51; p < .05, partial i f  = .52) indicating 
that between category judgements were generally better than within-category 
judgments. However, there were no other significant main effects (p >.05) 
and no significant interactions (p > .05). Taken together, these findings 
indicate that there were no significant improvements in discrimination 
performance following category training, irrespective of stimulus orientation 
and category position. That is, there was no evidence of learned CP.
Previously, the tuning of the mechanisms mediating learned CP was 
estimated by fitting a Gaussian function to between-category data points.
Here, there was no measurable tuning effect.
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Difference in orientation (degrees) from training stimulus
Figure 4.14. Changes to within-category and between-category A 'scores at 
each orientation following category training at 45° (NB: here, the training 
orientation is shown as 0°). Each point represents the difference between 
pre-training and post-training performance averaged across 8 observers. 
Error bars represent ± 1 S E m.
4.4.4 Discussion of Experiment 6
Over the course of category training, the actual improvements in 
categorisation performance were at least as marked as those seen in 
experiment 5 where participants were exposed to full size stimuli. However, 
overall performance levels were somewhat lower. Despite this, there was no 
measurable improvement in discrimination performance and therefore no 
learned CP effect. The main difference between this and the previous 
experiment was that here stimuli were viewed through a narrow aperture. 
These findings support the possibility that the emergence of CP reported in
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experiment 5 may have been mediated by intra-cortical connections in V1. 
These results are examined further in the general discussion of this chapter.
4.5 General Discussion of Chapter Four
The findings reported in experiment 4 suggest that participants’ ability to 
discriminate compound grating patterns, whose appearance varied according 
to underlying spatial phase differences, improved following category-training. 
Specifically, between-category discrimination was enhanced, whilst within- 
category discrimination was unchanged: a classic CP expansion effect. 
Further, even though exactly the same discrimination was required at both 
stimulus orientations, learned CP was specific to the orientation at which 
stimuli were presented during category training. This is consistent with the 
orientation selectivity found throughout the visual processing stream and 
supports a perceptual learning account of CP.
Experiment 5 examined the orientation specificity in more detail. It is 
commonly assumed that perceptual learning is localised to stages of visual 
processing that are equally selective for the stimulus characteristics to which 
learning is specific. By calculating how much the learned CP effect transferred 
to orientations that differed from the training orientation by various amounts, 
some constraints were placed on the locus of the learning effect. An 
orientation tuning bandwidth of 6.5° was calculated. However, whilst this was 
consistent with the narrowest tuning observed in area V1, previous research 
suggests that orientation-tuning bandwidths increase as spatial frequency 
decreases (Movshon & Blakemore, 1973; Snowden, 1992; Vidyasagar& 
Siguenza, 1985). Thus, these narrowly tuned units may not have responded 
to the low spatial frequency stimuli used here. Fahle (1998, 2002) suggests 
that such a narrow bandwidth argues against an explanation based on 
general changes to early visual filters. Indeed, if learning unselectively altered 
early visual mechanisms it would most likely interfere with other tasks that 
depend on the same mechanisms.
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Therefore, an alternative explanation was explored in experiment 6. Evidence 
has shown that the responses of cells in early visual areas are modulated by 
stimuli that are located outside their classical RFs and may be mediated by 
intra-cortical and feedback connections (e.g. Kapadia et al, 1995; Polat & 
Norcia, 1996). Consequently, it was proposed that viewing the original, full- 
size Gabors through a restricted aperture should reduce the impact of intra- 
cortical connections. Thus, if these connections were responsible for the 
learned CP and narrow orientation tuning observed in experiment 5, the use 
of slightly modified stimuli should lead to a reduction in the learned CP effect 
and a broadening of the orientation tuning. Although there was a clear 
improvement in categorisation performance, there was no measurable 
improvement in discrimination performance and no learned CP effect. This is 
consistent with findings reported in chapter two where novice observers were 
able to categorise the stimuli during an identification task but showed no 
evidence of superior discrimination performance at their category boundary.
The findings reported in experiment six are also in accord with a variety of 
psychophysical (Freeman et al, 2001; 2004), physiological (cf. Crist et al, 
2001; Gilbert et al, 2001) and brain imaging (Schwartz et al, 2002) studies 
that are consistent with the idea that long range horizontal projections in V1 
link neurons with similar orientation preferences and mediate learning. For 
example, evidence has shown that learning can alter the weighting of local, 
orientation tuned, intra-cortica! connections in V1 and that single collinear line 
elements placed outside the classical RF can facilitate the responses of 
orientation specific neurons in V1 (e.g. Kapadia et al, 1995; Polat, Mizobe, 
Kasamatsu & Norcia, 1998).
Furthermore, it has been suggested that adjustments to the weighting of intra- 
cortical connections may be made dynamically using feed back connections 
(cf. Bullier, 2001) in a task dependent way (e.g. Freeman et al, 2003), thereby 
avoiding problems of cross-task interference. The dynamic, top-down control 
of learning is especially relevant here where learning was guided by the 
categorisation task.
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However, it should be noted that experiment 6 was intended as a speculative 
study to examine the potential influence of collinear interactions on the 
learned CP effects and narrow orientation tuning reported in experiment 5. 
Therefore, in order to maintain the integrity of the originai stimuli as much as 
possible, the shape of the Gaussian window through which it was viewed was 
modified. However, previous research has examined the effects of collinear 
interactions using small Gabor elements that are separated by a small gap. It 
is therefore proposed that future studies should duplicate this work using 
small Gabor patches in place of the full-sized images in experiment 5 and the 
narrow stimuli used in experiment 6. For example, similar tasks could be 
carried out using a row of three small Gabor patches with either collinear or 
orthogonal orientations.
To summarise, the experiments reported in the current chapter examined the 
perceptual nature of learned CP effects using simple compound grating 
stimuli. Taken together, the results of experiments 4 and 5 are consistent with 
the orientation selectivity found throughout the visual processing stream and 
support a perceptual learning account of CP. It is proposed that the 
categorisation task has directed attention to those features of the stimulus that 
are diagnostic of category membership. Although within-category and 
between-category stimuli were seen equally often during training, only 
between-category differences were enhanced. This suggests that attention 
was only focused on between-category differences thereby modulating 
perceptual learning about those particular features. Findings were also 
consistent with the possibility that intra-cortical connections mediated the 
learned CP effect. When stimuli were viewed through a restricted aperture, 
modifications to these connections were not possible and observers therefore 
had to develop alternative strategies to learn the categories that did not result 
in category specific changes in perception.
In the final empirical chapter, the findings reported in the previous chapters 
using simple compound gratings were extended in order to compare them to
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complex, multi-dimensional stimuli such as those used in chapter two. A 
measure of retinotopy was used to examine whether learned CP for 
compound Gabors was similarly specific to the retinal location of training. 
Then, using an identical procedure, the induction of learned CP was tested 
using cervical cell stimuli including the retinotopic specificity of any learned 
CP effect. If both classes of stimuli display equivalent patterns of transfer or 
specificity, an implication is made that a common mechanism may underlie 
both. In addition to supporting a general explanation of CP, retinotopic 
specificity would provide converging evidence on the level of effect.
112
CHAPTER FIVE
RETINAL LOCATION SPECIFICITY FOR 
SIMPLE AND COMPLEX STIMULI
5.1 Introduction
In chapter one, the discrimination abilities of expert cervical screeners were 
compared with those of novice and trainee observers. Both expert and 
trainee observers were significantly better at discriminating pairs of cervical 
cells from either side of their individual category boundaries compared to 
novice observers who demonstrated equivalent discrimination between all 
image pairs. These findings were consistent with the possibility that 
experience at categorising cervical cell images has modified expert and 
trainee perception. However, an alternative explanation is that experts and 
trainees had some pre-existing aptitude at discriminating these images. 
Therefore, one aim of the experiments reported in this chapter was to 
demonstrate that training novice observers to categorise complex cervical 
cells can drive a similar learning process that will result in learned CP effects 
consistent with those exhibited by the experts in experiment 1.
In the previous chapter, a psychophysical approach was used to demonstrate 
that participants’ ability to discriminate simple compound gratings, whose 
appearance varied according to underlying spatial phase differences, 
improved following category training. Specifically, between-category 
discrimination was enhanced whilst within-category discrimination remained 
relatively unchanged: a classic CP expansion effect. The finding that learned 
CP was highly specific around the orientation presented during training 
supports a perceptual learning account of CP. As discussed in previous 
chapters, specificity of learning to orientation and spatial frequency has been 
taken as evidence for the involvement of early stimulus specific stages of 
visual processing. A number of different perceptual learning studies have
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also shown that learning can be specific to visual field location (e.g. Dill & 
Fahle, 1997; Nazir & O’Regan, 1990; Fahle, Edelman & Poggio, 1995). The 
experiments reported in the current chapter will use retinal location specificity 
of category learning effects as converging evidence for the involvement of 
early stages of visual processing.
5.1.1 Retinotopic Specificity
The phrase ‘visual field’ describes the portion of visual space that is actually 
seen at any point in time. The visual field covers approximately one third of 
overall space and is often divided into four quadrants for ease of reference. It 
is generally accepted that a topographical representation of the visual world is 
maintained to a large extent through much of the visual processing hierarchy. 
In early areas, such as V1, the RFs of neighbouring cells will respond to 
adjacent points in the visual field. Cells in V1 have relatively small RFs (0.5°), 
those in V2 and V4 are progressively larger, with those in posterior 
inferotemporal cortex (PIT) extending over 8° and those found in anterior 
inferotemporal cortex (AIT) extending over 20° or more (Kastner et al, 2001; 
Smith et al, 2001). The correlation between stage of processing and RF size 
can therefore provide a useful index of the locus of a learning effect.
Indeed, research using a variety of different visual stimuli has shown that 
perceptual improvements are confined to the location in the visual field at 
which training takes place. For example, Fahle et al (1995) used a vernier 
discrimination task where stimuli were presented sequentially at different 
positions in the visual field. They found that practicing the task for an hour at 
each position led to an average 7% improvement in discrimination 
performance. When stimuli were presented to new positions in the visual 
field, the improvement was effectively eliminated. Similarly, Fiorentini and 
Berardi (1997) found that improvements in the discrimination of simple 
compound gratings presented in one quadrant of the visual field were 
abolished when stimuli were presented in the opposite quadrant. Retinal 
location specificity has also been shown for relatively complex random dot
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patterns which resemble clouds of dots when presented briefly (Nazir & 
O’Regan, 1990; Dill & Fahle, 1997).
Taken together, these types of findings suggest that measuring the retinotopic 
specificity of CP may be a useful technique to examine the perceptual nature 
of learned CP. The experiments reported in this chapter will therefore explore 
whether learned CP effects are specific to the retinal location at which training 
takes place using simple compound Gabors and complex cervical cell stimuli. 
Experiments reported in chapter 4 showed that learning to categorise 
compound Gabors on the basis of spatial phase differences resulted in 
learned CP effects that were specific to the trained orientation.
Using the same set of stimuli, experiment 7 extended these findings by 
measuring whether learned CP is similarly specific to the retinal location of 
training. This would provide converging evidence for an early locus of 
learning. In experiment 8 the specificity of retinotopic CP was explored further 
using morphed cervical cell images similar to those used in experiment 1. 
Generalising findings across studies using simple stimuli and more complex, 
naturalistic images would suggest that CP effects reflect a generally useful 
mechanism to enhance the discriminability of categories that are relevant to 
the categorisation needs of the individual. Furthermore, the induction of CP 
using cervical cell images would place some constraints on the nature of the 
learning demonstrated by expert screeners in experiment 1 and would provide 
converging evidence that their superior discrimination of between-category 
images was due to perceptual changes rather than on some pre-existing 
ability.
5.2 Experiment 7: Retinotopic CP of compound Gabors
5.2.1 Introduction
In typical perceptual learning studies examining transfer of learning across 
retinal location, observers are required to fixate on a specific position of the 
visual display (often indicated by a fixation cross or spot). Images are then
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briefly presented at specific locations in the visual field relative to the fixation 
mark. The purpose of brief presentations is to prevent any eye movements 
towards the stimulus. Observers are first trained at one location and then 
stimuli are presented to different locations so that the extent to which learning 
has transferred across locations can be measured. When post-training 
improvements are retained when the stimulus has changed position, it is 
assumed that learning has completely transferred across retinal location and 
that the locus of learning is at higher stages of visual analysis. However, if 
performance returns to pre-training levels, it is assumed that learning has not 
transferred to the new location and it is likely that the locus is in early 
retinotopicaily mapped stages of visual analysis.
Here, the experiments were explicitly designed to measure whether learned 
CP was specific to the trained retinal position. Observers made pre- and 
post-training, same-different judgments of stimulus pairs presented at two 
pairs of retinal locations. However, they learned to categorise stimuli 
presented to just one of these pairs of locations (the ‘training’ locations). A 
learned CP effect that was specific to the trained retinal location would be 
strong evidence for a perceptual basis to these effects.
5.2.2 Method 
P artic ipants
20 observers, all undergraduate or postgraduate students, volunteered, were 
paid or received course credits for their participation. Mean age was 22.15 
(ranging from 16 to 49) and all had normal or corrected to normal vision.
A p p a ra tu s  a n d  Stim uli
Stimuli were displayed on a 19” monitor (screen resolution 1280 x 1024) 
against a uniform grey background under computer control. The display was 
viewed binocularly and viewing distance was maintained at 70cm with 
forehead and chin rests. Responses were recorded using a PC ‘gamepad’. 
Stimulus details are as described in experiment 4 (see figures 4.1 and 4.2).
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Observers were randomly placed into two groups and were trained on either 
the negative or positive stimulus set. At the start of day 1 and the end of day 
3, observers made same-different judgments of stimulus pairs (either adjacent 
stimuli on the continuum or the same stimulus twice) presented at two pairs of 
retinal locations. Between these measurements, on days 1, 2 and 3, 
observers completed category training at just one of these pairs of locations 
(the ‘training’ location). Stimulus pairs were presented either above or below 
the fixation cross such that each stimulus display position was equidistant 
from fixation (2.4°). The inside edges of all stimulus display positions were 
separated by a visual angle of 3.3°. Figure 5.1 shows the display positions.
Design
Figure 5.1. Possible stimulus display positions -  stimulus pairs were 
presented either above or below the fixation cross.
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P rocedure
The procedure was as described in experiment 4 with the exception that 
stimulus pairs were presented either above or below the fixation cross.
During context training, single images were presented in the centre of the 
screen as reported in previous experiments.
5.2.3 Results 
Training Data
Daily percent correct performance was calculated for each individual task and 
was also averaged across tasks (figure 5.2). Observation of the means 
indicated that categorisation performance improved over the three training 
sessions for each task. However, the level of performance on the context 
training task was considerably higher than performance levels on single­
stimulus task which in turn was higher than performance on the double­
stimulus training task.
Figure 5.2. Mean performance for each training task over the three training 
sessions and averaged across tasks.
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A repeated measures ANOVA (Retinal Location (2) -  top, bottom; Orientation 
(2) -  negative, positive; Task (3) -  context, double, single; Session (3) - day 1, 
day 2, day 3) was carried out. There was no significant difference between 
performance at each retinal location (F (1, 16) = .88; p= .37) or across 
orientation (F (1,16) = .03; p= .87). A significant main effect of Session (F (2, 
32) = 30.42, p< .0005, partial r\2 = .65) confirmed that performance improved 
over the course of the three training sessions. The main effect of Task (F (2, 
32) = 184.93, p< .0005, partial r)2-  .92) showed that performance levels of 
each task were significantly different. The Task*Session interaction was not 
significant (F (4, 64) = 1.85, p= .10). Planned comparisons showed that the 
improvements from day 1 to day 2 (p< .005); day 2 to day 3 (p< .01) and day 
1 to day 3 (p< .005) were all statistically significant.
D iscrim ination Data
As in previous experiments, A 'w as calculated for within-category and 
between-category stimulus pairs. Preliminary ANOVA analysis indicated 
there was no difference between observers trained at different retinal 
locations (F (1, 16) = 2.04; p= .17) or orientations (F (1,16) = .33; p= .58). 
Therefore, data were averaged across orientation and combined into 
congruous and incongruous trials. Congruous trials refer to discrimination 
testing with stimuli presented at the same retinal location as category training. 
Incongruous trials refer to discrimination testing with stimuli presented at the 
opposite retinal location to category training. Mean A ' scores indicated 
increases in between-category discrimination after training for congruous and 
incongruous trials, although the effect was larger for congruous trials (figure 
5.3).
1 1 9
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Figure 5.3. Mean within-category and between-category A' scores before 
and after category learning for congruous and incongruous trials (N=20).
Error bars represent ± 1 SEm.
A repeated measures ANOVA (Test (2) -  congruous, incongruous; Time (2) -  
pre-training; post-training; Category Position (2) -  within-category, between- 
category) was carried out to examine this further. Significant main effects for 
Time (F (1, 19) = 19.16; p< .0005; partial r f -  .5) and Category Position (F (1, 
19) = 17.75; p< .0005; partial rf=  .48) indicated enhanced post-training 
discrimination performance and superior between-category discrimination.
The main effect for Test (F (1, 19) = 3.79; p= .06; partial r f -  .16) was not quite 
significant. However, a significant Test*Time interaction (F (1, 19) = 7.45; p< 
.01; partial r f = .28) suggests that improvements were limited to congruous 
trials. A significant Time*Category Position interaction (F (1 ,19) = 20.39; p< 
.0005; partial r f = .52) indicates larger between-category improvements 
following training. The significant 3-way interaction (F (1,19) = 8.51; p<.01; 
partial t f = .31) demonstrates that between-category discriminations were 
enhanced following category training when test and training locations were 
congruous. Planned comparisons confirmed that training had little effect on 
within-category judgements when trials were congruous (p= .68) or 
incongruous (p= .67). However, category training resulted in significantly 
improved between-category judgements for congruous (p< .0005) but not
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incongruous trials (p= .12). This is consistent with a post-training between- 
category expansion effect that did not transfer across visual field location.
5.2.4 Discussion of Experiment 7
The experiments reported in chapter four suggest that learned CP of spatial 
phase differences was specific to the trained orientation. Results reported 
above indicate that the effects of category learning were similarly specific to 
the trained retinal location and provide supporting evidence for a locus in early 
retinotopically mapped stages of visual processing and for a perceptual basis 
to these effects. In contrast, the use of higher level strategies, such as verbal 
labelling, would be applicable to the same stimuli presented at any visual field 
position following category learning.
5.3 Experiment 8: Retinotopic CP of cervical cells
5.3.1 Introduction
The results of experiment 7 provided evidence that learned CP of compound 
Gabor stimuli was specific to the retinal location of training. Whilst these 
findings were consistent with previous perceptual learning research, it is 
important to show that they can be generalised to more complex, naturalistic 
stimuli in order to support a perceptual learning basis for CP effects in 
general. This would also provide support for the suggestion that the CP 
expansion effect demonstrated by expert cervical screeners in experiment 1 
was due to experience dependent changes to perception rather than to pre­
existing perceptual abilities. Thus, in experiment 8, retinotopic specificity of 
learning was measured for morphed cervical cell images, similar to those 
used in experiment 1.
5.3.2 Method 
P articipants
Nineteen observers participated (mean age 21.63). All had normal or 
corrected-to-normal vision.
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A p p a ra tu s  a n d  stimuli.
The stimulus sets were taken from a previous study (Adamson & Sowden, 
2001) and were created using M orph V ersion  2 .5  (G ryphon So ftw are).
Each image pair comprised one normal and one abnormal cervical smear 
image*. Both images in a pair were morphed with a third intermediate cervical 
smear to create a continuum that varied from normal to intermediate to 
abnormal. Four continua were created. Each used a different pair of normal 
and abnormal end images but shared the same intermediate image. 
Characteristic cell features (e.g. size and outline of the nucleus) are known to 
change as the cell develops from normal to abnormal. Thus intermediate cells 
are those that are graded as in transition from normal to abnormal. Here, they 
effectively became a source of ‘noise’ such that the only way to discriminate 
images was by attending to features that were not characteristic of the 
intermediate image. This has the advantage of creating categories that are 
defined by a set of independent category unique features and yet are difficult 
to discriminate. For example, in one category all the images tend towards 
normal and would therefore share visual characteristics of normal cervical 
cells (e.g. more regular nucleus outline, more cytoplasm relative to size of 
nucleus, etc.) whilst in the other they all tended towards abnormal and so 
shared visual characteristics that varied in the opposite direction. In this way, 
the category boundary between normal and abnormal was constrained.
Although different morphing programs were used to generate the stimuli used 
in both the current experiment and experiment 1, the procedure was 
essentially the same. However, here pairs of control points were first placed 
around the circumference of the nucleus of the cell in each end image, so that 
the mid-point of imaginary lines joining each pair of control points passed 
through the centre of each nucleus. In the same way, control points were also 
placed along the circumference of the cytoplasm, around prominent features 
within the nucleus, around prominent features of the cell cytoplasm, and 
finally around any neutrophils present in the background of each end image.
*
The same images were used to create stimulus sets in experiment 1.
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Approximately 200 control points were selected in total for each image pair. 
The 50% morph image was then examined to determine the necessity for any 
additional control points. Any discontinuities or blurring in the morph image 
were corrected by placing further control points in the two end images until all 
anomalous features, discontinuities or blurring in the 50% morph image were 
eliminated.
A subset of images from each continuum were selected based on pilot studies 
carried out by Adamson and Sowden (2001) so that adjacent stimulus pairs 
could be discriminated reliably by observers approximately 70% of the time. 
Thus, taking a subset of four images from each of the four continua produced 
a set of 16 images (see figure 5.4). Stimuli were displayed on a 19” monitor 
against a black background at a resolution of 1024 x 768. Each stimulus 
subtended a visual angle of 5.2° x 3.1° and a viewing distance of 66 cm was 
maintained through the use of a chin and forehead rest.
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Figure 5.4. Stimulus set used in experiment 8. The first morphing 
continuum is shown above showing a normal image at one end and an 
abnormal image at the other. The intermediate image is shown in the centre. 
Some of the morphing steps are shown including those that were selected for 
the final stimulus set. An enlarged version of this is shown below. Each row 
varies from normal to abnormal and the category boundary was formed by 
splitting the four rows into two equal halves (taken from Sowden, Adamson & 
Notman, unpublished manuscript). NB: Although greyscale images are 
shown here, the images were actually presented to observers in full colour.
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D esign
The design was as described in experiment 7 except that the inside edges of 
stimuli were separated by a visual angle of 3.6° (see figure 5.5) and the 
distance from fixation to the stimulus display position was (2.6°).
Figure 5.5. Possible stimulus display positions -  stimulus pairs were 
presented either above (position a) or below (position b) the fixation cross.
P rocedure
Before beginning the experiment participants were informed that all images 
were of cells taken from cervical smears and shown a photograph of the 
image array to allow them to get a feel for the range of variation among the 
images. The procedure was as described in experiment 7 with the following 
exceptions which were due to the increased number of stimuli. During 
discrimination-testing, same-different judgments were used to measure 
observers’ ability to discriminate between all adjacent cell stimuli along each 
of the four continua. Observers completed 5 blocks of 28 stimulus pairs (12 
different pairs —  adjacent pairs on each continuum —  and 16 same-stimulus- 
twice pairs) at each retinal location.
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During context training, sixteen empty ‘slots’ were displayed, eight on each 
side of the screen (see figure 4.3 for similar display). Observers completed 
10 blocks (160 trials). The double-training task consisted of 24 trials per 
block. All possible stimulus pairs (including non-adjacent pairs; i.e.16 different 
and 8 same category pairs) were presented on either side of the fixation cross 
(either above or below the fixation cross depending on training group). The 
single-training blocks consisted of 32 trials of single stimulus presentations 
(16 stimuli presented twice in each block). Each block was repeated 4 times 
(224 trials) on day 1 and 6 times (336 trials) on day 2.
5.3.3 Results 
Training data
Daily percent correct performance was calculated for each training task (figure
5.6). Observation of the means shows that performance on each task 
improved over the three training sessions. As in previous experiments, the 
level of performance in the context training task was superior to that observed 
in the single-stimulus task which was better than observed in the double­
stimulus task.
A repeated measures ANOVA (Retinal Location (2) -  top, bottom; Task (3) -  
context, double, single; Session (3) - day 1, day 2, day 3) was carried out. 
There was no significant difference between the training group performance 
(F (1, 17) =.34; p= .57). Significant main effects of Session (F (2, 34) = 33.39, 
p< .0005, partial i i2= .66) and Task (F (2, 34) = 53.85, p< .0005, partial ti2 = 
.76) confirmed that while performance improved over the three sessions, 
performance levels varied across task. The Task*Session interaction was 
statistically significant (F (1.95, 33.29) = 3.63, p< .05) and individual tasks 
were therefore examined in more detail.
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Figure 5.6. Average training performance for each training session shown for 
each individual task and averaged across all tasks (n=19)
Context Training
A one way ANOVA (Session (3) -  day 1, day 2, day 3) showed a significant 
improvement in performance over the three training sessions (F (2, 36) = 
26.51; p< .0005; partial r f  = .60). Planned comparisons confirmed that 
improvements from day 1 to day 2 (p< .001), from day 2 to day 3 (p< .0005) 
and from day 1 to day 3 (p< .0005) were significant.
Double-Stimulus Training
A one-way ANOVA (Session (3) -  day 1, day 2, day 3) showed that 
performance improved slightly over the three sessions but the improvement 
was not statistically significant (F (2, 36) = 1.52; p= .23). Planned 
comparisons confirmed that improvements from day 1 to day 2, from day 2 to 
day 3 and from day 1 to day 3 (ps >.05) were not significant.
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Single-Stimulus Training
A one way ANOVA (Session (3) -  day 1, day 2, day 3) showed that 
improvements over the three training sessions were statistically significant (F 
(2, 36 =13.69; p< .0005; partial rj2= .43). Planned comparisons confirmed 
significant improvements from day 1 to day 2 (p< .001) and from day 1 to day 
3 (p< .001). The improvement from day 2 to day 3 was not quite significant 
(p= .07) and was in line with the pattern of improvement observed in previous 
experiments.
D iscrim ination data
A' was calculated for both within-category and between-category stimulus 
pairs. Preliminary analysis indicated that there was no significant difference in 
the pattern of results for participants who trained with stimuli presented above 
fixation and those who trained with stimuli presented below fixation (p > .05). 
Data were therefore combined into congruous and incongruous trials. 
Congruous trials refer to discrimination testing at the same retinal location as 
training while incongruous trials refer to discrimination testing at the opposite 
retinal location to training.
A repeated measures ANOVA (Test (2) congruous, incongruous; Time (2) 
pre-training, post-training; Category Position (2) within-category, between- 
category) found significant main effects of Time (F (1,18) = 9.41; p < .01, 
partial r f  = .35) and Category Position (F (1, 18) = 7.05; p < .05, partial r|2 = 
.28) indicating enhanced post-training discrimination performance and 
superior between-category discrimination. A significant Test*Time interaction 
(F (1 ,18) = 8.91; p< .01, partial ri2 =.32) indicated that improvements were 
limited to congruous trials. The significant three-way interaction (F (1,18) = 
7.39; p < .01, partial r f  = .31) indicated that between-category discriminations 
were enhanced following category-training when test and training retinal 
locations were congruous but not when they were incongruous (see figure
5.7). Planned comparisons confirmed that training led to improved between- 
category (p < .0005) but not within-category discrimination performance (p =
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.17) when trials were congruous. When trials were incongruous, there was no 
improvement for either within-category or between-category discrimination 
performance (ps > .05). These findings are consistent with a between- 
category expansion effect specific to the trained retinal location
Congruous test/training
Category Position
— ♦— pre 
• ■ A- ■ • post
Incongruous test/training
— ♦— pre 
- - A- - -  post
Category Position
Figure 5.7. Mean within-category and between-category A' scores before 
and after category learning for congruous (a) and incongruous (b) trials 
(N=19). Error bars represent ± 1 SEM.
5.3.4 Discussion of Experiment 8
Here, learned CP was specific to the retinal location at which observers were 
trained during double- and single-stimulus training. No CP was evident when 
test and training locations were different. These results are in line with those 
found in experiment 7 and suggest that learned CP can be generalised to 
complex, cervical cell images and that the same mechanism may underlie CP 
with different stimulus classes. Furthermore, these findings argue that 
learning to categorise cervical cell images can lead to a change in the way 
that they are perceived i.e. category pairs that cross the category boundary 
between normal and abnormal become more distinguishable following 
training: a classic CP effect. Showing that naive observers can learn to 
discriminate between-category stimulus pairs more efficiently suggests that
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the CP effects demonstrated by expert cervical screeners in experiment 1 
may also have resulted from an experience driven learning process.
5.4 General Discussion of Chapter Five
One of the aims of the experiments reported in this chapter was to show that 
techniques used to study learned CP of simple compound grating stimuli can 
effectively be applied to the study of complex, multi-dimensional categories. 
Chapter four provided evidence that the act of categorising compound 
gratings on the basis of spatial phase differences can lead to between- 
category expansion effects that are specific to the trained orientation. In 
experiment 7, the same stimuli were used to confirm that learned CP effects 
are similarly specific to retinal location and provided converging support for 
the involvement of early, retinotopically mapped stages of visual analysis in 
the development of CP. Finally, experiment 8 showed that the induction of 
retinal location specific CP effects can also be generalised to complex, 
cervical cell images such as those used in experiment 1.
The position specificity observed in the experiments reported in this chapter 
strongly indicates an early locus of learning. As mentioned previously, reports 
of CP based on face stimuli may have been confounded by the effects of 
experience and heredity. In contrast, whilst the cervical cell images used here 
can be considered ecologically valid, they are unlikely to have been 
confounded by experience prior to the experiment. Therefore, the high 
degree of retinal location specificity observed suggests that improved 
discrimination performance resulted from category learning during the training 
phase. By showing that naive observers can acquire CP following training, 
these findings also indicate that the enhanced discrimination of between- 
category images demonstrated by expert cervical screeners in experiment 1 
was due to experience driven learning processes as opposed to pre-existing 
perceptual abilities.
Furthermore, examination of these findings suggests that similar mechanisms 
may be involved in the discrimination of both simple and complex stimuli. For
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basic tasks such as orientation discrimination, an early locus of learning is not 
surprising. As discussed earlier, positional specificity has been widely 
reported in previous work using tasks based on relatively simple stimuli (e.g. 
Fiorentini & Berardi, 1981; Kami & Sagi, 1991, Shui & Pashler, 1992, Fahle, 
1994). For example, Fahie et al (1995) found that vernier learning failed to 
transfer across 5° position shifts whilst other studies have shown learning that 
failed to transfer across position shifts as small 1° (Nazir & O’Regan,1990; Dill 
& Fahle, 1997; Berardi & Fiorentini, 1987). As discussed previously, RFs 
increase in size from 0.5° in V1 through to 20° or more in AIT (Kastner et al, 
2001; Smith et al, 2001). Here, learning failed to transfer across 3.3° in 
experiment 7 and 3.6° in experiment 8. Findings are therefore at least 
consistent with the possibility that learning involved stages of visual 
processing prior to AIT and probably before PIT where RF's are 8°.
Converging evidence has also suggested that task difficulty plays an 
important role in the degree of positional specificity observed. For example, 
Ahissar and Hochstein (1997) propose that early stages are only called upon 
when relatively difficult discriminations are made. In contrast, easy tasks 
recruit higher levels of processing where learning readily transfers across 
retinal location. Evidence to support these ideas was provided by Dill and 
Fahle (1997) using complex dot pattern stimuli. They found that performance 
quickly reached above chance levels after just a few trials but then continued 
to improve more slowly. Dill (2002) argues that some aspects of the pattern 
were already easy to discriminate (e.g. some of the patterns contained dots in 
‘face-like5 configurations) and therefore performance levels quickly rose above 
chance. These improvements were based on easily made discriminations and 
therefore learning readily transferred across retinal location. However, the 
more difficult aspects of the discrimination task recruited lower levels of 
processing resulting in slower learning that was highly retinal location specific.
One of the ways that perceptual expertise can be contrasted to other forms of 
perceptual learning is that perceptual expertise probably builds up over years 
while instances of perceptual learning can be acquired relatively quickly.
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Although the amount of training received by observers here was relatively 
small compared to the many thousands of trials experienced by expert 
screeners, the number of trials was comparable to other work on perceptual 
learning (e.g. Fahle et al 1995; Kami & Sagi, 1993) and is consistent with 
suggestions that improvements can start to occur very rapidly during a fast 
learning phase and then continue in a slow learning phase. In the 
experiments reported here, the slow learning phase had probably started and 
it is possible that further practice would have led to even greater learning.
Taking these findings together, it is proposed that learned CP may be a 
generally useful mechanism which generalises across stimulus complexity 
and can be demonstrated for novel, ecologically valid stimuli. The idea that 
learned CP effects are the result of a perceptual learning process is therefore 
supported. Furthermore, showing that learning to categorise cervical cells 
can lead to CP expansion effects, similar to those demonstrated by expert 
screeners in experiment 1, is consistent with the notion that the category 
learning involved in the acquisition of cervical screening expertise involves 
changes to perception rather than being the product of pre-existing perceptual 
abilities.
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CHAPTER SIX
GENERAL DISCUSSION OF THESIS
6.1 Summary of Thesis
The work reported in the current thesis set out to explore the relationship 
between perceptual expertise, categorical perception and perceptual learning. 
More specifically, experiments were designed to test whether the process of 
acquiring perceptual categories drives a perceptual learning process that 
enhances the discrimination of category relevant features thereby contributing 
to the development of perceptual expertise. The work therefore sought to test 
the possibility that category learning could drive changes to early stages of 
perceptual processing.
Work reported in chapter two was consistent with the idea that perceptual 
experts have acquired heightened discrimination across category boundaries 
compared to novices. However, the acquisition of this enhanced between- 
category discrimination was not found to be linearly related to experience. 
Work reported in chapter three showed that learning categories on the basis 
of the orientation of simple gratings was spatial frequency specific. Work 
reported in chapter four showed that learning categories based on more 
complex grating patterns was specific to stimulus orientation and was tuned in 
a manner that reflected processing in primary visual cortex. Furthermore, 
work suggested that modifications to intra-cortical connections at this stage of 
processing may underpin the learned CP effects observed. Work reported in 
chapter five showed that learned CP effects for both Gabor and cervical cell 
stimuli were equally specific to retinal location. These findings provide 
converging evidence for an early locus of learning and suggest that the 
experts’ skill with cell images may also reflect changes to early stages of 
visual analysis. This supports a general explanation of CP effects as arising 
from categorisation driven perceptual learning at early stages of visual 
processing.
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6.2 Perceptual expertise
At a general level, medical image perception represents a complex 
categorisation task and is an example of perceptual expertise. The findings 
reported in chapters two and five of the current thesis provide strong evidence 
that cervical screening expertise (and by association perceptual expertise in 
general) may have developed as a consequence of repeatedly making 
specific categorisations which have resulted in the induction of CP. Taken 
together, these results are consistent with the suggestion that learning is 
driven by perceptual experts’ high levels of experience at categorising specific 
images and has resulted in their acquiring new ways of perceptually 
structuring the objects to be categorised consistent with the acquisition of CP 
effects.
Previously, Sowden et al (2000) have suggested that learning to discriminate 
x-ray images may lead to a general enhancement to the sensitivity of whole 
image dimensions. In contrast, the results reported in experiment 1 of the 
current thesis have provided evidence that expert cervical screeners are 
selectively better at discriminating between cervical cell images that cross the 
boundary between normal and abnormal compared to novice observers who 
show equivalent sensitivity to all images. This indicates that enhancements to 
the experts’ perceptual skills were restricted to aspects of the stimuli that 
allowed salient categorical distinctions to be made, rather than an overall 
improvement in visual sensitivity. These findings agree with accumulating 
evidence that learned CP effects are restricted to the regions of stimulus 
dimensions that are relevant to the categorisation task (e.g. Goldstone, 1994) 
and with the findings of previous work using medical images. For example, 
Myles-Worsley et al (1988) showed that, compared to novices, expert 
radiologists were better at recognising abnormal x-ray images but worse at 
recognising normal x-rays. In other words, experts seem to have become 
selectively more sensitive to clinically significant deviations that are 
associated with disease and therefore only diagnostic values of the 
normal/abnormal dimension have become more salient with experience.
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Further support was provided by the findings reported in experiment 8 that 
learning to categorise cervical cells as normal or abnormal can lead to 
enhanced discrimination sensitivity for between-category differences similar to 
the effects exhibited by expert screeners in experiment 1.
An additional point relevant to this discussion is that trainee screeners were 
also significantly better than novices at discriminating cervical ceils that fell on 
either side of the normal-abnormal category boundary. This seems to indicate 
that the high levels of practice associated with training to screen cervical 
smears had already started to change the way that trainees perceived the cell 
images. An interesting observation from the current work is that trainees’ 
within-category discrimination performance was actually better than the 
experts. This may be consistent with the suggestion that experts have 
learned to disregard non-diagnostic differences and that their sensitivity to 
those regions of the normal/abnormal dimension have declined with 
experience.
Taken together, these results indicate that cervical screening expertise may 
follow a similar, non-monotonic developmental path as that reported in 
previous work on medical image expertise. For example, Lesgold et al (1988) 
compared the verbal protocols of three groups of radiologists with varying 
levels of experience as they examined chest x-rays. They found qualitative 
discrepancies between the performance of the different groups. As expected, 
optimum performance was observed for experts with more than ten years 
experience. However, the performance of the least experienced group 
(comprising 1st and 2nd year residents) was found to be superior to the 
intermediate level group (comprising 3rd and 4th year residents). In the 
context of the current findings, it may be that novice observers initially have 
equivalent sensitivity to images from all regions of the normal/abnormal 
dimension but, as their knowledge and experience increases, their sensitivity 
to differences that are diagnostic of category membership is selectively 
enhanced which leads to between-category expansion. Then, as they reach
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levels of performance associated with expertise, they also learn to ignore 
differences that are not relevant to making the categorisation and their 
sensitivity to within-category differences declines. However, it should also be 
noted that the average age of the trainee tested here was much lower than 
the average age of the experts and this observation may therefore have been 
due to age-related differences in visual acuity. Further research, in the form 
of a longitudinal study, would be required to investigate these issues further.
A further issue of interest to the current work is consideration of the possibility 
that different classification systems may result in different discontinuities. The 
results reported in the current thesis are consistent with the UK screening 
program’s use of just two classifications of cervical cell (i.e. normal or 
abnormal) and suggest that expert screeners are better at discriminating 
images that fall on either side of a single boundary between these two 
classifications. In contrast, screeners in the USA have an additional 
intermediate category to describe cervical cells that are graded in transition 
between normal and abnormal. This may be analogous to the discontinuities 
in colour category boundaries observed across different cultures (e.g. Ozgen, 
2000; Davidoff et al, 1999; Roberson et al, 2000). For example, Davidoff et al 
(1999) compared CP effects across the colour category boundaries of English 
speakers (who have eight basic colour terms) and Berinmo speakers (who 
have five). Specifically, they measured CP across the blue-green category 
boundary which is exclusive to English and across a nol-wor boundary which 
is exclusive to Berinmo. CP effects were observed only at the category 
boundary that was recognised by the respective language. Thus, it would be 
interesting to formally investigate whether similar discontinuities will have 
developed between English and American screeners in their perception of 
cervical cells. Considering the results reported in chapters two and five, it is 
speculated that American screeners may have developed enhanced 
perception around the category boundaries that are relevant to them (i.e. 
normal/intermediate and intermediate/abnormal). Again, this is a question 
that would require further study.
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6.3 Categorical Perception
6.3.1 Possible mechanisms of CP
One of the main issues faced by CP research has been to identify the 
mechanisms involved in the induction of CP effects. Taken together, the 
findings reported in the current thesis suggest categorisation experience may 
have led to the induction of CP and consequently to the development of 
perceptual expertise. In order to perform the categorisation tasks reported in 
the current thesis, the observers first had to identify the aspects of the stimuli 
that were useful for making the category distinction. In other words, they had 
to identify the stimulus features that were ‘diagnostic’ of category 
membership. Here, only between-category differences were enhanced by 
category learning, which suggests that only those differences were diagnostic 
for solving the categorisation task. Identifying the diagnostic features allowed 
observers to selectively attend to those features, which in turn drove a 
perceptual learning process about them. The observed specificity of category 
learning effects to spatial frequency, orientation and retinal location are 
consistent with perceptual learning effects involving early stages of visual 
processing. The present findings are therefore consistent with the idea that 
the induction of CP may be driven by a perceptual learning process. This 
supports the possibility that regular experience at making specific 
categorisations during the development of perceptual expertise may have 
changed the way that experts perceive objects in their domain of expertise.
6.3.2 The nature of CP
Many recent studies have provided evidence that CP is, as the name 
suggests, a perceptual effect. For example, findings based on simultaneous 
odd-one-out paradigms indicate that colour CP effects are not obviously due 
to verbal labelling (Laws, Davies & Andrews, 1995). In contrast, evidence has 
shown that CP can be eliminated by verbal interference (Roberson &
Davidoff, 2000; Pilling et al, 2003) suggesting that it may therefore reflect 
higher-level verbal labelling strategies. However, these studies used methods 
in which similarity or same-different judgements were made about 
successively presented stimuli. Thus, even though the delay between
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presentations was relatively short, the inherent load placed on memory may 
have been enough to encourage the use of verbal labelling strategies. 
Specifically, it may have been easier to use a rehearsal strategy in order to 
retain the verbal label associated with the stimulus in memory, as opposed to 
keeping a visual representation of the stimulus itself in memory. The 
experiments reported in the current thesis have addressed this issue by using 
simultaneous stimulus presentations which are considered to be a better 
measure of perceptual effects and therefore provide more convincing 
evidence for the perceptual nature of CP effects.
Similarly, many previous CP studies have been based on highly familiar face 
and colour stimuli for which it is likely that most people will have developed a 
good repertoire of descriptive labels or names. Again, this may have made 
verbal labelling the most efficient strategy with which to categorise the stimuli 
in some of these studies. In the experiments reported throughout the current 
thesis, the use of novel stimuli in conjunction with same-different judgment 
measures argues against an explanation based on verbal labels and the 
findings were therefore more consistent with genuine changes to perception.
6.3.3 The locus of learning
Another major aim of the experiments reported in the current thesis was to 
identify the locus of learned CP effects. This was accomplished by adapting 
transfer paradigms from perceptual learning research and combining them 
with classic methods that have been used to explore CP. Providing a 
convincing demonstration of an early locus of the effects of categorisation on 
visual processing was an important undertaking. Besides providing additional 
support for a growing body of evidence challenging traditional feed forward 
models of visual information processing, such a demonstration also supports 
the idea that the cognitive task of categorising stimuli underpins changes in 
perceptual processing. Further, by clarifying the areas of the brain that are 
plastic, it could help to explore the extent to which early vision is cognitively 
penetrable (e.g. Pylyshyn, 1999).
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The experiments reported in the current thesis have provided supporting 
evidence showing that learning to categorise stimuli can result in the induction 
of CP. An initial approach to localising these effects might be to consider at 
what stage of the visual system units are found that are capable of 
discriminating stimuli from the different categories. For example, in chapters 
four and five of the current thesis, the spatial phase of a single component of 
the compound Gabors was manipulated in order to define the two categories. 
Therefore, it is possible that discrimination may have involved units in V1 that 
are sensitive to spatial phase (e.g. DeValois & Tootell, 1983). However, the 
task could also have been accomplished by units in IT cortex that are 
sensitive to more complex pattern characteristics (cf. Sigala, 2004; Tanaka, 
1997). Thus, although this approach would allow the learning effect to be 
localised to the visual system, it does not help to localise it within the visual 
system.
The learned CP effects reported in chapters three to five were found to be 
specific to spatial frequency, orientation and retinal location. As reported in 
previous perceptual learning literature*, learning specificities such as these 
are consistent with a locus early in the visual processing stream. Therefore, 
consideration of the implications of these specificities may provide a more 
useful approach to the question of locus. In experiment 4, category learning 
effects failed to transfer across a 90° stimulus rotation and were therefore 
more consistent with a perceptual effect than one based on verbal labelling or 
other higher level strategies. In experiment 5, a narrow orientation tuning 
bandwidth of 6.5° was calculated which corresponded with similarly narrow 
tuning reported by Fahle (1998) using a vernier task. However, in both cases, 
tuning was narrower than the narrowest orientation bandwidths of single cells 
processing similar spatial frequencies reported in the literature. Furthermore, 
if learning could unselectively alter early visual mechanisms, this would result 
in interference with other tasks dependent on the same mechanisms. Indeed, 
Fahle (1997) explicitly tested this by examining transfer of learning between
* See chapter 1 for review of perceptual learning literature.
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three different tasks that all relied on orientation information (i.e. vernier 
discrimination, orientation discrimination and curvature detection) and found 
that perceptual learning was highly specific to the exact task being learned. 
This argues against an explanation based on sharpening of the tuning of 
orientation selective cells in V1.
Indeed, learning related changes in early stages of visual processing could be 
consistent with a variety of mechanisms. One possibility is that learning alters 
the relative weighting of neurons or the way their outputs are combined or 
gated. For example, Dosher and Lu (1998; 1999) suggest that perceptual 
learning involves an improvement in the brains ability to extract task relevant 
visual information through re-weighting of perceptual template matching. This 
is not unlike the argument put forward by Mollon and Danilova (1996) who 
suggest that the specificities observed in perceptual learning research could 
equally be due to central mechanisms learning how to make better use of the 
outputs from sensory processing. For example, the retinal location specificity 
observed in chapter five of the current thesis may have been facilitated by 
higher stages of visual analysis (such as IT cortex) learning the more complex 
aspects of the stimuli and altering the relative weighting of inputs received 
from early retinotopically mapped stages of analysis. Thus, inputs coming 
from retinal locations that were stimulated during category training may have 
become more strongly weighted relative to those from unstimulated locations. 
This type of change could give rise to the observed retinotopic specificity, but 
with learning occurring later in the visual processing stream.
Indeed, the involvement of later stages of visual processing cannot be 
excluded by the approach used in the current thesis. Indeed, exclusion of this 
possibility would require converging evidence from more direct methods such 
as brain imaging and single unit physiology. However, recent 
neurophysiological studies exploring the locus of perceptual learning have 
often found that effects are localised to the early stimulus selective stages of 
processing implied by the psychophysical findings (e.g. Schiltz et al, 1999;
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Schoups et al, 2001; Schwartz et al, 2002; Vaina et al, 1998; Yang & 
Maunsell, 2004; Zohary et al 1994).
Recent evidence has also suggested that categorisation driven perceptual 
learning may involve determining which visual filter settings optimise the 
extraction of diagnostic category features and then dynamically implementing 
the relevant filters to optimise performance at the time that a particular task is 
being carried out (e.g. Ozgen, Sowden, Schyns & Daoutis, in press; Schyns, 
Bonnar & Gosselin, 2002; Sowden, Ozgen, Schyns & Daoutis, 2003). For 
example, Ozgen et al (in press) specifically investigated top-down attentional 
modulation effects on flexible scale use in natural scenes. Observers were 
presented with low and high pass filtered scenes and their attention was cued 
to the relevant spatial scale. When presented with hybrid scenes that 
included both low and high pass scenes, observers always reported the 
component of the hybrid that corresponded with the cued (and therefore 
attended) spatial scale. This idea of dynamic top-down controlled adjustment 
of early visual filter settings is also consistent with recent perceptual learning 
research (e.g. Gilbert et al, 2001) and with accumulating evidence that 
attention modulates stages of visual analysis as early as primary visual cortex 
(e.g. Posner & Gilbert, 1999; Sengpiel & Hubener, 1999; Paradisio, 2002).
Further, experiment 6 of the current thesis favours a different explanation 
based on intra-cortical connections, thereby providing converging evidence 
that the observed learning is localised to early stages of analysis. At a 
physiological level, it has been suggested that learning alters the strengths of 
intra-cortical connections (Crist et al, 2001; Gilbert et al, 2001) and this may 
explain a variety of psychophysical results. For example, a crucial idea of 
this literature is that changes to intra-cortical connection weights are task 
dependent and modulated top down (e.g. Freeman et al, 2003) thereby 
avoiding the problems of cross task interference that would occur with re­
tuning of early visual processing filters. Here, it was suggested that learning- 
related changes to intra-cortical connection weights, guided by the
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categorisation task, could account for the narrow tuning observed in 
experiment 5. The size of the stimuli was over 8° and would therefore have 
spanned the RFs of multiple cells in an area such as V1 where RF sizes are 
typically small (0.5-1°). In experiment 6, the original stimuli were modified 
slightly so that participants were required to view them through a narrow, cigar 
shaped Gaussian window whose orientation was orthogonal to that of the 
grating, thus reducing the number of responding units and therefore the size 
of the learned CP effect. CP was actually eliminated altogether thus 
supporting the suggestion that learning may have involved changes to intra- 
cortical connections early in the visual processing stream. Intra-cortical 
connection weights and their dynamic modulation by task (possibly via 
feedback connections) may therefore be one substrate for categorisation 
influences on perception. However, these explanations are not conclusive 
and the issues discussed remain open questions for future research.
6.3.4 Generality of learning effects
The experiments reported in the current thesis provide some evidence that 
categorisation experience may actively determine the perception of stimuli by 
modifying activity at early stages of visual processing in a task relevant way. 
Combined with previous work, these findings are consistent with the idea that 
CP effects are not just innate but, in fact, reflect a widespread learning 
process. Traditionally, it has been assumed that visual processing in general 
can be understood on the basis of knowledge about the processing of simple 
stimuli (Kayser et al, 2004). Indeed, the findings reported in the current thesis 
can be added to accumulating evidence suggesting that learned CP effects 
can be generalised across many different classes of stimuli including simple 
(e.g. geometric shapes, gratings), complex (e.g. faces, cervical cells), familiar 
(e.g. colour, faces), novel (e.g. cervical cells, gratings), artificial (e.g. artificial 
cell stimuli) or naturalistic (e.g. cervical cell stimuli, faces) stimuli.
On the other hand, the visual system must have evolved to categorise natural 
scenes rather than simple stimuli and therefore it would make sense if natural
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stimuli were processed more efficiently. Indeed, recent work suggests that 
there are qualitative differences in the way that simple and complex stimuli 
are processed. For example, Li, VanRullen, Koch and Perona (2002) showed 
that observers’ were able to categorise natural scenes at the same time as 
completing an additional demanding task. However, the same parallel 
discrimination abilities were not apparent with simple stimuli. This might 
indicate that simple and complex stimuli are processed by different brain 
areas.
Recent perceptual expertise research suggests that the neural correlates of 
visual category learning may be widely distributed through the visual 
processing system. For example, findings from single unit physiology suggest 
that, after category learning, neurons in AIT show selectivity for variations on 
category relevant but not irrelevant dimensions (Sigaia & Logothetis, 2002). 
However, while changes associated with the categorisation of complex stimuli 
may be focused in IT cortex (e.g. Gauthier et al, 1999; Sigaia & Logothetis, 
2002; Sigaia, 2004) there is also evidence to suggest the involvement of 
occipital cortex (e.g. Reber, Stark & Squire, 1998) and pre-frontal cortex 
(Freedman, Reisenberger, Poggio & Miller 2001; Szabo, Almeida, Deco & 
Stetter, 2005). This diversity is consistent with suggestions that perceptual 
learning occurs at a variety of stages depending on stimulus complexity and 
task difficulty. For example, Ahissar and Hochstein (2004) have proposed a 
reverse hierarchy theory which suggests that learning about small (difficult) 
differences in simple features (e.g. orientation, spatial frequency) may involve 
earlier stages than learning about large (easier) differences of more complex 
feature combinations processed in IT. If this is the case, it would make sense 
if the simple and complex stimuli used in the current thesis were analysed at 
different levels of processing.
Indeed, the findings reported in chapter five raise interesting questions 
regarding the locus of the effect and the extent to which the underlying 
mechanism can be generalised across the two classes of stimuli. In previous
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chapters, category-learning effects for compound Gabors were found to be 
specific to spatial frequency and orientation. These types of specificity are 
consistent with the involvement of early, orientation selective stages of visual 
analysis in learning and the development of CP. In chapter five, category- 
learning effects for these same compound Gabors and for the cervical cells 
used in chapter two were compared by measuring the specificity of category 
learning to the trained retinal location. Categorisation performance (as judged 
by the training tasks) was found to be roughly equal for both classes of 
stimuli. Similarly, the magnitude of the CP effects (as judged by the 
discrimination task) was also found to be equivalent. Indeed, the results 
reported in chapter five suggest that category relevant features may have 
been extracted by retinotopically mapped stages of visual processing 
consistent with an early locus. According to the reverse hierarchy theory, this 
suggests that the locus and mechanism of learning was similar for both.
However, differences in the complexity of the two classes of stimuli would 
suggest the involvement of different levels of processing. On the face of it, 
simple stimuli such as compound gratings should be processed at early 
retinotopically mapped stages of the visual hierarchy (such as V1) where 
simple stimulus attributes such as orientation and spatial frequency are 
analysed separately, in contrast, it is generally thought that more complex 
stimuli are represented at a later stage of processing (such as IT cortex). On 
the other hand, although compound Gabors are considered to be relatively 
‘simple’ stimuli, they actually form quite a complex pattern of stripes and may, 
therefore, also have been processed at a later stage. Thus, it is possible that 
the similar pattern of results that was observed for the two types of stimuli 
arose because both were processed in IT cortex. However, it may also be 
that, whilst cervical cells are more complex and multi-dimensional than 
compound Gabors, they are actually easier to discriminate because the 
category distinction is based on something relatively simple such as, for 
example, the size of the nucleus.
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However, based on the experimental paradigm used in the current set of 
experiments, the information that observers based their discriminations on is 
not made explicit. Therefore, a question for future research would be to 
identify the relevant features to which attention was directed. Indeed, there 
have been significant developments in the literature that make the study and 
identification of diagnostic information a viable possibility. For example, 
Mangini and Biederman (2004) have recently used reverse correlation 
classification images to estimate the information that observers normally use 
to classify faces. Faces were presented in high levels of visual noise and 
observers were asked to classify them on the basis of gender (male/female), 
expression (happy/unhappy) and identity (Tom Cruise/John Travolta). The 
underlying image was always the face that fell midway between the relevant 
classifications and it was only the noise that made each image more like one 
classification than the other. Therefore, the difference between the average 
noise patterns for each decision provided a linear estimate of the information 
that mediated the classification and a subtle estimate of what was in the 
observers head.
Similarly, the ‘bubbles’ technique (Gosselin & Schyns, 2001; Schyns, Bonnar 
& Gosselin, 2002) uses reverse correlation to estimate the informative 
areas/scales that are used by observers during a categorisation task. Here, 
observers are asked to perform a categorisation task where stimuli are viewed 
through a number of randomly placed Gaussian ‘bubbles’ in a black mask.
The information leading to correct and incorrect category responses is 
recorded and thus identifies the areas that are diagnostic for making the 
categorisation. Another technique that could be modified for use in the 
current context is one previously used by Thomas (2002) to investigate the 
possible mechanisms underlying inversion effects with face and chequerboard 
stimuli. In this technique, observers view a small portion of the stimulus 
through a ‘moving window’ which they must move around the display in order 
to examine the parts of an image that allow a discrimination to be made. By 
recording the number of times the window is moved to each location over a 
number of trials, the information can then be converted into a diagnostic
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‘intensity’ map. In the current context, identifying the diagnostic features 
could help to further clarify how simple and complex stimuli are processed.
The ‘moving window’ method could easily be used to compare the features 
used in discriminating both classes of stimuli used in the current thesis before 
and after category training.
The findings reported in the current thesis based on compound Gabors are 
consistent with the idea that long range intra-cortical connections linking V1 
neurons with similar orientation preferences may have mediated the learning. 
However, their involvement in the retinotopic specificity reported in chapter 
five is not yet clear. For example, in experiment 7, observers were trained to 
categorise compound Gabor patches that were presented to one pair of visual 
field locations (either above or below fixation) and then their discrimination 
sensitivity was measured at locations above and below fixation. Thus, the 
orientation of one of the gratings presented above fixation would have been 
collinearly positioned relative to the grating that was presented in the opposite 
corner below fixation. If intra-cortical connections mediated the learning 
effect, then the effects might have been expected to generalise across the 
retinal locations tested. However, learning failed to transfer across 3.3° 
suggesting that only within-patch connections were involved. A possible 
question for future work might therefore be to systematically measure the 
spatial extent of the retinal location specificity observed here.
6.3.5 Varieties of CP
The hallmark of CP is the superior ability to discriminate images from different 
categories compared to those that fall into the same category. Nevertheless, 
the pattern of results reported in previous CP studies has tended to vary. For 
example, in some studies, objects that are categorised as the same become 
more similar following training (i.e. less discriminable) consistent with a within- 
category compression effect (e.g. Livingston et al, 1998). Alternatively, 
research has also shown that objects that are categorised differently can 
become less similar after training (i.e. more discriminable) consistent with a 
between-category expansion effect (e.g. Goldstone, 1994). In either case,
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post-training discrimination of objects from different categories is enhanced 
relative to those that fall into the same category. These outcomes are also 
consistent with data from neural network simulations of learned CP showing 
compression and expansion effects as a function of training (Harnad, Hanson 
& Lubin, 1991, 1995; Damper & Harnad, 2000). However, there has been 
some debate about the reasons behind these different manifestations of CP.
One possible interpretation for the variability is that the type of CP effect (i.e. 
compression or expansion) will depend on the choice of dependent measure 
used. For example, Livingston et ai (1998) used similarity judgments and 
reported within-category compression effects following training while 
Goldstone (1994) used same-different judgements and reported findings that 
were consistent with between-category expansion effects. The experiments 
reported in the current thesis used same-different judgements as a more 
efficient measure of perceptual sensitivity and reported CP in the form of 
between-category expansion effects. Thus, it might appear that the type of 
CP effect observed could depend on method of measurement.
However, Adamson and Sowden (2000; 2001) have explicitly compared the 
use of similarity and same-different measures and reported CP effects in the 
form of between-category expansion in both cases. Furthermore, Goldstone 
et al (2001) used similarity judgements to measure CP effects following face- 
category learning and also reported expansion effects. Taken together, these 
findings challenge the suggestion that variability across studies may be due to 
the choice of dependent measure. Thus, there remains a need to identify the 
factors determining the type of CP effect observed.
6.3.6 Relative importance of the different training tasks 
The experiments reported in chapter three required observers to categorise 
simple Gabor patches on the basis of orientation differences. Prior to 
completing the training tasks, observers were exposed to the image 
continuum and category boundary. Previous research has suggested that the 
presentation of a single easy trial is enough to enable perceptual learning of
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harder cases. This is sometimes referred to as a pre-exposure (e.g. Gibson & 
Walk, 1956) or Eureka effect (Ahissar & Hochstein, 1997) and is thought to 
help to form representations at higher levels of processing that then drive 
learning at lower levels. However, CP effects reported in chapter three were 
only revealed when planned comparisons were used to measure the effects.
The experiments reported in chapters four and five used compound gratings 
for which the category distinction was based on a complex pattern of stripes 
and therefore much harder to make. Pilot studies suggested that a single 
presentation of the image continuum was not sufficient to trigger the induction 
of CP and therefore a context training task was added to the training phase. 
Context training helps to establish the category differences necessary to 
make the categorisation and has previously been shown to be an effective 
training method for category learning (Ozgen & Davies, 2002). Here, 
inclusion of context training helped to maintain the level of motivation that was 
necessary to learn the category distinction and was in some ways analogous 
to the Eureka trials reported by Ahissar & Hochstein (1997).
A further comparison of the training effects reported in the different 
experiments of the current thesis suggests that the double-stimulus and 
single-stimulus training tasks may have enabled learning in different ways.
For example, double-stimulus training performance was much lower than 
performance on the single-stimulus task and improvements were not always 
statistically significant. However, pilot studies showed that category learning 
based on just the single-stimulus task failed to induce CP effects, even though 
categorisation performance improved significantly over the three daily 
sessions. So, whilst performance on the double-stimulus training task did not 
improve significantly over the training period, its absence effectively 
eliminated the induction of CP. It is therefore possible that, rather than 
training observers to categorise the stimuli per se, the double-stimulus task 
actually trained them to attend to simultaneously presented images which in 
turn allowed them to carry out the discrimination task more efficiently.
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Ahissar and Hochstein (2000) have previously shown that training with stimuli 
in two target positions results in perceptual learning that encompasses the 
entire area between and including those two positions. Here, it may be that 
two types of learning were involved in the induction of CP effects observed. 
The first was a straightforward perceptual learning process which was directly 
involved in the enhanced discrimination of categorisation-relevant stimulus 
features, which was acquired through single-stimulus and context training.
The second resulted in an improved ability to spread attention to the stimulus 
pairs that were presented simultaneously during discrimination testing and 
which allowed the CP effects to be manifested. Therefore, without the 
double-stimulus training, the induced CP was not shown.
6.4 Conclusions
The findings reported in the current thesis are consistent with the proposal 
that learning to categorise stimuli has enabled the observer to identify 
features of the stimulus that are relevant to the categorisation task or which 
are diagnostic of category membership. These features are then selectively 
attended which drives a perceptual learning process about them leading to 
superior discrimination of those features and resulting in the induction of CP 
effects, in other words, the act of categorising stimuli focuses attention to 
diagnostic stimulus differences and directs perceptual learning about those 
differences leading to task dependent modulation of processing at early 
stages of visual analysis. Furthermore, it is proposed that CP may represent 
a general mechanism that is applicable to a wide range of stimuli ranging from 
simple compound Gabors to complex medical images. Finally, it is proposed 
that acquiring perceptual categories drives a perceptual learning process that 
enhances the discrimination of category relevant features thereby contributing 
to the development of perceptual expertise.
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