Entanglement detection with scrambled data by Simnacher, Timo et al.
Entanglement detection with scrambled data
Timo Simnacher,1 Nikolai Wyderka,1 René Schwonnek,2, 3 and Otfried Gühne1
1Naturwissenschaftlich-Technische Fakultät, Universität Siegen, Walter-Flex-Straße 3, 57068 Siegen, Germany
2Department of Electrical and Computer Engineering,
National University of Singapore, 4 Engineering Drive 3, Singapore 117576, Singapore
3Institut für Theoretische Physik, Leibniz Universität Hannover, Appelstraße 2, 30167 Hannover, Germany
(Dated: January 24, 2019)
In the usual entanglement detection scenario the possible measurements and the corresponding
data are assumed to be fully characterized. We consider the situation where the measurements are
known, but the data is scrambled, meaning the assignment of the probabilities to the measurement
outcomes is unknown. We investigate in detail the two-qubit scenario with local measurements in
two mutually unbiased bases. First, we discuss the use of entropies to detect entanglement from
scrambled data, showing that Tsallis- and Rényi entropies can detect entanglement in our scenario,
while the Shannon entropy cannot. Then, we introduce and discuss scrambling-invariant families
of entanglement witnesses. Finally, we show that the set of non-detectable states in our scenario is
non-convex and therefore in general hard to characterize.
I. INTRODUCTION
The characterization of entanglement is a central prob-
lem in many experiments. From a theoretical point of
view, methods like quantum state tomography or entan-
glement witnesses are available. In practice, however, the
situation is not so simple, as experimental procedures are
always imperfect, and the imperfections are difficult to
characterize. To give an example, the usual schemes for
quantum tomography require the performance of mea-
surements in a well-characterized basis such as the Pauli
basis, but in practice the measurements may be mis-
aligned in an uncontrolled manner. Thus, the question
arises how to characterize states with relaxed assump-
tions on the measurements or on the obtained data.
For the case that the measurements are not completely
characterized, several methods exist to learn properties
of quantum states in a calibration-robust or even device-
independent manner [1–5]. But even if the measurements
are well characterized and trustworthy, there may be
problems with the interpretation of the observed prob-
abilities. For instance, in some ion trap experiments
[6] the individual ions cannot be resolved, so that some
of the observed frequencies cannot be uniquely assigned
to the measurement operators in a quantum mechanical
description. More generally, one can consider the sit-
uation where the connection between the outcomes of
a measurement and the observed frequencies is lost, in
the sense that the frequencies are permuted in an uncon-
trolled way. We call this situation the “scrambled data”
scenario. Still it can be assumed that the measurements
have a well-characterized quantum mechanical descrip-
tion; so the considered situation is complementary to the
calibration-robust or device-independent scenario.
In this paper, we present a detailed study of different
methods of entanglement detection using scrambled data.
After explaining the setup and the main definitions, our
focus lies on the two-qubit case and Pauli measurements.
We first study the use of entropies for entanglement de-
tection. Entropies are natural candidates for this task,
as they are invariant under permutations of the probabil-
ities. We demonstrate that Tsallis- and Rényi entropies
can detect entanglement in our scenario, while the Shan-
non entropy is sometimes useless. For deriving our crite-
ria, we prove some entropic uncertainty relations, which
may be of independent interest.
Second, we introduce scrambling invariant entangle-
ment witnesses. The key observation is here that for cer-
tain witnesses the permutation of the data corresponds to
the evaluation of another witness, so that the scrambling
of the data does not matter.
Third, we characterize the states for which the scram-
bled data may origin from a separable state, meaning
that their entanglement cannot be detected in the scram-
bled data scenario. We show that this set of states is gen-
erally not convex, which gives an intuition why entangle-
ment detection with scrambled data is a hard problem in
general.
II. SETUP AND DEFINITIONS
Consider an experiment with two qubits and local di-
chotomic measurements A ⊗ B, the data then consists
of four outcome probabilities p(A = ±1, B = ±1). We
define the scrambled data as a random permutation of
these probabilities within but not in-between measure-
ments, such that the assignment of probabilities to out-
comes is forgotten. The restriction that permutations
in-between measurements are excluded is natural since
they are generically inconsistent because the probabilities
within a measurement do not sum up to one anymore.
We denote the Pauli matrices by σx, σy, and σz and
the corresponding eigenvectors as |±〉, |y±〉, and |0〉 , |1〉,
respectively. As an example for scrambled data, we con-
sider the singlet state |ψ−〉 = (|+−〉 − |−+〉)/√2 and
the product state |0〉 ⊗ |+〉. In order to detect the en-
tanglement of |ψ−〉, it makes sense to perform the local
measurements σx ⊗ σx and σz ⊗ σz, as there exists an
entanglement witness W = 1+σx⊗σx +σz ⊗σz detect-
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2|ψ−〉 = (|+−〉 − |−+〉)/√2 |+〉 ⊗ |0〉
p++ p+− p−+ p−− p++ p+− p−+ p−−
σx ⊗ σx 0 12 12 0 12 12 0 0
σz ⊗ σz 0 12 12 0 12 0 12 0
TABLE I. This table shows the measurement data for the
singlet state and the product state |+〉 ⊗ |0〉 and local mea-
surements σx ⊗ σx and σz ⊗ σz. The scrambled data is the
same for the two states. Thus, detecting the entanglement of
the singlet state with these measurements is impossible using
only the scrambled data.
ing this state [7]. These measurements yield the outcome
probabilities p++, p+−, p−+, and p−− and p00, p01, p10,
and p11, respectively.
From Table I, we clearly see that the measurement data
is different for the two states. However, it is easy to see
that there is no way of distinguishing the two states using
these measurements if one has access only to the scram-
bled data since the probability distributions are mere per-
mutations of each other. Thus, it is impossible to de-
tect the entanglement of the singlet state because there
is a separable state realizing the same scrambled data.
We call states whose scrambled data can be realized by
a separable state possibly separable as the entanglement
cannot be detected in this scenario.
The above observation motivates to focus specifically
on the local measurements σx ⊗ σx and σz ⊗ σz in the
following analysis. However, all results hold more gen-
erally for local measurements A1 ⊗ B1 and A2 ⊗ B2 if
the eigenstates of both A1, A2 and B1, B2 form mutually
unbiased bases. This is clear from the Bloch sphere rep-
resentation because any orthogonal basis can be rotated
to match the analysis in this work. Indeed, in dimension
two and three, all pairs of mutually unbiased bases are
equivalent under local unitaries [8], including the locally
two-dimensional case considered here.
III. ENTROPIC UNCERTAINTY RELATIONS
Entropies provide a natural framework to examine
scrambled data because they are invariant under permu-
tation of probabilities and hence, robust against scram-
bling. In this section, we show that measuring Tsallis-q or
Rényi-α entropies for the two local measurements σx⊗σx
and σz ⊗σz in many cases allows for the detection of en-
tanglement and show a new family of non-linear, optimal
entropic uncertainty relations.
For local measurements σi⊗σi, Sii and S(q)ii where i ∈
{x, y, z} shall denote the Shannon and Tsallis-q entropy
of the corresponding four probabilities, respectively. For
FIG. 1. These plots show entropy samples of local measure-
ments σx ⊗ σx and σz ⊗ σz for Shannon entropy (top) and
Tsallis-2 entropy (bottom) where separable and entangled
states are represented by green vertical and red horizontal
lines, respectively. The plot indicates that Shannon entropy
is useless for entanglement detection, while Tsallis-2 entropy
is suitable.
probabilities ~p, they are given by [9–12]
S(~p) = −
∑
j
pj log pj , (1)
S(q)(~p) =
1
q − 1
(
1−
∑
j
pqj
)
. (2)
In order to detect entanglement, we investigate the
possible pairs of S(q˜)xx and S
(q)
zz that can be realized by
physical states. For gaining some intuition, we have plot-
ted in Fig. 1 random samples of separable and entangled
two-qubit states, where separability can be checked us-
3ing the PPT criterion [13]. As the figures indicate, the
accessible region for both kinds of states does not dif-
fer in the case of Shannon entropy and hence, entan-
glement detection seems impossible in this case. This is
supported by findings in earlier works: It has been shown
in Ref. [14] that in the case of Shannon entropy and two
local measurements, linear entropic uncertainty relations
of the type αSxx + βSzz ≥ csep ≥ c with bounds csep
for separable and c for all states, are infeasible to detect
entanglement, i.e., csep = c. Furthermore, Conjecture
V.6 in Ref. [15] states that in the example of local mea-
surements σx ⊗ σx and σz ⊗ σz, even non-linear entropic
uncertainty relations cannot be used to detect entangle-
ment. However, non-linear relations are unknown in most
cases [15].
In contrast to the case of Shannon entropy, using
Tsallis-2 entropy, we identify a distinct region occupied
by entangled states only, see the lower part of Fig. 1).
In the following, we will show that also (S(q˜)xx , S
(q)
zz )-plots
with q, q˜ > 2 exhibit this feature by determining the lower
bounds of the set of all and the set of separable states.
In order to obtain the boundary of this realizable re-
gion, note first that a vanishing entropy of Sqii = 0 implies
that the system is in an eigenstate of the measurement
operator σi ⊗ σi. Since the measurements define mutu-
ally unbiased bases, it is clear that in this case the other
entropy is maximal. Hence, the states |00〉 and |++〉 lie
on the boundary of the realizable region. The mixture of
these states with white noise 1/4 leaves the maximal en-
tropy of one measurement unchanged while increasing the
entropy of the other measurement continuously. There-
fore, the upper and the right boundary of the region,
corresponding to maximal Szz and Sxx, respectively, is
reached by separable states (see Fig. 1). We will see later
that the lower boundaries for all and for separable states
are both realized by continuous one-parameter families
of states. Thus, the mixture of these states with white
noise forms a continuous family of curves connecting the
lower boundary with the point where both entropies are
maximal. Hence, these states realize any accessible point
in the entropy plot and it is sufficient to only determine
the lower boundary.
A. Entropic bound for general states
We begin by determining the bounds in the (S(q˜)xx , S
(q)
zz )-
plot for all states.
In Ref. [15], Theorem V.2 states that for two concave
functionals f1, f2 on the state space, for any state ρ, there
is a pure state |ψ〉 such that f1(|ψ〉 〈ψ|) 6 f1(ρ) and
f2(|ψ〉 〈ψ|) 6 f2(ρ). Furthermore, it is shown in Theorem
V.3 that the state |ψ〉 can additionally be chosen real if
the inputs of the functionals are linked by a real unitary
matrix. Thus, in the case of general two-qubit states and
local measurements σx ⊗ σx and σz ⊗ σz, the analysis of
the boundary of the entropy plots can be reduced to pure
real states. First, we will solve the special case where
q = 2, also known as linear entropy. This result can then
be used as an anchor to prove the bound for all q > 2.
Lemma 1. For two-qubit states ρ and fixed S(2)zz (ρ), min-
imal S(2)xx (ρ) is reached by the unique state ρ = |ψt〉 〈ψt|
where |ψt〉 = 1√3+t2 (t |00〉+ |01〉+ |10〉+ |11〉) and some
t > 1 determined by the given entropy S(2)zz (ρ).
Proof. According to Theorem V.3 in Ref. [15], if two en-
tropies S1 and S2 are considered where the measurement
bases are related by a real unitary transformation, then
for any state ρ, there is always a pure and real state |ψ〉
with S1(|ψ〉 〈ψ|) 6 S1(ρ) and S2(|ψ〉 〈ψ|) 6 S2(ρ). As in
our case σx = HσzH† where H is the Hadamard matrix,
it is sufficient to consider pure real states to obtain min-
imal S(2)zz for given S
(2)
xx . For a general pure real state
|ψ〉 = (x1, x2, x3, x4)T , the problem boils down to the
following maximization problem under constraints
max
xi
f(x1, x2, x3, x4),
s.t. x41 + x
4
2 + x
4
3 + x
4
4 = k = const.,
x21 + x
2
2 + x
2
3 + x
2
4 = 1
(3)
where f({xi}) = (x1 + x2 + x3 + x4)4 + (x1 + x2 − x3 −
x4)
4 + (x1 − x2 + x3 − x4)4 + (x1 − x2 − x3 + x4)4 =
1 − S(2)xx and k = 1 − S(2)zz . Note that 14 6 k 6 1. It is
straightforward to see that 196 [f({xi})− 12× 12 + 8k] =
1
96 [f({xi})−12(x21+x22+x23+x24)2+8(x41+x42+x43+x44)] =
x1x2x3x4, using the constraints. So, we can replace f by
x1x2x3x4. Clearly, the xj can be chosen greater than 0 in
case of a maximum. Consequently, xi can be substituted
by√yi. Because
√· is a monotone function, the objective
function y1y2y3y4 is equivalent to
√
y1y2y3y4 since we are
only interested in the state realizing the boundary and
not necessarily the boundary itself. Thus, the problem
reduces to
max
yi
y1y2y3y4,
s.t. y21 + y
2
2 + y
2
3 + y
2
4 = k = const.,
y1 + y2 + y3 + y4 = 1
(4)
where all yi are positive. Using Lagrange multipliers, one
obtains the optimal solution: For given S(2)zz , the minimal
S
(2)
xx is reached by the state
|ψt〉 = 1√
3 + t2
(t |00〉+ |01〉+ |10〉+ |11〉), (5)
for some t > 1. Since the minimal S(2)zz -entropy state
|ψ∞〉 = |00〉 and maximal S(2)zz -entropy state |ψ0〉 =
1
2 (|00〉 + |01〉 + |10〉 + |11〉) are part of the family |ψt〉
and dS
(2)
zz (|ψt〉)
dt < 0, fixing S
(2)
zz uniquely determines t and
hence, also ρt = |ψt〉 〈ψt|.
This result holds for the Tsallis-2 entropy. However, it
can be generalized to any pair of Tsallis-q and Tsallis-q˜
4entropies with q, q˜ > 2. To that end, we use a result
from Ref. [16]. There, the authors consider entropy mea-
sures Hf =
∑
i f(pi) and Hg =
∑
i g(pi) where f(0) =
g(0) = 0 and the functions f, g are strictly convex (im-
plying that g′(p) is invertible) with their first derivatives
being continuous in the interval (0, 1). They show that
then the maximum (minimum) of Hf for fixed Hg is ob-
tained by the probability distribution p1 > p2 = · · · = pn
if f ′[p(g′)] as a function of g′ is strictly convex (concave).
Furthermore, for each value ofHg, there is a unique prob-
ability distribution of this form.
In the specific case of Tsallis entropies with parameters
q and q˜, it is shown that if
q(q − 1)
q˜(q˜ − 1)p
q−q˜ (6)
is monotonically increasing (decreasing), the minimum
(maximum) Sq for fixed S q˜ is reached by the probabil-
ity distribution described above, when considering the
same measurement for different q, q˜. That is exactly the
probability distribution obtained by measuring σx ⊗ σx
or σz ⊗ σz locally in the state |ψt〉 since
|ψt〉 ∝ t |00〉+ |01〉+ |10〉+ |11〉
∝ (t+ 3) |++〉+ (t− 1)(|+−〉+ |−+〉+ |−−〉),
(7)
where t2 > 1 and (t + 3)2 > (t − 1)2. This observation
assists in proving the following theorem:
Theorem 2. For all q, q˜ > 2, the lower boundary in the
(S
(q˜)
xx , S
(q)
zz )-plot is realized by the family of states |ψt〉 =
1√
3+t2
(t |00〉+ |01〉+ |10〉+ |11〉) where t > 1.
Proof. For fixed r and a state ρr with S
(q˜)
xx (ρr) = r, there
exists a unique state |ψt0〉 with S(q˜)xx (ψt0) = r. From
Theorem 1 in Ref. [16], it follows that
S(2)xx (ρr) 6 S(2)xx (ψt0) ≡ s (8)
(see bottom left graph in Fig. 2). Since dS
(2)
zz (|ψt〉)
dS
(2)
xx (|ψt〉)
=
dS(2)zz (|ψt〉)
dt
(
dS(2)xx (|ψt〉)
dt
)−1
< 0, it follows from Lemma 1
that S(2)xx (ρr) 6 s implies
S(2)zz (ρr) > S(2)zz (ψt0) ≡ u (9)
(see top left graph in Fig. 2). Now, given S(2)zz (ρr) > u,
using the fact that dS
(q)
zz (|ψt〉)
dS
(2)
zz (|ψt〉)
> 0, it follows from Ref. [16]
that
S(q)zz (ρr) > S(q)zz (ψt0) ≡ v (10)
(see top right graph in Fig. 2).
In summary, by considering all values of r, we found
that for all two-qubit states ρr,
S(q˜)xx (ρr) = r ⇒ S(2)xx (ρr) 6 S(2)xx (ψt0) (11)
⇒ S(2)zz (ρr) > S(2)zz (ψt0) (12)
⇒ S(q)zz (ρr) 6 S(q)zz (ψt0) (13)
FIG. 2. These sketched plots depict the proof of Theo-
rem 2. Starting with the lower right picture, for fixed ρr with
S
(q˜)
xx (ρr) = r, we consider the state |ψt0〉 defined in Lemma 1,
with t0 such that also S(q˜)xx (ψt0) = r. The state |ψt0〉 has the
largest S(2)xx -entropy among all states ρ with S(q˜)xx (ρ) = r [16],
particularly including ρr (see lower left). From Lemma 1, it
follows that S(2)zz (ψt0) 6 S
(2)
zz (ρr) which is shown in the upper
left. This, in turn, implies that S(q)zz (ψt0) 6 S
(q)
zz (ρr) [16] (see
plot on the upper right). In summary, we have for any state
ρr that there exists a state |ψt0〉 with S(q˜)xx (ψt0) = S(q˜)xx (ρ) and
S
(q)
zz (ψt0) 6 S
(q)
zz (ρ). This proves that the boundary is real-
ized by the states |ψt〉, which is illustrated again in the lower
right.
(see also the lower right graph in Fig. 2), where |ψt0〉
is uniquely determined by S(q˜)xx (ψt0) = r. All bounds,
as well as the overall implication S(q˜)xx (ρr) = r ⇒
S
(q)
zz (ρr) 6 S(q)zz (ψt0) are tight since they are saturated
by the same state |ψt0〉. Thus, the lower boundary in
the (S(q˜)xx , S
(q)
zz )-plot is realized by the family of states
|ψt〉 = 1√3+t2 (t |00〉+ |01〉+ |10〉+ |11〉) where t > 1.
In the above proof, we used the q = q˜ = 2-case as an
anchor to derive the result for all q, q˜ > 2. The same
argument also holds if we would use any other anchor
case where the |ψt〉 are the optimal states. Numerical
evidence suggests that the conclusion is indeed valid for
any q, q˜ & 1.37. Furthermore, the result can also be
interpreted as a family of entropic uncertainty relations.
Corollary 3. For all two-qubit states ρ and q, q˜ > 2,
F [S(q˜)xx (ρ), S
(q)
zz (ρ)] ≡ S(q)zz (ρ)− S(q)zz (|ψt〉 [S(q˜)xx (ρ)])
= S(q)zz (ρ)−
1
q − 1
(
1− 3 + t
2q[S
(q˜)
xx (ρ)]
{3 + t2[S(q˜)xx (ρ)]}q
)
> 0. (14)
Here, |ψt〉 [S(q˜)xx (ρ)] and t[S(q˜)xx (ρ)] are the unique state
|ψt〉 and parameter t in dependence on S(q˜)xx (ρ), such that
S
(q˜)
xx (|ψt〉) = S(q˜)xx (ρ).
5FIG. 3. This plots shows entropy samples of local measure-
ments σx ⊗ σx and σz ⊗ σz for Rényi-2.5- and Rényi-∞-
entropies, respectively. Separable states are represented by
green vertical lines, while red horizontal lines indicate entan-
gled states. The lower boundary is given by the states |ψt〉
defined in Lemma 1.
For the example of q = q˜ = 2, we have
F [S(2)xx (ρ), S
(2)
zz (ρ)] = S
(2)
zz −
3QT 2 − T 4
3Q2
> 0, (15)
where
T =
√
9− 12S(2)xx , (16)
Q = 3 + T +
√
3
√
(1 + T )(3− T ). (17)
This bound is displayed in Fig. 1.
Note that this result is also valid for Rényi-α entropies
[17] with α, α˜ > 2 as Rényi-α and Tsallis-q entropies are
monotone functions of each other for α = q. Thus, the
change from the Tsallis- to the Rényi entropy induces
simply a rescaling of the axis in the (Sxx, Szz)-plot. An
example is given in Fig. 3 where α = 2.5 and α˜ =∞.
In contrast to any linear bounds, which are usually
considered [14], the uncertainty relations found here are
optimal. That means, for any entropic uncertainty rela-
tion defined in Corollary 3 and any S(q)zz , there exists a
state, namely the |ψt〉 with the given entropy, saturating
the corresponding bound.
B. Entropic bound for separable states
In this section, we determine the bound for separable
states. Theorem V.2 from Ref. [15], which shows that for
any state ρ there is a pure state |ψ〉 such that f1(ψ) 6
f1(ρ) and f2(ψ) 6 f2(ρ), cannot be applied to separable
states. This is because the boundary of the space of
separable states is determined by positivity as well as
separability conditions. While the former implies that
states on the boundary are of lower rank, the latter gives
a different constraint. However, this can still be used
to simplify the optimization process, as we prove in the
following:
Theorem 4. Let f1, f2 be two continuous concave func-
tions on the state space. Then, for every separable state
ρ, there exists a separable state ρ∗ of the form
ρ∗ = (1− p) |ab〉 〈ab|+ p |cd〉 〈cd| , (18)
where 0 6 p 6 1 and |ab〉 〈ab|, |cd〉 〈cd| are pure product
states, such that f1(ρ∗) 6 f1(ρ) and f2(ρ∗) 6 f2(ρ).
Proof. In the range of ρ, we consider some state σ on
the boundary of the space of separable states in this
subspace. Then, there is some antipode σH defined as
1
λ [ρ− (1− λ)σ] for the smallest λ such that this expres-
sion still describes a separable state. By this definition,
obviously, also σH lies on the boundary. Now, σ can be
converted continuously into σH by a curve t 7→ γ(t) on the
boundary where γ(0) = σ and γ(1) = σH, as long as the
boundary is connected (see Fig.4). Since the functions
are continuous, there must be some t∗ ∈ [0, 1] such that
f1[γ(t
∗)] = f1(ρ). At this point, either f2[γ(t∗)] 6 f2(ρ)
or it holds that f1[γH(t∗)] 6 f1(ρ) and f2[γH(t∗)] 6 f2(ρ)
since otherwise concavity implies the contradiction
fi(ρ) > [1− λ(t)]fi[γ(t)] + λ(t)fi[γH(t)] (19)
> [1− λ(t)]fi(ρ) + λ(t)fi(ρ) = fi(ρ) (20)
for i = 1 or i = 2. Thus, we find a state γ∗ with f1,2[γ∗] 6
f1,2(ρ). Compared to ρ, this boundary state γ∗ satisfies
at least one additional constraint of the form
γ∗ |φ0〉 = 0, Tr(γ∗W ) = 0, (21)
where |φ0〉 is an eigenstate of γ∗ and W is an entangle-
ment witness, because γ∗ lies at the positivity or separa-
bility boundary, respectively.
When we decompose γ∗ into pure product states
γ∗ =
∑
j pj |ajbj〉 〈ajbj |, every |ajbj〉 〈ajbj | satisfies
the constraints individually. This is because the
range of each of them has to be contained in the
range of γ∗. Furthermore, for product states it
holds that Tr(|ajbj〉 〈ajbj |W ) > 0 and since we
have 0 = Tr(γ∗W ) =
∑
j pj Tr(|ajbj〉 〈ajbj |W ), also
Tr(|ajbj〉 〈ajbj |W ) = 0.
Thus, we can apply this procedure repeatedly, consid-
ering only the state space defined by the already accu-
mulated constraints of the form given in Eq. (21). In the
end, we either have a pure product state ρ∗ or a one-
dimensional state space spanned by two pure product
states |ab〉 〈ab| and |cd〉 〈cd|, whose boundary is discon-
nected and hence, the scheme cannot be applied any-
more. This might indeed happen, as there are two-
dimensional subspaces of the two-qubit space with ex-
actly two product vectors in it [18]. Either way, for
6FIG. 4. This sketch shows the proof idea of Theorem 4, where
the left plot is based on Fig. 6 in Ref. [15]. Any separable
state ρ can be written as the mixture of two states on the
topological boundary of the space of separable states. These
two states can be converted into each other continuously. In
this process, we find a state γH(t) on the boundary such that
f1[γ
H(t)] 6 f1(ρ) and f2[γH(t)] 6 f2(ρ) for continuous concave
functionals f1 and f2.
any separable state ρ we find a state ρ∗ of the form
ρ∗ = (1−p) |ab〉 〈ab|+p |cd〉 〈cd| such that f1(ρ∗) 6 f1(ρ)
and f2(ρ∗) 6 f2(ρ).
In the case of local σx⊗σx and σz⊗σz measurements,
we can restrict the optimization further to real states |ab〉
and |cd〉.
Observation 5. For any separable state ρ, there is a
state ρ∗ = (1 − p) |ab〉 〈ab| + p |cd〉 〈cd| where 0 6 p 6 1
and |ab〉 and |cd〉 are pure and real product states such
that S(q˜)xx (ρ∗) 6 S(q˜)xx (ρ) and S(q)zz (ρ∗) 6 S(q)zz (ρ) for any
q, q˜ ∈ R.
Proof. Using Theorem 4, we immediately find a state σ =
(1 − p) |ab〉 〈ab| + p |cd〉 〈cd| such that S(q˜)xx (σ) 6 S(q˜)xx (ρ)
and S(q)zz (σ) 6 S(q)zz (ρ) for any q, q˜ ∈ R. However, the
states |ab〉 and |cd〉 might not be real.
A general one-qubit state can be written as |a〉 =
cos θ2 |0〉+ eiϕ sin θ2 |1〉 where 0 6 θ 6 pi and 0 6 ϕ < 2pi.
The corresponding probabilities for σx and σz measure-
ments are then given by
p0 = cos
2 θ
2
, p1 = sin2
θ
2
, (22)
p± =
1
2
± 1
2
sin θ cosϕ. (23)
Hence, by just varying ϕ, p0 and p1 remain unaffected,
while p+ = (1−α)Pmax +αPmin and p− = αPmax + (1−
α)Pmin, where Pmax = 12 +
1
2 sin θ and Pmax =
1
2 − 12 sin θ,
vary continuously with 0 6 α 6 1. Now, consider varying
the state |a〉 in such a way while leaving |b〉 and |cd〉
the same. Obviously, the probability distribution for the
σz⊗σz measurement on σ stays unchanged. The σx⊗σx
measurement, on the other hand, yields (1− α)~p1 + α~p2
for some probability distributions ~p1 and ~p2. Hence, the
optimization problem over α is an optimization over a
convex set of probabilities. As the entropies are concave
functions of probability distributions, the optimum can
be found at the boundary. Note that we only optimize
the S q˜xx while leaving Sqzz unchanged. Thus, |a〉 can be
chosen real and so can |b〉, |c〉 and |d〉.
Reducing the optimization to real states of rank at
most two, the lower number of parameters allows for ro-
bust numerical analysis. This suggests that for q, q˜ > 2,
the boundary is reached by real pure product states of
the form
|φq,q˜θ 〉 =
(
cos
θ
2
|0〉+ sin θ
2
|1〉
)⊗2
. (24)
For q = q˜ = 2, we obtain the (numerical) boundary for
separable states ρ as
S(2)zz (ρ) > −
9
4
+ 3
√
1− S(2)xx (ρ) + S(2)xx (ρ), (25)
which is shown in Fig. 1. In the case of Shannon entropy,
numerical analysis indicates that the boundary is realized
by the states
|φSθ 〉 = |0〉 ⊗
(
cos
θ
2
|0〉+ sin θ
2
|1〉
)
, (26)
|ψSθ 〉 =
(
cos
θ
2
|0〉+ sin θ
2
|1〉
)
⊗ |+〉 , (27)
which is also shown in Fig. 1.
C. Robustness
In the previous sections, we showed that the accessible
regions in the entropy plot (S(q)xx , S
(q˜)
zz ) are different for
general two-qubit states and separable states when q, q˜ >
2. Thus, these entropies provide a scrambling-invariant
method to detect entanglement. The accessible regions
for q = q˜ = 2 are shown in Fig. 1.
We investigate the robustness of this detection method
for different q = q˜ > 2. The robustness is quantified
by the amount of white noise that can be added to the
boundary states defined in Eq. (5) such that they are
still detectable. Numerical analysis indicates that inde-
pendent of q, the most robust states are those with S(q)xx =
S
(q)
zz , i.e. t = 3. For states ρλ,t = (1 − λ) |ψt〉 〈ψt| + λ14 ,
it also holds that S(q)xx (ρλ,t) = S
(q)
zz (ρλ,t) independent of
λ and hence, they enter the region of separable states
at the point of the symmetric real pure product state[
1√
1+s2
(s |0〉 + |1〉)]⊗2 where s = 1 +√2. The maximal
noise level λ is then determined by( (1− λ)t√
3 + t2
+
λ
4
)2q
+ 3
( (1− λ)√
3 + t2
+
λ
4
)2q
=
( s2
1 + s2
)2q
+ 2
( s
1 + s2
)2q
+
( 1
1 + s2
)2q (28)
which can be solved analytically for large q. In the limit
of q →∞, λ = 111 (10−
√
2−√12−√24) ≈ 0.020. Note
7that this is an upper bound on the robustness, since the
boundary of the region of separable states was only de-
termined numerically in the last section. However, even
this upper bound is rather small and the method is not
very robust. Finally, we see that the method is most
robust for large q, but the limit is reached very fast.
IV. SCRAMBLING-INVARIANT FAMILIES OF
ENTANGLEMENT WITNESSES
A powerful method of detecting entanglement in the
usual scenario are entanglement witnesses. An entan-
glement witness W is a hermitian operator with non-
negative expectation values for all separable states, and
a negative expectation value for some entangled state ρ
[7]. We say that W detects ρ, as 〈W 〉ρ < 0 proves that ρ
is entangled. In this section, we show how witnesses can
be used in the scrambled data scenario.
A. Scrambling-invariant witnesses
Inspired by the probability distributions of the states
defined in Eq. (5), we define a scrambling-invariant family
of entanglement witnesses. In the most general form,
with local measurements σx ⊗ σx, σy ⊗ σy, and σz ⊗ σz,
they are given by
W = 1+ α |x1x2〉 〈x1x2|
+ β |y1y2〉 〈y1y2|+ γ |z1z2〉 〈z1z2| , (29)
where |xj〉 ∈ {|+〉 , |−〉}, |yj〉 ∈ {|y+〉 , |y−〉}, and |zj〉 ∈
{|0〉 , |1〉} for j = 1, 2.
The key observation is that if for fixed α, β and γ
this yields an entanglement witness, then also every other
choice of xj , yj and zj results in an entanglement wit-
ness. This is because using only local unitary transfor-
mations and the partial transposition, the witnesses can
be transformed into each other. Consider for example
W = 1+α |+−〉 〈+−|+β |y+y+〉 〈y+y+|+γ |10〉 〈10|, and
the transformations UA = σx, and UB = 1. Then, U
†
A ⊗
U†BW
TAUA⊗UB = 1+α |+−〉 〈+−|+β |y+y+〉 〈y+y+|+
γ |00〉 〈00| and one can directly check that any other wit-
ness can also be reached.
Indeed, such mappings correspond to permutations of
the probabilities, as
〈W 〉 = 1 + αpx1x2 + βpy1y2 + γpz1z2 . (30)
So, for evaluating such a witness from scrambled data,
one can just choose the probabilities appropriately in or-
der to minimize the mean value of the witness.
As a remark, for α, β, γ < 0, the witnesses are addi-
tionally related to an entropic uncertainty relation for
min-entropy S∞(~p) = − log maxj pj since the smallest
expectation value of the corresponding family of entan-
glement witnesses can be written as
〈W 〉 = 1 + αe−S(∞)xx (ρ) + βe−S(∞)yy (ρ) + γe−S(∞)zz (ρ). (31)
FIG. 5. Optimized values for the parameters α and γ for
different β in entanglement witnesses of the form W =
1 + α |x1x2〉 〈x1x2| + β |y1y2〉 〈y1y2| + γ |z1z2〉 〈z1z2|. Here,
optimized means that for some separable state 〈W 〉 = 0.
B. Optimized witnesses
We want to find optimized α, β and γ such thatW is an
entanglement witness tangent to the space of separable
states, i.e., there exists a separable state with 〈W 〉 = 0.
In the following analysis, we restrict ourselves to only two
measurements and witnesses of the form
W = 1+ α |++〉 〈++|+ γ |00〉 〈00| . (32)
First of all, we need to ensure that 〈W 〉 > 0 for all
separable states. In order to obtain an optimal witness,
we further need to adjust α and γ such that for some
separable state 〈W 〉 = 0.
The optimal values for α and γ are found by optimizing
min
ρs
Tr(ρsW ) (33)
for all α and γ. Because of linearity, we only need to
consider general pure product states |ψA〉 ⊗ |ψB〉 where
|ψA/B〉 = cos
θA/B
2
|0〉+ eiφA/B sin θA/B
2
|1〉 (34)
with 0 6 θ 6 pi, 0 6 φ < 2pi. It turns out that for
γ
α > −3−2
√
2, the optimal state is given by φA = φB = 0
and θA = θB , while φA = φB = 0 and θA− 3pi4 = 3pi4 − θB
needs to be considered in the case of γα 6 −3− 2
√
2.
Finally, we have to ensure that there exist entangled
states with 〈W 〉 < 0. Since 〈W 〉 = 1 + αp++ + γp00 and
the probabilities are non-negative, either α or γ must
necessarily be negative. In that case, the eigenvector
of W corresponding to the smallest eigenvalue is indeed
8given by the entangled state |ψt〉 = 1√3+t2 (t, 1, 1, 1)T with
t = −(α− 2γ + 2
√
α2 − αγ + γ2)/α.
The resulting curve of optimal α and γ in the case of
β = 0 can thus be obtained analytically and is shown
in Fig. 5. More generally, for witnesses of the form in
Eq. (29) where β 6= 0, we find the optimal parameters
numerically.
V. NON-CONVEX STRUCTURE OF THE
NON-DETECTABLE STATE SPACE
For many methods of entanglement detection, it is cru-
cial that the set of separable states is convex. For in-
stance, the existence of a witness for any entangled state
ρ relies on this fact. This convexity is also present in
the case of restricted measurements, which are not to-
mographically complete. If there is a way to detect the
entanglement from a restricted set of measurements, it
can be done with an entanglement witness [19]. In this
section, we show that this is not the case when only
scrambled data is available.
In order to test whether there would in principle be
a method to detect the entanglement of a specific state
using only scrambled data from local measurements σx⊗
σx and σz⊗σz, we use the fact that the PPT criterion is
necessary and sufficient in the two-qubit case [20]. Thus,
we can formulate the problem as a family of semi-definite
programs (SDPs) [21]. We consider the problem
min
ρ
0
s.t.Tr ρ = 1,
ρ > 0,
ρTB > 0,
ρ realizes one of the (4!)2 permutations
of the given probability distribution
for measurements σx ⊗ σx and σz ⊗ σz.
(35)
This is a so called feasibility problem: If a ρ with the
desired properties exist, the output of the SDP is zero,
and ∞ otherwise. If this family of SDPs fails for all per-
mutations, then there is no separable state that realizes
the same scrambled data as the original state. Hence,
the entanglement of such a state is detected. Otherwise,
we call the state possibly separable.
In practice, without scrambled data, around 1.2% of
all random states according to the Hilbert-Schmidt mea-
sure can be shown to be entangled using only local mea-
surements σx ⊗ σx and σz ⊗ σz. In the case of scram-
bled data, we tested approximately 130, 000, 000 random
mixed states and found around 3000 detectable states
using the corresponding scrambled data. Note that for
the implementation it is possible to reduce the number
of permutations that need to be considered to just 18, as
local relabeling of the outcomes or the exchange of qubits
can be neglected.
FIG. 6. Projection of the set of possibly separable states
(blue line) for local measurements σx⊗σx and σz⊗σz, where
p++ = p00, p+− = p−+ = p01 = p10, and p−− = p11, onto
the coordinates (p++, p+−). Clearly, this set is non-convex.
The green dots and the red triangle correspond to an explicit
counterexample to the convexity, as explained in the main
text.
Out of these states, only six can be detected using the
scrambling-invariant entanglement witnesses and none
using the entropic uncertainty relations where q = q˜.
The reason for this poor performance is the non-convex
structure of the set of non-detectable states, as we discuss
now.
First, we note that the set of possibly separable states
is star-convex around the maximally mixed state 14 . This
can be seen as follows: If a state ρ is part of the set
of possibly separable states, there is a separable state σ
that realizes the same probability distribution as ρ up to
a permutation. Then, λσ+ (1− λ)14 is still separable for
0 6 λ 6 1 and realizes the same probability distribution
as λρ+ (1− λ)14 up to the same permutation as before.
This fact can be used to characterize the boundary of
the possibly-separable state space by starting with the
maximally mixed state and mixing it with detectable
states until the mixture becomes detectable. To illustrate
the non-convexity of this set, we assume first that it is
convex. Then, the intersection with any convex set, for
example the set of states with probabilities p++ = p00,
p+− = p−+ = p01 = p10, and p−− = p11, would again
form a convex set. Furthermore, the projection onto the
coordinates (p++, p+−) would be convex. This projec-
tion is shown in Fig. 6. Clearly, it is non-convex, and
hence, the initial assumption is incorrect. To make this
statement independent of numerical analysis, we provide
an explicit counterexample.
Observation 6. The set of possibly separable states for
local measurements σx ⊗ σx and σz ⊗ σz is non-convex.
The states ρ1 = 14
(
1⊗ 1− 710 (1⊗ σx + σx ⊗ 1
+1⊗ σz + σz ⊗ 1) + 12 (σx ⊗ σx + σz ⊗ σz + σx ⊗ σz
+σz ⊗ σx)) and ρ2 = |Φ+〉 〈Φ+| where |Φ+〉 =
1√
2
(|00〉 + |11〉) realize probability distributions cor-
responding to the left and right green dot in Fig. 6,
respectively. While ρ1 is separable, the product
9state |+〉 |0〉 realizes the same scrambled data as ρ2
and hence, ρ2 is possibly separable. Thus, they are
part of the possibly separable state space. How-
ever, the mixture ρ = 56ρ1 +
1
6ρ2, shown as a red
triangle in Fig. 6, is detectable. The scrambled
data of the corresponding probability distribution
p++ = p+− = p−+ = p00 = p01 = p10 = 548 and
p−− = p11 = 3348 cannot origin from a separable state.
The witnesses W = 1 ± σx ⊗ σx ± σz ⊗ σz certify the
entanglement for all permutations.
For general two-qubit states, the same procedure can
be applied. Indeed, mixing the 3000 random detectable
states with white noise such that they are barely com-
patible with scrambled data from separable states, can
be used to characterize the boundary of the set of pos-
sibly separable states. Mixing pairs of these states with
equal weights leads in some cases to detectable states,
also witnessing the non-convex structure.
VI. CONCLUSION
We have introduced the concept of scrambled data,
meaning that the assignment of probabilities to outcomes
of the measurements is lost. Clearly, this restriction lim-
its the possibilities of entanglement detection. Neverthe-
less, we have shown that using entropies and entangle-
ment witnesses one can still detect the entanglement in
some cases. These methods are limited, however, as the
set of states whose scrambled data can be realized by
separable states is generally not convex.
There are several directions in which our work may be
extended or generalized. First, one may consider more
general scenarios than the two-qubit situation considered
here, such as the case of three or more particles. Second,
it would be interesting to study our results on entropies
further, in order to derive systematically entropic un-
certainty relations for various entropies. Such entropic
uncertainty relations find natural applications in the se-
curity analysis of quantum key distribution and quan-
tum information theory. Finally, it would be intriguing
to connect our scenario to Bell inequalities. This could
help to relax assumptions on the data for non-locality
detection and device-independent quantum information
processing.
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