Abstract. We consider an abstract nonlinear multi-valued reaction-diffusion system with delay and, using some compactness arguments coupled with metric fixed point techniques, we prove some sufficient conditions for the existence of at least one C 0 -solution.
Introduction
The goal of this paper is to provide an existence result for C 0 -solutions to the following class of nonlinear delay differential reaction-diffusion systems with nonlocal initial conditions:
(1.1)                u ′ (t) ∈ Au(t) + F (t, u t , v t ), t ∈ R + , v ′ (t) ∈ Bv(t) + g(t), t ∈ R + , g(t) ∈ G(t, u t , v t ), t ∈ R + , u(t) = p(u, v)(t), t ∈ [ −τ, 0 ], v(t) = q(u, v)(t), t ∈ If X is a Banach space and a is a real fixed number, we denote by C b ([ a, +∞); X) the space of X-valued bounded and continuous functions on [ a, +∞), with the sup-norm · C b ([ a,+∞);X) = sup{ u(t) , t ∈ [ a, +∞)}.
The closed subset in C b ([ a, +∞); X) consisting of all elements u ∈ C b ([ a, +∞); X) satisfying u(t) ∈ D(A), for each t ∈ [ a, +∞), is In the present paper we prove an existence result for a class of nonlinear multi-valued reaction-diffusion system with delay and nonlocal initial conditions. For other results concerning reaction-diffusion systems we mention: Burlicȃ [5] , Burlicȃ and Roşu [6] , [7] , Díaz and Vrabie [12] , Necula and Vrabie [17] , Roşu [19] , [20] and the references therein. For (nondelayed) evolution equations subjected to nonlocal initial conditions see Paicu and Vrabie [18] and the references therein. For delay evolution equations with nonlocal initial data see Burlicȃ and Roşu [8] and Vrabie [22] , [23] and [25] . The single valued system was considered by Burlicȃ, Roşu and Vrabie [10] . Our paper is inspired from Burlicȃ, Roşu and Vrabie [10] and based on the result of Burlicȃ and Roşu [8] and Vrabie [23] and our main Theorem is adapted to the abstract multi-valued reaction-diffusion systems.
The paper is divided into 5 sections. In Section 2 we recall some useful results throughout the paper. In Section 3 we formulate the main result, i.e. Theorem 3.1. In Section 4 we give some auxiliary lemmas and we prove the main result. In the last Section 5 we give an example referring to the some nonlinear reaction-diffusion system with delay, subjected to nonlocal initial conditions: one of the unknown function is subjected to a periodic condition and the other one to a mean condition.
Preliminaries
We recall some basic concepts and results concerning m-dissipative operators and nonlinear evolution equations in Banach spaces. For other definitions, results and details regarding these topics, we refer the reader to Barbu [3] and Vrabie [21] . For more details concerning functional differential equations with delay we refer to Hale [16] .
Let X be a Banach space with norm · . An operator A :
for each x, y ∈ X. We remark that |[x, y] + | ≤ y for each x, y ∈ X. For other properties of the mapping (x, y) → [x, y] + , see Barbu [3, Proposition 3.7, p. 100].
The operator A : D(A) ⊆ X X is called m-dissipative if it is dissipative and the range of I − λA is R(I − λA) = X, for each λ > 0.
We consider the evolution equation
where
for each x ∈ D(A), y ∈ Ax and a ≤ s ≤ t ≤ b.
Theorem 2.1. Let ω > 0 and let A : D(A) ⊆ X X be an mdissipative operator such that A+ωI is dissipative. Then, for each ξ ∈ D(A) and f ∈ L 1 (a, b ; X), there exists a unique C 0 -solution of (2.1) on [ a, b ] which satisfies u(a) = ξ. If f, g ∈ L 1 (a, b ; X) and u, v are two C 0 -solutions of (2.1) corresponding to f and g respectively, then :
In particular, if x ∈ D(A) and y ∈ Ax, we have
, of the problem (2.1) which satisfies the initial condition u(τ ) = ξ. The semigroup generated by A on D(A) is denoted by {S(t) : D(A) → D(A), t ≥ 0} and is defined by S(t)ξ = u(t, 0, ξ, 0) for each ξ ∈ D(A) and t ≥ 0. We say that the operator A generates a compact semigroup if, for each t > 0, the operator S(t) is a compact one. 
X be m-dissipative operator which generates a compact semigroup. Let B ⊆ D(A) be bounded and let F be uniformly integrable in L 1 (a, b; X). Then, for each c ∈ (a, b), the C 0 -solutions set {u(·, a, ξ, f ) ; ξ ∈ B, f ∈ F} is relatively compact in C([ c, b ]; X). If, in addition, B is relatively compact in X, then the C 0 -solutions set is relatively compact even in C([ a, b ]; X). Theorem 2.3. Let K be a nonempty, convex and compact set in a separated locally convex space and let Q : K K be a nonempty, closed and convex valued multi-function with closed graph. Then Q has at least one fixed point, i.e. there exists f ∈ K such that f ∈ Q(f ).
The main result
which generates a locally convex and separated topology. This space will be denoted by
We also denote by L 1 (0, +∞; Y ) the space L 1 loc (0, +∞; Y ) endowed with the family of semi-norms
This space is also locally convex and separated. Moreover, the convergence in L 1 (0, +∞; Y ) is nothing but the weak convergence in
In the sequel we need the next hypotheses:
, 0 ∈ B0 and there exists γ > 0 such that B + γI is dissipative ;
(B 2 ) B generates a compact semigroup ;
(B 3 ) B is of complete continuous type ;
) → X is continuous and satisfies:
(F 1 ) there exists ℓ > 0 such that
) Y has nonempty, convex and weakly compact values and it is stronglyweakly u.s.c. ;
(G 1 ) with ℓ > 0 and m > 0 given by (F 1 ) and (F 2 ), we have
(H c ) the constants ℓ > 0, ω > 0 and γ > 0 satisfy the nonresonance condition ℓ < ωγ ω + γ ;
; D(A)) and satisfies:
) and satisfies:
Our main result is:
Proof of Theorem 3.1
Let ε > 0, let (f, g) ∈ C b ([ 0, +∞ ); X)×L ∞ (0, +∞; Y ) and let us consider the system (4.1)
If, in addition, f ∞ ≤ m and g ∞ ≤ m, then we have
For the proof, see Burlicȃ, Roşu and Vrabie [10, Lemma 5.1].
Idea of the proof of Theorem 3.1. Let us consider the approximate problem
as well as the following two auxiliary systems
and
where ε ∈ (0, 1) is arbitrary fixed. We will use a fixed point device described below. Now we define the multifunction Finally, we consider a family {(u ε , v ε ); ε ∈ (0, 1)} of C 0 -solutions for the problem (4.3) and we show that we can pick up a sequence ((u εn , v εn ) 
We begin by showing that we can suitably define a nonempty, convex and compact set K ε in the product space C b ([ −τ, +∞); X)× L ∞ (0, +∞; Y ) such that Γ ε maps K ε into itself and has sequentially closed graph with respect to the strong topology on C b ([ −τ, +∞); X) and the locally convex topology on L 1 (0, +∞; Y ).
We will do this with the help of the next lemmas.
and (H c ) be satisfied, and let
.
the pair ( u, v), where v is the unique C 0 -solution of (4.4) and u the unique C 0 -solution of (4.5), satisfies
and (4.10)
for each t ∈ [ 0, +∞). The lemma below is a continuity with respect to the data result and it was proved by Burlicȃ, Roşu and Vrabie [9] .
; D(A)) → X; n ∈ N} be a family of continuous functions satisfying :
for each n ∈ N, each t ∈ [ 0, +∞) and x, y ∈ C([ −τ, 0 ]; D(A)) ; (h 2 ) there exists m > 0 such that F n (t, 0) ≤ m for each n ∈ N and each t ∈ [ 0, +∞) ;
; D(A)); n ∈ N} be a family of functions satisfying :
Let us assume further that A satisfies (H A ) and ℓ < ω holds true. Let (u n ) n be the sequence of C 0 -solutions of the problem 
, where u is the C 0 -solution of the limiting problem
Lemma 4.4. Let us suppose that the hypotheses (H
and (H c ) are satisfied, and let r > 0 be given by (4.7). Let ρ = r/ω and K ε := K ρ × K r , where K ρ is the closed ball with center 0 and radius ρ in C b ([ −τ, +∞); X) and K r is the closed ball with center 0 and radius r in L ∞ (0, +∞; Y ) multiplied by χ [0,1/ε] . Then the operator Γ ε defined by (4.6) maps K ε into itself and Γ ε has sequentially closed graph with respect to the norm topology on C b ([ −τ, +∞); X) and the locally convex topology on L 1 (0, +∞; Y ).
Proof. The operator
is defined by
and u is the unique C 0 -solution of the problem (4.5) where v is the unique C 0 -solution of the problem (4.4). If (u, g) ∈ K ε , from Lemma 4.2 we deduce that the pair (
An appeal to (G 1 ) shows that Γ ε maps K ε into itself. To prove that Γ ε has sequentially closed graph with respect to the norm topology on C b ([ −τ, +∞); X) and the locally convex topology on L 1 (0, +∞; Y ), let ((u n , g n )) n be an arbitrary sequence in K ε and ( u n , g n ) ∈ Γ ε (u n , g n ) for each n ∈ N. That means there exists v n ∈ C b ([ −τ, ∞); D(B)), the unique C 0 -solution for the problem (4.14)
,
, the unique C 0 -solution for the problem
for n ∈ N. By the definition of Γ ε , g n ∈ L 1 (0, +∞; Y ) and g n (t) ∈ G ε (t, u nt , v nt ) a.e. for t ∈ [ 0, +∞) and for each n ∈ N. We suppose that
Reasoning as in Burlicȃ, Roşu and Vrabie [10, Lemma 5.3] , the set { v n ; n ∈ N} is relatively compact in C b ([ −τ, +∞); Y ). Indeed, from (4.13), we get v n (0) ≤ v n C b ([ −τ,+∞);Y ) ≤ r γ for each n ∈ N and, by Remark 2.1, the set {g n ; n ∈ N } is uniformly integrable, so we are in the hypotheses of Theorem 2.2, wherefrom we obtain that { v n ; n ∈ N} is relatively compact in C([ δ, k ]; Y ) for k = 1, 2, . . . and δ ∈ (0, k). Since {u n ; n ∈ N} is bounded in C b ([ −τ, +∞); X) and, from (q 3 ), { v n (0); n ∈ N} is relatively compact in Y, we can apply the second part of Theorem 2.2, wherefrom { v n ; n ∈ N} is relatively compact in
That means that there exists v ∈ C b ([ −τ, +∞); Y ) such that on a subsequence of ( v n ) n -denoted for simplicity by ( v n ) n -, we have (4.18) lim
. In fact, we can prove a stronger condition, i.e. the convergence in C b ([ −τ, +∞); Y ). Since g n ∈ K r which is weakly closed in L 1 (0, +∞; Y ) and lim n g n = g weakly in L 1 (0, +∞; Y ), we deduce that g ∈ K r . From this relation combined with (4.18) and with the fact that B is of complete continuous type, we obtain that v is C 0 -solution of the problem v ′ (t) ∈ B v(t)+g(t), t ∈ [ 0, +∞). Next, we fix k ε ∈ N, with k ε ≥ 1 + 1/ε and an arbitrary constant α > 0. The sequence ( v n ) n is convergent to v on [ 0, k ε ], so there exists n ε (α) ∈ N such that v n (t) − v(t) ≤ α for n ∈ N, n ≥ n ε (α) and t ∈ [ 0, k ε ].
For a.e. s ∈ [ k ε , t ], g n (s) − g(s) = 0 and, using (2.2), we deduce
for n ≥ n ε (α) and t ≥ k ε . From this inequality and taken into account (4.16), we obtain that
Since for each n ∈ N, u n is the C 0 -solution of the problem (4.15) and, by (F 1 ), (p 1 ) and (p 2 ), the functions F n (t, ·) := F (t, ·, v nt ) and p n (·) := (1 − ε)p(·, v n ) for n ∈ N and t ∈ [ 0, +∞), satisfy Lemma 4.3, we deduce that the limit function u = lim n u n is the unique C 0 -solution of the problem
Finally, let us prove that g(t) ∈ G ε (t, u t , v t ) a.e. t ∈ [ 0, ∞ ). We have g n (t) ∈ G ε (t, u nt , v nt ) a.e. t ∈ [ 0, k ] and G ε is strongly-weakly u.s.c., 
.. and thus a.e. t ∈ [ 0, ∞ ).
Lemma 4.5. Let us suppose that the hypotheses (H
Proof. We begin by proving that the set Γ ε (K ε ) is relatively compact in the product space
and u n is the unique C 0 -solution of the problem
for each n ∈ N. Since {g n ; n ∈ N } is bounded in L ∞ (0, +∞; Y ) we deduce that there exits g ∈ L ∞ (0, +∞; Y ) such that on a subsequence at least, we have lim n g n = g weakly in L 1 ( 0, ∞; Y ). Reasoning as in Lemma 4.4, we deduce that there exists v ∈ C b ([ −τ, +∞); Y ) and a sub-subsequence of ( v n ) n -denoted for simplicity again by ( v n ) n -, such that lim
with v as above. Reasoning as in Lemma 4.4, we deduce that on a subsequence at least, we have lim n u n = u in C b ([ −τ, +∞); X). Since g n (t) ∈ G ε (t, u nt , v nt ) a. e. for t ∈ [ 0, +∞) and for each n ∈ N, by (G 1 ), we deduce that, at least on a subsequence-denoted for simplicity by ( g n ) n -, we have (4.22) lim
Furthermore, because the set K r is weakly closed in L 1 (0, +∞; Y ) we deduce that g ∈ K r . Let us observe that we have
a.e. t ∈ [ 0, ∞ ). Indeed, let us remind that g n (t) ∈ G ε (t, u nt , v nt ) a.e. t ∈ [ 0, k ], G ε is strongly-weakly u.s.c., 
. Now, we prove Theorem 3.1.
Proof. Let ε ∈ (0, 1) be arbitrary but fixed and let K ε = conv Γ ε (K ε ). By Lemma 4.5, it follows that the operator Γ ε : K ε K ε has convex and compact values. Moreover, by Lemma 4.4, the graph of Γ ε is sequentially closed. Since, in a Banach space, the weak closure of a weakly relatively compact set coincides with its weak sequential closure -see Edwards [14, Theorem 8.12.1, p. 549] -, using a standard diagonal process, we deduce that the graph of Γ ε is even closed in
From Theorem 2.3, we deduce that Γ ε has at least on fixed point (u ε , g ε ).
Clearly this means that the approximate problem (4.3) has at least one solution (u ε , v ε ). For each ε ∈ (0, 1), fix such a solution and consider the set {(u ε , v ε ); ε ∈ (0, 1)}. At this point, reasoning as in the proof of Burlicȃ, Roşu and Vrabie [10, Theorem 3.1], we deduce that the set {(u ε , v ε ); ε ∈ (0, 1)} is relatively compact in , +∞) ; Y ). Indeed, let ε n ↓ 0 and let ((u n , v n )) n be a sequence of solutions for
Arguing as in Lemma 4.5, we deduce that the set {g n ; n ∈ N} is weakly relatively compact in L 1 (0, k; Y ), for k = 1, 2, . . . and the set {v n ; n ∈ N} is relatively compact in C b ([ −τ, +∞); Y ). So, at least on a subsequence, we have both lim n g n = g weakly in
; Y ) and the function v satisfies v ′ (t) ∈ Bv(t) + g(t) for each t ∈ [ 0, +∞). Using (H F ), (p 1 ), (p 2 ) and the continuity property of p we deduce that we can apply Theorem 4.3, C b -continuity part, with F n (t, ·) := F (t, ·, v nt ) and p n (·) := (1 − ε)p(·, v n ) for n ∈ N and t ∈ [ 0, +∞). So, at least on a subsequence, we have lim
Since G is strongly-weakly u.s.c. and
Finally, from the continuity property of q we get v(t) = q(u, v)(t) for each t ∈ [ −τ, 0 ] and this completes the proof.
An example
Let Ω be a nonempty, bounded domain in 
, two given functions such that g 1 is l.s.c, g 2 is u.s.c and
; L 1 (Ω)) and a.e. x ∈ Ω. Let a > 0, let µ be a positive σ-finite and complete measure on the class of Borel measurable sets in [ a, +∞), k ∈ L 1 (a, +∞; µ, R) be a nonnegative function with k L 1 (a,+∞;µ,R) ≤ 1 and let W : C([ −τ, 0 ]; L 1 (Ω)) → R + be nonexpansive with W (0) = 0. We consider the following system:
is defined by G(t, u, v) := { h ∈ L 1 (Ω); g 1 (t, u, v)(x) ≤ h(x) ≤ g 2 (t, u, v)(x), a.e. x ∈ Ω }.
If θ : D(θ) ⊆ R R is monotone with 0 ∈ θ(0) and u : Ω → D(θ), we denote by S θ (u) = {v ∈ L 1 (Ω); v(x) ∈ θ(u(x)), a.e. for x ∈ Ω}.
The first part of the result below was proved by Brezis and Strauss [4] while the second was proved by Badii, Díaz and Tesei [1] . For a sufficient condition in order that the semigroup generated by ∆θ maps weakly compact sets in L 1 (Ω) into compact sets in L 1 (Ω) for t > 0, see Díaz and Vrabie [11] .
Before proceeding to the statement of the main result of this section, let us define the multifunction
by G(t, u, v)(x) := [ g 1 (t, u, v)(x), g 2 (t, u, v)(x) ], for each t ∈ R + , x ∈ Ω and u, v ∈ C([ −τ, 0 ]; L 1 (Ω)). 
