Игровая задача преследования двумя догоняющими одного убегающего: зависимость решения от параметров by Ганебный, С.А. et al.
Известия Института математики и информатики УдГУ. 2012. Вып. 1 (39)
УДК 517.977.8
c© С.А. Ганебный, С.С. Кумков, С. Ле Менек, В. С. Пацко
ИГРОВАЯ ЗАДАЧА ПРЕСЛЕДОВАНИЯ ДВУМЯ ДОГОНЯЮЩИМИ
ОДНОГО УБЕГАЮЩЕГО: ЗАВИСИМОСТЬ РЕШЕНИЯ ОТ ПАРАМЕТРОВ1
Изучается модельная линейная дифференциальная игра с двумя догоняющими и одним убегающим. Приводят-
ся результаты численного исследования структуры множеств уровня функции цены.
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Введение
Опишем содержательную задачу, разумное упрощение которой приводит к рассматривае-
мой в работе модельной дифференциальной игре. Предположим, что два догоняющих объекта
атакуют на встречных курсах убегающий объект. Например, это могут быть ракеты или само-
леты, движущиеся в горизонтальной плоскости. Номинальное движение первого догоняющего
подбирается по номинальному движению убегающего так, что в некоторый момент T1 происхо-
дит их точная встреча. Аналогично подбирается номинальное движение второго догоняющего
(встреча в момент T2). Однако реальные начальные положения объектов отличны от номиналь-
ных. Кроме того, убегающий объект, используя свое управление, может изменять траекторию
движения по сравнению с номинальной (но не принципиально, без каких-либо разворотов).
Корректирующие координированные усилия догоняющих вырабатываются поэтому в процессе
движения по принципу обратной связи так, чтобы минимизировать результирующий промах,
определяемый как минимум из отклонений (по абсолютной величине) в моменты T1 и T2 со-
ответственно первого и второго догоняющего от убегающего. Переход от исходной нелинейной
динамики к динамике, линеаризованной вдоль номинальных движения, дает [1, 2] изучаемую
задачу.
К настоящему времени имеется большое число публикаций, посвященных дифференциаль-
ным играм, в которых одна группа объектов преследует другую группу (для задач с линейной
динамикой см., например, [3–7]). В рассматриваемой задаче два догоняющих и один убегающий.
Таким образом, с точки зрения количества участвующих объектов, задача является простей-
шей. С другой стороны, при строгом математическом исследовании задач «группа преследо-
вателей — группа убегающих», как правило, накладываются весьма сильные предположения
на динамику объектов, размерность фазового вектора и условия окончания. Такие предполо-
жения в исследуемой задаче не являются выполненными. Решение задачи может представить
интерес для теории дифференциальных игр «группа на группу».
§ 1. Постановка задачи
В работе исследуется модельная дифференциальная игра с двумя догоняющими и одним
убегающим. Три инерционных объекта передвигаются по прямой. Описание динамики для
преследователей P1 и P2 и убегающего E:
z¨P1 = aP1 , z¨P2 = aP2, z¨E = aE,
a˙P1 = (u1 − aP1)/lP1 , a˙P2 = (u2 − aP2)/lP2 , a˙E = (v − aE)/lE ,
|u1| 6 µ1, |u2| 6 µ2, |v| 6 ν,
aP1(t0) = 0, aP2(t0) = 0, aE(t0) = 0.
(1)
Здесь zP1 , zP2 , zE — геометрические положения объектов, aP1 , aP2 , aE — ускорения, вызванные
управлениями u1, u2, v. Скорость отработки управляющих воздействий задается константами
lP1 , lP2 , lE (постоянные времени).
1Работа выполнена в рамках программы фундаментальных исследований Президиума РАН «Динамические
системы и теория управления», при финансовой поддержке УрО РАН (проект 12–П–1–1002), а также при
поддержке РФФИ (гранты №№ 10–01–96006-урал-а, 11–01–12088-офи-м).
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Зафиксируем моменты T1 и T2. В момент T1 подсчитывается промах первого преследователя






Условимся, что преследователи действуют координированно. Это означает, что мы можем
объединить их в одного игрока P (назовем его первым), который распоряжается векторным







В каждый момент t игроки точно знают все фазовые координаты zP1 , z˙P1 , aP1 , zP2 , z˙P2 ,
aP2 , zE , z˙E , aE . Первый игрок, строя свое управление по принципу обратной связи, старается
минимизировать промах ϕ, второй максимизирует промах.
Соотношения (1), (2) задают стандартную антагонистическую дифференциальную игру [8].
Требуется найти функцию цены и построить оптимальные (или квазиоптимальные) стратегии
игроков.
§ 2. Переход к эквивалентной двумерной дифференциальной игре
Сначала перейдем к разностным геометрическим координатам
y1 = zE − zP1 , y2 = zE − zP2 (3)
в динамике (1) и функции платы (2). В результате получим
y¨1 = aE − aP1 , y¨2 = aE − aP2,
a˙P1 = (u1 − aP1)/lP1 , a˙P2 = (u2 − aP2)/lP2 ,
a˙E = (v − aE)/lP1 , |u2| 6 µ2,
|u1| 6 µ1, |v| 6 ν, ϕ = min{|y1(T1)|, |y2(T2)|}.
(4)
Фазовыми переменными системы (4) являются величины y1, y˙1, aP1 , y2, y˙2, aP2 , aE ; u1 и
u2 — компоненты управления первого игрока; v — управление второго игрока. Функция платы
ϕ зависит от координаты y1 в момент T1 и от координаты y2 в момент T2. С общей точки зрения
(существование функции цены, позиционный тип оптимальных стратегий) игра (4) является
частным случаем дифференциальных игр с позиционным функционалом [9].
Один из стандартных подходов к изучению дифференциальных игр с фиксированным мо-
ментом окончания и функцией платы, зависящей от части фазовых переменных в момент
окончания, — переход к новым фазовым координатам (см., например, [8]), которые имеют
смысл значений целевых компонент исходного фазового вектора, спрогнозированных на мо-
мент окончания при нулевых управлениях игроков. В западной литературе эти координаты
часто называют ZEM, zero eﬀort miss [1, 2]. В нашем случае имеются два момента T1 и T2, но
координаты, вычисляемые в эти моменты, независимы. Действительно, в момент T1 нужно при-
нимать во внимание только y1(T1), а в момент T2 — только y2(T2). Это позволяет применить
указанный подход при решении дифференциальной игры (4). При этом переходим к новым
фазовым координатам x1 и x2, где x1(t) есть значение y1, спрогнозированное на момент T1,
а x2(t) — значение y2, спрогнозированное на момент T2.
Прогнозные значения находятся по формуле





Eh(τi/lE), i = 1, 2. (5)
Здесь xi, yi, y˙i, aPi и aE зависят от t; τi = Ti − t. Функция h описывается соотношением
h(α) = e−α + α− 1.
Отметим, что значения τ1 и τ2 связаны друг с другом: τ1 − τ2 = const = T1 − T2. Важно,
что xi(Ti) = yi(Ti). Пусть X(t, z) — двумерный вектор, составленный из переменных x1, x2,
определяемых формулами (3), (5).
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Динамика в новых координатах x1, x2 записывается следующим образом [2]:
x˙1 = −lP1h(τ1/lP1)u1 + lEh(τ1/lE)v,
x˙2 = −lP2h(τ2/lP2)u2 + lEh(τ2/lE)v,







Первый игрок распоряжается управлениями u1, u2 и минимизирует плату ϕ; второй обла-
дает управлением v и максимизирует ϕ. Используя систему (6), будем подразумевать, что если









Дифференциальная игра (6) эквивалентна игре (1), (2).
Отметим, что управление u1 (u2) влияет только на горизонтальную (вертикальную) компо-
ненту x˙1 (x˙2) вектора скорости x˙ = (x˙1, x˙2)
T. Когда T1 = T2, второе слагаемое в динамике (6)
одинаково для x˙1 и x˙2.
Пусть V(t, z) — значение функции цены игры (1), (2) в позиции (t, z) и V (t, x) — значение
функции цены игры (6) в позиции (t, x), x = (x1, x2)
T. Имеем





Соотношение (7) дает возможность найти функцию цены исходной игры (1), (2), используя
функцию цены игры (6). Преобразование (t, z) 7→ x = X(t, z) позволяет также пересчитать
управления обратной связи игроков в игре (6), которые есть функции от (t, x), в соответ-
ствующие управления в игре (1), (2), зависящие от (t, z).
Для любого c > 0 множество уровня
Wc =
{
(t, x) : V (t, x) 6 c
}
функции цены игры (6) может рассматриваться как множество разрешимости этой игры с
результатом не более c. По терминологии книги [8] множество Wc представляет собой мак-








(t, x) : t = T2, |x2| 6 c
}
.
Пусть Wc(t) = {x : (t, x) ∈Wc} — сечение по времени (t-сечение) множества Wc в момент t.
Построение сечений Wc(t) проводим численно с использованием попятной процедуры.
Говоря о соотношении динамических возможностей каждого из преследователей P1 и P2 по
сравнению с убегающим E, введем параметры ηi = µi/νi и εi = lE/lPi , i = 1, 2, определяющие
характер множеств разрешимости в индивидуальных играх P1 против E и P2 против E [1].
Опираясь на эти параметры, можно классифицировать варианты типичной структуры реше-
ния задачи («сильные» преследователи: ηi, ηiεi > 1; «слабые» преследователи: ηi, ηiεi < 1;
преимущество преследователей, переменное во времени: ηi < 1, ηiεi > 1 или ηi > 1, ηiεi < 1).
В докладе приводятся результаты численного построения множеств уровня функции цены
и оптимальных движений для различных вариантов параметров задачи. Ниже рассмотрим
случая слабых преследователей.
§ 3. Случай слабых преследователей
Выберем следующие параметры игры:
µ1 = 0.9, µ2 = 0.8, ν = 1, lP1 = lP2 = 1/0.7, lE = 1, T1 = 9, T2 = 7.








∣ 6 2.0. Сечения по време-
ни W2.0(t) соответствующего максимального стабильного моста показаны на рис. 1. Верхний-
левый рисунок соответствует моменту T1, когда первый игрок прекращает преследование. Сле-
дующий рисунок показывает картину для момента T2, когда второй игрок завершает пресле-
дование. В этот момент добавляется горизонтальная полоса, которая чуть шире, чем верти-
кальная, которая сжалась за прошедший промежуток обратного времени. Затем стабильный
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Рис. 1. Два слабых преследователя: t-сечения максимального стабильного моста W2.0
Рис. 2. Два слабых преследователя: множества уровня функции цены, t = 2
мост сжимается как в вертикальном, так и в горизонтальном направлениях, и появляются два
криволинейных треугольника (см. верхнюю-правую картинку). Нижняя-левая картинка пока-
зывает сечение, когда исчезает вертикальная полоса, а следующая картинка — когда пропадает
горизонтальная полоса. В этот момент сечение теряет связность и распадается на две части,
симметричные относительно начала координат. Далее эти части продолжают сжиматься, как
это можно видеть на нижней-правой картинке, и в конце концов пропадают.




нескольких максимальных стабильных мостов показан
на рис. 2 в момент t = 2 (τ1 = 7, τ2 = 5). Множество Wc в пространстве t, x1, x2 для c = 2.0
приведено на рис. 3. При развитии сечений W2.0(t) по t они меняют свою структуру в неко-
торые моменты времени. Такие места показаны пропуском одного сечения в ограничивающей
поверхности.
На рис. 4 представлены траектории объектов, когда преследователи P1, P2 и убегающий E
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Рис. 3. Трехмерный вид максимального стабильного моста W2.0
движутся на плоскости исходного геометрического пространства. Относительно скоростей объ-
ектов делаются следующие предположения. В начальный момент t0 скорости всех объектов па-
раллельны горизонтальной оси. Их величины существенно превосходят возможные изменения
боковых компонент скоростей. Продольные компоненты постоянны во времени и таковы, что
расхождение по горизонтали объектов P1, E происходит в момент T1 = 9, а объектов P2, E —
в момент T2 = 7. Динамика боковых движений описывается соотношениями (1); результиру-
ющий промах задается формулой (2). Начальные положения в момент t0 = 2 выбраны в виде
z0P1 = −12, z
0
P2
= 12, z0E = 0.
Траектории на рис. 4 слева были построены для оптимальных управлений всех объектов.
В начале преследования убегающий сближается по вертикали с первым (нижним) преследова-
телем. Это делается для того, чтобы увеличить промах со вторым (верхним) преследователем
в момент T2. Дальнейшее сближение неразумно, и убегающий переключает свое управление,
чтобы увеличить промах с первым преследователем в момент T1.
Рис. 4 в центре дает вид траекторий, когда преследователи по-прежнему используют опти-
мальные управления обратной связи. Однако теперь убегающий применяет постоянное управ-
ление v ≡ ν, уклоняясь от P1 и игнорируя P2. На рис. 4 справа показана ситуация, когда
убегающий, наоборот, держит управление v ≡ −ν, уклоняясь от P2 и игнорируя P1. В двух
Рис. 4. Два слабых преследователя, траектории объектов в исходном геометрическом пространстве при
оптимальном поведении догоняющих: слева — оптимальное управление второго игрока, в центре —
постоянное управление второго игрока v = +ν, справа — постоянное управление второго игрока v = −ν
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последних случаях плата меньше, чем в первом, когда убегающий использовал оптимальное
управление. При v = +ν уменьшается промах со вторым преследователем в момент T2; если
же v = −ν, то уменьшается промах с первым преследователем в момент T1.
При построении оптимальных управлений обратной связи первого и второго игроков про-
водилась обработка множеств уровня функции цены на некоторой достаточно мелкой сетке
по t и по c. В результате для всех t из взятой сетки моментов времени для каждого управляю-
щего воздействия получили линии переключения, разбивающие плоскость переменных x1, x2
на части, в каждой из которых соответствующее управление постоянно и принимает одно из
крайних значений. Для внутренних точек любой такой части рассматриваемое управляющее
воздействие первого (второго) игрока минимизирует (максимизирует) функцию цены. Приме-
няемый способ управления при помощи линий переключения весьма удобен для практической
реализации, но требует аккуратного теоретического обоснования.
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