Abstract. We study two-stage stochastic mixed integer programs (TSS-MIPs) with integer variables in the second stage. We show that under suitable conditions, the second stage MIPs can be convexified by adding parametric cuts a priori. As special cases, we extend the results of Miller and Wolsey (Math Program 98 (1): [73][74][75][76][77][78][79][80][81][82][83][84][85][86][87][88] 2003) to TSS-MIPs. Furthermore, we consider second stage programs that are generalizations of the well-known mixing (and continuous mixing) set, or certain piecewise-linear convex objective integer programs. These results allow us to relax the integrality restrictions on the second stage integer variables without effecting the integrality of the optimal solution of the TSS-MIP. We also use four variants of the two-stage stochastic capacitated lot-sizing problems as test problems for computational experiments, and present tight second-stage formulations for these problems. Our computational results show that adding parametric inequalities that a priori convexify the second stage formulation significantly reduces the total solution time taken to solve these problems.
Introduction
We consider two-stage stochastic mixed integer programs (TSS-MIPs) with integer variables in the second stage which are defined as follows:
where ξ is observed with probability p ω for a scenario ω from a finite sample space Ω, and
s.t. W ω y ω ≥ r ω − T ω x (3)
Here, c ∈ R p , A ∈ R m 1 ×p , b ∈ R m 1 , and for each ω ∈ Ω, g ω ∈ R q , recourse matrix W ω ∈ R m 2 ×q , technology matrix T ω ∈ R m 2 ×p , and r ω ∈ R m 2 . The formulation in (2)-(4) and the function Q ω (x) are referred to as the second-stage subproblem and recourse function, respectively. We assume that (A1) T ω ∈ Z m 2 ×p for all ω ∈ Ω, (A2) X := {x : Ax ≥ b, x ∈ Z p } is non-empty, (A3) K ω (x) := {y ω : (3)-(4) hold} is non-empty for all ω ∈ Ω and x ∈ X (relatively complete recourse), (A4) Q ω (x) > −∞ for all ω ∈ Ω and x ∈ X.
In this paper, we provide conditions under which the integrality constraints on the second stage integer variables of the TSS-MIP can be relaxed by adding parametric inequalities a priori and without effecting the integrality of the optimal solution of the problem. We explore the effectiveness of second stage convexification approach in solving general TSS-MIPs. Specifically, we consider structured mixed integer sets and convex objective integer programs in the second stage of TSSMIPs, and convexify them in certain situations by using additional constraints and variables. In addition, we showcase a strategy to tighten the second stage program for TSS-MIPs.
Literature review on TSS-MIPs
Readers are referred to [7] for general introduction on stochastic programming. In the literature on TSS-MIPs, algorithms have been developed for TSS-MIPs with second stage having pure integer programs [1, 15, 27] , or mixed binary programs [10, 11, 18, 23, 29, 31] , or mixed integer programs [29, 30, 32] . For a comprehensive survey on TSS-MIPs, we refer the reader to [19, 26, 28, 17] . In [31] , a modified Benders' decomposition algorithm [6] is provided to solve mixed integer programs in Benders' form, i.e. TSS-MIP with |Ω| = 1, and having only binary variables in the first stage and mixed binary programs in the second stage. The authors introduce globally valid cuts in (x, y ω ) space, for the scenario ω ∈ Ω, using the reformulation-linearization technique and then utilize them while solving the second stage mixed binary programs for x ∈ X [31] . These cuts are of the form α ω y ω ≥ᾱ ω,0 −ᾱ ω,1 x, where x ∈ X,ᾱ ω ∈ R q ,ᾱ ω,0 ∈ R, andᾱ ω,1 ∈ R p , are referred to as the "parametric" (affine) cuts. The algorithm in [31] is further extended in [32] by incorporating a hyperrectangular partitioning process to solve TSS-MIP with only binary and continuous variables in both first and second stages. Recently in [11] , the parametric Gomory fractional cuts are utilized within Benders' decomposition algorithm for solving TSS-MIPs with only binary variables in the first stage and non-negative integer variables in the second stage. The algorithm in [11] is further extended in [38] for solving TSS-MIPs with non-negative integer variables in both stages. Similarly, parametric cuts based on split disjunctions are used in [8] to solve TSS-MIP with mixed integer first stage and continuous second stage variables, i.e. q 1 = 0.
In another direction, Kong et al. [14] provide sufficient conditions under which constraint matrix associated with deterministic equivalent of TSS-MIP (defined by (7)- (9)) is totally unimodular (TU). Note that this TU property does not ensure the convexity of the second stage formulations. In this paper we consider TSS-MIPs which might not satisfy the foregoing TU property, but we still convexify their second stage MIPs by adding parametric cuts a priori. Also, it is important to note that the D 2 [29, 24, 23] and D 2 -BAC [30, 25] algorithms utilize set convexification approach to tighten the linear programming relaxation of the second stage MIPs by first developing disjunctive cuts in y ω space. For a given (ω, x), these cuts are of the form: π ω y ω ≥ π 0 ω (x), where π 0 ω (.) is a piecewise-linear concave function on the set of first stage feasible solutions. Since the foregoing cuts are not globally valid inequalities for all x, a convex hull approximation of π 0 ω (.), derived by solving a linear program, is utilized to develop globally valid cuts in (x, y ω ) space. Note that these cuts are developed/added sequentially in the algorithms. Whereas in this paper, we develop globally valid parametric cuts in (x, y ω ) space which are added a priori to obtain linear programming equivalent of the second stage MIPs. Our research in this paper is motivated from [13] in which the authors consider an integrated staffing and scheduling problem under demand uncertainty as a TSS-MIP where the second stage MIPs have a certain structure. They showed that it is possible to convexify the feasible region of the second stage of the problem by adding (a priori) linear number of mixed integer rounding (MIR) inequalities. Moreover, they show that this approach is computationally very effective in solving their application problem, which is intractable otherwise.
Contributions
The contributions of this paper are as follows:
• We first provide conditions under which the second stage formulation of TSS-MIPs with |Ω| = 1 (single scenario) or general two-stage MIPs in Benders' form can be convexified. Then, we present conditions under which the convexificaton of the second stage of a TSS-MIP can be used to relax integrality constraints of the corresponding second stage integer variables in the extensive formulation of the problem (defined by (7)- (9)), without effecting the integrality of the optimal solution (see Section 2) . We strengthen the second stage program using the parametric inequalities derived from tight (extended) formulation of a substructure of the extensive formulation. We also provide examples for which we can or cannot convexify the second stage programs using these inequalities (see Section 2).
• We demonstrate the significance of our convexification approach by considering TSS-MIPs having some structured parameterized mixed integer sets or convex objective integer program (COIP) in the second stage (see Sections 3, 4, and 5.1). In particular, we extend the results of Miller and Wolsey [20] for deterministic mixed integer sets and COIP to two-stage stochastic framework (Section 3). Furthermore, we consider TSS-MIPs with parametrized version of two special cases of the continuous multi-mixing set [2, 4, 3, 5] in the second stage. Note that these special cases are also generalizations of the mixing set [12] and continuous mixing set [35] . We provide a sufficient condition to convexify a general non-empty polyhedron, and use this result to convexify the second stage programs of the aforementioned TSS-MIPs (Section 4). We also present tight second-stage formulations for four variants of two-stage stochastic capacitated lot-sizing (TSS-LS) problem with and without backlogging (Section 5.1).
• We computationally evaluate the effectiveness of our second stage convexification approach by solving TSS-LS problem instances. We observe that the addition of the parametric inequalities (a priori) significantly reduces the number of integer variables in the formulations. For example, the number of general integer variables in the extensive formulation of a TSS-LS problem instance with 1000 scenarios reduces from 300031 to 31 by adding cuts a priori. Our computational results show that adding parametric inequalities that convexify the second stage formulation significantly reduces the total solution time taken to solve these problems. We utilize an efficient implementation of the L-shaped method for TSS-MIPs which utilizes Benders' cuts within branch-and-cut approach, and incorporates various techniques to enhance [9] , aggregate [34] , consolidate [36] , and reactivate Benders' cut. We refer to our implementation as the modified L-shaped method; see Appendix B for details. More specifically, CPLEX 12.6.1 with its default settings could not solve extensive formulation (without adding parametric cuts) of 248 out of 384 TSS-LS instances within a time limit of 10 hours and the allocated memory. Moreover, the modified L-shaped method also failed to solve any of the TSS-LS instances within 10 hours. On the other hand, after adding our parametric cuts, these instances were solved by our implementation of the modified L-shaped method in less than 19 minutes (on average). Also, the total solution time in the implementation of modified L-shaped method is more than 26 times (on average) less than the time required by CPLEX 12.6.1 to solve the extensive form of these problems after adding the parametric cuts for the problems it could solve. (See Section 5.2 for details.)
Notations
In this paper we use the following notations and conventions:
1. Proj x,y (Z) denotes the projection of Z ⊆ (R p × R n × R m ) onto the subspace R p+n defined as follows:
2. Usage of Proj x=x,y (Z) implies that we first restrict Z by setting x =x and then project the restricted Z onto y space, i.e. R n subspace.
3. Whenever we intersect sets which are defined in spaces of different dimensions, it means that we first extend the sets in the union of all the spaces and then perform the intersection. For example, the expression
4. The convex hull of a mixed integer set Z is defined by conv(Z). Let Z := {z ∈ Z p × R n :
. Then we define a mixed integer set
Note that Z hull has a fewer integrality constraints (but possibly more inequalities) than Z. Whereas in comparison to conv(Z), Z hull might have lesser inequalities but more integrality constraints. For example, let Z := {(z 1 , z 2 ) : 2z 1 + 3z 2 ≤ 5, z 1 ∈ Z + , z 2 ∈ Z + }. Then, according to the definition
because conv(Z) = conv(Z 1 ). However, the mixed integer set
satisfies Conditions (5) and hence Z hull = Z 2 . Likewise, the mixed integer set
also satisfies Conditions (5) . Observe that in comparison to Z, Z hull (= Z 2 or Z 3 ) has more inequalities, but lesser number of integrality restrictions.
5. We use w.l.o.i. as abbreviation of without any loss of integrality.
General conditions to convexify second stage MIPs of TSSMIPs
We now provide general conditions under which the convexification of the second stage program of a TSS-MIP, obtained by adding new constraints and variables, can be used to relax the integrality restrictions on the corresponding second stage integer variables in the problem. We also show how a tight (extended) formulation of a substructure of the extensive formulation is used to derive valid parametric inequalities for the second stage of the problem. Note that we can re-write (1) as a large-scale MIP, referred to as the extensive formulation of the TSS-MIP:
We denote the feasible region of the extensive formulation by
As defined in Section (1.3), let P hull be a mixed integer set with no integrality constraints on some/all of the second stage variables such that P ⊆ P hull ⊆ conv(P) = conv(P hull ).
Tighter second stage program for single scenario of TSS-MIP
Using parametric inequalities, we now derive tighter second stage formulation for a given scenario of TSS-MIP. As a special case, these results are also applicable to MIPs in Benders' form (TSS-MIP with |Ω| = 1).
Sufficient conditions to convexify second stage program for a single scenario of TSS-MIP
We first present sufficient conditions under which the second stage MIP corresponding to a given scenario of TSS-MIP can be convexified. For a given x ∈ X and ω ∈ Ω, let us define:
in extended (y ω , u ω ) space where q 2 ∈ Z + and N 1 ω , N 2 ω , N 3 ω , and d ω are known matrices (or vectors). Likewise, let
ω ∈ Ω} be a mixed integer set in the extended (x, {y ω } ω∈Ω , {u ω } ω∈Ω ) space. In the following result, we provide sufficient conditions to describe P hull , using parametric inequalities (12) , in which the integrality restrictions on the second stage variables corresponding to a given scenario are relaxed.
Lemma 1. Let ω 1 ∈ Ω and
tight (x)) for all x ∈ X, then P hull = Proj x,y (P tight,1 ), i.e., P ⊆ Proj x,y (P tight,1 ) ⊆ conv(P) = conv(Proj x,y (P tight,1 )).
Proof. Given ω 1 ∈ Ω, from the assumption
as it satisfies all constraints of P tight,1 , implying P ⊆ Proj x,y (P tight,1 ) and conv(P) ⊆ conv Proj x,y (P tight,1 ) .
Now, let (x,ŷ ω 1 , . . . ,ŷ ω |Ω| ,û ω 1 ) ∈ P tight,1 which means (ŷ ω 1 ,û ω 1 ) ∈ K ω 1 tight (x) orŷ ω 1 belongs to conv(K ω 1 (x)). Because of Assumptions (A3) and (A4), we know that conv(K ω 1 (x)) is a polytope and therefore,ŷ ω 1 can be written as convex combination of at most q + 1 vertices of conv (K ω 1 (x)) [Carathéodory's theorem]. Now, these vertices belong to K ω 1 (x) (by definition). Let
and therefore, Proj x,y (P tight,1 ) ⊆ conv(P) and conv Proj x,y (P tight,1 ) ⊆ conv(P).
Using (13) and (14), we get P ⊆ Proj x,y (P tight,1 ) ⊆ conv(P) = conv(Proj x,y (P tight,1 )), which means P hull = Proj x,y (P tight,1 ). This completes the proof.
Strengthening second stage formulation using parametric inequalities
We show how a tight (extended) formulation of a substructure of the extensive formulation of TSS-MIP, defined by
for ω ∈ Ω, can be used to get valid parametric inequalities for the second stage of the problem (Theorem 1). We give examples for which we can or cannot convexify the second stage MIPs using these parametric inequalities. Let P ω hull be a mixed integer set such that conv(P ω ) = conv(P ω hull ), and for ω ∈ Ω,
where N 4 ω , N 5 ω , N 6 ω , and d 1 ω are known matrices (or vectors).
Proof. Assume that
Next, we provide examples with or without integer variables in the first stage for which we can or cannot convexify the second stage programs by adding a priori parametric cuts that are obtained from the cuts for the extensive formulation. More specifically, for ω 1 ∈ Ω, if P
tight (x)) for all x ∈ X, and in the second example, there exists an x ∈ X such that conv(
tight (x)). In Example II we assume that the first stage has a continuous variable to illustrate the importance of integrality assumption on the first stage variables.
. . , p} and for ω 1 ∈ Ω,
where d is integral and N is a totally unimodular (TU) matrix. Note that the linear relaxation of R ω 1 is integral. Using Theorem 1 of [13] , we can show that P
and for ω 1 ∈ Ω,
where b ∈ R\Z and P
tight (for details, refer to Page 127 of [37] ). As mentioned above, for
Tight second stage formulations for all scenarios of TSS-MIPs
We now derive P hull for P in which the integrality restrictions on all second stage integer variables can be relaxed. In other words, we provide sufficient conditions under which the second stage MIPs for all scenarios of TSS-MIP can be convexified. Since the first stage variables remain integer, the second stage convexification approach reduces the TSS-MIP to a convex MIP (see Corollary 1).
for all x ∈ X and ω ∈ Ω then P hull = Proj x,y (P tight ).
Proof. The proof uses Lemma 1 and an induction over ω ∈ Ω = {ω 1 , . . . , ω |Ω| }. Let us assume that for all x ∈ X, conv(
tight (x)). Then, by replacing P by P tight,1 as P tight,1 is a tight extended formulation for P, and by using the arguments similar to the proof of Lemma 1, we can prove that P hull = Proj x,y (P tight,2 ), where
Next, we apply above discussed steps one by one for ω i , i = 3, . . . , |Ω|, by replacing P by P tight,i−1 and assuming that conv(
tight (x)) for all x ∈ X. As result, we get P hull = Proj x,y (P tight,|Ω| ) = Proj x,y (P tight ). This completes the proof.
for all x ∈ X and ω ∈ Ω, then the function
Proof. Refer to Theorem 32 and Corollary 34 of [7] .
Extension of results of Miller and Wolsey [20] to TSS-MIPs
The results proved in the previous section are in abstract settings. We now provide general examples of TSS-MIPs whose second stage programs can be convexified. Our focus on this section is to consider examples used in [20] . Miller and Wolsey [20] present tight (extended) formulations for some structured mixed integer sets and convex objective integer programs (COIPs). Here we consider TSS-MIPs for which the second stage has parametrized versions of the mixed integer sets and COIPs considered in [20] . We provide conditions under which such second stage programs are convexifiable (Theorems 3-5).
In Sections 3.1-3.2, we consider the generalizations of the parametrized version of the following deterministic mixed integer sets in the second stages:
and
where b ij ∈ R. Notice that in V j , each constraint has same integer variable and different continuous variable; on the other hand, in Y j each constraint has different integer variable but same continuous variable. More specifically, we consider parametrized versions of
where for all j ∈ J := {1, . . . , |J|}, Z j = V j (or Z j = Y j ), and M is a totally unimodular (TU) matrix (or transpose of a network flow matrix). Furthermore, in Section 3.3, we present TSS-MIP where the second stage has the parametrized version of the following COIP:
where a ij , b ij ∈ R for i = 1, . . . , m and j ∈ J, and M is a TU matrix. [20] also present a tight extended formulation for another mixed integer set:
Remark 1. Note that Miller and Wolsey
. . , m}, where β ∈ R m . This set is referred to as the continuous mixing set [35] and it generalizes V j and Y j which are equivalent to Proj η,v (Z ∩ {s = 0} ∩ {η ∈ Z m : η 1 = . . . = η m }) and Proj η,s (Z ∩ {v = 0}), respectively. In Section 4, we provide tight extended formulation for new generalizations of Y j and Z, and consider these sets in the second stage of TSS-MIPs.
Extension of deterministic set (18) to TSS-MIP
Lemma 2 below reproduces the convex hull description of V j and its generalization by adding a TU matrix based constraint. Then, in Theorem 3, we consider an example of TSS-MIP with parametrized version of these sets in the second stage and provide tight second stage formulation by adding parametric cuts a priori.
Lemma 2.
[20] The convex hull of V j is obtained by adding the following inequalities to the linear relaxation of V j :
Furthermore, if M is a TU matrix and f is an integral vector then
where z := (z 1 , . . . , z |J| ).
Proof. Refer to Theorem 2 of Miller and Wolsey [20] .
For ω ∈ Ω, if W ω is a TU matrix and d ω is integral then the addition of the following m × |J| linear constraints is sufficient to get the convex hull of the feasible region of Q ω (x) for all x ∈ X:
Moreover after adding these constraints to Q ω (x), we can relax the integrality restrictions on the y 1 ω variables without any loss of integrality.
. . , m}. Then, the feasible region of Q ω (x), i.e. (23)- (26), can also be written as
Observe that V j ω (χ ω ) is same as the set V j defined in Lemma 2 where z j , σ j , M , f , and b ij are substituents for
. Now, by substituting the last two equations in (21) and by rearranging the terms, we get (27) . In other words, the addition of inequalities (27) 
Moreover, using second part of Lemma 2, we get
because W ω is a TU matrix and d ω is integral. Hence, we obtain conv(K ω (χ ω )) for all x ∈ X by adding m × |J| linear constraints, i.e. (27) , and thereafter, can relax the integrality constraints on the y 1 ω variables w.l.o.i. because of Theorem 2. This completes the proof.
Extension of deterministic set (19) to TSS-MIP
Similar to the previous section, we first present the convex hull description of Y j and its generalization in Lemma 3. Then, in Theorem 4, we consider an example of TSS-MIP with parametrized version of these sets in the second stage and provide tight extended formulation for the second stage MIP.
Lemma 3 ([20]).
A tight extended formulation for conv(Y j ) is given by
where b 0j = 0. Furthermore, if M is the transpose of a network flow matrix and f is an integral vector then
Proof. Refer to Theorems 7(ii) and 8 of Miller and Wolsey [20] .
For ω ∈ Ω, if W ω is the transpose of a network flow matrix and d ω is integral then a compact tight extended formulation for the feasible region of Q ω (x) for all x is given by:
This implies that the addition of O(m × |J|) linear constraints and O(m × |J|) continuous variables to Q ω (x) is sufficient to relax the integrality restrictions on the y 1 ω variables without any loss of integrality.
Then, the feasible region of Q ω (x), i.e. (29)- (32), can also be defined by
First we substitute y 1 ω,i,j byȳ 1 ω,i,j − χ i ω,j for all i, j, as y 1 ω,i,j is an unrestricted integer variable. Observe that after this substitution Y j ω (χ ω ) is same as Y j defined by (19) where z j , σ j , M , and b are replacements forȳ 1 ω,j , y 2 ω,j , W ω , and r ω , respectively. Since d ω + W ω χ ω is integral, by setting f = d ω + W ω χ ω and using the second part of Lemma 3, we get
because W ω is the transpose of a network flow matrix. For each j ∈ J, we use Lemma 3 to get a tight extended formulation for Y j ω (χ ω ) by adding O(m) linear constraints and O(m) continuous variables; and using (33) we obtain a compact tight extended formulation for K ω (χ ω ) for all x which has no integrality restrictions on y 1 ω variables w.l.o.i.. This completes the proof.
TSS-MIP with COIP (20) in second stage
In Theorem 5, we present an example of TSS-MIP with parametrized COIP in the second stage and provide conditions under which the second stage program is convexifiable. Before that in Lemma 4, we provide a result from Miller and Wolsey [20] which is used in the proof of Theorem 5.
where a ij , b ij ∈ R. Assuming a 0j = b 0j = 0, a tight extended formulation of U j is given by
In addition, if M is a TU matrix and f is an integral vector then
where z := (z 1 , . . . , z |J| ). Moreover, the COIP:
is equivalent to the MIP,
Proof. Refer to Theorems 3 and 6 of [20] .
For ω ∈ Ω, if W ω is a TU matrix and d ω is integral then a linear programming equivalent of Q ω (x) for all x ∈ X is given by:
for i = 2, . . . , m and j ∈ J. This implies that the addition of O(m × |J|) linear constraints and m × |J| continuous variables to Q ω (x) is sufficient to relax the integrality restrictions on y 1 ω variables without any loss of integrality.
Proof. A mixed integer programming equivalent of Q ω (x), x ∈ X, is:
where
Then, the feasible region of the MIP equivalent of Q ω (x), i.e. (48)-(52), can also be defined by
Observe that U j ω (χ ω ) is same as the set U j defined in Lemma 4 where z j , σ j , M , f , and b ij are replacements for y 1 ω,j , y 2 ω,j , W ω , d ω , and r i ω,j + χ 1 ω,j , respectively. Using Lemma 4, we get a tight extended formulation of U j ω (χ ω ):
In addition, using the second part of Lemma 4, we get
because W ω is a TU matrix and d ω is an integral vector. Hence we obtain the tight extended formulation of K ω (χ ω ) for all x ∈ X by adding O(m × |J|) linear constraints and m × |J| continuous variables; thereafter we can relax the integrality restrictions on the y 1 ω variables w.l.o.i.. This completes the proof.
Remark 2. Readers must have noticed that in Theorem 5, the coefficient of y 1 ω,j in the objective function, i.e. α 1 ω,j , is equal to 1 for all j ∈ J. This is because in case α 1 ω,j = 1, inequality (55) remains non-linear unless χ 1 ω,j is a multiple of α 1 ω,j for all j ∈ J.
TSS-MIPs with continuous multi-mixing set in the second stage
An important class of mixed integer set (not studied by Miller and Wolsey [20] ) is the continuous multi-mixing set [2, 4, 3, 5] , defined by
where a it ∈ R, t = 1, . . . , n, and β i ∈ R for i = 1, . . . , m. This set arises as substructure in problems such as lot-sizing, facility location, network design [2] , and chance-constrained optimization [16] , and generalize various other mixed integer sets studied in literature (see [3] for details). Following are some of the special cases of Z m,n which are convexifiable:
• Proj ζ,s Z 1,1 ∩ {v = 0} : Nemhauser and Wolsey [22, 37] introduce the well-known mixed integer rounding (MIR) inequality by developing the facet for the convex hull of this set.
• Proj ζ,s Z m,1 ∩ {v = 0} with a i1 = α > 0 for all i (referred to as the mixing set): Günlük and Pochet [12] generalize the MIR inequalities by introducing facet-defining mixing inequalities which are sufficient to describe the convex hull of this set.
• Z m,1 with a i,1 = 1 for all i (referred to as the continuous mixing set): Van Vyve [35] further generalizes the mixing inequalities to cycle inequalities which are sufficient to convexify this set.
We re-define the continuous mixing set [20, 35] as follows:
and introduce a new generalization of this set:
where β ∈ R m , ∆ ∈ Z m , and the matrixÃ m×n = [a it ]. Note that Z m,n S can also be defined as: whereÃ is an identity matrix is same as the mixing set. In Section 4.1, we present a sufficient condition under which a general non-empty polyhedron is integral and utilize this result to derive tight extended formulations for Z 
A sufficient condition to convexify a polyhedron
First we provide a sufficient condition to convexify a general non-empty polyhedron.
Theorem 6. Let R ⊆ R p+n be a given non-empty polyhedron and S := {(η, µ, ζ) ∈ Z p × R n × Z m : (η, µ) ∈ R, M 1 ζ = M 2 η + ∆}. If M 1 is a unimodular matrix and M 2 , ∆ are integral matrix and vector, respectively, then
and let M 1 be a unimodular matrix, i.e. M 1 is an invertible TU matrix. Note that since M 1 is an invertible matrix, Proj η,µ (S C ) = R C because for each (η,μ) ∈ R C , there existsζ ∈ R m such that (η,μ,ζ) ∈ S C and for each (η,μ,ζ) ∈ S C , (η,μ) ∈ R C . This implies that given an extreme point (η,μ,ζ) of S C , (η,μ) can either be an extreme point of R C or it lies in the interior of R C , i.e. (η,μ) belongs to R C but is not an extreme point of R C .
Case I. Let (η,μ) be an extreme point of R C . Since R C = conv(R), (η,μ) ∈ Z p × R n . Therefore, if M 1 is a unimodular matrix and M 2 , ∆ are integral thenζ ∈ Z m because M 1ζ = M 2η + ∆. Hence, (η,μ,ζ) ∈ Z p × R n × Z m .
Case II. Let (η,μ) be in the interior of R C . This means
where λ 1 
≥ 0, and i 1 λ 1 i 1 = 1, and hence, contradicts the fact that (η,μ,ζ) is an extreme point of S C because (d 1
) is a ray of S C . We show that the last statement holds by showing that if (η,μ,ζ) ∈ S C where (η,μ) ∈ R C and M 1ζ = M 2η + ∆, then (η,μ,ζ) + λ(d 1
) is a ray of R C , (η + λd 1
) ∈ R C , and for
Based on above discussed cases, it is clear that each extreme point (η,μ,ζ) of S C corresponds to an extreme point (η,μ) of R C and (η,μ,ζ) ∈ Z p × R n × Z m . Therefore, S C = conv(S).
Corollary 2. The convex hull of Z m,m S
whereÃ m×m is a unimodular matrix, is given by
Proof. Setting R = Z, S = Z m,m S , M 1 =Ã and M 2 = I where I is an identity matrix of size m × m in Theorem 6 proves this theorem because M 1 is a unimodular matrix and M 2 , −∆ are integral. whereÃ m×m is a unimodular matrix, is given by
where Z 0 := Proj η,s (Z ∩ {v = 0}). 
TSS-MIP with generalization of continuous mixing set in the second stage
In the following theorem, we provide tight second stage formulation for a TSS-MIP with a generalization of continuous mixing set (59) in the second stage.
(y
m×m is a unimodular matrix, then a tight extended formulation for the feasible region of Q ω (x) for all x ∈ X is given by: 
Also, the addition of O(m 2 ) linear constraints and O(m) continuous variables in Q ω (x) is sufficient to relax the integrality restrictions on y 1 ω variables without any loss of integrality.
Proof. For x ∈ X and ω ∈ Ω, let K ω (x) = {(y 1 ω , y 2 ω , y 3 ω ) : (64) − (66) hold} and assume that W ω is a unimodular matrix. We set ∆ = χ ω ∈ Z m , ζ = y 1 ω , v = y 2 ω , s = y 3 ω ,Ã = W ω , and β = r ω . As a result, K ω (x) becomes Z m,m S , where the matrixÃ m×m is unimodular. Van Vyve [35] provides the following tight extended formulation for Z:
where β f i := β i − β i for i = 1, . . . , m. Using Corollary 2, we obtain a tight extended formulation (which is defined by (67)-(71)) for Z m,m S or K ω (x) for all x ∈ X by setting η i = m t=1 a it ζ t + χ i for i = 1, . . . , m in the above formulation. As a result, by adding O(m 2 ) linear constraints and O(m) continuous variables to linear programming relaxation of K ω (x) gives K ω tight (x) such that conv(K ω (x)) = Proj y (K ω tight (x)) for all x ∈ X. Hence, because of Theorem 2, we can relax the integrality constraints on y 1 ω variables w.l.o.i.. This completes the proof.
TSS-MIP with generalization of mixing set in the second stage
In the following theorem, we provide tight second stage formulation for a TSS-MIP with a generalization of mixing set (61) in the second stage.
Theorem 8. In TSS-MIP (1), let
] is a unimodular matrix, then a tight extended formulation for the feasible region of Q ω (x) for all x is given by:
Furthermore, the addition of O(m) linear constraints and O(m) continuous variables to Q ω (x) is sufficient to relax the integrality restrictions on y 1 ω variables without any loss of integrality.
Proof. For x ∈ X and ω ∈ Ω, let K ω (x) = {(y 1 ω , y 2 ω ) : (77) − (79) hold} and assume that W ω is a unimodular matrix. Similar to the proof of Theorem 7, we set ∆ = χ ω ∈ Z m , ζ = y 1 ω , s = y 2 ω , A = W ω , and β = r ω . As a result, K ω (x) becomes Z m,m S0 . Notice that Z 0 := Proj η,s (Z ∩ {v = 0}) is same as Y j . Therefore, using the first part of Lemma 3, we get the following tight extended formulation for Z 0 :
where β 
for all x ∈ X. Hence, because of Theorem 2, we can relax the integrality constraints on y 1 ω variables w.l.o.i.. This completes the proof. Corollary 4. In TSS-MIP (1), let
where r i ω ∈ R m and α i ω is row i of matrix W ω . For ω ∈ Ω, if W ω is a unimodular matrix then the addition of O(m) linear constraints and O(m) continuous variables is sufficient to get a linear programming equivalent of Q ω (x) for all x ∈ X.
Proof. Notice that Q ω (x), defined by (80) (76)-(79), where g 1 ω and g 2 ω are vectors of zeros and ones, respectively. Thereafter, we can apply Theorem 8.
TSS-MIP with special case of continuous multi-mixing set in second stage
Kim and Mehrotra [13] consider an integrated staffing and scheduling problem under demand uncertainty as a TSS-MIP with p = p 1 and a certain structured MIP in the second stage. They provide tight second stage formulation for this TSS-MIP (see Theorem 9) . Interestingly, the second stage MIP in [13] is a special case of the continuous multi-mixing set; more specifically, it is a parametrized version of Z m,n S1 defined by (62). The statement of Theorem 9 suggests that Theorem 1 in [13] can also be written for a general TSS-MIP with the same structured second stage program. Proof. The proof is essentially the same as the proof of Theorem 1 in [13] .
Computational Experiments
We computationally evaluate the effectiveness of our second stage convexification approach in solving TSS-MIP test instances. We first describe generation of these test problems in Section 5.1 and then present our computational results in Section 5.2.
Generation of TSS-MIP test problems
We introduce four variants of the two-stage stochastic capacitated lot-sizing (TSS-LS) problem with and without backlogging where both demand and costs are uncertain. The TSS-LS problems are extensions of the deterministic discrete lot-sizing problem to two-stage stochastic framework. Miller and Wolsey [21] derive tight formulations for different variants of the discrete lot-sizing problem. In Appendix A, we provide tight second stage formulations for the variants of TSS-LS problem. As per our knowledge, no work has been done to study the variants of TSS-LS problems presented below. We use these problems because their general structures allow us to generate problems of different sizes for our computational study.
We define the TSS-LS problem with backlogging (TSS-LS-B) as follows. Let P := {1, . . . , m} be the set of time periods and α 1 be the size of the available capacity module for periods 1, . . . , k where k ∈ {0, . . . , m − 1} is the time period after which the costs and demand are uncertain. Given the demand, the setup cost per module, the production per unit cost, the inventory per unit cost, and the per unit shortage (backlog) cost in period p, denoted by d p , g p , c p , h p , andb p , respectively, TSS-LS-B is formulated as:
where x p is the production in period p, s p and r p are the inventory and backlog, respectively, at the end of period p, and z 1 p is the number of capacity modules used in period p. For any scenario ω ∈ {ω 1 , . . . , ω |Ω| },
where r ω,k = 0, P 2 := {k + 1, . . . , m}, and s 1 ω is the stock purchased from the open market after the realization of scenario ω. For our computational experiments, we create random TSS-LS-WB-1, TSS-LS-B-1, TSS-LS-WB-2, and TSS-LS-B-2 instances with varying the total number of time periods |P | ∈ {100, 150, 200}, the number of time periods with uncertainty |P 2 | ∈ {0.4|P |, 0.6|P |}, and the number of scenarios |Ω| ∈ {250, 500, 1000, 2000}. For each instance, we draw production cost c p , setup cost g p , holding cost h p , and backlog cost b p (if needed) from real uniform [10, 30] , real uniform[80, 160], real uniform [5, 10] , and real uniform [7, 12] , respectively. In addition, for TSS-LS-(W)B instances α 1 = 1, demand d p is drawn from real uniform[0.5, 1.2], and the cost to purchase stock from the open market after the relaxation of a scenario ω, i.e. h(ω), is drawn from real uniform [30, 40] . For TSS-LS-B-2 instances, we consider uncertainty in costs only. This is because we observed that in all four experiments performed on each TSS-LS-B-2 instance with uncertain demand and costs, either the time taken to solve the instance exceeded the limit of 10 hours or our machine ran out of memory while solving them.
The TSS-LS problem without backlogging (TSS-LS-WB) is defined by dropping backlog variables

Computational framework
In this section, we evaluate the effectiveness of convexifying the second stage of TSS-LS-WB-1, TSS-LS-B-1, TSS-LS-WB-2, and TSS-LS-B-2 using tight second-stage formulations provided in Theorems 10, 11, 12, and 13, respectively. For each problem instance, we perform four experiments: EF-NO-CUTS, EF-WITH-CUTS, BD-NO-CUTS, and BD-WITH-CUTS. In EF-NO-CUTS, we solve the extensive formulation of the problem using CPLEX 12.6.1 with its default settings and without adding any of the parametric cuts; whereas in EF-WITH-CUTS, we first add parametric cuts (a priori) to the extensive formulation and then solve it using CPLEX 12.6.1 with its default settings. in BD-NO-CUTS, we solve the problem using an efficient implementation of the modified L-shaped method; refer to Appendix B for details. However, in BD-WITH-CUTS, we first convexify the second stage of the problem instance (using results in Appendix A) to get TSS-MIP with continuous recourse and then solve it using the modified L-shaped method. Note that the modified L-shaped method for TSS-MIPs with continuous recourse is same as the L-shaped method [33] with MIP master problem and additional features explained in Appendix B. All these experiments were performed on a 32-core Intel Xeon 2.2GHz machine with 128 GB RAM running with Linux Ubuntu 12.04. We ran all experiments using a single thread of this machine.
The results of our computational experiments for TSS-LS-WB-1, TSS-LS-B-1, TSS-LS-WB-2, and TSS-LS-B-2 are shown in Tables 1, 2 , 3, and 4, respectively. Each row in these tables reports the average results for 4 instances of the corresponding instance category. For each experiment, we report the following statistics, if applicable: the number of integer variables (#IntVar), the number of constraints (#Cons), the time (in seconds) to solve the instance (T EF for EF-NO-CUTS, T EFC for EF-WITH-CUTS, T LS for BD-NO-CUTS, and T LSC for BD-WITH-CUTS), the parametric cuts added at the root node of the extensive formulation (#Cuts), and the percentage of the integrality gap closed by a priori cuts, i.e., G% = 100×(zcut−zlp)/(zmip−zlp), where zlp, zcut, and zmip are the optimal objective values of the LP relaxation of the extensive formulation without the cuts, LP relaxation of the extensive formulation with the cuts, and extensive MIP formulation, respectively. We set a time limit of 10 hours (36000 seconds) for each experiment. We use TL or OM in Tables  1, 2 , 3, and 4 to notify that the corresponding instances are not solved within the time limit of 10 hours or our system ran out of memory while solving these instances. Also, we use − to denote the instances for which we could not obtain the optimal solution value (zmip).
Computational results for TSS-LS-WB-1
For TSS-LS-WB-1, comparing T EF , T EFC , and T LSC in Table 1 , we observe that adding parametric cuts and solving instances, except where (|P |, |P 2 |) ∈ {(150, 60), (200, 80)}, using the implementation of the modified L-shaped method significantly reduces the time taken to solve the extensive formulation (on average by 18 times without adding parametric cuts and by 40 times after adding parametric cuts). Whereas, using modified L-shaped method, we could not solve any of these instance without our parametric cuts within the time limit of 10 hours (see column labeled as T LS in Table 1 ). The percentage of the integrality gap closed by parametric cuts is 72.6% on average. It is important to note that for category where (|P |, |P 2 |) ∈ {(150, 60)} and |Ω| ∈ {250, 500}, T LSC is greater than T EF , implying that the addition of parametric cuts and using the modified L-shaped for these instances do not provide any improvement. This is because in these instances the first stage mixed integer problem is comparatively larger and hence, the convexification of second stage problem could not harness the advantage of solving the smaller scenario instances using modified L-shaped method. The instances belonging to the category where (|P |, |P 2 |) ∈ {(200, 80)} are not solved within a time limit of 10 hours. 
Computational results for TSS-LS-B-1
In Table 2 , we observe that CPLEX 12.6.1 could not solve the extensive formulation of TSS-LS-B-1 instances without adding parametric cuts within a time limit of 10 hours and the allocated memory. Moreover, the modified L-shaped method also failed to solve these instances within 10 hours. See columns labeled as T EF and T LS in Table 2 . However, since the convexification of the second stage MIPs significantly reduces the number of integer variables, we could solve the TSS-LS-B-1 instances after adding parametric cuts, using CPLEX 12.6.1 and the implementation of the modified L-shaped method. In addition, the percentage of the integrality gap closed by parametric cuts is 51.3% on average. Comparing T EFC and T LSC , it is clear that after adding parametric cuts, the implementation of modified L-shaped outperforms CPLEX 12.6.1, which is used to solve the extensive formulation, by 37 times on average.
Computational results for TSS-LS-WB-2
Similar to TSS-LS-B-1, in Table 3 we observe that CPLEX 12.6.1 could not solve the extensive formulation of TSS-LS-WB-2 instances without adding parametric cuts within a time limit of 10 hours and the allocated memory; and the modified L-shaped method also failed to solve these instances Table 3 , we observe that adding parametric cuts and solving instances, except where (|P |, |P 2 |) ∈ {(150, 60), (200, 80)}, the implementation of the modified L-shaped method significantly reduces the time taken to solve the extensive formulation (on average by 26 times after adding parametric cuts). The percentage of the integrality gap closed by parametric cuts is 57.7% in average. Note that for category where (|P |, |P 2 |) ∈ {(150, 60)} and |Ω| ∈ {250, 500}, T LSC is greater than T EFC and the category where (|P |, |P 2 |) ∈ {(200, 80)} are not solved within a time limit of 10 hours even after adding parametric cuts.
Computational results for TSS-LS-B-2
In Table 4 , we also observe that CPLEX 12.6.1 could not solve the extensive formulation of TSS-LS-B-2 instances without adding parametric cuts within a time limit of 10 hours and the allocated memory, except for category where (|P |, |P 2 |) ∈ {(100, 40)} and |Ω| ∈ {250}. Note that the modified L-shaped method failed to solve any of these instances within the time limit of 10 hours. Although convexification reduces the number of integer variables, the modified L-shaped method and the extensive formulation with parametric cuts could not solve 6 and 15 instance categories, respectively. This is because of the large number of constraints added for convexification (which increases significantly with increase in the number of scenarios). Despite that for instances solved 
Conclusion
We presented sufficient conditions under which the second stage MIPs of two-stage stochastic mixed integer programs (TSS-MIPs) can be convexified by adding parametric cuts a priori. We introduce examples of TSS-MIPs which satisfy these conditions. Specifically, we extended the results of Miller and Wolsey [20] for deterministic mixed integer sets and convex objective integer programs to two-stage stochastic framework. We also derive tight second stage formulation for TSS-MIPs with generalization of the mixing set and continuous mixing set in the second stage. In addition, we provided a sufficient conditions to convexify a general non-empty polyhedron. We computationally evaluated the effectiveness of our second stage convexification approach by solving four variants of two-stage capacitated lot-sizing problems. Our results showed that convexifying second stage programs by adding parametric inequalities significantly reduces the total solution time taken to solve the TSS-MIPs, in comparison to solving the problem instances using CPLEX 12.6.1 and modified L-shaped method. Two potential future extensions of this paper as as follows: The first extension germinates from the observation that in some cases, a very large number of parametric cuts are to be added a priori for the convexification of second-stage programs (see Table 4 for an example). Therefore, in such situations, it will be interesting to utilize efficient separation algorithms associated to them. More specifically, instead of adding all parametric cuts needed to convexify second stage a priori, one may identify the most useful inequalities using separation algorithm and sequentially add them till an optimal solution is found. The second extension can be to generalize the second stage convexification approach for solving general two-stage stochastic programs. Furthermore, it will be challenging to consider TSS-MIPs with continuous variables in the first stage because as shown in Example II, all parametric cuts are not sufficient to even convexify a simple second-stage integer program with only one integer variable. 
for i ∈ P 2 , K ω : (η, µ) ∈ conv(R), M 1 ζ = M 2 η − ∆}. Now notice that R is same as the set V 1 (defined in Section 3) with additional constraints on integer variables. More specifically, by substituting z 1 , σ 1 , −b i1 , −M , and f in V 1 ∩ {z : M z ≤ f } by η, µ, b i , identity matrix, and zero vector, respectively, we get R. As a result, using Lemma 2 we derive convex hull of R: conv(R) = {(η, µ) ∈ R Notice that R is same as the mixing set Z 0 or Y 1 (defined in Section 3) with additional constraints on the integer variables. In particular, by substituting z 1 , σ 1 , b i1 , −M , and f in Y 1 ∩ {z : M z ≤ f } by η, µ, b i , identity matrix, and zero vector, respectively, we get R. As a result, using Lemma 3 we derive conv(R) and hence, obtain the following tight extended formulation for K ω "reactivate" some of these cuts by adding them back to the master problem, in case they are useful. More precisely, at an iteration, the violation of each cut in the cut pool is evaluated and then cuts with a significant violation are added back to master problem. The master problem is reoptimized and this cut reactivation procedure is repeated for a predetermined number of times.
