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We show that the zero-temperature physics of planar Josephson junction arrays in the
self-dual approximation is governed by an Abelian gauge theory with periodicmixed Chern-
Simons term describing the charge-vortex coupling. The periodicity requires the existence
of (Euclidean) topological excitations which determine the quantum phase structure of
the model. The electric-magnetic duality leads to a quantum phase transition between
a superconductor and a superinsulator at the self-dual point. We also discuss in this
framework the recently proposed quantum Hall phases for charges and vortices in presence
of external offset charges and magnetic fluxes: we show how the periodicity of the charge-
vortex coupling can lead to transitions to anyon superconductivity phases. We finally
generalize our results to three dimensions, where the relevant gauge theory is the so-called
BF system with an antisymmetric Kalb-Ramond gauge field.
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1. Introduction
Gauge fields can be used to model the long distance behaviour of several condensed
matter systems [1], a connection which has been particularly exploited for planar systems
[2] . In a nutshell, the idea is that charge fluctuations around a given ground state are
decribed by a conserved current jµ, which in (2+1) dimensions can be represented in
terms of a gauge field Bµ according to j
µ ∝ ǫµαν∂αBν . For a wide class of systems
the effective action governing the dynamics of the charge fluctuations is quadratic in the
gauge fields Bµ at long distances [1]. Clearly this effective action is also gauge invariant,
reflecting the original gauge invariance of the definition of the current jµ: one obtains
thus an effective gauge theory at long distances (which is not necessarily relativistic).
The ground states of a wide class of planar condensed matter systems [3] can thus be
classified according to the lowest derivative term appearing in their effective gauge theory
at long distances. This way Chern-Simons terms describe incompressible quantum fluids
(quantum Hall states) and chiral spin liquids [4] while the Maxwell term describes a (2-
dim.) superfluid (superconductor) [1] [2].
In this paper we shall investigate a further connection between Abelian gauge theories
and certain condensed matter systems, namely Josephson junction arrays [5] . In a recent
publication [6] we studied non-perturbative features of the (2+1)-dimensional gauge theory
with mixed Chern-Simons term [7]
L = − 1
4e2
FµνF
µν +
κ
2π
Aµǫ
µαν∂αBν − 1
4g2
fµνf
µν (1.1)
when the gauge symmetries associated with the two Abelian gauge fields Aµ and Bµ are
compact. We also pointed out the relevance of (1.1) to the zero-temperature physics of
planar Josephson junction arrays. Here we will derive and study this connection in detail.
After reviewing in section 2 the basic physics of (1.1) and our lattice notation, we
shall show in section 3 that the zero-temperature partition function of Josephson junction
arrays in the self-dual approximation coincides with the Euclidean partition function of
the lattice version of (1.1) with periodic mixed Chern-Simons coupling. This means that
the two gauge fields are compact variables only as far as their coupling is concerned. The
periodicity is implemented by two types of topological excitations [8] which constitute
electric and magnetic closed loops with short-range interactions. The two energy scales
of Josephson junction arrays, the charging energy EC and the Josephson coupling EJ are
directly related to the two massive parameters e2 and g2 of (1.1).
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In section 4 we investigate the non-perturbative structure of this Chern-Simons lattice
gauge model. The phase structure is determined by the 3-dimensional statistical mechan-
ics of the topological excitations and reflects the self-duality of the model. We find three
possible phases at zero temperature. For small e/g there is a superconducting phase with
logarithmic confinement of magnetic fluxes; in this phase the original RA gauge symmetry
of (1.1) is broken down to ZA so that the full symmetry is given by ZA × RB. Corre-
spondingly, one of the two massive excitations of (1.1) becomes massless. The dual phase
is realized for large e/g. In this phase we have logarithmic confinement of electric charges
and symmetry RA×ZB , with a corresponding massless excitation. An infinite energy (volt-
age) is required to separate the charge dipoles and produce a current through the sample:
we call this phase with infinite resistance a ”superinsulator”. Depending on the details
of the lattice, a third phase can open up between the superconductor and the superinsu-
lator. In this phase the topological excitations are irrelevant, the symmetry is RA × RB
and both excitations are massive. The amount of energy required to produce a current
through the sample is exponentially small. In [6] we called this phase the Chern-Simons
phase: in presence of dissipation it would actually correspond to a ”metallic” phase of the
model [9] . The superconductor-insulator quantum phase transition is actually observed
experimentally in planar Josephson junction arrays at very low temperatures [5].
Recently it has been suggested that Josephson junction arrays in presence of nq offset
charges and nφ external magnetic fluxes per plaquette might have quantum Hall phases [3]
for either charges [10] or fluxes [11] [12] , depending on the ratios nq/nφ and EC/EJ . In
section 5 we discuss these purely two-dimensional quantum Hall states in the framework
of the gauge theory representation. Specifically, we show that they can be described by
additional pure Chern-Simons terms for either one of the two gauge fields Aµ or Bµ. In
this phases the charges and vortices combine to form an incompressible quantum fluid [13]
of charge-flux composites with short-range interactions. Localized excitations are charge
and flux carrying anyons [14] .
We then investigate how one of the distinctive feature of Josephson junction arrays,
namely the periodicity of charge-vortex couplings affects these quantum Hall states. We
find that this periodicty can induce two types of phase transitions. The charge-flux fluid
corresponding to the charge quantum Hall phase can either expel the flux and form a charge
superfluid corresponding to a conventional superconductor or condense into a charge-flux
superfluid. Correspondingly, the flux-charge fluid corresponding to the vortex quantum
Hall phase can either expel the charge and form a flux superfluid corresponding to a
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superinsulator or condense into a flux-charge superfluid. These superfluids of charge-flux
composites are (logarithmic ) oblique confinement phases [15] [16] corresponding to anyon
superconductors [17] . We thus conclude that Josephson junction arrays might provide the
first explicit realization of the anyon superconductivity mechanism.
In section 6 we generalize our results to three dimensions (even if three-dimensional
Josephson junction arrays have not yet been fabricated). In this case, one of the two
gauge fields becomes an antisymmetric Kalb-Ramond tensor gauge field [18] and the (3+1)-
dimensional gauge theory we obtain is the so-called BF-model [19] . This is an Abelian
gauge model with a conventional Maxwell gauge field and a Kalb-Ramond gauge field cou-
pled by a topological mass term. In three dimensions the magnetic topological excitations
become compact surfaces on the lattice and self-duality is lost. The zero-temperature phase
structure is determined by the statistical mechanics of a model of coupled random loops
and random surfaces in four Euclidean dimensions: this can also be viewed as the Euclidean
partition function for a lattice model of particles interacting with closed Nielsen-Olesen
type strings. While the statistical mechanics of random loops is by now well developed
[8] [20] there is no corresponding amount of analytical results for random surfaces [21]
. Assuming three distinct phases as in (2+1) dimensions, with condensation of electric
loops, no condensation of topological excitations and condensation of magnetic surfaces
we can identify the first two again with superconducting and metallic phases, respectively.
In the phase with condensation of magnetic surfaces the charge dipoles are bound by 1/r
potentials, which are long-range but not confining. Therefore only a finite amount of en-
ergy is required to separate them and the system behaves as an insulator (as opposed to
a superinsulator in two dimensions).
2. The lattice Chern-Simons model
Our model (1.1) can be rewritten in terms of the dual field strengths
Fµ ≡ 1
2
ǫµαβFαβ , Fµν ≡ ∂µAν − ∂νAµ ,
fµ ≡ 1
2
ǫµαβfαβ , fµν ≡ ∂µBν − ∂νBµ ,
(2.1)
as follows ∗
LCS = − 1
2e2
(
1
η
F0F
0 + FiF
i
)
+
κ
2π
Aµǫ
µαν∂αBν − 1
2g2
(
1
η
f0f
0 + fif
i
)
. (2.2)
∗ Throughout this paper we use units such that c = 1 and h¯ = 1.
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For later convenience we have introduced a magnetic permeability η, equal for the two
gauge fields. The coupling constants e2 and g2 have dimension mass, whereas the coefficient
κ of the mixed Chern-Simons term is dimensionless. Note that we take Bµ to represent a
pseudovector gauge field, so that the mixed Chern-Simons term does not break the discrete
symmetries of parity and time reversal.
The action corresponding to (2.2) is separately invariant under the two Abelian gauge
transformations
Aµ → Aµ + ∂µλ ,
Bµ → Bµ + ∂µω ,
(2.3)
with gauge groups RA and RB, respectively. Moreover, the action is also invariant under
the duality transformation
Aµ ↔ Bµ ,
e↔ g ,
(2.4)
so that the model is self-dual.
The Lagrangian (2.2) can be easily diagonalized by the linear transformation
Aµ =
√
e
g
(aµ + bµ) ,
Bµ =
√
g
e
(aµ − bµ) .
(2.5)
In terms of these new variables the model (2.2) describes a free theory,
LCS = − 1
eg
(
1
η
G0G
0 +GiG
i
)
+
κ
2π
aµǫ
µαν∂αaν − 1
eg
(
1
η
g0g
0 + gig
i
)
− κ
2π
bµǫ
µαν∂αbν ,
(2.6)
whereGµ and gµ are the dual field strengths for the new gauge fields aµ and bµ, respectively.
This Lagrangian describes a doublet of excitations with topological mass [22]
m =
|κ|eg
2π
, (2.7)
and spectrum
E(q) =
√
m2 +
1
η
|q|2 . (2.8)
In the following we shall formulate a Euclidean lattice version of the above Chern-
Simons model. To this end we introduce a three-dimensional rectangular lattice with
lattice spacings lµ in the three directions. In particular we shall take the lattice spacings
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l1 = l2 ≡ l and identify l0 with the spacing in the Euclidean time direction. Lattice
sites are denoted by the three-dimensional vector x; the gauge fields Aµ(x) and Bµ(x) are
associated with the links (x, µ) between the sites x and x + µˆ, where µˆ denotes a unit
vector in direction µ on the lattice.
On the lattice we introduce the following forward and backward derivatives and shift
operators:
dµf(x) ≡ f(x+ lµµˆ)− f(x)
lµ
, Sµf(x) ≡ f(x+ lµµˆ) ,
dˆµf(x) ≡ f(x)− f(x− lµµˆ)
lµ
, Sˆµf(x) ≡ f(x− lµµˆ) .
(2.9)
Summation by parts on the lattice interchanges both the two derivatives (with a minus
sign) and the two shift operators; gauge transformations are defined using the forward
lattice derivative. Corresponding to the two derivatives in (2.9), we can define also two
lattice analogues of the Chern-Simons operators ǫµαν∂α [23] [6]:
kµν ≡ Sµǫµανdα , kˆµν ≡ ǫµαν dˆαSˆν , (2.10)
where no summation is implied over equal indices µ and ν. Summation by parts on the
lattice interchanges also these two operators (without an extra minus sign). The operators
(2.10) are both local and gauge invariant, in the sense that
kµνdν = dˆµkµν = 0 , kˆµνdν = dˆµkˆµν = 0 , (2.11)
and their product reproduces the relativistic, Euclidean lattice Maxwell operator:
kµαkˆαν = kˆµαkαν = −δµν∇2 + dµdˆν , (2.12)
where ∇2 ≡ dˆµdµ is the three-dimensional Laplace operator. Using kµν we can also define
the lattice dual field strengths as
Fµ ≡ kˆµνAν ,
fµ ≡ kµνBν .
(2.13)
The identity (2.12) then tells us that we can simply write the relativistic, Euclidean lattice
Maxwell terms as
∑
x FµFµ and
∑
x fµfµ.
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Using all these definitions we can now write the Euclidean lattice partition function
of our model (2.2) as follows:
ZCS =
∫
DAµ
∫
DBµ exp(−SCS) ,
SCS =
∑
x
l0l
2
2e2
(
1
η
F0F0 + FiFi
)
− i l0l
2κ
2π
AµkµνBν +
l0l
2
2g2
(
1
η
f0f0 + fifi
)
,
(2.14)
where we have introduced the notation DAµ ≡
∏
(x,µ) dAµ(x) and gauge fixing is under-
stood.
For later convenience we introduce also the finite difference operators
∆µ ≡ lµdµ , ∆ˆµ ≡ lµdˆµ , (2.15)
where no summation over equal indices is implied. Correspondingly, we introduce also the
finite difference analogue of the operators kµν and kˆµν :
Kµν ≡ Sµǫµαν∆α , Kˆµν ≡ ǫµαν∆ˆαSˆν . (2.16)
These satisfy equations analogous to (2.11) and (2.12) with all derivatives substituted by
finite differences.
3. Josephson junction arrays
Josephson junction arrays [5] are quadratic, planar arrays of spacing l of superconduct-
ing islands with nearest neighbours Josephson couplings of strength EJ . Each island has
a capacitance C0 to the ground; moreover there are also nearest neighbours capacitances
C. The Hamiltonian characterizing such systems is thus given by
H =
∑
x
C0
2
Vx +
∑
<xy>
(
C
2
(Vy − Vx)2 +EJ (1− cos N (Φy − Φx))
)
, (3.1)
where boldface characters denote the sites of the two-dimensional array, < xy > indicates
nearest neighbours, Vx is the electric potential of the island at x and Φx the phase of its
order parameter. For generality we allow for any integer N in the Josephson coupling, so
that the phase has periodicity 2π/N : obviously N = 2 for the real systems.
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With the notation introduced in the previous section the Hamiltonian (3.1) can be
rewritten as
H =
∑
x
1
2
V (C0 − C∆)V +
∑
x,i
EJ (1− cos N (∆iΦ)) , (3.2)
where ∆ ≡ ∆ˆi∆i is the two-dimensional finite difference Laplacian and we have omitted
the explicit location indeces on the variables V and Φ.
The phases Φx are quantum-mechanically conjugated to the charges Qx on the islands:
these are quantized in integer multiples of N (Cooper pairs for N = 2):
Q = qeNp0 , p0 ∈ Z , (3.3)
where qe is the electron charge. The Hamiltonian (3.2) can be expressed in terms of charges
and phases by noting that the electric potentials Vx are determined by the charges Qx via
a discrete version of Poisson’s equation:
(C0 − C∆)Vx = Qx . (3.4)
Using this in (3.2) we get
H =
∑
x
N2EC p0
1
C0
C −∆
p0 +
∑
x,i
EJ (1− cos N (∆iΦ)) , (3.5)
where EC ≡ q2e/2C. The integer charges p0 interact via a two-dimensional Yukawa po-
tential of mass
√
C0/C/l. In the nearest-neighbours capacitance limit C ≫ C0, which is
accessible experimentally, this becomes essentially a two-dimensional Coulomb law. From
now on we shall consider the limiting case C0 = 0. In this case the charging energy EC
and the Josephson coupling EJ are the two relevant energy scales in the problem. These
two massive parameters can also be traded for one massive parameter
√
2N2ECEJ , which
represents the Josephson plasma frequency and one massless parameter EJ/EC .
The zero-temperature partition function of the Josephson junction array admits a
(phase-space) path-integral representation [24] . Since the variables p0 are integers, the
imaginary-time integration has to be performed stepwise; we introduce therefore a lattice
spacing l0 also in the imaginary-time direction. This has to be just smaller of the typical
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time scale on which the integers p0 vary, in the present case the inverse of the Josephson
plasma frequency: l0 ≤ O
(
1/
√
2N2ECEJ
)
. We thus get the following partition function:
Z =
∑
{p0}
∫ +pi/N
−pi/N
DΦ exp(−S) ,
S =
∑
x
−iN p0∆0Φ+N2ECl0 p0 1−∆p0 +
∑
x,i
l0EJ (1− cos N (∆iΦ)) ,
(3.6)
where now the sum in the action S extends over the three-dimensional lattice with spacing
l0 in the imaginary time direction and l in the spatial directions.
In the next step we introduce vortex degrees of freedom by replacing the Josephson
term by its Villain form [25] :
Z =
∑
{p0}
{vi}
∫ +pi/N
−pi/N
DΦ exp(−S) ,
S =
∑
x
−iN p0∆0Φ+N2ECl0 p0 1−∆p0 +N
2l0
EJ
2
(
∆iΦ+
2π
N
vi
)2
.
(3.7)
Strictly speaking, this substitution is valid only for l0EJ ≫ 1; however the Villain approx-
imation retains all most relevant features of the Josephson coupling for the whole range of
values of the coupling EJ [25] and therefore we shall henceforth adopt it.
We now represent the Villain term as a Gaussian integral over real variables pi and
we transform also p0 to a real variable by introducing new integers v0 via the Poisson
summation formula
k=+∞∑
k=−∞
exp(i2πkz) =
n=+∞∑
n=−∞
δ(z − n) . (3.8)
By grouping together the real and integer p and v variables into three-vectors pµ and vµ,
µ = 0, 1, 2 we can write the partition function as
Z =
∑
{vµ}
∫
Dpµ
∫ +pi/N
−pi/N
DΦ exp(−S) ,
S =
∑
x
−iNpµ
(
∆µΦ+
2π
N
vµ
)
+N2ECl0 p0
1
−∆p0 +
p2i
2l0EJ
.
(3.9)
Following [8] we use the longitudinal part of the integer vector field vµ to shift the
integration domain of Φ. To this end we decompose vµ as follows:
vµ = ∆µm+∆µα +Kµνψν , (3.10)
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where m ∈ Z, |α| < 1 and Kµν defined in (2.16). Here the vectors ψµ are not integer, but
they are nonetheless restricted by the fact that the combinations qµ ≡ Kˆµνvν = KˆµαKανψν
must be integers. The original sum over the three independent integers {vµ} can thus be
traded for a sum over the four integers {m, qµ} subject to the constraint ∆ˆµqµ = 0.
The sum over the integers {m} can then be used to shift the Φ integration domain from
[−π/N,+π/N) to (−∞,+∞). The integration over Φ is now trivial and enforces the
constraint ∆ˆµpµ = 0:
Z =
∑
{qµ}
δ∆ˆµqµ,0
∫
Dpµ δ
(
∆ˆµpµ
)
exp(−S) ,
S =
∑
x
−i2π pµKµνψν +N2l0EC p0 1−∆p0 +
p2i
2l0EJ
.
(3.11)
We now solve the two constraints by introducing a real gauge field bµ and an integer
gauge field aµ:
pµ ≡ Kµνbν , bµ ∈ R ,
qµ ≡ Kˆµνaν , aµ ∈ Z .
(3.12)
By inserting the first of these two equations and by summing by parts, the first term in the
action (3.11) reduces to
∑
x−i2πbµqµ. By inserting the second of the above equations and
by summing by parts again, this term of the action finally reduces to the mixed Chern-
Simons coupling
∑
x−i2π aµKµνbν . Using the Poisson formula (3.8) we can finally make
aµ also real at the expense of introducing a set of integer link variables {Qµ} satisfying
the constraint ∆ˆµQµ, which guarantees gauge invariance:
Z =
∑
{Qµ}
∫
Daµ
∫
Dbµ exp(−S) ,
S =
∑
x
−i2π aµKµνbν +N2l0EC p0 1−∆p0 +
p2i
2l0EJ
+ i2πaµQµ .
(3.13)
In this representationKµνbν represents the conserved three-current of charges, while Kˆµνaν
represents the conserved three-current of vortices. Note that, actually, both these con-
served currents are integers (the factors of N are explicit): indeed, the summation over
{Qµ} makes aµ (and therefore also Kˆµνaν) an integer, and then the summation over {aµ}
makes Kµνbν an integer. The third term in the action (3.13) contains two parts: the
longitudinal part
(
pLi
)2
describes the Josephson currents and represents a kinetic term for
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the charges; the transverse part
(
pTi
)2
can be rewritten as a Coulomb interaction term for
the vortex density q0 by solving the Gauss law enforced by the Lagrange multiplier b0.
The partition function (3.13) displays a high degree of symmetry between the charge
and the vortex degrees of freedom. The only term which breaks this symmetry (apart from
the integers Qµ) is encoded in the kinetic term for the charges (Josephson currents). This
near-duality between charges and vortices has already been often invoked in the literature
[5] to explain the experimental quantum phase diagram at very low temperatures. Here
we introduce what we call the self-dual approximation of Josephson junction arrays. This
consists in adding to the action in (3.13) a bare kinetic term for the vortices ∗ and combining
this with the Coulomb term for the charges into
∑
x
pi2
N2l0EC
q2i . The coefficient is chosen so
that the transverse part of this term reproduces exactly the Coulomb term for the charges
upon solving the Gauss law enforced by the Lagrange multiplier a0. The longitudinal part,
instead, represents the additional bare kinetic term for the vortices. Given that now the
gauge field aµ has acquired a kinetic term, we are also forced to introduce new integersMµ
via the Poisson formula to guarantee that the charge current Kµνbν remains an integer:
ZSD =
∑
{Qµ}
{Mµ}
∫
Daµ
∫
Dbµ exp(−SSD) ,
SSD =
∑
x
−i2π aµKµνbν + p
2
i
2l0EJ
+
π2q2i
N2l0EC
+ i2πaµQµ + i2πbµMµ ,
(3.14)
where the new integers satisfy the constraint ∆ˆµMµ = 0 to guarantee gauge invariance.
After a rescaling
A0 ≡ 2π√
Nl0
a0 , Ai ≡ 2π√
Nl
ai ,
B0 ≡ 2π√
Nl0
b0 , Bi ≡ 2π√
Nl
bi ,
(3.15)
we obtain finally
ZSD =
∑
{Qµ}
{Mµ}
∫
DAµ
∫
DBµ exp(−SSD) ,
SSD =
∑
x
l0l
2
2e2
FiFi − i l0l
2κ
2π
AµkµνBν +
l0l
2
2g2
fifi
+ i
√
κ (l0Q0A0 + lQiAi) + i
√
κ (l0M0B0 + lMiBi) ,
(3.16)
∗ Note that such a kinetic term is anyhow induced by integrating out the charge degrees of
freedom.
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where Fi and fi are defined in (2.13) and
e2 = 2NEC , κ = N , g
2 =
4π2
N
EJ . (3.17)
This is exactly the partition function of our lattice Chern-Simons model (2.14) in the limit
of infinite magnetic permeability η =∞ and with additional, integer-valued link variables
Qµ and Mµ coupled to the two gauge fields. Note that, with the above identifications, the
topological Chern-Simons mass (2.7) coincides with the Josephson plasma frequency:
m =
√
2N2ECEJ . (3.18)
In the physical case N = 2 this reduces to m =
√
8ECEJ . From the kinetic terms in (3.16)
we can also read off the charge and vortex masses:
mq =
1
l2g2
=
N
4π2l2EJ
,
mφ =
1
l2e2
=
1
2Nl2EC
.
(3.19)
In the regime ml ≤ O(1), which is typically experimentally relevant, we can choose
l0 = l: in this case the infinite magnetic permeability constitutes the only non-relativistic
effect in the physics of Josephson junction arrays in the self-dual approximation. However,
we expect this non-relativistic effect to be irrelevant as far as the phase structure and the
charge-vorticity assignements are concerned. Therefore, for simplicity, we shall henceforth
consider the relativistic model, by setting l0 = l and η = 1, although it is not hard to
incorporate a generic value of η into our subsequent formalism:
ZSD =
∑
{Qµ}
{Mµ}
∫
DAµ
∫
DBµ exp(−SSD) ,
SSD =
∑
x
l3
2e2
FµFµ − i l
3κ
2π
AµkµνBν +
l3
2g2
fµfµ + il
√
κAµQµ + il
√
κBµMµ .
(3.20)
Josephson junction arrays in the self-dual approximation constitute thus a further, exper-
imentally accessible example of the ideas presented in [1] and [2]. The action in (3.20)
provides in fact a pure gauge theory representation of a model of interacting charges and
vortices, represented by the conserved currents
qchargeµ ≡
κ
3
2
2π
kµνBν ,
φvortexµ ≡
1
2πκ
1
2
kˆµνAν ,
(3.21)
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where the prefactors are chosen so that the quantum of charge is given by κ, while the
quantum of vorticity is given by 1/κ (factors of qe and 2π are absorbed in the definitions
of the gauge fields and the coupling constants).
In this framework, the mixed Chern-Simons term represents both the Lorentz force
caused by vortices on charges (coupling of qchargeµ to the ”electric” gauge field Aµ) and,
by a summation by parts, the Magnus force [26] caused by charges on vortices (coupling
of φvortexµ to the ”magnetic” gauge field Bµ). The integer-valued link variables Qµ and
Mµ represent the (Euclidean) topological excitations [8] in the model. They satisfy the
constraints
dˆµQµ = 0 ,
dˆµMµ = 0 .
(3.22)
In a dilute phase they constitute closed electric (Qµ) and magnetic (Mµ) loops on the
lattice; in a dense phase there is the additional possibility of infinitely long strings. Due
to the constraints (3.22) we can choose to represent these topological excitations as
Qµ ≡ lkµνYν , Yν ∈ Z ,
Mµ ≡ lkˆµνXν , Xµ ∈ Z ,
(3.23)
and reabsorb them in the mixed Chern-Simons term as follows:
SSD =
∑
x
. . .− i l
3κ
2π
(
Aµ − 2π
l
√
κ
Xµ
)
kµν
(
Bν − 2π
l
√
κ
Yµ
)
+ . . . . (3.24)
In this representation it is clear that the topological excitations render the charge-vortex
coupling periodic under the shifts
Aµ → Aµ + 2π
l
√
κ
aµ , aµ ∈ Z ,
Bµ → Bµ + 2π
l
√
κ
bµ , bµ ∈ Z .
(3.25)
In physical terms, the topological excitations implement the well-known [3] periodicity of
the charge dynamics under the addition of an integer multiple of the flux quantum 1/κ
per plaquette and the (less-known) periodicity of the vortex dynamics under the addition
of an integer multiple of the charge quantum κ per site.
If we would require that the full action (including charge-charge and vortex-vortex
interactions) (3.20) be periodic under the shifts (3.25), then we would obtain the compact
Chern-Simons model studied in [6]. In this case the relevant topological excitations would
be essentially iXµ and iYµ: since these can also describe finite open strings, there is the
additional possibility of electric and magnetic monopoles [8]. As we showed in [6], these
monopoles play a crucial role in the regime ml≪ 1.
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4. Phase structure analysis
In this section we investigate symmetry aspects and non-perturbative features of the
model (3.20) due to the periodicity of the charge-vortex interactions encoded in the mixed
Chern-Simons term. As expected, these depend entirely on the topological excitations
which enforce the periodicity.
Upon a Gaussian integration the partition function (3.20) factorizes readily as
ZSD = ZCS · ZTop , (4.1)
where ZCS is the pure gauge part defined in (2.14) and
ZTop =
∑
{Qµ}
{Mµ}
exp (−STop) ,
STop =
∑
x
e2κ
2l
Qµ
δµν
m2 −∇2Qν +
g2κ
2l
Mµ
δµν
m2 −∇2Mν
+ i
2πm2
l
Qµ
kµν
∇2 (m2 −∇2)Mν ,
(4.2)
with m defined in (2.7), describes the contribution due to the topological excitations. The
phase structure of our model is thus determined by the statistical mechanics of a coupled
gas of closed or infinitely long electric and magnetic strings with short-range Yukawa
interactions. The scale (1/m) represents the width of these strings. In our case it is of the
order of the lattice spacing l. The third term in the action (4.2), describing the topological
Aharonov-Bohm interaction of electric and magnetic strings, vanishes for strings separated
by distances much bigger than (1/m): in this case the denominator reduces to m2∇2 and,
by using either one of the two equations in (3.23) and the constraints (3.22) one recognizes
immediately that the whole term in the action reduces to (i2πinteger), which is equivalent
to 0 ∗.
4.1. Free energy arguments
In order to establish the phase diagram of our model we use the free energy arguments
for strings introduced in [27] and extensively used for the analysis of four-dimensional self-
dual models [16].
∗ This reflects the fact that the original charges and vortices satisfy the Dirac quantization
condition.
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The usual argument for strings with Coulomb interactions [27] is that interactions
between strings are unimportant for the phase structure because small strings interact via
short-range dipole interactions, while large strings have most of their multipole moments
canceled by fluctuations. This argument is even stronger in our case, where the interaction
is anyway short-range. Therefore one retains only the self-energy of strings, which is
proportional to their length, and phase transitions from dilute to dense phases appear
when the entropy of large strings, also proportional to their length, overwhelms the self-
energy. We shall also neglect the interaction term between electric and magnetic strings
(imaginary term in the action (4.2)). This is clearly a good approximation if both types
of topological excitations are dilute.
Thus, one assigns a free energy
F =
(
le2κ
2
G(ml) Q2 +
lg2κ
2
G(ml)M2 − µ
)
N (4.3)
to a string of length L = lN carrying electric and magnetic quantum numbers Q and M ,
respectively. Here G(ml) is the diagonal element of the lattice kernel G(x−y) representing
the inverse of the operator l2
(
m2 −∇2). Clearly G(ml) is a function of the dimensionless
parameter ml. The last term in (4.3) represents the entropy of the string: the parameter
µ is given roughly by µ = ln5, since at each step the string can choose between 5 different
directions. In (4.3) we have neglected all subdominant functions of N , like a lnN correction
to the entropy.
The condition for condensation of topological excitations is obtained by minimizing
the free energy (4.3) as a function of N . If the coefficient of N in (4.3) is positive, the
minimum is obtained for N = 0 and topological excitations are suppressed. If, instead, the
same coefficient is negative, the minimum is obtained for N =∞ and the system will favour
the formation of large closed loops and infinitely long strings. Topological excitations with
quantum numbers Q and M condense therefore if
le2κG(ml)
2µ
Q2 +
lg2κG(ml)
2µ
M2 < 1 . (4.4)
If two or more condensations are allowed by this condition one has to choose the one with
the lowest free energy.
The condition (4.4) describes the interior of an ellipse with semi-axes 2µ/(le2κG(ml))
and 2µ/(lg2κG(ml)) on a square lattice of integer electric and magnetic charges. The
phase diagram is obtained by investigating which points of the integer lattice lie inside the
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ellipse as its semi-axes are varied. We find it convenient to present the results in terms of
the dimensionless parameters lm and e/g:
mlG(ml)π
µ
< 1→
{ e
g
< 1 , electric condensation ,
e
g > 1 , magnetic condensation ,
mlG(ml)π
µ
> 1→


e
g
< µ
mlG(ml)pi
, electric condensation ,
µ
mlG(ml)pi <
e
g <
mlG(ml)pi
µ , no condensation ,
e
g >
mlG(ml)pi
µ , magnetic condensation .
(4.5)
As expected, these condensation patterns are symmetric around the the point e/g = 1,
reflecting the self-duality of the model. In first approximation the electric (magnetic)
condensation phase is characterized by the fact that {Qµ} ({Mµ}) fluctuate freely, while all
Mµ = 0 (Qµ = 0). Within this approximation it is clearly consistent to neglect altogether
the interaction term between electric and magnetic strings in (4.3). Taking into account
small loop corrections [25] in the various phases can lead to a renormalization of coupling
constants and masses and, correspondingly, to a shift of the critical couplings (ml)crit and
(e/g)crit for the phase transitions. A notable exception is the case in which there is only
one phase transition: in this case the critical coupling is (e/g)crit = 1 due to self-duality.
4.2. Wilson and ’t Hooft loops
In order to distinguish the various phases we introduce the typical order parameters
of lattice gauge theories [8][28], namely the Wilson loop for an electric charge q and the ’t
Hooft loop for a vortex φ:
LW ≡ exp
(
i
q
κ
1
2
∑
x
lqµAµ
)
,
LH ≡ exp
(
iφκ
3
2
∑
x
lφµBµ
)
,
(4.6)
where qµ and φµ vanish everywhere but on the links of the closed loops, where they take
the value 1. Since the loops are closed they satisfy
dˆµqµ = dˆµφµ = 0 . (4.7)
The expectation values 〈LW 〉 and 〈LH〉 can be used to characterize the various phases.
First of all they measure the interaction potential between static, external test charges q
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and −q and vortices φ and −φ, respectively [8]. Secondly, by representing the closed loops
qµ and φµ as
qµ ≡ lkµνAqν ,
φµ ≡ lkˆµνAφν ,
(4.8)
we can rewrite the Wilson and ’t Hooft loops as
LW = exp
(
i
q
κ
1
2
∑
x
l2AqµFµ
)
,
LH = exp
(
iκ
3
2φ
∑
x
l2Aφµfµ
)
,
(4.9)
which is a lattice version of Stoke’s theorem, the integers Aqµ and A
φ
µ (= 0,±1) representing
the area elements of the surfaces spanned by the closed loops. The second terms of the
expansions of 〈LW 〉 and 〈LH〉 in powers of q and φ measure therefore the gauge invariant
correlation functions 〈Fµ(x)Fν(y)〉 and 〈fµ(x)fν(y)〉. Third, if we represent φµ as
φφµ ≡ l
2
2π
kˆµνA
e.m.
ν , (4.10)
we can also rewrite the ’t Hooft loop as
LH = exp
(
i
∑
x
l3Ae.m.µ q
charge
µ
)
. (4.11)
With the interpretation of Ae.m.µ as an external electromagnetic gauge potential the expec-
tation value of the ’t Hooft loop measures the electromagnetic response of the system in
the various phases. An analogous relation clearly holds for the Wilson loop.
The expectation values of the Wilson and ’t Hooft loops are easily obtained by com-
bining the definitions (4.6) with (3.20):
〈LW 〉 =
ZTop
(
Qµ +
q
κqµ,Mµ
)
ZTop (Qµ,Mµ)
,
〈LH〉 = ZTop (Qµ,Mµ + φκφµ)
ZTop (Qµ,Mµ)
,
(4.12)
where the notation is self-explanatory. In the following we shall analyze these expressions
in the various phases obtained in (4.5). We shall mostly only indicate the form of small
loop corrections: a full renormalization group analysis is beyond the scope of the present
paper and we won’t be able to predict the orders of the phase transitions.
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Let us begin with the electric condensation phase. In this phase the ground state
contains many infinitely long electric strings Qµ. These have a crucial effect on the gauge
symmetry associated with the gauge field Aµ. To see this let us consider a gauge transfor-
mation Aµ → Aµ + dµΛ, where, for simplicity, we take Λ as a function of the component
x1 only. If we choose the usual boundary conditions Fµ = fµ = 0 at infinity, the change
of the action (3.20) under the above gauge transformation is given by
∆SSD =
∑
x0,x2
i
√
κ
(
Λ(x1 = +∞)Q1(x1 = +∞)− Λ(x1 = −∞)Q1(x1 = −∞)
)
. (4.13)
In a dilute phase, with only small closed loops, Q1(x
1 = +∞) = Q1(x1 = −∞) = 0
and the action is automatically gauge invariant. In a dense phase, with many infinitely
long strings, Q1(x
1 = +∞) and Q1(x1 = −∞) are generically different from zero. Gauge
invariance requires that ∆SSD vanishes modulo i2π. In the dense phase this is realized
only if Λ takes the values
Λ =
2π√
κ
n , n ∈ Z , (4.14)
at infinity. This means that, in the electric condensation phase, the global gauge symmetry
is spontaneously broken down to the discrete gauge group Z, so that the total (global)
symmetry of this phase is ZA ×RB.
The Wilson loop expectation value takes a particularly simple form if the external test
charges are multiples of the charge quantum: q = nκ, n ∈ Z. In fact, since we sum over
{Qµ}, the integer loop variables nqµ can be absorbed by a redefinition of the appropriate
Qµ’s, with the result
〈LW (q = nκ)〉 = 1 . (4.15)
This indicates that, in this phase, external test charges q = nκ are perfectly screened
by the topological excitations and behave thus freely. In order to compute the Wilson
loop expectation value for generic q we have to perform explicitly the sum over {Qµ}.
To this end we have to remember the constraint dˆµQµ = 0. We solve this constraint by
representing Qµ = lkµνnν and summing over {nµ}, with the appropriate gauge fixing.
We then use Poisson’s formula (3.8) to turn this sum into an integral, by introducing a
new set of integer link variables {kµ} satisfying dˆµkµ = 0 in order to guarantee the gauge
invariance under nµ → nµ + ldµi. At this point we can perform explicitly the Gaussian
integration over {nµ}. In the approximation of neglecting terms proportional to ∇2/m2
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(keeping such terms would not alter substantially the result) the new integers {kµ} can be
absorbed by a redefinition of the magnetic topological excitations {Mµ}, giving the result:
〈LW 〉 = Zcorr. (qµ)
Zcorr. (qµ = 0)
,
Zcorr. (qµ) =
∑
{Mµ}loops
exp
∑
x
(
−g
2κ
2l
Mµ
δµν
−∇2Mν + i2π
q
κ
AqµMµ
)
.
(4.16)
Since the magnetic topological excitations are in a dilute phase we have to sum only over
small closed loops: in this phase the dominant part of ln〈LW 〉 vanishes for generic q and
the whole result is given by small loop corrections. These are identical in form to the
small loop corrections for the correlation functions in the low-temperature phase of the
three-dimensional XY model [25]; correspondingly the Wilson loop expectation value can
be computed by exactly the same low-temperature expansion used for the XY model [25].
The first-order term in this expansion is obtained by considering only the smallest possible
lattice loops and gives the result
〈LW 〉 = exp
(
2e−
g2κl
6
∑
x,µ
[
cos
(
2π
q
κ
qµ
)
− 1
])
. (4.17)
The periodicity of this result is a direct consequence of the spontaneous symmetry breaking
RA → ZA. This implies also that the gauge invariant correlation function reduces to
〈Fµ(x)Fν(y)〉 ∝
(
δµν∇2 − dµdˆν
) δx,y
l3
, (4.18)
which is essentially a contact term on the scale of the lattice spacing.
The computation of the ’t Hooft loop expectation value follows exactly the same lines
as the above computation of the Wilson loop. The results is
〈LH〉 = exp
(
−g
2κ3φ2
2l
∑
x
φµ
δµν
−∇2φν
)
Zcorr (φµ)
Zcorr (φµ = 0)
,
Zcorr (φµ) =
∑
{Mµ}loops
exp
(
−g
2κ
2l
∑
x
Mµ
δµν
−∇2Mν + 2κφ Mµ
δµν
−∇2φν
)
.
(4.19)
The first few terms in the expansion of the small loop corrections can again be computed
with the same techniques as in the low-temperature phase of the XY model [25]. One
finds that their contribution amounts to perturbative corrections of the Coulomb coupling
constant g2κ3φ2/2l of the dominant term in (4.19).
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From (4.19) we can extract the nature of the electric condensation phase. First of all,
by considering, as usual, a rectangular loop of length T in the imaginary time direction and
of length R in one of the spatial directions and computing the dominant large-T behaviour
of ln〈LH〉 we find that the interaction potential between external test vortices of strength φ
and −φ is proportional to lnR. Vortices are thus logarithmically confined, which amounts
to the Meissner effect. Secondly, by using the representations (4.8) and (4.9), we find the
correlation function
〈fµ(x)fν(y)〉 ∝ δµν∇
2 − dµdˆν
∇2
δx,y
l3
, (4.20)
which is long-range, indicating that the ”Bµ-photon” is massless. This is the massless ex-
citation associated with the spontaneous symmetry breaking of the global gauge symmetry
RA → ZA. Third, by using the representations (4.10) and (4.11), we find that the induced
electromagnetic current is given by
Je.m.µ ∝
(
δµν − dµdˆν∇2
)
Ae.m.ν , (4.21)
which is the standard London form. We thus conclude that the electric condensation phase
is actually a superconducting phase.
No further computation is needed to extract the nature of the magnetic condensation
phase: this is the exact dual of the electric condensation phase just described. Specifically,
the global gauge symmetry associated with Bµ is spontaneoulsy broken down to ZB , so
that the total symmetry of this phase is RA × ZB . Correspondingly, the ”Aµ-photon” is
massless and the 〈Fµ(x)Fν(y)〉 correlation function is long-range. Electric charges are log-
arithmically confined, which means that an infinite energy (voltage) is required to separate
a neutral pair of charges. We call this phase with infinite resistance a superinsulator. In
real Josephson junction arrays we expect however the conduction gap to be large but finite
due to the small ground capacity C0, resulting in a normal insulator.
If mlG(ml)π/µ > 1 a third phase can open up between the superconducting and
superinsulating phases. In this third phase both the electric and the magnetic topological
excitations are dilute. Far away from the phase transitions and to first approximation we
can neglect them altogether. This gives the result
〈LW 〉 = exp
(
−e
2q2
2lκ
qµ
δµν
m2 −∇2 qν
)
,
〈LH〉 = exp
(
−g
2φ2κ3
2l
φµ
δµν
m2 −∇2φν
)
.
(4.22)
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Small loop corrections to these results can be obtained by restricting the {Qµ} and {Mµ}
sums in (4.12) to small closed loops and using again the same techniques as in the low-
temperature expansion of the XY model [25]. These will lead to perturbative corrections of
the coupling constants and masses in (4.22); however the first-order result (4.22) is enough
to establish the nature of this phase. The global symmetry characterizing this phase is
RA × RB and, corrrespondingly, both ”photons” are massive, resulting in short-range
correlation functions 〈Fµ(x)Fν(y)〉 and 〈fµ(x)fν(y)〉. Both charges and vortices interact
via short-range Yukawa potentials and behave thus freely when separated by distances
larger then the scale (1/m). In presence of any dissipation mechanism (which would not
alter the other two phases) this third phase corresponds thus to a metallic phase of the
Josephson junction array [9].
In conclusion we can represent the phase diagram of our model as follows:
mlG(ml)π
µ
< 1→
{ e
g
< 1 , superconductor (ZA ×RB) ,
e
g > 1 , superinsulator (RA × ZB) ,
mlG(ml)π
µ
> 1→


e
g
< µ
mlG(ml)pi
, superconductor (ZA ×RB) ,
µ
mlG(ml)pi <
e
g <
mlG(ml)pi
µ , metal (RA ×RB) ,
e
g >
mlG(ml)pi
µ , superinsulator (RA × ZB) ,
(4.23)
where we have indicated in parenthesis the global symmetries of the various phases. In
fig. 1 we plot the (numerically computed) function mlG(ml)π/µ for the value µ = ln5.
This gives an indication that a window for the metallic phase is open for ml just larger
than 1, while in the regime ml ≤ O(1), relevant for Josephson junction arrays, a single
phase transition from a superconductor to a superinsulator at (e/g) = 1 is favoured.
The experimental results for Josephson junction arrays are plotted in fig. 2 . These
are essentially resistance measurements as a function of temperature in arrays with O(104)
cells. The zero-temperature extrapolation of these results indicates a quantum phase
transition between an insulator and a superconductor in the vicinity of the self-dual point
EJ/EC = 2/π
2 ≃ 0.2.
5. Quantum Hall phases and anyon superconductivity
Recently it has been suggested that, in presence of nq offset charge quanta per site
and nφ external magnetic flux quanta per plaquette in specific ratios, Josephson junction
arrays might have incompressible quantum fluid [13] phases corresponding to purely two-
dimensional quantum Hall phases for either charges [10] or vortices [11] [12].
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In analogy with the conventional quantum Hall setting [3] one expects the charge
and vortex transport properties to depend on the filling fractions (nq/nφ) and (nφ/nq),
respectively. Due to the periodicity of the charge-vortex coupling, however, nφ (nq) is
defined only modulo an integer as far as charge (vortex) transport properties are concerned.
Using this freedom one can thus define effective filling fractions (we shall assume nq ≥ 0,
nφ ≥ 0 for simplicity):
νq ≡ nq
nφ − [nφ]− + [nq]+
, 0 ≤ νq ≤ 1 ,
νφ ≡ nφ
nq − [nq]− + [nφ]+
, 0 ≤ νφ ≤ 1 ,
(5.1)
where [nq]
±
indicate the smallest (greatest) integer greater (smaller) than nq. These
effective filling fractions are always smaller than 1.
The masses of charges and vortices are given in (3.19). For given values of nq and nφ
which admit an incompressible quantum fluid ground state one expects charges to bind
vortices [3] and form a charge quantum Hall phase in the regime where charges are heavier
than vortices, i.e. e/g > 1. For given values of nq and nφ we thus expect a charge quantum
Hall phase at filling νq for e/g > 1 and a vortex quantum Hall phase at filling νφ for e/g < 1.
Correspondingly, these two regimes were analyzed in [10] and [11], respectively. In [12],
however, it was pointed out that e/g cannot be too small for the vortex quantum Hall
phase, since for e/g ≪ 1 the effective vortex band mass due to the periodic array becomes
exponentially large and vortices loose their mobility.
In the following we shall assume the existence of these quantum Hall phases and
discuss them in the framework of the gauge theory representation of Josephson junction
arrays in the self-dual approximation. The idea is as follows. For nq = nφ = 0 we have
derived that the gauge theory describing Josephson junction arrays (in the self-dual ap-
proximation) is given by (1.1) with periodic charge-vortex (mixed Chern-Simons) coupling
and the identifications (3.21). This gauge theory describes the dynamics of charge and
vortex fluctuations of the array in absence of external offset charges and fluxes. Drawing
on previous experience [2] [4] with the quantum Hall effect we shall modify this gauge the-
ory in order to describe charge and vortex fluctuations about a homogeneous ground state
with nq charges and nφ vortices per plaquette, describing a quantum Hall fluid for either
charges or vortices. We shall then analyze how the periodicity of the new Chern-Simons
charge-vortex couplings affects this picture. To this end we shall consider the Euclidean
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partition function of the new gauge theories, enforcing the periodicity by appropriate topo-
logical excitations and we shall study the resulting zero-temperature phase diagram. Given
the expected jump in the relevant effective filling fraction at e/g = 1, we shall consider
two different gauge theories in the regimes e/g > 1 and e/g < 1.
5.1. Gauge theories for the quantum Hall phases
Let us begin with the charge quantum Hall phase for e/g > 1. To this end we consider
the (Minkowski space-time) gauge theory with Lagrangian
Lq = − 1
2e2
FµF
µ +
κ
π
Aµǫ
µαν∂αBν − 1
2g2
fµf
µ − νq
g2
Fµf
µ +
κνq
π
Aµǫ
µαν∂αAν . (5.2)
The main differences with respect to (1.1) are the addition of a pure Chern-Simons term
for the Aµ gauge field and a new coupling term proportional to Fµf
µ. The Gauss law
constraint associated with the Aµ gauge field now assigns a vorticity
φ = − 1
2νqκ2
q (5.3)
to a charge q =
∫
d2x qcharge0 (since all the gauge fields are massive there are no corrections
to this equation from boundary terms). The Fµf
µ coupling then associates a corresponding
magnetic moment µ ∝ νq/κg2 to these composites. We have also rescaled the coefficient of
the mixed Chern-Simons coupling by a factor of 2 (compare with (1.1)) while maintaining
the definitions (3.21). This factor of 2 is a well-known aspect of Chern-Simons gauge
theories [29] . Indeed, the vorticity (5.3) has a back-reaction on the charges since it also
couples to Aµ via the pure Chern-Simons term. With our rescaling, the total current
coupling to Aµ is given by
(
2qchargeµ + 2κ
2νqφ
vortex
µ
)
and using (5.3) we see that the total
”dressed” charge of the charge-vortex composite is indeed q. The rescaling ensures thus
that dressed charges maintain their nominal value.
The effective Lagrangian for the charge degrees of freedom, obtained by integrating
out Aµ is given by
LBeff. = −
κ
4πνq
Bµǫ
µαν∂αBν + . . . , (5.4)
where the ellipse stands for higher-derivative terms which are suppressed at long distances
by inverse powers of a mass. Following [4] we introduce as external probes a conserved
vortex current φµ and the electromagnetic gauge field A
e.m.
µ :
LBeff. + Ae.m.µ qµcharge + κ
3
2Bµφ
µ = LBeff. +
κ
3
2
2π
Ae.m.µ ǫ
µαν∂αBν + κ
3
2Bµφ
µ . (5.5)
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Integrating also over the charge gauge field Bµ we find the effective Lagrangian
Leff.
(
Ae.m.µ , φµ
)
=
κ2νq
4π
Ae.m.µ ǫ
µαν∂αA
e.m.
ν + κ
2νq A
e.m.
µ φ
µ + πκ2νq φµǫ
µαν ∂α
∂2
φν . (5.6)
From this effective Lagrangian we learn two things. First of all, the electromagnetic re-
sponse of the system is encoded in the induced current
Jµind. ≡
δ
δAe.m.µ
Seff.
(
Ae.m.µ , φµ = 0
)
=
κ2
2π
νq ǫ
µαν∂αA
e.m.
ν ,
J iind. = −
κ2
2π
νq ǫ
ijEj ,
(5.7)
where E is the applied electric field. This represents a Hall current with Hall conductivity
given by
σH =
κ2
2π
νq . (5.8)
Secondly, the last two terms in (5.6) tell us that φµ represent charge and flux carrying
anyons [14] with charge-flux relation and fractional statistics given by
q = νqκ
2φ ,
θ = νqκ
2φ2 .
(5.9)
An excitation carrying no effective vorticity can be obtained by combining a charge q with
a vortex φ = +q/2νqκ
2, so that the bare and induced vorticities cancel. This excitation has
the standard electromagnetic coupling Ae.m.µ q
µ, with qµ representing its conserved current.
The Gauss law following from (5.6) then assigns to this excitation also a magnetic flux
q/νqκ
2. All excitations in the model are therefore anyons satisfying (5.9). Note that the
magnetic moment can be written as µ ∝ 2S/κg2, where S = νq/2 is the fractional spin
associated with the fractional statistics (5.9).
For νq = p/n, with p and n coprime, n flux quanta 1/κ have p units κ of charge. Since
in Josephson junction arrays the charge degrees of freedom are bosons (Cooper pairs), this
excitation must also have bosonic statistics, i.e. θ = even integer. This requires that pn
must be an even integer. The allowed filling fractions are thus
q =
p
n
, pn = even integer , (5.10)
in accordance with [30] .
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Note that there is no Chern-Simons term in the effective action for the vortices,
obtained by integrating out Bµ. Indeed, the bare and induced Chern-Simons terms for
Aµ cancel exactly. We thus conclude that (5.2) is indeed the appropriate gauge theory to
describe the charge quantum Hall phase of Josephson junction arrays.
The gauge theory (5.2) has a hidden duality, which can be made manifest by rewriting
the Lagrangian as
Lq = − 1
2e′2
FµF
µ +
κ
π
Aµǫ
µαν∂α (Bν + νqAν)− 1
2g2
(fµ + νqFµ) (f
µ + νqF
µ) ,
e′ ≡ e√
1− e2g2 ν2q
,
(5.11)
and defining a new gauge field Bqµ ≡ Bµ + νqAµ. Indeed, in terms of Aµ and Bqµ, (5.11)
coincides with (1.1) upon substituting e → e′ (and κ → 2κ). In the sector in which
fµ + νqFµ = 0 the only kinetic term of (5.11) is contained in −(1/2e′2)FµFµ. Therefore
mqφ ≡ 1/l2e′2 is the mass of the anyonic charge-flux composites. The gap for collective
oscillations is given by the modified topological Chern-Simons mass
Mq ≡ m(e′, g, 2κ) = e
′gκ
π
=
egκ
π
√
1− e2g2 ν2q
. (5.12)
In the representation (5.11) it is also manifest that our modified gauge theory can be
defined only in the range
1 <
e
g
<
1
νq
. (5.13)
For e/g → 1/νq the anyon mass mqφ vanishes, while the topological mass Mq diverges.
The gauge theory describing the vortex quantum Hall phase is the dual of (5.2),
Lφ = − 1
2e2
FµF
µ +
κ
π
Aµǫ
µαν∂αBν − 1
2g2
fµf
µ − νφ
e2
Fµf
µ +
κνφ
π
Bµǫ
µαν∂αBν , (5.14)
and contains a pure Chern-Simons term for the gauge field Bµ and the corresponding
magnetic moment interaction. Again, the rescaling of the mixed Chern-Simons coupling
by a factor of 2 ensures that dressed vorticity maintains its nominal value.
In this case there is no pure Chern-Simons term in the effective action for the charges,
while the vortex effective Lagrangian is given by
LAeff. = −
κ
4πνφ
Aµǫ
µαν∂αAν + . . . , (5.15)
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at long distances. We probe the vortex response by coupling (5.15) to a gauge field Gext.µ
such that ǫµαν∂αG
ext.
ν = q
µ
ext. describes an external current distribution. We also introduce
an additional conserved charge current qµ coupling to Aµ in order to probe the quantum
numbers of excitations:
LAeff. +
1
κ
1
2
Gext.µ ǫ
µαν∂αAν +
1
κ
1
2
Aµq
µ . (5.16)
Integrating over the vortex gauge field Aµ we find the effective Lagrangian
Leff.
(
Gext.µ , qµ
)
=
πνφ
κ2
Gext.µ ǫ
µαν∂αG
ext.
ν +
2πνφ
κ2
Gext.µ q
µ +
πνφ
κ2
qµǫ
µαν ∂α
∂2
qν . (5.17)
This leads to the following induced vortex current:
Φµind. ≡
1
2π
δ
δGext.µ
Seff.
(
Gext.µ , qµ = 0
)
=
νφ
κ2
qµext. . (5.18)
This equation embodies the quantum Hall effect for vortices. While charges react to
external electromagnetic fields, vortices react to external electric currents: in the normal
case the induced vortex current is perpendicular to the applied electric current, in the
quantum Hall phase it is parallel, with coefficient proportional to νφ. From the last two
terms in (5.17) we read off the flux-charge relation and the fractional statistics of the anyon
excitations represented by qµ:
φ =
νφq
κ2
,
θ =
νφq
2
κ2
.
(5.19)
For νφ = p/n, n charge quanta κ carry p quanta 1/κ of flux. Since vortices are also bosons,
we find the same allowed values of νφ as for the charge quantum Hall phase:
νφ =
p
n
, pn = even integer . (5.20)
The self-dual representation analogous to (5.11) is given by
Lφ = − 1
2e2
(Fµ + νφfµ) (F
µ + νφf
µ) +
κ
π
(Aµ + νφBµ) ǫ
µαν∂αBν − 1
2g′2
fµf
µ ,
g′ ≡ g√
1− g2e2 ν2φ
,
(5.21)
and coincides with (1.1) upon introducing a new gauge field Aφµ ≡ Aµ + νφBµ and sub-
stituting g → g′ (and κ → 2κ). In this case mφq ≡ 1/l2g′2 is the mass of anyonic
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flux-charge composites, while the gap for collective oscillations is given by the topological
Chern-Simons mass
Mφ ≡ m(e, g′, 2κ) = eg
′κ
π
=
egκ
π
√
1− g2e2 ν2φ
. (5.22)
Clearly, (5.21) is defined only in the range
νφ <
e
g
< 1 . (5.23)
Again, for e/g → νφ the anyon mass mφq vanishes, while the topological massMφ diverges.
Combining (5.13) and (5.23) we find the overall condition
νφ < e/g < 1/νq , (5.24)
which we interpret as the regime in which a homogeneous ground state with nq charges and
nφ vortices per plaquette can exist. Presumably, for e/g < νφ and e/g > 1/νq the ground
state consists of an Abrikosov-type cristal for charge-flux composites. In particular, (5.24)
tells us that in Josephson junction arrays EC/EJ cannot be either too large or too small
for the existence of quantum Hall phases. Although its origin is different, this condition
agrees with the result of [12] (at least for the vortex quantum Hall phase).
5.2. Periodic Chern-Simons terms and phase structure analysis
In the following we shall analyze how the above picture is modified when we impose the
distinctive feature of Josephson junction arrays, namely the periodicity of charge-vortex
couplings, encoded in our formalism in the Chern-Simons terms. This is achieved by
introducing appropriate topological excitations in the Euclidean lattice partition functions
of (5.11)and (5.21).
Let us begin with the gauge theory (5.11) for the charge quantum Hall phase. Its
Euclidean lattice partition function coincides with (3.20) upon substituting e→ e′, Bµ →
Bqµ = Bµ + νqAµ and rescaling the mixed Chern-Simons term by a factor of 2. Therefore
we present here only the coupling of the topological excitations enforcing the periodicity
of the mixed Chern-Simons term AµkµνB
q
ν and the Wilson and ’t Hooft loops (4.6):
Sq =
∑
x
. . .+ ilp
√
κAµ (Qµ +Mµ) + iln
√
κBµMµ + il
q
κ
1
2
Aµqµ + ilφκ
3
2Bµφµ , (5.25)
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where we have used the representation νq = p/n. Due to the change Bµ → Bqµ the
periodicities of the two original gauge fields are changed from (3.25) to
Aµ → Aµ + πn
l
√
κ
aµ , aµ ∈ Z ,
Bµ → Bµ + πp
l
√
κ
bµ , bµ ∈ Z .
(5.26)
The displayed terms in (5.25) can be rearranged as follows:
Sq =
∑
x
. . .+ ilp
√
κAµ
(
Qµ +
q
κp
qµ − κφ
n
φµ
)
+ iln
√
κBqµ
(
Mµ +
κφ
n
φµ
)
, (5.27)
so that the whole model is reformulated in terms of the gauge fields Aµ and B
q
µ and we
can use thus the results of the previous section. In particular we obtain
〈LWLH〉 =
ZqTop
(
Qµ +
q
κpqµ − κφn φµ,Mµ + κφn φµ
)
ZqTop (Qµ,Mµ)
, (5.28)
with
ZqTop =
∑
{Qµ}
{Mµ}
exp
(
−SqTop
)
,
SqTop =
∑
x
e′2p2κ
2l
Qµ
δµν
M2q −∇2
Qν +
g2n2κ
2l
Mµ
δµν
M2q −∇2
Mν
+ i
πpnM2q
l
Qµ
kµν
∇2 (M2q −∇2)Mν ,
(5.29)
and Mq defined in (5.12).
At this point we can repeat verbatim the analysis of section 4. The phase structure of
(5.11) with periodic Chern-Simons term is governed by the topological excitations Qµ and
Mµ. The phase in which both these topological excitations are dilute corresponds to the
charge quantum Hall phase discussed above, which constitutes an incompressible fluid of
charge-flux composites with short-range interactions. The stability of this phase depends
entirely on the condensation conditions for the two types of topological excitations. If Qµ
condenses we obtain a phase in which charges q = κp (and multiples thereof) are completely
screened, while fluxes φ are logarithmically confined: this is a conventional superconducting
phase with a charge κp condensate. Using the trick (4.10) we can identify the Coulomb
law for fluxes with the London form of the electromagnetic response. If Mµ condenses
we obtain, instead, a phase in which excitations with quantum numbers (q/(pκ) − φκ/n)
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interact logarithmically. This means that the only non-confined excitations in the model
must carry both charge and flux in the combination
q
κp
− φκ
n
= 0 ⇒ q
φ
= κ2νq . (5.30)
These excitations are completely screened, while all other combinations of quantum num-
bers are logarithmically confined. This (logarithmic) oblique confinement [15] [16] phase
describes thus a charge-flux superfluid phase. Since the condensed composites carry charge,
this is actually an anyon superconductivity phase [17] with a charge pκ and vorticity n/κ
condensate. Indeed, the electromagnetic response, obtained again by the trick (4.10) has
still the London form.
We now have to study the range of parameters in which these three phases are realized.
The analysis goes exactly as in section 4, giving the result
Xq < 1→
{
e′
g
< 1
νq
, conventional superconductor ,
e′
g >
1
νq
, anyon superconductor ,
Xq > 1→


e′
g
< 1
νqXq
, conventional superconductor ,
1
νqXq
< e
′
g <
Xq
νq
, charge quantum Hall phase ,
e′
g >
Xq
νq
, anyon superconductor ,
Xq ≡ MqlG (Mql)π
µ
pn
2
.
(5.31)
It is now harder to disentangle the phase diagram in terms of the original (Josephson
junction) parameters e and g since e′, and consequently Mq depend themselves on the
ratio e/g.
As was pointed out in [12], the periodicity of charge-vortex couplings is the distinctive
feature of Josephson junction arrays which allows effective filling fractions of order O(1)
and which is therefore expected to favour the formation of charge and vortex quantum
Hall phases. From the above result, however, it is clear that the same mechanism can also
destabilize these quantum Hall phases as follows. The condition for a charge quantum Hall
phase is given by Xq > 1. The filling fraction parameters p and n enter this condition in
two ways. First there is the explicit dependence of Xq on the product pn; secondly there is
the dependence of the gap Mq on the ratio νq = p/n. The former favours filling fractions
with a large product pn; too large numerators and denominators are however presumably
suppressed by the same mechanism as in the conventional quantum Hall effect. The latter
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has the following effect. Decreasing both νq and e/g makes both the gap Mq and the
ratio e′/g smaller; the parameter Xq approaches a fixed value, while e
′νq/g can decrease
indefinitely till it becomes favourable for the system to expel the magnetic flux and form
a conventional superconductor. Increasing both νq and e/g, instead, makes both the gap
and the ratio e′/g larger; for large values ofMql the parameter Xq tends to zero (see fig. 1),
while e′νq/g can grow indefinitely and it quickly becomes favourable for the charge-flux
fluid to condense into a superfluid, so that the system becomes an anyon superconductor.
For values eνq/g > 1 we would expect a charge-flux cristal.
The analysis of the gauge theory (5.21) for the vortex quantum Hall phase follows ex-
actly the same steps with all ”electric quantities” and ”magnetic quantities” interchanged.
Therefore we present here only the final result:
Xφ < 1→
{ e
g′ < νφ , anyon superconductor ,
e
g′ > νφ , superinsulator ,
Xφ > 1→


e
g′
<
νφ
Xφ
, anyon superconductor ,
νφ
Xφ
< eg′ < νφXφ , vortex quantum Hall phase ,
e
g′ > νφXφ , superinsulator ,
Xφ ≡ MφlG (Mφl)π
µ
pn
2
,
(5.32)
whereMφ is defined in (5.22) and we have used the representation νφ = p/n. Starting from
the vortex quantum Hall phase and decreasing both g/e and νφ makes both the gap Mφ
and the ratio g′/e smaller: it becomes eventually favourable for the system to expel the
offset charges and become a superinsulator. In real Josephson junction arrays this phase
would presumably be an insulating Abrikosov-type cristal of charges due to the small but
finite ground capacitance C0. Increasing both g/e and νφ makes both the gap Mφ and the
ratio g′/e larger; the quantity 1/Xφ tends to infinity (see fig. 1) while e/g
′ decreases and
the flux-charge fluid of the vortex quantum Hall phase condenses again into a flux-charge
superfluid, becoming thus an anyon superconductor. For even smaller values of e/g < νφ
we would expect again a flux-charge cristal.
6. Three dimensions
In this section we generalize our results (for zero offset charges and external mag-
netic fluxes) to three-dimensional Josephson junction arrays. While these are not (yet)
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experimentally accessible, we find it nonetheless interesting to construct their gauge the-
ory representation and to study the differences with the two-dimensional case. Clearly,
self-duality is lost in three dimensions since the fluctuating degrees of freedom are charges
and closed vortex loops. However, it is still possible to introduce the approximation which
allows a coupled gauge theory representation, as we now show.
Up to eq. (3.10) the analysis parallels exactly the two-dimensional case. The decom-
position analogous to (3.10), however, requires the introduction of the three-dimensional
generalizations of the lattice operators Kµν and Kˆµν . These are given by the three-index
lattice operators
Kµνρ ≡ Sµǫµανρ∆α ,
Kˆµνρ ≡ ǫµναρ∆ˆαSˆρ ,
(6.1)
where Sµ and Sˆµ are the shift operators (2.9) and ∆µ and ∆ˆµ are the finite difference
operators (2.15). As in the two-dimensional case, these two operators are interchanged (no
minus sign) upon summation by parts on the lattice. Moreover they are gauge invariant,
in the sense that they obey the following equations:
Kµνρ∆ν = Kµνρ∆ρ = ∆ˆµKµνρ = 0 ,
Kˆµνρ∆ρ = ∆ˆµKˆµνρ = ∆ˆνKˆµνρ = 0 .
(6.2)
Finally they satisfy also the equations
KˆµνρKρλω = − (δµλδνω − δµωδνλ)∆ +
(
δµλ∆ν∆ˆω − δνλ∆µ∆ˆω
)
+
(
δνω∆µ∆ˆλ − δµω∆ν∆ˆλ
)
,
KˆµνρKρνω = KµνρKˆρνω = 2
(
δµω∆−∆µ∆ˆω
)
.
(6.3)
Using these operators we can decompose vµ as
vµ = ∆µm+∆µα +Kµαβψαβ , (6.4)
with m ∈ Z and |α| < 1. The ψαβ ’s are restricted by the fact that the antisymmetric
combinations qµν ≡ Kˆµναvα = KˆµναKαλρψλρ must be integers. We can thus trade the
original sum over the four independent integers {vµ} for a sum over the seven integers
{m, qµν} subject to the constraint ∆ˆµqµν = ∆ˆνqµν = 0. This constraint eliminates the
three longitudinal degrees of freedom of qµν , so that {m, qµν} with the above constraint
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describes only four independent integers. After shifting the Φ integration domain using
the sum over {m} and performing the resulting trivial Φ integration we are left with
Z =
∑
{qµν}
δ∆ˆµqµν ,0
∫
Dpµ δ
(
∆ˆµpµ
)
exp(−S) ,
S =
∑
x
−i2π pµKµαβψαβ +N2l0EC p0 1−∆p0 +
p2i
2l0EJ
.
(6.5)
The constraints are solved by introducing a real antisymmetric gauge field bµν and
an integer gauge field aµ:
pµ ≡ Kµαβbαβ , bαβ ∈ R ,
qµν ≡ Kˆµναaα , aα ∈ Z .
(6.6)
Repeating the same steps as in the two-dimensional case we find
Z =
∑
{Qµ}
∫
Daµ
∫
Dbµ exp(−S) ,
S =
∑
x
−i2π aµKµαβbαβ +N2l0EC p0 1−∆p0 +
p2i
2l0EJ
+ i2πaµQµ ,
(6.7)
which is the three-dimensional analogue of (3.13). Here, Kµαβbαβ maintains its interpre-
tation of the conserved four-current of charge fluctuations, while Kˆµναaα represents the
fluctuations of closed vortex loops.
Since the magnetic fluctuations are represented by closed vortex loops we cannot
render the partition function self-dual, as in the two-dimensional case. However, it is still
possible to introduce a bare kinetic term for the vortex loops with a coefficient tuned so
that it can be combined with the Coulomb term for the charges into
∑
x
pi2
2N2l0EC
qijqij . As
in two dimensions we have to introduce new integers via the Poisson summation formula to
guarantee that the charge current Kµαβbαβ remains an integer. In three dimensions these
are two-index antisymmetric integersMµν satisfying the constraint ∆ˆµMµν = ∆ˆνMµν = 0:
Z =
∑
{Qµ}
{Mµν}
∫
Daµ
∫
Dbµ exp(−S) ,
S =
∑
x
−i2π aµKµαβbαβ + p
2
i
2l0EJ
+
π2q2ij
2N2l0EC
+ i2πaµQµ + i2πbµMµν .
(6.8)
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After a rescaling
A0 ≡ 2π√
Nl0
a0 , Ai ≡ 2π√
Nl
ai ,
B0i ≡ 2π√
Nl0l
b0i , Bij ≡ 2π√
Nl2
bij ,
(6.9)
we obtain finally
Z =
∑
{Qµ}
{Mµν}
∫
DAµ
∫
DBµ exp(−S) ,
S =
∑
x
l0l
3
4e2
F˜ijF˜ij − i l0l
3κ
2π
AµkµαβBαβ +
l0l
3
2g2
fifi
+ i
√
κ (l0Q0A0 + lQiAi) + i
√
κ
(
l0lM0iB0i + l0lMi0Bi0 + l
2MijBij
)
,
(6.10)
where kµνρ and kˆµνρ are the analogues of (6.1) defined in terms of derivative operators
rather than finite difference operators (and satisfying the correspondingly modified eq.
(6.3)) , F˜ij and fi are the spatial components of
F˜µν ≡ kˆµναAα ,
fµ ≡ 1
2
kµαβBαβ ,
(6.11)
and the coupling constants e2 (dimensionless) and g2 (with dimensions mass2) are given
by
e2 = 2NlEC , κ = N , g
2 =
π2
Nl
EJ . (6.12)
The plasma frequency is given again by a product of these coupling constants,
m =
egN
π
=
√
2N2ECEJ , (6.13)
and for ml ≤ O(1) we can choose l0 = l. Also in three dimensions we have thus obtained
a coupled gauge theory in the limit of infinite magnetic permeabilities, encoded in the
absence of the time components of both F˜µν and fµ in the kinetic terms. As in two
dimensions we shall henceforth consider the relativistic limit of this gauge theory:
Z =
∑
{Qµ}
{Mµν}
∫
DAµ
∫
DBµ exp(−S) ,
S =
∑
x
l4
4e2
F˜µν F˜µν − i l
4κ
2π
AµkµαβBαβ +
l4
2g2
fµfµ + il
√
κAµQµ + il
2
√
κBµνMµν .
(6.14)
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This is a pure gauge theory representation of a model of interacting charges and closed
vortex loops. The identification of the physical degrees of freedom is analogous to the
two-dimensional case:
qchargeµ ≡
κ
3
2
2π
kµαβBαβ ,
φvortexµν ≡
1
2πκ
1
2
kˆµναAα .
(6.15)
The model (6.14) is a (Euclidean) lattice version of the so called BF gauge theory [19],
whose Lagrangian is given by
LBF = − 1
12g2
fµνρf
µνρ +
κ
4π
Bµνǫ
µνλρFλρ − 1
4e2
FµνF
µν ,
fµνρ ≡ ∂µBνρ + ∂νBρµ + ∂ρBµν ,
fµ ≡ 1
6
ǫµνλρfνλρ .
(6.16)
Here Aµ describes an ordinary (3+1)-dimensional photon with field strength given by
Fµν = ∂µAν − ∂νAµ and dual field strength F˜µν = 12 ǫµνλρFλρ. This photon has a
topological BF coupling to an antisymmetric Kalb-Ramond [18] gauge field Bµν , whose
field strength is given by the three-form Fµνρ. The first term in (6.16) represents the
kinetic term for the Kalb-Ramond gauge field. In addition to the usual invariance un-
der gauge transformations of Aµ (6.16) is also invariant under gauge transformations
Bµν → Bµν + ∂µΛν − ∂νΛµ. The Kalb-Ramond gauge theory describes a single mass-
less scalar degree of freedom since all the components Bi0 are Lagrange multipliers and
Bij has only one transverse component. When coupled to the usual Maxwell theory via a
BF term, the Kalb-Ramond sector induces a topological mass
m =
egκ
π
(6.17)
for the photon. As already pointed out in (6.13) this mass represents the plasma frequency
of Josephson junction arrays. The BF system is thus the natural three-dimensional gen-
eralization of (1.1), as expected.
As in two dimensions, the integer-valued variables Qµ and Mµν appearing in (6.14)
represent (Euclidean) topological excitations whose role is to make the charge-vortex BF
coupling periodic. They satisfy the constraints
dˆµQµ = 0 ,
dˆµMµν = dˆνMµν = 0 .
(6.18)
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The ”electric” topological excitations Qµ are exactly as in two dimensions; the ”magnetic”
topological excitations, instead, describe compact surfaces on the lattice (in a dilute phase)
or infinite surfaces (in a dense phase).
The phase structure of three-dimensional Josephson junction arrays (in our approx-
imation) is thus determined by the statistical mechanics of a coupled gas of lattice loops
and surfaces. Its partition function can be easily obtained by a Gaussian integration over
the gauge fields Aµ and Bµν in (6.14):
ZTop =
∑
{Qµ}
{Mµν}
exp (−STop) ,
STop =
∑
x
e2κ
2l2
Qµ
δµν
m2 −∇2Qν +
g2κ
2
Mµν
δµαδνβ − δµβδνα
m2 −∇2 Mαβ
+ i
πm2
l
Qµ
kµαβ
∇2 (m2 −∇2)Mαβ ,
(6.19)
withm defined in (6.17). This partition function can be interpreted as the Euclidean parti-
tion function for a lattice model of interacting particles (whose world-lines are parametrized
by the closed loops Qµ) and closed Nielsen-Olesen type strings [21] (whose world-sheets are
parametrized by the compact surfaces Mµν). In a derivative expansion the string action
takes the form
Sstrings =
∑
x
π2
κe2
MµνMµν + . . . . (6.20)
In the dilute gas approximation, where Mµν can take only the values 0,±1, this term
measures the area of the world-sheet and is thus the standard Nambu-Goto term [8], with
string tension π2/κe2l2 (remember that 1/e2l2 was the vortex mass in two dimensions).
The parameter 1/l plays thus the role of the Higgs mass in our lattice model; higher order
terms in (6.20) involve both the curvature and internal excitations of the string. Particle-
string interactions are encoded in the topological Aharonov-Bohm term (third term in
(6.19)) measuring the linking of the closed world-lines of particles and compact world-
sheets of strings in four Euclidean dimensions. As in the two-dimensional case this term
vanishes for loops and surfaces separated on distances much larger than 1/m. In this case
the denominator reduces to m2∇2 and, by using either one of the representations
Qµ = lkµαβYαβ ,
Mµν = lkˆµναXα ,
(6.21)
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and the equations (6.3) one recognizes that the whole term reduces to (i2πinteger), which
is equivalent to 0.
Unfortunately, the statistical mechanics of random surfaces [21] is much less under-
stood than its random loop counterpart [20] and we cannot use self-duality arguments
anymore. In order to proceed further we shall assume that the same three types of phases
as in the two-dimensional case can exists and we will point out the differences that can
nonetheless arise. First of all we can repeat the same argument as in the two-dimensional
case to find that in the electric condensation phase the global gauge symmetry associated
with Aµ is spontaneously broken RA → ZA while in the magnetic condensation phase it
is the Kalb-Ramond global gauge symmetry which is spontaneously broken RB → ZB.
Secondly we can consider the expectation values of the Wilson loop (4.6) and the ’t Hooft
surface
SH ≡ exp
(
iφκ
3
2
∑
x
l2φµνBµν
)
, (6.22)
where φµν vanishes everywhere but on the plaquettes of a compact surface, where it takes
the value 1.These expectation values are given by
〈LW 〉 =
ZTop
(
Qµ +
q
κ
qµ,Mµν
)
ZTop (Qµ,Mµν)
,
〈SH〉 = ZTop (Qµ,Mµν + φκφµν)
ZTop (Qµ,Mµν)
.
(6.23)
With exactly the same computation as in the two-dimensional case we find the dominant
contributions
〈LW 〉mag. cond. = exp
(−e2q2
2κl2
qµ
δµν
−∇2 qν
)
,
〈SH〉el. cond. = exp
(
−g
2κ3φ2
2
φµν
δµαδνβ − δµβδνα
−∇2 φαβ
)
.
(6.24)
Small loop (surface) corrections can alter only the coefficients of the Coulomb potentials
in these results. The long-range nature of the interaction kernels is associated with the
Goldstone bosons due to the spontaneous symmetry breaking present in both the electric
and the magnetic condensation phases. In four Euclidean dimensions the results (6.24)
for the ’t Hooft surface in the electric condensation phase implies that the self-energy
of a circular vortex loop of radius R is proportional to RlnR. As in two dimensions
this is tantamount to logarithmic confinement of magnetic fluxes and we conclude thus
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that the electric condensation phase is still a superconducting phase. The result (6.24)
for the Wilson loop in the magnetic condensation phase, instead, represents a perimeter
law, implying a 1/r Coulomb potential between charges. The amount of energy required
to separate a charge-anticharge pair is finite, although the interaction potential is long-
range. We identify this as an insulating phase (as opposed to the superinsulator in two
dimensions). Clearly, the dilute phase for both topological excitations corresponds again
to a metallic phase. As already mentioned, it is harder to estimate the position of the
phase transitions in three dimensions due to the lack of self-duality.
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Figure Captions
Fig. 1. The function mlG(ml)piµ for µ = ln5.
Fig. 2. Phase diagram of fabricated Josephson junction arrays (adapted from the last
paper in [5]). Solid squares denote a transition from metallic behaviour to su-
perconducting behaviour when the temperature is lowered; open squares denote
a corresponding transition from metallic to insulating behaviour.
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